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Abstract 
The domestic sector will play an important role in the decarbonisation and decentralisation of the 
energy sector in the future. Installation numbers of building-integrated small-scale energy systems 
such as photovoltaics (PV), wind turbines and micro-combined heat and power (CHP) have 
significantly increased. However, the power output of PV and wind turbines is inherently linked to 
weather conditions; thus, the injected power into the public grid can be highly intermittent. With the 
increasing share of renewable energy at all voltage levels challenges arise in terms of power stability 
and quality. To overcome the volatility of such energy sources, storage technologies can be applied 
to temporarily decouple power generation from power consumption. Two emerging storage 
technologies which can be applied at residential level are hydrogen systems and vanadium-redox-
flow-batteries (VRFB). In addition, the building-integrated energy sources and storage system can be 
combined to form a hybrid renewable energy system (HRES) to manage the energy flow more 
efficiently.  
The main focus of this thesis is to investigate the dynamic performance of two emerging energy 
storage technologies, a hydrogen loop composed of alkaline electrolyser, gas storage and proton 
exchange membrane (PEM) fuel cell, and a VRFB. In addition, the application of building-integrated 
HRES at customer level to increase the self-consumption of the onsite generated electricity and to 
lower the grid interaction of the building has been analysed. 
The first part deals with the development of a research test-bed known as the Hybrid Renewable 
Energy Park (HREP). The HREP is a residential-scale distributed energy system that comprises 
photovoltaic, wind turbine, CHP, lead acid batteries, PEM fuel cell, alkaline electrolyser and VRFB. In 
addition, it is equipped with programmable electronic loads to emulate different energy 
consumption patterns and a charging point for electric vehicles. Because of its modular structure 
different combinations of energy systems can be investigated and it can be easily extended. A unified 
communication channel based on the local operating network (LON) has been established to 
coordinate and control the HREP. Information from the energy systems is gathered with a temporal 
resolution of one second. Integration issues encountered during the integration process have been 
addressed.  
The second part presents an experimental methodology to assess the steady state and dynamic 
performance of the electrolyser, the fuel cell and the VRFB. Operational constrains such as minimum 
input/output power or start-up times were extracted from the experiments. The response of the 
energy systems to single and multiple dynamic events was analysed, too. The results show that there 
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are temporal limits for each energy system, which affect its response to a sudden load change or the 
ability to follow a load profile. Obstacles arise in terms of temporal delays mainly caused by the 
distributed communication system and should be considered when operating or simulating a HRES at 
system level. 
The third part shows how improved system models of each component can be developed using the 
findings from the experiments. System models presented in the literature have the shortcoming that 
operational aspects are not adequately addressed. For example, it is commonly assumed that energy 
systems at system level can respond to load variations almost instantaneously. Thus, component 
models were developed in an integrated manner to combine theoretical and operational aspects. A 
generic model layout was defined containing several subsystems, which enables an easy 
implementation into an overall simulation model in MATLAB®/Simulink®. Experimental methods 
were explained to extract the new parameters of the semi-empirical models and discrete operational 
aspects were modelled using Stateflow®, a graphical tool to formulate statechart diagrams. All 
system models were validated using measured data from the experimental analysis. The results show 
a low mean-absolute-percentage-error (<3%). Furthermore, an advanced energy management 
strategy has been developed to coordinate and to control the energy systems by combining three 
mechanisms; statechart diagrams, double exponential smoothing and frequency decoupling.  
The last part deals with the evaluation, operation and control of HRES in the light of the improved 
system models and the energy management strategy. Various simulated case studies were defined to 
assess a building-integrated HRES on an annual basis. Results show that the overall performance of 
the hydrogen loop can be improved by limiting the operational window and by reducing the dynamic 
operation. The capability to capture the waste heat from the electrolyser to supply hot water to the 
residence as a means of increasing the overall system efficiency was also determined. Finally, the 
energy management strategy was demonstrated by real-time experiments with the HREP and the 
dynamic performance of the combined operation has been evaluated. 
The presented results of the detailed experimental study to characterise the hydrogen loop and the 
VRFB as well as the developed system models revealed valuable information about their dynamic 
operation at system level. These findings have relevance to the future application and for simulation 
studies of building-integrated HRES. There are still integration aspects which need to be addressed in 
the future to overcome the proprietary problem of the control systems. The innovations in the HREP 
provide an advanced platform for future investigations such as electric-vehicles as decentralised 
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1 Introduction 
Moving from a fossil fuel and nuclear dominated energy era to a sustainable energy supply is one of 
the most ambitious targets which the European Union (EU) has committed itself to achieve. 
Motivated by the threat of global warming and the depletion of fossil energy resources, the EU 
intends to reduce greenhouse gas emission by 80-95% below 1990 levels by 2050 (EU-DGE 2011). In 
2008 the EU defined an interim target that there should be at least 20% reduction in emissions by 
2020 (EU-EC 2008). All members of the EU have made significant progress to fulfil these 
commitments collectively. Recently, the EU has agreed on an energy and climate policy framework 
beyond 2020. By 2030 the greenhouse gas emissions have to be reduced by 40% compared to 1990 
levels, 27% of the consumed energy has to be supplied by renewable energy sources and energy 
efficiency has to be improved by 27% (EU-ECO 2014). Some EU member states have always been 
proactive in this context and have formulated their own climate policies. The United Kingdom (UK) 
has set a road-map towards a low carbon society (DECE 2009). This involves higher emission cuts 
(more than 30% of 1990 levels) and that 40% of the electricity is generated from low carbon sources 
by 2020. Furthermore, around 30% of the electricity should come from renewable energy sources. 
However, on this road-map the application of nuclear power is still considered as a clean energy 
resource. Recent history has shown that the utilisation of nuclear energy can be a threat to mankind 
and the environment. Another important aspect to be kept in mind is that one of the key issues of 
using nuclear energy, the final disposal of the nuclear waste, has not been solved so far. Germany, on 
the other hand, has committed to transform its energy sector to a post-nuclear era characterised by 
a high share of renewable energy by 2022. This decision, which is commonly known as the 
“Energiewende”, has made Germany the subject of world-wide interest as a highly industrialised 
country attempting to substitute the traditional base load generators with preferential use of 
renewable energy sources without decreasing the energy security and reliability. In addition, issues 
arise with respect to how it can be ensured that the energy prices will be kept at affordable levels to 
guarantee Germany’s international competitiveness. Thus, Germany’s energy policy is even more 
ambitious than the policies of other EU members. Greenhouse gas emissions have to be reduced by 
40% by 2020 compared to 1990 levels, the electric energy supplied by renewables has to be 
increased to 40-45% by 2025 and has to reach a share of the total electric energy consumption of 
80% by 2050; and the primary energy consumption has to be reduced by 50% compared to 1990 
levels (DE-BMWIU 2012). Without doubt the consistent utilisation of renewable energy resources 
such as wind and solar power along with increasing the energy efficiency in all sectors are the key 
elements to successfully achieve the transition to a sustainable energy sector.  
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In Germany the legislative introduction of the “Erneuerbare-Energien-Gesetz” (EEG) with its defined 
feed-in-tariffs has accelerated the installation of renewable energy sources since 2000. In 2013 
almost 26% of the total electricity demand in Germany was supplied by renewable energy sources 
including onshore and offshore wind farms, hydropower, biomass, bio-waste and photovoltaic (PV)  
(AG-En 2014). The highest proportion was provided by wind energy with 7.3%, which is 
predominantly installed in the northern regions of Germany. In addition, the share of PV power has 
reached a level of 4.5%. The power output of both technologies is linked to inherently variable 
weather conditions, which challenges both the grid capacity and the established operation of 
conventional power production units in balancing the electricity demand and supply. In Germany, the 
penetration of solar and wind power sources have reached levels which become a true technical 
problem such that at times with low electric demand and with high wind or high solar radiation the 
power output of the wind farms or PV needs to be reduced. In 2012 this aggregated loss of 
production caused by grid congestion was 384.8 GWh (Bundesnetzagentur 2014). Similar 
developments of the evolution of the increasing share of renewables can be seen in the UK, where 
the Government has introduced a feed-in-tariff scheme in 2010. The installed total capacity of PV 
systems has exponentially increased from less than 50 MW in 2010 to 4.2 GW in 08/2014 (DECC 
2014a). From the total capacity approximately 86% are eligible for the feed-in-tariffs (DECC 2014b). 
As outlined above, the need to transform our current energy system to a sustainable one implies the 
introduction of renewable energy sources and the improvement of the energy efficiency in all 
sectors. Challenges arise in how the integration of renewable sources can be achieved without 
compromising our secure and reliable electricity supply. This thesis is motivated by these issues and 
concerns innovative technologies to convert, store and release electric energy to buffer the volatile 
power output of renewable energy sources. 
1.1 Managing the electricity at distribution level 
To manage the increasing share of renewable energy sources, the traditional energy system may 
transform from a centralised system with large power plants to a decentralised one with high share 
of medium to small scale distributed energy generators. In addition, information and communication 
technologies (ICT) need to be introduced to coordinate and to manage the distributed generators 
(Wissner 2011). Furthermore, mechanisms such as demand side management and demand side 
response need to be established to support the integration of volatile renewable energy sources. 
Due to the massive integration of renewables the traditional energy system faces challenges of 
power balancing and demand side management/response; therefore, it needs to be transformed to 
an active system composed of interacting smart grids (EU-DGR 2006). In this future energy scenario 
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the introduction of energy storage will be another important mechanism to temporarily decouple the 
electricity supply from the demand. 
Applying energy storage seems to be the perfect solution buffering the uncontrolled power 
generation of renewable sources. Surplus electricity is stored and will be released again at times 
when needed. Introducing electrical storage is also one of the key elements in achieving a low carbon 
energy system (EU-DGE 2013). Its application can be beneficial at all levels of the electricity network 
(Strbac et al. 2012). Various technologies can be applied to store renewable energy. It has already 
been demonstrated that traditional and mature technologies, for instance, pumped hydroelectric 
and lead-acid batteries can be utilised for power applications. However, each technology has its own 
limitations and no storage technology can currently provide all the desirable characteristics of high 
energy and high power density (Bhuiyan & Yazdani 2012). Due to the desirability of energy storage 
and the immaturity of some technologies, research in the field of energy storage technologies has 
been recently promoted by many countries. 
In this frame the attention on the EU domestic building sector, responsible for approximately 25% of 
the primary energy usage and 29% of the total electric demand (Paolo, Labanca & Hirl 2012), has 
been increased (EeB 2010). Buildings have a high potential for improving energy efficiency, thus, they 
are of great importance to achieve a sustainable energy future. In addition, most of the PV capacity 
and micro combined heat and power (CHP) systems are installed at distribution level. The increasing 
penetration of small scale PV systems challenges the grid stability at the low-voltage level. It can be 
anticipated that the increasing share of these PV systems may cause overvoltage not only at the low-
voltage level, but in certain circumstances also at the next mid-voltage  
level (Eftekharnejad et al. 2013). There is a growing need to establish mechanisms to actively control 
the power flow at this level. In addition, the electricity costs of PV have reached grid parity in some 
EU countries (Pérez et al. 2013) and some countries have already started to reduce the incentives of 
the renewables. For instance, Germany has cut the feed-in-tariffs below the retail prices of 
electricity. Utilising the on-site generated renewable energy has become attractive for building 
owners. The introduction of electric storage technologies at this level can be deployed to maintain 
grid stability by giving an additional degree of flexibility. Electricity can be generated, stored, 
distributed and consumed locally to provide added value for both the electricity grid and the building 
owner. Similar to the electricity grid itself, buildings may transform to an active energy consumer and 
provider composed of energy sources such as PV, electrical storages and energy management 
systems forming building-integrated hybrid renewable energy systems (HRES). 
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1.2 Scope of thesis 
The main motivation for this thesis is the need to investigate the potential of the following two 
promising emerging storage technologies to enable building-integrated HRES to support the local 
utilisation of on-site generated PV energy more effectively. 
Hydrogen can be used, if generated from renewables by water electrolysis, as a clean and sustainable 
energy carrier. It can play an important role to store surplus renewable energy and it facilitates a link 
between the electricity, heat and transport sector by offering a flexible usage as fuel  
(Ball & Wietschel 2009). The technical feasibility of hydrogen systems composed of an electrolyser, a 
gas storage and a fuel cell buffering renewable energy has been demonstrated since 1990  
(Yilanci, Dincer & Ozturk 2009). It is believed that hydrogen systems have a high potential for the 
decentralised market if the system reliability can be improved (IEA-HIA 2010). Although technological 
progress has been made, there are still research challenges in terms of improving the system 
efficiency, system integration and to reduce the costs of the components (Gahleitner 2013). 
Another emerging energy storage technology is the vanadium-redox-flow-battery (VRFB). It has the 
potential to be applied at the distribution and customer level providing energy management services. 
Compared to traditional battery systems, VRFB have the advantages that the power rate can be 
independently scaled from the energy capacity and that the entire working range of the state-of-
charge (SOC) can be used without reducing its lifetime. However, VRFB is a relatively new technology 
which is only recently commercially available. It was found that the commercial production and the 
availability of such systems have increased faster than fundamental knowledge about the underlying 
process (Weber et al. 2011). On-going research is focused on all aspects, for example on new 
component materials, electrolyte, electrochemical reactions, optimising flow distribution, optimising 
flow rates, system integration and reducing the costs (Alotto, Guarnieri & Moro 2014). 
Although both technologies are already available in suitable sizes for buildings, relatively little is 
known about practical aspects and their performance in building-integrated HRES. System 
integration issues associated with the development of a building-integrated HRES composed of 
hydrogen systems or VRFB are not adequately reported or documented in the literature. More 
importantly, their dynamic performance integrated in a standardised building automation system has 
not been analysed. In addition, general challenges arise in terms of defining and testing of 
appropriate control strategies for HRES (Ulleberg et al. 2007). Practical experience has to be made to 
gain a better understanding of the emerging technologies, their dynamic performance and how they 
can be effectively integrated into a domestic scale HRES application. There is still a need for practical 
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demonstration projects, to analyse and document the performance of such storage technologies  
(IEA 2014). 
The application of HRES at the low-voltage level seems to be a good solution to effectively manage 
the energy flow; however, design, control and operational aspects involved with HRES are rather 
complex. Computer simulations can be used to design the system, to assess the performance and to 
develop control strategies for a specific application. With regard to hydrogen systems there is a need 
for validated system models which can be used in commonly available simulation software to design 
HRES and to define operational strategies (Ulleberg et al. 2007). In addition, most of the existing 
modelling studies of VRFB cover specific aspects of the technology itself rather than investigating the 
overall system behaviour. Although various research studies have been presented with a focus on 
developing models of hydrogen systems and VRFB, they neglected potentially important operational 
aspects at system level.  
In this regard, this thesis seeks to make a further contribution towards the application of building-
integrated HRES by developing system models in an integrated manner. Experimental investigations 
are carried out alongside with the development of system models and control strategies. 
1.3 Research aim, objectives and methodology 
The overall aim of this thesis is to provide a better understanding of the integration of hydrogen 
systems and VRFB into a building automation system and how the system performance is influenced 
by operational conditions. In addition, it seeks to develop models of an electrolyser, a fuel cell and a 
VRFB by combining theoretical and operational aspects to build an integrated system model 
applicable for annual simulations using high resolution temporal data and to assess their 
performance for residential application. 
To address these aims, the research objective is threefold: 
1) Development of an experimental platform to investigate systematically the steady state and 
the dynamic performance of energy systems under real world conditions. 
2) Development of system models of the energy systems considering theoretical and 
operational aspects, and the development of a suitable energy management strategy. 
3) Evaluation of the hydrogen system and the vanadium-redox-flow-battery as decentralised 
storage for buildings. 
To accomplish the three research objectives several practical issues had to be tackled. An 
experimental platform was developed from individual energy systems. A unified communication 
channel among all energy systems was established and control structures were implemented to 
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investigate the dynamic interaction of the energy systems. Furthermore, each energy system was 
equipped with additional measurements to perform the detailed component characterisation. The 
integration process presented in this thesis provides important insights and will help system 
integrators to design a building-integrated HRES. 
To evaluate the dynamic performance of the hydrogen system and the VRFB at system level, a 
generally applicable experimental method had to be defined to systematically characterise their 
behaviour. The first set of experiments investigated the steady state performance, the second set 
focused on the response to a single dynamic event and a third set of experiments characterised the 
response to multiple dynamic events. The systematic approach revealed important information 
about the real performance of the energy systems and identified transient limitations at system level. 
These findings were required to develop the system models and the energy management strategy of 
the HRES. In addition, the systematically characterisation provided important information about the 
capability of the systems to balance the volatile power output of renewable energy sources 
integrated in multivendor HRES, which is valuable for system integrators to design appropriate 
control strategies. 
The model development was carried out in an integrated manner. Based on the experimental 
characterisation a generic model layout was defined. The modelling process was carried out within 
the MATLAB®/Simulink®/Stateflow® environment. Each developed semi-empirical model combines 
theoretical and operational aspects to reflect the real behaviour of the energy systems. Furthermore, 
the developed models were improved compared to models presented in the literature. Moreover, 
experimental methods were designed to extract the parameters of the developed empirical functions 
of the models. The cross-validation technique was applied to find the parameters and to validate the 
models against measured data. The detailed presentation of the model development process and the 
experimental data gathered from the hydrogen system and the VRFB provide valuable information, 
which can be applied for system model analysis by other researchers in the field of HRES. 
To investigate the performance of building-integrated hydrogen systems and VRFB it was necessary 
to establish an overall energy management strategy, which ideally can be applied to conduct the 
annual simulations and to control the experimental platform in real-time. In this regard, an advanced 
energy management strategy was also developed in MATLAB®/Simulink®/Stateflow®. A combination 
of three mechanisms was applied to manage the HRES. The application of a standardised software 
interface established a communication method between the simulation environment and the 
experimental platform.  
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The annual performance of a building-integrated hydrogen system and VRFB was analysed by means 
of different simulation scenarios. The scenarios were modelled to represent a grid-connected HRES 
integrated in a residential building. The objectives of the energy management strategy were to 
improve the on-site utilisation of the PV energy, to reduce the grid interaction of the building and to 
operate the energy systems efficiently. Each individual simulation scenario was carried out for a time 
period of one year with a high temporal resolution. The performance was assessed by calculation of 
three performance indices. Furthermore, sensitivity analyses were performed to find optimised 
control parameters and to establish the impact of the PV size and the load on the annual 
performance. Moreover, the application of the building-integrated HRES as deferrable load in smart 
grid environment was evaluated. The conducted simulation studies revealed important insights to 
better understand the performance and the interaction of a building-integrated hydrogen systems 
and VRFB, which are essential for the design HRES. 
Finally, the developed energy management strategy was applied to control the experimental 
platform and the dynamic performance of the energy systems integrated in a building automation 
system was analysed. The real-time management of the experimental platform provided valuable 
information of the dynamic performance of such energy systems in a real world application. The 
presented findings are relevant to understand the factors which influence the performance of 
hydrogen systems and VRFB associated with renewable energy sources and can be used for further 
developments. 
1.4  Research limitations 
The research carried out in this thesis applied a combined experimental and simulation approach to 
develop system models of two emerging storage technologies. Due to the complexity of each 
individual energy system and the overall complexity of the integrated experimental platform, some 
boundaries were defined. 
The developed models are based on the systems installed at Ostfalia University. To achieve 
comparability between the simulations and experimental investigations, these models were used for 
annual simulations to assess building-integrated hydrogen systems and VRFB. An overall optimisation 
of the system sizes was not performed. 
Since the focus was the development of system models useable for annual simulations, transient 
effects occurring within the energy conversions systems, for example, double layer effects at the 
electrodes were not considered due to the significantly increasing computational time and the minor 
impact on the overall performance. 
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The defined simulation scenarios were focused on the domestic application. The applied electric load 
data and the domestic hot water profile were generated by load models presented in the literature 
with a temporal resolution of one minute.  
Hydrogen systems and VRFB are still emerging and not broadly applied technologies; thus, they are 
not cost competitive compared to other energy storage technologies such as lead-acid batteries, in 
particular for small scale applications. Therefore, a techno-economic analysis was not conducted. 
Due to the complexity of the processes involved to understand the ageing of alkaline electrolyser, 
PEM fuel cell and VRFB, component degradation was not considered in the developed system 
models. The investigation of ageing processes is time consuming and requires more specialised 
measuring equipment if an overall model validation is desired. 
1.5 Outline of the thesis 
The thesis is organised in the following manner: 
Chapter two presents a literature review to provide a more detailed context. First, a brief 
introduction to hybrid energy systems and their different system topologies is presented. It is 
followed by a discussion on the relevance of buildings and the application of storage technologies. 
Different energy management approaches are reviewed and their characteristics are outlined. The 
key section of this chapter presents a review of hybrid renewable energy systems with a particular 
focus on experimental and simulation studies at residential level. 
Chapter three presents in detail the developed experimental platform. It describes the electrical and 
communication topology of the experimental platform and the individual experimental set-up of 
each energy system. In addition, the layout of the control structure to coordinate the energy systems 
and to manage the energy flow is outlined. 
Chapter four introduces methods to systematically characterise the performance of the alkaline 
electrolyser, the fuel cell and the vanadium-redox-flow-battery. In addition, experimental results of 
each system characterisation are presented.  
Chapter five presents the development of system models based on the operational aspect identified 
in the previous chapter. A general model layout composed of several sub-models is proposed, that 
considers theoretical and operational aspects. In addition, experimental methods are defined to 
extract parameters for the semi-empirical models. Furthermore, the validation of the developed sub-
models and the integrated system models are outlined. This chapter closes with the development of 
an energy management strategy that considers the findings of chapter 4. 
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Chapter six presents as a continuation of the previous chapters the application of the system models 
and the energy management strategy. Different domestic simulation scenarios are defined to 
determine the annual performance of the electric storage systems, the local utilisation of the PV 
energy and the grid interaction of the building. Finally, the functionality of the developed energy 
management system is demonstrated and the dynamic interaction of the energy systems is 
investigated by means of experiments. 





2 Background and related work 
This chapter provides the context of this PhD thesis. Section 2.1 introduces and clarifies the term of 
hybrid renewable energy systems. In addition, the relevance of buildings and the need for electrical 
storage are discussed. An overview of energy management approaches is followed. Section 2.2 
reviews the application of hybrid energy systems with main focus on hydrogen systems. Modelling of 
hybrid energy systems is discussed in section 2.3.  
2.1 Introduction to hybrid energy systems 
The term Hybrid Energy System (HES) defines a combination of different energy sources and energy 
storages to cover a certain demand. A general definition was formulated by Manwell (2004, p 215): 
“Hybrid energy systems are combinations of two or more energy conversion devices (e.g., electricity 
generators or storage devices), or two or more fuels for the same device, that when integrated, 
overcome limitations that may be inherent in either.” 
This definition is not precise about the scale and can be applied quite general. From a macro level 
perspective, the public electricity grid itself can be defined as hybrid energy system composed of a 
portfolio of different power plants with certain characteristics (nuclear and coal power plants to 
satisfy the base load, gas power plants for load following and pumped hydro storages to meet the 
peak load) to guarantee a stable and reliable power supply. A small scale application is, for instance, 
a hybrid electric vehicle that combines a combustion engine with an electric motor to increase the 
efficiency and the performance of the vehicle. Therefore, the combination or the hybridisation of 
energy systems compensates the limitation of the individual component and leads to a higher degree 
of supply reliability and/or a performance increase.  
The most typical application of HES is rural electrification supplying individual systems such as 
buildings or telecommunication stations or to power an aggregation of single systems, for example a 
village. In addition to the conventional HES typically composed of a diesel generator or a CHP unit, 
the utilisation of renewable power becomes more important in terms of providing pollution free 
energy as well as minimising fuel costs. This improvement can be achieved by adding renewable 
power generators such as PV and wind turbines to a HES, which then is generally defined as hybrid 
renewable energy system (HRES) (Wichert 1997; Manwell 2004). Apart from reducing fuel costs and 
carbon dioxide emission, the integration of renewable power sources into conventional HES is also 
promising to increase the efficiency and the supply reliability. Recently, the general interest in HRES 
has been significantly increased. A variety of HRES are presented in the literature (Deshmukh & 
Deshmukh 2008; Nema, Nema & Rangnekar 2009; Bajpai & Dash 2012). Hybrid energy systems can 
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be classified into stand-alone (aka off-grid), which has been the most discussed to date, and grid-
connected systems.  
In stand-alone systems it is obvious that the utilisation of solar and wind power cannot be done by 
simply adding PV or wind turbines to the system due to the fact that the power output of the 
renewables is linked to weather conditions. Thus, renewable energy will not exactly match the local 
demand which may cause operational problems in terms of voltage and frequency variations. To 
overcome this limitation, storage technology is very important within stand-alone applications to 
balance electric power output and electric demand.  
Grid-connected systems, on the other hand, are part of the public electricity grid and are installed at 
the distribution level. Electricity is generated near to where it is consumed; consequently, 
distribution losses could be reduced and the electricity grid of rural areas, which tend to have a weak 
network with long radial branches, could be stabilised (Kaundinya, Balachandra & Ravindranath 
2009). The volatile characteristic of renewable power sources plays a minor role because the grid can 
provide the deficit power as long as the penetration of renewable power is low. As discussed in the 
previous chapter, there is a growing interest for manageable decentralised energy sources to provide 
added-value to the public grid. Hence, storage technologies at this level may become necessary to 
provide a higher degree of flexibility. In the literature only a few studies have been published with 
focus on grid-connected utility interactive HRES (Deshmukh & Deshmukh 2008; Nema, Nema & 
Rangnekar 2009). 
The work presented in this thesis is relevant to the general class of HRES installed at the distribution 
level. Introducing HRES combined with electric storage at this level will provide a mechanism to 
actively manage the power flow; therefore, it will help to equalise electric demand and the volatile 
power injection of the renewable. In addition, it may reduce the risk that the increasing share of 
renewables destabilises the grid.  
2.1.1 System topologies 
HES/HRES can be classified as DC or AC coupled electric systems (Abd El-Aal 2005). Figure 2-1 
illustrates the two topologies, which can be applied either for hybrid energy systems or for micro-
grids. In DC coupled systems all electric energy sources and storages are connected via DC/DC 
converter or AC/DC inverter to a common DC bus with a defined voltage level. Although PV arrays 
and batteries generate a DC voltage, it is necessary to adopt the varying output voltage of each 
device to a defined voltage level of the DC bus via DC/DC converters. The connection to AC loads 
and/or the public grid is realised by a single AC/DC inverter. Advantages of the DC topology are its 
simplicity and the direct coupling of components independent of frequency (Nehrir et al. 2011). 
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Drawbacks are that no standardised DC voltage level exists, system extension may cause difficulties 
and the overall efficiency in case of serving AC loads is low (Abd El-Aal 2005). In AC coupled systems 
the electric energy sources and storages are connected through an AC/DC inverter to standardised 
AC bus (e.g. 230 V/400 V 50 Hz).  
 
 
Figure 2-1: DC coupled (left) and AC coupled (right) HRES. 
 
This system configuration has several advantages, for example, electric generators can be directly 
connected to the AC bus, AC loads can be served directly and the system can be easily extended  
(Abd El-Aal 2005; Nehrir et al. 2011). Drawbacks are that the different electric energy sources and 
storages need to be synchronised with the AC bus and the voltage and frequency should be well 
controlled in stand-alone operation.  
Instead of using strictly one of the above described system topologies combined solutions also exist. 
For instance, it could be beneficial to group localised DC energy sources, storages or loads with 
similar voltage level to form a DC bus with a single connection via an AC/DC inverter to an AC bus. In 
such configuration the conversion losses could be reduced leading to a higher overall energy 
efficiency. 
The HRES developed in the thesis is based on the AC topology which can be typical found in 
European households. The scale of the applied technologies is in the range of a few kilowatts, thus, 
they can be considered for residential applications. 
2.1.2 Relevance of buildings 
As approximately 40% of the primary energy usage in the EU applies to the building sector the EU has 
focused on increasing the energy efficiency in buildings (EeB 2010). It is expected that buildings will 
be transformed from passive energy consumers into active energy providers/consumers (prosumers). 
Recently, net zero- and positive-energy buildings have gained a lot of interest in the research 
community (Milo et al. 2011; Kolokotsa et al. 2011; Renau et al. 2014). The EU has issued a directive 
that after 31st January 2021 all new buildings have to be nearly zero-energy buildings, which means 
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that the building has a very high energy efficiency, an almost zero or at least very low annual energy 
balance and the energy is preferably supplied by renewable energy sources either generated on-site 
or nearby (EU-Directive 2010). 
The transition of the electricity supply system from a centralised to a decentralised system puts the 
building sector into focus in the on-going discussion about the introduction of smart grids. Buildings 
can play a significant role in realising the future distributed electricity grid composed of interacting 
smart grids if the energy usage within buildings is understood and the energy flow can be controlled 
(Agarwal, Weng & Gupta 2011). In electricity networks the power generation and the demand needs 
to be always in equilibrium, otherwise the grid can become unstable. Therefore, to provide added 
value to the electricity grid, the energy consumption and generation in buildings needs to be 
considered not only on an annual basis but on a temporal resolution of hours, minutes or even 
seconds. Therefore, nearly net-zero energy buildings should be improved to be grid-friendly by 
providing grid services such as peak-shaving, reactive power compensation and back-up power to 
local loads (Milo et al. 2011). 
In this regard, the roll-out of smart metering devices along with the introduction of ICT will help to 
establish mechanisms to actively manage electrical energy flow within the grid and buildings  
(VDE 2010). From a technical feasibility perspective, the amount of energy from the German 
domestic sector that could be time shifted in 2020 has been predicted to be 3.8 GW (ETG Task Force 
DSM 2012). However, this potential will remain unused, if smart meters and mechanisms to control 
the demand are not introduced. Such mechanisms are commonly referred to as Demand Side 
Management (DSM) and Demand Side Response (DSR). DSM describes the management of 
appliances within the building, for instance, to reduce the peak load. On the other hand, DSR 
includes the active response of the building to an external signal, for instance, a price signal to 
manage the demand. In addition, the application of electric storage provides more flexibility. DSR will 
not only be restricted to demand shift, but It can also be used to release energy at certain times 
(ENA/EnergyUK 2012). 
In this context the introduction of HRES composed of renewable power sources and electrical 
storages into the built environment is of utmost importance. Recently, the application of HRES in 
buildings has gained more attention in the literature (Kanchev et al. 2011; Sechilariu, Wang & 
Locment 2013; Wang 2013; Zeng, Zhao & Yang 2013). Kanchev et al. (2011) discussed the interaction 
between building-integrated micro-grids and a smart grid without a particular focus on the applied 
technologies. They highlighted the need for electrical storage systems to compensate the 
fluctuations of the renewables and to gain the flexibility to be an active prosumer. Sechilariu et al. 
(2013) and Wang (2013) studied building-integrated DC micro-grids consist of PV and batteries with 
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focus on supervision and energy management in interaction with the smart grid. Both proposed a 
local energy management system that considers time variable electric energy tariffs and limits the 
grid injection of the renewables. In all these reviewed research articles it was found that the 
communication within the building was the key to establish a local energy management. 
Introducing smart grid communication poses several new challenges which have to be addressed. 
Especially, aspects such as privacy of the end-user, data security, communication infrastructure, 
standardisation and interoperability need to be considered and clarified (Fan et al. 2013). Standards 
need to be introduced to establish a secure, reliable and interoperable communication between the 
building and the grid operator as well as among the appliances in the building. An emerging standard 
in this frame is the Open Automated Demand Response (OpenADR) standard, it defines an open 
communication between grid operators and end-users to exchange demand response signals 
(OpenADR 2010). In this regard, the adaption of established building automation standards should be 
considered to achieve a high degree of interoperability (Noga et al. 2013). Among others, the Local 
Operating Network (LON) (EN 14908 2005) has been identified as standard which can be used at the 
end-user side due to its interoperability and maturity. Therefore, it may be relevant for the 
deployment of smart grids (Greer et al. 2014).  
Tremendous effort has been put into research, standardisation, harmonisation and legalisation to 
facilitate the introduction of smart grids world-wide (Fan et al. 2013). It is unlikely that a timely 
solution will be found that adequately addresses all aspects because of the complexity of smart grids. 
In addition, the variety of different requirements in national grid codes increases the difficulty to 
implement broadly applied DSR mechanisms. Understanding the application of HRES at the level 
chosen in this thesis is an important contribution which could underline advances in smart demand 
response but the details regarding the communication between the HRES and the grid operator are 
outside the scope of this thesis. However, the developed experimental platform applies a 
standardised building automation protocol, LON, to coordinate and to control the energy systems to 
improve the local consumption of the renewable energy. Therefore, the presented experimental 
analysis provides important insights about the dynamic performance of HRES at the end-user side. 
2.1.3 Electric energy storage 
The introduction of electric energy storage technologies is a necessary step towards a low carbon 
electric energy system in the EU: “In a low-carbon energy system, storage will be needed at all points 
of the electricity system” (EU-DGE 2013, p 6).  
Energy storage technologies can be applied at power generation level (large scale storage, GWh), at 
transition level (medium to large scale storage, MWh), at distribution level (medium scale storage, 
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kWh-MWh) and customer level (small scale storage, kWh). Although energy storage will become 
necessary in the future electricity system with a high share of renewable power, the introduction 
faces a lot of barriers. Taylor et al. (2013) conducted a qualitative analysis of three different 
pathways – user led, decentralised and centralised – for energy storage in the UK. Among others they 
have identified that the introduction of storage at decentralised and centralised level requires new 
institutional and business arrangements. At customer level barriers arise in terms of energy 
efficiency, affordability, controllability, performance and integration into the built environment. A 
recently published report (Hollinger et al. 2013) analysed the benefits of applying PV-battery systems 
at customer level. They concluded that the introduction of electric storage can significantly reduce 
the grid peak injection of PV leading to an overall improvement of the electric grid capacity and thus 
more PV can be installed. However, it would be only beneficial if the energy flow can be controlled. 
Besides the positive effects, the major challenge to introduce electric energy storage still remains, its 
application needs to be economically feasible (EU-DGE 2013; Taylor et al. 2013). 
Electric energy can be stored directly (electric/magnetic field) or it can be converted into another 
energy form (mechanical (potential/kinetic), thermo-electric or chemical) (ETG Task Force ES 2009). 
The simplest approach to store electricity is to convert it into heat (power-to-heat) and use the 
energy, for example to produce domestic hot water. A drawback of this method is that the stored 
energy cannot be converted back into electricity. Ideally, an electric energy storage technology 
involves the accumulation and the storage of energy to release electricity at certain times when it is 
needed. Each form of storage has its own characteristic and can be deployed for power 
quality/reliability or for energy management purposes. The requirements in terms of response time 
and power density are high for power quality/reliability applications. In energy management 
applications the main focus is to shift energy in times where it is required or to reduce peaks in the 
power profile. 
Figure 2-2 illustrates the issue of matching the electric energy demand with the generated electricity 
from renewable energy sources. A daily typical domestic load profile is shown to the left and the 
daily supply profile of a combined PV and wind generation system to the right. Both profiles are 
strongly variable and there is only a small overlap between the two profiles. To improve the match, 
electric storage can be applied, for example to level the power to avoid peaks (a), to shift the 
generated electric energy in times when demand exceeds the generated energy of the renewables 
(b) or to compensate the fluctuations of both the power output of the renewable sources or the 




a) Power levelling b) Load shifting c) Power compensating 
   
Figure 2-2: Matching energy demand and energy supply 
 
An extensive overview of various energy storage technologies and their different functionality and 
performances can be found e.g. in (Ibrahim, Ilinca & Perron 2008; IEC 2011). What type of electric 
energy storage can be deployed depends strongly on the application, operational constraints and 
spatial requirements. Nair and Garimella (2010) conducted an assessment of small scale electric 
storage technologies for buildings. They focused on a comparison between lead-acid, nickel cadmium 
(NiCd), nickel metal hydride (NiMH) and lithium ion (Li-ion) batteries. Their results show that NiCd 
have the highest potential for small-scale application in renewable energy systems. They also stated 
that Li-ion batteries have the greatest potential to enter the renewable energy sector with its high 
energy density, high lifetime, stable voltage level and fast response times. An overview of 
commercially available small scale battery systems is presented by the German PV-magazine (PVMD 
2014). It states that nowadays the dominant technologies are lead-acid and lithium batteries for 
small scale domestic application with PV. Chatzivasileiadi et al. (2013) discussed more generally 
suitable electric storage technologies for buildings. Among others they discussed emerging 
technologies such as vanadium-redox-flow-batteries (VRFB) and the usage of hydrogen. They 
identified that VRFB have high potential for load-shifting applications at distribution and customer 
level.  
One advantage of VRFB is the independent scalability of power and energy capacity. The power is 
defined by the size of the energy converter (the cell stack), whereas the energy is defined by the 
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amount of positive and negative charged electrolyte stored in two tanks. In general, the interest in 
VRFB has been significantly increased over the past ten years and several installations from a few 
kW/kWh to MW/MWh have been realised worldwide (Shigematsu T. 2011; Alotto, Guarnieri & Moro 
2014). It ranges from off-grid and emergency power supply to grid services such as load levelling and 
power output stabilisation of renewables. Schreiber et al. (2012) have shown that VRFB could be cost 
competitive compared to lead-acid and lithium-ion batteries for small scale application, if the 
manufacturing costs can be reduced. However, only a few manufacturers exist world-wide and their 
focus is currently the application of VRFB at distribution level.  
The introduction of hydrogen as energy carrier gives a high degree of flexibility in terms of its 
utilisation. It can be used for stationary applications to provide power and heat as well as for 
transport applications. Hydrogen can be a key technology to decarbonise both the heating and 
transport sector. However, its usage would only be environmentally beneficial, if the hydrogen is 
sustainably generated from renewable energy sources (Ball & Wietschel 2009). Hydrogen can be 
sustainably produced by water electrolysis using excess renewable energy and it can be easily stored, 
for example in compressed gas cylinders. It can be converted back into electricity in fuel cell systems 
or it can be used in combustion processes substituting hydrocarbon fuels. The complete electric 
conversion cycle is often called “hydrogen loop”. In the future energy supply system hydrogen may 
be important to store large amounts of energy at centralised and distributed level (ETG Task Force ES 
2009; EU-DGE 2013). The introduction of small scale on-site hydrogen production units is arguable 
due to the high component costs and the low efficiency of the hydrogen loop. However, small-scale 
decentralised systems may play an important role in achieving a hydrogen economy in the future, for 
instance, as part of a domestic or office building (Yilanci, Dincer & Ozturk 2009), if the manufacturing 
costs can be reduced and the technology can be improved in terms of efficiency and reliability. A 
detailed summary of world-wide hydrogen projects (large and small scale) are given by Yilancy et al. 
(2009) and Gahleitner (2013). Most of the projects were motivated by substituting fossil fuels 
especially in remote applications and by the need to have a reliable and scalable option to store 
renewable energy at the distribution level. Nevertheless, hydrogen systems are still an emerging 
technology and research challenges remain with respect to improving the system efficiency, system 
integration and to reduce - overall - the costs of the components (Gahleitner 2013). 
This thesis focuses on the system integration of the two emerging energy storage technologies: the 
hydrogen loop and the VRFB applied at customer level. The electrical and the communicational 
integration into a hybrid energy system are presented. In addition, technical barriers are addressed 
and operational aspects are discussed aiming to improve the energetic efficiency. The presented 
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findings provide a better understanding about the application of hydrogen systems and VRFB system 
as a controllable energy source or sink associated with DSR. 
2.1.4 Energy management of hybrid energy systems 
The management of the energy flows within HRES is a key issue to achieve an efficient and reliable 
operation (Nehrir et al. 2011). Each component has its own characteristics and constraints, which 
needs to be considered within the overall energy management strategy. For example, in chapter 4 it 
is shown that the fuel cell system has a certain start-up time, a limited load following capability and 
an optimal operational range.  
A detailed review of energy management approaches for HES are presented by Salmasi (2007) and 
Erdinc and Uzunoglu (2010). The approaches can be classified as rule-based strategies and 
optimisation based strategies. Rule-based energy management approaches can be sub-categorised 
into deterministic methods and intelligent methods. Deterministic methods manage the energy flow 
according to defined rules, e.g. simple relay (on/off) strategy, a flow chart  
(Uzunoglu, Onar & Alam 2009; Ipsakis et al. 2009) or petri-nets/statecharts (Lu et al. 2010) strategy. 
More advanced rule-based approaches are intelligent methods such as fuzzy logic (Bilodeau & 
Agbossou 2006; Stewart et al. 2009) or multi-agent modelling (Lagorse, Paire & Miraoui 2010; Jun et 
al. 2011). One advantage of rule-based strategies are that they can be implemented for real-time or 
on-line application as demonstrated e.g. by Caux et al. (Caux et al. 2010) and Erdinc et al. (2012). 
Optimisation based energy management strategies are often applied to find an optimal operational 
strategy or optimal system design by applying mathematical optimisation techniques such as neural 
networks (Al-Alawi, M Al-Alawi & M Islam 2007), linear programming (Chedid & Rahman 1997), 
dynamic programming (Riffonneau et al. 2011), and genetic algorithms (Bernal-Agustín & Dufo-López 
2009). In addition, they are also used to minimise costs by optimising the control set-points or by 
optimal sizing of individual components (Salmasi 2007). Drawbacks of the optimisation based 
strategies are that they cannot be deployed directly online, that historical data about energy supply 
and demand are required, and that high computational resources are necessary (Erdinc & Uzunoglu 
2010). Another important challenge arises in considering different dynamic characteristics of the 
installed energy systems in the energy management strategy. According to the load following 
capability of each energy system, the power set-point transitions need to be restricted. For instance, 
Bilodeau and Agbossou (2006) applied a low-pass filter to reduce the on/off switching of the energy 
systems. Therefore, frequency decoupling techniques should be implemented into the energy 
management system to reduce the dynamic stress on certain energy systems such as fuel cells 
(Erdinc & Uzunoglu 2010; Etxeberria et al. 2010).  
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Each energy management approach has its own advantages and weaknesses. When developing 
energy management systems it should always be to find the right balance between the application 
and the available computational resources. Since the focus of this thesis is to demonstrate the 
principle operation of a HRES, a rule-based approach is applied to manage the energy flow in real-
time because of its simplicity and robustness. The overall control strategy is composed of a strategic 
supervisory level, a local supervisory control level and a local control level, which is also referred to 
as multilevel control approach (Nehrir et al. 2011). Based on the experimental study presented in 
chapter 4, operational limits are extracted from each component. The development of an energy 
management strategy is outlined in section 5.4. In chapter 6 the energy management strategy is 
evaluated by means of simulations and real-time tests conducted with the experimental platform. 
2.2  Application of hybrid energy systems 
There has been continuing interest in many countries in research, demonstration and promotion of 
HRES for stand-alone and grid-connected applications. The following literature survey provides an 
overview of research activities in this field with a particular focus on hydrogen systems and small 
scale residential projects in the range of some kilowatts. In addition, the application of VRFB is 
reviewed. Although, VRFB research activities have been increased lately, the available literature in 
the frame of HRES, especially at customer level, is restricted. 
2.2.1 Hydrogen hybrid renewable energy systems at distribution level 
During the last decade there has been increasing focus on larger grid-connected wind hydrogen 
systems at distributed level (Gahleitner 2013). For instance, one of the larger demonstration projects 
is located on the Ustria Island in Norway (Ulleberg, Nakken & Eté 2010). This project has 
demonstrated that wind hydrogen energy systems can provide a reliable supply of electricity to an 
island with a small settlement. In 2012 the MYRTE project has been started in France to demonstrate 
a large scale PV hydrogen energy system with the objective to provide controlled peak-shaving 
power (power levelling) (Darras et al. 2012). Furthermore, the MYRTE project is one of the few 
projects which utilises the waste heat of the hydrogen loop, in this case for the air-conditioning unit 
of the facility. 
2.2.2 Hydrogen hybrid renewable energy system at customer level 
Although, the applicability of hydrogen at customer level is questionable due to the high component 
costs and low overall efficiency, the energy carrier hydrogen has motivated many researchers to 
demonstrate the technical feasibility at customer level. An early demonstration project was the 
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Freiburger self-sufficient solar-hydrogen house designed by the Fraunhofer Institute of Solar Energy 
Systems; it was in operation for 3 years (Voss et al. 1996). The produced hydrogen was used to 
supply an oven and to power a fuel cell system. In addition to the electrolyser and fuel cell, a battery 
system was added as short-term storage. Waste heat of the fuel cell was utilised for hot water 
supply. During three years of operation reliability issues of the hydrogen components had occurred 
due to their early stage of development. The PHOEBUS project (Barthels et al. 1998) demonstrated 
the integration of a hydrogen loop and PV into the energy supply of a library to achieve an 
autonomous operation. Hollmuller et al. (2000) evaluated a privately owned grid-connected dwelling 
in Switzerland, equipped with photovoltaic, battery, electrolyser and hydrogen storage. The on-site 
produced hydrogen was used by domestic appliances (cooking and heating) and for transport. The 
energy system of the dwelling was manually controlled and it was successfully operated for several 
years. The HaRI project (Gammon et al. 2006) has utilised both solar and wind to power a farm and 
an office building. Furthermore, it has been demonstrated the multifaceted application of hydrogen 
for stationary energy storage and for transport to power fuel cell vehicle. Recently, a self-sustainable 
and zero-CO2-emitting HRES integrated into a medium-sized office building has been developed 
within the H2SusBuild project (H2SusBuild 2010; Paspaliaris et al. 2013). Paspaliaris et al. (2013) have 
summarised the results of the H2SusBuild project and they highlighted that a zero-CO2-emission of 
the building has been achieved. 
Experimental studies of residential scale stand-alone HRES have emerged focusing particularly on 
demonstrating and evaluating of operational and dynamic issues of the hydrogen systems.  
Bergen et al. (2009) and Maclay et al. (2011) presented detailed experimental studies of a laboratory 
hydrogen/solar test-bed in stand-alone and grid-connected operation, respectively. Both test-beds 
consist of an electrolyser and fuel cell system as long-term storage, and a battery system as short-
term storage to cope with power transients. Bergen et al. (2009) highlighted the need of sufficient 
short-term storage to maintain the minimum input power of the electrolyser; thus, unnecessary 
operational transitions of the electrolyser can be avoided leading to a stabilised operating 
temperature. Maclay et al. (2011) experimentally identified that combining a fuel cell and battery 
improves the system performance. They found that batteries can compensate high power 
fluctuations; in addition, the batteries can provide balancing power to operate the fuel cell more 
continuously during periods of low power demand. Lutz et al. (2010) presented a report about a 
wind/solar/battery/hydrogen small-scale stand-alone system installed at the Kahua Ranch Hawaii. 
The main objective of the project was to validate the hydrogen system’s functionality in real world 
application. They reported that operational aspects such as warm-up periods and dynamic operation 
influence the energy efficiency of hydrogen systems. The project outcomes underline the necessity of 
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applying an appropriate control strategy to minimise the operational stress on the hydrogen system. 
Furthermore, they suggest utilising the waste heat of both the fuel cell and electrolyser especially 
when supplying homes. 
In her comprehensive review article about hydrogen HRES, Gahleitner (2013) concluded that the 
system integration process remains a challenging task due to the lack of standards and the early 
stage of development of the components. However, as discussed previously an overall energy 
management strategy is important for ensuring an energy efficient operation of HRES. Apart from 
the electrical connection of the energy systems, information, for instance, the current operational 
state needs to be exchanged among the energy management system and the energy systems. Thus, 
the introduction of a common communication channel is important to coordinate HRES.  
Bergen et al. (2007) and Little et al. (2007) conducted research studies on a residential hydrogen 
HRES. Both reported difficulties to achieve overall controllability of the HRES. The authors also stated 
that they have underestimated the effort to integrate the different interfaces of the components into 
a central data acquisition and control system. Ziogou et al. (2011; 2012) presented a more innovative 
system integration approach of a stand-alone hydrogen HRES. They have integrated different 
industrial communication protocols by transferring them into the standardised software interface 
OLE for Process Control (OPC) (OPC 2014). Based on this open system architecture an 
interconnection between the different subsystems and the control system can be easily achieved. A 
similar method was demonstrated by Figueiredo and Martins (2010). They integrated the control 
system of a HRES into the building and demand side management system of the Experimental Park of 
Renewable Energies in Évora, Spain. They proposed a system architecture that was based on an 
industrial communication protocol.  
From the reviewed literature it can be concluded that little research has been carried out to 
investigate the dynamic performance of HRES integrated into building automation systems. 
Therefore, the system integration and the operation of HRES in buildings need to be evaluated. Such 
building-integrated HRES can either operate most of the time autonomously from the grid or they 
are able to provide grid-services such as load-levelling or peak-shaving. Autonomous or zero emitting 
operation of hydrogen based HRES was demonstrated, for instance, by Stewart et al. (2009), 
Figueiredo and Martins (2010) and Paspaliaris et al. (2013). Bocklisch et al. (2014) have recently 
presented an experimental study on a laboratory solar/hydrogen/battery test-bed for domestic 
application. They have focused on the development of a control algorithm to improve the PV self-
consumption rate and to smooth the power output of the photovoltaic system to contribute the low 
voltage grid stabilisation.  
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Although a considerable amount of experimental studies on HRES with hydrogen for residential 
application have been carried out, there has been little discussion about the utilisation of the 
thermal energy of the hydrogen systems. The utilisation of the waste heat of both the electrolyser 
and the fuel cell may be beneficial in terms of increasing the overall energy efficiency. A field 
experiment conducted by Hamada et al. (2011) evaluates a photovoltaic/solar thermal collector/fuel 
cell system to provide both electricity and heat to a residential building. Their results show that a 
combination of solar thermal system and fuel cell can help to save primary energy compared to 
conventional heating system.  
2.2.3 Hybrid renewable energy system with vanadium-redox-flow-battery 
The VRFB is a technology which has recently become commercially available and has experienced an 
increasing interest. In the following experimental studies of VRFB systems are reviewed with focus on 
small scale application associated with renewable energy.  
The on-going research project SmartRegion Pellworm (Wasowicz 2012) has demonstrated the grid 
integration of a hybrid storage system composed of a commercially available 200 kW/1.6 MWh VRFB 
and a 1 MW/560 kWh lithium-ion battery on a German island. The project aims to optimise the self-
consumption of generated renewable energy from PV and wind on the island, thus, to minimise the 
power exchange with the public grid (mainland). At a test-facility of the Technical University of 
Denmark the integration of a 15 kW/120 kWh VRFB (advanced prototype) into a micro-grid has been 
demonstrated and tested to balance wind energy (Bindner et al. 2011). The focus of the 
experimental analysis was on long-term continuously operation of the VRFB. Sterrer and Prüggler 
(2013) have experimentally analysed the integration of a commercially available 10 kW / 100 kWh 
VRFB into a grid-connected HRES composed of PV and small-scale wind turbine. In addition, they 
have developed a central battery management system and demonstrated the capability of the VRFB 
to provide grid services such as load-levelling and power compensation. The Alaska Center for Energy 
and Power conducted an experimental analysis of a small-scale commercially available 5 kW/20 kWh 
VRFB (an earlier model of the same VRFB deployed in this thesis) to evaluate the performance for 
stand-alone operation in wind-diesel hybrid energy systems (Muhando & Johnson 2012). They 
conducted a performance analysis at different constant charge/discharge power levels in a 
laboratory environment without the physical integration of the VRFB into a HRES. At customer level 
the on-going research project “Multi-source Energy Storage System Integrated in Buildings” has 
published first results about the development and integration of small-scale VRFB. They have 
integrated a 1 kW/6 kWh prototype of a VRFB into the Freiburger solar house and developed a smart 
redox-flow-battery management (MESSIB 2014). 
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2.2.4 Scope of experimental investigations 
A particular focus of this thesis is on the system integration of two emerging energy storage 
technologies, namely the hydrogen loop and the VRFB. The electrical and the communicational 
integration into a residential scale hybrid energy system are presented. In addition, technical barriers 
are addressed. In chapter 4 an experimental methodology is introduced to systematically analyse the 
dynamic performance of the components at system level. Based on this analysis, operational 
constrains are identified and the system performance is discussed. Furthermore, the dynamic 
interaction of hydrogen systems and VRFB integrated in a building automation system is 
experimentally analysed in chapter 6. The research carried out in this thesis provides a better 
understanding how the intermittent operation influences the system performance. In addition, it 
illustrates the potential of hydrogen systems and VRFB to be employed as deferrable energy source 
or sink. 
2.3 Modelling of hybrid energy systems 
A considerable number of theoretical models have been reported in the literature. Depending on 
research purposes models can be applied from macro level (e.g. national) to component level. 
Usually high level models focus on annual energy prediction and could be used for feasibility, 
economic and system evaluation studies. Low level models or individual component models, on the 
other hand, are more specific and are often applied to address dynamic aspects. The following 
section 2.3.1 discusses what temporal resolution is suitable for simulation studies to investigate the 
performance of HRES. Section 2.3.2 summarises modelling studies presented in the literature. 
2.3.1 Understanding the need for high resolution data 
Feasibility of a hybrid energy system could be determined from techno-economic simulation studies. 
Such studies normally apply low temporal resolution – several minutes to one hour – data and 
simplified models. Techno-economic studies are focused on optimising the component size and 
operating costs, to estimate the basic operational strategy and demonstrating feasibility of HRES 
(Ashok 2007; Gupta, Saini & Sharma 2011; Hongfeng Li & Hennessy 2013). Some studies also apply 
low temporal resolution data to discuss the influence of the applied energy management strategy 
onto the system performance (Dursun & Kilic 2012). However, these studies neglect system dynamics 
such as power fluctuations and transitions between operating states of components. 
How time averaging influences the behaviour of energy systems is illustrated in Figure 2-3. This graph 
shows measured data of PV power with a temporal resolution of one second. The data is taken from 
one PV system of the experimental platform which is introduced in chapter 3. For comparison, 
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averaged data with a temporal resolution of one hour, five minutes and one minute is drawn in 
Figure 2-3. As can be clearly seen, the larger the averaging time interval, the smoother the power 
profile of the PV is. Higher power gradients are smoothed out at time intervals larger than five 
minutes. It is evident that data used in simulation studies with a low temporal resolution will 
underestimate the impact of the dynamics on the overall energy system. 
These findings agree well with an analysis of domestic load profiles presented by Wright and Firth 
(2007). They investigated the effect of different time averaging intervals from one minute to 30 
minutes on the supply and demand matching process. They showed that temporal resolution of less 
than 5 minutes is necessary to reveal short power peaks. A study conducted by Erdinc und Uzunoglu 
(2011) underlines the need to apply high resolution data for energy management analysis of HRES. 
They examined a PV/wind/battery/hydrogen system and carried out two simulations based on hourly 
data and on minutely data. They showed that the averaging process leads to a considerable 
underestimation of the power variations which needs to be compensated by the hydrogen system. 
Thus, they suggest the usage of minutely or even secondly data for energy management system 
analysis.  
 
Figure 2-3: Photovoltaic power at different temporal resolutions based on measured data taken from the 
Ostfalia Hybrid Renewable Energy Park. 
2.3.2 Modelling of hybrid renewable energy system at customer level 
Numerous modelling studies on autonomous residential scale HRES have been presented in the 
literature, e.g. by Hatti et al. (2011), Cau et al. (2014), Kahn and Iqbal (2009) and Tesfahunegn et al. 
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(2011). Different energy management strategies are discussed by Hatti et al. (2011) and Cau et al. 
(2014). Hatti et al. (2011) present a simulation study on a PV/hydrogen system focusing on control 
and management. They deployed a rule-based energy flow management algorithm to control the 
fuel cell and electrolyser. A simulation study over one day based on five minutes weather data was 
carried out. Cau et al. (2014) analysed three different energy management strategies for a 
PV/wind/battery/hydrogen system. Meteorological data with a temporal resolution of 30 seconds 
was used to predict the power output of the photovoltaic array and the wind turbine. Both studies 
neglect temporal transitions of the hydrogen loop and the presented models are not validated 
against measured data. Dynamic aspects were analysed by Khan and Iqbal (2009) and Tesfahunegn et 
al. (2011). Khan and Iqbal (2009) discussed the dynamic behaviour of a wind/hydrogen stand-alone 
system for residential application. They conducted a simulation study with a high sampling time of 
milliseconds but with a limited time period of only 15 seconds. Their results indicate that the 
modelled control system can successfully operate under such dynamic conditions. Tesfahunegn et al. 
(2011) focused on operation of a hydrogen loop integrated in a PV/battery stand-alone system. They 
highlighted the need of short-term storage to compensate power fluctuation and to operate the 
electrolyser and fuel cell more smoothly. A moving-average filter was applied to calculate the set-
point of either the electrolyser or fuel cell. The results show that the proposed control method is able 
to reduce the dynamic stress onto the hydrogen systems, thus, the component lifetime will be 
increased and operating costs can be reduced. 
Research related to grid-connected HRES is presented by Maclay et al. (2006),  
Stewart et al. (2009), Milo et al. (2011) and Para et al. (2014a; 2014b). Maclay et al. (2006) developed 
a model of PV/battery/hydrogen system to analyse the efficiency, load sharing and energy storage 
capacity. They proposed a rule-based energy management strategy that operates the battery and the 
hydrogen loop sequentially, first the battery is used until fully charged/discharged then the hydrogen 
loop is activated. An instantaneous switching between the energy systems was assumed. The 
presented analysis was based on low temporal resolution data of five minutes and 15 minutes for the 
residential load and photovoltaic power, respectively. Stewart et al. (2009) proposed a parallel 
operation of battery and fuel cell, where the electrolyser was directly powered by PV. A fuzzy logic 
power management was developed with the objective to minimise the electricity import from the 
grid. Milo et al. (2011) developed an adaptive rule-based control strategy for a zero energy building. 
The proposed energy management strategy considers minimum operation times for both the fuel cell 
and the electrolyser. The simulation results indicate that an appropriate control strategy can enhance 
a zero energy building to a grid-friendly building by providing auxiliary services such as peak-shaving 
or back-services. In addition, they have validated the proposed energy management strategy by 
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means of a real-time controller-in-the-loop simulation. A validation with a physical HRES was not 
performed. Parra et al. (2014a) have modelled a grid-connected dwelling equipped with PV, battery 
and hydrogen loop. The two storage technologies were compared with regard to their ability to 
utilise the local generated PV energy. In addition, an annual simulation study based on minutely data 
(weather and electric load) has been conducted. Parra, Gilliot and Walker (2014b) extended their 
study to analyse the role of fuel cells in the domestic sector and the application of a lithium 
battery/electrolyser hybrid storage system for a single dwelling and small community of 7 houses. 
Results show that the fuel cell - functioning as combined heat and power unit - can help to reduce 
carbon dioxide emission and that the hybrid storage system can significantly improve the local use of 
PV energy. In both presented studies operational aspects are not addressed. An experimental 
platform is currently under construction at Nottingham University to investigate different renewable 
energy technologies and electric storages (Parra, Gillott & Walker 2014b). 
While waste heat utilisation of building-integrated fuel cell systems has been broadly discussed in the 
literature e.g. (Staffell 2009; Hamada et al. 2011), only a few studies have considered utilising the 
waste heat of electrolysers. Sossan et al. (2014) have presented an analysis about a smart building 
focusing on model predictive control to provide space heating according to dynamic electricity price. 
Space heat is supplied by conventional electric heater and a CHP unit composed of a fuel cell and an 
electrolyser. Lacko et al. (2014) analysed a stand-alone HRES for residential application considering 
both electricity and heat. A conventional system (small wind turbine, PV and oil boiler) was 
compared with an alternative energy system consist of wind/PV/hydrogen including waste heat 
utilisation. An annual simulation study with simplified component models was conducted. Their 
results demonstrate the waste heat utilisation can totally eliminate the need of a boiler.  
System analysis of HRES composed of VRFB at customer level has not been thoroughly reported in 
the literature. An economic performance analysis was presented by Chen et al. (2013b) considering a 
grid-connected building integrated with a VRFB and PV. They conducted a spread sheet analysis and 
concluded that power peaks can be reduced and that the power output of the PV can be stabilised. 
Nguyen et al. (2011) present a simulation study on a PV/wind/VRFB/diesel hybrid energy system to 
supply a military base. They proposed a power management strategy to minimise the diesel 
consumption and to maximise the utilisation of the renewable energy sources. Qiu et al. (2014) 
extended this simulation study by means of validation of the proposed VRFB model against 
experimental data and discussion about the charge/discharge of the VRFB. 
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2.3.3 Scope of model development 
Although extensive research has been carried out on residential HRES for both, stand-alone and grid-
connected application, none of the studies apply high resolution data for annual simulation and 
adequately addresses operational aspects within the models. An important issue is the temporal 
resolution of the data used in the simulation. As stated previously high power peaks, which are 
typical in renewable energy application, are significantly underestimated in data with a temporal 
resolution lower than five minutes. The most notable gap in current understanding relates to the 
operational behaviour of energy systems. A common simplification in modelling energy systems such 
as fuel cells or electrolysers is that they can respond instantaneously to power variations. 
Operational transitions are often neglected; thus, simulation studies at system level tend to 
overestimate the response time and load following capability. In addition, applying hydrogen systems 
in conjunction with renewable energy sources will lead to a more transient operation. Furthermore, 
from the reviewed literature, it can be concluded that the evaluation of waste heat of the 
electrolyser has not well analysed so far. Moreover, little is known about the application of HRES 
with VRFB at customer level.  
The simulation models developed in this thesis aim to integrate the electrical, thermal and 
operational behaviour of the experimentally characterised energy systems. Hence, a generic model 
layout is introduced in chapter 5. The developed system models are applied for annual simulations 
with a temporal resolution of one-minute to assess the performance of hydrogen systems and VRFB 





3 Development of a research test bed for hybrid renewable energy 
systems 
The Hybrid Renewable Energy Park (HREP) at the Laboratory of Electrical and Renewable Energy 
Engineering, Ostfalia University Wolfenbüttel, is a test facility to investigate the operation and the 
interaction of small scale decentralised energy systems for domestic applications (LabERT 2014). The 
overall goal of the HREP is to provide an experimental platform to demonstrate the practical 
operation of commercially available or nearly market ready microgeneration and energy storage 
technologies which can be used for educational, industrial and research studies. 
At the start of this PhD, the existing HREP consisted of three PV arrays, a wind turbine, a CHP unit 
and a weather station. Every power device was separately connected to the university’s electric grid. 
Additionally, they were wired to a building communication system, the LON protocol. 
One of the objectives of this thesis was to develop the HREP further to transform it to an easily 
expandable modular system structure. In the framework of this research several new energy systems 
have been integrated into the HREP; besides the integration of a conventional lead-acid battery 
system, less mature technologies have been incorporated, a hydrogen loop and a VRFB. This plant 
expansion forms the basis for a detailed study of a subset of components configured as a hybrid 
energy system within the HREP as a whole. The experimental results will probe the current state of 
technologies and will expose obstacles when introducing new technologies for the domestic energy 
sector. Furthermore, data obtained from each component have been applied to develop semi-
empirical models using a simulation environment. Based on computer simulations energy 
management strategies have been developed and have finally been applied to the experimental 
platform. It was very important for this thesis to develop ideas based on a combined experimental 
and simulation approach to gain practical and realistic understanding of the domestic application of 
HRES.  
The following section gives an overview of the HREP including the presentation of the electric and 
communication system design. In addition, the experimental setup of the main components, the 
hydrogen loop and the VRFB, is described in detail. The control structure followed and the objectives 
of the energy management strategy are defined. Finally, the used programmable electric AC loads 




    
3.1 Experimental system overview 
The HREP power and energy capacity was designed to emulate typically installed energy systems in 
residential applications. This emulated scenario can be a single household equipped, for example 
with PV and battery storage, a house equipped with the whole setup, or a small settlement which 
aggregates to the HREP. Normally, a house in Germany is connected to the electric distribution grid 
via a three phase AC cable. Other European countries, for instance the UK, a household usually has a 
single-phase connection. Power capacities of electric energy systems are typically in the range of one 
to ten kilowatts. Energy sources such as PV and fuel cells are connected to the grid via DC to AC 
inverters. Consequently, the design for the HREP is based on an AC coupled system topology. Besides 
the availability of electronic devices, the AC coupled system has the advantage that it is highly 
flexible in terms of system configurations and expandability, which meets another design criterion of 
the test bed.  
All components are commercially available and have been assembled to a hybrid energy system 
composed of renewable energy sources, power sources as well as energy storage devices. It has to 
be emphasised that the intention of this PhD thesis was to use the HREP for exploring integration and 
operational issues of decentralised energy systems, not for developing core components. However, 
the HREP can be used as a perfectly designed environment for early market testing of individual 
devices. The energy systems discussed are being far from broadly used or ready to enter the 
domestic market. Nevertheless, all of them have such a potential if costs and reliable issues can be 
solved. Therefore, the use of nearly market-ready products was considered to demonstrate that such 
a system could in principle be developed for a real world scenario. 
A simplified schematic of the HREP is shown in Figure 3-1. The main components are two PV arrays, a 
wind turbine, a CHP, a fuel cell, an alkaline electrolyser, a VRFB, a lead-acid battery, three 
programmable electronic loads and a charging point for electric vehicles. All devices are linked via an 
electric three phase connection, the AC-bus (the black line in Figure 3-1). The electric design is 
discussed in chapter 3.2. The blue line represents the local hydrogen distribution network which links 
the electrolyser and the fuel cell to the gas storage.  
Table 3-1 presents the chronological order of the installations and provides the main technical 






 Figure 3-1: Schematic of the HREP test facility 
 
Table 3-1: An overview of the HREP components (details are given in chapter 3.2) 
Component Manufacturer Power/Energy Year of 
installation 
CHP Fischer Panda 6kWelectric/16 kWthermal 1995 
PV array BP solar / SMA inverter 5.1 kWp  (2*2.55 kWp) / 2 kW 2002 
PV array BP solar / SMA inverter 1 kWp / 1.1 kW 2003 
Wind turbine Geiger SG 500/ ASP inverter 4 kW / 3.6 kW 2003 
Battery System SMA 3*5 kW (inverter) 
48V/ 423 Ah (lead acid 
batteries) 
2009 
Electrolyser (alkaline, KOH) Accagen SA 6 kW / 1.1 Nm³/h H2  2009 
Compressed gas cylinders  12*0.05 m³ 2009 
Fuel Cell (PEM) Heliocentris / SMA inverter 1.2 kW / 1.2 kW 2010 
Programmable electronic 
loads 
Chroma 3*3.6 kW 2010 
Vanadium-Redox-Flow-
Battery 
Prudent Energy / SMA 5 kW, 20 kWh / 2*5 kW 2012 
Charging Point for electric 
vehicles 





    
As stated previously, an important aspect of operating distributed systems is the availability of 
information (dashed magenta line) from each installed component. Only consistent communication 
architecture assures an efficient supervisory control of the whole system. This architecture is 
presented in section 3.3 and section 3.6. 
3.2 Electric system design 
Prior to this PhD study, the grid connection points of the PV-arrays, the wind turbine and the CHP to 
the electric distribution system were scattered around the faculty building. Since the focus of the 
proposed thesis is on residential buildings connected to the main electric distribution network, a 
comparable electric configuration should be realised. Therefore, all devices were reassembled and 
finally connected to a single point of common coupling (PCC). The PCC connects the HREP to the 
electric grid of the faculty building, which itself is connected to the public electric distribution grid. 





Figure 3-2: Simplified electric drawing of the HREP.   
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The small sketch on the right side illustrates the floor plan of the site and marks the location of the 
energy systems. The hydrogen loop and the VRFB are integrated into two containers H2-C and 
CVRFB, respectively. The two containers, the wind-turbine and the charging station (CS) are located 
close to the building. The PV arrays are mounted on the roof. The battery system, the inverter of the 
PVs, wind turbine and the lead-acid battery system are installed in the control room (CR) on the  
1st floor. The CHP unit is installed in the Gas laboratory (GL) on the ground floor. All connection 
cables are routed to the CR where the HREP is connected to the university’s three phase electric grid 
(400V/230V) via a three pole main switch. This point is the PCC and would represent, for instance, 
the junction box of a dwelling. Each renewable power source can be either connected directly to the 
university electric grid or can be selectively connected to one of the three phases (AC-Bus) of the 
HREP by switches. The other power sources, the storage devices and the loads are directly connected 
to the AC-bus. Depending on the device, either the power output or the power consumption can be 
controlled. This modular approach gives the opportunity to investigate different hybrid system 
configurations.  
The test-facility is fully instrumented with digital power meters which measure the active and 
reactive power, voltage, current, power factor, frequency and imported/exported energy. In 
addition, weather conditions such as temperature, solar radiation and wind speed are continuously 
monitored. More details on the installed measurement devices and their accuracy is given in  
section 3.3. 
The HREP can operate in two different modes: grid-parallel mode and island mode. Normally the 
HREP operates as a grid-parallel system. By opening the main switch at the PCC, the HREP can be 
transferred into the island mode. During this mode the controller of the installed battery system 
regulates the AC voltage and the frequency. Such a system configuration is classified as single 
switching master mini-grid architecture (Lopes et al. 2012). A single master system is formed by 
several AC power sources, but, only one device is responsible for the regulation of the grid frequency 
and voltage. This device can either be a generator set (genset) or a battery system. Other AC sources 
connected to the mini-grid are slaves following the voltage and frequency control of the master. Such 
architecture is typically used in single residences, small buildings and smaller settlements. In principal 
three different operation modes are possible (Lopes et al. 2012):  
1) autonomous operation with the inverter as the grid forming master,  
2) autonomous operation with the genset as the grid forming master, 
3) grid-parallel mode with the utility grid as master. 
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The installed CHP system consists of an electric asynchronous (induction) generator. Such kind of 
generator requires an external reactive power source to magnetise and is normally not able to form 
an electrical AC grid on its own. Consequently, the HREP supports the modes “1” and “3”.  
In HREP like systems with several additional power sources and storage devices it is necessary to 
implement a supervisory control that manages the energy flows between the components. This 
supervisory control will not directly regulate the voltage or the frequency but it will support the 
master device to keep control of the mini-grid. 
3.3  Communication topology and data acquisition system of the main 
components 
As discussed in the previous chapter buildings may play an important role in the future smart grid 
development. They may evolve from a simple passive entity to an interactive partner of the grid 
itself. For this purpose energy flows exchanged with a building’s environment must be manageable, 
either from inside the building or from high level management systems operated by a smart grid 
operator. The building itself becomes a system of systems where information between the 
participants need to be exchanged. Therefore, the introduction of communication protocols is 
essential to link the different energy components of a building to an integrated system. Over the last 
three decades several building automation protocols have emerged, whereby some are proprietary 
and some have been accepted as world-wide standard e.g. KNX (EN 50090 2005; KNX-Assoc 2014) 
and LON (EN 14908 2005; LonMark 2014).  
Although such standards exist, real world installations may contain several different protocols 
depending on the manufacturer and the application. Challenges still remain with respect to 
integrating each subsystem consistently into energy management systems (Kastner et al. 2005; Balta-
Ozkan et al. 2013). The HREP demonstrates the challenges involved in assembling an integrated 
system with commercially available decentralised energy systems using different communication 
protocols. To ensure that the proposed concepts of an energy management strategy are comparable 
to real world installations it was necessary to develop a system based on communication networks 
which may adoptable to buildings.  
In general, building automation systems are hierarchically organised (DIN EN ISO 16484-2 2004). At 
the lowest level, the field level, digital/analogue inputs and outputs are installed. The field devices 
communicate to the next higher level, the automation level, where control units are installed and 
information between those units are exchanged. At the top level, the management level, usually 
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supervisory control and data acquisition (SCADA) systems are implemented with the aim to 
coordinate the sub-levels and to enable the analyses of data.  
The HREP’s realised communication and control topology is illustrated in Figure 3-3. At the field and 
automation level the main information carrier is based on the LON protocol. Due to the diversity of 
manufactures it was necessary to integrate different protocols to achieve interoperability. For 
instance, the inverter of the fuel cell provides a Controller Area Network (CAN) interface and the 
controller of the VRFB communicates via Modbus. The latter protocol is also used to communicate 
with the charging station and with the bidirectional inverter of the VRFB.  
The LON network is scattered throughout the facility and consists of four subsystems, see the red 
lines in Figure 3-3. Within the subsystems a twisted-pair cable is used to connect every device, called 
a LON node, to the physical layer and a bit rate of 78.13 kbps is supported. In addition, network 
infrastructure components, LOYTEC L-LINX™ 101 Automation Server (AS) and LOYTEC L-IP™ LON/IP 
routers, are used to connect the four twisted pair network segments via the University’s Ethernet to 
a LON domain. The configuration and commissioning of the LON network was carried out with the 





Figure 3-3: Distributed communication and control topology of the HREP.  
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Measuring the power flow accurately within the HREP is an important aspect of the presented 
investigations. Thus, the power flow of every energy system is separately measured by LON based 
power meters. Table 3-2 gives an overview of the meters used for this study. The listed accuracy of 
the gauges is provided by the manufacturer. In addition to the active power the meters measure the 
voltage, current, power factor, frequency and the imported/exported energy. Weather conditions 
are also measured by sensors installed on the roof of the faculty building. The analogue signals of the 
weather sensors are wired to LON-input modules. Table 3-3 lists the monitored weather data. 
Table 3-2: Power meters 
Manufacturer, device type Nr. of 
phases 
Accuracy of power 
measurement 
Installation point 
Gossen-Metrawatt, U1281 1 1% ± 1 digit PV-1, PV-2, PV-3, WT and Fuel Cell 
Gossen-Metrawatt, U1289 3 1% ± 1 digit Battery, CHP, Electrolyser, Generator, 
Loads and VRFB 
Gossen-Metrawatt, A2000 3 ±0.5% + 1 digit Point of Common Coupling 
 
Table 3-3: Monitored weather data 
Parameter Accuracy Parameter Accuracy 
Air pressure ± 1 hPa  Temperature ±0.15K at 0°C 
Global Radiation ±2%  Wind Direction ± 2.5° 
Humidity ± 3 % Wind Speed ±0.3 m/s 
 
The data exchange in the installed LON network is based on the Change-Of-Value (COV) mechanism. 
Every measured parameter is automatically sent to the receivers if its value changes by a defined 
amount. Compared to the polling mode, the COV mechanism significantly reduces the bus load. 
However, the threshold for the COV is normally set to the lowest value so that nearly every change is 
registered by the data acquisition (DAQ). The typical temporal resolution of the gathered data is one 
second. At management level all measured parameters are translated into the OPC Data Access 
format by means of a LON/OPC-Server. OPC is a standardised software interface to connect DAQ or 
supervisory controls programs with the automation systems (OPC 2014). All data from the 
renewables and the weather station are permanently logged via a commercial OPC data logger 
program into a SQL database. The stored values can be analysed, for instance, by MATLAB® (MATLAB 
2012) or by other data analysis programs. In addition, in-house LabVIEW programs are used to 
visualise and collect the relevant data from the energy systems.   
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3.4  Hydrogen loop 
The hydrogen loop is composed of the hydrogen generation unit, the alkaline electrolyser, including 
the gas distribution and the fuel cell system. As a consequence of safety requirements, available 
space in the laboratory, length of the gas plumbing system and accessibility to the equipment during 
maintenance and service work the hydrogen loop was purchased as containerised system and was 
placed in front of the faculty building. Afterwards, the fuel cell system, its inverter and the additional 
equipment were integrated into the electrolyser container. The enclosure of the gas storage is 
located beside the electrolyser container at a safety distance of 3 m. Figure 3-4 shows the installation 
at Ostfalia University. 
 
 
Figure 3-4: The two enclosures of the electrolyser (right) and the gas storage (left). 
 
The following section presents in detail the layout of the hydrogen generation unit, the additional 
installed control systems and the fuel system.  
3.4.1 Hydrogen generation unit 
The hydrogen generation unit was purchased from Accagen SA and it is an alkaline water electrolyser 
(Accagen AGE 1.0). According to technical system specification provided by Accagen SA  
(Accagen SA 2011) the maximum power consumption of the system is about 6 kW (DC) with a 
maximum hydrogen production of 1.1 Nm³/h (at Normal Temperature and Pressure, NTP). An 
advantage of this electrolyser is its operating pressure of 30 bar. Hence, the produced hydrogen can 
be delivered at a relatively high pressure without any need for an additional compressor. The applied 




    
(30 wt% KOH) as electrolyte. Accagen SA has introduced a unique cell stack design, the zero-pressure 
stack. The sealed cell stack is embedded into a cylinder which is filled with demineralised water. 
During operation the pressure of the chamber filled with demineralised water is always greater than 
the pressure inside of the cell stack. Accagen SA claims that this unique design is an improvement 
with respect to the prevention of KOH leakage (Dall’ara 2009). In fact, according to Accagen SA the 
hydrogen generation unit installed at Ostfalia is the first small scale system with this stack design. 
A detailed schematic of the hydrogen loop is given in Figure 3-5. The process diagram shows all 
important components and measure points of the hydrogen generation unit (purple dashed line), the 
fuel cell system (green dashed line), and of the additional installed equipment (brown dashed line) 
serving to control the systems and to measure more accurately the hydrogen streams. Figure 3-6 
shows the process cabinet of the electrolyser installed within the container (shown in Figure 3-4) and 
highlights the important parts of the process diagram. The electric integration of the hydrogen 
generation unit and the fuel cell system was realised according to Figure 3-2. 
The hydrogen generation unit is powered by a three-phase rectifier with maximum DC current of 
56 A at a voltage of approximately 112 V. A water treatment unit (not shown in the process diagram) 
supplies the stack with demineralised water with electric conductivity of < 5µS/cm. The electrolyser 
cell stack composed of 50 cells which are connected in series to the cell stack. Each cell has a 
diameter of 116 mm consequently a surface area of 105.68 cm². Accagen SA uses special coated 
electrodes made of a Ni-Cr alloy for the two main electrodes and the electrodes of the bipolar plates 
are coated with pure nickel. The operating pressure is regulated by a back pressure valve (PCV01) at 
the outlet of the electrolyser system and by two water pumps. The electrolysis process takes place 
under a minimum pressure of approximately 25 bar and can reach a maximum pressure of 30 bar. 
During operation the electrolyte temperature increases to 75°C before a two-point temperature 
control starts to cool the electrolyte. Cooling water with an inlet temperature of approximately 10°C 
is supplied to two heat exchangers (HO and HH) integrated in the electrolyte vessels (OV and HV), see 
Figure 3-5. Both the oxygen and hydrogen produced may contain traces of water and KOH. The 
oxygen is cooled down by a heat exchanger (OC01) before it is sent to the environment via a fluid 
trap (not shown in the process diagram). For safety reasons, a small amount of the produced raw 
hydrogen is guided through an oxygen gas analyser to monitor the percentage of oxygen. The 
remaining stream of raw hydrogen flows to a gas purification unit, where remaining traces of KOH, 
O2 and water are removed to achieve a hydrogen gas quality of 99.99 vol% and a dew point of -50°C. 
First the hydrogen flows through a de-oxidation (DeOxo) unit filled with palladium as catalyst. The 
remaining oxygen reacts with the hydrogen to form vaporous water. Then the hydrogen is cooled 
down by a heat exchanger (HC02) and is routed through a fluid trap (not shown in the process 
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diagram) to the dryer unit where finally the remaining moisture is removed from the gas stream. The 
hydrogen produced is finally routed to the gas storage composed of 12 compressed gas cylinders 
each with a capacity of 50 l. Approximately 18 m³ (≈1.6 kg) of hydrogen can be stored at a maximum 
pressure of 30 bars. 
The Accagen AGE 1.0 system employs a Siemens programmable logic controller (PLC) to monitor 
continuously the whole system and control the pressure regulation and the temperature. In addition, 
the PLC offers a communication interface, the Simple Object Access Protocol, to collect every 
measurement point from the hydrogen generation unit with a data acquisition program. For this 
purpose an in-house LabVIEW based DAQ program is used. Due to the warranty and safety 
agreement, Accagen SA provides only a 4-20 mA analogue input signal of the Siemens PLC to control 
the hydrogen generation unit remotely. By regulating this input signal it is possible to start/stop the 
system and according to Accagen SA to control the production rate between 10% and 100%, which 
corresponds to a current set point for the rectifier of 18 A and 56 A, respectively. In addition to the 
gauges provided by Accagen SA, a mass flow meter, power meter, DC voltage transducer, DC current 
meter, pressure and temperature sensors are installed. The details of the additional installed sensors 
of the hydrogen loop are listed in Table 3-4. The accuracy values listed below are taken from the 




    
 
Figure 3-5: Schematic of the hydrogen loop showing the electrolyser system (dashed purple line), the fuel cell 
system including the inverter (dashed green line), and the installed PLC systems to control both the 




Figure 3-6: Picture of the Accagen AGE 1.0 electrolyser.  
 
All measuring points and the analogue signal to control the hydrogen generation unit are processed 
by a WAGO 750-819 PLC. Moreover, all data are integrated into the LON network and are available 
for the DAQ and the simulation software. Detailed technical specification is given in the appendix 
A-2-1. 
Table 3-4: Additionally installed sensors of the hydrogen loop. 
Sensor Location Manufacturer / Type Accuracy 
Mass flow meter Electrolyser Bronkhorst F-111AI-50K-AFD-33-V (0-2 m³/h) ± (0.8%Rd+0.2%FS) 
Voltage transducer Electrolyser Ziehl MU1001K (0-140V) ± 0.3% 
DC current meter Electrolyser LEM DHR 100 C420 (0-100A) <±1.0 % 
Pressure Electrolyser/ 
Fuel Cell 
WIKAI IS-21 ≤0.5% 
Temperature Electrolyser/ 
Fuel Cell 
WIKAI TR30 ± 0.2% 
Mass flow meter Fuel Cell Bronkhorst F-111BI-20K-AGD-33-V  (0-1m³/h) ± (0.8%Rd+0.2%FS) 
Voltage transducer Fuel Cell Ziehl MU1001K (0-40V) ± 0.3% 








DeOxo-unit and two 




    
3.4.2 Fuel cell system 
The integration of the fuel cell system (dashed green line) into the hydrogen loop is illustrated in 
Figure 3-5. The fuel cell is supplied with hydrogen coming from the gas storage. A Heliocentris NEXA® 
1200 Proton Exchange Membrane (PEM) fuel cell system is installed to convert the hydrogen back to 
electricity. The NEXA® 1200 is a compact fuel cell system based on the FCgen™-1020ACS fuel cell 
stack supplied by Ballard Power Systems Incorporation. In addition, this system is equipped with a 
balance-of-plant (BOP) that includes an air fan to supply the oxidant and a control system regulating 
the operating conditions. The stack composed of 36 cells with a maximum power of 1.2 kW at a DC 
voltage of 20 V and a DC current of 60 A. According to the operational manual (NEXA 2011), the fuel 
cell consumes 0.9 m³/h (NTP) of hydrogen at full load. This value corresponds approximately to the 
hydrogen generation capacity of the electrolyser. Oxygen is provided by the air fan with a maximum 
volume flow rate of 335 m³/h. Heliocentris integrated an interface for monitoring the fuel cell using a 
DAQ program. The whole system is self-controlled and depends on the load and environmental 
conditions. Temperature is regulated by the inlet air fan to keep the system temperature within 
defined operational limits. Only the fuel cell activation can be controlled remotely by an on/off signal 
coming from the PLC. The fuel cell is wired to a single phase 1.2 kW inverter supplied by SMA. The 
SMA Hydroboy™ has been especially developed for the operation with fuel cells. A CAN interface 
enables the control of the inverter’s power output by adjusting the DC current set-point. The NEXA® 
1200 automatically follows the load and regulates the fuel consumption. Figure 3-7 shows the 
installation of the fuel cell system and the inverter. 
 
  
Figure 3-7: Heliocentris NEXA™ 1200 fuel cell system (left) and SMA Hydroboy fuel cell inverter. 
 
The integration of the fuel cell system and inverter is reported in Figure 3-8. Hydrogen flows from the 
gas storage tank through a distribution system into a pressure regulator (not shown in the figure). 
The inlet pressure of the fuel cell is adjusted to 5 bar. Additional measurement equipment namely a 
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pressure sensor, temperature sensor, DC voltage transducer, DC current sensor and mass flow meter 
are installed and wired to the WAGO 750-819 PLC, listed in Table 3-4, and are accessible via the LON 
network.  
 
Figure 3-8: System integration of the NEXA® 1200 and SMA Hydroboy.  
 
To integrate the SMA Hydroboy™ into the LON network of the HREP it was necessary to establish 
communication between LON and CAN. A WAGO 750-837 PLC with CAN interface was directly 
connected to the SMA Hydroboy™. The inverter sends every 500 ms several CAN messages with 
information about the electric measurements of both, the AC and DC side. The PLC program 
processes the received data and sends it via the serial interface to the LON based WAGO 750-819 PLC 
of the electrolyser and vice versa. The LON PLC is connected to the communication network of the 
HREP via a LOYTEC L-LINX™ 101 Automation Server (AS).  
Technical data of the fuel cell is outlined in the appendix A-2-2. 
3.5  Vanadium-redox-flow-battery system 
In January 2012 a VRFB system purchased from Prudent Energy™ was set up in a container next to 
hydrogen loop. Figure 3-9 shows the placement of the VRFB-container (left) and the power module 
of the battery (right). The weight of the container is about 5,000 kg whereby the battery system itself 
weights approximately 3,000 kg. The overall electric and communicational integration into the HREP 
can be found in Figure 3-2 and Figure 3-3, respectively. 
A redox-flow-battery uses a liquid electrolyte to store electricity by a chemical reaction taking place 
in an energy conversion unit. In case of the VRFB the electrolyte is based on a sulphuric acid solution 
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containing vanadium at different oxidation states namely VO2+/VO2+ and V2+/V3+ dissolved in the 
positive and negative electrolyte, respectively. The electrolyte is stored in two tanks with a total 
amount of about 1,800 l, which roughly corresponds to 20 kWh of useable electric energy. 
  
Figure 3-9: Placement of the VRFB container (left). The right hand shows the power module (energy 
conversion unit, pumps, controller, heat exchanger, etc.) installed inside of the container between the two 
electrolyte tanks. 
 
Figure 3-10 illustrates a simplified process schematic (black dashed line) of the VRFB. From the tanks 
the electrolyte is fed by two pumps to the energy conversion unit, the cell stack, where the chemical 
reaction takes place and electricity is converted into chemical energy and vice versa. The cell stack 
contains 36 single cells, which are electrically connected in series (nominal voltage = 48 V, max. 
current 130 A), whereas they are hydraulically connected in parallel. The whole process is controlled 
by a battery controller. Depending on the applied DC power rate the battery controller regulates the 
speed of the two pumps and gathers data from the plant. To determine the SOC of the electrolyte, a 
single reference cell is hydraulically connected in parallel to the cell stack and continuously measures 
the open circuit voltage. The internal battery controller predicts the SOC based on this value.  
To integrate the battery into an application the VRFB system has two user interfaces; the electric DC 
connection and a communicational serial interface (Modbus RTU) to collect process data from the 
battery controller. The DC output of the battery is coupled to two bidirectional SMA Sunny Island™ 
inverters with a nominal power rate of 5 kW (DC). Each inverter is connected individually to a single 
AC phase but they are operating as a master/slave system. Normally those inverters are used in 
combination with standard battery types such as lead-acid. To make them compatible to VRFB the 
internal battery management system was deactivated. In addition, a remote access gateway supplied 
by SMA was installed that directly communicates with the master inverter. The charge/discharge 
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process of the VRFB can be controlled by manipulating the AC current set-point of the inverter via 
the remote access gateway. This gateway also allows the modification of parameters of the inverter 
such as the maximum charging voltage, maximum charge/discharge current or minimum discharge 
voltage. 
 
Figure 3-10: Schematic of the VRFB (black dashed line) and the necessary additionally equipment to integrate 
the system into the HREP (red dashed line, System integration). 
 
Figure 3-11 shows the additionally installed two inverters, the PLC and the LON network interface 
(AS) inside of the VRFB container. The overall system integration was achieved by installing and 
programming a supervisory and control unit. This task is fulfilled by a WAGO 750-872 PLC, which 
communicates via a serial interface module directly with the Prudent Energy™ battery controller 
using the Modbus RTU protocol. In addition, the PLC communicates via an Ethernet connection with 
the SMA remote access gateway and with an in-house LabVIEW based DAQ program. The PLC is also 
equipped with a LON interface module that connects the VRFB system to the prime communication 








Figure 3-11: The left picture shows the two SMA Sunny Island 5048 inverter. To the right the picture shows 
the WAGO PLC and the LON Network Interface. Both installations are inside of the VRFB container. 
 
The control of the charge and discharge process of the battery, the acquisition of all process data 
coming from the battery controller, the inverter and the LON energy meter are implemented in the 
PLC program. All relevant process data are converted to LON network variables.  
Figure 3-12 illustrates the electric layout of the VRFB system including the additional installed gauges. 
The Prudent Energy™ battery controller measures the battery voltage and the DC current (CSP) 
exchanged with the inverters. To get more accurate data from the DC voltage side, the battery is 
additionally equipped with two current sensors (CS1 and CS2) and a voltage transducer (VS1).  
 
Figure 3-12: Schematic of the VRFB system integration. 
 
The first current sensor (CS1) measures only the stack current, while the second current sensor (CS2) 
measures the current flow to the battery controller and the auxiliary devices of the battery (pumps 
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and sensors).The voltage transducer (VS1) is used to measure the DC voltage directly at the cell stack 
connection. All three sensors are connected to analogue inputs of the WAGO 750-872 PLC. Table 3-5 
reports the technical details of the sensors provided by the manufacturer. Technical information of 
the Prudent Energy™ VRFB can be found in the appendix A-2-3. 
Table 3-5: Additionally installed gauges of the VRFB. 
Sensor Location Manufacturer/Type Accuracy 
DC current meter  Stack current (CS1) LEM DK 200 B10 (0-200A) ± 2 % 
DC current meter  Auxiliary current (CS2) LEM DK 20 C10 U (0-20A) ± 1 % 
Voltage transducer  Stack voltage (VS1) Ziehl MU1001K (0-60V) ± 0.3% 
3.6  Control structure of the HREP 
As outlined in section 3.3, the HREP is composed of a complex communication system to gather all 
the measurements from the installed energy systems. To coordinate and to control the individual 
energy systems it is important to establish a unified communication bus among the devices. Several 
integration issues were encountered during the system integration process due to the variety of 
communication standards used by the manufactures. Integration aspects of the hydrogen loop and 
the VRFB are presented in detail in section 3.4 and 3.5. In Table 3-5 an overview of the energy 
systems with their corresponding PLC is given. In addition, the manipulated variables of the energy 
systems are reported. For instance, the production rate (PR) of the electrolyser can be controlled via 
the PLC 750-819 by adjusting a 4-20 mA analogue input signal of the electrolyser’s internal control 
unit, see Figure 3-5. From the table it can also be seen, that none of the energy systems offers a 
direct control of the AC power. Therefore, it was necessary to implement a local power control loop 




    
Table 3-6: Overview of the installed PLCs and the control parameters. 
Device PLC model Communication Description Manipulated variable 
CHP WAGO  750-819 LON 
Collects data from the 
CHP test-stand 
CHP On/Off 
 Digital output 
Electrolyser WAGO  750-819 LON 
Collects and processes 
data from the 
electrolyser and Fuel cell 
Production Rate  
10-100 % 
 Analogue signal 
4-20 mA. 
Fuel Cell WAGO  750-837 CAN 
Data exchange with the 
Fuel Cell inverter via CAN 
Fuel Cell On/Off 
 Digital output 
Inverter On/Off 
 CAN message 
DC current set-point  
 CAN Message 
VRFB WAGO  750-872 
Ethernet, 
Modbus/TCP/RTU, 
LON, (IEC 61850) 
Data Exchange with the 
bidirectional inverter of 
VRFB via Modbus/TCP 
and collects data from 
VRFB controller via 
Modbus/RTU 
VRFB On/Off 
 digital output, 
Inverter active current set point  
Modbus message, 
inverter reactive current set point 
 Modbus message, 
Inverter max. charge voltage 
 
The power control applies the classical proportional integral (PI) control algorithm. The process 
variable, the AC active power, is provided by the LON power meters. The reference value can be 
adjusted through a LON input variable of the PLC. Regarding the controller parameters, the main 
objective of this thesis was not to find the optimum values, but to achieve a nearly optimum 
behaviour in a simple and robust manner. Therefore, the control parameters were tuned by applying 
heuristic methods as presented e.g. by Åström and Hägglund (1995) and Cooper (2008). The 
experimentally determined parameters are listed in Table A-4, Table A-5 and Table A-6. 
In addition, the PLCs communicate with the corresponding energy systems to collect data. As 
described in the previous sections each energy system is equipped with an internal control unit, 
which supervises the process and transfers the energy systems in different operational states such as 
start-up, operating or standby. For each PLC an individual program is developed using the CoDeSys 
programming environment (CoDeSys 2014) based on IEC 61131-3 (DIN EN 61131 2004). The 
programs are composed of a power controller and supervisory controller to determine the 
operational state of the energy system. All information is accessible via the LON communication 
network. 
In analogy to the organisation of building automation systems, the control structure of the HREP is 
hierarchical organised. Figure 3-13 illustrates the implemented control structure of the HREP. The 
third level is the local control level and it is responsible to regulate the AC power. The second level, 
the local supervisory level, coordinates the energy system itself and it includes the internal control 
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unit of the BOP. To coordinate the energy systems and to manage the power flow in the HREP, a first 
level, the strategic supervisory level, is introduced. This level communicates via OPC with the LON 
network infrastructure components, the automation servers (AS).  
 
Figure 3-13: Simplified schematic of the control structure of the HREP. 
 
Since the focus of this thesis was on the experimental investigation of the dynamic performance of 
the HREP along with the development of system models to run annual simulations, it was necessary 
to define an energy management strategy which can ideally be used in both the experimental and 
the simulation part. Several energy management approaches were reviewed in chapter 2.1.4 and it 
was found that deterministic methods can be easily implemented. They may not have found the 
optimal operating strategy; however, they provide a good performance and they can be used for 
real-time applications. The MATLAB®/Simulink® simulation software was applied to develop an 
overall energy management strategy. Furthermore, by using the Simulink® OPC toolbox (OPC Toolbox 
2012) it is possible to connect the developed energy management strategy model directly to the LON 
communication network as described previously. The energy management strategy can be tested 
initially by simulations and then it can be applied to manage the real devices. 
Before developing an energy management unit, it is necessary to specify the objectives and to 
determine the required input and output variables (Courtecuisse et al. 2010; Robyns, Davigny & 
Saudemont 2013). In this thesis the overall objective of the energy management strategy is to 
increase the amount of renewable energy used locally.   
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From the literature review several further objectives were identified, which should be implemented:  
• to coordinate the hydrogen loop and the VRFB, 
• to reduce power fluctuations of the renewable energy sources injected into the public grid, 
• to limit the dynamic stress of the energy systems. 
In order to fulfill these objectives information from the energy systems needs to be gathered. The 
compulsory input variables are: 
• the generated renewable power, 
• the actual electric demand, 
• the operational state of the energy systems, 
• the SOC of the energy storage systems.  
Based on the collected input variables, the energy management unit makes decisions, which need to 
be communicated to the lower levels of the control hierarchy. The defined output variables are the 
control signals to activate the energy systems and the reference power signals.  
The development and application of the energy management strategy was a key aspect to the work 
described in this thesis. In chapter 4 experimental results of the electrolyser, the fuel cell and the 
VRFB are presented. From these results the basic operation is understood and dynamic constraint 
are identified. In chapter 5.4 the energy management strategy is developed based on the defined 
objectives and the experimental investigations. In chapter 6 the energy management strategy is used 
to assess the annual performance of a building-integrated hydrogen loop and VRFB. In addition, the 
functionality is demonstrated by means of experiments for both a single storage configuration 
(hydrogen loop) and multi-storage configuration (VRFB and hydrogen loop) of the HREP. 





3.7 Programmable electronic AC loads 
Three programmable AC loads, Chroma 68306, are 
implemented to emulate different electric consumption 
patterns, at maximum power rate of 3*3.6 kW, see Figure 
3-14. Commonly, such devices are used by manufactures of 
power electronics for system testing. The three loads can be 
connected in series or in parallel for testing single phase or 
three phase voltage networks. All parameters such as the 
active power set-point or the power factor, and all 
measurements can be accessed remotely using a parallel-
interface. Chroma included a basic software tool to monitor 
and to control the loads. In addition, LabVIEW driver are 
included in the software package to develop custom control 
and monitor tools. An in-house developed LabVIEW based 
software tool is used to feed the loads with user defined load 
profiles created in an Excel spread sheet. Only the time step, 
the active power and the power factor need to be defined. To 
generate reasonable annual domestic electricity consumption 
profiles a software tool from the University of Loughborough 
(Richardson & Thomson 2010) was used. The load profiles 
have a temporal resolution of one minute.  
 
 
3.8  Other components 
The energy systems introduced so far form the core elements for the presented research carried out 
in this PhD thesis. Nevertheless, there are other components which were integrated or used to 
guarantee the overall performance of the HREP. In addition, the integration of other components 
demonstrates the simple expandability of the applied AC coupled system topology. The installed 




Figure 3-14: AC load bank consist of 




    
3.9  Summary 
The design of the HREP was explained in detail providing the background to understand the 
interaction between the components. The electrical system was reported, followed by the 
introduction of the communicational network. In addition, the experimental set-ups of the 
electrolyser, the fuel cell and the VRFB were presented. Several integration issues were addressed to 
establish a unified communication channel. Furthermore, the control structure of the HREP was 
introduced and the objectives of the energy management strategy were clarified. Finally, the used 




4 Component characterisation 
The following chapter presents first an experimental methodology to characterise energy conversion 
systems during both steady-state and dynamic operation. Furthermore, it shows experimental results 
conducted with the hydrogen loop and the VRFB system. It examines fundamental operational 
modes, which each energy system would encounter on a daily basis if it is part of a HRES. The results 
obtained ensure that the developed models outlined in chapter 5 show a realistic operational 
behaviour.  
Figure 4.1 illustrates the applied experimental method to characterise each component. The first set 
of experiments represents standard operations such as start-up and standby. Additionally, it analyses 
the steady state operation and assesses the system efficiency at different power rates. The second 
set of experiments investigates how the component can cope with a single dynamic event. A step 
function response test investigates how fast the system can reach a new operational point. Finally, 
the third series of experiments examines the system’s response to dynamic power variations. For this 
purpose, the system follows a sinusoidal input signal with changeable period length and amplitude. 
Based on the results of chapter 4 the system models and the energy management strategy have 
been developed. This process is outlined in chapter 5. In chapter 6.3 a fourth series of experiments is 
presented to investigate the overall system response to a realistic power profile of renewable 
sources and typical loads. 
 




    
4.1 Operational behaviour of the hydrogen generation unit 
The volatility of the renewable energy sources causes transient operation of the electrolyser over its 
full range of power input. As a consequence the system operation is far from being steady-state as it 
is in industrial processes. The high degree of variability of the power input may influence the system 
performance. As discussed in chapter 2, system simulation studies often neglect operational aspects 
such as start-up, stand-by and transitional times and assume that a hydrogen system can follow the 
input power instantaneously. Therefore, the experimental work conducted with the installed 
hydrogen generation unit examines the basic and the dynamic operational behaviour how it could 
occur in a renewable energy system. 
4.1.1 Electrolyser: Basic theory and steady state operation 
Before the electrolyser can follow an energy supply profile or simply produce hydrogen at a fixed 
current value, the system needs to start up. During the off mode the pipes inside of the electrolyser 
plant and the KOH vessels are filled with nitrogen for safety reasons. A pre-defined start-up 
procedure is implemented by the manufacturer in the control system of the electrolyser (Accagen SA 
2011). First, the inert gas will be removed from the plant by producing hydrogen and oxygen at 
minimal current. The KOH vessels and the pipes will be gently purged and the nitrogen will be 
removed by venting the gases to the environment. Figure 4-2 illustrates a measured start-up process 
of the electrolyser. During the first minutes a low DC current of 10 A is applied to the system, 
compare Figure 4-2 area I. As soon as the nitrogen is removed the electrolyser enters the next stage 
of the start-up process. During start-up the electrolyser will be pressurised according to a two stage 
current increase as illustrated in Figure 4-2:  
1. The DC current is set to 22.5 A for 2 minutes, 
2. the DC current is set to 49 A until the minimum operating pressure of 25 bar is reached, see 
Figure 4-2 area II. 
On average it takes about 15 minutes before the electrolyser enters finally the normal operation 
mode (area III in Figure 4-2). The total electrical energy needed to start-up is approximately 1.2 kWh. 
In addition, it can be seen from the diagram that at certain times the pressure decreases (Time 
34 min, 44 min, etc. in Figure 4-2). This is caused by the pressure balancing mechanism of the two 
electrolyte vessels. While during normal operation the hydrogen produced flows from the 
electrolyser to the gas storage, the oxygen only leaves the electrolyser when the oxygen venting 
valve (OVV, see Figure 3-5) opens. Thus, the pressure in the KOH vessel of the oxygen side is steadily 
increasing leading to an imbalance of the liquid levels between both vessels. If a certain threshold is 
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reached, OVV opens and the level will be equalised. The gas production rate can be derived from the 
chemical reactions of water electrolysis in an alkali electrolyser: 




𝑂2 ↑ +𝐻2𝑂 + 2𝑒−    (4-2) 
 
According to equation (4-1) and (4-2) hydrogen at the cathode is produced at twice the rate of 
oxygen at the anode. Following this, the pressure increases differently in both vessels. This also 
affects the start-up process. While the liquid level in the hydrogen vessel decreases due to the higher 
gas production rate, the level in the oxygen vessel increases during pressurisation. To equalise both 
levels, the pressure in the hydrogen side needs to be reduced by opening a hydrogen venting valve 
(HVV, see Figure 3-5).  
 
Figure 4-2: Start-up of the electrolyser unit. The red line shows the DC current and the green line the system 
pressure. Area I marks the venting phase to remove the nitrogen. Area II illustrates the pressurisation phase 
before the electrolyser enters the normal operating phase (III). 
 
Another important parameter which needs to be considered is the system’s temperature and how it 
affects the process performance. Figure 4-3 shows the measured electrolyte temperature, stack 
current and voltage during a start-up and steady state operation at 56A. The electrolyte temperature 
is steadily increasing while the stack voltage decreases. With a fixed DC current rate of 56 A, the 
warm-up period starting from a container indoor temperature of 13°C to reach normal operating 
temperature of 72°C-78°C takes approximately 80 minutes. The voltage decline can be explained by 
the increasing conductivity of the electrolyte. It is apparent from this diagram that the temperature 
significantly impacts the energy consumption of the electrolysis process. In general, the required 
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energy for the process can be found by considering the overall reaction of water decomposition by 
combining equation (4-1) and (4-2). 
 𝐻2𝑂 + 𝐸𝑛𝑒𝑟𝐸𝐸 (𝑡ℎ𝑒𝑟𝑚𝑎𝑒 𝑒𝑛𝑒𝑟𝐸𝐸 + 𝑒𝑒𝑒𝑐𝑡𝑟𝑒𝑐𝑒𝑎𝑒 𝑒𝑛𝑒𝑟𝐸𝐸) → 𝐻2 ↑ +
1
2
𝑂2 ↑ (4-3) 
 
The total energy is composed of both thermal and electrical energy, which represents the enthalpy 
change due to the reaction. Under standard conditions (105 Pa and 25°C) this value is equal to the 
reaction enthalpy for liquid water electrolysis Δ𝑅𝐻𝑚0 = 285.84
kJ
mol
 and can be calculated by: 
 𝛥𝑅𝐻𝑚0 =  𝛥𝑅𝐺𝑚0 + 𝐹𝛥𝑅𝑆𝑚0  (4-4) 
 
The Gibbs free energy Δ𝑅𝐺𝑚0 = 237.21
kJ
mol
 is the required electrical energy for water decomposition 
and the required heat amounts to Δ𝑅𝑆𝑚0 = 48.6
kJK
mol
. It is well known that water electrolysis is an 
endothermic (∆𝐻 >0) and a nonspontaneous (∆𝐺 > 0) reaction and it needs both electrical and 
thermal energy to occur. In normal electrolyser systems the required heat is generated by internal 
electrical resistances; accordingly, the electrical energy demand is increasing. If no extra heat is 
generated the minimum required electrochemical potential, the thermal neutral voltage Uth, can be 







2 ∗ 96485 As mol�
= 1.481 V (4-5) 
where, 𝑧 is number of participating electrons to create one mole of hydrogen and F is the Faraday 
constant (96485 As/mol).  
According to equation (4-5) the minimal required voltage is 1.481 V for splitting liquid water at 
standard conditions in a single electrolysis cell without generating excess heat. Thus, the minimal 
voltage of the 50 cell stack of the Accagen SA electrolyser is 74.05 V. Comparing this result with 
Figure 4-3 it can be noticed that the voltage is around 108 V, indicating that higher losses occur at 




Figure 4-3: Temperature (magenta line), stack current (red line) and voltage (blue line) as a function of time.  
 
The difference between the actual cell voltage and the stack voltage is an aggregation of voltage 
losses due to required activation potentials at the electrodes and the ohmic resistances in the cells. 
As a result, the temperature is increasing steadily; thus, during the electrolysis process heat is 
generated.  
This heat flow rate is proportional to the difference between the operational cell voltage and the 
thermal neutral voltage and can be calculated by (Ulleberg 2003): 
 ?̇?𝑒𝑒𝑛 = 𝑛𝑐𝑒𝑒𝑒𝑠 ∗ 𝐼 ∗ (𝑈𝑐𝑒𝑒𝑒 − 𝑈𝑠ℎ) (4-6) 
where, ?̇?𝑒𝑒𝑛 is the heat flow (W) generated by the electrolyser stack with 𝑛𝑐𝑒𝑒𝑒𝑠 number of cells 
operating at an electric current 𝐼 (A). As shown in Figure 4-3 the temperature rise is almost linear 
over time with a mean gradient of 46°C/h at a current rate of 56 A. Once the normal operating 
temperature of approximately 75°C is achieved, the plant’s cooling system controls the temperature 
by a two-point regulator. The temperature oscillation also affects the voltage because of the 
temperature dependency of the electrical conductivity. Within the normal operating temperature 
the voltage alternates between 107 V and 112 V at a DC current of 56 A.  
Evaluation of the electrolysis process is assessed by calculation of three indices the voltage efficiency 




    







It compares the actual chemical process to the thermodynamically optimum where no extra heat is 
generated. The second efficiency value is the Faraday or current efficiency 𝜂𝐹𝑣𝑝𝑣𝑚𝑣𝑐. This value 
describes the conversion of electrical charge into the chemical reaction to produce hydrogen. It takes 
into account the parasitic currents which occur between the gas ducts of the cells. With decreasing 
current density the percentage of the parasitic currents increases resulting in lower current efficiency 
(Ulleberg 1998). In general, it describes the relationship between the measured hydrogen molar flow 




   (4-8) 




  (4-9) 
 
The released hydrogen can be measured at the output of the electrolyser by a mass flow meter. 
Technically, the Faraday efficiency can reach values between 90%-95% (Ursua, Gandia & Sanchis 
2012) at normal operating conditions. However, this can be assumed for the electrolysis process at 
cell or stack level. As aforementioned the produced hydrogen stream is reduced due to internal 
processes. Firstly, some hydrogen is used for gas analyses. Secondly, hydrogen is used in the gas 
purification to reduce oxygen to water. Finally, some hydrogen is required to regenerate the two 
silica-gel-dryer units one at a time. The Faraday efficiency value in this thesis corresponds to the ratio 
of the useful hydrogen, measured at the output, and the theoretically possible hydrogen at system 
level. 
From an energy perspective, the most important parameter to characterise an electrolyser is the 
third performance indicator, the electrical energy efficiency 𝜂𝑒𝑒𝑒𝑐𝑠𝑝.  𝑒𝑛𝑒𝑝𝑒𝑐,𝐾𝐾𝐻. This indicator takes 
into account the consumed electric power 𝐹𝑒𝑒𝑒𝑐𝑠𝑝𝑖𝑐 within a time period (t2-t1) to produce hydrogen. 
As recommended in a report of the US National Renewable Energy Laboratory (Harrison, Remick & 
Martin 2010) the higher heating value (HHV) is used to calculate the energy of the produced 
hydrogen. Thus, the energetic efficiency is calculated by: 
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 𝜂𝑒𝑒𝑒𝑐𝑠𝑝.  𝑒𝑛𝑒𝑝𝑒𝑐,𝐾𝐾𝐻 =




  (4-10) 
 
Derived from measured data Figure 4-4 shows the calculated efficiencies for different current 
densities at nominal temperature and pressure conditions of 72-78°C and 25-30 bar. The values are 
calculated by averaging voltage, current, electrical power and mass flow over one hour based on a 
sample rate of one second at an average temperature 75°C. 
 
Figure 4-4: Efficiencies at a current density of 173.1 mA/cm², 230.3 mA/cm², 329.3 mA/cm², 430.2 mA/cm², 
491.2 mA/cm² and 529.9 mA/cm².  
 
The voltage efficiency decreases with increasing current density due to increasing over-potential and 
ohmic losses, whereas the other efficiencies increase. The maximum AC energy efficiency can be 
found at maximum DC current (56 A, 529.9 mA/cm²) with 47% and the minimum AC energy efficiency 
is about 18% at 18.3 A (173.05 mA/cm²). Typical energy efficiency values found in literature, for 
example in the review articles (Ursua, Gandia & Sanchis 2012; Gahleitner 2013), are in the region of 
47-78%. In the literature the efficiency is often calculated at the best operating point of the 
electrolyser, in addition, the definition of the system boundary to calculate the efficiency is often 
imprecise. It is also often unclear whether the efficiency is referred to the higher or lower heating 
value of hydrogen. In a technical report presented by Harrison et al. (2009) the performance of an 
alkaline electrolyser was analysed. It was found that the AC energy efficiency (HHV) varies from 0% to 
41% at the lowest and the rated current rate, respectively. From an operational point of view 
electrolysers should operate near the nominal power rates so that the energy efficiency is in the 
region of its optimum. 
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Another basic characteristic of an energy storage device is its standby behaviour. Particularly with 
respect to its applications associated with volatile renewable energy sources. At times where the 
renewable power is not high enough to maintain the minimum production rate the electrolyser 
enters the standby phase. The DC current is set to 0 A and the voltage declines likewise. During 
standby the system pressure decreases continuously due to the internal gas losses until a certain 
threshold is reached. The system pressure can usually be maintained above this value for 30-60 
minutes before the gases will be released to the environment and the system will be filled again with 
nitrogen for safety reasons. If the renewable power sources recover during this standby period, the 
electrolyser can instantaneously enter the production phase. 
4.1.2 Electrolyser test: Single dynamic event 
Temporary interruption of renewable energy sources would occur during normal operation and the 
electrolyser will be subjected to a dynamic input power profile. For instance, the power output of a 
PV array can rapidly decrease if clouds are passing by. To emulate such single events two 
experiments were conducted. The first experiment (step response A) investigates the response to a 
sudden on/off switching with different power rates and the second experiment (step response B) 
examined the temporal power reduction to different power levels. The production rate of the 
electrolyser can be varied between 10% and 100% by a 4-20 mA analogue input signal which 
corresponds to a current set-point of about 18 A and 56 A, respectively. If the input signal is set to a 
value below 10% the electrolyser enters the standby mode.  
Prior to the step response experiments, the electrolyser operated for more than two hours at 
maximum power to ensure that optimal operating temperature of 75 °C was reached. Figure 4-5 
shows the DC current (red), DC voltage (blue) the electrolyte temperature (magenta). During the first 
experiment the electrolyser operated for 10 minutes at the defined set-point followed by 5 minutes 
standby period where the control signal was set to 0%. Then the next value for the control signal was 
applied. In total five steps were performed with a control signal value of 100%, 90%, 75%, 50% and 
25%. The second step response test investigated a sudden power reduction from 100% to four 
different production rates (10%, 25%, 50% and 75%). The electrolyser operated for five minutes at a 
set-point of 100% followed by 10 minutes operation at the reduced set-point. Since the response of 
the electrolyser to each step shows similar characteristics, only the two extremist cases are discussed 
below. The step response of the first emulated event, a sudden change from 0% to 100% (0 A to 56 
A) at 8540 seconds is illustrated in Figure 4-6. The diagram shows the control signal, the measured 
DC voltage and DC current with a sample rate of one second. It can be noticed that there is a dead 




Figure 4-5: Step response experiment.  
 
This time delay is mainly caused by the processing time of the electrolyser’s PLC which controls the 
rectifier. The current rises from 0 A to 56 A at second 8541 and stabilises at 56 A at 8545 seconds. In 
total the settling time amounts to 5 seconds. The voltage changed from nearly 0 V to 110 V. A change 
from 0% to 100% represents the most extreme case of step response and the electrolyser can follow 
such an impulse within 5 seconds. Consequently, the system can follow a single dynamic event with a 
power gradient of about 1200 W/s. Figure 4-7 presents the result of the first sudden set-point 
reduction of the second experiment. 
 
Figure 4-6: Step response test A: The external control (magenta) signal is suddenly set from 0% to 100%.  
 
At the time of 13342 seconds, the production rate drops from 100% to the minimal production rate 
of 10%. As with the step-up experiment, the DC current starts to follow the set-point change with a 
dead time of one second and declines from 56 A to 18.3 A. The voltage changed likewise from 110 V 
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to 89.2 V. In total the settling time accounts for 4 seconds before both the DC current and the 
voltage are stabilised. The corresponding power gradient is 1132 W/s.  
 
Figure 4-7: Step response test B: The external control signal (magenta) is temporarily reduced from 100% to 
10%.  
4.1.3 Electrolyser test: Controlled dynamic events 
Single dynamic events such as shown in the previous section of course occur during normal operating 
conditions, for instance, if electrolysers start from standby. But to be part of a renewable energy 
system an electrolyser would be stressed to follow a profile with multiple dynamic events. The 
following results are based on an experiment that was designed to investigate limitations of 
electrolyser to follow a dynamic profile.  
From the observations of the steady-state operation and the response to single dynamic events it is 
known that the energy efficiency is higher in the region of the rated power and that the installed 
electrolyser can cope with power gradients of about 1200 W/s Therefore, in this experiment the 
electrolyser was forced to operate at energy efficiencies between 30% and close to its maximum. In 
addition, the power was changed between approximately ±1500 W over a certain period of time. 
This power cycling was achieved by generating a sinusoidal control signal in the WAGO 750-819 PLC 
(see Table 3-6) which controls the electrolyser’s PLC by a 4-20 mA analogue input signal. Figure 4-8 
illustrates the experimental set-up. The amplitude and period time of sinusoidal signal can be 
adjusted within the PLC program. The signal represents the production rate set-point for the 
electrolyser’s PLC going from 0-100%. The minimum production rate is equal to 10%. A value below 
10% forces the electrolyser to enter the standby mode. Before the experiments were carried out the 
electrolyser operated over a longer period at maximum power. After a standby period of 10 minutes 
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three dynamic experiments (“Sinus A”, “Sinus B” and “Sinus C”) were conducted starting at second 
10626. 
 
Figure 4-8: Controlled dynamic events experiment. 
 
The control signal was composed of a constant value and sinusoidal signal; it was oscillating around a 
production rate of approximately 67% with amplitude of 28%. Accordingly, the production rate was 
varying between 39% and 95%. Amplitude change of 28% corresponds to a power change of 
approximately ±1500 W at normal operating temperature. During the experiments only the period 
duration was changed. The first experiment “Sinus A” was carried out for 40 minutes with a period of 
40 seconds. Then the operation was interrupted at second 12996 and the period duration was halved 
to 20 seconds. The second experiment “Sinus B” took about 12 minutes before the period duration 
was finally set to 10 seconds in the last experiment “Sinus C”. Figure 4-9 depicts the DC current, the 
DC voltage and the electrolyte temperature as a function of time. The data sample rate of the DAQ 
was set to one second. 
 
Figure 4-9: Controlled dynamic events experiment: The diagram shows the DC current (red), the DC voltage 




    
A 60 seconds long snapshot of experiment “Sinus A” is shown in Figure 4-10. The control signal 
(purple) oscillates between approximately 38% and 95% with a period of 40 seconds. The DC current 
(red) and DC voltage (blue) are able to follow that signal but with a time delay of two seconds. Data 
analyses revealed a maximum power gradient at 10822 seconds with 260 W/s. 
Figure 4-11 illustrates a snapshot of the “Sinus B” and “Sinus C” experiment. During the “Sinus B” and 
the “Sinus C” experiment the period duration was set to 20 seconds and 10 seconds, respectively. 
Reviewing the measured data confirms that the electrolyser was able to follow the signal with a time 
delay of two seconds. 
 
Figure 4-10: Sinus A: The diagram illustrates the resulting control signal (magenta), the DC current (red) and 
the DC voltage. 
 
The maximum power gradient was about 527 W/s and 930 W/s in experiment “Sinus B” and  
“Sinus C”, respectively. Comparing the DC current of both experiments, it can be seen that the 
current sufficiently followed the control signal during the “Sinus B” experiment, while the current 
amplitude was cut off in the last experiment “Sinus C”. It is apparent that an information loss 
occurred; the electrolyser was not able to follow the applied control signal. Reasons for this can be 
found in signal propagation delays within the electrolyser’s control system. Therefore, the power 
gradients should be kept around 600 W/s to achieve that the control system can follow the 




Figure 4-11: Sinus B and Sinus C: Between 13815 s and 13847 s the period of the sinusoidal signal was 20 s, 
after this the period was changed to 10 s.  
4.2 Operational behaviour of the fuel cell system 
The following section discusses the operational performance of the fuel cell system of the HREP. 
Some theoretical basics of fuel cells are introduced, followed by results of experimental tests as 
proposed in Figure 4.1.  
4.2.1 Fuel cell: Basic theory and steady state operation 
This section briefly describes some theoretical background to understand the working principle of 
the used fuel cell system. A more comprehensive view of the technology can be found in e.g. 
(Larminie & Dicks 2003) and (Williams 2004). In general a fuel cell converts directly chemical energy 
into electricity and heat. Basically, it is the reverse reaction of the electrolyses process presented in 
section 4.1.1. The chemical reaction takes place in a chamber consisting of two porous electrodes 
(anode and cathode). The electrodes are separated by an electrolyte that also provides ion-
conductivity. The reactants are continuously supplied from the outside. In case of PEM fuel cells 
hydrogen catalytically oxidises at the anode to H+ ions and electrons. If the two electrodes are 
electrical connected, the electrons travel to the cathode, while the H+ ions diffuse through the proton 
exchange membrane to the cathode. At the cathode oxygen (typically supplied by air) reduces to 
water. The chemical reactions at the anode and cathode are expressed by equations (4-11), (4-12) 
and (4-13).  
Anode: 2𝐻2 → 4𝐻+ + 4𝑒−   (4-11) 
Cathode: 𝑂2 + 4𝑒− + 4𝐻+ → 2𝐻2𝑂   (4-12) 
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Overall: 2𝐻2 + 𝑂2 → 2𝐻2𝑂 + 𝑒𝑒𝑒𝑐𝑡𝑟𝑒𝑐𝑎𝑒 𝑒𝑛𝑒𝑟𝐸𝐸 + ℎ𝑒𝑎𝑡   (4-13) 
 
The released reaction enthalpy Δ𝑅𝐻𝑚0 = −285.84
kJ
mol
  (under standard conditions) according to 
equation (4-13) will be converted into electricity and heat. If all the released enthalpy of reaction 
could be converted into electricity, the open circuit cell potential between the electrodes would be 







2 ∗ 96485 As mol�
= 1.481 V (4-14) 
 
The resulting voltage value of 1.481V is only theoretical. The 2nd Law of Thermodynamics needs to be 
considered; accordingly, the enthalpy of reaction will be reduced by the entropy change resulting in 
the Gibbs free enthalpy of reaction of water formation (Δ𝑅𝐺𝑚0 = −237.21
𝑠𝑘
𝑚𝑒𝑒
, in liquid form), see 
equation (4-4). This gives the maximum useable electrical energy and can be applied to calculate the 







2 ∗ 96485 As mol�
= 1.229 V (4-15) 
 
It should be noted that the Gibbs free enthalpy depends on the temperature and the partial pressure 
of the reactants at the anode and electrode, thus, the reversible voltage also changes with 
temperature and pressure variations. In real systems the open circuit voltage is below the possible 
maximum of 1.23 V. This can be explained by activation and parasitic losses occurring within the 
cells. During operation the output voltage will be further reduced by voltage losses depending on the 
applied current. The output voltage of a fuel cell is shaped by four irreversibilities (Larminie & Dicks 
2003):  
a) activation loss caused by slowness of the reaction taking place at the electrodes, 
b) fuel crossover and internal current resulting from a small amount of fuel that diffuses from 
the anode through the electrolyte to cathode without producing an external current, 
c) mass-transfer or concentration loss due to depletion of the reactants especially at high 
current densities, 
d) ohmic loss of the electrolyte, the electrodes and other connections. 
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The operating behaviour of the output voltage of a fuel cell system can be illustrated by an I-U curve. 
Figure 4-12 shows the measured output voltage of the fuel cell system as function of the stack 
current. For this experiment the current set-point of the inverter was set to 60 A with a current 
gradient of 0.02 A/s. This value was fixed for 3200 seconds before the set-point was set back to 0 A 
and the current smoothly followed with 0.02 A/s. The curves were derived from data collected with 
the in-house LabVIEW based DAQ of the hydrogen loop and directly from the fuel cell by using the 
software tool supplied by the manufacturer. Three different I-U curves are illustrated in  
Figure 4-12. The first curve shows the increasing DC bus current from 0 A to 60 A (blue dots). The 
second curve shows the decreasing DC bus current (green dots) from 60 A to 0 A. The third curve 
depicts the mean I-U curve (dotted magenta line) derived from both curves. In addition, the 
reversible voltage Urev=1.23 V and the manually measured open circuit voltage UOCV≈0.91 V are 
drawn in the diagram. For comparison the small figure beneath the legend shows the qualitative 
voltage curve of a fuel cell from low current to high current to highlight the non-linear voltage drop 
at high currents. 
It is apparent from Figure 4-12 that the current-voltage relationship is non-linear in low current 
regions (<10 A) as a result of the dominant influence of the activation losses. Between 10 A and 60 A 
the current-voltage correlation is mostly influenced by the ohmic losses and shows a strong linearity 
between a stack current of 10 A to 60 A. In higher current regions (>60A) the current-voltage 
relationship would be strongly non-linear again due to the influence of the concentration losses. 
However, to avoid deterioration of the fuel cell the current rate was limited. 
 




    
Interesting in Figure 4-12 is the hysteresis effect between the increasing (blue line) and decreasing 
(green line) current-voltage curve. This can be explained by the dependency of the ionic conductivity 
of the membrane on the water content and the temperature (Larminie & Dicks 2003; Haubrock 
2007). With increasing current, the water production increases, which leads to a better 
humidification and better proton conductivity of the membrane (Le Canut et al. 2009). Thus, the 
voltage is higher in the second curve (60 A to 0 A).  
Before the fuel cell system can satisfy an electrical demand it needs to be started remotely by 
applying 24 V (DC) to the BOP and to close an external remote contact of the on-board controller. 
The PLC of the electrolyser is used for this task. In addition, the second PLC of the hydrogen loop 
communicates via a CAN interface with the inverter of the fuel cell system and controls the DC 
current to meet the demand. The start-up process is relatively fast compared to the one of the 
electrolyser. It takes approximately 45 seconds until the fuel cell system can follow a demand profile. 
First, the fuel cell system initialises itself followed by starting the duty cycle of the air supply and 
cooling fan. Then, a solenoid valve opens and hydrogen streams into the cell stack. At this moment 
the cell voltage starts to increase and the fuel cell system provides itself enough energy to maintain 
its operation; a load relay closes and the inverter will be activated. After approximately eight seconds 
the inverter synchronises itself with the electrical grid and can be finally controlled by adjusting the 
DC current set-point using the PLC.  
Figure 4-13 shows the measured start-up of the fuel cell system with an initial stack temperature 
equal to room temperature. During the first two minutes the inverter was in standby mode (stack 
current <2A) as soon as the inverter was transited into grid-connected mode (the AC power output 
can be controlled by adjusting the DC current) a small increase of 1 A of the stack current was 
measurable, although, the DC current set-point was still at 0 A. Then the fuel cell was in operation at 
a DC stack current (red line) of approximately 26 A for 30 minutes. The temperature (magenta line) 
increased practically simultaneously and reached after a few minutes a stable value of about 50 °C. 
Then the DC current set-point was set back to 0 A followed by a stepwise increase of 5 A every 10 
minutes to 55 A and vice versa. As the current set-point was changed from 0 to 55 A, the voltage 
decreased from around 30 V to 21 V at 55 A. Proportional to the current increase, the temperature 
climbed to 61 °C. The temperature followed a load change according to a first-order time delay. As 
aforementioned the fuel cell system is equipped with a BOP to regulate the stack temperature at 
certain current depending regions, in addition, it also regulates the fuel and oxidant supply. 
Therefore, load variations influence the fan speed and thus leading to an increasing or decreasing 
energy demand of the BOP, see Figure 4-13 peripheral current (black line). The variations of the 




Figure 4-13: Operational performance of the fuel cell system. The figure shows a 30 minutes operation at 25 
A followed by a stepwise current increase from standby to 55 A (DC, output) and back.  
 
To evaluate the performance of the fuel cell system, data gathered from several step-climbing tests, 
as illustrated in Figure 4-13, were used to calculate the efficiency. Similar to the electrolyser different 
possible efficiencies can be calculated to characterise the system. At stack level the voltage efficiency 
is commonly used to assess the performance, which is defined by the ratio of the operating voltage 






From a system level perspective the energetic efficiency is of great importance and can be defined as 
the ratio of the electrical energy supplied to the chemical energy of the consumed hydrogen within 











where, 𝐹𝐷𝐹/𝐴𝐹  is the electrical power on the DC or AC side, ?̇?𝐾2  the flow rate of the consumed 
hydrogen in normal cubic meters per second and LHV is the lower heating value under normal 
conditions (3 kWh/m³).  
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Figure 4-14 presents the calculated efficiencies (to the left) and the power output (to the right) of the 
FC as a function of the current. The voltage efficiency steadily decreases with increasing current due 
to the increase of the voltage losses. Whereas the DC and AC energy efficiency first increases to a 
maximum of 53% DC efficiency and 46% AC efficiency at approximately 15 A and starts then to 
decline. Reasons for this can be found by the higher weight of the power consumption of the 
peripherals at low currents to the produced electrical energy and by the efficiency of the inverter. 
The efficiency curve taken from the operating manual of the inverter is illustrated in Figure A-1. 
  
Figure 4-14: To left the picture shows the voltage (green line), DC energy (red line) and AC energy (light blue 
line) efficiency as a function of the DC current. The right picture shows the DC (blue line) and AC (green line) 
power vs. the DC current.  
 
To keep the energetic AC efficiency at high levels, the minimum AC output power should be set to 
120 W and the AC output power should not exceed values of 900 W. In Figure 4-14 the operating 
region leading to high efficiencies are indicated by the shaded area. Furthermore, by limiting the 
operational range the fuel consumption will be minimised and the fuel cell will be operated at 
moderate current densities. This limitation, in turn, helps to reduce the operating costs and improves 
also the life-time. 
4.2.2 FC tests: Single dynamic event 
The second set of experiments was carried out to investigate the response of the fuel cell system to 
sudden load changes. Starting with a maximum current ramp of 20 A/s, the profile as shown in  
Figure 4-15 was demanded from the fuel cell system.  
After 30 minutes operation at a constant current (red line) of 25 A and the corresponding constant 
voltage (blue line), the current set-point (magenta dotted line) was changed every 5 minutes as 
illustrated in Figure 4-15. A voltage undershoot occurred when the current set-point was changed, 
followed by an exponential curved recovery until a stable voltage value was reached again. This can 
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be clearly seen during the first two steps from 0 A to 50 A and from 0 A to 40 A. On the other hand, 
the fuel cell output voltage was less sensitive against decreasing current steps. As shown in Figure 
4-15 the voltage shows only a small overshoot after the current was set back to lower value with 
nearly the same height regardless of the magnitude of the current step.  
 
Figure 4-15: Defined current profile for the step response test. The picture shows the results of an 
experiment with a current ramp of 20 A/s.  
 
To establish the impact of the current step gradient on the output voltage, the step response test 
was repeated three times at different maximum current ramps of 10 A/s, 5 A/s and 1 A/s. Figure 4-16 
summarises the experiments for the highest step from 0 A to 50 A. The top graph shows the transient 
response of the DC current. The lower the current ramp of the inverter was, the slower the rise time. 
The response of the DC current with a current ramp of 20A/s (light blue line) showed the fastest rise 
time of two seconds, but led to a small current overshoot resulting in a settling time of 7 seconds. In 
comparison, the settling time of the experiment with a current ramp of 10 A/s (red line) was only 
5 seconds. The lower graph of Figure 4-16 shows the corresponding transient response of the 
voltage. The black dotted line indicates the voltage during steady state (approx. 21.5V) at a DC 
current of 50 A. It can be clearly seen, the voltage undershoot increases with increasing current 
gradients. It took about 36 seconds until the voltage was recovered and was stabilised at the steady 
state voltage. 
The current response to a set-point (mangenta dotted line) change from 0 A to 10 A is shown in 
Figure 4-17 on the left. The maximum current ramp of the inverter was changed from 1 A/s to 5, 10 
and 20 A/s. The right graph shows the corresponding fuel cell voltage. Although, the height of the 
current step was significantly reduced there was still a minor voltage undershoot evident. The 
magnitude of the voltage undershoot was 1 V and of about 0.5V at a current ramp of 20 A/s and 
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5/10 A/s, respectively. The settling time of the current with a ramp of 5 A/s was 6 seconds compared 
to 4 seconds of the experiments with a current ramp of 20 A/s and 10 A/s. The recovery time of the 
voltage was about 24 seconds. 
 
 
Figure 4-16: Experimental results of current step from 0 A to 50 A with unified timestamp. The top graph 
shows the current response to a set-point (mangenta dotted line) change from 0 A to 50 A. The bottom graph 
presents the corresponding voltage response to the sudden load change. 
 
In general, a dynamic load change leads to sudden current change and consequently to a sudden 
change in the hydrogen and oxygen consumption. In addition, the supply of reactants and the water 
management of the membrane are influenced by dynamic load variations. Under rapid load changes 
fuel starvation can occur (Erdinc & Uzunoglu 2010). On the anode side the membrane can 
temporarily dehydrate due to electro-osmotic drag. This leads to an increase of the internal 
resistance resulting in a higher voltage drop (Tang et al. 2010). Moreover, the temperature also 
affects the performance and cannot simultaneously follow a load change. Every load transition 
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influences the control system of the BOP and a certain time is needed to regulate the subsystems, for 
instance, the air supply fan. Such unfavourable operating conditions accelerate performance 
degradation of fuel cells and should be avoided (Stumper & Stone 2008). Concluded from the results 
of the step response test it can be said that a maximum current ramp of 10 A/s provides a quite good 
dynamic performance without showing to high voltage undershoots. Thus, the next set of 
experiments was carried out with this value. 
  
Figure 4-17: Experimental results of current step from 0 A to 10 A with unified timestamp.  
4.2.3 FC tests: Controlled dynamic events 
So far the steady state operation and the step response capability of the fuel cell system have been 
discussed. The following experiments were designed to find the operational limit under multiple 
dynamic events. Three experiments were carried out with a period duration of 40, 20 and  
10 seconds. Figure 4-18 shows the complete current profile of the first experiment with a period of 
40 seconds. The principal of the experiment is shown in Figure 4-8, but, instead of using an analogue 
signal to adjust the control set-point a communication protocol (CAN) is used to transmit new set-
points to the fuel cell inverter. Within the PLC a sinusoidal control signal was generated with a peak-
to-peak amplitude of 50 A superimposed on base current of 27 A. The current ramp of the inverter 
was set to 10 A/s.  
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Figure 4-18: Sinus profile: Control signal with a period duration of 40 seconds and peak-to-peak amplitude of 
50 A superimposed on 27 A current. The maximum current ramp was set to 10 A/s. 
 
For a detailed analysis of the transient response Figure 4-19 illustrates a snapshot of the time frame 
from second 3926 to second 4016. The magenta line indicates the control signal of the inverter; the 
red line presents the measured DC current of the fuel cell. It is evident from this graph that both 
curves are almost identical without showing any significant time delays. The averaged current 
gradient was about 5 A/s.  
 
Figure 4-19: Zoom into Figure 4-18: The magenta line shows the control signal, the black dotted line indicates 




Figure 4-20 graphs the results of the experiments with period of 20 seconds (to the left) and 10 
seconds (to the right). The left graph in Figure 4-20 shows that the fuel cell DC current response 
nearly matches the control signal with a period of 20 seconds. The right graph, on the other hand, 
shows the response to control signal with a period of 10 seconds. It is apparent from the graph that a 
phase shift occurs due to propagation delays within the control system. Further analysis of the data 
revealed maximum current gradients of 9 A/s and 13 A/s for a period of 20 seconds and 10 seconds, 
respectively. 
  
Figure 4-20: The left graph gives results with a period of 20 seconds. The right graph shows the response to 
control signal with period of 10 seconds.  
 
The best match between the control signal and the measured DC current shows evidently the 
experiment with a control signal with a period of 40 seconds. Analysing the results of this experiment 
revealed a maximum current and power gradient of 5 A/s and 130 W/s, respectively. Therefore, the 
current ramp of the inverter is limited to 5 A/s for further investigations. 
4.3 Operational behaviour of the vanadium-redox-flow-battery system 
This subchapter firstly conveys basic theory on the VRFB and introduces performance indicators to 
evaluate the battery performance. Subsequently, experimental results are presented to characterise 
the steady state performance at different power rates. Finally, the dynamic operation is investigated 
by experiments as shown in Figure 4-1.  
4.3.1 VRFB: Basic theory and steady state operation 
VRFB are characterised by their independent scalability of power and energy capacity. The power is 
defined by the active area of the energy conversion unit (the cell stack), whereas the energy depends 
on the volume of the storage tanks of the electrolyte. In principle the process of the VRFB can be 
compared with the aforementioned process of the fuel cell. In both cases a redox reaction takes 
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place within the cells consisting of two electrodes which are separated by a proton exchange 
membrane. But instead of using oxygen and hydrogen for the reaction, a positive and negative 
electrolyte circulates from two tanks through a hydraulic system into the cell stack and back to the 
tanks. Figure 3-10 illustrates the process flow schematic of the used VRFB system. The VRFB can be 
either charged or discharged by a reversible chemical reaction between the two electrolytes. The 
electrolyte is based on sulphuric acid containing 𝐹𝑂2+/𝐹𝑂2+(positive electrolyte: catholyte) and 
𝐹2+/𝐹3+ (negative electrolyte: anoloyte) redox couples.  
The chemical equations of the reaction become (Blanc & Rufer 2010): 
Positive electrode 
(cathode): 



















2+ + 𝐹𝑂2+ + 2𝐻+ (4-20) 
 
During the discharge process 𝐹𝑂2+ ions are reduced to 𝐹𝑂2+ ions at the positive electrode, while 𝐹2+ 
ions are oxidised to 𝐹3+ ions at the negative electrode. The open circuit voltage across the 
electrodes depends on the concentration of the vanadium species. Thus, the concentration indicates 
the SOC of the battery system: a fully charged electrolyte (SOC=100%) contains 100% 𝐹2+ and 100% 
𝐹𝑂2+ in the negative and positive electrolyte, respectively (Sukkar & Skyllas-Kazacos 2003).  
Figure 4-21 illustrates the open circuit voltage as a function of the SOC. It can be seen that the 
behaviour is strongly nonlinear at low and high SOC regions. VRFB are very tolerant to over-
discharging, however, charging the battery beyond a certain voltage can lead to side effects at the 
electrodes such as oxygen and hydrogen generation and should be avoided (Mohamed, Ahmad & 
Abu Seman 2012). In addition, high SOC values could lead to oxidation of components inside the cell 
(electrodes and bipolar plate) and it should not exceed values above 80% (Schreiber 2011). 
Therefore, the prediction of the SOC during operation is crucial for the lifetime of the battery. A 
commonly applied method is to use a single reference cell, which is hydraulically connected to the 
stack in parallel (see Figure 3-10) and to measure continuously the open circuit voltage. The useable 
SOC range of the installed Prudent Energy™ VRFB system is between 34% and 72% which 




Figure 4-21: Relationship between the open circuit voltage (dotted blue line) and SOC.  
 
Turning now to the experimental analysis of the VRFB system, the test set-up is illustrated in  
Figure 3-12. The start-up procedure of the VRFB is similar to the one of the fuel cell system. To start 
the battery after a long term shutdown, it is necessary to supply electrical power to the BOP. Then, 
the battery controller initialises itself and starts ramping up the electrolyte pumps. Fresh electrolyte 
will be pumped through the stack resulting in an increase of the stack voltage according to 
electrolyte’s SOC. As soon as the voltage level is stabilised, the external power supply can be 
switched off. In total the start-up process takes approximately 75 seconds. Now the VRFB can be 
either charged or discharged by using the two inverters that are controlled by the WAGO 750-872 
PLC. If no energy is exchanged with the electric grid of the HREP, the VRFB enters the standby-mode 
where the pumps are kept running at reduced speed. From this state the system can be 
instantaneously transited back into charge or discharge mode. However, it should be noted that the 
energy consumption of the pumps is covered by the battery leading to a self-discharge rate of 
approximately 280 Wh/h. Therefore, the standby time should be limited to avoid energy wasting.  
To evaluate the efficiency of the VRFB system, several charge and discharge cycles were carried out 





    
The performance is evaluated at three different system levels: 
I. Stack level: Cell stack, 
II. DC system level: Cell stack + peripheral components (controller, sensors and pumps), 
III. AC system level: Cell stack + peripheral components (controller, sensors and pumps) + 
inverter. 
The following efficiencies are defined to assess the performance (Blanc & Rufer 2010): 









The Coulombic efficiency 𝜂𝑐𝑒𝑢𝑒𝑒𝑚𝑢𝑖𝑐 is calculated as the ratio between the discharge and charge 
current within a given time period. In this thesis this efficiency is only calculated at stack level. The 
energetic efficiency 𝜂𝑒𝑛𝑒𝑝𝑒𝑐 is calculated at every system level to quantify all losses of energy 
conversion process. Figure 4-22 presents the averaged efficiencies of several full charge-discharge 
cycles (34%-72% SOC). The Coulombic efficiency (blue line) increases with increasing current. With 
increasing current density the charge/discharge time decreases, accordingly, the effect of diffusion of 
electrolyte species through the membrane reduces and hence the rate of self-discharge in the stack 
(Zhao et al. 2006). 
 
Figure 4-22: Comparison of the calculated efficiencies as a function of the stack current.  
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The stack energy efficiency (green line), on the other hand, decreases due to the higher polarisation 
losses at higher current densities (Chen et al. 2013a). The energy efficiency at DC system level (red 
line) is influenced by the energy demand of the BOB. Thus, the amount of the energy supplied to the 
peripherals is higher at lower current regions resulting in lower efficiencies. In addition, the AC 
system efficiency (light blue line) is affected by the efficiency curve of the inverter (see Figure A-2) 
and shows apparently the lowest values. In comparison to the hydrogen loop, the VRFB shows quite 
high efficiencies over the complete operation range.  
4.3.2 VRFB tests: Single dynamic event 
The single dynamic response of the VRFB system was investigated by carrying out three different 
current step experiments. Firstly, the capability to follow a sudden power supply change was 
evaluated. Secondly, the response to a sudden load change was analysed. Finally, a rapid switching 
between charge and discharge was investigated. During the experiments the electrolyte temperature 
varied between 30°C and 33°C. As described in chapter 3.5 the electrical power to charge or 
discharge the battery can be controlled by manipulating the AC active current set-point of the Sunny 
Island inverters by using the PLC. Figure 4-23 illustrates the applied active current profile to charge 
the battery and the measured root mean square (RMS) value of the AC current by the LON energy 
meter. Each set-point was kept for three minutes before it was set back to zero. It can be seen that 
the AC current response fairly matches the set-point. The experiments were repeated at least three 
times and every data set was analysed. The sample rate of the DAQ was set to 500 ms. 
 




    
The response to the first current step from 0 to -14 A is shown in Figure 4-24. After the AC active 
current set-point (light blue line) was changed, the measured AC active current (red line) followed 
with a time delay of one second. An overall analysis revealed a diversity of the response time of one 
to two seconds. In total the AC current needed 7 seconds to settle. The maximum DC current (green 
line) gradient for AC active current step from 0 A to -14 A was approximately -46 A/s. On average the 
DC current gradient was -15 A/s which corresponds to an average power gradient of -780 W/s. The 
DC voltage (blue line) transited smoothly to the new value. Whereas, the current showed a small 
overshoot before both values the DC current and the AC current starts to settle.  
 
Figure 4-24: Response to an AC current step from 0 to -14 A.  
 
The response of the BOP to the AC current step from 0 A to -14 A is presented in Figure 4-25. As 
stated in chapter 3.5 the VRFB system is equipped with a battery controller that monitors and 
controls the process, see Figure 3-10. The controller starts to ramp-up the pumps a few seconds after 
the current step occurred. It takes approximately 70 seconds until a new stable value is reached. 
Along with the pump speed increase, the energy consumption of the BOP correspondingly increases 
(see peripheral current (orange line) in Figure 4-25). Consequently, the current supplied to the stack 
will be reduced with increasing peripheral current. It was also found that the pump speed will be 
ramped up to approximately 2600 rpm during charge process regardless of the applied current. 
The power consumption of the BOP reduces the system’s energy efficiency especially at lower charge 
current regions, as shown in Figure 4-22. Thus, there may exist a conflict between the electrolyte 




Figure 4-25: Response of the BOP to current step from 0 to -14 A. 
 
Recently, the investigation of optimal flow rate of VRFB has been studied intensively. An 
experimental study conducted by Ma et al. (2012) discussed the effects of the flow rate with respect 
to the system efficiency. They demonstrated that the energy capacity increases with increasing 
electrolyte flow rate. Furthermore, they showed that the concentration over-potential will be 
reduced with higher electrolyte flow rates due to the higher supply of reactants, which leads to a 
better facilitation of the redox reactions. They propose to operate the VRFB at a constant flow rate 
over a large operating area until the flow rate will be stepped up at high and low SOC during charge 
and discharge, respectively. With this operating strategy they demonstrated that the system 
efficiency can be improved up to 8% compared to constant high flow rate during charge and 
discharge. Tang et al. (2014) has linked the concentration over-potential and the pressure losses to 
the electrolyte flow rate. They carried out a simulation study and their results show that a variable 
flow control can lead to higher overall efficiencies during charge and discharge. In addition, they 
highlight that the electrolyte flow rate is an important factor for the thermal management to remove 
heat from the stack to avoid potential thermal precipitation within the cells. The battery controller of 
the Prudent Energy™ VRFB system, however, operates the pumps during charge at the maximum 
flow rate resulting in higher energy capacity and higher Coulombic efficiency, but, with the drawback 
of lower system energy efficiency. 
The second set of experiments was carried out to analyse the behaviour of VRFB during discharge. By 
comparing the results of the charge and discharge experiments it was found that the response time 
and the settling time were almost the same. The maximum and the average DC current gradient 
were about 50 A/s and 17 A/s, respectively. The implemented pump control, however, shows a 
different behaviour. The battery controller regulates the pump speed as function of SOC and DC 
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current during discharge. Between a SOC of 38% and 66% the pump speed depends only on the 
current withdrawn from battery. Within this area the results revealed that there are three different 
pump speeds:  
I. High currents (>80 A): 2300 rpm 
II. Mid currents (30 A -80 A): 2000 rpm 
III. Low currents (<30 A): 1800 rpm 
At the end of charge or discharge the pump speed will be stepped up again to increase the flow rate; 
accordingly, the mixing time of the electrolyte in the tanks will be reduced. In addition, the increased 
flow rate helps to monitor the SOC to avoid an overcharge or a deep discharge, where the voltage 
starts to have a nonlinear behaviour due to the sharply decrease of the vanadium ions 𝐹3+/𝐹4+ and 
𝐹2+/𝐹5+, respectively (Ma et al. 2012). The implemented pump control during discharge helps to 
improve the system energy efficiency, but, there is space for improvement as demonstrated by 
(Tang, Bao & Skyllas-Kazacos 2014). 
Another aspect needs to be considered when the VRFB follows a dynamic profile is the pressure 
balance between the two half-cells within the cell stack. A pressure difference across the membrane 
facilitates the volumetric transfer of the electrolyte from one half-cell to the other which leads to 
capacity loss (Skyllas-Kazacos & Kazacos 2011). Moreover, over long term operation such volumetric 
transfer can cause flooding of the electrolyte reservoir (Sukkar & Skyllas-Kazacos 2003). Figure 4-25 
shows that the differential pressure (green line) increases after a load change occurs. Consequently, 
this will promote the fluidic transfer leading to a capacity loss and an electrolyte level imbalance in 
the reservoirs. To take the latter effect into account, the Prudent Energy™ VRFB system is equipped 
with a rebalancing mechanism that automatically equalises the tank levels over time. However, the 
amount of fluid exchanged between the two sides is small compared to the total volume of the 
tanks.  
The last set of experiments examined the system’s capability to switch between charge and 
discharge. Figure 4-26 shows the applied current profile, the set-point was first changed from 0 A to 
5 A followed by periodically switching from 5 A to -5 A and vice versa every 120 seconds. From the 
data it can be seen that the system is capable following the first set-point change from 0 A to 5 A 
quite fast. But, if the set-point is directly changed from discharge to charge, the AC current response 
shows a relatively high overshoot. On the DC side a stack current overshoot of about 20 A was 
measured. Furthermore, a deeper analysis showed that the response time has significantly increased 
to 10 seconds. This experiment has revealed limitations of the internal control logic of the inverter to 
deal with sudden changes from discharge to charge and vice versa. Therefore, the transition from 
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one state to the other should be controlled so that high current peaks will be avoided. Of course this 
is a plant specific problem and cannot be generalised for all VRFB. But it highlights the need to 
examine the operational limits of multivendor system designs. 
 
Figure 4-26: Applied current profile to analyse the switching between discharge and charge. 
4.3.3 VRFB tests: Controlled dynamic events 
In the next section the load/supply following capability of the VRFB system is assessed. Figure 4-8 
illustrates the principle of the applied experiment. The sinusoidal control signal is generated by the 
PLC and then transmitted via Modbus TCP connection to the remote access gateway of the inverter, 
see Figure 3-12. Three set of experiments were conducted for each discharge and charge. Each set 
had the same current basis and peak-to-peak amplitude. The period duration was halved after every 
experiment starting with a value of 80 seconds. As discussed in the previous chapter the transient 
response to a single dynamic event shows the same temporal behaviour whether the system is 
charged or discharged. Only the pump control is different in both situations. While the pump speed is 
constant at maximum flow rate during charge, the pump speed is a function of SOC and DC current 
during discharge. The dynamic pump control leads to more frequently imbalanced pressures 
between the two sides of the cell stack. Therefore, the following paragraphs discuss the transient 
response during discharge.  
Figure 4-27 presents the data of the first experiment with a peak-to-peak amplitude of 10 A around 
mean of 6 A. The time duration of the sinusoidal control signal was 80 seconds. The measured AC 
active current (red line) and DC stack current (greed line) followed the AC active current set-point 
(light blue line) with a time delay of about 2 seconds. This agrees well with the findings of the single 
dynamic event experiment. However, the progression of the measured AC active current (red line) is 
 
85 
    
similar to the control signal with the same peak-to-peak amplitude and period length. The maximum 
set-point gradient was 0.4 A/s resulting in an averaged power gradient of 160 W/s. 
 
Figure 4-27: Transient response of the VRFB system to sinusoidal AC current control signal (magenta line) 
with peak-to-peak amplitude of 5 A superimposed on 6 A.  
 
Figure 4-28 shows the results of the experiments with period duration of 40 seconds (left graph) and 
20 seconds (right graph). The left graph indicates that the VRFB system can follow the control signal 
without showing any disturbance of the progression of the measured current. Whereas, the right 
graph evidently shows that the system cannot follow a sinusoidal signal with period length of 20 
seconds. The AC active current curve is reduced by 1 A compared to the control signal. This indicates 
that the communication and control system has reached a limit. The maximum set-point gradient 
during the experiment with 40 seconds was 0.8 A/s and the averaged power gradient was 260W/s. 
  
Figure 4-28: Transient response to sinusoidal signal with period duration of 40 seconds and 20 seconds 




Regarding the differential pressure the data showed that the pressure difference significantly 
increased during the last discharge experiment with a time period of 20 seconds. During charge the 
differential pressure was hardly affected by the dynamic operation due to the constant pump speed 
strategy. As aforementioned the research on electrolyte flow optimisation has recently increased and 
it is important to investigate the effects of the flow rate and the differential pressure on the overall 
performance of VRFB systems. However, such investigations are outside the scope of this thesis. 
4.4  Summary 
The experiments outlined in this chapter addressed steady and dynamic operation of the energy 
conversion systems. In a HRES, the energy conversion system plays an important role to equalise the 
power output of the renewable energy sources and the actual electricity demand. It is necessary to 
understand the individual system’s behaviour before defining a suitable operational strategy. To 
extract the relevant information from each energy system, an experimental method was defined to 
characterise the components of the HREP. The experimental study has identified crucial parameters, 
for instance, the temperature, which influence the performance and it has revealed operational 
limitations at system level. 
The first set of experiments has analysed operational states such as start-up and steady-state 
performance of each energy conversion system. The electrolyser needs about 15 minutes to start-up 
before it can follow a power supply profile. The fuel cell and the VRFB can be transferred into 
operation mode within less than two minutes. All systems are affected by the operational 
temperature. Especially the electrolyser’s efficiency is significantly influenced by the temperature. At 
maximum current rate it takes approximately 80 minutes to reach the nominal operating 
temperature where the efficiency shows higher values. The internal resistance of the VRFB is also 
temperature dependent. The lower the electrolyte temperature, the higher the internal resistance is. 
However, if the VRFB was to be installed within an insulated enclosure where the ambient 
temperature is normally around 25°C, the electrolyte temperature would be stabilised around 30°C 
during operation. 
To characterise the dynamic operation of the electrolyser, the fuel cell and the VRFB two set of 
experiments have been carried out to investigate the response to single dynamic and multiple 
dynamic events. Based on the experiments operational limitations are identified which need to be 





    
Table 4-1: Characteristics of the energy conversion units on system level. 
 Electrolyser Fuel Cell VRFB 
Start-up time /warm-up 
time 
15 min. / 80 min. 45 sec. / 10 min 75 sec. 
Standby time max. 60 min. User defined User defined 
Averaged electrical energy 
consumption during 
standby: 
350 Wh/h 50 Wh/h 280 Wh/h 
Operational range 24-56 A (DC current) 5-50 A (DC current) 25-120 A (DC current) 
Single dynamic event: Max. 
power gradient 1132 W/s 120 W/s 780 W/s. 
System response time 2 seconds 0-1 seconds 1-2 seconds 
System settling time 4 seconds 5 seconds 7 seconds 
Multiple dynamic events: 
Max. power gradient 
600 W/s 
(approx. 10% of the 
rated power) 
110 W/s 
(approx. 10% of the rated 
power) 
260 W/s 
(approx. 5% of the rated 
power) 
 
In addition, the conducted experiments revealed unfavourable operational situations, for example, 
voltage undershoot phenomena, which occur if the fuel cell has to follow high current variations. 
Furthermore, the experiments establish the importance of considering the dynamics not only on 




5 Development of system level models of the HREP 
A model is the approximation of a real system and can be based on mathematical equations, on 
relationships derived from measurements or from both to describe, for instance, physical or chemical 
processes. In general, a model can be categorised as white-box-model (purely theoretical), black-box-
model (only based on experimental data) or grey-box-model (a combination of theoretical and 
experimental relations) (Isermann 2008). The latter is also known as semi-empirical-model and this 
model approach is broadly used for various engineering applications. Once the model is defined it 
can be used as the basis for simulation studies. The model detail depends on the purpose of the 
simulation study. Focused on the development and optimisation of core components, the level of 
detail would increase along with required computational power. However, the objective of this thesis 
is to analyse energy conversion systems at system level to evaluate the performance of the 
components and their interaction as well as to draw operational strategies from the conducted 
experiments. Derived from this objective, the following requirements should be met by the proposed 
models of the hydrogen loop and the VRFB system: 
• Simple integration of the models to investigate different configurations, 
• Reflecting physical correlations with sufficient precision, 
• Practical adaption of parameters of the models, 
• Linking operational constraints to the models. 
Figure 5-1 presents the applied methodology of the modelling process. The conducted experiments 
presented in the previous chapter 4 provide information about the physical correlations and the 
operational behaviour. Based on the gathered data parameters for the mathematical description 
were extracted to model, for instance, the electrical, thermal or the energy capacity behaviour. In 
addition, operational modes and constraints were identified from the experimental results and 
implemented into a sub-model. Furthermore, the semi-empirical sub-models to describe the physical 
process and the sub-model to describe the operational behaviour were integrated into an overall 
system model. Finally, the system models were fully validated against measured data. 
To describe an existing system properly a comprehensive understanding of the theoretical problem 
and a good knowledge about the material properties are necessary. In most cases this cannot be fully 
achieved and parameters are introduced to approximate the unknown variables from measured 
data. As illustrated in the previous chapter, the discussed energy conversion systems show some 




    
 
Figure 5-1: Methodology of the model development. 
 
The analysis was carried out off-line (this means the model was fitted to a set of prior measured 
data). The unknown variables are the decision variables and a function minimises the least-squares 
between measured values and the predictions based on the employed model equations. To assess 
the fitted models the cross-validation technique was applied (Livingstone 2009). The parameters 
were estimated with data from one set of experiments and the validation was carried out with 
another set of measured data.  
The models have been developed in the MATLAB® software environment (MATLAB 2012). For the 
parameter estimation the MATLAB Optimization toolbox was used. Individual MATLAB-script files 
were written containing the lsqcurvefit-function which is part of this toolbox. The function applies 
the method of least-squares for non-linear problems (Optimization Toolbox 2012). Following this, the 
model was developed in Simulink® (Simulink 2012), which is a block oriented simulation interface 
integrated in MATLAB. Operational aspects such as operational states were modelled using the 
Stateflow® (Stateflow 2012) toolbox. Stateflow® is a graphical interface to design event-driven 
systems using the statechart approach formulated by Harel (1987). 
The following sections present the development of the system models of the electrolyser, the fuel 
cell and the VRFB. The last section describes the energy management strategy to coordinate and to 
control the HRES. 
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5.1 General model layout 
Each developed system model has the same structure so that it can be easily applied to different 
simulation scenarios. The system model is divided into various sub-models, for example, the system 
control or the electrical model. Figure 5-2 illustrates the proposed generic layout of the developed 
models. The model input is at least the AC power set-point and the on/off signal. The outputs are the 
AC power (consumed/withdrawn), if applicable the released heat and the state of charge of the 
storage. In addition, several internal values such as DC voltage or DC current can be added to the 
output if necessary. Every system model contains a set of parameters that describe the physical 
system. For instance, the electrolyser is characterised by the active cell area and the number of cells. 
In addition, the estimated parameters for mathematical representation of the process need to be 
defined. 
 
Figure 5-2: General model layout 
 
The system model combines the physical continuous elements of the process with the discrete event 
elements derived from the implemented control logic and system constraints of the concerned 
component. In general, a model that integrates the continuous and the discrete behaviour of a 
physical system is referred to as hybrid system (Schaft, A. J. van der & Schumacher 2000). A graphical 
approach to describe the discrete part of a hybrid system is the statechart formalism proposed by 
Harrel (1987). Statecharts are composed of states, transitions, events and conditions. Discrete states 
of a physical system are, for instance, the start-up or the standby mode. Depending on defined 
thresholds or timers the physical system is transited from one state to another. In addition, 
statecharts can be hierarchical organised and parallel states can be introduced. 
 
91 
    
5.2 Modelling of the hydrogen loop 
In this section models of the hydrogen loop will be developed and validated. Section 5.2.1 deals with 
the system model of the electrolyser and the hydrogen storage. Section 5.2.2 shows the model 
formulation and validation of the fuel cell system. 
5.2.1 System model of the electrolyser  
Several model approaches of electrolysers can be found in the literature. In recent years, the work on 
multi-physics models has been increased. Roy (2006), Agbli et al. (2011) and Henao et al. (2014) 
presented multi-physics models for alkaline, PEM and alkaline electrolyser, respectively. However, 
each model requires detailed knowledge about the used materials and about the geometry such as 
the membrane thickness or the distance between the electrodes. Such in-depth information is 
normally not provided by the manufacturer. Therefore, this thesis considers models which provide a 
balance between practical application and theoretical complexity. Semi-empirical models to describe 
the electrical behaviour have been presented by Ulleberg (1998; 2003) and Kélouwani et al. (2005). 
Both models were initially applied to simulate I-U characteristic of the Accagen SA electrolyser and 
the results indicated that the latter model was not sufficiently able to predict the current-voltage 
behaviour. The Ulleberg model, on the other hand, showed a quite good accuracy. Thus, this thesis 
presents a model that is primarily based on this modelling approach. The following section 
introduces the thermodynamic and the electrical model of the electrolyser. Subsequently, the 
thermal model and the system control model are developed. Finally, all sub-models are integrated to 
the overall system model.  
5.2.1.1 Electrolyser: Thermodynamic and electrical model 
As described in section 4.1.1 decomposition of water into hydrogen and oxygen requires both 
electrical and thermal energy. Equation (4-4) defines the relation of the electrical and thermal 
energy. By rearranging of equation (4-4) the minimum electrical energy demand for the reversible 
reaction which is equal to the Gibbs free energy can be calculated by: 
 𝛥𝑅𝐺𝑚0  = 𝛥𝑅𝐻𝑚0 − 𝐹𝛥𝑅𝑆𝑚0  (5-1) 
 
Equation (5-1) refers to the standard conditions (1 bar and 25°C). To adapt it to the working 
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where, 𝑣𝑖 is stoichiometric coefficient (reactants = negative and products = positive, for example see 
equation (4-3): 𝑣𝐾2𝐾 = −1, 𝑣𝐾2 = 1 and 𝑣𝐾2 = 1/2), 𝛥𝑒𝐻𝑚,𝑖
0  is the heat of formation (kJ/mol), 𝐶𝑝,𝑖 is 
molar heat capacity (J/(mol*K)), 𝑆𝑚,𝑖0  standard entropy (J/mol*K), 𝑅 is the universal gas constant  
(8.31446 J/(mol*K), and 𝐹0 and 𝑝0 are the temperature (K) and pressure (bar) at standard conditions, 
respectively. 
Since the electrical energy demand for the reversible reaction is equal to 𝛥𝑅𝐺𝑚, the reversible cell 
voltage 𝑈𝑝𝑒𝑣 for a given temperature and pressure can be calculated by substituting equation (5-2) 






Along with thermodynamic properties of the substances taken from (Cerbe & Wilhelms 2013) and 
(Lide 2006), equations (4-5) and (5-1)-(5-4) are implemented into Simulink to calculate the thermo 
neutral and reversible voltage. The values of the thermodynamic properties are given in Table A-7. 
Table 5-1 compares the calculated reversible voltage with values reported in literature for alkaline 
water electrolysis (30wt% KOH). It has to be noticed that the molar heat capacity of the substances is 
taken as constant and the presence of KOH in the aqueous solution is neglected in the model. As can 
be seen from the table below, the adopted simplification leads only to small deviations. 
Table 5-1: Comparison between calculated values for 𝑼𝒓𝒓𝒓 and values found in literature: 
𝑈𝑝𝑒𝑣,𝑇,𝑝 (LeRoy, Bowen & LeRoy 
1980) 
(Onda et al. 2004) (Roy 2006) This study 
𝑼𝒓𝒓𝒓,𝟐𝟐°𝑪,𝟏 𝒃𝒃𝒓 1.229 V 1.229 V 1.229 V 1.229 V 
𝑼𝒓𝒓𝒓,𝟐𝟐°𝑪,𝟐𝟐 𝒃𝒃𝒓 1.3 V 1.290 V 1.299 V 1.291 V 
𝑼𝒓𝒓𝒓,𝟒𝟒.𝟖𝟐°𝑪,𝟏 𝒃𝒃𝒓 1.211 V not reported 1.211 V 1.211 V 
𝑼𝒓𝒓𝒓,𝟕𝟐°𝑪,𝟐𝟐 𝒃𝒃𝒓 1.268 V not reported 1.268 V 1.260 V 
 
The minimum required voltage for the reversible reaction would be the reversible voltage if heat is 
supplied externally. As shown in section 4.1.1 the measured cell voltage is much higher due to an 
aggregation of voltage losses namely the activation potentials at the electrodes and the ohmic 
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resistance in the cells. Ulleberg (1998; 2003) introduced an empirical current-voltage relationship 
(5-5) to model the electrode kinetics that takes into account the temperature dependency of both 
the ohmic resistance and the over potentials.  
 
𝑈𝑐𝑒𝑒𝑒 = 𝑈𝑝𝑒𝑣 +
𝑟1 + 𝑟2 ∗ 𝐹𝑒𝑒𝑒
𝐴






∗ 𝐼 + 1� (5-5) 
 
The coefficients 𝑟𝑖 are the parameters of the ohmic voltage losses, 𝑠 and 𝑡𝑖  are the parameters to 
describe the overvoltage behaviour. 𝐹𝑒𝑒𝑒  is the temperature of the electrolyser (°C) and A is the 
active cell area of the Accagen SA electrolyser (105.68 cm²). 
A flow-chart of the proposed procedure to estimate the parameters can be found in the appendix, 
see Figure A-5, and is briefly described below. First, nine experiments were conducted to collect 
operational data of the voltage and current at electrolyte temperatures of 40°C, 45°C, 50°C, 55°C, 
60°C, 65°C, 70°C, 75°C and 80°C. As explained in section 4.1.1, the operating temperature of the 
electrolyser oscillates due to a two-point controller. In addition, the liquid levels of the KOH 
accumulators vary due to pressure differences and are periodically equalised during operation. 
Consequently, both the temperature and the pressure vary. Therefore, each set of data  
(sample rate = one second) was organised with respect to limit temperature and pressure variations 
to ±1 K and 28 bar ±0.5 bar, respectively. Then, eight sets of data were generated where each time 
one of the nine sets of measured data was left out, for example the first set contains the data of the 
experiments 45°C-80°C and the last set contains the data from 40°C-75°C. In addition, a ninth set was 
merged containing all data (1519 data points). Subsequently, the data sets were passed to a 
programmed MATLAB® script; for each data set the parameters were estimated by employing the 
lsqcurvefit-function and the cell voltages for the missing data were calculated, for instance, 40°C for 
the first set. To assess the accuracy of the estimated parameters, the root-mean-square-derivation 
(RMSE), see equation (A-1), was calculated for all nine data sets. Finally, the parameters of the 
minimum RMSE (second data set) was chosen to calculate the cell voltage and the RMSE of the entire 
data set. Figure 5-3 shows the results of the applied procedure to assess the estimated parameters of 
equation (5-5). The second set gives the best results (red circle) and was finally used to predict the 




Figure 5-3: Comparison of the calculated RMSE based on the nine data sets  
 
Table 5-2 presents the parameters based on the second set of data, which gave the most accurate 
result (RMSE=18.1 mV) and were consequently used for the further study. 
Table 5-2: Parameters to calculate the cell voltage of the electrolyser 
Parameter Value Description 
r1 1.0862*10
-4 Ωm² 
related to the ohmic resistance 
r2 -3.8508*10
-8 Ωm²/°C 
s 0.3469 V 
related to the overvoltage at the electrodes 
t1 0.0024 m²/A 
t2 -0.1898 m²°C/A 
t3 38.4971 m²°C²/A 
 
Figure 5-4 compares the predicted cell voltage with measured data at two different temperatures. 
The blue curve shows the predicted cell voltage at a temperature of 40°C and 28 bar; the measured 
data are illustrated by blue circles. In addition, the results of the three terms of equation (5-5) are 
visualised for 40°C and 28 bar. The green, red and magenta line presents the reversible voltage, 
ohmic overvoltage and electrode overvoltage, respectively. For comparison the black dotted line 
shows the predicted voltage at a temperature of 80°C and 28 bar; the black rhombus mark the 




    
 
Figure 5-4: Electrolysis voltage of a single cell at 40°C and 80°C.  
 
The stack voltage is easily calculated by multiplying the cell voltage by the number of cells 𝑛𝑐𝑒𝑒𝑒𝑠 of 
the electrolyser (𝑛𝑐𝑒𝑒𝑒𝑠 = 50): 
 𝑈𝐹𝑠𝑣𝑐𝑠 = 𝑛𝑐𝑒𝑒𝑒𝑠 ∗ 𝑈𝑐𝑒𝑒𝑒  (5-6) 
 
The thermodynamic and electrical model is composed of equations (5-1), (5-2), (5-3), (5-4), (5-5) and 
(5-6). 
5.2.1.2 Electrolyser: Thermal model 
As shown in chapter 4.1.1 the performance of electrolyser is significantly influenced by the 
temperature. The prediction of the electrolysis voltage, equation (5-5), is directly connected to the 
temperature. For the overall model an accurate prediction of the electrolysis temperature is very 
important. Heat is generated inside of the cell stack due to inefficiencies of the electrolysis process 
caused by the over-potentials. The heat is accumulated within the thermal mass of the system; 
mainly in the volume of electrolyte resulting in a temperature increase. At the same time heat is 
partly transferred to the ambient by heat conduction and convection, and by the two gas streams 
leaving the system. In addition, heat is also removed by the cooling system to maintain the defined 
operating temperature.  
Figure 5-5 illustrates to the left the basic process layout of the electrolyser. The cell stack consists of 
two chambers. The inner chamber contains the electrolysis cells and is connected by a piping system 
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to the electrolyte vessels. This chamber is surrounded by an outer chamber filled with demineralised 
water. The pressure of the outer chamber is always greater than that in the inner chamber. During 
operation the gases produced flow through the pipes into the KOH vessels. The electrolyte outlet is 
located in both KOH vessels at the middle. The electrolyte streams from the vessels through the 
pipes (outlet at the bottom of the vessel) into the cell stack. One heat exchanger is installed within 
each vessel to cool the electrolyte as described in section 4.1.1. The electrolyte temperature sensor 
(T) is installed at the stack outlet pipe of the hydrogen side. During operation electrolyte circulates 
between the cell stack and the two vessels. The electrolyte flow depends on the temperature 
difference of the electrolyte between the cell stack and vessels (buoyancy force) and on the gas 
production rate. The higher the gas production, the more amount of electrolyte is dragged with the 
gas bubbles to the vessel where the gas is separated from the liquid. Both effects cause a natural 
circulation of the electrolyte without any need of pumps. Taking into account all physical phenomena 
in the thermal and hydraulic electrolyser system, the mathematical model would include a complex 
energy and mass balance to describe the spatial and temporal distribution of the temperature with 
many unknown parameters. 
 
Figure 5-5: Basic schematic of the electrolyser (left) including cell stack, electrolyte vessels with integrated 
heat exchangers and temperature sensor (T); simplified layout of the thermal model (right). 
 
For instance, the amount of electrolyte pushed from the cell stack into the vessels due to the 
generated gas bubbles is difficult to determine. Therefore, as a first approximation of the thermal 
system, a lumped thermal capacity model (Çengel 2003) is introduced. This simplification is 
illustrated on the right side of Figure 5-5. In this model, the electrolyser is assumed to be one body 
with uniform temperature distribution and the temperature is only a function of time. Similar 
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approaches have already been presented in previous works by Ulleberg (1998; 2003), Roy (2006) and 
Dieguez et al. (2008).  
The system boundary around the process as illustrated in Figure 5-5 gives the thermodynamic control 
volume containing the cell stack, the two electrolyte vessels and the piping system. A calculation of 
the enthalpy streams of the two gases leaving the electrolyser amounts to an aggregated heat loss of 
less than 2% of total generated heat at maximum DC current. Thus, the gas streams leaving the 
system are neglected in the thermal analysis. The equation of the heat balance of the unsteady 




= ?̇?𝑒𝑒𝑛 − ?̇?𝑐𝑒𝑒𝑒 − ?̇?𝑒𝑒𝑠𝑠 (5-7) 
where, 𝐶𝑒𝑒𝑒  is the accumulated heat capacity (J/K) of the electrolyser system, ?̇?𝑒𝑒𝑛 is the generated 
heat (W) according to equation (4-6), ?̇?𝑐𝑒𝑒𝑒   is the heat (W) removed by the cooling system and ?̇?𝑒𝑒𝑠𝑠 
summarises the heat losses (W) to the ambient. The thermal energy stored in the mass of the 
electrolyser corresponds to the temporal derivative of the temperature (dT/dt) multiplied by the 
heat capacity.  
If the electrolyte exceeds the maximum temperature (=75°C), heat will be removed by the cooling 
system. The cooling rate of the two heat exchanger installed inside of the vessels can be calculated 
by: 
 ?̇?𝑐𝑒𝑒𝑒 = 𝑈ℎ𝑥 ∗ 𝐴ℎ𝑥 ∗ 𝐿𝐿𝐹𝐷 = ?̇?𝑐𝑐 ∗ 𝑐𝑐𝑐 ∗ (𝐹𝑐𝑐,𝑒𝑢𝑠 − 𝐹𝑐𝑐,𝑖𝑛) (5-8) 
where, 𝑈ℎ𝑥 is the overall heat transfer coefficient of the heat exchanger (W/(m2 ∗ K)), 𝐴ℎ𝑥 is the 
surface area of the heat exchanger (m²), LMTD is the logarithmic mean temperature difference in K 
(Çengel 2003), ?̇?𝑐𝑐 is the mass flow rate (kg/s) of the cooling water, 𝑐𝑐𝑐 is the specific heat capacity 
(J/(kg ∗ K)) of the cooling water, 𝐹𝑐𝑐,𝑒𝑢𝑠  and 𝐹𝑐𝑐,𝑖𝑛 is the outlet and inlet temperature of the 
cooling water (°C), respectively. 
The heat loss ?̇?𝑒𝑒𝑠𝑠 comprises all heat transfer mechanisms to the ambient such as convection and 
conduction from the inside of the electrolyser through the walls to the surrounding air, the enthalpy 
streams of the gases as well as possible heat losses due to radiation. Heat losses to the ambient can 




∗ (𝐹𝑒𝑒𝑒 − 𝐹𝑣𝑚𝑢) (5-9) 
where, 𝑅𝑠ℎ is the total thermal resistance (K/W) of the electrolyser, 𝐹𝑒𝑒𝑒  is the temperature inside 
(°C) of the control volume and 𝐹𝑣𝑚𝑢 is the ambient temperature (°C). 
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To estimate the total thermal resistance 𝑅𝑠ℎ several experiments were conducted at low DC currents 
to obtain a steady state temperature without any need of cooling water. A steady state was only 
reached during experiments where the operational parameters were modified. It was necessary to 
extend the operational limits by modifying parameters of the electrolyser control system. The 
minimum DC current was set from 18 A to 13 A and the maximum operating temperature was set 
from 75°C to 86°C. 
At steady state equation (5-7) can be simplified to: 
 ?̇?𝑒𝑒𝑛 = ?̇?𝑒𝑒𝑠𝑠 =
1
𝑅𝑠ℎ
∗ (𝐹𝑒𝑒𝑒 − 𝐹𝑣𝑚𝑢) (5-10) 
 
Accordingly, the generated heat and the heat loss to the ambient are in equilibrium at steady state. 
Then the total thermal resistance can be calculated dividing the temperature difference by the 
generated heat. Figure 5-6 shows the measured heating curve and DC current. As explained in 
section 4.1.1 the electrolyser follows a starting sequence before the DC current can be controlled. It 
can be seen from Figure 5-6 that the temperature rapidly raises from 25°C to 42°C at high DC 
currents and slowly increases with lower currents. Steady state operation was assumed after 
9.2 hours of operation. The total thermal resistance was calculated by averaging the measured stack 
voltage, DC current, electrolyte temperature and ambient temperature over a period of 2 hours. 
Average heat generation at steady state was approximately 100 W calculated by equation (4-6) and 
the average temperature difference was 62.7 K. This gives an average total thermal resistance of 
0.627 K/W. 
 
Figure 5-6: Measured electrolyte temperature (green line) at low DC current (red line). Steady state was 
assumed after 9.2 hours. 
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Once the total thermal resistance is calculated, the lumped thermal capacity 𝐶𝑒𝑒𝑒  can be derived 







and using the Euler method to calculate the temperature inside of the electrolyser (initial value = 
𝐹𝑚𝑒𝑣𝑠𝑢𝑝𝑒𝑚(1)) for the next time step from values of the actual time step: 
 𝐹𝑒𝑒𝑒(𝑒 + 1) = 𝐹𝑒𝑒𝑒(𝑒) +
𝑡𝑒𝑚𝑒 𝑠𝑡𝑒𝑝
𝐶𝑒𝑒𝑒




∗ ��𝑈𝑠𝑠𝑣𝑐𝑠(𝑒) − 𝑛𝑐𝑒𝑒𝑒𝑠 ∗ 𝑈𝑠ℎ(𝑒)� ∗ 𝐼(𝑒) −
1
𝑅𝑠ℎ
∗ (𝐹𝑒𝑒𝑒(𝑒) − 𝐹𝑣𝑚𝑢(𝑒))� 
(5-12) 
 
Based on the measured data (time step = 1 second) of the steady state experiment a regression 
analysis was carried out with MATLAB to approximate the value of 𝐶𝑒𝑒𝑒  and was found to be 66 kJ/K. 
To validate the findings of 𝑅𝑠ℎ and 𝐶𝑒𝑒𝑒, another set of measured data (stack voltage, DC current and 
ambient temperature) of a heating experiment at maximum DC current (56 A) was used to predict 
the temperature inside of the electrolyser system. The results revealed that the model over predicts 
the temperature increase; the calculated mean absolute percentage error (MAPE), see equation A-2 
in the appendix, was 20%. Hence, either the approximated values are imprecise or other 
dependencies need to be considered when evaluating 𝑅𝑠ℎ and 𝐶𝑒𝑒𝑒  for a simplified modelling 
approach. In particular difficulties arise in considering the spatial and temporal distribution of the 
temperature within the electrolyser system during dynamic operation, for example start-up and load 
changes. Analysing the temperature profile distribution and the associated heat flux density in more 
detail would require a more complex experimental set-up. However, such in-depth thermal analysis 
was out of scope of this thesis. Nevertheless, to consider the temperature evolution during dynamic 
operation the following experimental methodology is proposed.  
A series of heating curves at different DC current rates were conducted to analyse the thermal 
behaviour in more detail. Figure 5-7 illustrates the heating curves of six experiments at constant 
current rates (13 A, 18 A, 24 A, 36 A, 45 A and 56A). The graph only depicts the temperature 
evolution between the time instant when the electrolyser transited into operation (constant DC 
current) and it reached the maximum operating temperature of 75°C.  
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As illustrated in Figure 5-7 the temperature gradient (dT/dt) decreases with decreasing DC current. 
Moreover, it can be recognised that after the DC current is set from 45 A (fixed start sequence of the 
electrolyser, see Figure 4-2) to lower production rates (34 A, 24 A, 18 A and 13 A) at t=0, a time delay 
occurs before the temperature increases again. An explanation for this can be the higher electrolyte 
flow rate due to the higher DC current at the end of the start sequence and the momentum of the 
hydraulic circle. A certain period of time elapses before the mass flow rate is slowed down to a 
steady value. Furthermore, the lower the mass flow rate of the electrolyte, the lower the mixture of 
the fluidic system and less electrolyte enters the cell stack. Moreover, the variable flow rate inside of 
the electrolyser also affects the heat convection from the electrolyte to the inner surface of the cell 
stack, the pipes and the two vessels. A higher flow rate and higher gas production will result in a 
higher heat convection coefficient at the inner surface.  
 
Figure 5-7: Heating curves obtained from experiments at different constant current rates as a function of 
time. 
 
Since the aim of the electrolyser system is to store electrical energy produced from renewable 
energy systems, the operation is more dynamic. It is therefore crucial to consider the above 
described effects in the thermal model to accurately predict the temperature evolution. Empiric 
parameters, namely the effective thermal capacity 𝐶𝑒𝑒𝑒,𝑒𝑒𝑒. and the dynamic total thermal resistance 
𝑅𝑠ℎ,𝑚𝑐𝑛. are introduced below aiming to take into account the spatial and temporal temperature 
distribution. Based on the experimental observations, the conclusion can be made that the effective 
thermal capacity increases and the dynamic total thermal resistance decreases with increasing DC 
current.  
Considering the described effects and defining an upper limit of 0.627 K/W of the total thermal 
resistance and a lower limit of 66 kJ/K of the heat capacity derived from the steady state experiment 
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at the lowest DC current, a regression analysis was conducted to approximate the two parameters 
(𝑅𝑠ℎ,𝑚𝑐𝑛. and 𝐶𝑒𝑒𝑒,𝑒𝑒𝑒.) from a series of heating curves at constant DC current. The basic idea is to 
collect measured data (𝑈𝑠𝑠𝑣𝑐𝑠  and 𝐹𝑒𝑒𝑒) at constant DC current from heating up experiments as 
shown in Figure 5-7, then 𝑅𝑠ℎ,𝑚𝑐𝑛. and 𝐶𝑒𝑒𝑒,𝑒𝑒𝑒. are estimated by using the lsqcurvefit-function and a 
MATLAB script containing equation (5-12) to predict the electrolyser temperature evolution with 
respect to the calculated temperature gradient derived from the data presented in Figure 5-7. The 
results of the analysis are presented in Figure 5-8. As shown in the left graph, the dynamic total 
thermal resistance (blue dotted line) declines with increasing current. The right graph illustrates the 
estimated effective thermal capacity (red dotted line) at constant DC current. It can be clearly 
noticed that the capacity first increases (transient area where the temperature profile is not fully 
developed) then stabilises at a value of 120 kJ/K. 
  
Figure 5-8: Estimated total thermal resistance (left) and thermal capacity (right) as a function of the DC current. 
 
This value agrees well with the calculated total thermal capacity of 123.8 kJ/K by means of the 
physical data of the main components of the electrolyser: the electrolyte (approx. 30 kg of 30 wt% 
KOH), the two vessels and the cell stack (together approx. 70 kg of stainless steel 1.4404). The 
specific heat capacity of KOH (𝑐𝐾𝐾𝐾,30% = 2.96 kJ/(kgK)) was derived from (Poling 2008) and the 
specific heat capacity of stainless steel (𝑐𝑠𝑠𝑒𝑒𝑒,1.4404 = 0.5 kJ/(kgK)) was taken from (DEW 2008). 
Both results support the above formulated hypothesis.  
The DC current dependence of the dynamic total thermal resistance and the effective thermal 
capacity were subsequently approximated by a polynomial as shown in the two graphs of Figure 5-8:  
 𝑅𝑠ℎ,𝑚𝑐𝑛. = 𝑎1𝐼3 + 𝑎2𝐼2 + 𝑎3𝐼 + 𝑎4 (5-13) 
 𝐶𝑒𝑒𝑒,𝑒𝑒𝑒. = 𝑎1𝐼3 + 𝑎2𝐼2 + 𝑎3𝐼 + 𝑎4 (5-14) 
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The constant coefficients of the polynomials, valid within the operating range of 18 A to 56 A, are 
given in Table 5-3. 
Table 5-3: Approximated parameters for the calculation of 𝑹𝒕𝒕,𝒅𝒅𝒅𝒃𝒅𝒅𝒅 and 𝑪𝒓𝒆𝒓,𝒓𝒆𝒆𝒓𝒅𝒕𝒅𝒓𝒓 
Parameter 𝐚𝟏 𝐚𝟐 𝐚𝟑 𝐚𝟒 
𝑹𝒕𝒕,𝒅𝒅𝒅. −9.6 ∗ 10−6 K/(WA3) 1.5 ∗ 10−3 K/(WA2) −0.078 K/(WA) 1.6 K/W 
𝑪𝒓𝒆𝒓,𝒓𝒆𝒆. 0.984 J/(KA3) −158 J/(KA2) 8310 J/(KA) −24300 J/K 
 
To validate the thermal model a comparison of the measured temperature (taken from a heating-up 
experiment including the start-up and then operating at constant DC current of 24.5 A) and the 
temperature predicted by MATLAB considering the above described findings is presented in the top 
diagram of Figure 5-9. As shown, the thermal model based on equation (5-7) and the polynomial 
approximation of 𝑅𝑠ℎ,𝑚𝑐𝑛.(𝐼) and 𝐶𝑒𝑒𝑒,𝑒𝑒𝑒.(𝐼) can predict the temperature of the heating-up period 
(T<=75°C) with good accuracy. Subsequently, the evolution of the generated heat (4-6) and the heat 
losses to the ambient (5-9) are illustrated. 
The correlation between the DC current and both the total thermal resistance and the thermal 
capacity are interesting because the studies presented by Ulleberg (1998; 2003), Roy (2006) and  
Dieguez et al. (2008) have not considered this dependency. For instance, Ulleberg (1998; 2003) 
derived the value of the thermal resistance and the thermal capacity from the cooling pattern of the 
electrolyser. Roy (2006) introduced an empirical equation considering a constant heat transfer rate 
due to convection and calculated the thermal capacity from the physical data of the components. 
Dieguez et al. (2008) determined the thermal capacity from a heating up experiment at maximum DC 
current and the total thermal resistance from steady state operation at low DC currents. 
Consequently, the thermal performance at low DC current would be underestimated, which would 
negatively affect the energy efficiency of electrolyser systems. 
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Figure 5-9: Comparison of predicted temperature (blue dotted line) and measured temperature (green line) 
of the electrolyser. 
 
The thermal model of the electrolyser composed of equations (5-7), (5-8), (5-9), (5-13) and (5-14) are 
implemented in Simulink. Input variables to the model are the ambient temperature, the thermo 
neutral voltage, the cell voltage, the number of cells and the DC current. Output variables are the 
electrolyser temperature and the generated heat, the heat loss and the heat removed by the cooling 
system. Required parameters of the heat exchangers in equation (5-8) are derived from literature 
and from data provided by the manufacturer. 
5.2.1.3 Electrolyser: Hydrogen production and hydrogen storage model 
Based on Faraday’s law of electrolysis the hydrogen and oxygen production of the electrolyser can be 
calculated by equation (4-8). It has been proven by Ulleberg (1998; 2003) and Roy (2006) that typical 
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values of the Faraday efficiency at stack level are above 90% at nominal current rates. As discussed in 
section 4.1.1, not all of the produced hydrogen is useable. Losses occur in the Accagen SA 
electrolyser system due to the analyses of the oxygen content in the hydrogen stream, the removal 
of oxygen traces in the de-oxidation unit, where hydrogen and oxygen react to water vapour, the 
regeneration process of the standby dryer and finally due to leaks in the pipes. Considering all losses 
the hydrogen flow rate ?̇?𝐾2  can be calculated by: 
 ?̇?𝐾2 = 𝜂𝐹𝑣𝑝𝑣𝑚𝑣𝑐 ∗ ?̇?𝑠ℎ𝑒𝑒  (5-15) 
 
A function of the system Faraday efficiency 𝜂𝐹𝑣𝑝𝑣𝑚𝑣𝑐  is approximated based on the data presented in 
Figure 4-4  and is implemented into Simulink together with equation (4-8) and (5-15). 
As explained in section 4.1.1 the electrolysis takes place at a pressure above 25 bar. To predict the 




?̇?𝐾2 ∗ 𝐿𝐾2 ∗ 𝑅𝑖 ∗ 𝐹𝑒𝑒𝑒
𝐹
 (5-16) 
where, 𝑅𝑖 is the specific gas constant (𝑅𝐾2 = 4124.5 J/(kgK)), 𝐿𝐾2  is the molar mass of hydrogen 
(=2.0159 kg/kmol) and 𝐹 is the internal volume (≈0.01m³) by means of the space above the liquid 
level inside of the KOH separator and the pipes. The pressure balancing mechanism between the 
hydrogen and oxygen electrolyte vessel as illustrated in Figure 4-2 is neglected in this study. The 
maximum pressure in the model is set to 30 bar. The input variables of the internal pressure model 
based on (5-16) are the DC current and the electrolyser temperature. Output variables are the 
hydrogen flow rate and the internal pressure. 
The external gas storage is modelled separately, thus, it is not part of the electrolyser model. 
However, it is also derived from the ideal gas law. Hence, the pressure inside of the gas tanks is 
predicted by equation (5-14). The volume of the gas storage is 0.6 m³ and the temperature is 
assumed to be constant at 25°C. The input variable of the storage model is the hydrogen rate 
produced by the electrolyser or consumed by the fuel cell. The output variable is the pressure inside 
of the storage (max. 30 bar). 
5.2.1.4 Electrolyser: System control model 
So far the electrical and thermal model of the electrolyser has been discussed in detail. Both 
proposed models consider the electrical and thermodynamic characteristics of the electrolysis 
process. However, a model applied at system level should also include operational aspects as well to 
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mimic the physical system behaviour. As stated previously, the electrolyser is equipped with a PLC 
that monitors and controls the process. System constraints such as the minimum operational DC 
current or operational states, for example, the start-up process of the electrolyser are predefined 
within the PLC program and were identified in section 4.1.1. An event driven discrete sub-model is 
introduced below to reflect operational aspects. In addition, this model contains a local control loop 
to regulate the DC current depending on the AC power set-point, which is the input variable of the 
overall system model. A simplified layout of the proposed sub-model is shown in Figure 5-10. The 
inputs to the model are the variable “System on”, the AC power set-point, the DC power, the internal 
pressure and the storage pressure. The output variables are the DC current and the system state. 
 
Figure 5-10: Layout of the sub-model “system control” 
 
Five different system states were identified experimentally, the “off”, the “startup”, the “operation”, 
the “standby” and the “blow-down” process. Together with operational constraints, for instance, the 
minimum DC current, the statechart, as illustrated in Figure 5-11, was developed using the MATLAB® 
toolbox Stateflow®. Starting from the “off” state the electrolyser can be transited into the “startup” if 
the external power set-point exceeds the defined minimum power and the system is switched on 
(variable “system on). Then the predefined sequential startup process is executed. If the internal 
pressure model gives a value of 25 bar the “Operation” state will be activated. This state is kept 
active as long as the AC power set-point is above the minimum power threshold (variable “minimum 
power”) and the storage pressure is below 30 bar or the system is switched off (variable 
“SystemOn”=0). While the system stays in normal operation, the local control loop is active and the 
DC current can be regulated between 18 A and 56 A. The corresponding Stateflow® diagram of Figure 




Figure 5-11: Operational behaviour model developed in Stateflow® 
 
In case that the AC power set-point drops below the defined minimum power, the electrolyser enters 
the “standby” state. From this state the system can be instantaneously transited back into the 
normal operation mode if the power set-point exceeds a threshold (variable “hysteresis power”). If 
the system remains longer than 1800 seconds in “Standby” state, a timer elapsed and the 
electrolyser enters the “blowDown” process and the internal pressure is set back to atmospheric 
pressure. From the basic characterisation of the real system it was determined that the blow down 
process takes approximately 600 seconds, before the electrolyser enters the “Off” state.  
In addition to the Stateflow® model, the system control sub-model contains also a local control loop. 
The set-point of the implemented PI controller is the AC power, the measured value is the AC power 
consumption of the electrolyser and the DC current is the manipulated variable. For simplification 
the AC power of the electrolyser is calculated by multiplying the predicted stack voltage (equations 
(5-5) and (5-6)) with the DC current and the reciprocal value of the averaged efficiency of the 




    
5.2.1.5 Integrated electrolyser model and validation 
Together the four sub-models form the integrated system model of the electrolyser. The inputs are 
the power set-point and the on/off command. The output variables are the consumed power, the 
system state, the generated heat, the outlet temperature of the cooling water and the mass flow 
rate of the produced hydrogen. As mentioned before, the sub-models are interconnected with each 
other. For example, the thermodynamic and electrical sub-model depends on the temperature 
predicted by the thermal sub-model, on the internal pressure provided by gas production and 
internal storage model, and the system control model. Table 5-4 gives an overview of the main 
variables exchanged between the four sub-models.  














and electrical model 
𝑈𝑠ℎ  X   
𝑈𝑠𝑠𝑣𝑐𝑠  X   
𝐹𝐷𝐹    X 
Thermal model 𝐹𝑒𝑒𝑒 X  X  
Gas production and 
internal storage 
model 
𝑝𝑠𝑐𝑠𝑠𝑒𝑚 X   X 
System control 
model 
𝐼𝐷𝐹  X X X  
SystemState   X  
 
To validate the continuous behaviour of the integrated electrolyser model, the system control was 
deactivated. The simulation inputs were the measured values (sampling time = 1 second) of the DC 
current and the ambient temperature. The data were taken from a DC current step-down experiment 
including a start-up sequence and the data were not involved in the model development process. In 
total, the experiment was carried out for 390 min. Figure 5-12 illustrates the response of the model. 
The top diagram of Figure 5-12 compares the predicted cell voltage (dotted magenta line) with the 
measured cell voltage (blue line). The lower graph of Figure 5-12 shows the predicted (dotted 
magenta line) and the measured (green line) temperature. After the start-up the DC current was set 
to 56 A and was kept constant for about 90 minutes before the DC current was reduced step-wise 
every 60 minutes to 18 A. After about 50 minutes the temperature reached the maximum operating 
values of 75°C and the two-point controller starts to regulate the temperature by opening and 
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closing the cooling water valve (cooling water inlet temperature was assumed to be constant at 10°C, 
the flow rate was set to 0.17 kg/s).  
To assess the accuracy of the model the RMSE and the absolute MAPE were calculated, see 
equations (A-1) and (A-2) in the appendix. The simulated cell voltage is illustrated in the top diagram 
and shows a quite good agreement (RMSE=25.5 mV, MAPE=1%) with the measured voltage. At lower 
DC currents though the measured voltage oscillates more than in higher DC current regions. This is 
due to the temperature regulation as it can be seen in the lower graph. Uncertainties remain within 
the modelled temperature control system and the proposed simplification of the thermal model. In 
particular at lower DC current regions the deviation starts to increase. However, the simulated 
temperature shows a plausible behaviour with an acceptable accuracy (RMSE= 2.3°C, MAPE=2.7%). 
If the total thermal resistance and the thermal capacity were only derived from the cooling pattern 
of the electrolyser or from operating at maximum DC current, the heat convection losses would be 
overestimated at lower DC currents and the temperature would never reach its normal operating 
condition again. As a result, the internal resistance would increase. For clarification Figure 5-12 
shows also the temperature evolution of the electrolyser predicted with a simplified model (black 
dotted line in the lower diagram). The values of the thermal capacity (𝐶𝑒𝑒𝑒 = 123.8 kJ/K) were 
derived from the physical data of the main components and the thermal resistance (𝑅𝑠ℎ = 0.1 K/W) 
from the cooling pattern of the electrolyser. As can be seen, at lower DC currents the temperature 




    
 
 





5.2.2 System model of the fuel cell 
The following section presents the system model of the NEXA 1200™ fuel cell. The electrical model is 
derived from measured data to describe the current-voltage curve of the fuel cell stack. In addition, a 
thermal model, a hydrogen consumption model, a system control model and an integrated model 
are presented.  
5.2.2.1 FC: Electrical model 
As shown in section 4.2.1 the output voltage of a fuel cell system depends on the applied DC current 
and the theoretical possible open circuit voltage is reduced due to irreversibilities. The four major 
irreversibilities are namely the activation losses, the fuel crossover and internal current losses, the 
ohmic losses and the mass transport or concentration losses (Larminie & Dicks 2003). To model the 
phenomena taking place in a fuel cell stack several approaches have been proposed in the literature 
(Cheddie & Munroe 2005). For energy system analysis semi-empirical models are typically applied to 
predict the operating voltage depending on the DC current. Saadi et al. (2013) compared three 
different static model approaches which are frequently used in simulation studies. All three 
approaches can be assigned to the semi-empirical models and rely on parameters derived from 
experimental data. One of the three discussed models was initially proposed by Kim et al. (1995) and 
contains the least number of parameters. It describes the steady-state fuel cell stack voltage Ustack 
depending on the applied current Istack with only five parameters (UOCV, b, R, m and n):  
 
𝑈𝑠𝑠𝑣𝑐𝑠 = 𝑛𝑐𝑒𝑒𝑒𝑠 ∗ � 𝑈𝐾𝐹𝐻�
𝑒𝑝𝑒𝑛 𝑐𝑖𝑐𝑢𝑖𝑠 𝑣𝑒𝑒𝑠𝑣𝑒𝑒
− 𝑏 ∗ ln(𝐼𝑠𝑠𝑣𝑐𝑠)���������
𝑣𝑐𝑠𝑖𝑣𝑣𝑠𝑖𝑒𝑛 𝑒𝑒𝑠𝑠𝑒𝑠
− 𝑅 ∗ 𝐼�
𝑒ℎ𝑚𝑖𝑐 𝑒𝑒𝑠𝑠𝑒𝑠
− 𝑚 ∗ 𝑒(𝑛∗𝐼𝑚𝑡𝑚𝑐𝑠)���������
𝑐𝑒𝑛𝑐𝑒𝑛𝑠𝑝𝑣𝑠𝑖𝑒𝑛 𝑒𝑒𝑠𝑠𝑒𝑠
� (5-17) 
where, 𝑛𝑐𝑒𝑒𝑒𝑠 is the number of cells, UOCV is the open circuit voltage (V), b is the slope in the Tafel 
equation (Larminie & Dicks 2003) to describe the activation voltage drop (V), R is the ohmic 
resistance (Ω) and m, n are constants considering voltage losses due to mass-transfer. As shown in 
Figure 4-12 the internal resistance of the fuel cell depends on the temperature and the water 
content of the membrane. With increasing current, the water production increases resulting in a 
better ionic conductivity and lower voltage losses (Jiao & Li 2011). Therefore, the internal resistance 
depends on the temperature, the DC current and on water management of the fuel cell. For 
simplification the internal resistance can be modelled as function of the DC current and the 
temperature (Wang, Nehrir & Shaw 2005). The following empirical equation is applied in this thesis 
to model the impact of the temperature on the internal resistance: 
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𝑅𝑖 = 𝑘𝑅0 +
𝑘𝑅1
𝐹𝑠𝑠𝑣𝑐𝑠 ∗ (𝐼𝑠𝑠𝑣𝑐𝑠 + 1)
+ 𝐼𝑠𝑠𝑣𝑐𝑠 ∗ 𝑘𝑅2 (5-18) 
where, kR0, kR1 and kR2 are empirical constants, Tstack is Fuel Cell temperature (°C) and Istack is the DC 
current (A). 
To determine the unknown parameters of equation (5-17) and (5-18) a regression analysis was 
carried out using the lsqcurvefit function of MATLAB. The procedure to estimate the parameters was 
similar to the analysis presented in the previous section. Data from step-climbing experiments 
(2*8023 data points, 1 second interval), as illustrated in Figure 4-13, was taken to approximate the 
parameters. The measured stack current and temperature were passed to a coded MATLAB script to 
obtain the seven coefficients of the model. In low current regions the influence of the concentration 
losses, the fourth term in (5-17), can be neglected (Ulleberg 1998; Saadi et al. 2013). Consequently, 




𝑛𝑐𝑒𝑒𝑒𝑠 ∗ (𝑈𝐾𝐹𝐻 − 𝑏 ∗ ln(𝐼𝑠𝑠𝑣𝑐𝑠) − 𝑅𝑖 ∗ 𝐼), 𝐼𝑠𝑠𝑣𝑐𝑠 < 35 A
𝑛𝑐𝑒𝑒𝑒𝑠 ∗ �𝑈𝐾𝐹𝐻 − 𝑏 ∗ ln(𝐼𝑠𝑠𝑣𝑐𝑠) − 𝑅𝑖 ∗ 𝐼 − 𝑚 ∗ 𝑒(𝑛∗𝐼𝑚𝑡𝑚𝑐𝑠)�, 𝐼𝑠𝑠𝑣𝑐𝑠 ≥ 35 A
 (5-19) 
 
The obtained parameters of the studied PEM fuel cell are given in Table 5-5. Regarding the ohmic 
resistance for an operating point at 60°C/60 A the result of equation (5-18) is 0.0033 Ω. This value 
has a similar magnitude as findings reported by Kim et al. (2010) for a 1.2 kW Nexa power module 
(Ballard Power System Inc.) and San Martín et al. (2014) for a Heliocentris NEXA 1200™ PEM fuel cell. 
Table 5-5: Parameter of the steady-state electrical model. 
UOCV (V) b (V) kR0 (Ω) kR1 (Ω/(°CA) kR2 (A) m (V) n (A-1) 
1.05 0.052 1.6*10-3 5.63 1.69*10-6 4.61*10-5 72.6*10-3 
 
The validation of the static electrical model was conducted by means of the I-U curve experiment 
shown in Figure 4-12. In this experiment the DC current drawn from the fuel cell was stepped from 
0  A to 60 A with a ramp of 0.02 A/s and vice versa. As discussed in 4.2.1 the I-U curve shows a 
hysteresis effect due to the changing water content in the membrane. This effect is not considered in 
the model, thus, data of both I-U curves (increasing and decreasing current ramp) were averaged to 
get a mean current-voltage curve (magenta dotted line in Figure 4-12). The averaged data (2*2499 
data points, sampling rate = 1 sec.) of the DC stack current and the fuel cell temperature were passed 
to the model to predict the stack voltage. Figure 5-13 compares the measured and the simulated 
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stack voltage. The simulation result obtained was quantified by calculating the RMSE (=127 mV) and 
can be considered to be satisfactory. 
 
Figure 5-13: Measured (green line) and simulated (blue line) voltage of the fuel cell. The DC stack current 
(red) was increased from 0-60A. 
 
The produced electricity is partly used to supply the BOP of the fuel cell system as described in 
section 4.2.1. This is modelled by means of a controlled current sink connected in parallel to the fuel 
cell stack. Using Kirchhoff’s first law, the deliverable DC current to the loads can be calculated by 
subtracting the current drawn from the BOP from the generated fuel cell stack current. The power 
consumption of the BOP increases along with increasing DC current due to the increasing air fan 
speed to supply oxygen to the cells and to cool the system as graphed in Figure 4-13. A data analysis 
of step-climbing experiments revealed that the dependency of the peripheral current 𝐼𝑝𝑒𝑝𝑖𝑝ℎ𝑒𝑝𝑣𝑒 to 
the stack current can be approximated by the following empirical equation: 
 𝐼𝑝𝑒𝑝𝑖𝑝ℎ𝑒𝑝𝑣𝑒 = 𝑑1 + 𝑑2 ∗ 𝐼𝑠𝑠𝑣𝑐𝑠 + 𝑑3 ∗ 𝐼𝑠𝑠𝑣𝑐𝑠2  (5-20) 
where, d1, d2, d3 are empiric parameters. The calculated values of the empiric coefficients are listed 
in Table 5-6. 
Table 5-6: Empiric parameters to calculate the peripheral current. 
d1 (A) d2 (-) d3 (1/A) 
1.13 1.5*10-3 4*10-4 
 
The electrical model implemented in Simulink® contains equations (5-18), (5-19) and (5-20). 
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5.2.2.2 FC: Thermal model 
As discussed in section 4.2.1 the fuel cell temperature is regulated by means of the DC current 
withdrawn from the fuel cell and the air supply fan. The simplified layout of the thermal model is 
illustrated in Figure 5-14. During operation the temperature increases due to the internal electrical 
losses. The generated heat ?̇?𝑒𝑒𝑛 is partly stored in the thermal mass of the fuel cell and it is partly 
dissipated by thermal natural convection ?̇?𝑒𝑒𝑠𝑠 and forced convection ?̇?𝑐𝑒𝑒𝑒. The thermal modelling 
approach applied is also the lumped thermal capacity model. 
 
Figure 5-14: Simplified layout of the thermal model 
 
The governing equation to predict the fuel cell temperature can be expressed by the following 




= ?̇?𝑒𝑒𝑛 − ?̇?𝑐𝑒𝑒𝑒 − ?̇?𝑒𝑒𝑠𝑠, (5-21) 
where, CFC is the thermal capacity (W/K) of the fuel cell system. Considering that the heat removal by 
the air fan is dominant compared to the heat loss due to natural convection, the third term in 
equation (5-21) is neglected.  
The generated heat can be calculated by 
 
?̇?𝑒𝑒𝑛 = 𝐼𝑠𝑠𝑣𝑐𝑠 ∗ �𝑛𝑐𝑒𝑒𝑒𝑠 ∗ �
−𝛥𝑒𝐻0 − Δ𝑣𝑣𝑝𝐻
𝑧 ∗ 𝐹
� − 𝑈𝑠𝑠𝑣𝑐𝑠� (5-22) 
where, 𝛥𝑒𝐻0 is the enthalpy of formation of water at standard conditions (-285.84 kJ/mol), Δ𝑣𝑣𝑝𝐻 is 
the heat of vaporisation of water, z is the number of electrons transferred for each molecule and F is 
the Faraday constant. Water is formed at the cathode and is discharged by air streaming through the 
cell stack. The evaporation of water needs energy (latent heat) which is defined by the heat of 
vaporisation. Δ𝑣𝑣𝑝𝐻, expressed in (kJ/mol), depends on the temperature and is approximated by a 
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linear function (5-23) derived from data of water steam presented, for instance, in  
(Cerbe & Wilhelms 2013) for a temperature range of 0-90°C: 
 Δ𝑣𝑣𝑝𝐻 = 45.05 − 𝐹𝐹𝐹 ∗ 0.043 (5-23) 
where, TFC is the fuel cell temperature (°C). 
Potential losses due to natural convection and radiation are considered in the second term, ?̇?𝑐𝑒𝑒𝑒, in 
equation (5-21). The heat removal due to the temperature control system can be expressed by 
 ?̇?𝑐𝑒𝑒𝑒 = ℎ𝐹𝐹 ∗ (𝐹𝐹𝐹 − 𝐹𝑣𝑚𝑢) (5-24) 
where, hFC is the overall heat transfer coefficient (W/K) as a function of the stack current and Tamb is 
the ambient temperature (°C). At steady state the generated heat is equal to the heat removed by 
the cooling system, consequently the overall heat transfer coefficient at different constant DC 
currents can be calculated by rearranging equation (5-21): 
 
ℎ𝐹𝐹 =
𝐼𝑠𝑠𝑣𝑐𝑠 ∗ �𝑛𝑐𝑒𝑒𝑒𝑠 ∗ �
−𝛥𝑒𝐻0 − Δ𝑣𝑣𝑝𝐻





The calculation of the overall heat transfer coefficient was performed by evaluating the fuel cell 
temperature at different DC current rates. Experimental data from current step-climbing 
experiments, as illustrated in Figure 4-13, were analysed to obtain hFC. The value of hFC can be 
determined by equation (5-25). Figure 5-15 shows the averaged values of hFC plotted against the DC 
current. Along with the increasing DC current hFC increases due to the increasing air fan speed. It was 
found that the DC current dependency of hFC, expressed in (W/K), can be well approximated by a 
linear function (magenta line): 
 ℎ𝐹𝐹(𝐼) = 0.59 ∗ 𝐼𝑠𝑠𝑣𝑐𝑠 + 3.7 (5-26) 
 
The values of hFC are consistent with those reported by San Martín et al. (2014) for the same type of 
fuel cell system. 
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Figure 5-15: Averaged overall heat loss coefficient (blue dots) obtained from current step-climbing 
experiments. 
 
Next, the thermal capacity of the fuel cell system needs to be determined to model the thermal 
behaviour. By rearranging equation (5-21) and applying the Euler method, the evolution of the fuel 
cell temperature can be expressed by:  
𝐹𝐹𝐹(𝑒 + 1) = 𝐹𝐹𝐹(𝑒) +
𝑡𝑒𝑚𝑒 𝑠𝑡𝑒𝑝
𝐶𝐹𝐹




∗ �(𝑛𝑐𝑒𝑒𝑒𝑠 ∗ 𝑈𝑠ℎ(𝑒) − 𝑈𝑠𝑠𝑣𝑐𝑠(𝑒)) ∗ 𝐼𝑠𝑠𝑣𝑐𝑠(𝑒) − ℎ𝐹𝐹(𝑒) ∗ (𝐹𝐹𝐹(𝑒) − 𝐹𝑣𝑚𝑢(𝑒))� 
(5-27) 
 
Data from several heating-up experiments were analysed to approximate the thermal capacity by 
conducting a regression analysis. Measured data (fuel temperature, stack voltage, stack current and 
ambient temperature) were processed by a programmed MATLAB script containing equation (5-27). 
On average the thermal capacity was estimated to be 3250 J/K. 
To validate the thermal model data from an I-U-curve experiment was used. The DC current was 
slowly increased with a ramp of 0.02 A/s from 0-60 A. Figure 5-16 compares the simulated (blue) 
with the measured (green) fuel cell temperature. The simulated temperature evolution closely 
follows that obtained from experimental data. A RMSE of 0.7°C was calculated, thus, the results are 




Figure 5-16: The measured and the predicted evolution of the fuel cell temperature during a current increase 
from 0-60 A. 
 
Using equations (5-21), (5-22), (5-24) and (5-26) together with the approximated parameters the 
thermal model was built in Simulink. The input variables are the stack voltage and the stack current. 
The ambient temperature is taken as constant (25°C) for further investigations. 
5.2.2.3 FC: Hydrogen consumption model 





  (5-28) 
where, ?̇?𝑠𝑠𝑒𝑖  is the stoichiometric molar flux of hydrogen. Since the NEXA 1200 fuel cell system 
operates in “dead-end” mode at the anode side, the hydrogen utilisation is almost 100% (van Nguyen 
& Knobbe 2003). However, during operation impurities such as water and nitrogen accumulate at the 
anode side. To remove these impurities the anode side is periodically purged by opening a solenoid 
valve depending on the DC current drawn from the fuel cell. From analysis of experimental data 
taken from step climbing experiments, the hydrogen loss due to purging was quantified to be 
approximately 2% of the total consumed hydrogen during operation. Thus, the hydrogen purge 




    
5.2.2.4 FC: System control model 
The system control model of the fuel cell is similar to the one of the electrolyser. It is structured into 
a statechart representing the basic operational behaviour and a local control loop to regulate the AC 
power output of the inverter. Five operational states were defined for the fuel cell system the “off”, 
the “startup”, the “operation”, the “standby” and the “shutdown” mode. The statechart is presented 
in Figure A-7. Compared to the electrolyser the fuel cell system is able to start up quickly. The fuel 
cell system itself needs 48 seconds to initialise before the inverter can synchronise with the electric 
grid. The latter takes around eight seconds. In addition, some operational constraints are defined, for 
instance, the minimum power or the standby time before the fuel cell will be transited back to “off” 
mode. 
The local control loop employs a PI controller to regulate the DC current according to the AC power 
set-point of the inverter. The efficiency of the inverter is modelled using a look-up table based on 
technical data derived from the operational manual, see . Depending on the power drawn from the 
inverter, the efficiency varies between 85-91.8%. 
5.2.2.5 Integrated fuel fell system model and validation 
The overall fuel cell system model integrates all four proposed sub-models into Simulink. Input 
variables of the model are the AC power set-point, the “system-on” signal and the gas storage 
pressure. Output variables are the generated AC power and the hydrogen consumption. Internal 
variables such as stack voltage or DC current can be simply added to the output if this is necessary. 
Table 5-7 summarises the variables which are exchanged between the four subsystems, for instance, 
the fuel cell temperature is required to predict the ohmic resistance (equation (5-18)). 











𝐼𝑠𝑠𝑣𝑐𝑠  X X  
𝑈𝑠𝑠𝑣𝑐𝑠  X   
𝐹𝐷𝐹    X 
Thermal model 𝐹 X    
System control 
model 




The fuel cell system model was validated against measured data (not involved in the model 
parameter extraction) of the step-climbing experiment illustrated in Figure 5-17. The top graph 
shows the voltage (blue dotted=measured, green=simulated) and the stack current  
(light blue dotted = measured, red=simulated). The lower graph illustrates the temperature evolution  
(blue dotted=measured, green=simulated). During the experiment the DC system current was 
increased from 5 to 60 A in steps of 5A and vice versa. The simulation input variables were the initial 
temperature of the fuel cell and the calculated DC system power. The latter was directly given to the 
system control model as DC power set-point. According to the control deviation the DC system 
current was regulated. The predicted and the measured fuel cell stack voltage are presented in the 
top diagram. With increasing stack current (DC system current + peripheral current) the voltage 
starts, as expected, to decline. The difference between the measured and the predicted cell voltage 
is higher in the increasing current branch due to the simplifications assumed concerning the internal 
resistance and its dependence on the humidification of the membrane. On the other hand, the error 
between both values is smaller in the decreasing current branch. The predicted stack current agrees 
well with the measured value. The lower diagram shows the temperature evolution of the fuel cell 
system. In the decreasing current branch the deviation is higher, with a maximum difference of 2 °C 
between the time interval 180 min to 210 min. The simulation results were quantified by calculating 
the RMSE and the MAPE. Regarding the undertaken simplifications the results can be considered as 
satisfactory with a RMSE/MAPE of 0.66 A/2%, 0.397 V/1.4% and 0.8°C/1.3% for the stack current, 




    
 
 
Figure 5-17: Measured and simulated fuel cell response to a current step-climbing experiment.  
5.3 Modelling of the vanadium-redox-flow-battery system 
Over the last years several VRFB models have been presented in literature. Depending on the 
research purpose the models can be applied, for example to simulate single cells to investigate the 
electrochemical behaviour (You, Zhang & Chen 2009), to investigate the thermal effect of self-
discharge on the electrolyte temperature at system level (Tang, Bao & Skyllas-Kazacos 2012) or to 
focus more on the application of VRFB. Chahwan et al. (2007) proposed a model which considers 
battery losses such as power consumption of the BOP and internal resistance. Furthermore, the 
model is compared with measured data and showed reasonable results. This model is also applied by 
Barote et al. (Barote, Marinescu & Georgescu 2009) and Nguyen et al. (2011) to study stand-alone 
wind energy systems and to develop a power management for a micro-grid, respectively. A multi-
physics model based on electrochemistry and fluid mechanics is proposed by Blanc and Rufer (2009). 
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It considers internal losses and vanadium concentrations as well as the flow rate of the electrolyte. 
However, Blanc and Rufer (2009) assumed a Coulombic efficiency of 100 %. The model presented by 
Turker et al. (2013) focuses on unit up-scaling and development of operational strategies. The model 
is based on experimental data taken from a commercial available kW/kWh system as presented in 
(Schreiber et al. 2012). Recently, Ontiveros and Mercado (2014) have published a system model that 
considers Coulombic losses. The model is based on efficiency curves obtained from the manufacturer 
or from experimental results presented in the literature. However, the model is only validated 
against data taken from literature.  
In the following section a VRFB model is developed that considers internal voltage, Coulombic losses 
and the power consumption of the peripheral system. Moreover, experiments are designed to 
investigate the impact of the DC current and SOC on the losses. The overall system model combines 
the electrical model and operational aspects such as start-up and standby behaviour. 
5.3.1 VRFB: Electrical and state-of-charge model 
Figure 5-18 illustrates the proposed electrical model of the VRFB. The battery voltage can be 
modelled as controllable ideal voltages source in series with a resistance 𝑅𝑒𝑒 that represents internal 
voltage losses. This resistance is different for charging and discharging. Thus, two branches are 
introduced containing an ideal diode to select the corresponding resistance. The Coulombic losses 
are modelled as a shunt resistor 𝑅𝑠ℎ in parallel to the voltage source. The power demand of the BOP 
is modelled as controllable current sink and is introduced in chapter 5.3.2. The following section 
develops the model in detail and it introduces a methodology to determine both 𝑅𝑒𝑒 and 𝑅𝑠ℎ from 
experimental data. 
 
Figure 5-18: Proposed equivalent circuit of the VRFB. 
 
As presented in section 4.3.1 the open circuit voltage 𝑈𝑒𝑒 across the electrodes of a VRFB depends 
on the concentration of the ion species in the electrolyte. Sukkar and Skyllas-Kazacos (2003) have 
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shown that the Nernst equation, to calculate the open circuit voltage of a single cell, can be 
expressed as a function of the SOC of the electrolyte: 
 







where, 𝑈𝐾𝐹𝐻,𝐹𝐾𝐹=50% is the measured open circuit voltage at SOC equal to 50%, R is the ideal gas 
constant (8.314 J/molK), T is the electrolyte temperature (K), n the number of electrons transferred 
(compare equations (4-18)-(4-20)) and F is the Faraday constant (96,485 As/mol).  
As illustrated in Figure 3-10 the open circuit voltage is continuously monitored by a single reference 
cell and the battery controller predicts the SOC. To compare the measured open circuit cell voltage 
with the values derived from equation (5-29), it is necessary at first to determine 𝑈𝐾𝐹𝐻,𝐹𝐾𝐹=50% from 
measured data. This value was found to be 1.41 V and corresponds well to data reported in  
(Sukkar & Skyllas-Kazacos 2003). Figure 5-19 plots the measured (blue asterisks) and the predicted 
(green line) open circuit voltage (5-29) as a function of SOC. As illustrated, the predicted voltage 
differs from the measured voltage; at SOC values below 50% the voltage is overestimated and above 
50% the voltage is underestimated. Reasons for this divergence may be found in the chemical 
composition of the electrolyte. However, the electro-chemical analysis of the involved substances is 
out of scope of this thesis. 
 
Figure 5-19: Comparison between the measured reference cell voltage and the predicted open circuit cell 





Therefore, a simple regression analyses was conducted to find a correction term that adopt the slope 
of equation (5-29) to the measured data. 
 










The parameter C1 and C2 of the correction term were obtained from several charge-discharge 
experiments. The respective values are C1= 0.0818 V and C2= -0.04 V. Figure 5-19 shows the 
improvement of applying equation (5-30). The predicted voltage (red line) agrees well with the 
measured data, thus, equation (5-30) are used to determine the open circuit cell voltage using the 
SOC-model developed later. Since the battery contains 𝑛𝑐𝑒𝑒𝑒𝑠 (=36) in series connected cells, the 
equilibrium voltage at stack level can be simply expressed by: 
 𝑈𝑠𝑠𝑣𝑐𝑠 = 𝑛𝑐𝑒𝑒𝑒𝑠 ∗ 𝑈𝑒𝑒  (5-31) 
 
Similar to the fuel cell, the internal voltage losses of the VRFB are defined as activation, 
concentration, ohmic and ionic over-potential. Schreiber et al. (2005) experimentally analysed the 
voltage losses of a VRFB system and they found out that the ohmic and ionic resistance of the 
electrodes, the membrane and electrolyte are dominant and that the activation and concentration 
over-potentials may be neglected. Thus, an equivalent resistance 𝑅𝑒𝑒 is introduced to summarise the 
internal losses (Blanc & Rufer 2009). The battery terminal voltage can be calculated by: 
 𝑈𝑢𝑣𝑠𝑠𝑒𝑝𝑐 = 𝑛𝑐𝑒𝑒𝑒𝑠 ∗ 𝑈𝑒𝑒(𝑆𝑂𝐶,𝐹) − 𝐼𝑠𝑠𝑣𝑐𝑠 ∗ 𝑅𝑒𝑒(𝐼, 𝑆𝑂𝐶,𝐹)  (5-32) 
where, 𝑛𝑐𝑒𝑒𝑒𝑠 is number of cells in series connected and 𝐼𝑠𝑠𝑣𝑐𝑠  is the stack current (note that the 
current is positive during discharge and negative during charge). Both 𝑈𝑒𝑒 and 𝑅𝑒𝑒 depend on the 
temperature. In particular the ionic conductivity of the electrolyte shows a strong temperature 
dependency; with decreasing temperature the internal resistance increases. However, if the battery 
system is installed indoors, the temperature can be assumed to be constant during operation. In this 
study the electrolyte temperature was set to 30°C.  
To investigate the characteristics of the equivalent resistance several charge/discharge experiments 
were conducted at a constant stack current rate (25A, 50A, 75A, 100A and 120A). Note that the 
installed inverters apply the “constant-current-constant-voltage” (IU) charge algorithm. This means 
that the battery is charged first at a constant current until the maximum charge voltage is reached; 
then, the current will be reduced. On the other hand, the stack current is kept constant during 
discharge. In each experiment, the stack voltage, the stack current and the open circuit voltage of the 
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reference cell were measured directly with a sample rate of two seconds, see Figure 3-12. The 
collected data were used to obtain the equivalent resistance by rearranging equation (5-32) to: 
 
It was found that the equivalent resistance is on average lower during charge than during discharge. 
An explanation for this difference can be found in the kinetics of the redox reactions, which are 
slower during discharge particular at the cathode (Blanc 2009). Zhao et al. (2007) concluded that the 
higher resistance during discharge can be partly attributed to the reverse flow of the H+ protons 
through the electric field between the electrodes. Figure 5-20 depicts the relationship between the 
calculated equivalent resistance with variation of SOC at a constant discharge stack current of 50 A 
(blue) and 100 A (green). It is apparent from Figure 5-20 that Req decreases with increasing stack 
current. This behaviour can also be seen during charge. Another interesting observation is that the 
resistance slightly decreases with decreasing SOC and that it starts to increase again at end of 
discharge. This can be explained by the variation of H+ protons in the electrolyte. With decreasing 
SOC the concentration of H+ protons reduces resulting in a lower conductivity of the electrolyte and 
membrane (Zhao et al. 2007). 
 
Figure 5-20: Equivalent resistance Req calculated from measured data at constant stack current of 50 A (blue) 
and 100 A (green). 
 
Instead of using constant values for the equivalent resistance, which is applied in most of the 
abovementioned research studies, the following two equations are proposed to take into account 
 𝑅𝑒𝑒,𝑐ℎ𝑣𝑝𝑒𝑒/𝑚𝑖𝑠𝑐ℎ𝑣𝑝𝑒𝑒 = �
𝑈𝑏𝑚𝑡𝑡𝑚𝑚𝑏−𝑈𝑚𝑡𝑚𝑐𝑠
𝐼𝑚𝑡𝑚𝑐𝑠
�  (5-33) 
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the variation of the equivalent resistance during charge and discharge as a function of the stack 
current and SOC: 
Charge: 𝑅𝑒𝑒,𝑐ℎ𝑣𝑝𝑒𝑒 = 𝐴1 ∗ 𝐼𝑠𝑠𝑣𝑐𝑠 + 𝐴2 ∗ 𝐼𝑠𝑠𝑣𝑐𝑠2 + 𝐵1 ∗ 𝑆𝑂𝐶2 + 𝐵2 ∗ 𝑆𝑂𝐶 + 𝐶 (5-34) 
Discharge: 𝑅𝑒𝑒,𝑚𝑖𝑠𝑐ℎ𝑣𝑝𝑒𝑒 = 𝐷1 ∗ 𝐼𝑠𝑠𝑣𝑐𝑠 + 𝐷2 ∗ 𝐼𝑠𝑠𝑣𝑐𝑠2 + 𝐸1 ∗ 𝑆𝑂𝐶2 + 𝐸2 ∗ 𝑆𝑂𝐶 + 𝐹 (5-35) 
where, A1, A2, B1, B2 and C are the empiric parameters for the charge process and D1, D2, E1, E2 and F 
are the empiric parameters for discharge. 
To extract the parameters of equations (5-34) and (5-35) from the conducted charge/discharge 
experiments a similar procedure as for the electrical model of the electrolyser, illustrated in  
Figure A-5, was applied. First, the five individual data sets (25 A, 50 A, 75 A, 100 A and 120 A) were 
merged into five data sets in which one constant current data set was left out, for instance, the first 
merged data set contains 50A, 75A, 100A and 120A. In addition, one data set was generated that 
contains all data. Secondly, a programmed MATLAB script was used to estimate the parameters by 
using the non-linear regression routine lsqcurvefit. A coded function including equations (5-32), 
(5-34) and (5-35) to calculate the battery voltage together with the measured equilibrium voltage, 
stack current and SOC was passed to the lsqcurvefit routine and the parameters were approximated 
with respect to the measured battery voltage. Finally, the parameter set with the lowest RMSE was 
chosen for further investigations. Table 5-8 presents the approximated empirical parameters of 
equations (5-34) and (5-35). 
Table 5-8: Experimentally estimated parameters for Req 
Charge 
A1 A2 B1 B2 C 
1.85*10-4 Ω/A 9.36*10-7 Ω/A² 0.0414 Ω -0.0361 Ω 0.0562 Ω 
Discharge 
D1 D2 E1 E2 F 
-4.097*10-4 Ω/A 1.16*10-6 Ω/A² 0.0592 Ω -0.0723 Ω 0.0913 Ω 
 
Figure 5-21 gives the plots of the calculated equivalent resistance (blue dots) compared to the 
approximated values (red line) for charge and discharge at 120 A (stack current) as a function of time 
on the left and on the right side, respectively. Both graphs show that the approximated values 
correspond very well with the experimental values. 
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Figure 5-21:Calculated equivalent resistance and approximated equivalent resistance for charge (left) and 
discharge (right) process at a constant stack current of -120 A and 120 A, respectively. 
 
Before the Coulombic losses can be considered, it is necessary to introduce a SOC model of the VRFB. 
The SOC represents the ratio of the stored energy to the maximum energy capacity of the battery. 
The maximum energy capacity is defined by the electrolyte volume, which is stored in the two tanks. 
If the initial condition of the SOC is known a capacity change can be expressed as function of time: 
 
𝑆𝑂𝐶𝑠=𝑛 = 𝑆𝑂𝐶𝑠=𝑛−1 + ∆𝑆𝑂𝐶 = 𝑆𝑂𝐶𝑠=𝑛−1 + �





where, 𝐸𝑐𝑣𝑝𝑣𝑐𝑖𝑠𝑐 is the theoretical storable energy in the electrolyte (kWh) and 𝐼𝑠𝑠𝑣𝑐𝑠,𝑒𝑒𝑒 is the 
effective current that charges/discharges the electrolyte. Since the useable SOC range is fixed 
between 34% and 72% the value of 𝐸𝑐𝑣𝑝𝑣𝑐𝑖𝑠𝑐 needs to be calculated. According to the manufacturer 
of the battery, the rated/useable energy capacity is 20 kWh. This gives a theoretical total energy 
content of approximately 52 kWh. From an experimental analysis can be concluded that the useable 
energy of the VRFB system is lower than 20 kWh. On average only 17 kWh can be used giving a 
theoretical total energy capacity of 44.7 kWh. Equation (5-36) is applied in most of the reviewed 
studies and is only valid in an ideal continuous stirred tank. However, if the charged or discharged 
electrolyte leaves the battery stack and flows into the two tanks a certain time is needed to mix the 
electrolyte. Derived from measurements this time delay is on average six minutes.  
To take this into account, a simple time delay is implemented so that equation (5-36) finally becomes 
to: 




Due to the bipolar cell stack design, the parallel electrolyte flow through the cell stack and the 
conductivity of the electrolyte, a shunt current will be developed reducing the efficiency (Xing, Zhang 
& Ma 2011; Tang et al. 2013). Considering this, the shunt losses are modelled as a resistor in parallel 
with the controlled voltage source which is modelled by equations (5-30) and (5-31). The effective 
stack current Istack,eff can be simply calculated by applying Kirchhoffs’ 1st Law: 
 𝐼𝑠𝑠𝑣𝑐𝑠,𝑒𝑒𝑒 = 𝐼𝑠𝑠𝑣𝑐𝑠 + 𝐼𝑠ℎ (5-38) 
where, Ish is the shunt current. During charge the effective current participating in the chemical 
reaction is lower than the stack current, whereas it is higher during discharge. The shunt resistance 






To explore the characteristic of the shunt resistance, a regression analysis was conducted to 
determine the shunt resistance from constant current charge/discharge experiments. As a first 
approximation it was assumed that the value of Rsh is independent from charge/discharge and the 
electrolyte flow rate. Equations (5-36)-(5-39) are implemented into a MATLAB function. This function 
together with the measured initial SOC value, the measured stack current and the stack voltage is 
passed to the lsqcurvefit routine and Rsh is estimated with respect to the measured SOC. Figure 5-22 
illustrates the relationship between the shunt resistance and the stack current. Initially, the value of 
Rsh rapidly decreases with increasing current, but, then starts to flatten out at higher current values. 
To take such behaviour into account, the following power function is proposed to approximate the 
shunt resistance. 
 𝑅𝑠ℎ(𝐼𝑠𝑠𝑣𝑐𝑠) = 𝑅𝑠,1 ∗ |𝐼𝑠𝑠𝑣𝑐𝑠|𝑅𝑚,2  (5-40) 
Where, Rs,1  (Ω/A) and Rs,2 (-) are empirical parameters. 
The green dotted line in Figure 5-22 illustrates the result of a first curve fit based on the separately 
approximated values of Rsh (blue squares). By knowing that Rsh can be described by equation (5-40), 
the regression analysis was repeated. 
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Figure 5-22: Approximated shunt resistance as function of the stack current.  
 
An overall curve fit was conducted by adding equation (5-40) to the MATLAB script and by merging 
all data of the charge/discharge experiments into one set of data. The result of the overall curve fit is 
shown in Figure 5-22 as red line. The corresponding parameters of equation (5-40) are  
Rs,1=311.5 Ω/A and Rs,2=-0.753. These values are applied in the model to calculate the shunt 
resistance (5-40). 
Based on the above described findings, the electrical model composed of equations (5-30), (5-31), 
(5-32), (5-34), (5-35), (5-38) and (5-40) and the SOC model (5-37) were built in Simulink. Validation 
was conducted by means of comparing the predicted battery voltage with measured data taken from 
a charge/discharge experiment at 25 A and 120 A. The input variable of the simulation was the 
measured stack current and the initial SOC value (34%). Figure 5-23 depicts the equilibrium voltage 
Ustack and the battery voltage at a constant charge/discharge stack current at 25 A ((a) and (c)) and at 
a constant charge/discharge stack current of 120 A ((b) and (d)). Note that the inverter uses the  
IU-charge algorithm and that the current will be reduced if the maximum voltage is reached. This can 
be noticed in Figure 5-23 (b) and (d). The predicted equilibrium stack voltage agrees well with the 
measured data with an RMSE of 79.2 mV and 45.9 mV for 25 A and 120 A, respectively. Furthermore, 
from Figure 5-23 (b) it can be seen that although the stack current was changed from -120 A (charge) 
to 120 A (discharge), the Ustack did clearly further increase due to the time delay to mix the 
electrolyte. It can be concluded that the model replicates this behaviour very well. The battery 




(a) Ustack at 25 A (b) Ustack at 120 A 
  
(c) Ubattery at 25 A (d) Ubattery at 120 A 
  
Figure 5-23: Comparison of the measured and simulated voltages at a stack current of 25 A ((a) and (c)) and 
120 A ((b) and (d)). Simulation input was the measured stack current (red). 
5.3.2 VRFB: Auxiliary power demand and system control model 
The VRFB has one auxiliary power device, the internal battery controller. This controller supplies the 
installed sensors, actuators and the two electrolyte pumps. The power demand of the BOP reduces 
the available DC current supplied/withdrawn from the two inverters. It can be calculated by: 
 𝐼𝑠𝑐𝑠𝑠𝑒𝑚 = 𝐼𝑠𝑠𝑣𝑐𝑠 − 𝐼𝑣𝑢𝑥  (5-41) 
where, Isystem is the DC system current, see Figure 5-18. As described in chapter 4.3.2 the pump speed 
is regulated by the internal battery controller with respect to the SOC and the DC current. During 
charge the two pumps operate at constant pump speed, whereas during discharge the pump speed 
varies with SOC and DC current. Based on the experimental analysis, the power consumption of the 
BOP was obtained at different DC current rates and SOC. Table 5-9 summarises the averaged power 
values. Since a detailed model of the hydraulic part of the VRFB is not considered in this study,  
Table 5-9 is implemented into a Simulink subsystem, the auxiliary power demand model, as MATLAB-
function block containing a set of if-rules to calculate the auxiliary current Iaux by dividing the auxiliary 
power by the battery voltage. 
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Table 5-9: Power consumption of the BOP 
𝑰𝒔𝒕𝒃𝒅𝒔 
SOC 
𝑺𝑺𝑪 < 𝟑𝟒% 𝟑𝟒% < 𝑺𝑺𝑪 ≤ 𝟒𝟒.𝟐% 𝑺𝑺𝑪 > 𝟒𝟒.𝟐% 
 𝟎 𝐀 > 𝑰𝒔𝒕𝒃𝒅𝒔 > −𝟐𝟎 𝐀 500 W 
𝑰𝒔𝒕𝒃𝒅𝒔 ≤ −𝟐𝟎 A 520 W 
 𝟎 𝐀 < 𝑰𝒔𝒕𝒃𝒅𝒔 ≤ 𝟑𝟐 𝐀 225 W 177 W 228 W 
 𝟑𝟐 𝐀 < 𝑰𝒔𝒕𝒃𝒅𝒔 ≤ 𝟖𝟎 𝐀 360 W 260 W 365 W 
 𝑰𝒔𝒕𝒃𝒅𝒔 > 𝟖𝟎 A 508 W 365 W 518 W 
 
From the experimental analysis of the VRFB six operational states can be defined namely “startup”, 
“operation”, “charge inhibited”, “discharge inhibited”, “standby” and “off” state. Figure A-8 
illustrates the implemented statechart in Stateflow®. In addition, five operational parameters are 
introduced the minimum charge and discharge power, minimum and maximum SOC as well as the 
maximum standby time. The time to initialise the system and to ramp up the pumps is set to 
70 seconds. 
The modelled local control system of the VRFB applies two PI-control loops; the first one regulates 
the DC system current to satisfy the positive or negative AC power demand and the second loop is 
only active during charge. If the maximum charge voltage (55.8V) is reached, the AC power set-point 
will be reduced to maintain the DC voltage limit. In addition, this subsystem contains a lookup table 
to model the two bidirectional inverters by means of the efficiency curve derived from the technical 
data sheet, see A-2-3. The efficiency varies between 85% and 95.2%. Figure 5-24 illustrates the basic 
layout of the implemented local control system. 
 
Figure 5-24: Layout of the proposed model of the local control system of the VRFB 
 
The VRFB system model encompasses the statechart, the two control loops and the lookup table of 
the inverter and was built in Simulink. 
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5.3.3 Integrated VRFB system model 
All four proposed subsystems are incorporated into one model to represent the VRFB system. The 
overall system model has two input variables, the AC power set-point and the on/off signal. Output 
variables are the AC power, SOC and the system state. In addition, internal variables, for example, 
the battery voltage or the stack current can be added to the output variables. Interfacing variables 
between the four subsystems are given in Table 5-10. For instance, the calculations carried out in the 
electrical sub-model depend on the predicted SOC, the DC system current provided from the system 
control model and the auxiliary current. 











𝐼𝑠𝑠𝑣𝑐𝑠   X X 
𝐼𝑠𝑠𝑣𝑐𝑠,𝑒𝑒𝑒  X   
𝑈𝑠𝑠𝑣𝑐𝑠  X   
𝑈𝑢𝑣𝑠𝑠𝑒𝑝𝑐   X X 
SOC Model 𝑆𝑂𝐶 X  X X 
Auxiliary power demand model 𝐼𝑣𝑢𝑥 X   X 
System control model 
𝐼𝐷𝐹,𝐹𝑐𝑠𝑠𝑒𝑚 X    
VRB-
state   X  
 
To validate the VRFB system model, experimental data from a charge/discharge experiment at 
maximum 100 A stack current (14400 data points, sample time = 2 second) was used. Measured 
values of the AC active power were passed to the simulation input. Figure 5-25 reports the 
simulation result of a charge/discharge experiment. The data set used was not part of the parameter 
finding process. 
Figure 5-25 (a) compares the measured with the simulated AC active power. Both values agree very 
well except at end of charge. At time values above 3.5 h the maximum charge voltage is reached and 
the local control loop starts to decrease the power set-point. From Figure 5-25 (b) it can be seen that 
the model over predicts the SOC. The reason for this can be probably found in the simplification 
adopted to calculate the SOC by equation (5-36) and the averaged total capacity of the battery. The 
higher values of the simulated SOC lead to higher values of the equilibrium voltage, equation (5-29), 
accordingly, the battery voltage rises faster and reaches its limit sooner. Figure 5-25 (c) and (d) depict 
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the battery voltage and the DC system current, respectively. The calculated MAPE for each variable 
are lower than 2%. Therefore, it can be concluded that the proposed VRFB system model can predict 
the performance of the real system with a satisfactory accuracy. 
(a) AC active power (b) SOC 
  
(c) Battery voltage (d) System current 
  
Figure 5-25: Measured versus simulated AC active power (a), SOC (b), battery voltage (c) and DC system 





5.4 Energy management system 
The developed energy management strategy is hierarchically organised with the main objective to 
increase the amount of locally used renewable energy. Figure 5-26 presents the three level structure 
of the control strategy. The first level describes the strategic supervisory level. It is developed in 
Simulink®/Stateflow®, which also represents the energy management unit. The developed energy 
management strategy is applied for the simulation study in section 6.2 and for the experimental 
demonstration outlined in section 6.3. At the strategic supervisory level decisions are made regarding 
the operational state of the HRES, the activation of the components and the generation of the 
reference power signal for the corresponding energy system. The second level describes the local 
supervisory level of each energy system which coordinates basic operational states such as the start-
up or the shut-down process. The third level contains the local control level, where the power 
output/input of the energy system is regulated according to the reference power signal provided by 
the strategic supervisory level. Both the second and third level is implemented in the control units 
(BOP and PLC) of the energy systems. Between the top level and the lower levels information needs 
to be exchanged. 
 
Figure 5-26: Structure of the energy management system. 
 
As stated previously, the primary objective of the energy management unit is to increase the amount 
of locally used renewable energy. Another objective is to reduce the power fluctuations of the 
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renewable energy sources injected into the public grid. In addition, it should predict the optimal time 
to activate an energy system considering the minimum input/output power. Furthermore, the energy 
management unit should be configurable to control a hybrid storage system and it should estimate 
the instant of time to start-up the second electrical storage system. Moreover, the energy 
management unit calculates the reference power signal of the energy systems according to the 
dynamic observations carried out in chapter 4 by applying a frequency decoupling technique.  
As discussed in chapter 2, buildings may transform to an active prosumer in the future smart grid. 
Therefore, it is assumed in the simulation study that the strategic supervisory level can process an 
artificial DSR signal provided from a smart grid operator. This signal, the smart grid message, is 
composed of a Boolean signal to activate the DSR mode of the energy management unit and of a 
reference signal of the power at the building’s PCC. The smart grid message is treated with high 
priority, thus, the demand forecast algorithm is deactivated while the message is detected. 
5.4.1  Determination of the operational state 
The first task of the energy management unit is to obtain the power balance at the PCC – the 
connection to the public grid – to determine whether there is a power deficit or a power surplus:  
 𝐹𝑚𝑖𝑒𝑒 = 𝐹𝑒𝑒𝑣𝑚 − 𝐹𝑝𝑒𝑛𝑒𝑐𝑣𝑢𝑒𝑒𝑠 (5-42) 
where, 𝐹𝑚𝑖𝑒𝑒 (W) is the power difference between the electric load 𝐹𝑒𝑒𝑣𝑚  (W) and the aggregated 
power of the renewable energy sources 𝐹𝑝𝑒𝑛𝑒𝑐𝑣𝑢𝑒𝑒𝑠 (W). Based on the calculated power difference 
the HRES can be transited either into one of the two main states “Demand” (𝐹𝑚𝑖𝑒𝑒 > 0) or the 
“Excess” (𝐹𝑚𝑖𝑒𝑒 < 0). If the strategic supervisory level detects a smart grid signal, the power 
difference is calculated differently: 
 𝐹𝑚𝑖𝑒𝑒 = 𝐹𝑝𝑒𝑒,𝑃𝐹𝐹 − (𝐹𝑒𝑒𝑣𝑚 − 𝐹𝑝𝑒𝑛𝑒𝑐𝑣𝑢𝑒𝑒𝑠), (5-43) 
where, 𝐹𝑝𝑒𝑒,𝑃𝐹𝐹  (W) is the power reference signal at building’s PCC embedded in the smart grid 
message. 
Figure 5-27 illustrates the hierarchically organised statechart diagram of the energy management 
unit, which is implemented in Stateflow®.The HRES can be transited between the two main states 
according to the two conditions “1” and “2”. For instance, if the HRES is in the “Excess” state, it can 
be only transferred into the “Demand” state if the power difference is positive and either the 
electrolyser has entered the blow-down process (operational state 5) or it is off (operational state 1), 
or the VRFB is in operation or off mode (operational state >2). 
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As aforementioned the developed strategic supervisory level can be used for both single and hybrid 
storage configuration. Therefore, each main state includes sub-states for the hydrogen loop and the 
VRFB. The hybrid storage configuration is experimentally demonstrated in section 6.3.2. Due to the 
higher overall efficiency the VRFB is primarily used, before the hydrogen loop will be activated. The 
decision when to activate the hydrogen loop depends on the SOC of the VRFB. How to predict the 
instant of time to start the energy systems is presented in section 5.4.2. 
The sub-state “H2-loop” of the main state “Excess” is also illustrated in Figure 5-27. Within this sub-
state there are four states defined to control the hydrogen generation process. State “Wait” is the 
initial state where the strategic supervisory controller waits until one of the two conditions is 
fulfilled. If the demand forecast provides a start signal (“demand forecast = 1”), the hydrogen storage 
pressure is below 28 bar (“storage pressure < 28 bar”) and the electrolyser is in operational state 
“Off” (“ele. op. state = 1”), the controller will be transited into the “H2 Activate” state and the start 
signal will be sent to the electrolyser sub-model.  
The electrolyser “system control” sub-model, see section 5.2.1.4, recognises the activation signal and 
the electrolyser is transited into the “Startup” state. When the electrolyser enters the state 2 
“Operation”, the sub-state “H2-loop” will be moved into the “H2 Charge” state. The strategic 
supervisory level controller stays in this state until the hydrogen store has reached its limit 
(“H2Store_SOC==30”), the electrolyser enters the “Off” state (”H2_Ele_SystemState==5”) or the 
condition “2” to move into the main state “Demand” is fulfilled. 
If the corresponding energy storage system is in operation, the power balance at the PCC is defined 
as: 
 𝐹𝑒𝑝𝑖𝑚 = 𝐹𝑒𝑒𝑣𝑚 − 𝐹𝑝𝑒𝑛𝑒𝑐𝑣𝑢𝑒𝑒𝑠 ± 𝐹𝑠𝑠𝑒𝑝𝑣𝑒𝑒  (5-44) 
where, 𝐹𝑒𝑝𝑖𝑚  (W) is the power exchanged with the public electricity grid (negative values are defined 
as power export and positive values as power import) and 𝐹𝑠𝑠𝑒𝑝𝑣𝑒𝑒  (W) is the power consumed or 
released by the electrical storage system (negative values are defined as charge power and positive 
values as discharge power). 
The Stateflow® diagrams of the strategic supervisory controller to coordinate the HRES are presented 




    
 
Figure 5-27: Hierarchically organised statechart diagram to coordinate the HRES.  
5.4.2 Demand and SOC prediction 
Since both the domestic electric load and the renewable energy sources are highly intermittent, it is 
difficult to predict the power difference (5-42) in the future and to determine, whether the power 
difference will be high enough to provide, for instance the minimum power to the electrolyser. In 
addition, in a HRES composed of two storage devices the time must be estimated when the second 
storage needs to be activated to avoid, for example an overcharging. Therefore, in this thesis a 
demand and SOC predictor is developed and implemented into the energy management unit. To 
predict the future of a time series, exponential smoothing is a widely applied method (Prins 2012). 
One advantage of exponential smoothing is that no large set of historic data is required and it can be 
applied for real-time application as demonstrated e.g. by Neusser and Canha (2013) for demand side 
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management. The method adopted in this thesis is based on the double exponential smoothing 
technique presented by Holt (2004). This allows the calculation of the forecast and the trend for the 
next time step. Figure 5-28 illustrates the basic structure of both the demand and SOC forecast sub-
model.  
 
Figure 5-28: Structure of the demand and SOC forecast sub-model. 
 
The input of the forecast sub-model is the power difference or the SOC. First, the moving average of 
the process value is calculated. Depending on the considered energy system the moving average 
window of the process value is defined and the calculated mean value is held constant for the time 
horizon of the forecast. Then, the forecast of the process value 𝐹𝐹𝐹𝐹(𝑠+1) (W) is calculated in three 
steps: 
 𝐹𝑠 = 𝐹𝐹𝐹𝐹(𝑠−1) + 𝛼 ∗ �𝐹𝐹𝑚𝑒𝑣𝑛 − 𝐹𝐹𝐹𝐹(𝑠−1)� (5-45) 
 𝐹𝑠 = 𝐹(𝑠−1) + 𝛽 ∗ �𝐹𝑠 − 𝐹𝐹𝐹𝐹(𝑠−1)� (5-46) 
 𝐹𝐹𝐹𝐹(𝑠+1) = 𝐹𝑠 + 𝐹𝑠 (5-47) 
where, 𝐹𝑠 is the smoothed level of the process value, α is the smoothing parameter of the level 
(0<α<1), PVmean is the actual averaged process value and FTPV(t−1) is the forecasted value of the 
previous time interval. The trend value 𝐹𝑠 is calculated by equation (5-46) where T(t−1) is the trend 
value of the past time period and 𝛽 is the smoothing parameter of the trend (0< 𝛽<1). The process 
value forecast for an averaging time period ahead is the sum of the calculated level and the trend 
value as stated by equation (5-47). A smoothing parameter close to 1 means that the forecast 
responds quicker to changes. An optimisation to find the optimal parameters for α and 𝛽 was not 
performed in this thesis. The values were determined experimentally and were set to α=0.35 and 
𝛽=0.15. It can be noticed from the equations above that only three values need to be stored to 
forecast the process value: the actual mean of the process value, the previous trend value and the 
forecasted value of the last period. Thus, the double exponential smoothing method is easy to 
implement and only low computing power is required. 
 
137 
    
Based on the calculated forecast and trend of the process value, the strategic supervisory level finally 
decides if the corresponding energy system will be activated. For instance, to activate the 
electrolyser system, the following condition must be fulfilled: the trend of the power difference must 
be three times in a row negative and the forecast value for the next time period has to be above the 
defined minimum input power. The time horizon of the forecast depends on the time to start an 
energy system. The electrolyser needs approximately 15 minutes to start-up. Therefore, a forecast 
period of 10 minutes is chosen. Consequently, the electrolyser will be activated if the trend is 
negative over a time period of 30 minutes and the forecast of the power difference is for example 
below -2000 W. Figure 5-29 illustrates the described method to activate the electrolyser. The upper 
diagram shows the calculated mean of the measured power difference (blue), the estimated forecast 
value at t-1 (magenta) and the estimated trend value (green). The lower diagram shows the signal to 
activate the electrolyser. Approximately at time 6:40 h the condition was fulfilled, the activation 
signal was set from 0 to 100 and the electrolyser was transited into the start-up mode. Note that the 
forecast illustrated in the graph below is shifted by one time step to show the quality of the 
prediction. For instance, the marked forecast value was calculated at 6:40 h.  
 
Figure 5-29: Demonstration of the forecast algorithm to activate the electrolyser. 
 
The described method above is also deployed for the fuel cell and VRFB. In addition, this method is 
also used for the hybrid storage system to predict the SOC of the primary storage. If the SOC limit is 
reached the secondary storage will be activated. Considering the HREP, the primary storage device is 
the VRFB and the secondary storage device is the hydrogen system. 




Table 5-11: Parameters of the demand and SOC forecast sub-model. 
 Pdiff forecast SOC forecast 
Energy system Averaging 
window 
Time horizon Threshold Averaging 
window 
Time horizon Threshold 
Electrolyser 10 minutes 30 minutes -2000 W - - - 
Fuel cell 2 minutes 6 minutes 200 W - - - 
VRFB 2 minutes 6 minutes ±500 W 5 minutes 15 minutes 64 % 
5.4.3 Frequency decoupling 
As shown in chapter 4 the capability of the energy systems to follow a dynamic load/demand is 
limited. Moreover, the performance of the fuel cell can be negatively influenced by highly transient 
operation (Erdinc & Uzunoglu 2010). To decouple high load variation from the reference power 
signal, a low-pass filter is implemented into the energy management. Thus, the reference signal is 
smoothed before it is sent to the local controller of the energy system. In Simulink® a low-pass filter 







where, τ is the time constant of the filter. From the results of the controlled dynamic events 
experiments presented in chapter 4, the time constant for the electrolyser, fuel cell and the VRFB can 
be estimated by applying the formula of the cut-off frequency 𝑓𝑐: 
 𝑓𝑐 =
1
2 ∗ 𝜋 ∗ 𝜏
 (5-49) 
 
Table 5-12 summarises the time constants applied for the electrolyser, fuel cell and VRFB.  
Table 5-12: Filter time constants. 




 𝜏 = 3.2 
Fuel Cell 𝑓𝑐 =
1
40 




 𝜏 = 6.4 
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5.5 Summary 
In this chapter the development of mathematical models of the individual components of the HREP 
was presented in detail. All proposed models have the same generic layout enabling an easy 
integration into system level simulations of hybrid renewable energy systems in MATLAB®/Simulink®. 
In addition to the physical modelling of the electrical or thermal part, operational aspects such as 
system start-up, local control loops or operational constraints have been added to build up an 
integrated system model of each component. To summarise, three system models are developed 
namely the electrolyser, the fuel cell and the VRFB system model and they are fully validated using 
measured data gathered from the HREP.  
The thermal model of the electrolyser is based on the lumped thermal capacity method. However, it 
was found that the methods proposed in the literature to derive the total thermal resistance and the 
thermal capacity from experimental data only provide good results at high operating power. Since 
the application of the electrolyser is to store power from renewable sources, it is important to 
develop a thermal model that also predicts the temperature at partial load with a good agreement. 
Therefore, a methodology is proposed to approximate those values as a function of the supplied DC 
current to provide an improvement over other simulation studies at system level. 
The electrical model of the fuel cell system is developed from an existing semi-empirical approach. 
But, instead of using a constant value of the internal resistance, the value is modelled as function of 
the fuel cell temperature and the DC current to take the temperature dependence primarily of the 
membrane into account. The proposed thermal model is based on the overall thermal energy 
balance considering the load dependence of the temperature control system. Thus, the overall heat 
loss of the fuel cell system is modelled as a function of the DC current. The parameters of the 
proposed functions are extracted from measured data. 
The electrical model of the VRFB accounts for internal losses such as voltage and current losses. An 
equivalent internal resistance is introduced that considers the SOC and the DC current rate. In 
addition, Coulombic losses are modelled by a shunt resistor in parallel with the voltage model. The 
shunt resistance is approximated by a function of the DC current. Furthermore, a methodology is 
presented to extract the parameters of the equivalent internal resistance and the shunt resistance 
from charge/discharge experiments.  
Each system model is validated with measured data by means of the cross validation technique. To 
assess the accuracy of the proposed models the RMSE and the MAPE are calculated. The calculated 
values of MAPE are less than 3% for each proposed model. Therefore, the validation results can be 
considered as satisfactory for the further investigations. 
140 
 
The last part of this chapter develops an energy management strategy to coordinate and to control 
the HRES. The energy management strategy combines three different mechanisms to achieve an 
overall controllability. A statechart diagram is developed in Simulink®/Stateflow® that coordinates 
the HRES either in single storage or hybrid storage configuration. The charge/discharge operation is 
coordinated with respect to the power difference and information gathered from the energy 
systems. The second mechanism provides a forecast and trend of the calculated power difference. 
Based on defined thresholds to activate the energy systems and on the evolution of the trend, the 
strategic supervisory level decides to activate the corresponding energy system. The third 
mechanism takes into account the findings of the dynamic observations presented in the previous 
chapter. A low-pass filter is implemented to reduce the variations of the power reference signals, 




    
6 Performance investigation 
In this chapter, the evaluation of the hydrogen loop and the VRFB is presented for both, a simulation 
and experimental study. In section 6.1 the simulation inputs and the defined performance indices to 
assess the simulations studies are introduced. Section 6.2 describes two residential use-cases to 
evaluate building-integrated HRES. Section 6.2.1 presents the results of the hydrogen use-case and 
section 6.2.2 shows the results of the residential application of the VRFB. A comparison between 
both use-cases is presented in section 6.2.3. Finally, section 6.3 demonstrates the real-time 
application of the energy management strategy and discusses the dynamic performance of the 
hydrogen loop and the VRFB. 
6.1  Simulation inputs and definition of performance indices 
In section 6.1.1 the data sets provided to the simulation environment are introduced. To evaluate the 
annual simulation results several indices are defined in section 6.1.2. 
6.1.1 Simulation inputs 
The considered electric load profile was generated by using the electric load model presented by 
Richardson et al. (2010). The model can be parameterised by using a software tool developed by 
Richardson and Thomson (2010). This model takes into account occupancy patterns and site specific 
minutely data of the solar radiation. In addition, it covers a wide range of domestic appliances. The 
parameters applied in this thesis are presented in the appendix A-4-2. Site specific data of the solar 
radiation, for the year 2013 in Wolfenbüttel, was taken from the database of the HREP. From the raw 
data an annual data set was generated and passed to the software tool. Afterwards an annual load 
profile for a typical 4-person household was generated with an annual electric energy consumption 
of 4707.4 kWh with a temporal resolution of one minute. This load profile was used as reference for 
all conducted simulations. Figure 6-1 depicts the annual load distribution as a carpet plot (top graph) 
and the daily load profile of the day 201 (lower diagram). By applying the carpet plot as graphical 
representation of the annual data a lot of information can be condensed and consumption patterns 
can be easily identified. The abscissa in the graphs represents the day of the year and the ordinate 
shows the hour of the day. The different colours indicate the magnitude of the electric demand. The 
main activity in the dwelling was during the morning and the evening. In addition, the carpet plot 
illustrates the stochastic behaviour of the demand of a dwelling varying from a few hundred watts 
over most of the time to several thousand watts for short periods with very fast transient change. A 
typical daily load profile is presented in the lower diagram. This diagram shows the electrical demand 
of the 20th July of 2013 (weekend day). During the morning the demand was relatively low. The base-
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load was around 50 W with periodically spikes of a few hundred watts. Between 10:50 h and 11:10 h 
the electric demand rose quickly from 720 W to 7000 W within a few minutes. During the evening 
the electric consumption increased again with a higher demand period around 21:00 h with a power 
level above 3000 W. 
 
 
Figure 6-1: Annual load profile (top diagram) and daily load profile of the 20th July 2013 (day 201). 
 
To analyse the capability of the hydrogen system, especially of the electrolyser, to supply additional 
heat for domestic hot water (DHW), a hot water demand profile was generated using an interactive 
tool developed by Jordan and Vajen (2005). This tool creates an annual domestic hot water profile 
with a temporal resolution of one minute. The average daily hot water consumption was assumed to 
be 200 l/day for a four-person household. Figure A-14 shows the generated annual daily hot water 
consumption. 
The power output of the renewable energy sources of the HREP was measured with a temporal 
resolution of one second. This data was processed to generate annual power profiles of three 
installed PV arrays with a temporal resolution of one minute. Figure 6-2, for instance, presents the 
annual power generation of one 2.5 kWp PV system of the HREP installed at Ostfalia University 
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Wolfenbüttel in the year 2013. In total, the annual energy yield of the PV system amounts to 
1991 kWh. The power output of PV was extremely stochastic throughout the year with high 
production periods during the summer and low to zero production periods during the winter season. 
Compared to other years the intercepted PV energy was relatively low, for instance, in 2011 the 
annual energy yield was 2364 kWh. A detailed view on the PV profile of day 201, the 20th July 2013, is 
given in the lower diagram.  
 
 
Figure 6-2: Annual PV power profile (top diagram) and daily PV generation of the 20th July 2013 (day 201). 
 
During the early morning the PV system started to generate power with an increasing trend. 
Between 09:30 h and 15:00 h the power output of the PV was highly fluctuating due to scattered 
clouds. For the use-cases presented below the aggregated power output of the PV systems was 
scaled to meet the considered PV size. 
As stated in chapter 1, the penetration of renewable energy has reached critical levels in Germany 
and challenges the grid capacity. Especially in the northern part of Germany with a high penetration 
of wind energy, the generated power cannot be distributed at times with high wind and low demand. 
In this regard, the power output of the wind farms needs to be reduced at certain times. In 2011 the 
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aggregated loss of production caused by grid congestion was 420.6 GWh and approximately 98% of 
these losses relate to wind farms installed at the distribution level (Bundesnetzagentur 2014). Hence, 
there is an increasing need to establish more flexible electricity grids which are able to locally 
manage the energy flow. In this context, the capability of buildings to be an active partner in the low 
voltage grid is considered in the use-cases as well. It is assumed that a DSR signal, the smart grid 
message, is provided from a smart grid operator. This message is composed of a Boolean variable to 
activate the smart grid mode and of the power reference signal at the PCC. For the simulation study 
the frequency of smart grid interaction was derived from a report presented by Börmer (2011). He 
stated that on 107 days in 2010 the power output of wind farms was actively manipulated by the grid 
operator. Since the wind penetration is higher during the winter season in northern Germany, the 
generated annual smart grid message profile shows activity during the winter, spring and autumn at 
55 days. It has to be noticed that this profile is purely artificial and it is not based on proper analyses 
of the electrical grid condition of the considered location (Wolfenbüttel, Germany) and year (2013); 
its sole purpose is to demonstrate the principal response of the building-integrated HRES to a DSR 
signal. 
6.1.2 Definition of the performance indices 
The evaluation of the simulation scenarios was conducted by calculating a certain number of indices, 
which assess the performance of the components and the whole building-integrated HRES. At 
component level the AC energy efficiency was calculated as outlined in Chapter 4 for each energy 
system.  
Regarding the electrolyser and the fuel cell, the overall annual energy efficiency was calculated as 
follows: 
 𝜂𝑒𝑒𝑒,𝑣𝑛𝑛𝑢𝑣𝑒 =




𝐸𝐹𝐹,𝐴𝐹 + 𝐸𝐹𝐹,𝑢𝑠𝑒𝑣𝑢𝑒𝑒 𝐾𝑒𝑣𝑠
𝐸𝐾2,𝐿𝐾𝐻
 (6-2) 
where, the 𝐸𝐾2,𝐾𝐾𝐻 is the accumulated energy of the generated hydrogen (HHV) transferred to the 
storage (kWh), 𝐸𝑒𝑒𝑒/𝐹𝐹,𝑢𝑠𝑒𝑣𝑢𝑒𝑒 𝐾𝑒𝑣𝑠  is amount of utilised heat (kWh), 𝐸𝑒𝑒𝑒/𝐹𝐹,𝐴𝐹  is accumulated AC 
energy and 𝐸𝐾2,𝐿𝐾𝐻 is the accumulated energy content of the hydrogen (LHV) supplied to the fuel cell 
(kWh). 
To assess how the locally generated PV energy matches the current demand, two performance 
indices, the supply cover factor 𝛾𝑠𝑢𝑝𝑝𝑒𝑐 and the load cover factor 𝛾𝑒𝑒𝑣𝑚, can be defined.  
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The first index, 𝛾𝑠𝑢𝑝𝑝𝑒𝑐, describes the proportion of the on-site generated renewable energy that is 
used by the building (Salom et al. 2013). High energy export rates are characterised by a low supply 
cover factor. The second index, 𝛾𝑒𝑒𝑣𝑚, describes the degree of autonomy of the dwelling. It 
represents the proportion of the self-consumed renewable energy to the electric demand  
(Salom et al. 2013). A supply cover factor equal to one indicates that the on-site generation 
completely satisfies the local demand and the building becomes self-sufficient. 
Both indices can be calculated for different time intervals (t1 and t2). In the analysis presented in the 
next section a time period of one day was chosen to illustrate seasonal effects. The on-site consumed 
renewable energy 𝐸𝑠𝑒𝑒𝑒 (Wh) can be calculated by applying the following energy balance: 




where, 𝐹𝑒𝑒𝑛 is the on-site generated renewable power (W), 𝐹𝑠𝑠𝑒𝑝𝑒,𝑐ℎ𝑣𝑝𝑒𝑒  is the electric power to 
charge the storage system (W), 𝐹𝑠𝑠𝑒𝑝𝑒,𝑚𝑖𝑠𝑐ℎ𝑣𝑝𝑒𝑒  is the electric power supplied by the storage system 
(W), 𝐹𝑒𝑥 is the exported power (W).  
In this thesis 𝛾𝑠𝑢𝑝𝑝𝑒𝑐 was calculated by the following formula, which also takes into account the 
energy balance of the electrical storage. 
 
𝛾𝑠𝑢𝑝𝑝𝑒𝑐 =









where, 𝐹𝑒𝑒𝑣𝑚  is the electric load (W).  
The following equation was applied to calculate 𝛾𝑒𝑒𝑣𝑚: 
 
𝛾𝑒𝑒𝑣𝑚 =













The third index, the fluctuation suppression factor 𝛾𝐹𝐹 , describes the reduction of power fluctuations 
at the grid connection of the building. It is also known as grid interaction index and is defined by the 
ratio of the grid power to the annual maximum of the grid power (Voss et al. 2010): 
 
𝛾𝐹𝐹 =
∫ (𝐹𝑒𝑒𝑣𝑚 − 𝐹𝑒𝑒𝑛 ± 𝐹𝑠𝑠𝑒𝑝𝑒)𝑑𝑡
𝑠2
𝑠1






This index can also be calculated for different time periods (t1 and t2), e.g. monthly, daily or minutely. 
In the next section the grid interaction index is calculated on basis of the minutely sampled data. The 
annual grid interaction index, 𝛾𝐹𝐹,𝑣𝑛𝑛𝑢𝑣𝑒  is defined as the standard deviation of the minutely 
calculated values (Voss et al. 2010). High fluctuations are characterised by a high value of 𝛾𝐹𝐹,𝑣𝑛𝑛𝑢𝑣𝑒. 
6.2  Introduction of the use-cases 
To assess the application of a building-integrated hydrogen loop and VRFB two simulation use-cases 
were designed. Basis of the scenarios were the validated system models and the energy 
management strategy as described in chapter 5. Thus, the system size of the electrolyser, fuel cell 
and VRFB applied in the simulations were equal to the real systems installed at the HREP to compare 
the simulation results with the experimental and modelling work carried out in the previous 
chapters. In both use-cases the considered building is equipped with a PV system and it is connected 
to the public electricity grid as depicted in Figure 6-3. Residential PV systems are typically sized with a 
power output ≤ 10 kWp. For the simulation study, the rated power of the PV system was initially set 
to 8 kWP, which is a typical size for new installed residential systems in Germany  
(Seel, Barbose & Wiser 2014). Issues related to optimal system configuration are beyond the scope of 
this thesis. Three different simulation scenarios were considered in each use-case. More details are 
outlined in the following sections. 
The simulations were carried out on a standard personal computer with MATLAB/Simulink 2012b. All 
PI-controllers (local control level of the system models) were discrete controllers with a sample time 
of one second. For the analyses the simulation output data were stored minutely. Energy values were 
continuously integrated and stored on a daily basis (24*3600 s). 
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Figure 6-3: Simulation use-cases: Hydrogen system (left) and VRFB system (right). 
6.2.1 Use-Case 1: Building-integrated hydrogen system 
Three different scenarios of building-integrated HRES with hydrogen loop are presented in this 
section. The first scenario, H2-I, analyses the installation of the hydrogen loop in a dwelling equipped 
with a typically sized PV array. Additionally, a second scenario, H2-II, was defined to investigate the 
influence of the PV system size on the performance of the hydrogen loop and the grid interaction. 
Finally, a third scenario, H2-III, was introduced to discuss the possibility of the building to response to 
DSR signal in a smart grid environment. The system configuration of each scenario is summarised in 
Table 6-1. As can be seen from the table, the system configuration of scenario H2-I and H2-III were 
identical and that they differ only in terms of the DSR signal. 
Simulation input variables were the scaled minutely averaged measured PV data of the year 2013 
and the generated electric load profile for a 4-person dwelling. The generated hydrogen is stored in a 
compressed gas cylinder with maximum pressure of 30 bar. The storage pressure was initially set to 
25 bar. 
The main decision variable is the power difference 𝐹𝑚𝑖𝑒𝑒 (5-42) between the electric load and the 
generated PV power. Based on this variable the strategic supervisory level decides whether the fuel 
cell or the electrolyser can be switched on. In addition, the strategic supervisory level generates the 
power reference signal for the local control level of the fuel cell and electrolyser. 
A sensitivity analysis was conducted beforehand to investigate the influence of the control 
parameters on the performance and to determine the threshold values of the strategic supervisory 
level for both the fuel cell and electrolyser. The reader is referred to Appendix A-4-4 for detailed 
information. The finally applied values of the control parameters in the strategic supervisory level 
and local control level are listed in Table 6-2. The effectiveness of the energy management strategy, 
in particular of the demand forecast, is briefly discussed in the following. In the Appendix A-4-5 the 
results of a simulation with and without demand forecast are presented. It was found that the 
148 
 
demand forecast algorithm effectively prevents the electrolyser from unnecessary start-ups. Without 
demand forecast the number of start-ups was increased by 54% and the average operational 
duration was decreased by 22%. In addition, the electricity imported from the grid was slightly 
increased by 5% as a reason of the unnecessary start-ups. Thus, the developed energy management 
strategy helps to operate the energy systems more efficiently. 
Table 6-1: System configuration for the case studies with the hydrogen loop. 




Hydrogen storage  
(m³/bar) 
Fuel Cell  
system (kWmax) 
DSR 
H2-I 8kWp 7 kW (AC) 0.6 m³/30 bar 
pinitial=25 bar 
1.2 kW (AC) - 
H2-II 10kWp 7 kW (AC) 1.2 m³/30 bar 
pinitial=25 bar 
1.2 kW (AC) - 
H2-III 8kWp 7 kW (AC) 0.6 m³/30 bar 
pinitial=25 bar 
1.2 kW (AC) X 
 
Table 6-2: Parameters of the energy management. 

















Electrolyser -2500 W 3.2 s 7000 W 2500 W 2700 W 1800 s 
Fuel Cell 150 W 6.4 s 900 W 120 W 150 W 1800 s 
 
 
Table 6-3 provides the annual results of the building, electrolyser, fuel cell and grid to assess the 
performance. A summary of annual performance indices are listed at the bottom of the table. For 
comparison the last three rows of the table show the annual grid interaction index, the annual grid 
import and export without hydrogen loop. The introduction of the hydrogen loop significantly 
reduced the grid interaction for all three scenarios. Although, there was a surplus of PV energy for all 
simulation scenarios, the building depended on the grid and imported energy on an annual basis. 
Only a small fraction of the PV energy was directly used by the local demand at the time it was 
generated, most of the excess PV energy was converted into hydrogen, stored and finally 
reconverted into electric energy using the fuel cell. The overall electric AC efficiency of the 
conversion process was for all simulations less than 20%, meaning that over 80% of the electric 
energy supplied to the hydrogen loop was lost; most of it was dissipated as unused heat. The AC 
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efficiency of the electrolyser varies between 38.6% (scenario H2-I) and 40.2% (scenario H2-II). The 
results of the fuel cell showed nearly a constant AC efficiency of greater than 45%. 
In the following the three scenarios are discussed in more detail; the first scenario H2-I provides 
insight about the daily supply and load cover factor, the grid interaction and the utilisation of the 
waste heat of the hydrogen loop to substitute conventional generated heat to supply domestic hot 
water. The influence of the PV capacity is discussed in scenario H2-II and the smart grid interaction is 




Table 6-3: Results of the annual simulation. 
Scenario H2-I H2-II H2-III 
Parameter Annual Results 
Building: Electric demand (kWh) 4707.4 4707.4 4707.4 
PV generation (kWh) 7089.5 8861.9 7089.5 
Domestic hot water demand (m³) 73 73 73 
Electrolyser: Energy supplied to the electrolyser (kWh) 3981.1 5488.2 5030.4 
On/Off cycles of the electrolyser (-) 278 300 329 
Operating hour of the electrolyser (h) 837.2 1029.5 1048,3 
Standby time of the electrolyser (h) 300.9 298.4 321.1 
Generated hydrogen (kWh) / (Nm³) 1536.3/434 2204.6/622.8 1955.8/552.5 
Generated heat of the electrolyser (kWh) 1071.5 1540.9 1354.4 
Removed heat by cooling system (kWh) 536.7 850.1 679.4 
Cooling water supplied to DHW > 40°C (m³) 13.3 21.1 16.9 
Fuel Cell: Energy supplied by the fuel cell (kWh) 621.6 898.2 787.1 
On/Off cycles  of the fuel cell (-) 437 692 613 
Operating hour of the fuel cell (h) 945.3 1386.3 1237.6 
Standby time of the fuel cell (h) 254.3 465.1 376.1 
Consumed hydrogen (kWh) / (m³) 1334.3/444.8 1933.2/644.4 1688.9/563 
Generated heat of the fuel cell (kWh) 619.1 894.6 779.7 
Removed heat at stack temperature > 45°C (kWh) 593.6 850.1 742.2 
Grid exchange: Smart grid contribution (kWh) - - 1070.7 
Grid import (kWh) 3076.5 2731.7 3956.7 
Grid export (kWh) 2099.1 2296.2 2095.6 
Annual performance indices Annual Results 
Electrolyser efficiency 𝜂𝐴𝐹,𝐾𝐾𝐻 (%) 38.6 40.2 38.9 
Electrolyser overall efficiency including waste heat (%) 52 55.7 52.4 
Fuel Cell efficiency 𝜂𝐴𝐹,𝐿𝐾𝐻 (%) 46.7 46.5 46.6 
Fuel cell overall efficiency (50 % heat can be used) (%) 68.8 68.4 68.6 
Annual grid interaction index (%) 12.3 9.6 14.8 
Annual grid balance (kWh) 976.8 (imp.) 435.5 (imp.) 790.4 (imp.) 
Without H2-loop: 
Annual grid interaction index 
(%) 
20.8 20.4 20.8 
Annual grid import (kWh) 3541 3473.9 3541 
Annual grid export (kWh) 5923.1 7628.4 5923.1 
 
151 
    
6.2.1.1 Results of scenario H2-I 
The annual PV generation was 7089.5 kWh, 3981.1 kWh was supplied to the electrolyser and 
621.6 kWh was supplied by the fuel cell. The import of electricity from the grid was reduced by 13% 
compared to the result of the simulation without storage. Seasonal effects on the supply and load 
cover factor are illustrated in Figure 6-4. The daily supply and load cover factor were calculated by 
applying equations (6-4) and (6-5), respectively. If the renewable energy can be completely utilised to 
satisfy the electric demand, the supply cover factor is equal to one as it can be seen in winter due the 
low daily solar energy yield. During the spring, summer and autumn the index varied between 0.39 
and 1. A high supply cover factor indicates that less renewable energy is exported to grid. The annual 
mean values for supply cover factor with and without hydrogen loop was 0.48 and 0.31, respectively. 
Complementary to this, the load cover factor shows the opposite trend with low values during 
winter, spring and autumn and high values during the summer. In other words, during the summer 
months the electric demand was almost covered by on-site generated renewable energy. The annual 
mean load cover factor was 0.36 and 0.25 for the simulation with and without hydrogen loop, 
respectively. 
  
Figure 6-4: Daily supply cover factor (left) and load cover factor (right) of the building. The upper diagram 
shows the corresponding index without hydrogen loop. 
 
As summarised in Table 6-3 the introduction of the hydrogen loop significantly reduces the grid 
interaction of the building. How the hydrogen loop contributes to limit the grid interaction can 
clearly be seen by comparing the two carpet plots presented in Figure 6-5 showing the minutely 
sampled power difference without (top) and with (bottom) electric storage at the PCC. The different 
colours indicate the magnitude of the power imported from the grid (positive values) and exported 
to the grid (negative values). The top graph illustrates the typical grid interaction of a dwelling 
equipped with PV. During the summer most of the generated electricity is injected into the grid. A 
completely different characteristic can be seen in the lower graph. At hours with high PV activity, the 
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electrolyser was able to follow the supply profile of the PV and significantly reduced the power 
injection into the grid. The fuel cell was in operation during the early morning and the evening 
lowering the power level by a maximum of 900 W. In total the electrolyser and the fuel cell were in 
operation for 837.1 h and 945.3 h, respectively. The start-up of the electrolyser can be identified at 
days where first power was exported and then, over a short time period, increased power 
consumption can be registered due to the start-up process of the electrolyser. The electrolyser and 
the fuel cell performed 278 and 437 on/off cycles, respectively.  
 
  
Figure 6-5: Carpet plot of the power at the grid connection without (top) and with hydrogen loop (bottom). 
 
The performance of the building is illustrated in Figure 6-6 and Figure 6-7 for the day 201  
(20th July 2013). As shown in Figure 6-6, the PV power evolution was highly fluctuating due to partly 
e.g. electrolyser start-up 
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overcast conditions. On basis of the operational arrangements listed in Table 6-2, the developed 
demand predictor, see section 5.4.2, of the strategic supervisory level decided to start the 
electrolyser around 9:30 h which is marked in Figure 6-7. The operation of the electrolyser was very 
intermittent with longer standby periods as it can be noticed during the time interval from minutes 
600 to 800. The respective hydrogen storage pressure evolution is reported subsequently. 
 
Figure 6-6: PV and load profile for the simulation day 201 (20th July 2013). 
 
As Figure 6-7 shows, the electrolyser responded quickly and there is only a small mismatch between 
the power difference and the power consumption of the electrolyser. The implemented frequency 
decoupling protected the electrolyser for rapid power changes as it happened, for example shortly 
before minute 800. The main activity of the fuel cell was during the evening hours and it operated 
most of the time at maximum power. The overall electric efficiency of the hydrogen loop with values 
less than 20% is sobering compared to conventional lead acid batteries with a typical round-trip 
efficiency (AC) of values of greater than 75%. The inefficiency of the hydrogen loop is mainly due to 
the two stage energy converting process. A considerable amount of the losses are manifested in heat 
for both the electrolyser and the fuel cell. In total, the annual heat generated by the electrolyser and 
the fuel was 1071.5 kWh and 619.1 kWh, respectively. Capturing this waste heat of the hydrogen 




Figure 6-7: Simulated fuel cell and electrolyser response to the difference power (top) and hydrogen storage 
evolution (bottom) for the simulation day 201 (20th July 2013). 
 
Considering residential application, the utilisation of heat for DHW would be a reasonable 
application. Especially, during the main operational period during the summer, the waste heat can be 
used to substitute heat conventionally generated, for example, by a gas boiler. This would be 
beneficial in terms of lowering the primary energy demand and reducing the carbon dioxide emission 
of the building. Figure 6-8 illustrates the DHW consumption of the building for the simulated time 
period and the amount of cooling water leaving the electrolyser with a temperature of about 40°C. 
The annual DHW demand was 73 m³ and the cooling water consumption 13.3 m³, which is equal to 
approximately 2550 kWh and 455 kWh of thermal energy1, respectively. Approximately 18% of the 
annual DHW demand can be substituted by the electrolyser, leading to an overall electrolyser system 
efficiency of 52%. Regarding the fuel cell, it was assumed that 50% of the removed heat can be 
captured, resulting in an overall fuel cell system efficiency of 68.8%. Based on these figures the 
overall efficiency of the hydrogen loop is increased from less than 20% to approximately 35%. 
Although not explored in depth, it can be concluded that the utilisation of the waste heat, especially 
of the electrolyser, significantly improves the performance of the hydrogen system. This contribution 
can be further developed by optimising the thermal management of the electrolyser. For instance, 
the electrolyte vessels, the cell stack and the piping system are not insulated, see Figure 3-6. Thermal 
lagging would minimise the heat losses to the surrounding environment, it would reduce the warm-
                                                            




    
up period and it would help to maintain the electrolyte temperature in phases of high intermittent 
operation, which will finally lead to an improvement of both the electric and thermal efficiency. 
 
Figure 6-8: Comparison of the DHW demand and cooling water of the electrolyser. 
6.2.1.2 Results of scenario H2-II 
The second scenario investigates the same building, but equipped with a 10 kWp PV system. The 
annual PV energy yield was 8861.9 kWh, the electrolyser consumed 5488.2 kWh and the fuel cell 
generated 898.2 kWh. Compared to scenario H2-I the average operating power of the electrolyser 
increased from 4755 kW to 5331 kW. Consequently, the electrolyser was operated at higher power 
levels, which led to an AC system efficiency of 40.2%. In addition, the electrolyser’s overall 
performance including the thermal energy increased from 52% to 55.7%.  
The efficiency of the fuel cell was not affected and remained at a level >46%. Interestingly, the 
annual grid interaction decreased from 12.3% to 9.6%. Although the PV capacity was increased by 
2 kWp, the electrolyser was able to smooth out more power peaks compared to scenario H2-I. 
Sensitivity analysis was carried out to establish the impact of the PV system size on the annual 
performance. The reader is referred to AppendixA-4-6 for further details. The main outcome of the 
sensitivity analysis is illustrated in Figure 6-9. With increasing PV power the annual grid interaction 
index first decreases due to the better ratio of PV power and electrolyser power, but, at PV sizes 
greater than 12 kWp it starts to increase again because of the high difference between the power 
rate of the electrolyser and the PV system. From the results it can be concluded that the PV system 
size should be in a range between 10 kWp and 12 kWp to achieve an overall good performance of the 




Figure 6-9: Grid interaction index for different PV sizes. 
6.2.1.3 Results of scenario H2-III 
The last application scenario is based on the same system configuration as presented in scenario H2-I, 
but, the building can respond to a DSR signal provided by a grid operator. As noted before, this signal 
contains a Boolean variable to activate the smart grid operation and a power reference signal for the 
building’s PCC. According to this information the strategic supervisory level coordinates the hydrogen 
loop. 
The results of the third scenario are also listed in Table 6-3. Compared to scenario H2-I, the 
operational hours of the electrolyser were increased from 837.2 h to 1048.3 h. The annual electric 
energy imported from the grid increased from 3076.5 kWh to 3956.7 kWh. However, 1070.7 kWh can 
be contributed to the forced energy consumption of the electrolyser due to the smart grid message. 
Considering this, the annual grid balance can be reduced from 976.8 kWh (import) to 790.4 kWh 
(import). The substitution of conventionally produced DHW can be increased by 3.6 m³ (144.6 kWh 
of thermal energy). Due to the increased hydrogen production, the fuel cell was in operation for 
1237.6 h and supplied 787.1 kWh of electric energy. Figure 6-10 illustrates the annual smart grid 
message profile (upper diagrams) and the response of the building at day 35 (lower diagram). The 
strategic supervisory level activated the electrolyser according to the smart grid message. After the 
electrolyser was transited into normal operation, the power imported from the grid was stabilised at 
5200 W for nearly 5 hours. 
The conclusion from this simulation scenario is that, there is only a small improvement in terms of 
energy efficiency if the building-integrated hybrid systems responses to a smart grid signal. From a 
grid operator perspective, the introduction of electric storage and advanced communication would 
offer the possibility to manage the grid usage and to improve the overall grid performance, which 
would finally help to integrate a higher share of renewable energy sources without necessarily 
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expand the grid capacity. Nevertheless, the application of electrical storage would be only feasible if 
a business model exists. For example, the introduction of time varying tariffs, which consider peaks 
and valleys of the electricity grid or that the electricity supplier reward the building owner to 
remotely control the storage at certain times. 
 
 





6.2.1.4 Summary and conclusions of the H2 simulation scenarios 
In the previous section the application of a building-integrated hydrogen loop was analysed by 
applying the proposed energy management strategy presented in section 5.4 and the developed 
system models introduced in section 5.2. Three different scenarios were designed to evaluate the 
annual performance and the grid interaction of the building.  
A sensitivity analysis was performed to assess the effectiveness of the developed energy 
management strategy. The number of start-ups of the electrolyser was reduced by 54% and the 
average operational duration was increased by 22% compared to a simulation without demand 
forecast. The electrolyser and the fuel cell were only activated if the defined criteria in the demand 
forecast sub-model were fulfilled. In addition, both the electrolyser and the fuel cell were protected 
against rapid power changes by the frequency decoupling sub-model. Furthermore, based on a 
parameter analysis threshold values of the control parameters were determined to improve the 
efficiency. Moreover, it was shown that the introduction of the hydrogen loop significantly reduces 
the grid interaction of the building. However, the overall electric efficiency of the hydrogen loop with 
values below 20% is poor compared to conventional lead acid batteries with a typical round-trip 
efficiency (AC) of values greater than 75%.  
In scenario H2-I it was shown that a considerable amount of the losses is manifested in heat for both 
the electrolyser and the fuel cell. Capturing the waste heat of the hydrogen loop and making use of 
it, would improve the overall system efficiency from less than 20% to approximately 35%. In addition, 
the utilisation of waste heat of the electrolyser can be used to satisfy 18% of the annual DHW 
demand in the building. This contribution can be further developed by optimising the thermal 
management of the electrolyser. 
In scenario H2-II it was found that the performance of the electrolyser is affected by the PV system 
size. Of course, the higher the available PV power, the higher the average operating power of the 
electrolyser leading to an improved AC system efficiency. However, from a sensitivity analysis it was 
found that the installed PV power also affects the grid interaction. For the considered 7 kW 
electrolyser system the optimal size of the PV system should be in a range from 10 kWp to 12 kWp to 
achieve an good performance and low grid interaction. 
Scenario H2-III investigated the smart grid interaction of the building-integrated hybrid system. It was 
shown that the electrolyser can be used to store available energy from the public grid if needed. 
However, only from a grid operator perspective this option would be beneficial. The introduction of 
electric storage and advanced communication would offer the possibility to manage the grid usage 
and to improve the overall grid performance, which would finally help to integrate a higher share 
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renewable energy sources. Regarding the annual performance of the HRES, the smart grid 
application would not lead to an improvement. This highlights the need to introduce a business 
model that considers, for example, time varying tariffs or that the electricity suppliers reward the 
building owner to remotely control the storage at certain times.  
6.2.2 Use-case 2: Building-integrated VRFB system 
To analyse the application of building-integrated VRFB systems, three different simulation scenarios 
were defined. The differences between the three scenarios are listed in Table 6-4. As for the 
hydrogen use-case, the first scenario, VRFB-I, analyses the installation of the VRFB into a dwelling 
equipped with a typically sized PV array. The second scenario, VRFB-II, investigates the influence of 
the electric demand on the performance of the VRFB and SOC utilisation. Finally, the third scenario, 
VRFB-III, analyses the possibility of the building to respond to DSR signal.  
Simulation input variables were the scaled minutely averaged measured PV data of the year 2013 
and the generated annual load profile. In scenario VRFB-I and VRFB-III the VRFB is installed in a 
detached house with 4 occupants. In scenario II the application of the VRFB was considered in a 
semi-detached house with in total 7 occupants. The additional annual electric demand of the second 
family was 4334.6 kWh. The initial SOC of the battery was set to 32%. 
Table 6-4: System configuration for the case studies with the VRFB. 
Scenario PV system (kWp) VRFB-System (kW/kWh) Electric demand (kWh) DSR 
VRFB-I 8 kWp 6 kW/20 kWh 4707.4 - 
VRFB-II 8 kWp 6 kW/20 kWh 4707.4+4334.6 - 
VRFB-III 8 kWp 6 kW/20 kWh 4707.4 X 
 
A sensitivity analysis was conducted to examine the impact of the different control parameters  
(e.g. minimum charge power) on the performance of the VRFB. Details of the performed analysis can 
be found in the Appendix A-4-7. Table 6-5 presents the finally applied control parameters for both 
the strategic supervisory level and the local control level. 
Table 6-5: Parameters of the energy management. 
















VRFB -1100 W  6.4 s 6500 W 1100 W 300 W 600 s 
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Table 6-6 outlines the results of the three performed case studies. A summary of annual performance 
indices is listed at the bottom of the table. The last three rows show the annual grid interaction 
index, annual grid import and the annual grid export without VRFB system. The introduction of the 
VRFB significantly reduced the grid interaction for all three scenarios. On an annual basis, energy was 
exported in scenario VRFB-I and VRFB-III, whereas energy was imported in scenario VRFB-II because 
of the increased electrical demand. The round-trip AC energy efficiency showed values around 46% 
for scenario VRFB-I and VRFB-III. In scenario VRFB-II the AC efficiency slightly rose to 48.8%. 
In the following sections the three scenarios are discussed in more detail. 
Table 6-6: Annual simulation results of three case studies. 
Scenario VRFB-I VRFB-II VRFB-III 
Parameter Annual Results 
Building: Electric demand (kWh) 4707.4 9042 4707.4 
PV generation (kWh) 7089.5 7089.5 7089.5 
Operating hours PV 3550 3550 3550 
Number of hours for which Pdiff<-1100 W 1560 1357 1560 
Number of hours for which Pdiff>300 W 3028 4502 3028 
VRFB:     
Discharged AC electricity (kWh) 1539.1 1873.6 1850.1 
Charged AC electricity (kWh) 3333.6 3839.1 3982.9 
Discharged stack electric charge (Ah) 41406 48878 49849 
Charged stack electric charge (Ah) 47551 55555 57225 
On/off cycles 2064 1930 2261 
Operational hours 2777.9 2457.8 3300.4 
Standby hours 288.1 195.2 352 
Grid exchange: Smart grid contribution (kWh) - - 798.8 
Grid import (kWh) 2027.9 5105.5 2521.8 
Grid export (kWh) 2615.5 1187.4 2771.2 
Annual performance indices Annual Results 
Efficiency 𝜂𝑒𝑛𝑒𝑝𝑒𝑐,𝐴𝐹  (%) 46.2 48.8 46.5 
Annual grid interaction index (%) 13.7 12.6 15.9 
Annual grid balance (kWh) 587.6 (exp.) 3918.1 (imp.) 1048.2 (exp.) 
Without 
VRFB: 
Annual grid interaction index 
(%) 
20.8 19.8 20.8 
Annual grid import (kWh) 3541 6937.8 3541 




    
6.2.2.1 Results of scenario VRFB-I 
The energy harvest of the PV system was 7089.5 kWh and the load demand was 4707.4 kWh. The 
amount of electric energy supplied to the VRFB and supplied by the VRFB was 3333.1 kWh and 
1539.1 kWh, respectively. The building imported 2027.9 kWh from the public electric grid. Compared 
to the simulation without VRFB, the import was significantly reduced by 43%. Figure 6-11 compares 
the daily supply cover factor and the daily load cover factor of the building with and without VRFB. 
The presence of the VRFB was mostly visible in the time period between the days 60 to 300. The 
supply cover factor significantly increased, thus, less energy was exported to the grid. The annual 
values of the supply cover factor with and without VRFB were 0.61 and 0.31, respectively. In 
addition, the load cover factor was noticeably increased. During the summer the building became 
almost self-sufficient (𝛾𝑒𝑒𝑣𝑚 = 1). The annual load cover factor was 0.58 and 0.25 for the simulation 
with and without VRFB, respectively. 
  
Figure 6-11: Daily supply cover factor (left) and load cover factor (right) of the building. The upper diagram 
shows the corresponding index without VRFB. 
 
The annual grid interaction index was reduced from 20.8% to 13.7% by introducing the VRFB. 
Compared to scenario H2-I, this improvement is slightly lower because of the smaller energy capacity 
of the VRFB compared to the hydrogen system. Figure 6-12 shows the grid interaction of the building 
with (bottom) and without (top) VRFB system. High activity of the VRFB can be registered during the 
spring, summer and autumn season. From the lower carpet plot it can be seen that the VRFB was 
most of the time in operation between morning and early afternoon storing surplus energy from the 
PV. In the evening hours the VRFB was discharged and high energy peaks were compensated, which 
can be noticed by a more uniform colour distribution. Throughout the year the VRFB performed 2064 






Figure 6-12: Carpet plot of the power at the grid connection without (top) and with VRFB (bottom). 
 
The daily performance of the building is illustrated in Figure 6-6 and Figure 6-13 for the day 201  
(20th July 2013). The sky was partly cloudy as can be seen from the highly fluctuating PV generation. 
On basis of the operational arrangements listed in Table 6-5, the developed demand predictor, see 
5.4.2, of the strategic supervisory level decided to start the VRFB in the morning around 7:00 h 
(marked with “A” in the upper diagram of Figure 6-13). The first hour of operation was very 
intermittent; the VRFB was transited between charge, standby and discharge. Later, the VRFB was 
charged along with the increasing PV power. After 10:00 h the cloud cover approached and the VRFB 
followed the highly fluctuating power difference (5-42), see “B” in the upper diagram of Figure 6-13. 
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Figure 6-13: Simulated response of VRFB to the difference power (top) and hydrogen storage evolution 
(bottom) for the simulation day 201 (20th July 2013). 
 
Subsequently, SOC evolution is reported in Figure 6-13. The SOC was at a relatively high level of 58%. 
During the day the SOC rose to 68% (see, “C” in the upper diagram) and further charging was 
restricted by the local supervisory controller of the VRFB (charging inhibited). The VRFB entered the 
off mode and the surplus PV was injected into the grid. During the afternoon the PV power 
decreased and the electric demand increased. At point “D” the VRFB was activated and the electric 
demand was fully served by the VRFB. It can be noticed that the VRFB was discharged mostly at low 
power values. At the end of the day, the SOC was at 49%. 
The annual AC energy efficiency of the VRFB system was 46.2 %. One reason for this low efficiency 
can be found in the low average charge/discharge power of 2.9 kW and 1 kW, respectively. 
Especially, the low discharge power leads to inefficiencies caused by the high energy demand of the 
two electrolyte pumps. Furthermore, the low electric demand forced the VRFB to operate at high 
SOC level, which accelerates component degradation. Only a small fraction of the total capacity was 
utilised on a daily basis. A sensitivity analysis was performed to investigate the impact of the PV array 
size and the load profile on the annual performance. It was found that the VRFB was affected by both 
the installed PV capacity and the demand. To increase the overall performance, the VRFB should 
operate at high charge and discharge power rate. Based on these findings, the scenario VRFB-II was 




6.2.2.2 Results of scenario VRFB-II 
The second scenario investigates the performance of the 6 kW/ 20 kWh VRFB system integrated into 
a semi-detached house (consequently with a higher demand) powered by a 8 kWp PV system. The 
annual PV energy yield was 8861.9 kWh, the VRFB consumed 3839.1 kWh and released 1873.6 kWh. 
The energy imported from the grid was 5105.5 kWh. Compared to simulation without VRFB, the 
energy import was reduced by 26%. The average charge/discharge power was 3.3 kW and 1.5 kW, 
respectively. As can be seen from Table 6-6, the AC energy efficiency rose from 46.2% to 48.8%. In 
addition, compared to scenario I the VRFB performed less on/off cycles (1930), the operational 
duration decreased from 2777.9 h to 2457.8 h and the standby time reduced from 288.1 h to 
195.2 h. Moreover, the annual grid interaction index decreased from 13.7% to 12.6%. Compared to 
scenario VRFB-I, the installation of the VRFB in a semi-detached house with increased electrical 
demand, led to an improved overall utilisation as illustrated in Figure 6-14.  
  
Figure 6-14: Annual evolution of the SOC of the 6 kW/20 kWh VRFB system installed in a single house (left) 
and semi-detached house with higher demand (right) both equipped with 8 kWp PV system. 
 
The VRFB performed almost a complete charge/discharge cycle at each operational day. Figure 6-15 
presents the annual power profile of the VRFB. During the day most of the available PV power was 
absorbed at high power rates. It can also be recognised from the carpet-plot, the VRFB was transited 
between charge and discharge during midday at certain days. The main activity in the building was 
during the evening and the VRFB was discharged at higher power levels as it can be seen from yellow 
to red coloured areas between 15:00 h and 24:00 h.  
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Figure 6-15: VRFB power profile during the year. 
6.2.2.3 Results of scenario VRFB-III 
The last scenario investigates the possibility of the smart grid interaction of a building-integrated 
VRFB system. Similar to the scenario H2-III, an artificial DSR was applied. In addition to storing energy 
it was considered that the building can release power or can stabilise the power injected into the 
grid. This application is different to the scenario H2-III as it accounts for the higher degree of 
operational flexibility of the VRFB in terms of switching between charge and discharge. Figure 6-16 
presents the generated smart grid message composed of the power reference signal and the 
activation signal. The building’s response to the signal for day 222 (middle) and 270 (bottom) are 
reported subsequently.  
At day 222 the smart grid signal contained a negative power reference signal, meaning that the 
building should inject power into the grid. Shortly before 10:00 h the smart grid message was 
transmitted and the VRFB was forced to operate. The power output of the PV was relatively low and 
intermittent. The electrical demand was also low except shortly after noon, where a small peak 
occurred. As can be seen in the middle diagram, the VRFB was able to stabilise the power injected 
into the grid most of the time. At point “A” the demand suddenly increased and the VRFB reached its 
maximum discharge current, thus, it was not able to compensate the demand. As a result, the power 
injected into the grid decreased for a short period. After 14:00 h the smart grid signal was set back to 
zero. 
The day 270 illustrates the case if the building is forced to store energy from the grid. After 23:00 h 
the smart grid signal was sent to the building and the VRFB transited into the charge mode. As can be 
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seen in the lower diagram, the power absorbed from the grid was stabilised at 5 kW. In the region at 
point “B”, shortly before 2:00 h, the maximum charge voltage was reached and the local control loop 
of the VRFB reduced the charge power. In general, the open circuit voltage of the VRFB increases 
with increasing SOC, consequently the magnitude of the charge power is also a function of the SOC. 
The lower the SOC value, the higher the maximum charge power, with respect to the system 
constraints such as maximum DC current, can be. A limitation of VRFB systems, in common with all 
battery systems, is the dependence of charge/discharge power on SOC.  
Regarding the annual performance, the results show only a small improvement compared to scenario 
VRFB-I. The operational hours were increased from 2777.9 h to 3300.4 h. The annual electric energy 
imported from the grid increased from 2027.9 kWh to 2521.8 kWh. However, 798.8 kWh can be 
attributed to the forced operation of the VRFB according to the smart grid message. Considering this, 
the annual grid balance was increased from 587.6 kWh (export) to 1048.2 kWh (export). From these 
results a similar conclusion as for the hydrogen system can be drawn: only the introduction of an 














6.2.2.4 Summary and conclusions of the VRFB simulation scenarios 
Three different scenarios were designed to assess the annual performance and the grid interaction of 
a building-integrated VRFB system applying the energy management strategy presented in section 
5.4 and the system model developed in section 5.3. From a sensitivity analysis threshold values of 
control parameters of the strategic supervisory level were derived and finally applied in all three 
scenarios. It was found that the minimum charge and discharge power should be -1100 W and 
300 W, respectively. These threshold values provide a high degree of operational flexibility to serve 
high and low power demands, which are typical for domestic application. In all three scenarios the 
round-trip efficiency of the VRFB was greater than 46%. The results clearly show that the 
introduction of the VRFB significantly reduces the grid interaction of the building. 
Scenario VRFB-I discussed the application of 6 kW VRFB system integrated in a four-person dwelling 
equipped with a 8 kWp PV system. The results indicate that the VRFB is sensitive to both the available 
PV power and the electric demand. Especially, the electric demand should be high enough to operate 
the VRFB at higher discharge power rates so as to increase the round-trip efficiency. Furthermore, it 
can be seen that the capacity of the VRFB was not fully utilised and that the SOC was kept at high 
levels during the summer which might accelerate component degradation. 
In scenario VRFB-II it was shown that the performance of the VRFB can be improved by increasing the 
electric demand. In addition, the SOC of the VRFB was better utilised and almost a complete 
charge/discharge cycle was performed at each operational day.  
In scenario VRFB-III the smart grid interaction of a building-integrated VRFB system was discussed. In 
comparison to scenario H2-III the VRFB offers a high degree of operational flexibility. The maximum 
charge/discharge power has a similar magnitude and the VRFB can be switched between charge and 
discharge almost instantaneously. It was shown that the VRFB can be applied to stabilise the power 
injected into the public grid at the PCC of the building. Furthermore, the VRFB can be used to store 
excess energy from the grid if needed. However, in common with all batteries system, the VRFB 
charge/discharge power depends on the SOC of the electrolyte. This characteristic limits the 
capability, for instance, to absorb a constant high power over longer time periods from the public 
grid as shown in this scenario. 
6.2.3 Comparison of the application of hydrogen and VRFB in buildings 
Hydrogen systems and VRFB are not directly comparable, however, in this section the attempt is 
made to find the key merits and shortcomings between both technologies based on the discussed 
simulation scenarios.  
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From the annual results it is evident that the VRFB outperforms the hydrogen loop in terms of the 
overall efficiency. The AC round-trip efficiency of the hydrogen loop is approximately one third of the 
VRFB’s efficiency. However, the hydrogen loop can be better adapted to the application due to the 
independent scalability of the electrolyser and fuel cell. The electrolyser can be sized to meet the PV 
power which is typically in the range of several kWs and the fuel cell can be sized to serve the low to 
mid power demands, which are more likely in a domestic load profile. On the other hand, the VRFB 
system should be placed into an application with high PV power and high electric demand. The AC 
efficiency can be slightly improved by operating the VRFB at high average charge/discharge power. 
However, more importantly a high electric demand leads to a better utilisation of the SOC during the 
summer months. Thus, a stagnation of the electrolyte at high SOC levels can be avoided and the 
system life time can be improved.  
Both scenarios, H2-I and VRFB-I, were based on the same load and PV profile. Hence operational 
differences can be identified by comparing Figure 6-4 and Figure 6-11. Due to its higher overall 
efficiency and the higher degree of operational flexibility, the application of the VRFB results in 
higher annual values for the supply and load cover factor. This is most evident by comparing the load 
cover factor during the summer. The VRFB system reaches almost a value of one, meaning that the 
building becomes nearly self-sufficient. This can be also identified by comparing Figure 6-5 and  
Figure 6-12 showing the grid interaction of the building. 
Comparing the two discussed smart grid scenarios an advantage of the hydrogen loop over the VRFB 
was found. The electrolyser can be charged at maximum power until the storage is completely full, 
whereas the VRFB reaches its voltage limit at higher SOC values due to the increasing voltage 




6.3  Experimental demonstration 
Figure 6-17 illustrates the hardware setup used to carry out the experiments presented in the 
sections below. As outlined in section 5.4 the strategic supervisory level is implemented in 
MATLAB/Simulink®/Stateflow® and it can be directly connected to the LON communication network, 
see section 3.6, via the Simulink® OPC toolbox (OPC Toolbox 2012). A cross communication among 
the LON subnets, see section 3.3, are achieved by network interfaces (AS) via LON over IP.  
In general, the communication among LON devices (nodes) is established by exchanging network 
variables. Each device has a set of network input variables (nvi’s) and network output variables 
(nvo’s). The data exchange rate is driven by the COV mechanism, meaning that only data messages 
between the network nodes will be exchanged if the value of the network variable has changed by a 
certain magnitude. 
 
Figure 6-17: Experimental set-up for real-time operation. 
 
As an example how the LON nodes interact with each other, Figure 6-18 illustrates the involved 
network variables to control the AC power consumption of the electrolyser system. The AC power 
output of the renewable energy sources, the electrolyser and the electric loads is separately 
measured by LON power meters. The information about the actual power supply and demand is sent 
to the strategic supervisory level, see section 5.4. If the condition of demand predictor, see section 
5.4.2, is fulfilled, a message (“nvo_Ele_activate”) is sent to the local LON PLC of the electrolyser. At 
this time instant the LON PLC activates the electrolyser via the analogue signal (4-20 mA). As soon as 
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the electrolyser enters the operational state, a message (“nvo_Ele_State”) is sent from the LON PLC 
to the strategic supervisory level and the filtered power reference signal (“nvo_P_Ref”) will be 
periodically sent from the strategic supervisory level to the LON PLC of the electrolyser. Within the 
developed PLC program, the control derivation is calculated by subtracting the measured AC power 
of the electrolyser (“nvo_P_Ele”) from the power reference signal. The PI controller implemented in 
the PLC regulates the AC power by adjusting the 4-20 mA analogue input signal of the electrolyser’s 
internal control system. 
 
Figure 6-18: Control loop to regulate the power consumption of the electrolyser. 
 
In the following sections the experimental results of two different system configurations of the HREP 
are presented. The first experiment demonstrates the dynamic performance of a building-integrated 
hydrogen loop and the second one demonstrates the operation of the HREP configured as hybrid 
storage system. As shown in the simulation study, a suitable PV system capacity for the electrolyser 
and the VRFB would be 8 kWP. Therefore, it was decided to scale the sum of measured power of the 
three PV systems (in total 6.12 kWP) by 8/6.12 to emulate 8 kWP. The electric load profile was 
generated by using the aforementioned electric load model and was utilised by the three 




6.3.1 Experimental demonstration: Hydrogen system 
The first experimental case-study was set up based on a domestic electric load profile for a dwelling 
where a hybrid energy system composed of PV, electrolyser and fuel cell is employed to utilise the 
renewable energy locally. Figure 6-19 illustrates the measured electric power consumed by the AC 
loads and the scaled measured PV power on 3rd of September 2014 at Ostfalia University. The electric 
demand was characterised by a low base load and rapid power changes during midday and an 
increased demand after 18:00 h. The generated PV power was highly fluctuating over the day due to 
scattered clouds. It is evident that without electrical storage most of the on-site generated PV power 
would have been injected into the grid. 
 
Figure 6-19: Electricity generation by the PV and the electric demand on the 3rd Sept. 2014. 
 
Figure 6-20 shows in the upper graph the calculated power difference (5-42), the measured fuel cell 
power and the measured electrolyser power. The evolution of the hydrogen storage is illustrated 
subsequently. The PV system generated 28.96 kWh and the electrical demand was 13.77 kWh, 
whereby 3.77 kWh were supplied by the fuel cell. The electrolyser consumed 17.95 kWh electrical 
energy to produce 1.7 m³ (NTP) hydrogen. 
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Figure 6-20: The calculated power difference, the measured power of the electrolyser and of the fuel cell 
(top diagram). The measured pressure of the hydrogen tank (lower diagram). 
 
Considering only time intervals at which the electrolyser consumed energy and the fuel cell released 
energy, the average operating AC power of the electrolyser and the fuel cell was approximately 4 kW 
(320 mA/cm²) and 540 W, respectively. The calculated AC energy efficiency of the electrolyser and 
fuel cell was 33.2% and 41.2%, respectively. Furthermore, the overall efficiency of the hydrogen 
results in 14%. Comparing these calculated AC efficiencies with the results of the steady state 
experiments, presented in Figure 4-4 for the electrolyser and Figure 4-14 for the fuel cell, reveals that 
the efficiency is affected by the transient operation. Especially, the efficiency of the electrolyser is 
approximately 7% below the steady state value. The fuel cell efficiency is slightly affected by the 
transient operation and is approximately 2% below the steady state value. 
The ability of both the electrolyser and the fuel cell to deal with the highly fluctuating electric power 
profile is reported below. As explained in chapter 6.1, the main decision variable of the strategic 
supervisory level is the power difference between the electric demand and the PV power. Based on 
this information decisions are made by the energy management system whether to activate the 
energy systems and the power reference signal is generated with respect to the dynamic 
performance for the corresponding component. If the energy system was able to respond 
instantaneously to this signal, the energy system would reach its maximum dynamic performance. 
Considering the power reference signals for the electrolyser and fuel cell, the ideal power exchanged 
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with the grid would be as shown in the upper diagram of Figure 6-21. The lower diagram shows the 
calculated grid power (5-43) based on the measured response of the electrolyser and fuel cell. It can 
be seen that especially during transient operation the measured profile shows wider fluctuations 
than the ideal course of the power.  
 
Figure 6-21: The top graph shows the ideal grid power. The lower graph depicts the exchanged power with 
grid based on the measurements. 
 
The functionality of the demand predictor, see section 5.4.2, is illustrated in Figure 6-22. The 
calculated power difference (5-42), the estimated 10-minute forecast (5-46) and the 10-minute trend 
(5-45) of the power difference are illustrated in the upper diagram. Subsequently, the activation 
signal and the operational states of the electrolyser are reported. At approximately 11:00 h the 
calculated forecast value was above the threshold value and the strategic supervisory level sent the 
activation signal to the electrolyser. The electrolyser was transited from state 1 (off) to 2 (start-up). 
Furthermore, from the lower diagram it can be seen that the electrolyser was transferred several 
times from operation (state 3) into the standby (state 4). Around 19:00 h the electrolyser entered the 
blow down mode (state 5) and was finally transited back into the off mode. 
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Figure 6-22: The top graph depicts the power difference, the 10-minute forecast of the power difference and 
the trend of the forecast. The lower graph shows the activation signal (scaled by 1/10) and the operational 
state of the electrolyser. 
 
Figure 6-23 reports the dynamic response of the electrolyser system. The upper diagram shows the 
power difference, the reference power signal and the measured electrolyser power throughout the 
day. The start-up period is marked and highlights the increased power demand of the electrolyser to 
pressurise itself. The middle graph shows an enlargement of the red frame marked with “1” in the 
upper diagram. Here the dynamic response of the system is illustrated over time period of 15 
minutes. The electrolyser was forced into standby several times; however, it was able to response 
quickly to the power changes. A zoom into the red frame “2” is presented at the bottom. This graph 
shows the response of the system over a time period of one minute. As shown in the diagram, the 
electrolyser system can follow sudden power changes of the power reference signal with a time 
delay of three to four seconds. Furthermore, the power control loop was able to stabilise the power 
consumption of the electrolyser quickly. 
The effectiveness of the demand predictor to activate the fuel cell is illustrated in Figure 6-24. The 
upper diagram reports the calculated power difference, the 2-minute forecast and the 2-minute 
trend of the power difference. The top graph is similar to the top graph of Figure 6-22, however, the 
estimation time of the forecast and trend are shorter. Consequently, the evolution of the forecast 
and trend are less smoothed compared to Figure 6-22. Below, the activation signal and the 
operational states of the fuel cell are illustrated. The fuel cell was activated twice, in the morning and 







Figure 6-23: Electrolyser characteristic: Top diagram shows the complete test. The middle diagram depicts 




    
At approximately 6:25 h the calculated forecast value was above the threshold value and the 
strategic supervisory level sent the activation signal to the fuel cell. The fuel cell was transferred from 
operational state 1 (off) to 2 (start-up) and finally to 3 (operation). Furthermore, as can be seen from 
the lower diagram, the fuel cell was transited several times into standby (state 4). 
 
Figure 6-24: The top graph depicts the power difference, the 2-minute forecast of the power difference and 
the trend of the forecast. The lower graph shows the activation signal (scaled by 1/10) and the operational 
state of the fuel cell. 
 
Figure 6-25 illustrates the dynamic behaviour of the fuel cell system. The upper diagram shows the 
power difference, the reference power signal and the measured fuel cell power over the day. The red 
frame “1” marked the time period which is reported in more detail subsequently. The middle graph 
depicts the start-up process of the fuel cell and the dynamic response from 8:21 h to 8:37 h. At this 
time the PV started to generate electricity and influenced noticeable the power profile after 8:35 h. 
An enlargement of the red frame “2” is shown below. The diagram depicts the response of the fuel 
cell over a period of about 1.5 minutes. The power difference was highly volatile due to the PV 
power. The power control loop implemented into the PLC of the fuel cell controlled quite quickly the 
power output. Furthermore, the filtered reference signal provided by the strategic supervisory level 






Figure 6-25: Fuel cell behaviour: Top diagram shows the complete test. The middle diagram depicts the 
activation and load following capability. The bottom diagram illustrates the response characteristic. 
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6.3.2 Experimental demonstration: Hybrid storage system 
The second experimental case-study considered a domestic electric load profile for a dwelling and 
the HREP was configured as a hybrid energy system composed of PV, VRFB, electrolyser and fuel cell. 
As described in section 5.4.1, in case of a hybrid storage system, the energy management strategy 
prefers the VRFB to store/release energy before the hydrogen system is activated. 
Figure 6-26 illustrates the measured electric power consumed by the AC loads and the scaled 
measured PV power on 17th September 2014 at Ostfalia University. The electric demand was 
characterised by a low base load, rapid power changes during morning hours and an increased 
demand after 16:00 h. Daily electricity demand was 15.78 kWh. The sky on this day was hazy with 
some cloud interruptions during the day. The daily PV energy yield was 31.92 kWh. 
 
Figure 6-26: Electricity generation by the PV arrays and the electric demand on the 17th Sept. 2014. 
 
Figure 6-27 reports in the upper graph the calculated power difference (5-42), the measured VRFB 
power, the measured fuel cell power and the measured electrolyser power. The evolution of both 
the SOC of the VRFB and the hydrogen storage are illustrated subsequently. It has to be noticed that 
the SOC range of the VRFB was restricted due to unexpected system degradation. The reasons for 
this are currently under investigation by the manufacturer and out of scope of this thesis. Therefore, 
the SOC was limited between 40% and 64% for this demonstration. The initial SOC of the VRFB was at 
53% and the hydrogen storage pressure was at 24.6 bar. The noticeable pressure variations at 
moments at which the electrolyser and the fuel cell were switched off were caused by ambient 
temperature variations. The VRFB supplied 5.9 kWh to the electrical demand and consumed 
10.8 kWh. To estimate the AC system efficiency of the VRFB only the charge and discharge energy 
within the time period between 11:30 h to 13:00 h and 18:00 h to 20:00 h and between an SOC of 
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48% to 60% were considered. The calculated charge and discharge energy were 9.68 kWh and 3.98 
kWh, respectively. The calculated AC system efficiency of the VRFB was 41%. The electrolyser 
consumed 11.51 kWh electric energy to produce 1.12 m³ (NTP) of hydrogen. The fuel cell supplied 
0.83 kWh electric energy and consumed 0.67 m³ (NTP) of hydrogen. The AC energy efficiency of the 
electrolyser and the fuel cell was 34.4 % and 41.5%, respectively. The overall efficiency of the 
hydrogen loop was 14.3%.  
 
 
Figure 6-27: The calculated power difference, the measured power of the, VRFB, electrolyser and of the fuel 
cell (top diagram). The SOC of the VRFB and the measured pressure of the hydrogen tank (lower diagram). 
 
The operation of the hybrid storage system with a particular focus on the ability of the VRFB to 
response to the fluctuating electric power profile is reported below. As aforementioned, the main 
decision variable of the strategic supervisory level is the power difference between the electric 
demand and the PV power. In addition, the VRFB system is preferred in the hybrid storage 
configuration due to its higher overall efficiency. Based on the power difference the decision is made 
to activate the energy systems and the power reference signal is generated regarding the dynamic 
performance for the corresponding component. If the energy systems were able to respond 
instantaneously to the reference signals, the maximum dynamic performance of the HRES is reached. 
Considering the power reference signals for the VRFB, electrolyser and fuel cell, the optimal power 
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exchanged with the grid would be as shown in the upper diagram of Figure 6-28. The lower diagram 
shows the calculated grid power (5-43) based on the real response of the VRFB, electrolyser and fuel 
cell. It can be seen that especially during transient operation the real profile shows a higher degree of 
variability in comparison to the ideal course of the power.  
 
Figure 6-28: The top graph shows the ideal grid power considering the power reference signals. The lower 
graph depicts the exchanged power with the grid based on the measurements. 
 
The effectiveness of the strategic supervisory level, see section 5.4, to coordinate the hybrid storage 
configuration of the HREP is illustrated in Figure 6-29. The upper diagram illustrates the power 
difference (5-42), the 2-minute forecast (5-46) and the 2-minute trend (5-45) of the power 
difference. Below, the activation signals of the VRFB, electrolyser and fuel cell are reported. The 
lower diagram illustrates the operational state of the energy systems. At approximately 7:15 h the 
calculated forecast was above the threshold value to discharge the VRFB and the supervisory level 
sent the activation signal. The VRFB was transited from state 6 (off) to 1 (start-up) as shown in the 
lower diagram. In total the VRFB performed five start-ups during the day. Furthermore, it can be 
seen that the VRFB was transferred several times from operation (state 2) into the standby (state 3). 
After 9:30 h the surplus PV energy was supplied to the VRFB. Around 13:30 h the supervisory level 
decided to activate the electrolyser before the VRFB would reach its SOC limited. The VRFB was 
activated again at approximately 17:30 h to supply electrical energy to the loads. At 21:30 h the 




Figure 6-29: The top graph depicts the power difference, the 2-minute forecast of the power difference and 
the trend of the forecast. The middle graph shows the activation signal (scaled by 1/10) generated in the 
supervisory level. The lower graph illustrates the operational state of the VRFB, electrolyser and fuel cell. 
 
Figure 6-30 and Figure 6-31 report the dynamic response of the VRFB system. The upper diagram in 
Figure 6-30 shows the power difference, the reference power signal and the measured VRFB power 
over the day. Subsequently, the area “1” of the upper diagram is illustrated. The start-up period of 
the VRFB is marked. Interesting here is the short high power peak caused by the internal control 
system of the inverters before the VRFB followed the demand. Another interesting area is marked 
with “A”. At this instant the VRFB system switched from discharge to charge. Similar to the activation 






    
 
 
Figure 6-30: VRFB characteristic: Top diagram reports the complete test. The lower diagram, an enlargement 
of frame “1”, shows the start-up of the VRFB and the transition between discharge and charge. 
 
A zoom into the red frame “2” of Figure 6-30 is presented in the upper diagram of Figure 6-31. This 
graph shows the response of the VRFB over a time period of one hour. As shown in the diagram, the 
VRFB system can follow the sudden power changes of the power reference signal. Furthermore, the 
power control loop was able to stabilise the charge power quickly. To investigate the dynamic 
performance in more detail, the area “3” is presented in the lower diagram over a time period of two 
minutes. It can be seen that the response of the PI controller was fairly acceptable and the VRFB 






Figure 6-31: VRFB characteristic: Top diagram shows the area 2 of the upper diagram in Figure 6-30. Lower 
diagram illustrates the area 3. 
6.3.3 Summary and conclusions of the experimental demonstration 
The experimental results provided in this section, validate the developed energy management 
system as described in section 5.4 for single and hybrid storage configuration of the HREP.  
From the results it can be concluded that the dynamic operation influences the performance of the 
hydrogen loop. Especially, the electrolyser showed a 7% lower AC efficiency compared to steady 
state results presented in section 4.1.1. This was caused by the start-up and warm-up period of the 
electrolyser. The fuel cell was less sensitive to the dynamic operation. The efficiency was only 2% 
below the steady state results presented in section 4.2.1. The dynamic results of the VRFB presented 
in this section are not comparable to the experimental results shown in section 4.3.1 because of 
unexpected component degradation. However, the first impression is that the performance is only 
slightly affected by the dynamic operation. 
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The load following capability of the hydrogen loop and the VRFB integrated into a building 
automation system were additionally presented in this section. Compared to the multiple dynamic 
event experiments presented in section 4.1.3, 4.2.3 and 4.3.3, the time before the energy starts to 
follow the reference power signal increased due to the communication between the energy 
management system and the local control units. The response time of the energy systems varied 
between 3-6 seconds. Such variations limit the capability of the components to compensate high 
power fluctuations, which can be noticed by comparing the ideal grid power and the calculated grid 
power as shown in Figure 6-20 and Figure 6-27. However, the power control implemented into the 





7 Conclusions and perspective 
This research aimed to investigate the impact of operational conditions and dynamic transitions on 
the performance of an alkaline electrolyser, a proton exchange membrane (PEM) fuel cell and a 
vanadium-redox-flow-battery (VRFB) integrated into a hybrid-renewable-energy-system (HRES) to 
satisfy a domestic demand. In the following a brief overview of the thesis is outlined in section 7.1, 
followed by presenting the outcomes in section 7.2. Recommendation for improvements and a 
suggestion of possible future routes for developments as the continuation of this research are 
presented in section 7.3. Finally, the main contributions are highlighted in section 7.4.  
7.1 Overview of the thesis 
It is expected that buildings will evolve into an active unit integrated in an electricity grid in which the 
electricity is generated, distributed and locally consumed. The introduction of electric storage 
technologies at this level can be applied to temporarily decouple the volatile renewable power 
generation from the electric demand. Various energy storage technologies have been discussed in 
the literature to store energy from renewable sources; however, each storage technology has its own 
merits and shortcomings. Two promising technologies, which can be applied at residential level, are 
hydrogen systems and VRFB. Although both technologies are commercially available in power rates 
and applicable for buildings, no existing literature was found to describe experimental studies that 
show how hydrogen systems and VRFB would response to a volatile power profile, if they are 
integrated in a building automation system. In simulation studies, on the other hand, hydrogen 
systems are often considered to be part of a residential scale HRES. A common simplification in such 
studies applied is that operational transitions such as start-up, standby and shutdowns are neglected 
and it is assumed that the energy systems can almost instantaneously respond to load variations. 
This thesis has sought to cover this research gap by combining theoretical and operational aspects 
into an integrated system model based on detailed experimental analysis of each energy system.  
The research was carried out by means of a literature review (chapter 2), further development and 
the set-up of an experimental platform (chapter 3) and systematic experimental characterisation of 
the energy systems (chapter 4). In addition, system models have been developed and validated. 
Furthermore, an energy management strategy has been defined and implemented (chapter 5). 
Several simulation case-studies were designed to determine the annual performance, local utilisation 
of the renewable energy and the grid interaction of the building (chapter 6). Moreover, the 
developed energy management strategy has been applied to control the experimental platform and 
the dynamic interaction of the energy systems was presented in detail. 
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7.2 Conclusions 
In the following sections the main achievements and findings in the light of the three research 
objectives are reviewed. 
7.2.1 System integration and experimental characterisation of the energy storage 
technologies 
The development of an experimental platform, the hybrid renewable energy park of the Ostfalia 
University Wolfenbüttel, has been outlined in detail. The technical focus was on the integration of an 
alkaline electrolyser, a PEM fuel cell and a VRFB system into the experimental platform. Although all 
applied technologies are commercially available, several integration issues were encountered and 
have been addressed. The most challenging task was the communicational integration into a building 
automation system (local operating network - LON) because of the diversity of the components, and 
the development of a control structure. Different communication protocols have been integrated 
and additional programmable logical controllers (PLC) installed and programmed. The achievement 
of a unified communication channel among all energy systems, the renewable energy sources and 
the electric storage technologies, was of utmost importance to establish data acquisition and to 
develop an overall energy management strategy. 
To investigate the steady-state and dynamic behaviour of the energy systems an experimental 
method has been introduced, which can generally be applied to characterise energy systems. The 
first set of experiments was designed to identify operational aspects such as start-up and to 
determine the steady-state performance. The second set, the step-response experiments, revealed 
unfavourable operating conditions of the energy systems, which can lead to component degradation. 
The last set of experiments was carried out to determine the load following capability of the 
electrolyser, fuel cell and VRFB, which is the most likely event in a HRES. This experiment involved 
not only the energy system itself and the corresponding power conditioning unit, but also the 
installed PLC.  
Each energy system follows a similar start-up routine before the power input/output can be finally 
controlled and has similar operational states. In addition, the time period to transfer the energy 
systems into normal operation varies from 2 minutes of the fuel cell and VRFB to 15 minutes of the 
electrolyser. Furthermore, the hydrogen systems are significantly influenced by the operating 
temperature. The electrolyser needs approximately 80 minutes at maximum power to reach its 
operating temperature. Bearing in mind that the daily average operating time is 4 to 6 hours at 
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variable power rate, it is clear that the performance of the hydrogen systems is affected by the 
dynamic operation. 
The dynamic test has shown that considering only a step-response experiment would overestimate 
the dynamic performance. Thus, the multiple dynamic event experiment has been applied to 
determine the load following capability of each energy system. For instance, the VRFB can properly 
follow a load variation of approximately 5% of its rated power per second. This is an interesting 
finding because it is commonly assumed that VRFB can follow with a much larger slew rate, which 
may apply for individual systems or large scale applications with specialised equipment.  
Furthermore, from the outlined results it can be concluded when operating HRES it is important to 
analyse the dynamic performance of the energy systems not only at component level, but also at a 
combined system level. Considering only the response times quoted in the literature would lead to 
an overestimation of the load following capability. This is in particular valid for distributed systems 
linked via a communication channel with several interacting control units. The presented 
experimental characterisation method can be applied to identify dynamic limitations and to define 
appropriate control strategies for multivendor HRES. 
To summarise, the first research objective was motivated by the need to provide an experimental 
platform to investigate, document and report the performance of two emerging energy storage 
technologies, the hydrogen system and the VRFB, and to provide an environment to develop suitable 
control strategies for HRES. The main achievements are: 
• Development of a fully instrumented, integrated and modular hybrid renewable energy 
system to analyse the performance of energy storage systems and to test different control 
strategies. 
• Detailed performance characterisation of an alkaline electrolyser, a PEM fuel cell system and 
vanadium-redox-flow-battery at system level and the identification of system limitations to 
satisfy a volatile power profile. 
• The developed method to characterise the energy systems helps to identify transient 
limitation not only at component level, but also at system level. 
7.2.2 Development of integrated system models and an energy management strategy 
A generic model layout for energy systems has been presented. The model layout has a modular 
structure composed of individual sub-models to describe the electrical and thermal (if required) 
behaviour, the energy capacity, the operational modes and the local power control. From the 
experimental analysis it has been identified that each energy system has different operating modes, 
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for example, initialisation, start-up or standby. Such discrete states of a system can be described by 
applying the statechart formalism. The MATLAB®/Simulink®/Stateflow® software has been used for 
the modelling process. Although the presented models are tailored to the physical systems installed 
at Ostfalia University, the experimental methods developed in this thesis to extract the empirical 
parameters of the models can be applied to other electrolysers, fuel cells or VRFB.  
The experimental characterisation has shown that the electrolyser’s performance is significantly 
affected by the temperature. It is therefore important to consider the impact of the dynamic 
operation associated with the intermittent power output of renewables on the temperature. A 
commonly applied approach to model the thermal behaviour of electrolysers for system level 
simulations was not effective in predicting the operating temperature of the installed electrolyser in 
low power regions. An experimental method has been developed to investigate the impact of the DC 
current on the warm-up sequence of the electrolyser. Based on these results two empirical functions 
have been defined aiming to take into account the findings without increasing the complexity of the 
thermal model. The validation against measured data has shown that the thermal model accurately 
predicts the temperature evolution at different DC currents. As aforementioned the temperature is 
an important factor which has significant impact on the system’s performance. In particular when 
considering the utilisation of the waste heat, the prediction of the temperature evolution becomes 
even more important. Therefore, the developed system model can be applied to evaluate both the 
electrical and thermal performance of an electrolyser integrated into HRES. 
The presented electrical model of the fuel cell is based on an existing semi-empirical model 
approach. However, the experimental analysis of the fuel cell system has shown that the internal 
resistance depends on temperature and the water content of the membrane, which is not 
considered in the initially applied model approach. To take this dependence into account the internal 
resistance has been modelled by an empirical function, which considers the impact of the 
temperature and the DC current. In addition, a thermal model has been developed that predicts the 
temperature based on the load dependence of the temperature control system. The overall heat loss 
of the fuel cell system has been modelled as a function of the DC current. Furthermore, parasitic 
losses of the BOP are incorporated in the system model.  
From the experimental analysis of the VRFB it has been found that the equivalent internal resistance 
of the battery stack depends on the SOC of the electrolyte and magnitude of the charge/discharge 
current. A nonlinear regression analysis has been employed to model the equivalent internal 
resistance as a function of the SOC and the DC current rate. In addition, Coulombic losses have been 
considered by a shunt resistance in parallel with the voltage model. An experimental method has 
been designed to find an empirical function to calculate the shunt resistance in dependence of the 
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DC current. The developed electrical model of the VRFB is an improvement compared to other 
models applied for system level simulations, since it takes into account voltage and Coulombic losses, 
which depend on the SOC and/or DC current. In addition, the designed experimental methods can be 
applied to extract the parameters from other VRFB systems. 
Each system model has been validated against measured data with a temporal resolution of seconds 
by means of the cross validation technique. The predicted values of the system models show a good 
correlation with the measured data; the mean absolute percentage error is less than 3%.  
Different energy management approaches have been reviewed, among which deterministic methods 
have been broadly applied for HRES due to their simplicity and robustness. Another advantage of 
such methods is that they can be applied in real-time. Thus, the approach chosen uses three well 
known mechanisms, but their combination forms an advanced energy management strategy. The 
statecharts formalism is used to establish an overall coordination of the systems. The double 
exponential smoothing is implemented because no external weather data or large sets of historical 
data are required to calculate the forecast and the trend. In addition, low pass filter have been 
considered to smooth the power reference signal for the corresponding energy systems according to 
their dynamic limitations. These three mechanisms can be easily implemented into the simulation 
software or the PLCs. Moreover, the results show that the combined approach can effectively 
manage the HRES. 
To summarise, the second objective was motivated by the need to develop system models which 
reflect the real operational behaviour of the energy storage technologies, which can easily be 
integrated in system level simulations to design HRES and to define operating strategies. The main 
achievements are: 
• Development of combined system models of an alkaline electrolyser, a PEM fuel cell and a 
VRFB. System specific operational states and internal losses have been incorporated. 
Experimental methods have been designed to extract the empirical coefficients from the 
measured data. Each developed system model shows a good accuracy with a mean absolute 
percentage error of less than 3%. 
• Development of an advanced energy management strategy to coordinate and to control the 
HRES. Three mechanisms, the statechart formalism, the double exponential smoothing and 
the frequency decoupling have been combined to manage the HRES and to analyse the 




    
7.2.3 Performance evaluation of the building-integrated energy storage technologies 
Various simulation scenarios have been defined to assess the application of building-integrated 
hydrogen systems and VRFB and to determine the local utilisation of on-site generated PV energy 
and the grid interaction of a building. A domestic load model has been applied to generate a load 
profile that reflects the typical stochastic behaviour of the electric demand. Simulation inputs were 
the generated load profile and measured data of the installed PV systems at Ostfalia University with 
a temporal resolution of one minute. Applying high temporal resolution data is one advantage of this 
thesis compared to other simulation studies which typically use data with a resolution of minutes to 
1 hour to perform annual simulations.  
A sensitivity analysis has been performed to optimise the threshold values of the control parameters 
(the minimum and maximum power input/output) included in the strategic supervisory level. The 
power output of the fuel cell should be restricted to 75% of the maximum power output to achieve 
high overall system efficiency. The efficacy of the developed strategic supervisory level has been 
demonstrated by comparing a simulation with and without demand forecast. It has been shown that 
the developed forecast algorithm to activate the energy systems reduced the number of start-ups of 
the electrolyser by 54% and that its average operational duration was increased by 22%. As a result, 
the electrolyser was operated more efficiently.  
The simulations of a building-integrated hydrogen system have shown that more on-site generated 
renewable energy was utilised to meet the building’s electrical demand and that the grid interaction 
of the building was significantly reduced. The value of the AC energy efficiency of the hydrogen 
system was less than 20%. A considerable proportion of the losses were manifested in heat for both 
the electrolyser and the fuel cell. Therefore, the possibility to capture the waste heat of the hydrogen 
system and making use of it in a domestic application has been investigated. The results have shown 
that the overall energy efficiency can be improved from less than 20% to approximately 35%. 
Furthermore, it has been found that the utilisation of waste heat of the electrolyser can be used to 
satisfy 18% of the annual domestic hot water demand. This important outcome underlines the 
utilisation of the waste heat from both the electrolyser and the fuel cell, which has not gained much 
attention so far. Only a few simulation studies have been found (Lacko et al. 2014; Sossan et al. 
2014), whereby both studies applied simplified models without analysing the temperature regime of 
the utilised heat. In this thesis the utilisation of the waste heat has been quantified by using a 
validated system model. Only the proportion of the removed heat with a reasonable temperature 
level of greater than 40°C has been considered.  
192 
 
A sensitivity analysis was conducted to establish the impact of the ratio of the PV size to the 
electrolyser size on the annual performance and the grid interaction. The results show that if the 
electrolyser is sized to meet the maximum PV power, the annual efficiency will be lower and the grid 
interaction will increase. With increasing PV size the utilisation of the electrolyser and thus the 
performance slightly increases; however, at a certain ratio the grid interaction starts to increase 
again. From the results obtained, it can be suggested that the electrolyser should have a power 
capacity of approximately 70% of the PV size to achieve a good performance and a low grid 
interaction. This result is interesting because a commonly applied sizing method for an electrolyser is 
to calculate the difference between the rated power of the renewable sources and the minimum 
load, and to reduce the calculated value by 50% to get a high utilisation (Gazey 2014). The capability 
of the electrolyser to reduce the power fluctuations is not considered. In addition, this result is 
relevant for stand-alone applications in which the power fluctuations not met by the electrolyser 
would need to be compensated by a short-term storage such as lead-acid batteries to guarantee grid 
stability. This outcome also underlines the need to apply high resolution data to assess the 
performance of energy storages associated with volatile power profiles. 
Similar simulations have been carried out with the VRFB system model. The annual simulations have 
shown that the electricity grid import and the grid interaction of the building were significantly 
reduced. A sensitivity analyses has been performed to investigate the impact of the PV size and the 
electric demand on the annual performance of the VRFB. It has been found that the electrical 
demand should be high enough to operate the VRFB at higher discharge power rates to achieve a 
higher overall AC energy efficiency. Furthermore, a low electric demand leads to a poor utilisation of 
the VRFB’s SOC during the summer months. The SOC was kept at high average levels which may 
accelerate component degradation (Schreiber 2011). A simulation scenario with an increased 
demand has been conducted and the results showed that the annual AC efficiency of the VRFB was 
slightly increased from 46.2% to 48.8%. Even more importantly, cycling of the electrolyte at high SOC 
levels was avoided.  
In addition, simulations have been carried out to assess the application of building-integrated 
hydrogen systems and VRFB in a smart grid scenario. A demand response signal was provided from a 
smart grid operator. The results demonstrate that both the electrolyser and the VRFB can be used to 
store excess electric energy from the grid. Especially, during the winter season where the energy 
storage system is most of the time unused and at low SOC levels because of the low available PV 
power. The shared use of the energy storage system could be beneficial for both the building owner 
and the smart grid operator. Compared to lead-acid batteries, which have to be kept at high SOC 
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levels, both storage technologies may have a high potential to be applied as deferrable load in a 
future smart grid. 
Based on the results of the annual simulations of both, the hydrogen systems and VRFB, a method to 
compare their performance in a domestic application has been described and applied. Considering 
only the AC energy efficiency the VRFB outperforms the hydrogen system. The AC round-trip 
efficiency of the hydrogen system is approximately one third of the VRFB’s efficiency. Regarding the 
system design it can be suggested that the VRFB should be placed in buildings with a high average 
demand, whereas the hydrogen system can be better adapted to the installed PV size and the 
electric demand due to the independent scalability of the electrolyser and fuel cell. 
The last part of this thesis dealt with the experimental investigation of the dynamic performance of 
the hydrogen system and the VRFB. The developed energy management strategy has been tested for 
both single storage and hybrid storage configuration of the experimental platform. It has been 
demonstrated that the developed energy management strategy can effectively coordinate and 
manage the power flow among the energy systems. Furthermore, the load following capability of the 
hydrogen system and the VRFB integrated into building automation system has been deeply 
analysed. Compared to the multiple dynamic event experiments, the results show that the response 
time of the energy systems was slightly increased. Reasons for this can be attributed to the 
communication among the strategic supervisory level, energy meters and the local control units. 
Such effects are often overlooked and limit the capability of the energy systems to compensate high 
power fluctuations within very short timescales. However, the presented results have demonstrated 
that the applied building automation system has the potential to control the AC power of the energy 
systems quickly and that the volatile power injection of the PV can be reduced. This important fact 
supports the application of LON to be used as communication protocol for demand side management 
to deal with fast power fluctuations in the range of seconds.  
Based on the results obtained the dynamic performance of the electrolyser, fuel cell and VRFB have 
been evaluated. It has been found that dynamic operation influences the performance of the 
electrolyser system. The AC energy efficiency was reduced from 40% to 33% compared to the steady-
state experiments. Reasons for this can be found in the start-up process, gas losses, warm-up period 
and the intermittent operation. The fuel cell showed a better dynamic performance; the efficiency 
was only 2% below the steady state results. The performance of the VRFB was only slightly affected 
by the dynamic operation.  
To summarise, the third objective was motivated by the need to evaluate the application of building- 
integrated hydrogen systems and VRFB in the light of the developed systems models. In addition, to 
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investigate the dynamic performance of the hydrogen systems and VRFB integrated into building 
automation system. The main outcomes are: 
• Using the advanced energy management strategy the number of unnecessary start-ups of 
the electrolyser can be significantly reduced and the average operating time can be 
increased.  
• The application of high temporal resolution has revealed important insights of the energy 
systems regarding their dynamic performance and how they can be used to reduce the grid 
interaction of the building.  
• When designing building-integrated HRES, the grid interaction index should be considered 
for an overall optimisation to determine the system sizes. Again, high temporal resolution 
data is required to reveal high power peaks, which affects both the performance and the grid 
interaction. 
• The utilisation of the waste heat of the electrolyser and the fuel cell can increase the overall 
efficiency. An increase from 20% to 35% has been demonstrated by annual simulations.  
• Hydrogen systems and VRFB have a high potential as a deferrable load in the smart grid 
context. During seasons with low PV energy yield the storage capacity of both remains 
unused. A shared usage of the storage could be beneficial for the building owner and the 
smart grid operator. 
• The real-time demonstration of the energy management strategy to coordinate and to 
control the experimental platform. The dynamic performance of an alkaline electrolyser, 
PEM fuel cell and VRFB system integrated into LON based building automation system to 
equalise PV power and a domestic demand has been analysed and documented.  
• The dynamic operation influences negatively the performance of energy storage systems, in 
particular of the electrolyser. 
• Integrated in HRES the dynamic performance of the energy storages is limited by the 





    
7.3 Recommendations and future work 
The focus of this thesis was to perform system level simulations and thus to adequately model the 
electrical and thermal behaviour rather than to model in detail the processes which occur inside the 
components. The presented models could be further improved by additional experimental 
investigations. In the following recommendations are proposed to enhance the models. 
Especially, ageing processes should be considered in long term simulations over a period of several 
years. The durability is an important factor to assess the performance, economics or to compare 
different technologies. A first order approach would be the introduction of linear coefficients to take 
into account the performance degradation as it has been already reported for PEM fuel cells  
(Miller & Bazylak 2011) and different types of batteries (Lemaire et al. 2008). Similar factors could be 
defined for electrolyser and VRFB based on further experimental analysis. 
Although the simplifications made to predict the operating temperature of the electrolyser are in 
good agreement with measured data, an overall validation including the cooling cycle has not been 
performed due to warranty limitations. A more complex experimental set-up could be realised to 
investigate the temperature distribution and the flow pattern of the electrolyte. These findings could 
be used for a more detailed simulation study, for instance, to introduce a two-dimensional model 
that considers the natural circulation of the electrolyte. 
In addition, rather than extending the component models there are many opportunities to use the 
existing fully validated system models and the developed experimental platform to carry out further 
research in the following areas: 
• Apply the generic model layout to the other energy systems of the experimental platform 
such as the lead acid battery and the combined heat and power unit. 
• Testing the applicability and capability of the developed system models as well as the 
empirical methods on other brands. 
• A centralised deterministic approach has been applied to control HRES, alternatively a 
decentralised self-organising approach, for example, a multi-agent system could be 
implemented and its performance could be analysed by means of simulations and 
experiments. Another focus could be on the implementation of an advanced demand and 
supply forecast algorithm. Data from a weather forecast or day-ahead electricity tariffs could 
be processed to schedule the operation of the energy systems. 
• As proposed in this thesis, it is worthwhile to have a holistic view on the application when 
introducing hydrogen systems into buildings. Utilisation of the waste heat could be beneficial 
in terms of reducing the heat supplied by conventional heat sources and finally help to 
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reduce the carbon emissions of the building. The presented models could be used to develop 
a complete building model that considers the electrical and thermal energy. A first 
attempted has already been made in this research direction (D'Agostino et al. 2014) where a 
VRFB is integrated in a residential PV heat pump system. 
• Electric vehicles could be considered as an additional electric storage. Several new 
challenging issues arise in this research avenue. The electric vehicle can be used as mobile 
storage that provides an additional degree of freedom to optimise the energy flow within 
buildings. Therefore, integrated energy management strategies are needed to optimise the 
charging of the electric vehicle with respect to the energy needs of its environment.  
A charging station has already been integrated into experimental platform at Ostfalia and 
could be used for further developments. 
• The placement of electrical storage in non-domestic buildings would be also interesting. The 
developed system models could be scaled up to be used in medium to large commercial and 
industrial environments. Based on standard load profiles, for instance provided from the 
BDEW (German Association of Energy and Water Industries), simulation studies could be 
carried out to assess the value of the application of hydrogen systems or VRFB in this area. 
Both technologies can be used to lower the peak power, which is often a cost driver in 
industry. 
• A techno-economic analysis could be carried out based on the developed models. Additional 
simulation inputs (e.g. investment costs, time varying electricity tariffs, fuel costs, 
component ageing and operating costs) could be considered and a model based optimisation 
could be performed to define operational strategies, to reduce the operating costs, to 
compare different storage technologies or to develop a business case where the application 
of storage could be justified. 
7.4 Concluding words 
The overall aim of this thesis was firstly to provide a better understanding of the impact of 
operational aspects and dynamic operation on hydrogen systems and VRFB integrated in a domestic 
building equipped with renewable energy sources and secondly to show how theoretical and 
operational aspects can be combined to an integrated system model applicable for annual 
simulations with a high temporal resolution. 
A recently started project initiated by the International Energy Agency has underlined the research 
need to investigate the technical potential and the performance of all kind of energy storage systems 
for buildings associated with renewable energy systems (IEA-ECES 2014). In addition, computer 
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models are required to develop control strategies for the operation of the whole building and to 
assess the performance. 
This thesis was also motivated by these needs and it can provide the following contributions to 
knowledge: 
• The development of an experimental platform composed of renewable energy sources, 
alkaline electrolyser, PEM fuel cell and VRFB to investigate the performance of the energy 
storage systems integrated into building automation system and to test control strategies. 
• The dynamic performance of an alkaline electrolyser, PEM fuel cell and VRFB has been 
experimentally investigated not only at individual component level, but also at a combined 
system level with particular focus on domestic application. 
• The development of three novel system models of an alkaline electrolyser, a PEM fuel cell 
and VRFB, which combine theoretical and operational aspects. In addition, experimental 
methods have been designed and empirical functions have been developed. All system 
models are fully validated with measured data. 
• The performance of building-integrated hydrogen systems and VRFB has been assessed by 
means of annual simulations with a high temporal resolution. In addition, suggestions have 
been made to improve the performance of the energy systems. 
The presented findings provide a rich data pool and validated models to further develop the 
understanding of the dynamic behaviour of alkaline electrolyser, PEM fuel cell and VRFB at system 
level. Furthermore, the presented research exposes the current state of the employed technologies 
and its findings can be used to further improve their performance with respect to the dynamic 
operation. Moreover, the presented findings provide important insights, which are valuable for 
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A-2 Appendix of chapter 3 
A-2-1  Technical data electrolyser 
Table A-1: Technical data electrolyser AccaGen AGE 1.1 (Accagen SA 2011). 
Parameter Value 
Rated power 6.3 kW (approx..) 
Nominal voltage (DC) 110 V 
Maximum operating current (DC) 56 A 
Electrolyte KOH 30 wt%  
Production rate 10-100% (18-56 A) 
Hydrogen production rate 1.1 Nm³/h 
Gas purity 99.99% 
Number of cells 50 
Cell area 105.68 cm² 
Operating pressure max. 30 bar 
Demi water conductivity <5*10-6 S/cm 
Cooling water >0.25 m³/h 





A-2-2 Technical data fuel cell 
Table A-2: Technical data NEXA® 1200 (NEXA 2011) 
Parameter Value 
Rated power (DC) 1200 W 
Voltage (DC) 20-36 V 
Maximum operating current (DC) 60 A 
Hydrogen production consumption 15 Nl/min 
Gas purity 99.99% 
Number of cells 36 
Hydrogen inlet pressure 1-15 bar 
Oxidant/Coolant Air max. 335m³/h 
 
 





A-2-3 Technical data VRFB 
Table A-3: Technical data Prudent Energy™ Vanadium-Redox-Flow-Battery (Prudent 2010) 
Parameter Value 
Rated power (DC) 5 kW 
Open circuit voltage range (DC) 47-54 V 
Operating voltage 42-55.8 V 
Maximum charge current (DC) 140 A 
Maximum discharge current (DC) 125 A 
Number of cells 36 
Electrolyte volume 2*0.9 m³ 
 
 






A-2-4 Control parameters 
All PLC programs were programed with the CoDeSys software environment version 2.3.9.40 
(CoDeSys 2014) provided by the WAGO GmbH. Each PLC contains several sub-programs to process 
the field data, to control the power and to determine the operational state of the energy systems. 
Several libraries have been used to develop the programs, for example the “WAGO HVAC_Lib03” or the 
“OSCAT library”. In the following the control parameters are listed for each energy system. 
 
Table A-4: Control parameters AC power control electrolyser 
Parameter Value 
Library WAGO HVAC_Lib03 
Functional block PI-Controller 
Proportional gain kpr 1.7 
Reset time TN 1 s 
Dead band 80 W 
 
Table A-5: Control parameters AC power control fuel cell 
Parameter Value 
Library WAGO HVAC_Lib03 
Functional block PI-Controller 
Proportional gain kpr 0.03 
Reset time TN 1.5 s 
Dead band 50 W 
 
Table A-6: Control parameters AC power control VRFB 
Parameter Value 
Library OSCAT 3.32 
Functional block PI-Controller 
Proportional gain kpr 2.97*10
-3 
Reset time TN 2.85 s 





A-2-5 Lead acid battery system 
The SMA Backup System™ consists of three bidirectional Sunny Backup™ inverters, an automatic 
switch box and a lead acid battery bank. The functionality of the system is comparable to an 
uninterruptible power supply (USV). In the event of a failure in the public electricity grid, the 
automatic switch box activates the island mode and the three inverters control the AC voltage and 
frequency. As shown in Figure 3-2, the SMA Backup System™ is the central component of the HREP. 
Every power source, storage device and load are electrically connected the automatic switch box. 
The system regulates itself; only data from the battery and the inverter can be gathered via Modbus-
Gateway. In addition, a three phase energy meter is installed and connected to the LON 
communication network. Figure A-3 shows the installed system in the control room of the HREP. 
 
Figure A-3: SMA Backup System composed of the automatic switch box (orange) the three SMA Backup 
inverter (yellow) and the lead acid battery bank composed of 12 Hoppecke power.com SB 140 batteries 
(12 V, 142 Ah). 
 
The battery storage bank consists of 12 Hoppecke power.com SB 140 battery blocks. Each block has a 
nominal voltage of 12 V and a discharge capacity C10h=142 Ah. Four battery blocks are wired in serial 
to one string with a voltage of 48 V and capacity of 142 Ah. In total three battery strings are 
connected in parallel. Accordingly, the nominal voltage of the battery bank is 48 V and has a total 
capacity of the 426 Ah, which gives 48 V*426 Ah= 20.448 kWh.  
A-2-6 Controllable power generators 
Two controllable power generators are integrated into the HREP. Both generators are connected via 




phase synchronous generator is used to emulate variable AC power sources. The maximum power 
output is 1 kW.  
The second generator, a diesel powered CHP unit (manufactured by Fischer Panda GmbH), provides 
6 kW electric power and 16 kW thermal power. The CHP can be used as constant power source to 
supply electricity to the HREP. The produced heat is utilised via a heat exchanger. Considering both 
electric and thermal power the total efficiency is about 85% (55% thermal and 30% electric 
efficiency). 
A-2-7 Electric vehicle charging point 
Electric vehicles are likely to play an important role in our energy system in the near future. Many 
European governments have promoted the development and application of electric vehicles. With 
growing registration numbers of such vehicles, the need for a suitable infrastructure increased to 
provide a widespread availability of charging stations. This might lead to new challenges in terms of 
grid stability. To investigate the interaction between electric vehicles and the building environment, 
where firstly most of the electric vehicles will be charged, a charging point has been integrated into 
the HREP in 2012. Figure A-4 illustrates the charging station installed in front of the Faculty building. 
The charging station consist of two electric connections: a normal single phase power plug and an IEC 
62196 Type 2 power plug. The charging station is equipped with a WAGO Pilot-Box and a PLC. The 
Pilot-Box controls the charging process conform to the IEC 61851-1 (Mode 3).  
 
  
Figure A-4: Electric charging station for electric vehicles set-up in front of the Faculty building. To the right 




The PLC is used to supervise the charging process and to communicate with the HREP over a Modbus 
TCP interface. Furthermore, the developed PLC program can be used to set maximum AC current 
(6 A, 10 A, 16 A or 32 A), which the electric vehicle can draw from the local electricity net. A smart 
charging mode has been implemented that calculates the maximum charge current based on the 
available renewable energy supplied by the HREP. Thus, the charge process is linked to the 
renewable energy; consequently, the charging process is time dependent related to the 
instantaneous availability of renewable power. The overall integration into the HREP can be found in 





A-3 Appendix of chapter 5 
A-3-1 Thermodynamic properties 
Table A-7: Table of thermodynamic properties of the substances at STP (Lide 2006; Cerbe & Wilhelms 2013) 
Substance 𝜟𝒆𝑯𝒅,𝒅𝟎  𝑺𝒅,𝒅𝟎  𝑪𝒑,𝒅 
H2O 285.83 KJ/mol 69.95 J/(mol*K) 75.288 J/(mol*K) 
H2 0 130.68 J/(mol*K) 28.836 J/(mol*K) 
O2 0 205.147 J/(mol*K) 29.376 j/(mol*k) 
A-3-2 Parameter estimation 
 
Figure A-5: Flow-chart of the parameter estimation process.  
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To assess the simulation results of the developed models the calculation of RMSE and MAPE is used: 
 
𝑅𝐿𝑆𝐸 = �













∗ 100% (A-2) 
where 𝐸�𝑖 is the measured value, 𝐸𝑖  is the predicted value and n is the number samples. 
A-3-3 Stateflow® diagrams 
Figure A-6:  shows the Stateflow® chart of the electrolyser system operational model. 
 






Figure A-7 illustrates the Stateflow® chart of the fuel cell system operational model. 
 
Figure A-7: Stateflow chart of the fuel cell operational control system. 
 










In the following the hierarchical organised statechart diagram of the strategic supervisory level is 
illustrated. Figure A-9 shows the top level of the diagram. Figure A-10 illustrates the subchart 
“P_Excess/H2-loop” to coordinate the electrolyser. Figure A-11 graphs the subchart 
“P_Demand/VRFB” to coordinate the discharge of the VRFB. 
 
Figure A-9: Top-level of the strategic supervisory level controller. 
 
 















Figure A-11: Subchart to coordinate the discharge of the VRFB. 
A-3-4 Control Parameters 
In the following the control parameter applied the simulations are listed. The Simulink® block “PID 
controller” is used in all three system models. All PI controllers are parameterised as discrete-
controller with anti-windup. 
Table A-8: Control parameters electrolyser and fuel cell Simulink® model 
Parameter 
Value Value 
Electrolyser Fuel cell 
Proportional gain (P) 0.0125 0.05 
Integral gain (I) 1.15 1.5 
Upper saturation limit 56 62 
Lower saturation limit 18 3 
 
Table A-9: Control parameters VRFB Simulink® model 
Parameter VRFB AC power control Value VRFB charge voltage control Value 
Proportional gain (P) 0.0225 250 
Integral gain (I) 1 4 
Upper saturation limit 125 5000 




A-4 Appendix of chapter 6 
A-4-1 Hydrogen loop system model 
 
Figure A-12: Overall system model including building data, supervisory controller, electrolyser, gas storage 
and fuel cell. 
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A-4-2 Electric load profile 
The used load profiles were generated with a tool developed by (Richardson & Thomson 2010). The 
default values for the appliances were applied to generate the load profiles. Weather data were 
taken from the database of the HREP. Figure A-13 shows the in-house MATLAB program that was 
used to modify the EXCEL based model and to generate the annual load profile. 
 
Figure A-13: In-house MATLAB tool to generate annual load profiles using the CREST load model. 
A-4-3 Domestic hot water profile: 
Figure A-14 shows the DHW profile generated with the model developed by (Jordan & Vajen 2005).  
 




A-4-4 Sensitivity analysis of the control parameters of the hydrogen loop 
A sensitivity analysis was carried out to find nearly optimal threshold values for the control 
parameters of the fuel cell and the electrolyser. First, the maximum fuel cell power was increased 
stepwise from 600 W to 1200 W. Second, with the previously determined maximum fuel cell power, 
the minimum operating and start-up power were varied from 2000 W to 4000 W and from -2000 W 
to -4000 W, respectively. Based on the efficiency values and the number of start-ups, the thresholds 
for the electrolyser were examined. The system configuration was the same as the basic scenario 
described in section 6.2.1. The simulation was performed for a time period of one week.  
Figure A-15 depicts the power output of the 8 kWp PV array and the electrical demand of the 
building.  
 
Figure A-15: PV electricity generation (red) and simulated electric demand for period of one week in July 
2013. 
 
The PV data used for the simulation study was based on the aggregated PV power of the HREP during 
the first week of July in 2013. The scaling factor was 8kWp/6.12kWp. This week was characterised by 
three sunny days (day 2-4) and four cloudy days. Especially, the first day was shaped by rapid power 
spikes due to partly covered sky conditions. The data of the electrical demand was taken from the 
generated annual load profile for this certain time period. Figure A-16 shows the simulated 
behaviour of the fuel cell and the electrolyser based on the calculated power difference, which is the 
main decision variable of the strategic supervisory level. The parameters of the fuel cell were set to 
Pmax=600 W and for the electrolyser Pmin=2500 W and Pstart-up=-2500 W. The operation of the 
electrolyser was highly dynamic during the day 1, 6 and 7 and relatively smooth during the other 
days. The fuel cell operated most of the time at its defined power limit of 600 W. In total 7 simulation 
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runs were conducted with incrementally increasing power threshold for the fuel cell. Table A-10 
summarises the results of the parameter variation and highlights the effect of varying the maximum 
power output of the fuel cell system. 
 
Figure A-16: Result of the simulation with maximum fuel cell power output equal to 600 W. The top graph 
shows the difference power and the bottom graph illustrates the fuel cell and electrolyser power. 
 
During the simulation the fuel cell was in operation for 51.9 h and in standby for 22.9 h. This is 
applicable to all simulation runs regardless of the power threshold. The effect of varying the 
maximum power output can be evaluated by calculating the AC system efficiency of the fuel cell. This 
value decreases almost linear from 48.7% at 600 W to 43.2% at 1200 W. The conclusion of the 
sensitivity analysis presented in the table below, is that the maximum power output is set to 900 W. 
This facilitates a good AC system efficiency, a wide operational range and it increases the lifetime due 





Table A-10: Summarised results of varying the maximum power output of the fuel cell system. 
Fuel cell Pmax (W) 600 700 800 900 1000 1100 1200 
Generated 
electricity (kWh) 




51.7/17.2 57.3/19.1 62.4/20.8 67.2/22.4 71.9/24 77.3/25.8 78.4/26.1 
Efficiency 𝜼𝑨𝑪,𝑳𝑯𝑳 
(%) 
48.7 48.1 47.3 46.4 45.3 43.7 43.2 
 
The same simulation scenario was used to analyse the effect of the minimum start-up power and 
operating power of the electrolyser on its performance. The AC system efficiency shows only a small 
dependency on the variation of the two parameters, except the last two simulations revealed a 
decrease of the efficiency. This can be attributed to the increased number of start-ups and decreased 
operational time. Each start-up consumes electric energy to pressurise the system and electric 
energy is needed to heat up the electrolyser. Since the main purpose of the electrolyser is to store 
fluctuating renewable energy, the minimum power input and the minimum start-up power were set 
to 2500 W and to -2500 W, respectively. 
Table A-11: Summarised results of the effect of varying the minimum start-up power and minimum 
operating power of the electrolyser system. 
Pstart-up 
(kW) 
-2.5 -3.0 -2.5 -3.0 -3.0 -3.5 -4.0 -4.5 -5.0 
Pmin 
(kW) 
2.0 2.0 2.5 2.5 3.0 3.5 4.0 4.5 5.0 
Operational hours 42.1 41.1 40.2 39.4 36.8 32.2 28.5 21.1 16.3 
On/off cycles 7 7 7 7 7 8 8 10 9 
Consumed electricity 
(kWh) 



























A-4-5 Evaluation of the energy management strategy 
In order to evaluate the proposed energy management strategy a comparison between a simulation 
with and without demand forecast is presented in the following. The simulation inputs were the PV 
data (scaled with 8/6.12) of the year 2013 and the load profile of a 4-person household. The 
simulation time period was set to 31 days (day 100 to 130). The results of the analysis are 
summarised in Table A-12. As can be seen, the number of start-ups increased from 37 to 57 (+54%) if 
the demand forecast is deactivated. The total operational hours increased from 119.7 h to 139.9 h. 
However, the average operational hours per start-up reduced from 3.2 h to 2.5 h. In other words, the 
average operational duration was reduced by almost 22%. 
From the simulation results without demand forecast it was also found, that the electrolyser was at 
three times directly transitioned from the start-up into the standby mode and then into the blow-
down mode. Hence, no hydrogen was passed from the electrolyser to the gas storage. Furthermore, 
by comparing the electricity exchanged with the grid, it was found that the imported electricity 
increased by 5% when the demand forecast was deactivated because of the start-up process of the 
electrolyser. 
From these results it can be concluded that the implemented demand forecast effectively prevents 
the electrolyser from unnecessary start-ups. This will help to increase the overall performance and it 
will help to increase the component life-time.  
Table A-12: Comparison of simulation with and without demand forecast. 
Simulation: with demand forecast without demand forecast 
Number of electrolyser start-ups: 37 57 
Electrolyser operational hours: 119.7 139.9 
Electricity import (kWh): 159.1 167.4 
 
A-4-6 Sensitivity analysis of the PV array size to power the building-integrated hydrogen 
loop 
To evaluate the impact of the PV array size a sensitivity analysis was performed aiming to maximise 
the hydrogen production and subsequently to increase the efficiency of the electrolyser by operating 
at higher power rates. The system configuration of the simulation study, except for the PV array, was 
the same as for the basic scenario described in section 6.2.1. The electrical annual demand was 
4707.4 kWh and the annual domestic hot water demand was 72 m³. Based on the metered data of 




16 kWp. In addition, the volume of the hydrogen storage tank was increased with increasing PV size 
from 0.6 m³ to 3 m³. The storage pressure was initially set to 25 bar in each simulation run. The 
simulation was performed for a time period of one year. 
Figure A-17 depicts in the top diagram the annual evolution of the pressure of the hydrogen tanks for 
the 8 kWp/0.6 m³, 10 kWp/1.2 m³ and 12 kWp/1.8 m³ systems. The lower diagram shows the 
simulations with 14 kWp/2.4 m³ and 16 kWp/3 m³. It can be seen that the storage pressure of the 
system with 8 kWp/0.6 m³ never reaches its upper limit of 30 bar. It is evident that the PV system was 
sized too small. As a consequence the electrolyser was operated less frequently and at lower power 
rates. On the other hand, the 16 kWp/3 m³ shows a good hydrogen storage evolution during the year. 
Only at a few times in summer the upper threshold of the hydrogen storage tank was reached. 
Nevertheless, it can be seen that all system configurations hardly operate during the winter season, 
which of course is due to the geographical location (Wolfenbüttel, Germany) and the limitation of 
the PV size to reasonable values for grid connected buildings.  
 
Figure A-17: Evolution of the hydrogen storage tank pressure. 
 
Table A-13 and Table A-14 outline the results of varying the PV size providing the performance data 
of the PV, electrolyser and fuel cell. In addition, the hours of occurrence at which the power 
difference (Pload-Prenewables) was <-2500 W (minimum and start-up power of the electrolyser) are also 
listed.   
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Table A-13: Simulation results of the parameter variation, continue with next page 
PV size (kWp) / Hydrogen store volume (m³) 8 / 0.6 10 / 1.2 
Parameter Annual Results 
Building: PV generation (kWh) 7089.5 8861.9 
Operating hours PV 3550 3573 
Number of hours for which Pdiff<-2500 W 970.5 1163 
Electrolyser: Energy supplied to the electrolyser (kWh) 3981.1 5488.2 
On/Off cycles  of the electrolyser (-) 278 300 
Operating hours of the electrolyser (h) 837.2 992.9 
Standby time of the electrolyser (h) 300.9 298.4 
Generated hydrogen (kWh)/(Nm³) 1536.3/434 2204.6/622.8 
Generated heat of the electrolyser (kWh) 1071.5 1540.9 
Removed heat by cooling system (kWh) 536.7 850.1 
Cooling water supplied to DHW > 40°C (m³) 13.3 21.1 
Fuel Cell: Energy supplied by the fuel cell (kWh) 621.6 898.2 
On/Off cycles  of the fuel cell (-) 437 692 
Operating hours of the fuel cell (h) 945.3 1386.3 
Standby time of the fuel cell (h) 254.4 465.1 
Consumed hydrogen (kWh)/(m³) 1334.3/444.8 1933.2/644.4 
Generated heat of the fuel cell (kWh) 619.1 894.6 
Removed heat at stack temperature > 45°C (kWh) 593.6 850.1 
Grid exchange: Grid import (kWh) 3076.5.8 2731.7 
Grid export (kWh) 2099.1 2296.2 
Annual performance indices Annual Results 
Electrolyser efficiency 𝜂𝐴𝐹,𝐾𝐾𝐻 (%) 38.6 40.2 
Electrolyser overall efficiency including waste heat (%) 52.1 55.7 
Fuel Cell efficiency 𝜂𝐴𝐹,𝐿𝐾𝐻 (%) 46.6 46.4 
Fuel cell overall efficiency assumed that 50 % heat can be used (%) 68.8 68.4 
Annual grid interaction index (%) 12.3 9.6 
Annual supply cover factor 0.48 0.49 
Annual load cover factor 0.36 0.42 






Table A-14: Simulation results of the parameter variation 
PV size (kWp) / Hydrogen store volume (m³) 12 / 1.8 14 / 2.4 16 / 3 
Parameter Annual Results 
Building: PV generation (kWh) 10634.3 12406.7 14179 
Operating hours PV 3586 3595 3601 
Number of hours for which Pdiff<-2500 W 1327 1460 1576 
Electrolyser: Energy supplied to the electrolyser 
(kWh) 
6374.1 7064.1 7631.7 
On/Off cycles of the electrolyser (-) 312 304 313 
Operating hours of the electrolyser (h) 1135 1225.6 1305.4 
Standby time of the electrolyser (h) 289.2 277.4 275.3 
Generated hydrogen (kWh)/(Nm³) 2600.2/734.5 2914.8/823.4 3163.9/893.8 
Generated heat of the electrolyser (kWh) 1822.1 2033.8 2205.8 
Removed heat by cooling system (kWh) 1032.1 1177.4 1322.3 
Cooling water supplied to DHW > 40°C (m³) 25.6 29.3 32 
Fuel Cell: Energy supplied by the fuel cell (kWh) 1066.1 1207.7 1283.1 
On/Off cycles of the fuel cell (-) 823 914 1033 
Operating hours of the fuel cell (h) 1663.1 1889.2 2077.1 
Standby time of the fuel cell (h) 594.8 677.6 759.2 
Consumed hydrogen (kWh) / (m³) 2295.9/765.3 2600.8/866.9 2847.2/949.1 
Generated heat of the fuel cell (kWh) 1060.7 1201.2 1313.8 
Removed heat at stack temperature > 45°C (kWh) 1004.1 1136.6 1241.3 
Grid exchange: Grid import (kWh) 2513 2316.2 2170.1 
Grid export (kWh) 3131.2 4159.1 5332.4 
Annual performance indices Annual Results 
Electrolyser efficiency 𝜂𝐴𝐹,𝐾𝐾𝐻 (%) 40.8 41.3 41.5 
Electrolyser overall efficiency including waste heat (%) 57 57.9 58.8 
Fuel Cell efficiency 𝜂𝐴𝐹,𝐿𝐾𝐻 (%) 46.4 46.4 46.4 
Fuel cell overall efficiency assumed that 50 % heat can be 
used (%) 
68.3 68.2 66.9 
Annual grid interaction index (%) 9.3 9.7 10.4 
Annual supply cover factor 0.45 0.42 0.4 
Annual load cover factor 0.47 0.52 0.55 
Annual grid balance (kWh) 618.2 (exp.) 1842.9 (exp.) 3162.3 (exp.) 
 
Only a small deviation of the performance of the electrolyser can be registered throughout the five 
simulations varying between 38.6% and 41.5% (𝜂𝐴𝐹,𝐾𝐾𝐻). The fuel cell performance was almost 
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constant. Increasing the PV array from 8 kWp to 10 kWp improved the electrolyser’s performance by 
1.6%. This is the highest improvement for all five simulations. The average operating power increases 
from 4.74 kW to 5.53 kW leading to an increase of the AC efficiency, see Figure 4-4 for comparison. 
With respect to the energy exchanged with the grid, only simulations with a PV array >10 kWp 
achieved an annual grid export. Both, the 8 kWp and 10 kWp simulations needed energy from the grid 
on an annual basis. However, regarding the grid interaction Figure A-18 illustrates the annual grid 
interaction index versus the PV array size. The lower the grid interaction index, the lower the 
fluctuations are. First the index declines from 12.3% (8kWp/0.6 m³) to 9.3% (12 kWp/1.8 m³) and 
starts to increase again to finally 10.3% (16 kWp/3 m³). The best improvement of the index shows the 
simulation with 10kWp/1.2 m³. The reason why the index starts to increase again can be found in the 
ratio of the rated power of the electrolyser to the size of the PV array. At PV sizes greater than 
12 kWp the electrolyser (rated power 7 kW) reaches its limit to adequately compensate the power 
fluctuations due to the increased PV power. 
 
Figure A-18: Grid interaction index for different PV sizes. 
 
From the results presented above it can be concluded that the lowest grid interaction index shows 
the simulation with 12kWp/1.8 m³. However, this PV size is not typical for residential application. 
Since the aim of this research was not to find the optimal system configuration of a building-
integrated hybrid renewable energy, the system configuration used in this thesis was associated with 
the HREP installed at Ostfalia University and with reasonable PV system sizes which can be typically 





A-4-7 Sensitivity analysis of the control parameters of the VRFB 
A sensitivity analysis was carried out to find nearly optimal threshold values for the control 
parameters of the VRFB system. First, the impact of the maximum charge/discharge power was 
examined. Second, the minimum discharge power was increased stepwise from 300 W to 1000 W. 
Finally, the minimum charge power was varied from -800 W to -1500 W. The threshold of the 
minimum start-up power either for discharge or charge was the same as the minimum operation 
power. The system configuration was the identical to the basic scenario described in Chapter 6.2.2. 
The simulation was performed for a time period of one week. Figure A-15 illustrates the power 
output of the 8 kWp PV array and the electrical demand of the building. In Figure A-19 the power 
difference and the power of the VRFB is reported. As can be seen, the maximum charge/discharge 
power was limited to 3000 W.  
As can be seen from the graph, the VRFB power was most of time at lower power levels during 
discharge and during charge almost at maximum power. How the thresholds affect the AC energy 
efficiency is shown in Table A-14. With increasing power threshold the efficiency slightly increases 
from values at 44% to 46%. However, at threshold values greater than ± 3500 W the efficiency 
stabilises at 46%. A second analysis was performed to assess the impact of the minimum charge and 
discharge power on the performance of the VRFB. The minimum charge power was increased from -
800 W to -1500 W and the minimum discharge power varied from 300 W to 1000W. Table A- 15:  
outlines the results of the parameter variation. 
 
Figure A-19: Result of the simulation with maximum 3000 W charge/discharge power. The top graph shows 




As can be seen from the graph, the VRFB power was most of time at lower power levels during 
discharge and during charge almost at maximum power. How the thresholds affect the AC energy 
efficiency is shown in Table A- 15. With increasing power threshold the efficiency slightly increases 
from values at 44% to 46%. However, at threshold values greater than ± 3500 W the efficiency 
stabilises at 46%. A second analysis was performed to assess the impact of the minimum charge and 
discharge power on the performance of the VRFB. The minimum charge power was increased from -
800 W to -1500 W and the minimum discharge power varied from 300 W to 1000W. Table A- 16 
outlines the results of the parameter variation. 




±3000 ±3500 ±4000 ±4500 ±5000 ±5500 ±6000 ±6500 
Discharged electricity 
(kWh) 
45.9 47.1 47.5 47.7 47.9 47.9 47.9 47.9 
Charged electricity 
(kWh) 
102.4 106.6 102.4 102.8 103.9 104 104 103.7 
Efficiency 𝜼𝒓𝒅𝒓𝒓𝒆𝒅,𝑨𝑪 (%) 44.8 44.2 46.4 46.4 46.1 46.1 46.1 46.2 
On/off cycles 45 47 46 46 46 46 46 46 
Operational hours 83.7 81 77.2 75.8 75.2 74.9 74.8 74.2 
Standby hours 7.1 7 7 6.9 6.9 6.9 6.9 6.8 
 
Table A- 16: Summarised results of varying the minimum discharge and charge power of the VRFB system. 
VRFB  
Pmin, charge (W) 
-800 -900 -1000 -1100 -1200 -1300 -1400 -1500 
Discharged electricity (kWh) 46.9 46.9 46.9 46.9 46.6 46.4 46.4 46.6 
Charged electricity (kWh) 102.3 102 101.6 101.3 101.3 100.7 100.4 101.3 
Efficiency 𝜼𝒓𝒅𝒓𝒓𝒆𝒅,𝑨𝑪 (%) 45.8 46 46.2 46.3 46 46.1 46.2 46 
On/off cycles 41 41 43 44 42 42 42 40 
Operational hours 72.6 72 71.3 70.7 70.5 69.7 69.1 70.4 
Standby hours 7 6.9 7 7.1 7.3 7.1 6.8 7 
VRFB Pmin, discharge (W) 300 400 500 600 700 800 900 1000 
Discharged electricity (kWh) 47.9 46.6 44 41 37.7 34.8 32.2 30.1 
Charged electricity (kWh) 103.7 101.4 97.2 92.3 86.1 81.3 77.3 73.8 
Efficiency 𝜼𝒓𝒅𝒓𝒓𝒆𝒅,𝑨𝑪 (%) 46.2 46 45.3 44.4 43.8 42.8 41.7 40.8 
On/off cycles 46 44 41 45 47 45 44 42 
Operational hours 74.2 70.7 65.2 59.6 53 49 44.5 40.8 





The variation of the minimum charge power has a marginal effect on the energy efficiency. On the 
other hand, the efficiency shows a decreasing trend with increasing discharge power. Of course this 
can be contributed to the domestic load profile with a relatively low average power. 
Based on the results it was concluded that the thresholds of the maximum charge/discharge power, 
minimum charge power and minimum discharge power should be set to ±6500 W, -1100 W and 300, 
respectively. This provides a high degree of flexibility and the VRFB can serve high power and low 
power demands, which are typical in domestic load profiles. 
A-4-8 Sensitivity analysis of the PV array size and the electric demand  
In order to analyse the effect of the system configuration, two sensitivity analyses were performed 
varying the PV array size and the electric demand. The simulations were carried out for a time period 
of one year. First, the PV size was increased stepwise from 6 kWp to 12 kWp. The annual electric 
demand was 4707.4 kWh. Table A-17 presents the result of the analyses. 
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Table A-17: Summarised results of increasing the PV array size. 
PV size (kWp) 6 8 10 12 
Parameter Annual Results 
Building:      
PV generation (kWh) 5317.2 7089.5 8861.9 10634.3 
Operating hours PV 3470 3550 3573 3586 
Number of hours for which Pdiff<-1100 W 1309 1560 1757 1916 
Number of hours for which Pdiff>300 W 3087 3028 2989 2960 
VRFB:      
Discharged AC electricity (kWh) 1318.4 1539.1 1690.7 1784.9 
Charged AC electricity (kWh) 2902.8 3333.6 3640.2 3829 
Discharged stack electric charge (Ah) 35756 41406 45249 47659 
Charged stack electric charge (Ah) 41175 47551 51977 54729 
On/off cycles 2099 2064 2054 2012 
Operational hours 2555.1 2777.9 2964.4 3070.2 
Standby hours 282.2 288.1 309 309.4 
Grid exchange:      
Grid import (kWh) 2334.1 2027.9 1814.3 1671.7 
Grid export (kWh) 1359.5 2615.5 4019.3 5554.5 
Annual performance indices Annual Results 
Efficiency 𝜂𝑒𝑛𝑒𝑝𝑒𝑐,𝐴𝐹  (%) 45.4 46.2 46.4 46.6 
Annual grid interaction index (%) 11.4 13.7 14.5 15 
Annual grid balance (kWh) 974.6 (imp.) 587.6 (exp.) 2205 (exp.) 3882.8 (exp.) 
Annual supply cover factor 0.67 0.61 0.57 0.52 
Annual load cover factor 0.52 0.58 0.63 0.66 
Without VRFB:  Annual Results 
Annual grid balance (kWh) 609.8 (exp.) 2382.1 (exp.) 4154.5 (exp.) 5927 (exp.) 
Annual grid interaction index (%) 19.7 20.8 20 19.6 
Annual supply cover factor 0.36 0.31 0.28 0.25 
Annual load cover factor 0.23 0.25 0.26 0.27 
 
The AC energy efficiency of the VRFB slightly rose from 45.4% (6 kWp) to 46.6% (12 kWp) because of 
the increased available charge power. The annual grid interaction index shows the lowest value for 
the 6 kWp PV system and increased with the installed PV capacity, whereas the lowest annual grid 
balance with 587.6 kWh (export) was calculated for the simulated scenario with a 8 kWp PV array. 




Table A-18: Summarised results of simulated semi-detached house with varying PV size. 
PV size (kWp) 6 8 10 12 
Parameter Annual Result 
Building: Electric demand (kWh) 9042 9042 9042 9042 
PV generation (kWh) 5317.2 7089.5 8861.9 10634.3 
Operating hours PV 3470 3550 3573 3586 
Number of hours for which Pdiff<-1100 W 1094 1357 1555 1717 
Number of hours for which Pdiff>300 W 4631 4502 4412 4340 
VRFB:      
Discharged electricity (kWh) 1334.7 1873.6 2175.6 2387.9 
Charged electricity (kWh) 2811.4 3839.1 4422.1 4846.8 
Charged electric charge (Ah) 35355 48878 56485 61796 
Discharged electric charge (Ah) 40325 55555 64091 70063 
On/off cycles 2061 1930 1932 1954 
Operational hours 2005.3 2457.8 2685.6 2859.9 
Standby hours 178.64 195.2 196.9 196.5 
Grid exchange:      
Grid import (kWh) 5826.6 5105.5 4666.6 4348 
Grid export (kWh) 625.1 1187.4 2240 3481.3 
Annual performance indices     
Efficiency 𝜂𝑒𝑛𝑒𝑝𝑒𝑐,𝐴𝐹  (%) 47.5 48.8 49.2 49 
Annual grid interaction index (%) 11.6 12.6 13.6 13.4 
Annual grid balance (kWh) 5201.5 (imp.) 3918.1 (imp.) 2426.6 (imp.) 866.7 (imp.) 
Annual supply cover factor 0.83 0.8 0.75 0.70 
Annual load cover factor 0.37 0.45 0.50 0.54 
Without 
VRFB: 
     
Annual grid balance (kWh) 3724.8 (imp.) 1952.5 (imp.) 180.1 (imp.) 1592.2 (exp.) 
Annual grid interaction index (%) 16.6 19.8 21.8 20.9 
Annual supply cover factor 0.53 0.47 0.43 0.39 
Annual load cover factor 0.22 0.24 0.25 0.26 
 
The second set of simulations considered a semi-detached dwelling. A second additional load profile 
was generated by using the CREST load model (Richardson & Thomson 2010) assuming 3 inhabitants. 
Both profiles were applied and the total annual electric demand was 9042 kWh for the semi-
detached dwelling. Comparing the AC efficiency of 6 kWp, 8 kWp and 10 kWp simulations listed in 
Table A-18, a small improvement can be noticed. Furthermore, the annual grid interaction was 
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slightly decreased for the 8 kWp and 10 kWp simulation. The reason can be found by analysing the 
supply cover factor. This value significantly increased in the second set of simulations due to the 
better utilisation of the VRFB. During the summer the VRFB operated most of the time at high SOC 
levels in the first set of simulation. On the other hand, the SOC varied between low and high values 
during the summer in the second set of simulations due to increased demand. Figure A-20 compares 
the SOC of the simulation of a single dwelling and a semi-detached dwelling, both equipped with 8 
kWp PV. 
  
Figure A-20: Annual evolution of the SOC of the 6 kW/20 kWh VRFB system installed in a single house (left) 
and semi-detached house (right) both equipped with 8 kWp PV system. 
 
The load cover factor indicates the degree of self-sufficiency. The higher the index, the higher the 
self-generation is. Of course this value tends to be higher at simulations of the single-dwelling due to 
the lower electric demand. However, compared to the values without VRFB, it can be seen that the 
value almost doubled for each simulation case. In addition, the grid interaction index decreases for 
the semi-detached dwelling equipped with PV systems >6 kWp. For instance, the simulation with 
12 kWp PV, the annual grid interaction index was reduced from 15% to 13.4%. The annual supply 
cover factor rose from 0.52 to 0.7 meaning that less energy was exported to the grid. The annual 
energy balance was almost equalised for this simulation scenario and was reduced from 3882.8 kWh 
(export) to 866.7 (import). 
From the presented results it can be concluded that the VRFB system was affected by both the 
supply and load profile. The availability of either high charge or discharge power improves the overall 
efficiency. The simulation result of a single dwelling at different PV sizes showed that the VRFB 
operated at high SOC levels during the summer. Thus, only a small amount of the available capacity 
was utilised. Therefore, a second set of simulations was conducted for semi-detached dwelling with 
an increased demand. The results show, that the VRFB was better utilised, higher efficiency value 
was reached and that the grid interaction was reduced. 
