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Abstract
Transformation optics is a new and highly active field of research, which employs the
mathematics of differential geometry to design optical materials and devices with unusual
properties. Probably the most exciting device proposed by transformation optics is the
invisibility cloak. However, transformation optics can be employed in many other cases,
for example when designing a setup mimicking a curved space-time phenomena in a lab.
The purpose of this thesis is to establish a new concept of transformation optics: instead
of designing complicated materials, we will design our devices using standard optical
elements such as lenses or optical wedges. We will stretch the possibilities of geometrical
optics by providing a novel description of imaging due to combinations of tilted lenses
and the theory of invisibility with ideal thin lenses. This theory will be then applied to
design novel transformation optics devices, namely the omnidirectional lens and a number
of ideal-lens invisibility cloaks.
We also present a new approach of building optical systems that simulate light-field
propagation in both 2D and 3D curved spaces. Instead of building the actual curved
space, the light field is regarded to travel in the respective unfolded net, whose edges
are optically identified, using the so-called space-cancelling wedges. By deriving a full
analytical solution of the Schrödinger equation, we will also investigate a quantum motion
in a number of two-dimensional compact surfaces including the Klein bottle, Möbius strip
and projective plane. We will show that the wavefunction exhibits perfect revivals on
these surfaces and that quantum mechanics on many seemingly unphysical surfaces can
be realised as simple diffraction experiments. Our work therefore offers a new concept of
optical simulation of curved spaces, and potentially represents a new avenue for research
of physics in curved spaces and simulating otherwise inaccessible phenomena in non-
Euclidean geometries.
We conclude with a summary of potential future projects which lead naturally from
the results of this thesis.
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Sign conventions
To formulate imaging equations due to considered optical systems, we are using the fol-
lowing set of sign conventions throughout this thesis:
• All distances are measured in a Cartesian sense: directed distances above or to the
right form the origin of the coordinate system are positive; below or to the left are
negative.
• Counterclockwise angles are positive, whereas clockwise angles are negative.
• The radius of curvature of a surface is defined to be the directed distance from its
vertex to its center of curvature.
• Light rays travel from left to right.
In our diagrams, the sign conventions defined above are visualised by arrows, pointing
out of a reference point, line, or plane.
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Introduction
One can rarely find a natural phenomenon as exciting and at the same time ordinary
as light. Although most people use light as the primary source of information in their
everyday life, a number of breakthrough theories (including the electromagnetism, the
special theory of relativity and quantum field theory) had been developed in order to
answer the question of what light is. Optics is the branch of physics that describes
the behaviour and properties of light, including its interactions with matter and the
construction of instruments that either process the light field to enhance an image for
viewing, or to analyze and determine its properties. Particularly interesting materials
and devices can be proposed by applying the mathematics of differential geometry and
coordinate transforms; the science of designing optical devices and materials in this way is
called transformation optics (TO). One could say that TO is the science of using a material
structure to distort light-ray trajectories within the said structure, thereby changing the
apparent shape and/or size of any object inside it. The actual structure is said to be in
physical space, whereas the apparent structure as seen from the outside is said to be in
a virtual space. TO [5, 8] is a relatively new, and highly active, research field and the
ideas of TO have even been applied to other branches of physics, resulting, for example,
in transformation thermodynamics [9,10], acoustic cloaking [11], elastic cloaking [12], and
seismic cloaking [13].
Practical realisations of the devices proposed by TO usually require highly advanced
materials engineering and some designs can not be realised at all [14]. Due to these
limitations, several research groups [15, 16] started thinking about building TO devices
using sheets which produce a certain transformation of a ray bundle passing through
them. As an example of what may be considered as a “beam-transforming” sheet, ideal
thin lenses, generalised confocal lenslet arrays [17] or ray-rotation sheets [18] may all be
regarded as such. The branch of TO regarding ray-transformation surfaces is sometimes
called transformation optics with metasurfaces.
Since TO utilises the mathematics of differential geometry, the theory of curved spaces
is very closely related. Curved spaces play an essential role in General Relativity, where
gravity is regarded as a consequence of a curvature of space-time around a massive body.
The beauty of General Relativity is that it provides fantastic and well-tested predictions
at the same time, for example space-time singularities from which even light cannot escape
– black holes. Many predictions of General Relativity have been astronomically observed,
but some effects remain to be confirmed by observations. However, creating tabletop
optical analogues of black holes is a new and promising approach [19,20] that may hold the
key to the elucidation of phenomena that are extremely difficult to study through direct
astronomical observations. Indeed, transformation optics represents a highly promising
tool for both designing and building setups which could mimic curved spaces and, in
principle, space-times.
1
This thesis aims to propose new methods of designing omnidirectional optical devices,
including invisibility cloaks and setups simulating the optics in curved spaces, using simple
and well-known optical elements such as ideal lenses or optical wedges. We start briefly
by reviewing the relevant concepts of geometrical optics in Chapter 1. These include
Fermat’s principle of the stationary optical path length, Snell’s law of refraction, and the
theory of classical optical imaging.
Applying these concepts, we will then investigate the imaging properties of systems
of tilted lenses in Chapter 2. We will generalize the concept of the optical axis of an
ideal thin lens and show that the imaging due to a system of two skew lenses can be
regarded as that due to a single ideal lens when expressed in an appropriate object-sided
and image-sided coordinate system. Our picture of imaging due to a pair of tilted lenses
will be then employed to design a three-lens device, which performs an image rotation
by an arbitrary angle ∆α around the axis V of common intersection of all three included
lenses.
In Chapter 3, we will then push the limits of geometrical optics even further when
we develop a theory of building omnidirectional transformation optics devices using ideal
thin lenses. Applying this theory, we will then propose several optical devices, including
the omnidirectional lens and the invisibility cloak. The experimental feasibility of these
devices is also presented in Chapter 3.
In Chapter 4, we will define a new method of building optical systems that simu-
late light-field propagation in both 2D and 3D curved spaces. Our method employs the
equivalency of light-ray propagation in a curved space and in its respective unfolded net,
equipped with “gluing instructions”, i.e. the rules defining how the edges of the un-
folded net are identified. This “gluing” can be performed optically, using the so-called
space-cancelling wedges, which are also presented in Chapter 4.
In Chapter 5, we will then investigate the wave mechanics on two-dimensional compact
surfaces including the Klein bottle, Möbius strip and projective plane. For each manifold
discussed, we will derive a full analytical solution of the Helmholtz equation, which is
indeed equivalent to the stationary Schrödinger equation. This correspondence is then
applied to study the quantum motion on the presented manifolds: we will show that the
wavefunction exhibits perfect revivals on these surfaces and that quantum mechanics on
them can be realised as simple diffraction experiments with a periodic grating with an
appropriate structure of the unit cell.
Finally in Chapter 6, we summarise the results of this thesis and briefly describe
future work that could be undertaken to advance the research already presented.
2
Chapter 1
Geometrical optics and first-order
optics
In this chapter, we will provide the fundamentals of geometrical optics, first-order op-
tics and the Gaussian imaging systems. All the provided concepts can be found in any
textbook of optics, for example in Refs [21–24]. Geometrical optics, or ray optics, is a
widely used concept in optics, where the propagation of light is described with geometric
light rays. The ray in geometrical optics is an abstraction useful for approximating the
paths along which light propagates. The assumptions on the light rays are:
• They have a zero thickness.
• They are straight lines in homogeneous optical materials.
• They can be reflected or refracted at smooth optical interfaces, with certain laws
determining the outgoing ray directions.
• They can be absorbed, e.g. when hitting some optical aperture.
• Light rays can cross without influencing each other.
Although ray optics is widely used concept, geometrical rays are related to physical light
beams only partially. There are similarities between geometrical light rays and real light
beams: for example, a laser beam can be relatively narrow and propagates along a straight
line in a homogeneous medium. However, real light beams always have a non-zero cross-
section and exhibit the wave-optical phenomena, e.g. a diffraction. These wave-optical
aspects can be supressed if an incoherent light source is considered. Therefore, geometrical
rays are only a rather abstract representation of actual, incoherent light rays. Their
behavior can be derived from wave optics in the limiting case when the wavelength λ of
a considered beam is much smaller than the dimensions of the optical system.
First-order optics is the study of ideal optical systems, i.e. optical systems without
aberrations. It aims to analyse the imaging properties of the system, namely the image
location and magnification. Throughout this thesis, we will mostly study the first-order
optics of novel and unconventional optical systems.
3
1.1 Basic concepts of geometrical optics
1.1.1 Refractive index
The refractive index n is defined as a ratio of the velocity of light in vacuum c and the
velocity of light v in a considered medium
n :=
c
v
. (1.1)
Of course, refractive index n is a constant in a homogeneous medium, whereas in an
inhomogeneous medium the refractive index n(x) is position-dependent.
1.1.2 Optical path length and Fermat’s principle
Given an optical medium with refractive index n(x), in which the light travels along a
curve x(s) = (x1(s), x2(s), x3(s)) parametrized by a parameter s. Then, the optical path
length OPL between points Q = x(s1) and Q′ = x(s2) is given by the time required for
light to travel between these two points
OPL =
∫ s2
s1
n (x) dl, (1.2)
where dl =
√
(dx1/ds)2 + (dx2/ds)2 + (dx3/ds)2 ds is a line element of a curve x(s). The
optical path length lies in the core of probably the most important principle of optics —
the Fermat’s principle. Fermat’s principle states that the path taken by a ray between
two given points is the path with a stationary (maximal or minimal) optical path length.
Among others, two important laws of ray optics can be derived from this principle: the
law of reflection and the Snell’s law of refraction. Both laws are depicted in Fig. 1.1.
1.1.3 Law of reflection
On a mirror-like surface, a light ray is reflected such that the angle αr of the reflected
ray equals minus the angle αi of the incident ray (both measured from a normal to the
surface)
αr = −αi (1.3)
All normal, incident, and reflected rays are coplanar, i.e. they lie in the same plane.
1.1.4 Snell’s law of refraction
When light rays are incident on an interface between two different transparent media with
refractive indices n1 and n2, some of the light rays are reflected, and some of them are
transmitted. The propagation direction of the transmitted rays is modified according to
the Snell’s law of refraction
n1 sinα1 = n2 sinα2, (1.4)
where angle α1 is an angle formed by the incident ray with respect to the normal to
the interface and α2 is an angle between the transmitted ray and the normal. When
propagating through a series of parallel interfaces, the quantity ni sinαi is conserved.
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Figure 1.1: (a) Law of reflection and (b) Law of refraction; (a) Angle αr the refracted
ray makes with a normal to the surface equals minus the angle αi the incident ray makes
with the normal; (b) When traveling from a medium with refractive index n1 to a medium
with refractive medium n2, a light ray is refracted according to Snell’s law of refraction
(1.4).
1.2 Imaging systems
Ray-optically speaking, an imaging system is any device, which changes the directions
of light rays passing through such that all light rays emerging from a point Q intersect
again at point Q′. Point Q — an object — is said to be in an object space and point Q′
— an image — is said to be in an image space. Throughout this thesis, we will use the
notation that unprimed entities refer to object space and primed entities to image space.
The images are divided into two groups: real and virtual. Real images are created at
the actual light-ray intersection, whereas the virtual image is created at an intersection
of backward elongations of the light rays that otherwise do not intersect.
In this thesis, we will focus on Gaussian imaging systems, through which points are
imaged to points, lines to lines and planes to planes. Such imaging corresponds to a
collinear transformation of an object space. The object and image space are then called
conjugate spaces and the corresponding object and image elements conjugate elements.
For a mathematical description of imaging due to the Gaussian imaging system, a
paraxial approximation is commonly used. In this approximation, the light rays make
small angles with the optical axis and consequently trigonometric functions can be ex-
pressed as linear functions of the angles, e.g. tanα ≈ α and sinα ≈ α. Additionally,
Gaussian imaging systems have these properties:
• They are rotationally symmetric and the axis of symmetry of the system is called
optical axis or z-axis. Planes perpendicular to this axis are then called transverse
planes.
• Transverse planes in an object space are imaged to transverse planes in an image
space.
• Lines parallel to the optical axis in an object space map to conjugate lines in the
image space such that they either intersect the axis at a common point (focal sys-
tem), or are also parallel to the axis (afocal system). We will consider mostly focal
systems throughout this thesis.
• In a focal system, lines parallel to the optical axis in an object space are imaged to
lines that intersect at a common point F′ — image-sided focal point — in an image
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space. Similarly, lines intersecting at an object-sided focal point F in an object space
are imaged to a set of lines parallel with the optical axis in an image space.
• We will define the transverse magnification m as a ratio of the image point transverse
position h′ to the corresponding object position h:
m := h′/h (1.5)
A complete description of a Gaussian imaging system is given by the focal planes, principal
planes and the cardinal points, located on the optical axis: the principal points, focal
points (defined above) and the nodal points, all shown in Fig. 1.2.
Principal planes form a pair of conjugated planes such that an object-sided principal
plane P is imaged to an image-sided principal plane P ′ with a magnification m = +1
in an image space. Object- and image-sided principal points P and P′ are then the
intersections of the object- and image-sided principal planes respectively with the optical
axis. According to this definition, any light ray incident on the object-sided principal
plane emerges the image-sided principal plane at the same transverse coordinates. This
means that the imaging system can be treated as if all the refraction happened at the
principal planes (see Fig. 1.2).
Object-and image-sided focal planes, F and F ′, are simply the transverse planes
containing the object- and image-sided focal points respectively. Object and image-sided
Focal lengths, f− and f+ respectively, can be then defined as oriented distances from
object and image-sided principal points to the respective focal points
f+ = F′ − P′, (1.6)
f− = P− F. (1.7)
Note that in a case f+ = −f− (this applies, for example, to an ideal thin lens), the optical
system is usually described by an effective focal length f ≡ f+. Light rays intersecting at
any point on the object-sided focal plane are imaged to a set of parallel lines in an image
space. Analogously, a set of parallel lines in an object space is imaged to a set of lines
intersecting at a point on an image-sided focal plane.
The object- and image-sided nodal points N and N′ have the property that a ray
incident on the object-sided nodal point will be refracted by the system such that it
emerges from the image-sided nodal point, and with the same angle with respect to the
optical axis. If the medium on both sides of the optical system is the same, then the
nodal points coincide with the principal points.
1.3 Spherical interface as an imaging system
In this thesis, several non-conventional imaging systems are discussed. However, most of
these systems are composed of lenses and it is therefore essential to understand imaging
due to a lens. The following sections aim to bring the necessary insight to lens imaging.
Since a conventional lens consists of two spherical interfaces, we will first show that a
spherical interface between two media with refractive indices n1 and n2 is a Gaussian
imaging system and derive the imaging equations due to such an interface. Then, we will
apply the obtained results to describe an imaging due to a combination of two curved
interfaces — a lens.
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Figure 1.2: A Gaussian imaging system is fully described by its focal planes F and F ′,
principal planes P and P ′ and the cardinal points, located on the optical axis z: focal
points F and F′, the principal points P and P′, and the nodal points N and N′. Nodal
points coincide with the principal points if the optical medium on both sides of the optical
system is the same. The imaging system (cyan box) redirects the light rays emerging from
an object position Q to an image position Q′ as if all of the refraction happened at the
principal planes P and P ′.
1.3.1 Cardinal points of a spherical interface
As mentioned before, a Gaussian imaging system is fully described by focal and principal
planes and the cardinal points. Therefore, if a spherical interface of a radius r between
two media with refractive indices n1 and n2 is a Gaussian imaging system, we should be
able to find its cardinal points, located on its optical axis. We first find the focal points
F and F′ as shown in Fig. 1.3. Following the definition of focal points, the object-sided
focal point F is found such that all the light rays from this point will become parallel
after being refracted on the interface (see Fig. 1.3(a)). In a paraxial regime, the light rays
are refracted according to a paraxial Snell’s law
n1α = n2β (1.8)
If the light ray from the object-sided focal point F intersects the spherical interface at
height y above the optical axis, from Fig. 1.3(a) one can deduce that β ≈ y/R and
α = β + δ, where δ ≈ −y/F in a paraxial approximation. Inserting these expressions to
Eq. (1.8) yields
− n1
F
=
n2 − n1
R
. (1.9)
Similarly, a position F ′ of an image-sided focal point can be found. Fig. 1.3(b) implies
that α ≈ y/R and β ≈ α − δ, where δ ≈ y/F ′. When these expressions are inserted to
Eq. (1.8), the image-sided focal-point position F ′ can be found
n2
F ′
=
n2 − n1
R
. (1.10)
Comparing equations (1.9) and (1.10) yields F/F ′ = −n1/n2. We will use this relation
later when we derive the imaging equations due to a spherical interface.
Following the definition, principal points P and P′ can be found easily: Since the
refraction happens only on the interface itself, both P and P′ coincide with an intersection
of the interface with the optical axis.
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Figure 1.3: Cardinal points of a spherical interface; (a) rays (red lines) from an object-
sided focal point F will form a parallel bundle after a transmission through the interface;
(b) Rays which are all parallel to the optical axis will be transformed into rays which
intersect in an image-sided focal point F ′. Principal points P and P′ coincide with an
intersection of the surface with an optical axis, whereas the nodal points N and N′ are
situated at point R of the centre of curvature of the interface.
Similarly, one can find the positions of nodal points N and N′: any light ray pointing
at position R of the centre of curvature is normal to the interface. Therefore, its direction
remains unchanged after the transition through the interface. This follows the definition
of nodal points and thus both object-sided and image-sided nodal points coincide with a
point R of the centre of curvature of the interface (see Fig. 1.3).
1.3.2 Imaging equations due to a curved interface
After we have found the cardinal points of a spherical interface, we can derive the imaging
equations due to such an interface. A diagram is presented in Fig. 1.4. Cartesian coordi-
nate system is chosen such that z-axis coincides with the optical axis of the interface and
the origin is placed at the intersection of the interface with z-axis. Consider an object at
position (0, h, q). To find the image position (0, h′, q′), we employ two light rays: the first
ray, labelled 1, passes through focal point F , whereas the second ray, labelled 2, travels
parallel to the z-axis. Light ray 1 is refracted on the interface such that it becomes parallel
with z-axis. Light ray 2, initially parallel to the z-axis, passes through the image-sided
focal point F ′ after being refracted on the interface. Both light rays intersect at point
(0, h′, q′). From Fig. 1.4 one can deduce by similar triangles that
h− h′
q′
=
h
F ′
(1.11)
h− h′
q
= −h
′
F
(1.12)
These two equations yield the first imaging equation
h′
h
= − F
F ′
q′
q
=
n1
n2
q′
q
, (1.13)
where we used the relation F/F ′ = −n1/n2, derived above. To find the relationship
between positions q and q′, we will employ one more light ray, labelled 3, emerging the
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Figure 1.4: Mapping due to a spherical interface with a radius r between two optical
media with refractive indices n1 (white area) and n2 (cyan area).
object at an angle δ with z-axis. This light ray intersects the interface at height y and
makes angle α = δ + γ with a normal to the interface (see Fig. 1.4). In a paraxial
approximation, this ray is refracted on the interface according to a paraxial Snell’s law,
Eq. (1.8). The refracted part of the light ray makes an angle δ′ = γ − β with the z-axis.
In a paraxial approximation, δ ≈ −(y − h)/q, γ ≈ y/R and δ′ ≈ (y − h′)/q′. Inserting
these expressions into Eq. (1.8) yields
n1
(
−y − h
q
+
y
R
)
= n2
(
y
R
− y − h
′
q′
)
, (1.14)
when re-arranged
− yn1
q
+ y
n2
q′
+
(
n1
h
q
− n2h
′
q′
)
= y
n2 − n1
R
. (1.15)
The term inside the bracket equals zero according to Eq. (1.13). Using this fact, we finally
obtain a simple equation
− n1
q
+
n2
q′
=
n2 − n1
R
≡ 1
f
, (1.16)
where we denoted f ≡ R/(n2 − n1) the focal length of the interface. Together with
Eq. (1.13), Eq. (1.16) is a general imaging equation for a curved interface, where the
object is placed in a medium with refractive index n1 and the image is created in a
medium with refractive index n2. Note that R is not a radius but a position of the centre
of curvature and thus can be both positive and negative.
1.4 Lens-imaging equations
We already showed that a single curved interface can be regarded as a Gaussian imaging
device. In this section, we derive the imaging equations for a combination of two curved
interfaces: a lens. To achieve this, we first employ Eq. (1.16) to find a z-position of an
intermediate image Q′′ = (0, h′′, q′′) of an object Q = (0, h, q) due to the first interface.
Eq. (1.16) is then applied again to find the z-position of the final image is denoted Q′ =
(0, h′, q′), which is actually an image of Q′′ due to the second interface. Finally, the
formula for a transverse magnification will be derived.
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1.4.1 Thick lens
The choice of a coordinate system is depicted in Fig. 1.5. The first interface with a focal
length f1 maps a point Q in an object space with refractive index n1 to a point Q′′ in an
image space with refractive index n2. The z-coordinates q and q′′ respectively satisfy the
Eq. (1.16)
− n1
q
+
n2
q′′
=
1
f1
. (1.17)
The second interface, of focal length f2 and intersecting the z-axis at point d, then re-
images Q′′ back from space with refractive index n2 to space with refractive index n1.
The z-position q′ of the final image can be found using the following equation
− n2
q′′ − d +
n1
q′ − d =
1
f2
, (1.18)
where d is a distance at which the second interface intersects the z-axis. If one combines
Eqs. (1.17) and (1.18), the following complicated formula for an image position q′ will be
obtained
q′ = d− n1f2 (−f1n2q + d(f1n1 + q))
f1f2n1n2 + (f1 + f2)n2q − d(f1n1 + q) . (1.19)
However, if one denotes
f ≡ n2f1f2
n2(f1 + f2)− d (1.20)
P ≡ n1df1
n2(f1 + f2)− d = n1
df
n2f2
(1.21)
P ′ ≡ d− n1df2
n2(f1 + f2)− d = d− n1
df
n2f1
, (1.22)
it can be easily shown that expression (1.19) can be rewritten to a form
q′ = P ′ +
n1f(q − P )
n1f + q − P , (1.23)
or equivalently
− n1
q − P +
n1
q′ − P ′ =
1
f
, (1.24)
which is a thick-lens-imaging equation. This equation reveals that the entity f , defined
by Eq. (1.20), is the focal length of a thick lens. The meaning of P and P ′ will become
clear when a formula for the transverse magnification h′/h is derived
h′
h
=
h′
h′′
h′′
h
=
q′ − d
q′′ − d
q′′
q
=
n1n2f1f2
n1n2f1f2 + [n2(f1 + f2)− d]q − dn1f1 =
n1F
n1F + q − P =
q′ − P ′
q − P .
(1.25)
We employed Eqs. (1.13), (1.20), (1.21), (1.22), (1.23) and (1.24) in our manipulations.
Using Eqs. (1.24) and (1.25), one can see that point P is imaged to a point P ′ with a
transverse magnification euqal to +1. Therefore, points P and P ′ are the principal points
of a thick lens.
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Figure 1.5: A thick lens consists of two spherical interfaces: the first interface intersects
the z-axis at point (0, 0, 0) and the second interface intersects the z-axis at point (0, 0, d).
The principal planes P and P ′ intersect the optical axis at points P and P ′ respectively,
given by Eqs. (1.21) and (1.22). A thick lens maps a point Q in an object space to a
position Q′ in an image space, following the imaging equations (1.24) and (1.25).
1.4.2 Ideal thin lens
Probably the most commonly used mathematical model in geometrical optics is an ideal
thin lens, which is a lens thin enough to assume that light rays bend only once, i.e.
d → 0. Assuming that the ideal thin lens is situated in a plane z = 0 and its centre
coincides with the origin of the coordinate system, both principal points P and P ′, given
by Eqs. (1.21) and (1.22), equal zero at the limit d → 0. The formula (1.20) for a focal
length f then becomes f = f1f2/(f1 + f2) and finally the imaging equations (1.24) and
(1.25) are simplified to well-known imaging equations due to an ideal thin lens (given
n1 = 1)
−1
q
+
1
q′
=
1
f
, (1.26)
h′
h
=
q′
q
=
f
q + f
. (1.27)
Fig. 1.6(a) and (b) shows a standard graphical notation of a convex and concave thin
lens respectively: a lens is convex when its both surfaces are of a positive curvature,
which results in a positive focal length. On the other hand, surfaces of a concave lens are
of a negative curvature and consequently the focal length of a concave lens is negative.
However, we will treat lenses in a more general way; according to a chosen parameter
regime, the same lens can be of both positive and negative focal length in systems discussed
in this thesis. For this reason, we will depict thin lenses as cyan lines, without any arrows
on the ends (see Fig. 1.6(c)).
For numerical simulations, it is convenient to formulate a vector form of an imaging
equation between object position Q and image position Q′, due to an ideal thin lens with
a principal point position P = (Px, Py, Pz) and the optical-axis orientation given by a unit
vector zˆ. Such an equation can be deduced from Fig. 1.6(d). Using a light ray (red line)
passing through the principal point P, it is easy to see that Q′ − P = (q′/q)(Q − P),
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where q = (Q−P).zˆ and q′ = (Q′−P′).zˆ are projections of vectors (Q−P) and (Q′−P)
respectively in the direction of the optical axis zˆ. The magnifying factor therefore equals
q′/q = f/(q + f) = f/((Q − P).zˆ + f) (using Eq. (1.27)) and the resulting imaging
equation is finally of the form
Q′ −P = f
(Q−P) .zˆ+ f (Q−P) . (1.28)
Figure 1.6: (a) Convex lens, (b) concave lens, (c) notation of an ideal thin lens used
in this thesis. (d) Imaging due to a lens with a general principal point position P and
orientation of an optical axis zˆ.
1.5 Generalised lens-glens
We have generalised the concept of ideal thin lenses such that the object and image-
sided focal lengths may be different from each other. We name such a device a glens, a
generalised lens [25].
To describe imaging due to a glens, consider a coordinate system such that the z-axis
coincides with an optical axis of the discussed glens and the glens itself lies in z = 0 plane.
The focal lengths are then identified by the a coordinate of the corresponding focal point,
whereby the object-sided focal length is called f−, whereas the image-sided focal length is
called f+. By this convention, an ideal lens of focal length f is a glens with focal lengths
f+ = f and f− = −f . In contrast with an ideal thin lens, where principal and nodal
point coincide and lie in a plane of the lens, the nodal point N does not coincide with the
principal point in a glens. The z coordinate of N, the nodal distance ν, can be deduced
from Fig. 1.7(a). Because of the congruence of the triangles F−SP and NIF+, the nodal
distance ν equals
ν = f+ + f−. (1.29)
To obtain the imaging equations, we will employ Fig. 1.7(b). Again, using the congruences
of triangles, one can see that
h
q − f− = −
h′
f−
, (1.30)
h
f+
= − h
′
q′ − f+ , (1.31)
when h and h′ are eliminatied
f+f− = (q − f−)(q′ − f+), (1.32)
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can be finally rearranged to a following form
f−
q
+
f+
q′
= 1. (1.33)
The formula for a transverse magnification h′/h can be derived from Eq. (1.30)
h′
h
= − f
−
q − f− = −
f−
f+
q′
q
. (1.34)
Note that Eqs. (1.33) and (1.34) are exactly of the form of the imaging equations due
to a spherical interface for f− = −n1R/(n2 − n1) and f+ = n2R/(n2 − n1). One can
check easily that f− + f+ = R in this case, which is indeed the nodal point position for
a spherical interface.
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Figure 1.7: (a) Location of the nodal point of a glens. Two parallel light rays are incident
on the glens: one of them passes through the negative focal point, F−, and intersects the
glens at position S. the other ray passes through the nodal point N and intersects the first
light ray at position I. Clearly, the triangles F−SP and NIF+ (shaded green areas) are
congruent. (b) Imaging due to a glens. Again, two light rays, emerging from a point O,
are incident on the glens: one of them passes through the object-sided focal point, F−,
whereas the other light ray passes through an image-sided focal point, F−. Both light rays
intersect at point I after transmission through the glens. Similarity of triangles OqF− and
h′PF− (yellow shaded areas) implies Eq. (1.30). Analogously, similarity triangles hPF+
and Iq′F+ (green shaded areas) implies Eq. (1.31).
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1.6 Projective space and Central Collineation
Imaging due to all spherical interface, ideal thin lens and glens are examples of a central
collineation. In this section, we will discuss the properties of collineations, which are
relevant for the following chapters. Before doing so, the projective space needs to be
defined: given a vector space V over a field K, the projective space P(V ) induced by V is
the set (V −{0})/ ∼ of equivalence classes of nonzero vectors in V under the equivalence
relation ∼ defined such that for all vectors u,v ∈ V − {0}, u ∼ v if v = λu, for some
λ ∈ K − {0} [26]. If V has some finite dimension dim(V ) = n ≥ 1, the dimension of
projective space P(V ) has a dimension dim(P(V )) = n−1. An example of the projective
space P(R3) is depicted in Fig. 1.8(a).
A collineation is a bijective map (a map ϕ : A → B from set A to set B such that
(i) preimages are unique, i.e. (ai 6= aj) → (ϕ(ai) 6= ϕ(aj)) for each ai, aj ∈ A, and (ii)
each point b ∈ B has a preimage [27]) from one projective space to another, or from a
projective space to itself, such that the images of collinear points are collinear (i.e. points
are mapped to points and lines are mapped to lines again) [28]. It follows immediately
from this definition that the line segment between points X and Y must be mapped to
the line between the respective images X′ and Y′ (see Fig. 1.8(b)). Another observation
is that the set of all collineations of the projective space form a group under the binary
operation of composition of maps, called the collineation group. One obvious consequence
of the group structure of collineations is that a combined imaging due to several lenses is
a collineation again.
A collineation of projective space is called a central collineation if there exists a
hyperplane H (called the axis of the collineation) and a point C (called the center of the
collineation) such that:
• Each point of H is a fixed point, i.e. it is mapped back to itself
• Each line through C is a fixed line, i.e. it is mapped back to itself.
If the center of collineation C lies on the axis of collineation H, then we call the collineation
an elation, and when it doesn’t we call the collineation a homology.
Translating to the language of collineations, imaging due to a thin lens is an elation
since the axis of collineation is the plane of the lens and the center of collineation is a
principal point of the lens (see Fig. 1.8(b)). On the other hand, imaging due to a glens
(and the spherical interface in a paraxial approximation) corresponds to a homology as
the center of collineation coincides with a center of curvature of the interface.
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Figure 1.8: (a) Visualisation of a projective space P(R3): vectors u,v ∈ R3 are “pro-
jected” to points Pu and Pv in P(R3) and plane M through the origin is mapped to line
m in P(R3). (b) Imaging due to an ideal thin lens is an example of elation.
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Chapter 2
Lens-imaging coordinates and
imaging with unusual combinations
of ideal lenses
2.1 Introduction
In the first chapter, we have presented the basic principles of geometrical optics and
studied simple first-order imaging systems. In the following chapters, we will employ
these concepts and present unusual combinations of lenses with unprecedented imaging
properties.
We showed that ideal-lens imaging corresponds to a central collineation and therefore
has a group structure, i.e. combining two collineations yields collineation again. The
combined image due to a system of two lenses therefore coincides with a collineation of
the object-space structure.
At this point, a question might arise: does an image due to a combination of two
lenses compare to an image due to a single lens? The answer might sound trivial since
lens imaging corresponds to a collineation and therefore has a group structure. However,
collineation is a more general concept than lens imaging and thus combined imaging due
to a combination of lenses may result in a mapping, corresponding to a collineation other
than lens-imaging.
It is well known that a coaxial combination of lenses can be elegantly described as a
single thick lens, i.e. object- and image-sided principal planes, in general, neither coincide
with each other, nor do they coincide with the principal planes of the individual lenses.
This is done by describing object- and image-space positions in a specific coordinate
system, constructed such that the imaging equations due to the two-lens combination
have the same form as the standard ideal-lens equations.
Inspired by this approach, we will investigate various geometries of two lenses in this
chapter. We will reveal some of the potential applications of systems of lenses, which
are not restricted to a paraxial regime; although standard lenses are optimised for a
paraxial regime, the current progress in metalenses makes researchers to believe that even
closer approximations of ideal thin lenses will be built in the near future (see Sec. 2.7.2).
We will show that it is possible to find the “lens-imaging coordinates”, in which the
mapping between object and image space is exactly of the form of ideal-lens imaging.
Such coordinates can be found even for a system which appears unlikely to be described
as a single lens: two lenses making an angle. Later, we will apply the lens-imaging
coordinates of two skew lenses to design an image rotator, composed of three ideal lenses.
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2.1.1 Contributions
The work in this chapter was carried out by myself with help from Dr Johannes Courtial
and Dr Gergely Ferenczi, who helped me with programming the simulations.
2.2 Lens-imaging coordinates
Throughout this chapter, we will discuss imaging properties of numerous combinations
of two lenses. The key ingredient of our description is a coordinate system (u, v, w), in
which the imaging equations are of the form of ideal-lens imaging equations. We will call
such coordinates “lens-imaging coordinates”. In case of two coaxial lenses (sharing their
optical axis), lens-imaging coordinates can be easily constructed from the optical axis and
the principal planes of an optical system.
For a combination of skew lenses, however, the desired single-lens description becomes
more complicated since the standard definitions of the optical axis, transverse planes,
cardinal points etc. lose their meaning. For example, the definition of the optical axis,
provided in Sec. 1.2, “the axis of symmetry of the system is called the optical axis”, can
no longer be applied as there is no axis of symmetry of a system of two skew lenses.
The requirements of the transverse planes, i.e. planes perpendicular to the optical axis
which are imaged due to the optical system to planes perpendicular to the optical axis
1.2, need to be scrutinised. Perhaps worse, Fig. 2.1 shows that a combination of skew
lenses exhibits telescope-like behaviour for certain ray bundles, which seems to be even
incompatible with a description as a single lens.
Figure 2.1: Telescope-like behaviour of a combination of two skew lenses, L1 and L2.
An array of parallel light rays (red lines) is incident on lens L1 with a direction such that
the light rays are focused to a point on the intersection line I between the image-sided
focal plane of lens L1, F ′1, and the object-sided focal plane of lens L2, F2 (black dashed
lines). Because I lies in the object-sided focal plane of L2, the light rays become parallel
again when emerging lens L2. Points P1 and P2 are the principal points of the respective
lenses.
In light of the observations in the previous paragraph, it seems to be very challenging
to find the corresponding lens-imaging coordinates, in which the imaging due to a pair of
skew lenses can be described as a standard single-lens imaging. One attempt at construc-
tion of lens-imaging coordinates for a general optical system has been presented in an
earlier work performed by Buchroeder on a choice of coordinate systems that simplifies
any collinear mapping between object and image space [29]. In his thesis, Buchroeder
starts from a general collinear mapping, which can be written in the form (Eqn (2.1) in
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Ref. [29])
x′ =
a1x+ b1y + c1z + d1
a0x+ b0y + c0z + d0
, (2.1)
y′ =
a2x+ b2y + c2z + d2
a0x+ b0y + c0z + d0
, (2.2)
z′ =
a3x+ b3y + c3z + d3
a0x+ b0y + c0z + d0
, (2.3)
where ai, bi, ci and di (i = 0, ..., 3) are constants, and x, y, z and x′, y′, z′ are the
coordinates of the object and image positions, measured in the same Cartesian coordinate
system. Then, Buchroeder showed that these equations simplify significantly if object and
image space are described by different Cartesian coordinate systems. Namely, the object-
sided coordinate system (x, y, z) was chosen such that the z-axis is perpendicular to the
object-space focal plane (plane such that a0x+b0y+c0z+d0 = 0) and the z-axis coincides
with a line which is imaged due to the optical system to a line Z ′, perpendicular to the
image-sided focal plane. The image-sided coordinate system (x′, y′, z′) is then chosen
such that the z′ coincides with line Z ′ and plane x′y′ is parallel to an image-sided focal
plane. If the origins of both systems (x, y, z) and (x′, y′, z′) are conjugate to each other
(object-image), one can obtain following equations (Eqn (2.7) in Ref. [29])
x′ =
ax
z + d
, y′ =
by
z + d
, z′ =
cz
z + d
, (2.4)
where a, b, c and d are constants. Let us call these coordinates Buchroeder coordinates.
One can see easily that Eqs. (2.4) can be transformed to a form of ideal-lens imaging
equations by scaling x′ → dx′/a, y′ → dy′/b, z′ → dz′/c, which yields
x′ =
fx
z + f
, y′ =
fy
z + f
, z′ =
fz
z + f
, (2.5)
where the focal length f is given by the constant d. We call these coordinates scaled
Buchroeder coordinates.
In the following lines, we will present an alternative set of lens-imaging coordinates
for a pair of two skew lenses. We will consider ideal thin lenses; the implementation of real
lenses will be discussed in section 2.7.2. Our construction starts with a generalised concept
of the optical axis: in our lens-imaging coordinates, optical axes in both object and image
space are identified with a single straight line. Later, we will find the transverse planes and
the cardinal points and formulate the corresponding coordinate transformations between
Cartesian and the lens-imaging coordinates.
We first review the standard description of coaxial pairs of lenses as a single lens
(section 2.3.1). In Sec. 2.3.2, we will show that even two coplanar lenses with offset
principal points can be regarded as a single lens. We then motivate our construction of
lens-imaging coordinates for single-lens imaging (section 2.3) and show, in section 2.4,
that it works. We then employ the obtained lens-imaging coordinates for imaging due to
a combination two lenses with coinciding principal points 2.5 and for an image rotation
with three skew lenses 2.6. Finally, we discuss several aspects not mentioned elsewhere in
section 2.7.
2.3 Motivation for lens-imaging coordinates
The aim is to describe imaging due to a pair of (in general) tilted lenses as that of a
single ideal lens, in suitable coordinates. We require symmetric and affine coordinates (so
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parallel lines remain parallel and ratios between points on a straight line are preserved)
in which the imaging equations have the form of ideal-lens imaging equations. To achieve
this goal, we will generalise some concepts, e.g. the optical axis of the general two-lens
system will no longer coincide with the axis of symmetry of the system (since there is
none).
2.3.1 Two coaxial lenses
We start with well-understood system of two coaxial lenses, i.e. lenses whose optical axes
coincide. Example of such a system is shown in Fig. 2.2(a). Lens L1, of focal length f1, is
placed at z = 0 plane and its optical axis coincides with z-axis. Lens L2, of focal length
f2, is then located in z = d plane and it principal point lies at position (0, 0, d). To obtain
imaging equations due to a pair of coaxial lenses, we can successively apply the thin-lens
imaging equation first due to L1 and then due to L2 to get an image position Q′ of an
object Q. We have performed a very similar procedure in Sec. 1.4, where the thick-lens
equation was derived. Indeed, given n1 = n2 = 1, one can see that a pair of coaxial lenses
of focal lengths f1 and f2, separated by d, is equivalent to a single thick lens with focal
length f and principal-point positions given by the following formulas
f ≡ f1f2
f1 + f2 − d, (2.6)
P ≡ df1
f1 + f2 − d =
df
f2
, (2.7)
P ′ ≡ d− df2
f1 + f2 − d = d−
df
f1
. (2.8)
Therefore, the imaging equations due to a pair of coaxial lenses are the same as for a thick
lens (see Sec. 1.4) with a focal length and principal points, given by Eqs. (2.6), (2.7) and
(2.8), i.e.
− 1
z − P +
1
z′ − P ′ =
1
f
,
x′
x
=
y′
y
=
z′ − P ′
z − P . (2.9)
In the language of collineations, imaging due to a pair of coaxial lenses is obviously a
collineation. However, it is not a central collineation as there is no axis of collineation H
and and no center of collineation C in this case.
2.3.2 Two coplanar non-coaxial lenses
A more exotic system is a pair of coplanar lenses, i.e. lying in the same plane, e.g. z = 0.
A principal point of a lens L1 (of focal length f1) is situated at the origin of a coordinate
system, whereas the principal point of lens L2 (of focal length f2) is offset by h in a
transverse direction (see Fig. 2.2(b)).
Now we will derive an imaging equation due to such a two-lens system. Since the
combined focal length f , given by Eq. (2.6), does not depend on the transverse offset of
the principal points of included lenses, we can simply use Eq. (2.6) to find the combined
focal length f (given d = 0)
f =
f1f2
f1 + f2
. (2.10)
and the z coordinates of the principal points, given by Eqs. (2.7) and (2.8), both equal to
zero. Since both object and image-sided principal points of a considered two-lens system
lie in the same transverse plane, these two principal points must coincide. To find the
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Figure 2.2: (a) A system of two coaxial lenses, marked L1 and L2, provides the same
mapping of an object-space point Q to an image-space point Q′ as a single thick lens, of
focal length f (given by Eq. (2.6)); focal planes of the combination of lenses L1 and L2
are labelled F and F ′, whereas P and P ′ are the corresponding principal planes; (b) Two
coplanar non-coaxial lenses: lens L2 is offset by h with respect to lens L1. This two-lens
system can also be regarded as a single ideal lens, of focal length f , given by Eq. (2.10).
To find the principal point P of this optical system, we employ a light ray (red arrow),
which travels parallel to the z-axis and remains undeviated after the transmission through
both lenses L1 and L2.
transverse position of this combined principal point, we employ the fact that any light
ray passes through the principal point undeviated.
Fig. 2.2(b) shows one example of such a light ray, travelling parallel to z-axis at
height hN above that axis. This ray is first incident on lens L1 at point P. L1 then
redirects the ray towards its image-sided focal point F′1 in a direction which is exactly
a direction from object-sided focal point F2 of lens L2 to the point P. According to a
definition of an object-sided focal point (all light rays intersecting in an object-sided focal
point propagate parallel to an optical axis after transition through an imaging system),
the light ray propagates parallel with z-axis again after transmission through both lenses
L1 and L2. Using a similarity of triangles, one can see that
hN
f1
=
h− hN
f2
, (2.11)
when solved for hN
hN = h
f1
f1 + f2
. (2.12)
Indeed, one can check easily that imaging equation due to a pair of coplanar non-coaxial
lenses (of focal lengths f1 and f2) is of a form of an ideal-lens imaging equation due to a
lens of focal length f , given by Eq. (2.10), with a principal point offset by hN (given by
Eq. (2.12)) in a transverse direction.
2.3.3 Lens-imaging coordinates for an ideal thin lens
Before we find the lens-imaging coordinates for a pair of tilted lenses, it is instructive to
first show a generalised concept of an optical axis to the particularly simple example of a
single lens.
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Figure 2.3: Coordinates for single-lens imaging. A pair of conjugate positions O and I
is shown. In a Cartesian (x, y, z) coordinate system, placed such that the lens is in the
z = 0 plane and the position of the principal point, P, coincides with the origin, the
relationships between the coordinates of O and I have the standard form, given by Eqs.
(2.13). The object and image positions can alternatively be expressed in skew coordinates
with basis vectors uˆ, vˆ, and wˆ, with the imaging equations retaining their standard form.
The figure shows a cross section in the y = v = 0 plane.
The ideal-lens imaging equations
− 1
z
+
1
z′
=
1
f
,
x′
x
=
y′
y
=
z′
z
, (2.13)
are written in Cartesian coordinates (x, y, z), chosen such that the lens lies in the z = 0
plane and its principal point P coincides with the origin. Alternatively, the ideal-lens
mapping can be described in a skew coordinate system (u, v, w), with the origin placed
at point P again. The u and v axes coincide with the x and y axes, but the w axis forms
an angle α with the z axis in the xz plane (Fig. 2.3).
Now consider an object-space point O = uuˆ+ vvˆ+wwˆ and the corresponding point
in an image space I = u′uˆ+ v′vˆ +w′wˆ. Since z = w cosα, and with the key definition of
the projected focal length
g =
f
cosα
=
f
zˆ.wˆ
, (2.14)
the first equation in Eqn (2.13) becomes
− 1
w
+
1
w′
=
1
g
, (2.15)
remaining in the form of an ideal-lens imaging equation (Eqn (2.13)). Due to the similarity
of the triangles highlighted in Fig. 2.3, the other equation in Eqn (2.13) also remains in
the ideal-lens form, i.e.
u′
u
=
v′
v
=
w′
w
(2.16)
In a sense of preserving the form of imaging equations, this shows that any line w, passing
through the principal point at w = 0, is a perfectly good choice of optical axis.
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Figure 2.4: System of two tilted lenses L1 and L2 (cyan lines). We chose the optical axis
for this two-lens system to coincide with a line passing through both principal points P1
and P2. Angles, formed by the normals of the respective lenses and the two-lens optical
axis, are denoted ϕ1 and ϕ2.
2.3.4 Two-lens optical axis
We just showed that any straight line through the principal point of an ideal thin lens is a
perfectly good choice of an optical axis for that lens. Now we will apply this observation
to find a common optical axis of a pair of tilted lenses, L1 and L2. We will use one
special property of the optical axis of a standard, rotationally symmetric Gaussian system,
namely that the optical axis is imaged back to the same line due to the system. It is easy
to find such a line even for a case of two skew lenses: a straight line through the principal
points P1 and P2. This line is therefore an excellent candidate for the optical axis of the
combination. We will refer to it as two-lens optical axis.
For an object lying on such two-lens optical axis, it is easy to derive an imaging equa-
tion due to a two-lens combination. Similar to sec. 2.3.3, let us denote w the coordinate
along the two-lens optical axis, with the origin at principal point P1 of lens L1. The
projected focal lengths g1 and g2 of lenses L1 and L2 can be calculated using Eqn. (2.14)
g1 =
f1
wˆ.nˆ1
, g2 =
f2
wˆ.nˆ2
, (2.17)
where nˆ1 and nˆ2 are the normals to the respective lenses (see Fig. 2.4). Since the two-
lens optical axis is one of the lens-imaging coordinates, imaging on this axis follows the
standard ideal-lens imaging equation. Therefore, the effective focal length f , the two-lens
focal length, can be calculated using Eqn. (2.6),
f =
g1g2
g1 + g2 − d, (2.18)
and use the standard formulas in Eqs. (2.7) and (2.8) to calculate the values Pw and P ′w
of the w coordinate of the object and image-sided two-lens principal points, P and P’, as
Pw =
df
g2
, (2.19)
P ′w = d−
df
g1
. (2.20)
Finally, the imaging equation between object position w and the respective image position
w′ is of the desired standard form
− 1
w − Pw +
1
w′ − P ′w
=
1
f
. (2.21)
So far, our choice of two-lens optical axis seems to be a highly suitable pick.
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Figure 2.5: System of two parallel, non-coaxial lenses L1 and L2. The black dashed lines
represent the focal planes of this system, whereas the green dashed lines correspond to
its principal planes with principal points P= (Pz tanα, 0, Pz) and P′ = (P ′z tanα, 0, P
′
z),
when expressed in Cartesian coordinates (x, y, z).
2.3.5 Example: Parallel, but non-coaxial lenses
Our search for lens-imaging coordinates of two skew lenses yielded a promising candidate
for an optical axis, or w-axis. In the following sections, we will complete the set of lens-
imaging coordinates with transverse planes. First, it is instructive to do this to completion
for a simple but non-trivial example: a system of two parallel lenses. Unlike in section
2.3.1, this time the lenses are offset relative to each other in the x direction (Fig. 2.5).
The coordinate system is chosen in a following way: the w coordinate coincides with
the two-lens optical axis, passing through the principal points P1 and P2. The remaining
two coordinates, marked u and v, are set to be parallel to x and y, respectively. The
coordinate transformation between the coordinates (u, v, w) and Cartesian coordinates
(x, y, z) is then given by formula
u = x− z tanα, v = y, w = z
cosα
. (2.22)
We will show that (u, v, w) are indeed lens-imaging coordinates by comparing the
standard imaging equations (2.9), with a substitution (x, y, z) → (u, v, w), with those
obtained by successive applying an ideal-thin lens imaging equation: first due to lenses L1
and then due to lens L2. The standard thick-lens equations, with a substitution (u, v, w)
for (x, y, z), are of the form
− 1
w − Pw +
1
w′ − P ′w
=
1
F
,
u′
u
=
v′
v
=
w′ − P ′w
w − Pw , (2.23)
where Pw = Pz/ cosα, P ′w = P
′
z/ cosα (Pz and P
′
z are given by Eqs. (2.7) and (2.8)), and
F = f/ cosα, where f is given by the Eqn (2.6). One can apply the transformation (2.22)
to express these imaging equations in Cartesian coordinates. Inserting the expressions for
the parameters Pw, P ′w and F finally yields
− 1
z − Pz +
1
z′ − P ′z
=
1
f
,
x′ − P ′z tanα
x− Pz tanα =
y′
y
=
z′ − P ′z
z − Pz . (2.24)
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It is easy to see the effect of the transverse offset of lens L2: it simply causes a transverse
shift of the resulting image by a quantity (P ′z − Pz) tanα in the direction of the lens
displacement (x-direction in this case).
Note that equations (2.24) can be transformed into the standard form of Eqs. (2.13),
simply by moving the origins of the coordinate systems in such that (x, y, z) → (x −
Pz tanα, y, z − Pz) in an object space and (x′, y′, z′) → (x′ − P ′z tanα, y′, z′ − P ′z) in an
image space. The coordinates (x− Pz tanα, y, z − Pz) and (x′ − P ′z tanα, y′, z′ − P ′z) are
thus lens-imaging coordinates as well, actually the scaled Buchroeder coordinates for this
combination.
Eqs. (2.24) can be indeed obtained by successive applying the ideal-thin-lens imaging
equations due to lenses L1 and L2. This proves that coordinates (u, v, w) are the lens-
imaging coordinates for a system of two parallel, but non-coaxial lenses. At the same time,
it makes our concept of the two-lens optical axis stronger since it is possible to match it
with other two coordinates to form the lens-imaging coordinates. For this particularly
simple example, the remaining two coordinates point in the transverse directions. But
what are the transverse coordinates in the general case?
2.3.6 Transverse planes of two skew lenses
As defined in Sec. 1.2, transverse planes of a standard Gaussian imaging system are planes
perpendicular to the optical axis and have the property that transverse planes in an object
space are mapped to transverse planes in an image space due to the system. One could
also say that transverse planes form a set of parallel planes in an object space (since
they are perpendicular to the optical axis), which is imaged due to the optical system
to another set of parallel planes in an image space. In this section, we will find two sets
of parallel planes that are imaged into each other: one set in an object space and the
other in an image space. Later, we will show that, although they are not perpendicular to
the two-lens optical axis, these two conjugated sets are good candidates for the two-lens
transverse planes.
To find such conjugated sets of parallel planes, we will use (maybe unexpectedly) the
curious telescope-like behaviour of a system of two skew lenses, which at first seems not
to have a match in the case of an ideal thin lens. This telescope-like behaviour happens
when a parallel bundle of light rays is incident on lens L1 with a direction such that it
is focused to a point lying on the intersection line I of the image-sided focal plane F ′1 of
lens L1 and the object-sided focal plane F2 of lens L2. Now we will consider one subset
of these “telescope rays”, intersecting an arbitrarily chosen point W in an object space.
The object-space segments of those rays form a plane (call it O), which is parallel to the
plane through the principal point P1 of lens L1 and the line I. Similarly, the image-space
segments of those rays form a plane (call it I), which is parallel to the plane through the
intersection line I and the principal point P2 of lens L2. In this way, we have constructed a
conjugated pair of planes since any point lying in O is imaged to a point lying in the plane
I. Repeating this procedure, for other choices of the point where telescope rays intersect,
leads to a set of conjugated planes such that all the object-sided planes are parallel to
each other, as are the image-space ones. These planes clearly satisfy our requirements for
transverse planes, i.e. that they form two conjugated sets of parallel planes, and therefore
we will refer to them as object- and image-sided skew-lens transverse planes.
Note that our construction can be applied even in the case of parallel lenses: the line
I lies at an infinite distance from the optical axis and thus we would obtain the standard
transverse planes, perpendicular to the optical axis.
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Figure 2.6: Construction of the image-sided (a) and object-sided (b) two-lens focal
planes, F ′ and F . The respective focal points, F′ and F, coincide with the intersections
of the focal planes with the optical axis.
2.3.7 Focal planes
Now we will make our concept of transverse planes (presented above) even stronger by
showing that the focal planes of a system of two lenses belong to those transverse planes.
To achieve this goal, we will employ the standard definitions of focal planes, provided for
example in [30] “Rays which are parallel in the object space will be transformed into rays
which intersect in a point on the [image-space] focal plane [. . .]. Similarly rays from a
point in the [object-space] focal plane [. . .] will transform into a pencil of parallel rays.”
Then the focal points can be found as the intersections of the focal planes with the optical
axis.
Fig. 2.6 shows our construction of the two-lens focal planes, which fully follows the
above definitions: panel (a) shows a parallel bundle of rays incident on the two-lens system.
Lens L1 focuses the light rays to a point in its image-sided focal plane of F ′1. Lens L2 then
provides a final image of this point. All the light rays from the original parallel bundle
therefore intersect in this final image point, which means that final image point lies in an
image-sided focal plane of the two-lens combination. This construction implies that the
two-lens image-sided focal plane coincides with an image of the image-sided focal plane
F ′1 due to lens L2. Since lenses L1 and L2 form, in general, a non-zero angle, plane F ′1
intersects the lens L2 in a line, labelled I2 in Fig. 2.6(a). This line, I2, must also lie in the
two-lens image-sided focal plane because line I2 is imaged back to itself due to lens L2.
Now because the image-sided focal plane F ′1 of lens L1 also contains the intersection
line I, its image due to lens L2 (the two-lens image-sided focal plane) is an image-sided
skew-lens transverse plane as suggested by the construction presented in section 2.3.6.
This proves that the image-sided focal plane F ′ of a general two-lens combination coincides
with an image-sided skew-lens transverse plane.
The two-lens object-sided focal plane, F , can be constructed in a similar way. Fig. 2.6(b)
shows that F is imaged by a lens L1 to the object-sided focal plane F2 of lens L2. However,
the object-sided focal plane F2 of lens L2 passes through the line I and thus F2 must be an
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image of an object-sided skew-lens transverse plane due to lens L1. This shows that the
object-sided two-lens focal plane F is indeed an object-sided skew-lens transverse plane.
Finally, we will show that the intersections of these focal planes with the optical axis,
call them Fw and F ′w, are consistent with the w coordinates of the focal points
Fw = Pw − f, (2.25)
F ′w = P
′
w + f, (2.26)
where f is the two-lens focal length (given by Eqn. (2.18)) and Pw and P ′w are the two-lens
principal points (given by Eqs. (2.19) and (2.20)). Fig. 2.6(b) shows that the intersection
Fw of the object-sided skew-lens focal plane can be found using the following imaging
equation
− 1
Fw
+
1
d− g2 =
1
g1
, (2.27)
when solved for Fw
Fw =
g1d− g1g2
g1 + g2 − d. (2.28)
If the RHS of this equation is expressed in terms of the w coordinate of the object-sided
two-lens principal point Pw and the two-lens focal length f , defined in Eqn (2.18), one
will obtain Eqn (2.25).
Analogously, one can deduce from Fig 2.6(a) that
F ′w = d+
g1g2 − g2d
g1 + g2 − d. (2.29)
Expressing the RHS in terms of f and P ′w then yields Eqn (2.26). So far, everything is
consistent.
2.3.8 Principal planes
In Sec. 1.2, we have defined the object and image-sided principal planes, P and P ′, as
conjugate transverse planes which are imaged to each other due to a considered imaging
system with a transverse magnification equal to unity. In the case of two skew lenses,
one can spot a set of points with such a property immediately: the intersection line V of
the planes of the lenses L1 and L2 (Fig. 2.7). That is because an ideal thin lens images
any point lying in a plane of the lens back to itself; consequently, any point lying on the
intersection line of two ideal lenses is imaged back to itself (and thus with magnification
equal to unity) due to both lenses. Line V is therefore a sensible candidate for the line
where object and image-sided skew-lens principal planes intersect.
With this choice, the skew-lens principal planes can be found easily: they coincide with
object and image-sided skew-lens transverse planes, passing through the line V. Following
the definition in Sec. 1.2, the skew-lens principal points, P and P’, are the intersection
points of the respective skew-lens principal planes with the skew-lens optical axis. Our
construction is depicted in Fig. 2.7.
Now we will show the consistency of this definition of skew-lens principal points, P and
P’, with the w coordinates of principal point positions Pw and P ′w, given by Eqs. (2.19)
and (2.20). For this goal, we will use a fact, which arises from our construction of skew-
lens transverse planes: the intermediate image of the object-sided principal plane P due
to lens L1 lies in a plane through both lines V (as each lens images V to itself) and I. This
plane intersects the w-axis at point wim. Provided that the origin of the w-axis coincides
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Figure 2.7: Construction of the skew-lens principal planes, P and P ′. The object-sided
principal plane P coincides with the object-sided skew-lens transverse plane through V
(the line of intersection of both lenses L1 and L2). Analogously, the image-sided trans-
verse skew-lens plane through V coincides with the image-sided principal plane P ′. Con-
sequently, the principal points P and P’ can be found as the intersections of the respective
principal planes with the optical axis w. Both principal planes P and P ′ are linked to-
gether by the plane through both lines V and I: P is imaged due to lens L1 to that plane
and P ′ is an image of that plane due to a lens L2. This intermediate plane intersects the
optical axis at point wim.
with principal point P1 of lens L1, wim can be calculated (the full calculation is provided
in Appendix A)
wim =
dg1
g1 + g2
. (2.30)
Now it is easy to find the w coordinate of the object-sided principal point, Pw: it is imaged
to wim due to lens L1 and thus satisfies the imaging equation
− 1
Pw
+
1
wim
=
1
g1
, (2.31)
when solved for Pw and expressed in terms of the skew-lens focal length f (Eqn (2.18)),
Pw =
df
g2
, (2.32)
which is the same result as we obtained earlier from our considerations of axial imaging
(see Eqn (2.19)).
Finally, the w coordinate of the image-sided principal point, P ′w, can be found in a
similar way, using the following equation
− 1
wim − d +
1
P ′w − d
=
1
g2
. (2.33)
Again, this equation confirms the result presented in Eqn (2.20).
2.4 Deriving the Lens-imaging coordinates for two
skew lenses
Provided the optical axis, cardinal points and transverse planes (including object and
image-sided focal and principal planes), we are ready to derive the lens-imaging coordi-
nates for a system of two skew lenses. Object-space positions are expressed using a skew
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Figure 2.8: Definition of the object- and image-space lens-imaging coordinates. Positions
in object and image space are expressed in skew coordinate systems with basis vectors u,
vˆ, wˆ (object space) and u′, vˆ′, wˆ′ (image space). Basis vectors in the u and u′ directions
are not normalised; their lengths are chosen such that the x components of these vectors
is equal to one. We define u by the intersection of the object-sided principal plane, P , and
the median plane, M, which is through the two-lens optical axis w and perpendicular to
the (v, w) plane. Similarly, vector u′ lies on the intersection of the image-sided principal
plane, P ′, and planeM. Origins of the object- and image-sided lens-imaging coordinates
coincide with the object- and image-sided principal points, P and P′ respectively.
coordinate system (u, v, w), with the origin at object-sided skew-lens principal point P.
The w axis coincides with the two-lens optical axis, which is a line passing through both
principal points P1 and P2 of lenses L1 and L2. Any position in the object-sided principal
plane P is then uniquely described by the other axes, u and v. An analogous coordinate
system with its origin at point P′, (u′, v′, w′), is then employed to express the positions in
an image space.
The corresponding basis vectors, u, vˆ, wˆ in an object space and u′, vˆ′, wˆ′ in an
image space, are presented in Fig. 2.8. Both w and w′ axes coincide with the skew-lens
optical axis, i.e. a line passing through both principal points P1 and P2 of the respective
lenses. Axes v and v′ are chosen to be parallel with an intersection line V. Finally, u and
u′ axes are given by intersections of the respective transverse planes with a plane M,
through w and perpendicular to (v, w) plane. Apart from u and u′, all the basis vectors
are normalised. The lengths of vectors u and u′ are chosen such that their components
perpendicular to the optical axis are both equal to 1. This choice ensures that any light
ray, incident on the skew-lens system, intersects both object and image-sided skew-lens
principal planes, P and P ′, at the same transverse coordinates.
We will show that (u, v, w) and (u′, v′, w′) coordinates defined in Fig. 2.8 are object-
and image-sided lens-imaging coordinates in a following way: we will consider an object
position Q = xxˆ + yyˆ + zzˆ = uu + vvˆ + wwˆ. Then, we will compare image positions
Q′′ = x′xˆ + y′yˆ + z′zˆ, obtained by a successive imaging due to lenses L1 and L2, and
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Q′ = u′u′ + v′vˆ′ + w′wˆ′, obtained by the standard imaging equations (2.5),u′v′
w′
 = f
w + f
uv
w
 , (2.34)
where f is the two-lens focal length, given by Eq. (2.18). At the end, we will show that
Q′ and Q′′ coincide. The comparison will be done by transforming the position vector
Q′ into Cartesian coordinates, chosen as follows: the y-axis is parallel to the line V, the
x direction is given by the cross product yˆ × wˆ, and the unit vector in the z direction is
zˆ = xˆ× yˆ. The origin of this system lies at the principal point P1 of lens L1.
The following vectors can be expressed immediately in such coordinate system: P1 =
(0, 0, 0), P2 = (0, d sin β, d cos β), P = (0, Pw sin β, Pw cos β), P′ = (0, P ′w sin β, P
′
w cos β)
(where Pw and P ′w are given by Eqs. (2.19) and (2.20)), nˆ1 = (sinϕ1, 0, cosϕ1) and
nˆ2 = (sinϕ1, 0, cosϕ2). Furthermore, one can parametrize the skew-lens principal planes,
P , P ′ and the median plane M as follows
P : x = −(z − Pw cos β) cotα
P ′ : x = −(z − P ′w cos β) cotα′
M : y = z tan β,
where α and α′ are angles between the x axis and the respective principal planes, given
by the equations (full derivation is provided in Appendix B)
cotα = cotϕ1
d− g1 − g2
d− g2 − g1 cotϕ1/ cotϕ2 , (2.35)
cotα′ = cotϕ2
d− g1 − g2
d− g1 − g2 cotϕ2/ cotϕ1 . (2.36)
Finally, the basis vectors u, u′, vˆ, vˆ′, wˆ and wˆ′ can be expressed in the considered
Cartesian coordinate system:
wˆ = wˆ′ = (P2 −P1)/d = (0, sin β, cos β),
vˆ = vˆ′ = yˆ = (0, 1, 0),
u = (1,− tan β tanα,− tanα),
u′ = (1,− tan β tanα′,− tanα′).
(2.37)
Note that vectors u and u′ coincide with intersections of M with P and P ′ respectively,
with x-component equal to 1. The matrix describing the image-space transformation
((x′, y′, z′)− (P ′w sin β, 0, P ′w cos β))T = T−1i (u′, v′, w′)T, is then of form
T−1i =
 1 0 0− tan β tanα′ 1 sin β
− tanα′ 0 cos β
 . (2.38)
The matrix describing the object-space transformation
(u, v, w)T = To((x, y, z)−(Pw sin β, 0, Pw cos β))T is then the inverse of T−1i with the image-
space slope − cotα′ replaced by the object-space slope − cotα, which can be expressed
in the form
To =
1 0 00 1 − tan β
0 tanα
cosβ
1
cosβ
 . (2.39)
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Now we have everything needed to transform the Eqn (2.34), and thus the image position
Q′ = (u′, v′, w′), to Cartesian coordinates
Q′ −P′ = T−1i
u′v′
w′
 = T−1i fw + f To (Q−P), (2.40)
or explicitly, x′y′ − P ′w sin β
z′ − P ′w cos β
 = f
w + f
 1 0 0(tanα− tanα′) tan β 1 0
tanα− tanα′ 0 1
 xy − Pw sin β
z − Pw cos β
 . (2.41)
We compared this result to that due to successive application of the equations describing
imaging due to the individual lenses. We performed this calculation in the Mathematica
notebook TwoLensProof.nb [31], finding that the resulting image positions are identical.
Our choice of lens-imaging coordinates is therefore correct.
2.5 Applying lens-imaging coordinates: Two skew
lenses with coinciding principal points
After presenting the lens-imaging coordinates of a system of two skew lenses, we will apply
those to a couple of examples.
The first example we will discuss is a combination, let us call it C, of two tilted lenses,
with coinciding principal points, i.e. P1 = P2 = P. As previously defined, the two-lens
optical axis of such combination can be any line through P. More interestingly, object
and image-sided two-lens transverse planes are parallel to each other. This arises from
the construction of the two-lens transverse planes, presented in Sec. 2.3.6: object-sided
two-lens transverse planes are planes parallel to one through P1 and the line I (which is
the intersection line of image-sided focal plane of L1 and the object-sided focal plane of
L2) and, similarly, image-sided two-lens transverse planes are planes parallel to a plane
through P2 and the line I. But points P1 and P2 coincide for the combination C, which
means that object and image-sided two-lens transverse planes must be parallel to each
other.
These observations imply that if one chooses the two-lens optical axis to be perpen-
dicular to the two-lens transverse planes, the lens-imaging coordinates for the combina-
tion C will be simple Cartesian coordinates, with the origin at P. Therefore, two tilted
lenses sharing a principal point can be regarded as an ideal thin lens of focal length
f = g1g2/(g1 + g2).
2.6 Applying lens-imaging coordinates: Image rota-
tion with three skew lenses
The lens-imaging coordinates of two skew lenses L1 and L2 can be even employed to build
a combination of three lenses, which provides an image rotation around the common
intersection line V, by an arbitrary angle ∆α. The idea of how to obtain image rotation
with a combination of three lenses is shown in Fig. 2.9 (a). Consider a system D of
two skew lenses, with principal planes P , P ′ and effective focal length fD. A collimated
ray bundle, perpendicular to the object-sided principal plane P , is incident on D, which
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Figure 2.9: (a) The construction of the three-lens image rotator starts with a system
D of two skew lenses, L1 and L2, characterised by its effective focal length, fD, the two-
lens optical axis, which coincides with the w and w′ axes of the lens-imaging coordinate
systems, the object- and image-sided focal planes F and F ′, and the object- and image-
sided principal planes P and P ′. A bundle of parallel light rays (red lines) is incident on
D from a direction that is perpendicular to the object-sided principal planes, P . Lens L3
is placed in the image-sided principal plane P ′ of the two-lens system D, such that its
object-sided focal point coincides with the point X, where the bundle of rays intersects the
image-sided two-lens focal plane, F ′. (b) The same system of three lenses in lens-imaging
coordinates (u,w) acts like a combination of two coplanar lenses of opposite focal lengths,
fD and −fD, offset in the transverse direction. The mapping due to this lens combination
— a pure shearing — exactly cancels the shearing of the lens-imaging coordinate system,
so that the mapping in the global Cartesian coordinates is a pure rotation.
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Figure 2.10: Demonstration of image rotation with three lenses. A square lattice is
placed behind three-lens image rotator T, whose lenses are framed with red, green and
blue rings respectively. The actual field of view through all three included lenses is cir-
cumscribed by a green ellipsoid inside the red-framed lens (which is actually an image of
the frame of the middle lens due to the red-framed one). The lattice, as seen through all
three lenses, appears rotated by an angle ∆α = −15◦ around a vertical axis. (c) For com-
parison, the simulation was performed without the lenses but with the camera physically
rotated by 15◦ around the same axis. Chosen parameters are (a) ϕ1 = 2.5◦, ϕ2 = −2.5◦
and d = 0.5 and (b) ϕ1 = 0.5◦, ϕ2 = −0.5◦ and d = 0.1. The remaining values have
been calculated using formulas presented in the Appendix C. One can see that the field of
view increases when the inclination ϕ2−ϕ1 between first two lenses of rotator T (red and
green-framed) becomes smaller, which appears to be the case generally. The simulations
were performed using an extended version of our custom raytracer Dr TIM [1].
focusses it to a point X in the image-sided focal plane F ′. If one inserts a third lens L3
such that the plane of this lens coincides with the image-sided principal plane P ′ of D and
the object-sided focal point of L3 coincides with point X, the ray bundle will be collimated
again and perpendicular to the image-sided principal plane P ′ after transmission through
the lens L3 (see Fig. 2.9 (a)).
One can see that the projected focal length g3 of lens L3 is exactly opposite to the
effective focal length fD of the two-lens system D, i.e. g3 = −fD. Consequently, since
the plane of L3 coincides with the image-sided principal plane P ′ of the system D, all
object-sided transverse planes of D are mapped to image-sided transverse planes, with
magnification equal to unity. There is no shearing of the image due to three-lens system
D + L3: the parallel ray bundle considered above was chosen to be perpendicular to the
transverse planes both in object and image space; as object-space points on one such ray
are imaged to image-space points on the same ray, lines that are perpendicular to the
object-sided transverse planes are therefore re-imaged to lines that are perpendicular to
the image-sided transverse planes again. This means that the mapping due to a three-lens
system T = D + L3 is a pure rotation by an angle ∆α = α′− α formed by the object and
image-sided transverse planes.
This is demonstrated by the ray-tracing simulations shown in Fig. 2.10. Fig. 2.10(a,b)
show views through two different three-lens combinations that are designed to rotate the
image seen through all three lenses by an angle ∆α = −15◦ around an axis V; Fig. 2.10(c)
shows the same scene but without the lenses and with the camera instead rotated around
V by −∆α. The part of the image in which the scene is seen through all three lenses
in (a,b) is identical to the corresponding part of the image shown in (c), as expected. A
comparison of Figs. 2.10(a) and (b) shows that the size of the field of view, that is the
angular size of the image seen through all three lenses, depends on the parameters of the
three lenses. Specifically, the field of view can be increased, if the inclination ϕ2 − ϕ1
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between the first two lenses is reduced.
2.6.1 Image rotation with three lenses mathematically
We will see below that it is convenient to work in the lens-imaging coordinates of the two-
lens system D. In these lens-imaging coordinates, the three-lens system T is equivalent
to a system of two coplanar lenses like the one presented in Fig. 2.9 (b): the two-lens
system D acts like a lens LD of focal length fD and with its principal points coinciding
(i.e. P=P′) at the origin of the coordinate system. The other lens, L3, is of focal length
g3 = −fD and its principal point P3 is offset in the (transverse) u-direction. The offset
has to be chosen such that the image shearing due to the combination LD + L3 exactly
cancels the shearing of the lens-imaging coordinate system, so that the mapping in the
global Cartesian coordinates is a pure rotation.
This formulation enables a simple description of the imaging due to the system T in
lens-imaging coordinates: first, an intermediate image (u′, w′) due to lens LD is created:u′v′
w′
 = fD
fD + w
uv
w
 . (2.42)
Then, the intermediate image (u′, w′) is re-imaged by lens L3 (with principal-point position
(h, 0, 0) and focal length g3 = −fD) as follows:u′′ − hv′′
w′′
 = −fD−fD + w′
u′ − hv′
w′
 . (2.43)
Combining these two equations together yields the imaging equation due to the three-lens
system T in lens-imaging coordinates, which can be written in the matrix formu′′v′′
w′′
 =
1 0 − hfD0 1 0
0 0 1
uv
w
 . (2.44)
To transform this imaging equation into global Cartesian coordinates, we simply re-
place the factor describing the effect of a thin lens in Eq. (2.40) (i.e., the term f/(w+ f))
by the matrix describing the effect of the three-lens system T (Eq. (2.44)). Given β = 0,
this yields the equation x′y′
z′ − P ′w
 =
 1 0 00 1 0
− tanα′ 0 1
1 0 − hfD0 1 0
0 0 1
 1 0 00 1 0
tanα 0 1
 xy
z − Pw
 . (2.45)
Performing the matrix multiplication yields x′y′
z′ − P ′w
 =
 1− hfD tanα 0 − hfD0 1 0
− tanα′ + tanα + h
fD
tanα′ tanα 0 1 + h
fD
tanα′
 xy
z − Pw
 .
(2.46)
For Eq. (2.46) to describe a rotation, the 3× 3 matrix on the right-hand side must be
anti-symmetric. That yields the condition
− tanα′ + tanα + h
fD
tanα′ tanα =
h
fD
, (2.47)
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which can be solved for h/fD to give
h
fD
=
sin (α− α′)
cos (α′ + α)
. (2.48)
We are required to set α = −α′ in order to ensure that the denominator is equal to 1 and
hence the matrix presented in Eq. (2.46) can be a pure rotation matrix. With our earlier
definition ∆α ≡ α′ − α, the condition on the fraction h/fD simplifies to
h
fD
= − sin ∆α, (2.49)
and it is easy to show that the diagonal terms in the 3× 3 matrix in Eq. (2.46) are both
equal to cos ∆α. Therefore, Eq. (2.46) can be written in the form x′y′
z′ − P ′w
 =
 cos ∆α 0 sin ∆α0 1 0
− sin ∆α 0 cos ∆α
 xy
z − Pw
 . (2.50)
From Fig. 2.9(a) one can see that the point P′ is the point P, rotated around V by an
angle ∆α = α′ − α, and therefore satisfies the equation −Vx−Vy
P ′w − Vz
 =
 cos ∆α 0 sin ∆α0 1 0
− sin ∆α 0 cos ∆α
 −Vx−Vy
Pw − Vz
 , (2.51)
where Vx, Vy and Vz are coordinates of an arbitrary point on line V where all three lenses
intersect. Note that line V is perpendicular to xz plane for angle β = 0. Summing Eqs.
(2.50) and (2.51) givesx′ − Vxy′ − Vy
z′ − Vz
 =
 cos ∆α 0 sin ∆α0 1 0
− sin ∆α 0 cos ∆α
x− Vxy − Vy
z − Vz
 . (2.52)
This equation states that the mapping between object space and image space is a pure
rotation by an angle ∆α = α′ − α = 2α′ around V.
2.7 Discussion
2.7.1 Comparison of lens-imaging-coordinate systems
It is instructive to compare the lens-imaging coordinates defined in section 2.4 with the
scaled Buchroeder coordinates (see Eqs. (2.5)), presented in [29]. Scaled Buchroeder
coordinates consist of two Cartesian coordinate systems, whereas our sheared lens-imaging
coordinates is composed of two skew, non-normalised coordinate systems. Below we will
point out both the similarities and the differences between these descriptions.
Due to their very specific physical meaning, the focal planes must be the same in
both coordinate systems. The definition of the transverse planes (called “normal planes”
in [29]) is also the same in both descriptions; as shown in Sec. 2.3.6, there is only one set
of parallel planes in an object space, which is imaged to a set of parallel planes again in an
image space. Consequently, the principal planes are also the same in both descriptions.
Buchroeder and the sheared lens-imaging coordinates differ, however, in their choice
of the optical axis, and therefore the positions of the cardinal points also differ. Note
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that cardinal points lie at the intersections between the optical axis and the focal planes
and principal planes. In our description, the two-lens optical axis is defined as a straight
line through the principal points of the two lenses. On the other hand, the optical axis is
defined by the trajectory of the one light ray that is perpendicular to the both object and
image-sided transverse planes in the Buchroeder description. Our choice of the optical
axis coincides with the “Buchroeder optical axis” if and only if the two lenses are coaxial,
i.e. they share their (standard) optical axes.
Due to their nature, Buchroeder and the sheared lens-imaging coordinates, presented
in Sec. 2.4 are complementary since there are applications for which one description
suits better than the other one. For example, the image-sided Buchroeder coordinates
are rotated relative to the object-sided ones and thus the Buchroeder coordinates are
appropriate for studying the rotations between object and image space. Analogously, our
sheared lens-imaging coordinates are suitable for a description of shearing between object
and image space.
2.7.2 Combinations of skew physical lenses
In our calculations, we have considered ideal thin lenses so far. Therefore, a natural
question arises: how do our results change if real lenses are implemented?
Lenses are commonly used and well understood optical elements, but designing and
manufacturing novel types of lenses is a highly active field of research and is capable of
yielding impressive outcomes, e.g. metalenses [32–34]. The reason for this research is the
limited functionality of conventional lenses, which are well-optimised for imaging of object
lying on its optical axis. Images of off-axis objects suffer from several aberrations, e.g.
barrel distortion (when straight lines are imaged to curved lines in a shape of a barrel) or
coma (when an off-axis point appears to have a tail), chromatic aberration etc. All these
aberrations degrade the image quality beyond the paraxial regime, in which the light rays
form small angles with the optical axis. However, lenses in form of metasurfaces might
become real-life implementations of ideal thin lenses as they seem to have a potential to
overcome these aberrations [32–34].
In our combinations of skew lenses, at least one of the lenses is used non-paraxially,
which means that images due to a combination of skew conventional lenses are likely to be
degraded by aberrations. This is possibly the reason why combinations of tilted lenses are
infrequently employed (one example can be found in [35]). However, this limitation can
be overcome by optimising the lenses (or metalenses) to create stigmatic (ray-optically
perfect) images of non-paraxial points. For example, one can consider a lens comprising
two surfaces, which are optimised for two pairs of conjugate (object-image) positions [36].
Such a non-paraxial lens can be applied if either point light sources or point-like observers
are located in the optimised positions.
Finally, combinations of two skew lenses can be realised experimentally using met-
alenses [33, 34, 37, 38]: metasurface phase holograms [39–44] which aim to approximate
ideal thin lenses. The key feature of metasurfaces is the option of tuning their prop-
erties in many different ways. This freedom enabled, for example, the development of
low-dispersion metalenses [34, 45, 46]. The rapid progress in developing and fabricating
metalenses makes researchers to believe that even closer approximations of ideal thin
lenses with reduced aberrations such as coma will be built in the near future [47].
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2.7.3 Applications of the three-lens image rotator
In Sec. 2.6, we showed that an appropriate combination of three skew lenses can provide
a rotation of an image with magnification equal to one. If the lenses are replaced with
corresponding omni-directional lenses (presented in the following chapter), this rotation
can be seen in any direction. Finally, we demonstrated our theoretical predictions with
ray-tracing simulations.
Our lens combinations can be seen as space-cancelling wedges that make a wedge
of space disappear. In Chapter 4, we will use combinations of space-cancelling wedges
to construct, theoretically, optical simulations of curved three-dimensional spaces that
correspond to the surface of a 4-tetrahedron and of a hypercube. However, to open up
this and other applications of our lens combinations, they first need to be realised with
physical lenses.
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Chapter 3
Transformation optics with ideal
lenses
3.1 Transformation optics and transformation optics
devices
Transformation optics (TO) is a relatively novel and highly active field of research, pro-
posed by works of Ulf Leonhardt and John Pendry [2, 48]. It employs mathematics of
differential geometry to design optical materials and devices with unprecedented proper-
ties. In this thesis, we provide just a brief overview of the fundamentals of transformation
optics. Further details and a more rigorous treatment can be found in [24].
The fundamental idea of transformation optics lies in an equivalence of light-ray prop-
agation in two spaces: physical space [with coordinates (x, y, z)], filled with a spatially
varying refractive index, and virtual space [with coordinates (u, v, w)], with a homoge-
neous optical medium [49]. Since the optical medium is homogeneous in a virtual space,
light rays are travelling along straight lines in this space. The structure of a physical
space is then given by mapping ϕ : (u, v, w)→ (x, y, z), applied to the virtual space. The
physical space relative permittivity and permeability tensors ε and µ are calculated from
the corresponding virtual-space tensors using the well-known formula [2]
ε = µ =
JJT
det(J)
, (3.1)
where J = ∂(u, v, w)/∂(x, y, z) is the Jacobian matrix.
A Transformation optics (TO) device is an optical system, that provides the mapping
ϕ between the virtual space – the apparent structure, i.e. how it is seen from the outside of
the device – and the physical space – the actual structure. Since the mapping ϕ is unique,
the distortion of a physical-space structure in the TO device is the same for each outside
viewing position. We therefore define a TO device by unique mapping between physical
and virtual space. Probably the most publicised example of a TO device is the invisibility
cloak, where the physical-space inside the cloak is shrunk to a point; the virtual-space
structure then corresponds to an empty space. The most famous designs of invisibility
cloaks are shown in Fig. 3.1.
Building TO devices requires advanced material engineering, typically using meta-
materials. One can imagine a metamaterial as an assembly of microfabricated elements,
typically made of metal or plastic [50]. Although the science and the theory of metama-
terials progresses rapidly, fabrication of metamaterials with desired properties still needs
to overcome several serious difficulties. This motivated several research groups [15,16] to
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develop alternative approaches of designing TO devices. In this chapter, we will present
a theory of building TO devices using well-known and common optical elements, namely
ideal thin lenses. We first derive the imaging conditions on such devices: loop and edge-
imaging condition. Later, we apply the edge-imaging condition on simple intersections
of several lenses to get the conditions on their principal-point positions and their focal
lengths. After this, we will use these lens combinations as building blocks of a TO device,
which we call the Structure S. Finally, we discuss the imaging properties, experimental
realisation and potential applications of our TO device, built purely of ideal thin lenses.
Figure 3.1: Examples of transformation optics devices: (a) Invisibility cloak proposed
by John Pendry, David Schurig and David R. Smith [2]: the optical medium between two
concentric spheres is such that the light rays (black lines) circumvent the inner sphere –
the cloaked volume – and then continue in their original trajectories; (b) non-euclidean
invisibility cloak by Tomáš Tyc and Ulf Leonhardt [3]: The cloaked volume, which the
light rays (red lines) are never incident on, is depicted as a lentil shape; (c) Rochester
cloak, first proposed by Joseph S. Choi and John C. Howell [4]: this device consists of four
lenses, arranged such that the incident and emerging parts of light rays passing through
are in line. In a space between the lenses, there are regions which are omitted by the light
rays passing through all four lenses. Any object in such a region (for example, a human
eye) is therefore invisible from a region close to the optical axis.
3.1.1 Contributions
The work carried out in this chapter stems from a collaboration between Dr Johannes
Courtial, Prof. Tomáš Tyc, Dr Stephen Oxburgh, Dr Euan Cowie, Dr Chris White, and
myself.
3.2 Mapping conditions in TO devices
Consider a TO device constructed from ideal lenses. The inner region of such device
is divided into cells by the lenses as depicted in Fig. 3.2. For the sake of clarity, here
it is drawn in 2D, but our considerations equally apply in 3D. In Fig. 3.2, intersecting
lenses meet at the vertices of the polygonal cells (in 3D, they intersect in the edges of the
polyhedral cells). The lens separating cells i and j provides an imaging cji, corresponding
to a collineation from the space of cell i to the space of cell j. We introduced a notation,
in which the index of an image cell is followed by an index of an object cell. An obvious
observation is that the mapping cij, i.e. from the space of cell j to the space of cell i, is
the inverse of cji, i.e cij = c
−1
ji . Now consider an object at position Qi in the space of cell
i (we allow this object position to be either real or virtual). The light rays intersecting
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at Qi then propagate to the outside, which we call cell 0, via two intermediate cells j and
k (the generalisation to a different number of intermediate cells is obvious). Mapping of
Qi from the space of cell i to the outside space (cell 0) is then described by the following
combination of the mappings: first from the space of cell i to the space of cell j, followed
by a mapping from the space of cell j to the space of cell k, and finally the mapping from
the space of cell k to the space of cell 0. If we describe the position Qi by the vector Qi,
then the position vector Q0 of its image in the space of cell 0, is given by equation
Q0 = c0kckjcjiQi. (3.2)
The expression c0kckjcji therefore describes the mapping of any object-space position in
the space of cell i through the spaces of cells j and k to the image position in the outside
space (cell 0). Since the TO device is defined by a unique mapping of the physical space
Figure 3.2: Diagram of part of a transformation-optics device formed by lenses (cyan
lines). The lenses divide the inside of the device into cells, five of them are marked g to k;
cell 0 is the outside of the device. Lens Luv then separates cells u and v. Light rays (red
lines), starting from a point Qi, located in cell i, form an image Q0 in the outside space,
regardless whether they travel through cells j and k or cells h and g. Dotted red arrows
show the trivial loops, containing none or only one lens.
to the virtual space, the image Q0 of the object Qi must be independent of precisely which
cells the light rays pass through on their way from cell i to the outside. This means that
if the light rays emerging from Qi are travelling from the space of cell i to the space of cell
0 via cells h and g (instead of cells j and k), they (or their backward elongations) must
intersect at the same image position Q0 in the space of cell 0 as the light rays travelling
via cells j and k. Therefore, mapping c0gcghchi through cells g and h must be the same
as mapping c0kckjcji discussed above, i.e.
c0gcghchi = c0kckjcji. (3.3)
Multiplying both sides of this equation by (c0kckjcji)−1 = cijcjkck0 from the left yields
I = c0kckjcjicihchgcg0, (3.4)
where I is the identity mapping. The right-hand side corresponds to a mapping encoun-
tered along a closed loop 0 → g → h → i → j → k → 0. We call this result the
loop-imaging condition: the combination of all lenses encountered along the closed loop
images every position back to itself. Of course, we can consider loops that start in any
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cell within the device, encountering any number of lenses, which leads us to formulate the
loop-imaging theorem: the loop-imaging condition is satisfied for any closed loop in a
TO device.
The loop-imaging condition is a very powerful tool for building TO devices. However,
one can consider infinitely many closed loops in the device, including “trivial” loops for
which the loop-imaging condition is satisfied trivially: loops circumnavigating no lenses
or only one lens. Therefore, we will concentrate on loops that contain one edge (point
in 2D); from now, we will use only terms appropriate for a 3D case. This leads to a
stronger condition, which we call the edge-imaging condition: for a particular edge, the
combination of all lenses that meet at that particular edge images every point to itself.
Later, we will show that the lens structure is a TO device if the edge-imaging condition
is satisfied for all edges in the structure. This is what we called the edge-imaging
theorem: the requirement that the edge-imaging conditions for all edges in a structure
are satisfied is a sufficient condition for the structure to be a TO device.
Note that the requirement for a system of lenses to image every object position back
to itself is equivalent to the requirement for a combination of lenses to restore every light
ray to its original trajectory. This can easily be seen by considering two different object
positions lying on the same light ray before it is incident on the first lens. As an imaging
device, the lens combination must redirect all light rays intersecting in the object position
such that they (or their backward elongations) intersect again at the corresponding image
position. But the object and the image positions coincide to satisfy the loop-imaging
condition and thus the light ray must pass through both object positions again after
being transmitted through the lens combination. This means that the outgoing and the
incoming parts of the same light ray coincide in a TO device.
This equivalent formulation of the loop-imaging condition can be applied to standard
TO devices, built of materials with spatially-varying optical properties: after passing
through any closed loop in a TO device, a light ray has to have its initial direction (see
Fig. 3.3). Note that this requirement is not satisfied in the invisible lens [51, 52] since
light-ray trajectories can intersect themselves at an angle in it. Therefore, the invisible
lens is not a TO device.
(a) (b)
=
Figure 3.3: Application of the loop-imaging condition to TO devices, built of spatially-
varying optical materials. Panel (a) shows several light rays (red lines), intersecting at
point O and passing through an invisibility cloak, similar to one proposed in Ref. [5].
The light rays travel along their original trajectories after being transmitted through the
device and thus the device satisfies the loop-imaging condition since the image I of point
O due to the device coincides with O. Panel (b) shows an area within a TO device and a
light ray intersecting itself at point O. As a consequence of the loop-imaging condition,
the trajectory of such ray coincides with a closed loop.
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3.3 Conditions on the principal points
In this section, we will use the edge-imaging condition to derive general conditions on
principal-point positions of different combinations of lenses. Later, we will use these
conditions to test whether or not a given combination of lenses can be a TO device.
We discuss only combinations in which no two lenses are co-planar since such a pair of
lenses can be regarded as a single lens of focal length f = f1f2/(f1 + f2). We will see
that these conditions on principal-point positions become more relaxed as the number of
lenses increases.
It is instructive to start with a combination of two lenses, such as that presented
in Fig. 3.4(a). Consider a light ray (ray 1 in Fig. 3.4(a)) incident on a lens L1 at any
point other than the line where lenses L1 and L2 intersect. To satisfy the edge-imaging
condition, this light ray should restore its original trajectory when emerging the lens L2.
This is possible only if L1 and L2 do not alter the light-ray direction. However, only
light rays passing through the principal point of a lens do not change their direction after
being transmitted through the lens. This means that only a light ray passing through both
principal points P1 and P2 restores its original trajectory after passing through both lenses
L1 and L2; trajectories of all other light rays will be changed by the lens combination.
Consequently, two lenses can not satisfy the edge-imaging condition until they
lie in the same plane, which we will show later in section 3.4.1.
Figure 3.4: Diagrams used when deriving the conditions on the principal-point positions
in combinations of two (a), three (b), four (c), and seven (d) lenses (which in fact can be
combined to a six-lens system) that satisfy the identity-mapping condition. The red lines
show the trajectories of light rays that pass through the principal point P1 of lens L1 and,
in panel (c), also through the principal point P2 of lens L2. In (d), the combination of
lenses L1-L4 itself satisfies the identity-mapping condition, as well as the combination of
lenses L5-L7.
More interesting is a combination of three lenses, depicted in Fig. 3.4(b). Again,
consider a light ray, labelled 1, passing through a principal point P1 of lens L1 and thus
the trajectory of this light ray is not altered by L1. To satisfy the edge-imaging condition,
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the light ray must be restored to its original trajectory after being transmitted through
L2 and L3. This is possible only if ray 1 passes through principal points P2 and P3 of both
lenses L2 and L3. Repeating the same argument with ray 2, passing through principal
point P1 but in a different direction than the ray 1, leads to a conclusion that principal
points P2 and P3 must lie on ray 2 as well. Since P2 and P3 must lie on ray 1 and 2 at the
same time, they must lie at the intersection of rays 1 and 2, which the principal point P1
of lens L1. Therefore, the combination of three lenses satisfies the edge-imaging
condition only if their principal points coincide.
Now we will fearlessly add one more lens to our considerations and derive a condition
of principal-point positions for a combination of four lenses, satisfying the edge-imaging
condition (Fig. 3.4(c)). Similarly to the previous cases, consider a light ray, labelled 1,
passing through both principal points P1 and P2 of lenses L1 and L2. The trajectory
of ray 1 thus remains undeviated by L1 and L2. Using the same argument as in the
previous cases, ray 1 should be restored to its original trajectory after passing through
lenses L3 and L4, which is possible only if ray 1 passes through their principal points, P3
and P4. Because ray 1 passes also through principal points P1 and P2 of lenses L1 and
L2, principal points of a four-lens combination must lie on the same straight
line to satisfy the edge-imaging condition. Later in section 3.4.3, we will show that this
is a sufficient condition of principal-point position of four-lens combination. Note that
we assumed that no two principal points coincide; any two lenses, whose principal points
coincide, can be considered as a single lens (see Sec. 2.5) and thus the problem would
reduce to a three-lens combination, which has been already discussed.
From the cases discussed already, one can notice the following pattern: the conditions
on principal-point positions are becoming less restrictive when the number of lenses in-
creases. As a reminder, the principal points must intersect for a three-lens combination,
whereas principal points of a four-lens system only have to lie on a straight line to satisfy
the edge-imaging condition. Following this pattern, the principal points do not even have
to lie on a straight line any longer if the number of lenses is greater than some minimum
number. One might wonder what this minimum number is. It can be easily shown that
this number is 6 as will be shown in the following: consider two systems of lenses, each
individually satisfying the edge-imaging condition (shown in Fig. 3.4(d)). One of them
contains four lenses L1-L4(with principal points lying on a straight line) and the other
one consists of three lenses L5-L7(with coinciding principal points). Now, we can arrange
these two systems such that one lens forms the four-lens combination, e.g. L4, is co-planar
with a lens from the three-lens group, e.g. L5. However, these two lenses can be replaced
by a single equivalent lens (as explained in Sec. 2.3.2). As a result, we have a system of
6 lenses satisfying the edge-imaging condition, but the principal points do not lie on a
straight line. Note that a similar construction can be done for two groups of three lenses,
resulting in a combination of 5 lenses, whose principal points lie on a straight line.
3.4 Lens combinations that satisfy the edge-imaging
condition
In this section, we will derive formulas for focal lengths of lenses, meeting at a common
edge, which together satisfy the edge-imaging condition for their intersection edge. We
start with a combination of two lenses, then we will discuss a system of three lenses sharing
a common edge and finally we will investigate two intersections of four lenses: first one
which is mirror-symmetric with respect to a common plane of two of the included lenses,
then another four-lens intersection which is asymmetric.
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Figure 3.5: Intersections of (a) two, (b) three, and (c)-(d) four lenses, which potentially
satisfy the edge-imaging condition. Lenses are labelled Li, and Pi are their principal
points.
3.4.1 2 lenses
It is instructive first to discuss briefly two two-lens systems that obviously satisfy the
loop-imaging condition. In the first arrangement, one lens cancels the effect of the other
one. This will happen if the two-lens system consists of two co-planar and coaxial lenses,
whose focal lengths are of the same magnitude but opposite signs. The loop-imaging
condition is also trivially satisfied in the case when the loop (along which the lenses are
encountered) intersects a single lens twice. This can be regarded as a special case of two
lenses, call them L1 and L2, intersecting along a line threading the loop: they are actually
two parts of one lens L divided along the threading-the-loop line.
The following calculation shows that there are no other arrangements of two lenses
that satisfy the identity-mapping condition. Fig. 3.5(a) shows the geometry of lenses, L1
and L2. Without loss of generality, we can choose a coordinate system such that the origin
coincides with the principal point P1 of lens L1 and the z-axis coincides with an optical
axis of L1 and the y-axis is parallel with a line I along which the lenses intersect. The
principal point P1 is then located at position P1 = (0, 0, 0) and its optical axis is given by a
unit vector nˆ1 = (0, 0, 1). The remaining lens L2 is rotated by an angle α about the y-axis
with respect to L1. Optical axis of L2 then points in a direction nˆ2 = (sinα, 0, cosα) and
the principal point P2 of L2 is then placed at point P2 = (P2x, P2y, P2z). We then choose
an arbitrary object position Q = (x, y, z), which gets successively imaged first by lens
L1 to an intermediate position Q′, then by lens L2 to the position Q′′. We calculate this
position by applying Eqn. 1.28 twice, once for each imaging event. If the identity-mapping
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condition is satisfied, then Q′′ = Q or explicitly written
P2x +
f1f2x− f2P2x(f1 + z)
f1(f2 − P2x sinα− P2z cosα) + z [f2 + (f1 − P2z) cosα− P2x sinα] + x f1 sinα = x,
P2y +
f1f2y − f2P2y(f1 + z)
f1(f2 − P2x sinα− P2z cosα) + z [f2 + (f1 − P2z) cosα− P2x sinα] + x f1 sinα = y,
P2z +
f1f2z − f2P2z(f1 + z)
f1(f2 − P2x sinα− P2z cosα) + z [f2 + (f1 − P2z) cosα− P2x sinα] + x f1 sinα = z.
To satisfy the edge-imaging condition, these equations must be satisfied for any combi-
nation (x, y, z). This implies the following conditions on principal-point position P2 =
(P2x, P2y, P2z) of lens L2 (principal point P1 of lens L1 is located at the origin of the
coordinate system), focal lengths f1 and f2 and the angle α between lenses L1 and L2
α = Npi, N ∈ Z (3.5)
P2x = P2y = P2z = 0, (3.6)
f2 = −f1 cosNpi. (3.7)
This calculation shows that only the two arrangements of lenses L1 and L2 mentioned
above satisfy the edge-imaging condition as L1 and L2 must be co-planar (α = Npi), their
principal points coincide, and their focal lengths are either equal or opposite to each other.
3.4.2 3 lenses
To calculate the relationship between the focal lengths in a three-lens combination satisfy-
ing an edge-imaging condition, we consider 3 lenses intersecting along the z-axis such that
their principal points all coincide with the origin of the coordinate system, as presented in
Fig. 3.5(b). We will perform this calculation in a analogous fashion to that used in the case
of the two-lens combination, namely by taking an arbitrary object position Q = (x, y, z),
image this successively through all 3 lenses, and then require the resulting image position
Q′′′ to equal the original object position. Given the directions of optical axes of individual
lenses nˆ1 = (0, 0, 1), nˆ2 = (sinα12, 0, cosα12) and nˆ3 = (sinα13, 0, cosα13), one can obtain
the following set of equations for focal lengths f1, f2, f3
f1f2f3 x
f1f2f3 + z (f2f3 + f1f3 cosα12 + f1f2 cosα13) + x f1(f3 sinα12 + f2 sinα13)
= x,
f1f2f3 y
f1f2f3 + z (f2f3 + f1f3 cosα12 + f1f2 cosα13) + x f1(f3 sinα12 + f2 sinα13)
= y,
f1f2f3 z
f1f2f3 + z (f2f3 + f1f3 cosα12 + f1f2 cosα13) + x f1(f3 sinα12 + f2 sinα13)
= z.
To be satisfied for any combination (x, y, z), both terms in brackets in the denominators
must equal zero, i.e.
f2f3 + f1f3 cosα12 + f1f2 cosα13 = 0,
f3 sinα12 + f2 sinα13 = 0,
with a solution
f3
sinα13
= − f2
sinα12
,
f2
sinα23
= − f1
sinα13
,
f3
sinα23
=
f1
sinα12
, (3.8)
where we have denoted α23 = 2pi− (α12−α13). It is easy to see that one focal length, for
example f1, can be chosen arbitrarily and the remaining two focal lengths f2 and f3 are
then given by Eqs. (3.8). Note that in a case when α12 = −α13 = −2pi/3 all focal lengths
f1, f2, f3 equal to each other.
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3.4.3 4 lenses
In this section, we will present two arrangements of four lenses, satisfying the edge-imaging
condition.
3.4.4 Mirror-symmetric four-lens intersection
The system of four lenses mapping any object back to itself that will be discussed first
is that depicted in Fig. 3.5(c). The structure is mirror-symmetric with respect to the
common plane of lenses L2 and L4. Additionally, all principal points lie on a straight
line through the origin in the (x, y) plane at an angle δ to the y axis; principal points
P1 and P3 of lenses L1 and L3 lie on the origin, P2 and P4 respectively lie at points
P1 = h2(sin δ, cos δ, 0) and P2 = h4(sin δ, cos δ, 0).
Given the normals nˆ1 = (sin β, 0, cos β), nˆ2 = (0, 0, 1), nˆ3 = (− sin β, 0, cos β) and
nˆ4 = (0, 0,−1) and using the same approach as above, we obtain following equations
f1f2f3f4x+ f1f3(f4h2 − f2h4)z sin δ
d
= x,
f1f2f3f4y + f1f3(f4h2 − f2h4)z cos δ
d
= y,
f1f2f3f4z
d
= z,
where
d = f1f2f3f4−x(f1−f3)f2f4 sin β+z(f1f3(f4−f2)+f2(f1 +f3)f4 cos β−f1f4h2 sin β sin δ)
For these equations to be satisfied for any combination (x, y, z) yields following conditions
on focal lengths f1, f2, f3 and f4
f4h2 = f2h4, (3.9)
f1 = f3 =
f4(2f2 cos β − h2 sin β sin δ)
f2 − f4 , (3.10)
and in a limit case h2 = h4 6= 0
f2 =
h2
2
tan β sin δ. (3.11)
3.4.5 Asymmetric four-lens intersection
Finally, we will study an asymmetric system of four lenses, L1 to L4, depicted in Fig. 3.5(d).
The coordinate system is chosen such that lens L1 lies in the z = 0 plane and the principal
points P1, P2, P3 and P4 of all included lenses lie on z-axis. The line, where all four lenses
intersect, is parallel to y-axis and intersects the x-axis at point x0. The principal point of
lens Li is then located at position (0, 0, Pi). Let us denote ϕi the angle between lens Li
and the xy-plane; it holds Pi = x0 tanϕi.
Using the same approach as that used in the previous cases would lead to a complicated
set of non-linear equations for focal lengths f1, f2, f3 and f4. Therefore, we will use an
alternative approach, presented in the Appendix D. Thorough calculations then lead to
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following formulas
f2 = f1
s1∆P4,2∆P3,2
s2∆P4,1∆P1,3
− x0∆P2,3∆P2,1
s2∆P3,1
,
f3 = −f1 s1∆P4,3∆P3,2
s3∆P4,1∆P1,2
,
f4 = f1
s1∆P4,3∆P4,2
s4∆P3,1∆P1,2
+
x0∆P4,3∆P4,1
s4∆P3,1
,
(3.12)
where ∆Pi,j = Pi − Pj and si =
√
x20 + P
2
i .
In a limit case when x0 → ∞ (and consequently si → x0), i.e. all four lenses are
parallel and coaxial, the discussed four-lens intersection becomes a generalisation of the
famous Rochester cloak [15]. We will show that by picking f1 = fA, P1 = 0, P2 = t1,
P3 = t1 + t2 and P4 = 2t1 + t2. In such a symmetric case, Eqs. (3.12) simplify to the
following form:
f2 =
t1t2
t1 + t2
− fA t2
2t1 + t2
,
f3 = fA
t2
2t1 + t2
,
f4 = −fA + t1 + t
2
1
t1 + t2
.
If we require f4 = f1 and f2 = f3 = fB, we will obtain t1 = fA + fB and t2 = 2fB(fA +
fB)/(fA − fB), which are indeed the formulas presented in [15]. This shows that the
edge-imaging condition could have been employed to build the Rochester cloak.
3.5 Building TO devices using the edge-imaging con-
dition
So far, we have derived conditions on principal-point positions and focal lengths of lenses
intersecting at a common edge, for which the edge-imaging condition is satisfied. Accord-
ing to the edge-imaging theorem (A lens structure is a TO device if and only if every
edge in the device satisfies the edge-imaging condition), such groups of lenses might be
regarded as a building blocks of a TO device. In this section, we will present a guide
on how to build a TO device using the conditions on focal lengths and principal point
positions derived above.
Let us start with a structure depicted in Fig. 3.6(a), composed of three lenses arranged
in a triangle. This structure clearly can not satisfy the edge-imaging condition since there
is no common intersection of all three lenses. Moreover, two lenses, which do not lie in
the same plane, can not satisfy the edge-imaging condition.
However, one can insert three more lenses to the structure as shown in Fig. 3.6(b).
Now we have a system consisting of four edges. In each edge, three lenses are intersecting
and thus their principal points must coincide at these edges to satisfy the edge-imaging
condition. This requirement leads to a contradiction again: in this arrangement, each of
the included lenses L1 - L6 contributes to two intersection edges at the same time, which
means that they should have two principal points. Since an ideal thin lens has only one
principal point, structure in Fig. 3.6(b) can not be a TO device.
Fearlessly, we insert three more lenses as presented in Fig. 3.6(c). The notation is
chosen such that Pij... denotes a common principal point of lenses Li, Lj,. . . One can check
easily that this structure satisfies all conditions on principal-point position, implied by
the edge-imaging condition.
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Figure 3.6: Building TO devices from lenses. Structures presented in panels (a) and
(b) do not satisfy the conditions on principal-point positions, discussed in Sec. 3.3. The
simplest two-dimensional lens structure, satisfying all those conditions, is presented in
panel (c). Three-dimensional version is shown in panel (d); wherever blue cylinders form
a triangle, there is a lens with an aperture circumscribed by that triangle. Pij... denotes a
common principal point of lenses Li, Lj,. . .
Encouraged by the success in two dimensions, we will extend the structure shown in
Fig. 3.6(c), let us call it for a moment S2D, to three dimensions. One common practice
of extension to a third dimension is making the originally two-dimensional structure ro-
tationally symmetric along a chosen axis. We will do this with the structure S2D and
make it regular and three-fold symmetric around the axis where all principal points are
located. The resulting structure, let us call it S, can be seen in Fig. 3.6(d); wherever three
blue cylinders form a triangle, there is an ideal thin lens fenced by the triangle. Similar
to the two-dimensional case, Pij... denotes a common principal point of lenses Li, Lj,. . .
For the sake of clarity, the individual lenses of structure S are presented in a separate
figure, namely Fig. 3.7. Although structure S consists of 16 lenses in total, there are only
6 different types of lenses (LA - LF in Fig. 3.7) due to the three-fold rotational symmetry
of structure S; there are three lenses of all types other than type A, of which there is only
one lens.
One can check easily that all edges in structure S can potentially satisfy the edge-
imaging condition, i.e. three intersecting lenses (e.g. LD, LF and another LD) share a
principal point (PDF in this case) and principal points of four intersecting lenses (e.g. LA,
LB, LC and LD) lie on a straight line (in this case, line through all PA, PBE, PC and PDF).
Focal lengths of the included lenses can be calculated using Eqs. (3.12), (3.9) and (3.8).
Namely, lenses LA, LB, LC and LD together form an asymmetric four-lens intersection.
Therefore, their focal lengths can be calculated by Eqs. (3.12) with substitutions f1 → fA,
f2 → fB, f3 → fC , f4 → fD and x0 → R/2, P1 = 0, P2 = h1, P3 = h2 and P4 = h
fB = −fAR(h− h1)(h2 − h1)
hh2
√
R2 + 4h21
+R
h1(h2 − h1)
h2
√
R2 + 4h21
,
fC = fA
R(h− h2)(h2 − h1)
hh1
√
R2 + 4h22
,
fD = −fAR(h− h1)(h− h2)
h1 h2
√
R2 + 4h2
+R
h(h− h2)
h2
√
R2 + 4h2
.
(3.13)
Then, lenses LD, LF and one more LD form a symmetric intersection of three lenses and
thus the focal length fF of lens LF can be calculated using Eqn. (3.8) with substitutions
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Figure 3.7: Lenses included in the structure S, highlighted as blue surfaces. Lenses are
labelled LA, . . ., LF, with corresponding principal point positions PA, . . ., PF (black dots).
f1 → fF , f2 → fD, f3 → fD and α13 = −α12 = arctan
√
3h/
√
R2 + h2
fF =
R(h− h2)(fA(h− h1)− hh1)
2
√
3hh1 h2
. (3.14)
Finally, lenses LE, LF and two lenses LC form a symmetric four-lens intersection and
therefore the focal length fE of lens LE can be obtained employing Eqn. (3.9) with sub-
stitutions f4 → fF , f2 → fE, h4 → h− h2 and h2 → h1 − h2
fE =
R(h1 − h2)(fA(h− h1)− hh1)
2
√
3hh1 h2
. (3.15)
3.6 Structure S as an Omnidirectional lens
So far, we have shown how to build a TO device, using ideal lenses only. As a result, we
obtained the structure presented in Fig. 3.6(d), which we call Structure S. In this section,
we will focus on the imaging properties of Structure S. Consider a cell separated from the
outside by lens LA. Let us call this cell, surrounded by lenses LA and other three lenses of
type LB, cell 1. Clearly, cell 1 can be imaged to the outside space (cell 0) by the lens LA.
Since structure S is a TO device, the same mapping is achieved by any other combination
of lenses, separating cell 1 from the outside. In other words, structure S provides a
mapping of any physical-space structure in cell 1 like due to lens LA in all directions.
This observation leads us to call structure S an omnidirectional lens. Fig. 3.8(b) supports
our arguments: a patterned sphere is placed in cell 1. When seen from the outside, the
sphere appears magnified and stretched in the vertical direction. This is because, when
imaged due to a lens, the longitudinal image magnification mL := dz′/dz actually equals
the square of the transverse magnification mT = z′/z.
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Figure 3.8: (a) Structure S without lenses; blue cylinders represent common edges of
lenses included in the structure. If an object (patterned sphere) is placed in cell 1 (green
semi-transparent area), it is imaged to the outside as due to a base lens LA (b). That
is why we sometimes call it an omnidirectional lens; (c) if the focal lengths of included
lenses are chosen such that the cell 1 is imaged to the outside space with a magnification
approaching zero, the omnidirectional lens can be regarded as an almost-invisibility cloak;
panels (d)-(f) demonstrate the abyss cloak: object P is imaged to a position P′ outside the
cloak; (f) If camera is placed in a position such that both image of the object (patterned
sphere) and the cloak are seen in the same direction (red shaded area in panel (d)), that
image is visible for the camera; (e) otherwise the image is invisible. Panels (g)-(i) present
the bi-abyss cloak: the final object P′′i due to both cloaks I and O can be visible from
the outside only if there are lines (like the black dotted one in panel (g)) such that all O,
I′ (the purple structure in panel (h)) and P′′i are located on that line. This is shown in
raytracing simulations, presented in panels (h) and (i): panel (h) shows the geometries
of the outer cloak O (blue structure), inner cloak I (red structure) and its image I′ due
to O (purple structure) and positions of the cloaked object P1 (patterned sphere) and its
corresponding images P′1 and P
′′
1; (i) as (h) but blue, red and purple structures indicating
the geometries of O, I and I′ are removed and all ideal lenses are in place. The zoomed
view of the image P′1 is provided in the top right corner of both panels.
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3.7 Structure S as an almost-invisibility cloak
As mentioned in the introduction, probably the most famous example of a TO device is an
invisibility cloak. In the following sections, we will show three setups when our ideal-lens
structure S can be regarded as an invisibility cloak, too.
In the first setup, we employ the fact that structure S is actually an omnidirectional
lens, providing mapping of the inside space (cell 1) like due to a base lens LA, in all
directions. Therefore the physical-space structure (the object) inside S appears either
magnified or de-magnified when seen from the outside. Now if the physical-space structure
is de-magnified to a size approaching zero, it will become hardly recognizable when seen
from the outside and therefore almost invisible. Structure S indeed provides, in certain
parameter regimes, such de-magnification in all directions as demonstrated in Fig. 3.8(c).
At the same time, any outside object seen through the cloak appears undistorted, as
required for a structure S to be an invisibility cloak. Note that de-magnification equal to
zero can be only achieved in a limit when the focal length of lens LA equals zero, which
is impossible even with ideal thin lenses.
3.8 Structure S as an abyss cloak
Because it seems that we can not achieve a perfectly zero de-magnification with the
structure S, we will present two alternative cloaking strategies. The first one employs the
fact that physical-space structure inside the cloak can be imaged to an area outside of
the cloak. This idea is depicted in Fig. 3.8(d): a point P inside the cloak is imaged to a
position P′ below lens LA. The image P′ can be visible only from such viewing positions,
from which P′ is seen in the same direction as a part of the cloak. In the other cases, the
observer either cannot see the cloak itself (and therefore cannot see the image due to that
cloak) or the image is located outside the field of view due to the cloak. From all such
positions, image P′ (and thus object P itself) is invisible.
Figs 3.8(e) and (f) show raytracing simulations of a structure S, with the focal lengths
of the included lenses chosen such that the physical-space structure inside S (a patterned
sphere) is imaged below the cloak. In Fig. 3.8(e) the camera is positioned such that no
part of the image of the sphere can be seen in the same direction as any part of the cloak,
and thus it is invisible. However, when the camera is moved to a position such that a
part of the image of the sphere lines up with the cloak (as in Fig. 3.8(f)), those parts of
the image of the sphere become visible. Since the sphere appears to be located inside a
bottomless cavity – an abyss – we call this configuration an abyss cloak.
3.9 Bi-abyss cloak: an ultimate invisibility
The final ideal-lens cloak consists of two nested abyss cloaks. Again, consider an object
at position P. The inner abyss cloak, I, images P to a position P′ lying outside of I. The
outer abyss cloak, O, then creates two images, both external to O: an image P′′ of P′ and
also image I′ of the inner cloak I. As discussed above, P′ can be visible only from positions
such that both P′ and a part of I are in line. At the same time, the outer cloak O images
both I and P′ to the outside space, and P′′, the image of P′, is visible only in the same
direction as I′, the image of I. But I′ itself is visible only from directions from which a
part of the outer cloak O can be seen, and so P′′ is visible only if it is seen in the same
direction as both I′ and O. If this is not satisfied, object P becomes completely invisible.
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Fig. 3.8(g) illustrates that there are indeed configurations in which P′′, I′ and O can
not be seen in the same line. The figure is sketched for two different values of the focal
length fA−I of the base lens (type LA) of the inner cloak I: in the first case, the image of
object P due to I is denoted P′1 and the image of P due to both cloaks I and O is then P
′′
1.
For the other choice of the focal length of a base lens of cloak I, those images are denoted
P′2 and P
′′
2 respectively. In the first case, the focal length fA−I is chosen such that P
′′
1
lines up with I′ and O; P′′1 can therefore be visible along such lines of sight, which is also
confirmed by raytracing simulations, presented in Fig. 3.8(i). The second case is chosen
such that P′′2 does not line up with I
′ and O. P′′2 will therefore be invisible from anywhere
outside O. We confirmed this with numerous raytracing simulation, not shown for lack of
anything to see. The resulting structure is therefore a perfect omnidirectional invisibility
cloak; we call it bi-abyss cloak.
3.10 Discussion
The Structure S is an unusual combination of ideal thin lenses, which is not constrained
by paraxiality of individual lenses. Unfortunately, real lenses do not work well in a non-
paraxial regime and thus execution of our TO devices with real lenses seems unlikely to
be realised.
However, one can replace ideal lenses with corresponding phase holograms. The re-
sulting device, in principle, works perfectly for light rays passing through one particular
viewing position. Although such a device is no longer omnidirectional, we will later show
that even with this limitation, our devices have a number of potential applications.
Of course, these holograms should not be paraxial but designed for a specific con-
jugated object-image pair: since Structure S is a TO device, there is a unique mapping
between any cell within the device, call it i, and the outside of the device, cell 0. This also
works the other way round, i.e. any outside point V0 is uniquely imaged to a point Vi
in cell i; point V0 can be chosen, for example, to be the viewing position. To satisfy the
edge-imaging condition, the ideal thin lens separating cells i and j provides, in principle
perfect, imaging between points Vi and Vj. Consequently, all that is required is to design
the phase hologram replacing that lens such that it provides the same unique imaging
between points Vi and Vj. Designing all phase holograms in the device in this way then
leads to a structure which works exactly like the ideal-thin-lens structure when seen from
the position V0. Fig. 3.9 shows that such a lens-hologram device works well only for the
position V0 for which it was optimised.
The idea of designing lens holograms optimised for an arbitrary object-image pairs,
for example Vi and Vj, is actually very simple: the hologram just shifts the phase of the
incident light field such that the phase measured along straight lines, emerging from point
Vi and intersecting again at point Vj after passing through the hologram, is independent
of the position where the line hits the hologram.
Our proposed application for lens holograms coincides very well with a rapid progress
in the development of efficient phase (and amplitude) holograms in the form of meta-
surfaces [43], and already has been used as novel lenses [44, 53] which can even provide
a compensation of dispersion effects [54, 55]. Therefore, metasurfaces appear to be very
promising real-life approximations of ideal thin lenses.
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Figure 3.9: Raytracing simulations of a phase-hologram realisation of the Structure S.
When seen from the intended viewing position (a), the device does not distort the scene
seen through it, exactly as with the corresponding ideal-thin-lens device. This is not the
case for any other viewing position; an example is shown in (b). All simulations assumed
perfect dispersion compensation for all visible light and were performed with an extended
version of our custom raytracer Dr TIM [1].
3.11 Potential applications
Without any doubt, lenses are widely used optical components. Improving their design
then could therefore have wide-ranging applications. For example, our proposed omnidi-
rectional lenses increase the field of view to the entire solid angle, i.e. 4pi steradians and
therefore may be used in any application, requiring a wide field of view (FOV). Below,
we list few such applications, where the observation point is located in a close vicinity of
a particular position, for which the real-life realizations of the proposed devices should be
optimised.
Objective lens of a microscope is an obvious application for a lens with a large field
of view and therefore for the omnidirectional lens . It is well known that the resolution
of a microscope depends on the numerical aperture (NA) of its objective lens. Numerical
aperture, as defined, is proportional to the solid angle from which the light is collected
by the objective lens. That solid angle is usually limited to 2pi, which corresponds to
a case in which the objective lens is very close to the observed sample. To enlarge the
solid angle, two objective lenses are sometimes employed. This strategy is used in a 4pi
microscopy [56]. Alternative, and perhaps better method of the collection of light over
4pi solid angle can be achieved with our omnidirectional lens.
Omnidirectional lenses can be potentially used in virtual-reality (VR) headsets. Vir-
tual reality is a growing market and VR headsets are a subject of a vast research and
development [57–59]. However, VR headsets still suffer from several imperfections, e.g. a
limited field of view, that prevent the user from a perfect immersion to a virtual world.
Omnidirectional lenses get over the limited field of view: VR binoculars with omnidirec-
tional lenses could, in principle, fill the observer’s entire visual field. Such “Omnidirec-
tional binoculars” could therefore add to existing solutions (such as [60]).
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Chapter 4
Optical simulations of curved spaces
4.1 Introduction
Physics in curved spaces and curved space-times are fascinating fields of research. In such
a space, very unusual phenomena can be observed, e.g. the sum of the inner angles of a
triangle can be different from 180 degrees or an observer travelling along a straight line
can reappear at the point from which the journey started. Even more exciting predictions
came along with the General theory of relativity [61], published in 1916. Although most
of the theoretical predictions of curved space-time physics, e.g. gravitational lensing [62],
black holes [63] or gravitational waves [64], have been observed already [65–67], there
are still phenomena which remain unobserved, e.g. Hawking radiation [68] or the Unruh
effect [69]. Consequently, several approaches had been made to simulate these inaccessible
phenomena in the laboratory [19,20,70].
The concepts of curved spaces also appear very naturally in metamaterials [71]. These
composite, sub-wavelength materials are defined by their ability to exhibit extraordinary
properties not found naturally (such as negative refraction) and possess these abilities
through their structuring, rather than chemical composition. Stemming from Ref. [72], the
discovery that light propagation in an inhomogeneous anisotropic medium is equivalent to
light propagation in a curved space has provided much motivation to design metamaterials
that mimic such environments. The same idea lies in the background of the whole field of
transformation optics [5,8]. There, virtual space (or, equivalently, electromagnetic space)
is mapped to physical space via a suitable mapping R = f(r). Physical space is filled
with an optical medium such that the optical distances between points in physical space
are the same as optical distances of the corresponding points in virtual space. A direct
consequence (again due to Fermat’s principle) is that the function f also maps light rays
themselves from virtual to physical space, so the rays are deformed along with the space.
This has opened vast possibilities in designing devices such as invisibility cloaks [3, 5, 8],
super-scatterers [73] and many other novel devices [74–78].
The extensive research highlighted above demonstrates that the optics of curved spaces
is of a great interest and importance. In this chapter, we focus on a yet another aspect of
optics of curved spaces and investigate light propagation on curved surfaces embedded in
flat Euclidean spaces. The hallmark of curvature is angular defect : the angles completely
surrounding a point in a 2D space add up not to 2pi (as they would if the 2D space was
flat, i.e. a plane), but to 2pi − ε, where ε is the so-called deficit angle. This happens, for
example, at the tip of a cone, or at a polyhedron vertex. For smooth curved manifolds, e.g.
the surface of a sphere, the angular defect is continuously distributed over the manifold. If
such a surface is approximated by a manifold that is piecewise flat, the deficit angle as well
as the curvature become concentrated to discrete points—vertices. This idea has been
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formalised in Regge calculus [79], which enables an approximation of arbitrarily curved
spaces of any dimension. Regge calculus is used as a unique way to numerically investigate
aspects of general relativity, for instance black hole collisions [80] whose relevance is
particularly timely after the recent discovery of gravitational waves [67]. In this thesis
we adopt the technical framework of Regge calculus as a guiding principle to realise
curvature, which this way links our research with some of the most pressing open questions
of theoretical physics.
The angular deficit, e.g. of a tip of a cone, can be visualised when the manifold is
unwrapped to a plane. The deficit angle then corresponds to a wedge of angle ε on ’non-
existing space’. Because the unfolded manifold is flat, it might be easy to simulate it in a
lab, which is also supposedly a flat space. Here the paradigm of simulating a curved space
changes significantly: instead of building the actual curved space, one can equivalently
build an unfolded net of the simulated manifold, containing wedges of ’non-existing space’.
Of course, the edges of one single wedge must be identified to each other.
Clearly, the wedges of “non-existing space” can not be built mechanically. However,
one can build them optically using the properties of negative refraction. Our design
employs so-called Space-cancelling (SC) wedges, of which half of the wedge is composed
of a simple empty space and the other half of the wedge is composed of material of
the refractive index, which is negative to the surrounding space. These SC wedges, in
principle, enable optical simulations both two and also three-dimensional curved spaces
embedded in a flat Euclidean space.
4.1.1 Contributions
The work carried out in this chapter stems from the final-year projects of Gregory
Chaplain and Dimitris Georgantzis Garcia, supervised by Dr Johannes Courtial and co-
supervised by myself and Dr Christoph Englert. Dimitris’ project was run in a collabo-
ration with Prof. Tomáš Tyc.
4.2 Loop-imaging condition as a “flat-space condi-
tion”
In this section, we will present the connections between the main concepts of curved
spaces and mapping in transformation-optics (TO) devices. In Chapter 3, we have formu-
lated the crucial requirement for building TO devices, the loop-imaging condition. This
condition states that any object is imaged back to itself due to elements of TO device
encountered along any closed loop. This makes an intuitive connection to parallel trans-
port mentioned above since one could say that any object-sided vector is retrieved in a
TO device after being transported along a closed loop. Namely, it indicates that our TO
devices are examples of flat spaces, which is actually an expected result: as mentioned in
Chapter 3, the standard way of designing devices and tuning the material properties using
transformation optics is based on distortions of a flat space. For example, the invisibility
cloak proposed in [5] corresponds to the Euclidean space, in which one point is blown up
to a finite volume. It was this analogy which actually motivated us to investigate the
capabilities of building non-Euclidean transformation optics devices.
There is also a notable algebraic connection between the physics of curved spaces
and our method of building TO devices using lenses. The loop-imaging condition can
be formulated such that the image position is independent of the closed loop imaged
through. This formulation implies the group structure of imaging due to TO device.
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The proof is nearly trivial and well known. Mapping due to a lens corresponds to a
central collineation. The important note is that collineation can be, in general, described
by an N × N matrix [81] and the particular mappings we consider are also invertible.
Therefore, collineations satisfy the axioms for a group. The group of invertible N × N
matrices together with matrix multiplication forms the general linear group over R, or
GLN(R) [82]. At the same time, the mappings between loops on Riemannian manifolds
(of N -dimensions), MN , form a group - the fundamental group [79]. Taking this approach
then allows a metric to be defined in MN , which then leads to the curvature of such a
space. This shows another connection between our theory of building TO devices and
the mathematical tools of differential geometry, allowing us to extend our arsenal of TO
devices.
Finally, one can notice similarities between our proposed TO structure, (see Fig. 4.1(a))
and the triangulation of Riemannian manifolds. In numerical calculations and computer
physics, the common practice is to approximate a smooth manifold MN by a piecewise
flat complex of N -dimensional simplest flat elements — simplices. In two dimensions,
these simplices coincide with triangles (that is why it is sometimes called a triangular
approximation). The curvature is then concentrated to the bones, (N − 2)-dimensional
subsets where neighbouring simplices meet (in two dimensions, bones coincide with com-
mon vertices of neighbouring triangles). An example of a two-dimensional triangulation
is depicted in Fig. 4.1(b). On the other hand, our transformation optics device, made
entirely of lenses, can be seen as a complex of simplices: each lens included in the device
has a triangular clear aperture. The triangular structure of this device therefore closely
relates to simplicial complexes. This is a reason why we attempt to link the structure of
the device to the abstract maths of algebraic topology.
(a) (b)
Figure 4.1: Similarities between the algebraic topology and TO devices; (a) the struc-
ture S can be regarded as a simplicial complex, a structure composed of 2D simplices
(triangles); (b) simplicial complexes are commonly used for modelling curved surfaces, for
example a surface of a bunny [6].
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4.3 Angular deficit, parallel transport and curvature
Let us briefly discuss the key ingredients of description of the non-euclidean space and
how they are connected. As mentioned in the introduction, very unusual phenomena can
be observed in curved spaces. Let us call T some triangle embedded in a two-dimensional
curved space; we denote ∂T the boundary of the triangle. Due to the curvature of the
space, the sum α of the inner angles of T will differ from pi. The angular deficit ε = α−pi,
therefore seems to be an indicator of curvature. Indeed, this can be derived from the
famous Gauss-Bonnet theorem [83]∫∫
T
KdS +
∫
∂T
kgds = ε, (4.1)
where K is the Gauss curvature, kg is a geodesic curvature, dS is the area measure and
ds is the length measure.
The common practice to investigate curvature, however, is measuring the angle be-
tween a vector vi at point x, and vector vf , which corresponds to vi transported along
a closed loop, keeping it constant all the while – “parallel transported”. The concept of
parallel transport itself is interesting, and worth spending some time thinking about. In a
flat space, it is natural to compare (add, subtract, take the dot product etc.) two vectors
at different points since one can easily move a vector from one point to another, keeping
its Cartesian components constant [84] (see Fig. 4.3(a)). Such a transport of a vector v
along a curve xα(λ) with tangent tα(λ) = dxα/dλ (where λ is an appropriate parameter)
can be expressed mathematically in the following way
(tα∂α)v = 0, (4.2)
where ∂α = ∂/∂xα. Once both vectors are moved to the same point, the usual operations
allowed in a vector space can be done. Note that in Eq. (4.2) and in the following
calculations, the Einstein notation is employed, i.e. the summation is implied by index
variable appearing twice in a single term, without being otherwise defined.
In N -dimensional manifold (that is a topological space that locally resembles Eu-
clidean space near each point), let us call it MN , the situation is more complicated. First,
the Euclidean measure ds2 = dx2 + dy2 + dz2 is replaced by the Riemann measure
ds2 = gijdx
idxj, (4.3)
where gij is the metric tensor ; the inverse tensor is then denoted gij, so gijgjk = δki .
Since no global N -dimensional coordinates can be defined on MN , the common practice
is to define a tangent space TxM through a point x ∈ MN as a set of all tangent vectors
to curves through x [85]. For a 2-manifold M , a tangent space TxM can be visualised
as a tangent plane to M at point x (see Fig. 4.2). The parallel transport between two
nearby points x1 and x2 is then defined by an affine connection [86]. Omitting the formal
definition, the affine connection is equivalently specified by a covariant derivative
Dνv
µ :=
∂vµ
∂xν
+ Γµνσv
σ, (4.4)
where Γµνσ is the connection coefficient. Provided the Levi-Civita connection, connection
coefficients are the well-known Christoffel symbols, which can be calculated from the
metric
Γµνσ =
1
2
gµρ
(
∂gσρ
∂xν
+
∂gνρ
∂xσ
− ∂gνσ
∂xρ
)
. (4.5)
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Eq. (4.2), describing the parallel transport in Euclidean space, then becomes [87]
tαDαv
µ = 0. (4.6)
Note that Eqs. (4.2) and (4.6) are equivalent since the connection vanishes in Euclidean
space.
x1
x2
Tx1M
Tx2M
M
Figure 4.2: In two dimensions, the tangent spaces Tx1M and Tx2M to the manifold
M can be visualised as tangent planes to the surface M at points x1 and x2 respectively.
A parallel transport of a vector (black arrow) from x1 to x2 is then defined by an affine
connection between Tx1M and Tx2M .
It turns out that, in a curved space, the result of parallel transport of a vector from
one point to another will depend on the path taken between the points [84]. This can be
easily seen in the following example: given a vector vµ at point x ∈ MN . Now, parallel
transport vµ first along a curve with tangent tα by a line element dt and then along the
curve sβ by a line element ds (the blue solid line in Fig. 4.3(b)). Let us denote aµ the
vector created by such transport. Now we will compare aµ with a vector bµ, corresponding
to the vector vµ parallel transported first along the curve sβ by ds and then along curve
tα by dt (the red solid line in Fig. 4.3(b))
bµ − aµ = (DαDβ −DβDα) vµ tαsβ dt ds
=
[
∂
∂xα
(
∂vµ
∂xβ
+ Γµβσv
σ
)
+ Γµαν
(
∂vν
∂xβ
+ Γνβσv
σ
)
− ∂
∂xβ
(
∂vµ
∂xα
+ Γµασv
σ
)
−Γµβρ
(
∂vρ
∂xα
+ Γρασv
σ
)]
tαsβ dt ds
=
[
∂Γµβσ
∂xα
− ∂Γ
µ
ασ
∂xβ
+ ΓµανΓ
ν
βσ − ΓµβρΓρασ
]
vσ tαsβ dt ds
=Rµαβσv
σ tαsβ dt ds,
(4.7)
where Rµαβσ is the Riemann curvature tensor. From the definition, It is obvious that
Riemann tensor vanishes in a flat space since the connection vanishes and the covariant
derivatives become standard, commutative derivatives. Employing the contraction, one
can easily obtain the Ricci tensor
Rαβ := R
µ
αµβ =
∂Γµαβ
∂xµ
− ∂Γ
µ
αµ
∂xβ
+ ΓµµνΓ
ν
αβ − ΓµβρΓραµ, (4.8)
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from which we finally get the simplest curvature invariant of a Riemannian (smooth)
manifold – the scalar curvature (or Ricci scalar)
R := gαβRαβ. (4.9)
This nicely shows the connection between parallel transport and curvature.
x
y
v
a b
tα
sβ
v
(a) (b)
Figure 4.3: Parallel transport and curvature; (a) the parallel transport of vector v
in a Euclidean space corresponds to moving the vector along a curve (red dotted line),
keeping its components constant; (b) in a curved space, the parallel transport depends on
the path: vector a corresponds to v parallel transported along the blue solid line, whereas
b coincides with v parallel transported along the red solid line.
4.4 Geodesics
One of the most important terms of curved-spaces physics is the geodesic. As defined, a
geodesic is the shortest path between two points x1 = x(λ1) and x2 = x(λ2) in a manifold
M (an example of a geodesic on the globe is shown in Fig. 4.4). This leads to the problem
of minimizing the following functional [87]∫ x2
x1
ds =
∫ x2
x1
√
gαβdxαdxβ =
∫ λ2
λ1
√
gαβx˙αx˙β dλ, (4.10)
where gαβ is the metric tensor, x˙µ = dxµ/dλ and λ is a parameter describing the curve
x(λ). Recognizing Lagrangian L = ds/dλ =
√
gαβx˙αx˙β, variation of Eq. (4.10) leads to
the Lagrange equations
d
dλ
∂
(√
gαβx˙αx˙β
)
∂x˙µ
 = ∂
(√
gαβx˙αx˙β
)
∂xα
. (4.11)
Now we transform this equation in terms of the line length s, using the definition of
Lagrangian L = ds/dλ, which implies d/dλ = L d/ds. Denoting vµ = dxµ/ds, we finally
get the geodesic equation
dvµ
ds
+
1
2
gµρ
(
∂gσρ
∂xν
+
∂gνρ
∂xσ
− ∂gνσ
∂xρ
)
vνvσ = 0. (4.12)
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If Levi-Civita connection is considered, this equation can be written in the well-known
form, using Christoffel symbols
dvµ
ds
+ Γµνσv
νvσ = 0. (4.13)
Note that the geodesic equation is equivalent to the equation of parallel transport (4.6)
of vector vµ along its own direction since
dvµ
ds
+ Γµνσv
νvσ =
dvµ
dxσ
dxσ
ds
+ Γµνσv
νvσ = vσ
(
dvµ
dxσ
+ Γµνσv
ν
)
= vσDσv
µ = 0. (4.14)
A curve, which parallel transports its tangent vector, is called autoparallel [87]. Therefore,
a geodesic is autoparallel if Levi-Civita connection is regarded. We will use this observa-
tion when we present our approach of simulating curved spaces, in which geodesics will
be represented by light ray trajectories.
Figure 4.4: The shortest path between two points on the globe — the geodesic— usually
does not map to a straight line between the corresponding points on the map. Picture
taken from [7].
4.5 Topology, Triangulation and ε-cones
Our approach of optical simulation of curved spaces is inspired by the concept of a tri-
angulation of topological spaces. Let us briefly present the fundamentals, which can be
found in references [88–90].
The topological space is an ordered pair (X, τ), where X is a set and τ is a collection
of subsets of X, satisfying the following axioms:
• The empty set and X itself belong to τ .
• Any arbitrary (finite or infinite) union of members of τ still belongs to τ .
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• The intersection of any finite number of members of τ still belongs to τ .
The elements of τ are called open sets and the collection τ is called a topology on X.
A simplex, or N -simplex, is the N -dimensional generalization of a tetrahedral region
of space. Given a set of affinely independent points a0, ..., aN (i.e. the vectors issuing
from an arbitrarily chosen point to the rest of the points are linearly independent), a
simplex σ can be defined as a set of all convex combinations λ0a0 + ... + λNaN , where,
λ0 + ... + λN = 1 and 0 ≤ λi ≤ 1 for all 0 ≤ i ≤ N . Points a0, ..., aN are then vertices
of σ. Given any subset {ai0 , ..., aik} (where k < N), the k-simplex generated by points
ai0 , ..., aik is then called the face of σ. For example, the 1-simplex is the line segment.
Adding dimensions, the 2-simplex is a triangle and in three dimensions, the simplex
coincides with the tetrahedron.
A Euclidean simplicial complex K in RN is a collection of k-simplices in RN (0 ≤
k ≤ N) such that (i) every face of a simplex of K is in K, (ii) the intersection of any
two simplices of K is a face of each of them, and (iii) every point in a simplex of K has
a neighborhood that intersects finitely many simplices of K. The union of all simplices
in K is a topological space, called geometric representation of K and denoted |K|, with
the subspace topology from RN . For example, a geometric representation of a closed
euclidean simplicial complex of 2-simplices in R3 coincides with a surface of a polyhedron.
The triangulation of a topological space X is a particular homeomorphism (continuous
function between topological spaces that has a continuous inverse function) between X
and |K|. Very loosely speaking, triangulation corresponds to an approximation of a
smooth manifold MN by a similarly looking N -manifold |K|, composed of N -simplices.
|K| is therefore piecewise flat. It can be shown that any smooth N -manifold can be
approximated by an appropriate geometric representation of a closed Euclidean simplicial
complex |K|, composed of N -simplices.
The curvature of |K| is then concentrated in (N − 2)-dimensional intersections of
simplices in |K|, sometimes called bones [79]. To see this, let us discuss a 2-dimensional
case for a moment; the following ideas are readily extended into N dimensions, applying
N -dimensional analogs [79]. In two dimensions, any triangulation |K| can be regarded as a
configuration of several tiny pyramids (without bases), which are topologically equivalent
to a cone. Therefore, one such baseless pyramid can be characterised mathematically
using the metric
ds2 = dr2 + r2dφ2, (4.15)
where ds is the line element and r and φ are cylindrical coordinates. In a flat space, any
two points with the same r and φ + 2Npi with N ∈ Z are realised to be identical. To
obtain a manifold with the topology of a cone, we can just replace 2pi with 2pi − ε [79].
This pyramid is then named the ε- cone, where ε gives us a notion of an angular deficit.
This can be visualised when the ε-cone is cut along one of its edges and unfolded to a
plane: a wedge of “missing space” of angle ε will appear. This concept is very important
in linking the transformation optics devices to curved spaces.
4.6 Optical removal of space, the space-cancelling
wedges
Before we present our simulations of more complex curved spaces, let us first discuss how
a single ε-cone can be simulated optically. As mentioned in the previous section, the cone
is topologically equivalent to the plane with a wedge of space being removed and the edges
of the “non-existing space” are identified to each other. Such “gluing” is well-known in
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ε(b)(a) (c)
V
Figure 4.5: A smooth manifold (a) (a sphere) can be approximated by a complex of
simplices (b). The curvature is then concentrated to the vertices: this can be visualised
by cutting the surface around a vertex (for example V) and unfolding it into a plane. A
wedge of “missing space” of angle ε will appear (c).
topology and defines an equivalence relation on the original surface: in addition to each
point being identified to itself, pairs of points to be identified and declared equivalent.
The new surface is then the set of equivalence classes with a suitable definition of dis-
tance between points based on the corresponding distances in the original surface [88].
Therefore, finding some wedge-like optical configuration that identifies one of its edges
with the other, effectively removing a wedge of space, is central in optically simulating
cone-like surfaces, such as the ε-cone. We call such a device the space-cancelling wedge
or simply SC wedge. In the following sections, we will discuss several devices which have
a potential to be space-cancelling wedges.
4.6.1 SC wedge using negative refraction
The principle of optical cancellation a wedge of space of angle ε is depicted in Fig. 4.6.
Let us explain this in more detail: consider a wedge of apex angle ε/2, built of material
with refractive index n = −1, surrounded by a medium with n = +1 (vacuum). Using
the Snell’s law, one can easily see that a light ray incident on point P at the interface 1
between media with n = −1 and n = +1 is refracted such that the light ray, after being
refracted on both interfaces 1 and 2, passes through the point P′, which is actually the
mirror image of P with respect to plane 2. Furthermore, the direction of the ray outgoing
from P′ is rotated by ε around the wedge edge with respect to the direction of the of the
same light ray, when incident on P (as shown for ray A in Fig. 4.6(a)). Together with the
fact that the optical path length of any light ray in the space between half-planes 1 and 1′
equals zero, this space thus appears to be “non-existing” for a light ray passing through.
Loosely speaking, the “negative space” (with n = −1) cancels out an equal portion of the
“positive space” (n = +1), resulting in a “zero” or “non-existing space”, resulting in a
3D ε-cone. However, such an SC wedge suffers from the following limitation: consider a
light ray, incident on interface 1, such that its projection to a plane perpendicular to the
wedge edge makes an angle β ≤ ε/2 with the plane 1 (such as ray B in Fig. 4.6(a)). The
light ray is then refracted at 1 such that it is either parallel or divergent from the interface
2 and thus “lost” in the wedge, instead of “transported”to the plane 1′. This effect can
be eliminated by building a fan of SC wedges: the SC edge of angle ε is replaced by N
consecutive wedges, each of angle ε/N , as shown in Fig. 4.6(b). Increasing the number of
such wedges then eliminates the portion of light rays “lost”in the fan. Another solution
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employs planar mirrors, symmetrically placed at the edge of the wedge, as depicted in
Fig. 4.6(c). The angle µ between each mirror and the face of the wedge, however, cannot
be chosen arbitrarily: for µ < pi/2, some light rays might be reflected on the mirror to
become divergent from plane 2. For µ > pi − ε/2, some light rays might become parallel
with the mirror after being refracted on the interface 1. Therefore, µ should be chosen to
lie in the range pi/2 ≤ µ ≤ pi − ε. This is possible only if ε/2 < pi/2; for ε/2 ≥ pi/2, a fan
of wedges and mirrors can be employed.
(a) (b) (c)
2
P P'
εε/2 ε/2
1 1'
M M'
Α
Β
β
n = -1 n = +1
1
Α
Β
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εε/2 ε/2
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Α
Β n = -1 n = +1
μ
Figure 4.6: The space cancelling wedge between half-planes 1 and 1′ using negative
refraction. (a) Half-plane 1, the outer face of the wedge of n = −1 medium (of angle
ε/2), gets mapped due to the wedge to half-plane 1′, such that 1′ coincides with 1 rotated
around the wedge edge V by an angle ε. Although ray A (solid red line) is refracted as
desired, ray B (dashed red line) is refracted such that it diverges from half-plane 2 and
gets “lost” in the wedge. (b) This can be treated by building a fan of N (here N = 3)
wedges, each of angle ε/2N or (c) one can insert mirrors M and M′ at the end of the
n = −1 wedge, symmetrically with respect to half-plane 2. This requires the angle µ to
be chosen to lie in the range pi/2 ≤ µ ≤ pi − ε.
4.6.2 SC wedges using absolute instruments
The SC wedge can be also constructed using a combination of absolute optical instruments
(i.e. a device, typically defined by a spatially varying refractive index, in which bound ray
trajectories are closed [91]) and transformation optics. We will explain the idea in detail
in this section. As mentioned above, the SC wedge aims to map optically two planes, ρ
and σ, to each other, see Fig. 4.7(a). For this goal, we will apply transformation optics
within the wedge between planes ρ and σ.
In the physical space, planes ρ and σ make an angle ε and their intersection line is
denoted a. Now consider a virtual space, with Cartesian coordinates X, Y, Z, such that
planes ρ and σ are mapped to planes ρ′ and σ′ in the virtual space, such that any functions
ψ and φ defined on ρ and σ equal the respective functions ψ′ and φ′, defined on ρ′ and
σ′. In the virtual space, however, ρ′ and σ′ make an angle pi instead of ε. The half-plane
Z = 0; Y > 0 then corresponds to the plane ρ, and similarly σ′ lies in the half-plane Z = 0;
Y < 0, see Fig. 4.7(b). The X-axis is then equivalent to the intersection line a, defined
in the physical space. In such virtual space, we can construct the SC-wedge employing
a suitable absolute instrument; the physical-space structure will be then obtained by an
appropriate affine transformation.
The absolute instrument, that maps optically the planes ρ′ and σ′ to each other, is
the Lissajous lens, a device in which all ray trajectories form Lissajous curves [92]. If
the frequency of oscillations of the light ray in the X direction is chosen to be twice the
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Figure 4.7: The space-cancelling wedge using absolute instruments (a) The half planes
ρ and σ, making an angle ε around the line a in a physical space and (b) the corresponding
half-planes ρ′ and σ′ in virtual space, lying in the plane XY .Points A and B are mapped
to each other by a medium with refractive index N.
frequency in Y and Z directions, the light ray will make just half an oscillation in both
Y and Z directions per one full oscillation in X direction. As a result, a light ray with
the wavevector (KX , KY , KZ), incident on the Lissajous lens at the point A = (X, Y, 0),
will leave the lens at the point B = (X,−Y, 0) with the wavevector (KX ,−KY ,−KZ).
The corresponding refractive index in virtual space N(R) is then given by the following
formula, derived from the general formula presented in [92]
N(R) = α
√
1− 4X
2 + Y 2 + Z2
b2
(4.16)
where α and b are constants that can be chosen arbitrarily; b should be chosen large
enough, so 4X2 + Y 2 + Z2 < b2 wherever within the SC wedge.
Now we will transform the refractive index N(R) from the virtual space to the physical
space. We will do it as follows: the X-axis is transformed to the axis a and the wedge
of angle pi between the half-planes ρ′ and σ′ in the virtual space is uniformly expanded
into the wedge of angle ε between the half-planes ρ and σ in the physical space. In
the cylindrical coordinates, such an expansion is equivalent to multiplying the azimuthal
coordinate by the factor γ ≡ ε/pi. This transformation finally yields the physical-space
medium with the following permittivity and permeability tensors
ˆ(r) = N2 [R(r)] diag(1/γ, γ, 1/γ), µˆ = diag(1/γ, γ, 1/γ), (4.17)
assuming that the refractive index N(R) in virtual space is realized purely dielectrically.
Remarkably, there is just a slight anisotropy in the medium, induced by the mapping
from virtual to physical space.
SC wedges, built in this way, can be combined together to simulate a more complex
triangulation of a curved space, containing several ε-cones. To avoid overlapping of mul-
tiple SC wedges, leading to multi-valued refractive indices, one has to choose the constant
α large enough so that light rays will be refracted when leaving the net (where refractive
index equals unity) and entering the SC wedge. By doing this, the light rays explore only
a small portion of the “multivalued region”, which can then be divided into disjoint parts,
each being “used” for one SC wedge. This yields the desired single-valued permittivity
and permeability tensors ˆ(r) and µˆ.
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4.6.3 SC-wedge using ideal lenses
The third approach for building the SC wedge is based on imaging properties of a combi-
nation of three skew ideal thin lenses. Although it cannot be realised physically, an ideal
thin lens represents a very useful model for the initial design of instruments comprising
physical lenses. In Chapter 2, we have presented a theory of imaging due to combinations
of skew lenses and, in Chapter 3, we showed how to employ skew lenses to build novel
transformation-optics devices, for example omnidirectional invisibility cloaks. In addition,
we showed that an appropriate combination of three ideal lenses performs an image rota-
tion: the image space coincides with the object space, but rotated by an arbitrary angle ε
around the line where the planes of all three lenses intersect. Therefore, such a three-lens
image rotator is equivalent to a space-cancelling wedge of wedge angle ε. We confirmed
this idea with raytracing simulations, one of them is presented in Fig. 4.8, provided that
the relevant light rays pass through all three lenses. However, not all the light rays en-
tering the three-lens combination actually pass through all three lenses, which leads to a
field-of-view limitation. This limitation can be overcome by improving the optical design,
but is unlikely to be removed entirely.
a b
Figure 4.8: The space-cancelling wedge using ideal thin lenses. (a) An orthogonal
lattice consisting of green and blue cylinders is placed behind a three-lens image rotator.
Only the closest lens (red-framed) is seen directly. When seen through all three lenses,
the lattice appears rotated by 15 degrees around a vertical axis. (b) This is confirmed by
a simulation without the lenses, but with the camera rotated by -15 degrees around the
same axis; The scene seen through all three lenses in (a) is identical to the corresponding
part in (b). Both simulations were performed with an extended version of our raytracing
software Dr TIM [1].
4.6.4 SC-wedge by transferring the light field
Probably the easiest to become practically realised, the final design of the SC wedge
is inspired by light-field (or plenoptic) imaging based on arrays of very small lenses —
lenslet (or microlens) arrays. Such arrays capture the information about both the position
where light rays intersect a surface and the direction with which they do so [93]. This is
exactly the information which needs to be recorded on the face of the SC wedge, before
transportation to the other, optically identified, face of the wedge. The transfer of the
optical field from one face to the other can be then realised using the optical fibres. Since
the SC wedge is expected to transfer the light field without any distortion from one of its
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wedges to another, an array of single-mode optical fibres is the most suitable choice as
they can transfer the signal for long distances with low dispersion and, in principle, no
degradation of the signal passing through.
The scheme of our device is shown in Fig. 4.9(a). Consider a parallel bundle of light
rays incident on a lenslet L1 located in one of the two optically identified faces of the SC
wedge. L1 then focuses these parallel light rays into the point in its back focal plane,
where one end of a thin optical fiber is located. Obviously, light rays are focused to this
fiber only if they pass through the clear aperture of lenslet L1 in one particular direction.
The fibre thus represents both the position and direction with which the light ray was
incident on the face of the SC wedge; the accuracy of position is limited by the clear
aperture of the lenslet and the accuracy of direction is limited by the spacing between the
fibres.
In the respective position in other face of the SC wedge, an identical lenslet L2 is
placed. The optical fibre is, of course, located in the front focal plane of L2, so the light
rays become collimated again when escaping the lenslet array. The direction of the light
rays emerging at L2 is given by the position of the end of the respective optical fibre
in L2’s front focal plane. Namely, one can place the fibre such that the direction of the
light rays emerging from L2 is rotated by the deficit angle ε with respect to the direction
of the light rays incident on L1. If the two lenslet arrays (in which both L1 and L2 are
included) cover both the optically identified faces of the SC-wedge, with the “inner” focal
planes of these arrays being connected with a suitable array of optical fibres, the entire
light field incident on plane of the first lenslet array is transferred to the plane of the
second lenslet array. Note that the transfer works also in the other way round since the
setup is symmetric. The optical field travelling through optical fibres of different lengths
becomes phase-modulated when emerging the fibre array because of different optical path
lengths gained in fibres of different lengths; however, this can be compensated by placing
a suitable phase plate on the end of each fibre. To eliminate cross-talking between
neighbouring “pixels” of optical fibres, corresponding to two neighbouring lenslets, an
array of baffles between the lenslet arrays and their relevant focal planes (see Fig. 4.9(a))
can be inserted. However, this restricts the field of view of each lenslet. Furthermore,
both the positions and directions are discretised in this space-cancelling wedge as the
overall number of fibres equals the space-bandwidth product of the system [94].
To make the SC-wedge easier to fabricate, the relative position of the ends of each
fibre should be the same at both sides of the fibre array. Such a fibre array is known
as a coherent fibre bundle (which is not to be confused with fibre bundle known from
differential geometry). However, the coherent fibre bundle, which simply connects the
corresponding points in the inner focal planes of two lenslet arrays, does not provide the
desired light-field transfer: the direction of emerging light rays is rotated by pi around
the normal of the second lenslet-array plane relative to the desired direction. To fix this
problem, one can twist the ends of each individual sub-bundle of fibres, which connects
the respective lenslets, by pi (as is shown in Fig. 4.9(b)). Equivalently, further optical
components (additional lenslet arrays in the case shown in Fig. 4.9(b)), providing the
rotation of the light-ray direction by pi, can be added to one end of the device. Note
that these ideas are very closely related not only to many other fields of research and
technology, including light-field capture [93], and display devices [95], Shack-Hartmann
sensors [96], integral photography [97], integral imaging [98], generalised refraction using
confocal lenslet arrays [99], Moiré magnifiers [100], Gabor superlenses [101], and digital
integral cloaking [102].
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(a) (b)
Figure 4.9: The space-cancelling wedge using light-field transfer. (a) Two lenslet arrays
(cyan) fill the optically identified faces. The array of optical fibres (yellow) then connects
the “inner” focal planes (dotted lines) of the two lenslet arrays; baffles (solid black lines)
eliminates the cross-talking between neighbouring lenslets. Then, each fibre represents one
particular combination of a position (given by the position of the corresponding lenslet)
and direction with which light rays (solid red lines) are incident on the faces. (b) To
employ a coherent fibre bundle, further optical components, e.g. a combination of two
identical lenslet arrays, needs to be added. The faces of the SC wedge are then formed
by the outermost arrays.
4.7 Simulating curved 2D spaces
Once we can build the SC-wedges, topologico-optical analogs of ε-cones, we will show
how to build simplicial complexes from them. For the sake of clarity, we first present our
concept for the two-dimensional (2D) curved spaces. After a general description, we will
demonstrate our approach on specific examples, namely two simplest platonic bodies: the
regular tetrahedron and the cube. Note that although square – a face of a cube – is not
simplex, it can be seen as a complex containing two triangles. We will later extend our
construction to one more dimension: we will build 3D hypersurfaces of 4D polyhedra.
Consider a two-dimensional surface S of a three-dimensional polyhedron P . Our
method then employs the net N of the surface S, which is simply the surface S unfolded
to a plane. Such unfolding of S to a plane includes “cutting” along some of the edges of
S, e.g. edge 1 on the surface of the tetrahedron in Fig. 4.10(a) is split to edges 1 and 1′
after being unfolded to the net N . 1 and 1′ (and similarly all the other edges) need to be
accompanied by appropriate gluing instructions, which identify them with one another.
The net N fitted with appropriate gluing instructions is also called a quotient space [88].
The net N can then be folded and “glued” to become the surface S. A device providing
the gluing instructions optically is the SC wedge presented above.
To make this procedure clearer, we will present some specific examples. Let us start
with the surface of a tetrahedron 4.10(a). The tetrahedron can be unfolded to a plane,
resulting in its net N , which coincides with an equilateral triangle. The gluing instructions
on N are the following: each half of each edge of N is identified with the other half of the
same edge. The midpoints of the edges then become three out of four vertices of S: the
remaining vertex V is created by gluing the vertices of N together. The other polyhedra
can be unfolded to their quotient spaces (nets with appropriate gluing instructions) in a
similar way. Fig. 4.10(d-f) shows a symmetric unfolding of a cube.
Now we will employ the unfolded net N to simulate the light propagation on the
surface of a polyhedron S. This is equivalent to light propagation in a free space, with
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appropriate wedges of space being “removed”. Such space cancellation can be performed
optically using the SC wedges. The net of a tetrahedron realised in this way is presented
in Fig. 4.10(g). The outside of the net is filled with three SC wedges, each of deficit
angle pi. The vertices of the SC wedges coincide with midpoints of edges of the net N .
Fig. 4.10(g) shows the ray-tracing simulation of the setup, with three different light ray
trajectories (each labelled with a different colour). Similar simulation for the net of a
cube is presented in Fig. 4.10(j,k).
The simulations of the scene (a grey ball in otherwise empty space) as seen by an
observer respectively living on the surface of a tetrahedron and of a cube are presented
in Figs 4.10(i,l). In these simulations, we have added a third dimension to demonstrate
the features of the view; the resulting 3D space is a tensor product of the 2D surface and
one-dimensional Euclidean space R. We have added this extra dimension because keeping
the original two dimensions would lead to one-dimensional simulations, with a limited
information content. Both on the surface of a tetrahedron and the surface of a cube, the
observer can see many copies of the scene (the ball). This because of the compactness of
the surface, allowing many different rays from the ball to arrive at the observer’s eyes.
4.8 Simulating curved 3D spaces
We showed how the light-field propagation on 2D curved surfaces (namely tetrahedron
and cube) can be simulated (and in principle demonstrated): the 2D, embedded in a 3D
space, can be unfolded to a plane, with the gluing instructions being performed optically
using the SC wedges. Now we will proceed one dimension higher.
Let us explain the idea of unfolding 3D hypersurfaces, embedded in 4D space, to the
3D flat space: consider a 3-manifold P , homeomorphic to a complex of 3-simplices (the
tetrahedra). Analogously to the two-dimensional case discussed in the previous section,
we can construct the net N of P , corresponding to a composition of 3-simplices with the
appropriate gluing instructions. This time, however, pairs of 2D faces of the 3-simplices
will be identified with one another. Provided that we can insert the appropriate SC wedges
to the “non-existing” spaces between each such pair of 2D planes, the light propagation
in this structure will be equivalent to a real 3D curved space.
Indeed, there are several examples of 3D hypersurfaces, which can be unfolded to a
flat 3D space and fitted with SC wedges to simulate the light propagation in them. For
example, this can be done for the hypersurface of 5-cell (or 4-simplex) of for a hypersurface
of a hypercube. The net of a regular 5-cell consists of 5 regular tetrahedra: a central
tetrahedron surrounded by 4 outer ones (note that each outer tetrahedron is stuck to
a different face of the inner tetrahedron). Now, the gluing instructions, which tell us
how this net should be folded into the 4th dimension, are represented by the numbers in
Fig. 4.11(a).
The procedure of folding such 3D net into the 4th dimension is challenging since
human brain usually experiences 3 spatial dimensions only. However, this folding can
be performed optically using SC wedges: in total, 6 SC-wedges are needed, one for each
edge of the central tetrahedron. Each SC-wedge has a bone (edge) which should lie on
a different edge of the inner tetrahedron. Then, since the dihedral angle of a regular
tetrahedron is α = tan−1
(
2
√
2
)
, each SC-wedge should cancel an angle ε = 2pi − 3α ≈
2.59 rad ≈ 148◦. Our ray-tracing simulation of this set-up is shown in Figs 4.11(b) and
(e). The panel (b) shows the net from the outside with a light-ray trajectory within the
hypersurface (similar to Fig. 4.10(g) which is a top view of the net of the tetrahedron)
so we can see a geodesic on this space. Finally, in (e), we put a white sphere within the
hypersurface of the 5-cell (as shown in in the bottom left corner of panel (e)) and observed
66
Figure 4.10: Optical simulations of the surface of a regular tetrahedron (a) and a
cube (d). The simulations are performed on the respective nets of both tetrahedron and
a cube; panels (b) and (e) show intermediate stages of unfolding. The corresponding
gluing instructions are represented by numbers: edges labelled with the same number are
identified; in panels (b) and (e), the black arrows indicate how the original edges of the
folded surface split into two edges in the equivalent net and thus need to be identified
optically in the simulations. V labels the fourth vertex of the tetrahedron, which appears
as three separate vertices in the (partially) unfolded net. The surface of the cube has been
unfolded symmetrically, at the cost of dividing one of its faces into four right triangles; C
is the centre of that face. Panels (g,j) then show the nets of the tetrahedron and the cube,
fitted with the space-cancelling wedges. Rays represent the geodesics on both (optically
glued) surfaces; three rays (red, green, blue) are shown in each case. The continuity of
the light-ray trajectories can be confirmed by mechanical folding and gluing of the nets,
shown in panels (h) and (k). Finally, we present a simulation of the view of a scene (a
white sphere) as seen from within the surface, with an added third, Euclidean, dimension
perpendicular to the surface. The cyan lines show the edges of the respective nets of the
tetrahedron and the cube. The raytracing simulations were performed using Dr TIM [1].
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how the view of of the sphere is altered due to the curvature of the space.
An analogous procedure can be done for the hypercube as well. The symmetric net of
a hypercube, together with the respective gluing instructions, is presented in Fig. 4.11(c)
(note that the cube, which acts as a 3D face of a hypercube, can be seen as a complex
of five tetrahedra), and an example of a geodesic on the hypercube is simulated by a
light-ray trajectory in Fig. 4.11(d). Again, a sphere is inserted to the net (bottom left
corner in Fig. 4.11(f)), presenting the raytracing simulation of the view from the centre
of the net.
4.9 Discussion
4.9.1 Non-euclidean Transformation Optics
Our method of simulating light propagation on both 2D and 3D simplicial complexes
is closely related to the concept of non-Euclidean transformation optics [3], in which
mapping between physical space and non-Euclidean virtual space (e.g. the surface of a
sphere attached to a plane) is considered. The light-ray trajectories in a physical space
then correspond to geodesics in virtual space.
Indeed, we can think of our setups in a similar way: the surface of the polyhedron
P can be regarded as a non-Euclidean virtual space, whereas the respective quotient
space fitted with SC wedges corresponds to a physical-space structure. The curvature
of otherwise flat physical space is concentrated at the vertices of the quotient space;
identifying the pairs of edges, which intersect at the vertices, is performed optically using
appropriate SC wedges. This introduces a new concept into transformation optics and
has a potential to extend its ideas and capabilities.
4.9.2 Negative refraction
SC-wedges using negative refraction assume an existence of non-dispersive, non-absorbing
and non-reflective materials with a refractive index equal to minus one for all wavelengths
(at least within the visible range). This is, in fact, also one of the toughest barriers
to overcome on the path leading to an experimental realisation. At present, such a
“transparent” negative-refractive-index material for a visible light remains undiscovered.
A material provides a negative refractive index if both electric permittivity ε and
magnetic permeability µ are negative [103]. A natural question arises: do such materials
exist? Although it sounds unlikely, it is not so difficult to find materials with negative
values of both ε and µ. For example, metals such as silver, gold and aluminium exhibit
negative ε; negative µ include resonant ferromagnetic or antiferromagnetic systems [104].
Unfortunately, all these materials exhibit a strong dispersion; the condition ε < 0, µ < 0 is
realised only over a narrow bandwidth around the resonance frequency ω0 of the material.
This phenomenon can be explained, for example, by Drude-Lorentz model of a material,
in which the atoms are conceptually replaced by a set of harmonically bound electron
oscillators resonant at frequency ω0.
Alternatively, a medium with negative refractive index can be realised by a suitable
metamaterial [104] designed to have a strong response to an applied electromagnetic field.
Such metamaterials exist and several experiments have been performed [105–107]. All
these experiments showed negative refraction due to the metamaterial. Negative refrac-
tion can be also achieved by photonic crystals [108–111]. Six years after the first demon-
stration of negative refraction [105], negative-index metamaterials have been brought from
microwave frequencies [105–107, 112, 113] toward the visible light [114] (wavelength 780
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Figure 4.11: Raytracing simulations of the 3D hypersurface of (a) a 5-cell and (c) of
a hypercube. The gluing instructions are represented with numbers: faces with the same
numbers are identified (e.g. faces 1 and 1′ are identified, some faces are unnumbered
since the identified face is not visible.) (a) After unfolding, the fifth vertex of the 5-cell
V splits into the 4 outermost vertices. On the other hand, the four outermost vertices of
the net of the hypercube (c), all labelled C, represent the centre of the eighth cubic cell
of the hypercube. Panel (b) shows one light-ray trajectory as seen from the outside of
the net of a 5-cell. The view from the inside of such hypersurface is shown in (e), where
a white sphere has been placed into the net as shown in the bottom left corner of panel
(e). (d, f) Similar simulations, performed in Dr TIM [1], have also been performed for
the hypercube.
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nm and n = −0.6). However, losses of energy still need to be eliminated, for example by
using crystalline metals and/or by introducing optically amplifying materials [115]. More-
over, the discrete nature of all designs mentioned above adversely affects transmission.
For applications to come within reach, isotropic designs, and ways of mass production
of large-area structures needs to be achieved. With emerging techniques such as micro-
contact printing, nanoembossing, holographic lithography, and quantum tailoring of large
molecules, however, these technical challenges can be successfully met.
In our particular application, we require that the refractive index of the negative-
refractive-index wedge equals a negative value of the refractive index of the surrounding
medium. In vacuum (air), this is not satisfied for most of the designs mentioned above
(n=-2.7 [105], n=-0.35 [106], n=-1.05 [107], n=-0.3 [112] and n=-0.6 [114]. However, for
|n| > 1 this issue can be treated by choosing an appropriate surrounding medium as it is
easier to find a material with a certain value of positive refractive index rather than with
the negative one.
Another device, which changes a light-ray direction in the same manner as a negative-
refraction interface, is a sheet composed of very tiny dove prisms [116]. Hence in principal,
we can replace the negative refraction wedges by two such sheets. However, the optical
path length of a light ray passing through this system of two dove prism sheets is greater
than zero. This is not a problem for light-ray simulations, when we are only interested
in the change of light-ray direction. A problem appears when we want to simulate wave
optics since the optical path length through the ”non-existing” space is not equal to zero,
which might cause unwanted interference patterns. Another obvious limitation is the
discrete character of dove-prism sheets, which negatively affects a transmission of a light
beam through the sheet.
4.9.3 General relativity
Without any doubt, the most famous and most exciting field of research where one can
come across with curved spaces and curved space-times is the General Theory of Relativity
formulated in 1916 by Albert Einstein [61]. The beauty of this theory is that it provides
fantastic and well-tested predictions at the same time, for example space-time singularities
from which even the light can not escape: black holes. Although most of the predictions
of General Relativity have been astronomically observed, some effects remain undetected.
Again, the most famous example is Hawking radiation where a black hole spontaneously
emits virtual particles or photons emergent from the vacuum [68]. The main reason
why Hawking radiation is still unseen is that its temperature is supposed to be much
lower than the cosmic microwave background; thus, the signal is within the noise of
cosmic microwave background. However, creating tabletop optical analogues of black
holes is a new and promising approach [19,20] that may hold the key to the elucidation of
phenomena that are extremely difficult to study through direct astronomical observations.
These experiments employed the fact that ultrashort high-intensity laser pulses create
moving refractive index perturbations that optically mimic the conditions at the black
hole’s event horizon.
We presented another way of simulating curved spaces, based on finite element meth-
ods. The obvious limitation of our method is that so far we can build only time-
independent manifolds. In other words, we can simulate only curved spaces, no space-
times. This restriction makes observing of phenomena like Hawking radiation and grav-
itational blue shift impossible. However, we can still simulate cosmic strings, another
exciting prediction of General Relativity [117].
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4.9.4 Wave optics
Even more interesting than studying light rays might be examination of electromagnetic
waves travelling in a curved space. Several experiments mimicking curved space-times
have been done.
In 2013, Sheng, Chong et al. performed an experiment in which a gravitational
lensing was simulated on a surface of an integrated photonic chip [118]. A thin layer of
polymethylmethacrylate on the chip acted as a waveguide, confining light to the chip’s
surface. The plastic layer was then heated and polystyrene microspheres were added
before the plastic cooled. The surface tension of the sphere embedded in the slab made
the plastic thickness vary in a continuous way. This mimicked a variation in the plastic’s
refractive index, and thus simulated the curved space.
In 2010, Ulf Peschel et al. realised a beam interference in a negatively curved space
[119]. In their experiment, glass solids have been fabricated and the beam was then guided
inside the glass tangent to the surface by total internal reflection. A camera was rotated
around the sample to detect the scattered light.
And recently, in 2018, Patsyk et al. presented the first experimental observation of
accelerating wave packets in curved space [120]. More specifically, they demonstrated,
experimentally and theoretically, shape-preserving accelerating beams propagating on
spherical surfaces: closed-form solutions of the wave equation manifesting non-geodesic
self-similar evolution. Unlike accelerating beams in flat space, these wave packets change
their acceleration trajectory due to the interplay between interference effects and the
space curvature, and they focus and defocus periodically due to the spatial curvature of
the medium in which they propagate.
However, all these experiments are two-dimensional, i.e. always a wave in a two-
dimensional curved manifold is simulated. Our design allows us, in principle, to mimic
beam propagation in a three-dimensional curved space. To preserve border conditions
of the wavefunction, the phase and amplitude distributions on faces which are identified
with each other must be identical. That implies the optical path length is equal to zero
and there are no energy losses in a ”non-existing space”. So far this is the main limitation
of experimental realisation of our ideas as there are no ”transparent” negative-refractive-
index materials.
4.9.5 Negative curvature
In this thesis, we simulated curved spaces with a positive curvature, i.e. the deficit angle
ε around any single bone is less than 2pi. This was done by ”cancelling” a wedge of space
with an angle ε at the tip. However, there are a lot of examples of curved spaces with
a negative curvature, e.g. a torus. A natural question then arises: can one apply our
strategy to simulate spaces with negative curvature?
So far, we have not found a way to optically simulate a manifold with negative defi-
ciency. The reason for this is following: It is clear that if positive curvature was achieved
by ”cancelling” a space, a negative deficit angle corresponds to ”adding” a wedge of space
to the bone. If such a negative-deficiency simplicial complex is unfolded, an area of over-
lay of two spaces will appear: one rotated by angle −ε with respect to each other. In fact,
a light-ray trajectory is not unique inside this overlay, which implies a non-linear optical
medium. Due to this fact, a negative deficiency remains very challenging to be mimicked
optically.
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4.10 Conclusions
In this chapter, we have presented a new approach for the optical simulation of curved
spaces, which is based on triangulation and unfolding the curved spaces. We demonstrated
our method for both 2D and 3D curved spaces, namely the triangulations of a sphere
(surface of a tetrahedron and a cube) and of a hypersphere (hypersurface of a 5-cell and
of a hypercube).
The key ingredient of our simulations is the space-cancelling wedge, an optical device
which maps its faces onto each other and thus optically identifies the edges or faces to
be glued. Space-cancelling wedges can be built in several ways, using wedges of negative
refractive index (or ray-optical approximations thereof), or a combination of absolute
optical instruments modified by the methods of transformation optics, using a combination
of three ideal lenses or employing the light-field transfer. Our approach thus simplifies
the optical simulations by omitting manufacturing the actual, “glued” curved spaces.
Our work can potentially open new possibilities in the exciting fields of research, such
as transformation optics, negative refraction, geodesic lenses, absolute optical instruments,
general relativity, and quantum gravity. Inspired by this research, we have started to
investigate wave optics and quantum motion on the compact surfaces, presented in the
following chapter.
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Chapter 5
Wave optics and quantum motion on
compact manifolds
5.1 Introduction
In the previous chapters, we have presented various aspects of geometrical and transfor-
mation optics. Starting with description of imaging due to combinations of tilted lenses,
we then showed how to build transformation-optics devices from these and finally we
have provided a novel approach in transformation optics to simulate light propagation
in curved spaces. In this chapter, we will show how our method of optical simulation
of curved spaces can be applied to solve the wave equation on some specific compact
surfaces, including tetrahedron, Klein bottle, Möbius strip and others.
The propagation of light on curved surfaces has recently attracted interest in connec-
tion with so–called geodesic lenses [121,122]. These lenses are able to shape light by purely
geometrical means, and are finding applications in communications technology [123], but
also in fields like population biology [124]. In a geodesic lens, the wave propagates freely
on a two-dimensional (2D) surface. The light-ray trajectories then follow the geodesics
of the surface, and for specific surface shapes (such as e.g. a portion of a sphere), a
diffraction limited focus can be achieved [122].
Although geodesic lenses are often open surfaces, one can equally consider the prop-
agation of waves on a closed surface such as a sphere or ellipsoid. This can be realized in
acoustics or electromagnetism by, for example, trapping the wave within a thin gap be-
tween two solid materials [125,126]. The problem of finding the wavefunction on a closed
surface in a constant potential appears also in quantum mechanics. In this context, one
can investigate aspects such as whether we can expect a quantum state revival [127,128],
an effect that is known to be closely related to the Talbot effect in optics [129–132].
The wavefunction ψ on a closed surface is given by the solutions of the Helmholtz
equation,
4ψ = −k2ψ, (5.1)
where k ∈ R is a wavenumber and 4 is the Laplacian defined via the appropriate metric
gij
4ψ = 1√
g
∂
∂xi
(√
g gij
∂ψ
∂xj
)
, (5.2)
where gij is the inverse of metric gij and g = |det(gij)| is the absolute value of a determi-
nant of gij. The eigenmodes and eigenvalues in Eq. (5.1) can be found exactly for some
special open surfaces, e.g. the well known solutions [133, 134] for rectangular, cylindrical
and triangular [135,136] surfaces. There are many applications for these exact solutions;
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determining for example the response of electromagnetic and acoustic cavities [137], the
approximate spectrum of a quantum dot [138], the modes of a wave guide with a given
cross section [139], and the sound of simple musical instruments [140].
An example of a closed surface, whose modes can be solved analytically, is the surface
of a sphere of radius R, where the eigenvalues kn =
√
n(n+ 1)/R are known as Schumann
resonances [141]. These resonances determine the low frequency electromagnetic response
of the atmosphere, where the region between the ground and the ionosphere acts as an
effective waveguide. Related to this is propagation through the planar graded index
profile known as the Maxwell Fish Eye lens, where the wave can be understood as the
stereographic projection of propagation on the surface of a two–sphere [24,142]. Although
there seem to be just few other exact solutions for propagation on a closed surface, there
do exist many results [143,144] concerning the dependence on the topology of the surface
of the eigenvalues and eigenfunctions of the Laplacian.
In this chapter, we will give the solution for the eigenmodes and eigenfrequencies of
waves on several closed surfaces, including a tetrahedron, Klein bottle, Möbius strip, real
projective plane and infinite potential well. Instead of solving the Helmholtz equation on
the surface S itself, our method employs the respective quotient space σ, i.e. the original
surface S unfolded and equipped with appropriate gluing instructions.
The quotient spaces of all presented surfaces have the following property: the en-
tire Euclidean plane R2 can be tessellated with copies of the quotient space σ without
any overlaps or gaps, with gluing instructions satisfied everywhere. We will then apply
the results to Schrödinger equation, whose time-independent form is equivalent to the
Helmholtz equation. We will show that propagation of a quantum particle, described by
a wavefunction ψ0(x), on any of the presented surfaces is equivalent to the diffraction of
light from a grating, whose transmission function φ(x) corresponds to the tessellation of
the plane R2 with copies of function ψ0(x), defined on σ. This demonstrates an interesting
equivalence between the Talbot revivals [132,145] and the quantum wave–packet revivals
predicted for a Schrödinger wave evolving on the closed surface S. Last but not least, our
method provides a rather simple potential experimental realisation for wave propagation
on compact surfaces.
5.1.1 Contributions
The work carried out in this chapter stems from a collaboration between myself, Prof.
Tomáš Tyc and Dr Simon Horsley.
5.2 Solving the Helmholtz equation on a manifold
and on its quotient space
Consider a compact manifold S. Provided a zero potential, the Hamiltonian of a quantum
particle of mass µ living on S is simply Hˆ = − ~2
2µ
4, where 4 is the Laplacian, defined
by Eq. (5.1). The Schrödinger equation
i~
∂ψ
∂t
= Hˆψ = − ~
2
2µ
4ψ (5.3)
can be solved applying the ansatz ψn(r, t) = ψn(r) exp(−iEnt/~), where the stationary
states ψn(r) are given as solutions of the Helmholtz equation
4ψn + k2nψn = 0 , (5.4)
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where kn is the wavenumber. The corresponding energy eigenvalues are En = ~2k2n/(2µ).
One can find solving the Eq. (5.4) challenging for a general closed surface S. The
Helmholtz equation, however, can be equivalently solved on the unfolded net of the man-
ifold S, equipped with “gluing instructions”, i.e. the rules defining how the edges of the
unfolded net are identified. We refer to the unfolded net of S, fitted with appropriate
gluing instructions, as the quotient space or σ. Although this simplifies the problem of
solving the Helmholtz equation on closed surfaces significantly, finding the modes for
many quotient spaces is still complicated. However, solving the Helmholtz equation on
the quotient space σ becomes much simpler if the entire Euclidean plane R2 can be filled
with the copies of σ, without gaps or overlaps, and with the gluing instructions satisfied
even at the boundaries between the neighbouring copies of σ. In such cases, the Helmholtz
equation can be solved in the entire plane R2 rather than on σ, provided that the wave-
function has the same values on all the copies of the quotient space. This restriction
implies certain constraints on the symmetries of the wavefunction, and leads to discrete
modes.
5.3 Tessellating the plane with copies of quotient space
In this section, we will formulate the rules for tessellating the Euclidean plane R2 with the
copies of the quotient space σ and establish the connection between waves on a respective
manifold S and the waves in R2. These tessellation rules will be then employed to obtain
the modes on the manifold.
Consider a manifold S which can be unfolded to a quotient space σ. Assume that
the entire plane R2 can be tiled with copies of σ, with the gluing instructions satisfied
everywhere in R2, i.e. the identified edges of different copies of σ are connected with the
correct orientation.
Now, given a function ψ0(x, y) as a solution of the Helmholtz equation (5.4) on the
quotient space σ with a single value of wavenumber k, and which also satisfies the gluing
instructions on σ. We will refer to such a function as a mode on the manifold. Our
goal is to define the equivalent mode φ(x, y) on the whole plane R2. We will generate it
from the function ψ0(x, y) by the tessellation of R2 with copies of ψ0(x, y). Of course, we
require φ(x, y) to satisfy the Helmholtz equation in the whole plane, which implies that the
function φ(x, y) should be continuous and smooth (first derivatives are also continuous)
everywhere in R2.
To obtain a general guide for tessellating the plane R2 with copies of ψ0(x, y), we
need to distinguish between two classes of manifolds: the first class consists of manifolds
without hard boundaries, i.e., without lines on which the wavefunction has to vanish.
Surfaces of polyhedra, the torus, the Klein bottle belong to this class. The other class
contains manifolds with hard boundaries on which the wavefunction equals to zero, for
example polygons with hard walls, the Möbius strip etc.
5.3.1 Manifolds without hard boundaries
Let us first discuss the tessellation rules for the manifolds without hard boundaries. For
these, the transition from the function ψ0(x, y), defined on the quotient space σ, to the
equivalent function φ(x, y), defined in the whole plane R2, is given by what we call the
Tessellation rule no. 1: the copies of ψ0(x, y) are simply arranged such that the iden-
tified edges between two neighbouring copies are attached to each other with the same
orientation. This is illustrated in Fig. 5.1(b) for the case of a torus: the respective quo-
tient space coincides with a rectangle with sides a and b, and the pairs of opposite sides
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are identified. The tessellation rule no. 1 then yields a periodic rectangular structure with
periods a and b in the x and y directions respectively. The function φ(x, y) is then also
periodic, with the same periods.
1
0
-1
x
ya
b
Figure 5.1: (a) A torus is an example of a manifold without hard boundaries; (b) The
quotient space of a torus is equivalent to a rectangle of sides a and b, with the opposite
sides being identified by relations (0, y) ∼ (a, y) and (x, 0) ∼ (x, b), indicated with red
and blue arrows. The Tessellation rule no. 1 then yields a periodic function φ(x, y), whose
unit cell (red-shaded area) coincides with the function ψ0(x, y), defined on the quotient
space.
5.3.2 Manifolds with hard boundaries
If the regraded manifold contains hard boundaries, the tessellation of the plane R2 with
copies of ψ0(x, y), defined on σ, needs to be performed carefully. Let us denote l one of the
straight lines forming the hard boundary in the quotient space σ, i.e. that the function
ψ0(x, y) equals to zero on l. Now we aim to derive a rule how to connect two copies of
ψ0(x, y) around l, such that the resulting function φ(x, y) is the solution of the Helmholtz
equation in the whole plane R2 (which also means that φ(x, y) is continuous, including its
first derivatives). A natural way how to satisfy this requirement is the following: to the
“zero line” l on a given tile (i.e., on a copy of ψ0(x, y)) we attach another tile such that
these tiles meeting at l are mirror images of each other with respect to l. To ensure that
the derivative of φ(x, y) normal to l is continuous when going from one tile to the other,
one of these two tiles will be “negative”, i.e. multiplied by a factor −1. For example,
consider a function ψ0(x, y) on σ, with “zero line” l coinciding with y-axis. The tile
attached to this line then equals to −ψ0(−x, y). We can summarize these requirements
to the Tessellation rule no. 2: two tiles adjacent at the hard boundary l are mirror-
symmetric to each other with respect to l and one of them is multiplied by −1.
This rule is illustrated on an example of a rectangle with hard boundaries along
its sides (equivalent to an infinitely deep rectangular potential well), shown in Fig. 5.2.
Due to alternating positive and negative tiles, the function φ(x, y) in the plane R2 has
periodicity 2a and 2b respectively.
5.3.3 Transiting from the quotient space to the entire plane
The extension of the function ψ0(x, y), defined on σ, to the whole plane, resulting in
the function φ(x, y), can be expressed mathematically as the following integral over the
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Figure 5.2: (a) An infinite potential well is an example of a manifold with hard bound-
aries. (b) Employing the Tessellation rule no. 2 leads to the periodic function φ(x, y),
whose unit cell consists of four copies of the function ψ0(x, y); black lines represent the
hard boundaries of the quotient space σ and blue spots represent the “negative” tiles.
quotient space:
φ(x, y) =
∫∫
σ
ψ0(x
′, y′)Ψ(x, y, x′, y′) dx′dy′, (5.5)
where Ψ(x, y, x′, y′) is a comb of Dirac δ-functions such that for a given point (x′, y′) ∈ σ,
there is a single δ-peak at each tile, whose position corresponds to the position (x′, y′)
on that tile. If the tessellation rules require a tile to be negative, then the corresponding
δ-peak is multiplied by a factor −1. For example, the comb for the torus has the form
Ψtorus(x, y, x
′, y′) =
∞∑
m,n=−∞
δ(x− x′ −ma) δ(y − y′ − nb) . (5.6)
Note that, as defined, the comb Ψ(x, y, x′, y′) is a real function, i.e. Ψ∗(x, y, x′, y′) =
Ψ(x, y, x′, y′) and Ψ(x, y, x′, y′) = δ(x−x′)δ(y− y′) for (x, y), (x′, y′) ∈ σ. In the following
section, we will establish the relation of the function Ψ(x, y, x′, y′) to the modes of the
manifold.
5.4 The mode structure of the quotient space
In this section, we will show the equivalence of the quantum motion on the manifold S
(more precisely, on the respective quotient space σ), and in the plane R2, paved by the
copies of the corresponding wavefunction ψ0(x, y) defined on σ. In detail, we will show
that the modes ψn on σ can be extended to R2, using the tessellation rules defined above.
Finally, we will show that functions φn, created by such tessellation, form a basis in R2,
which coincides with the basis ψn within the area of σ.
Following the tessellation rules on the function ψ0(x, y) defined on σ yields a function
φ(x, y) defined on R2. Since there is a finite amount of symmetry operations allowed for
the tessellation (translation, rotation, mirroring, multiplying by a factor −1) and there
are no overlaps or gaps between the tiles, function φ(x, y) is periodic. Therefore, the
Fourier transform ψ˜(kx, ky) of function φ(x, y),
ψ˜(kx, ky) =
1
2pi
∫∫
R2
φ(x, y)e−i(kxx+kyy) dx dy , (5.7)
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is nonzero only on a discrete comb of points in the plane (kx, ky). Furthermore, if the
function φ(x, y) is created by tessellating the plane with the mode ψn on σ (i.e., there
is only one value of the wavenumber kn corresponding to ψn), the function ψ˜(kx, ky) is
nonzero only on the circle k2x+k
2
y = k
2
n. From these two observations, one can deduce that
the function ψ˜(kx, ky) is nonzero only on a finite number of discrete points in the (kx, ky)
plane. This means that each of the modes ψn is a superposition of a finite number of
plane waves. In Sec. 5.6, we will show that the form of this superposition can be deduced
from the symmetries of the function φ(x, y).
The modes ψn are very closely related to the comb Ψ(x, y, x′, y′) from Eq. (5.5). This
can be seen from the the fact that the modes form a complete set on the quotient space
σ, which means that any function ψ0(x, y) can be expressed in terms of the modes ψn,
ψ0(x, y) =
∑
n
(ψn, ψ0)
(ψn, ψn)
ψn(x, y), (5.8)
where (f, g) denotes the scalar product of functions f and g. Using the L2 scalar product
with the integral taken over the area of the quotient space and assuming that (ψn, ψn) = 1,
Eq. (5.8) can be rewritten into the following form
ψ0(x, y) =
∫∫
σ
ψ0(x
′, y′)
[∑
n
ψ∗n(x
′, y′)ψn(x, y)
]
dx′ dy′. (5.9)
This equation is satisfied only if the sum inside the square bracket is equal to δ(x −
x′)δ(y − y′). Now consider an extended mode φn, defined in the whole plane R2, created
by tessellating the plane with copies of the mode ψn, defined solely on σ, i.e.
φn(x, y) :=
∫∫
σ
ψn(x
′, y′)Ψ(x, y, x′, y′) dx′ dy′. (5.10)
Assuming that (x′, y′) ∈ σ, one can calculate a sum similar to that in Eq. (5.9), with
modes ψn replaced with the extended modes φn∑
n
φ∗n(x
′, y′)φn(x, y) =
=
∫∫
σ
dx′′ dy′′
∫∫
σ
dx′′′ dy′′′
∑
n
ψ∗n(x
′′′, y′′′)ψn(x′′, y′′) Ψ(x, y, x′′, y′′)Ψ(x′, y′, x′′′, y′′′)
=
∫∫
σ
dx′′ dy′′Ψ(x, y, x′′, y′′)Ψ(x′, y′, x′′, y′′) = Ψ(x, y, x′, y′).
(5.11)
In our manipulations, we employed the fact that Ψ∗(x′, y′, x′′′, y′′′) = Ψ(x′, y′, x′′′, y′′′),∑
n ψ
∗
n(x
′′′, y′′′)ψn(x′′, y′′) = δ(x′′′−x′′)δ(y′′′−y′′) and Ψ(x′, y′, x′′, y′′) = δ(x′−x′′)δ(y′−y′′)
for (x′, y′), (x′′, y′′) ∈ σ. Finally, we can write the definition of the comb Ψ(x, y, x′, y′) in
terms of the modes as the following
Ψ(x, y, x′, y′) :=
∑
n
φ∗n(x
′, y′)φn(x, y), (x, y), (x′, y′) ∈ R2. (5.12)
More precisely, the domains for which this equation holds should be (x, y) ∈ R2 and
(x′, y′) ∈ σ. In the practical calculations, however, the domain of points (x′, y′) is re-
stricted by the area of the quotient space σ and thus the domain of (x′, y′) is not neces-
sary to be limited in the definition of the comb Ψ(x, y, x′, y′). Therefore, the requirement
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(x′, y′) ∈ σ can be relaxed, so (x′, y′) can be an arbitrary point from the plane R2. One
can say that the extended modes φn form a basis in a space of functions φ(x, y) defined
in whole plane R2, which are created by the tessellation with copies of ψ0(x, y) defined
solely on σ since Eq. (5.5), defining the extension from ψ0(x, y) to φ(x, y), can be written
in the form, which is very similar to the expression of the function φ(x, y) in terms of
basis functions φn(x, y),
φ(x, y) =
∫∫
σ
ψ0(x
′, y′)
∑
n
φ∗n(x
′, y′)φn(x, y) dx′ dy′. (5.13)
5.5 Connection to the diffraction theory
Once we have presented the general procedure for solving the Schrödinger equation on
a quotient space σ, corresponding to a manifold S, we will examine the connection of a
quantum motion on S with a classical scalar diffraction theory. Indeed, a time evolution
of a free quantum particle in a 2D plane is equivalent to the paraxial propagation of a
monochromatic scalar wave in a 3D space along the z axis. This can be seen by comparing
the 2D Schrödinger equation with the paraxial Helmholtz equation in free space [146]
ik0
∂ψ
∂z
= −1
2
4Tψ (5.14)
where 4T = ∂2/∂x2 + ∂2/∂y2 is the 2D Laplace operator, and k0 is the respective
wavenumber of the wave. A 2D Schrödinger equation can be obtained from Eq. (5.14)
by a substitution z = ~k0t/µ. This connection between Schrödinger equation, describing
a quantum motion, and the paraxial Helmholtz equation yields an interesting way how
to optically simulate an evolution of a free quantum particle in a plane with a diffraction
experiment: given a collimated beam incident on a grating placed in the plane z = 0
whose complex transmission function corresponds to the wavefunction ψ0(x, y), describ-
ing the initial state of the quantum particle. The time evolution of the quantum particle
is then equivalent to the light wave, created by a diffraction of the collimated beam on
the grating, propagating along the z-axis.
In Section 5.4, we showed that quantum motion of a particle living on manifold S
(whose quotient space σ can tessellate the the whole plane R2 with the gluing instructions
satisfied everywhere) is equivalent to its propagation in the plane R2, paved by the copies
of the respective wavefunction ψ0(x, y) defined solely on σ. Combining this idea with
the equivalence between the quantum motion and the paraxial diffraction, we obtain
an interesting result: the time evolution of a quantum particle on the manifold S is
equivalent to diffraction on a grating with complex transmission function φ(x, y), created
by an appropriate tessellation of the plane R2 with copies of a function ψ0(x, y), describing
the particle at time t = 0 in the respective quotient space σ. This observation provides a
simple way of simulating the quantum motion on the manifold S, using a simple diffraction
experiment.
Note that the Talbot effect can be observed in the diffraction experiment [129, 130,
132, 147, 148] on a grating with periods px and py such that the ratio p2x/p
2
y is equal
to a rational number, i.e. p2x/p
2
y = A/B, where A and B are coprime integers. The
Talbot length zT is then given by a formula zT = 2g2AB/λ (derivation of this formula is
provided in Appendix E), where λ is the wavelength of the incident light beam and g2 is
the common factor of the periods px and py squared, i.e. p2x = g
2A and p2y = g
2B. This
implies that the quantum particle living on a compact manifold S performs quantum state
revivals if the respective function φ(x, y) (created by an appropriate tessellation of the
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plane with copies of the initial-state function ψ0(x, y) defined solely on the quotient space
σ) provides the Talbot effect. The revival time T can be then calculated using the formula
T = zTµ/(~k0). Furthermore, the connection between the quantum motion on S and the
Talbot effect yields an analytical expression of the wavefunction φ(x, y, t = T P/Q) at the
rational multiple of the revival time T , using the formula for the fractional Talbot effect
(derivation is provided in Appendix F)
φ (x, y, t = T P/Q) =
1
Q
Q−1∑
i,j=0
G(BP,Q, i)G(AP,Q, j)φ
(
x− ipx
Q
, y − j py
Q
)
, (5.15)
where
G(P,Q, j) =
1√
Q
Q−1∑
l=0
exp
{
i
2piP
Q
(
j
P
l − l2
)}
(5.16)
is the generalized quadratic Gauss sum [149]. Eq. (5.15) has a straightforward physi-
cal interpretation: in each time t = T P/Q the wavefunction φ(x, y, t = T P/Q) corre-
sponds to a superposition of Q2 images of the original grating, spatially shifted in the
x and y directions with respect to each other and modulated by the product of sums
G(BP,Q, i)G(AP,Q, j). Explicit values of these sums have been published in many pub-
lications, e.g. in [149]. An important property of the sums G(P,Q, j) is the following:
provided that QP + j is an even number [149], they are periodic in both P and j with
the period Q, i.e.
G(P,Q, j) = G(P +Q,Q, j) = G(P,Q, j +Q). (5.17)
Applying this property in Eq. (5.15) yields that the wavefunction φ(x, y, t) is periodic in
time, which leads to the quantum revivals.
5.6 Eigenmodes and eigenvalues on different mani-
folds
In this section, we will present a number of examples of manifolds, on which the quantum
motion can be simulated by a diffraction on an appropriate grating. Following the tessel-
lation rules, we first graphically pave the plane R2 with the copies of function ψ0(x, y),
which is depicted as a Gaussian spot in the attached figures. From the symmetries of
the tessellation, we will obtain the extended modes φn(x, y); these locally coincide with
the eigenmodes ψn(x, y) on σ). Then we will derive formulas for the respective quantum
eigenenergies. Using Eq. (5.12), we prove that the extended modes obtained in this way
yield the expected comb Ψ(x, y, x′, y′). This calculation will be shown in detail only for
the torus and for the infinite potential well since for the other manifolds the calculations
can be preformed in an analogous manner. Finally, we will show that any wavefunction
on σ exhibits perfect wavefunction revivals for a suitable choice of geometric parameters
of σ and we will estate the shortest revival time T for each discussed manifold.
5.6.1 Torus
We start our collection of manifolds by a flat torus. By “flat” we mean that the torus
has no intrinsic curvature, so we are not attempting to embed it in a 3D Euclidean space,
which would require curvature. The quotient space of such a torus is a rectangle with
dimensions a and b, with pairs of opposite sides identified, which can be expressed as
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(0, y) ∼ (a, y) and (x, 0) ∼ (x, b), see Fig. 5.1. Following the tessellation rule no. 1, the
plane R2 is simply paved by translating the function ψ0(x, y) by multiples of a and b in the
x and y directions, respectively. The resulting wavefunction φ(x, y) defined by Eq. (5.5)
is then periodic in x and y with periods a and b, respectively, which yields the allowed
values of the wavevector components kx = m2pi/a and ky = n2pi/b, where m,n ∈ Z. The
(normalised) modes are then
φmn(x, y) =
1√
ab
exp
[
i2pi
(
m
x
a
+ n
y
b
)]
. (5.18)
Inserting these modes to Eq. (5.12) and using the identity for Fourier series of the Dirac
comb ∞∑
M=−∞
exp
[
i
2pi
a
M(x− x′)
]
= a
∞∑
M=−∞
δ(x− x′ −Ma), (5.19)
we obtain the correct comb ΨTorus(x, y, x′, y′), presented in Eq. (5.6). The corresponding
energy spectrum is Emn = 2pi2~2(m2/a2 + n2/b2)/µ and the revival time for a = b is
T = µa2/(pi~).
5.6.2 Infinite potential well
Probably the most famous problem of quantum mechanics is an infinite potential well.
This corresponds to a rectangle with sides a and b with hard walls, so the particle is
“trapped” in the area of the rectangle. Since the quotient space σ contains only hard
boundaries, we will follow the tessellation rule no. 2 and attach copies of the function
ψ0(x, y) next to each other, each such tile being the mirror image of the adjacent one, and
the signs of the tiles alternating between plus and minus. Fig. 5.2(b) then shows a function
φ(x, y) created in this way. The red-shaded area represents the unit cell of φ(x, y), which
is defined as the smallest unit such that we can reconstruct the entire grating through
repeated translation of the cell. As defined, the unit cell is topologically equivalent to a
torus and thus we can deduce the allowed components of the wavevector kx = mpi/a and
ky = npi/b. In addition, the unit cell has a symmetry φ(x, y) = φ(−x,−y) = −φ(x,−y) =
φ(−x, y). To form a basis in a space of functions with this symmetry, the extended modes
φmn(x, y) are required to have the same symmetry and thus φmn(x, y) correspond to the
following superposition of the “torus modes”
φmn(x, y) = −Nmn
4
{
exp
[
ipi
(
m
x
a
+ n
y
b
)]
+ exp
[
−ipi
(
m
x
a
+ n
y
b
)]
− exp
[
ipi
(
m
x
a
− ny
b
)]
− exp
[
−ipi
(
m
x
a
− ny
b
)]}
= Nmn sin
(pimx
a
)
sin
(piny
b
)
,
(5.20)
which is indeed the correct result, provided that Nmn = 2/
√
ab and m,n ∈ N. Insert-
ing modes φmn(x, y) to Eq. (5.12) then leads to a comb Ψwell(x, y, x′, y′), with the same
structure as depicted in Fig. 5.2(b)
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Ψwell(x, y, x
′, y′) =
4
ab
∞∑
m,n=1
sin
(pimx
a
)
sin
(piny
b
)
sin
(
pimx′
a
)
sin
(
piny′
b
)
=
1
4ab
∞∑
m,n=1
1∑
α,β=0
{
exp ipi
(
(−1)αmx− x
′
a
+ (−1)βny − y
′
b
)
+ exp ipi
(
(−1)αmx+ x
′
a
+ (−1)βny + y
′
b
)
− exp ipi
(
(−1)αmx+ x
′
a
+ (−1)βny − y
′
b
)
− exp ipi
(
(−1)αmx− x
′
a
+ (−1)βny + y
′
b
)}
=
1
4ab
∞∑
m,n=−∞
{
exp ipi
(
m
x− x′
a
+ n
y − y′
b
)
+ exp ipi
(
m
x+ x′
a
+ n
y + y′
b
)
− exp ipi
(
m
x+ x′
a
+ n
y − y′
b
)
− exp ipi
(
m
x− x′
a
+ n
y + y′
b
)}
=
∞∑
m,n=−∞
[δ(x− x′ − 2ma) δ(y − y′ − 2nb) + δ(x+ x′ − 2ma) δ(y + y′ − 2nb)
−δ(x+ x′ − 2ma) δ(y − y′ − 2nb)− δ(x− x′ − 2ma) δ(y + y′ − 2nb)] .
(5.21)
The respective eigenenergies are Emn = pi2~2(m2/a2 + n2/b2)/(2µ) and the revival time
for a = b is T = 4µa2/(pi~).
5.6.3 Cylinder with hard edges
Maybe not so exciting but one example of a surface which can be unitary unfolded to a
plane is a cylinder with hard boundaries. The quotient space σ of a cylinder is a rectangle
of sides a and b whose opposite sides of length a are identified by relations (x, 0) ∼ (x, b)
(see Fig. 5.3). The other two sides then represent the hard edges, where the wavefunction
is required to be zero. When paving the plane with copies of ψ0(x, y), both tessellation
rules 1 and 2 are employed. Fig. 5.3(b) shows the resulting function φ(x, y), whose unit
cell consists of two copies of ψ0(x, y). The symmetry φ(x, y) = −φ(−x, y) of the unit cell
then leads to modes
φmn =
√
2
ab
sin
(pimx
a
)
exp
(
2piiny
b
)
, (5.22)
with m ∈ N, n ∈ Z. Inserting these modes to Eq. (5.12) again yields the expected comb
Ψcylinder(x, y, x
′, y′) =
∞∑
m,n=−∞
[δ(x−x′−2ma) δ(y−y′−nb)−δ(x+x′−2ma) δ(y−y′−nb)]
(5.23)
The energy spectrum is Emn = pi2~2(m2/a2 + 4n2/b2)/(2µ) and the revival time for a = b
is T = 4µa2/(pi~).
5.6.4 Möbius Strip
Examining quantum motion inside an infinite potential well and on a cylinder, we showed
that quantum motion on surfaces with hard boundaries can be simulated with a diffrac-
tion on a grating. Encouraged by this observation, we will find the modes of a Möbius
82
10
-1
x
y
Figure 5.3: (a) Cylinder, when cut and unfolded to a plane, is equivalent to a rectangle
of sides a and b, with hard boundaries on sides b, whereas the sides a are identified
according to gluing instruction (x, 0) ∼ (x, b). (b) Tessellation of the plane with copies
of ψ0(x, y) defined on the quotient space σ yields a periodic function φ(x, y), whose unit
cell consists of two copies of ψ0(x, y).
strip, which is a non-orientable surface; the Möbius strip has only one boundary. Its quo-
tient space corresponds to a rectangle of sides a and b, whose top and bottom sides are
identified by a relation (x, 0) ∼ (a− x, b) (see Fig. 5.4). The tessellation rules then yield
a periodic function φ(x, y), whose unit cell has a symmetry φ(x, y) = −φ(x+ a, y + b) =
φ(−x, y) = −φ(a−x, y+ b) (see Fig. 5.4(b)). Applying this symmetry on a “torus mode”
exp ipi(mx/a+ ny/b) yields the modes φmn
φmn(x, y) =
√
2
ab
sin
(mpix
a
)
exp
(
ipiny
b
)
(5.24)
withm ∈ N, n ∈ Z andm+nmust be an odd number. The respective comb ΨMo¨bius(x, y, x′, y′)
can be fearlessly calculated using Eq. (5.12)
ΨMo¨bius(x, y, x
′, y′) =
∞∑
m,n=−∞
[δ(x− x′ − 2ma) δ(y − y′ − 2nb)− δ(x+ x′ − 2ma) δ(y − y′ − 2nb)
−δ(x− x′ − (2m+ 1)a) δ(y − y′ − (2n+ 1)b) + δ(x+ x′ − (2m+ 1)a) δ(y − y′ − (2n+ 1)b)] .
(5.25)
One can check easily that comb ΨMo¨bius(x, y, x′, y′) has the desired structure, implied by
the tessellation rules (see Fig. 5.4(b)). The energy spectrum is Emn = pi2~2(m2/a2 +
n2/b2)/(2µ) and the revival time for a = b is T = 4µa2/(pi~).
5.6.5 Klein Bottle
By gluing the edges of Möbius strip together one will get a Klein bottle, another example
of a non-orientable surface, which cannot be embedded in a 3D Euclidean space without
intersecting itself, see Fig. 5.5(a). However, the quotient space of Klein bottle is again
a rectangle whose opposite sides of lengths a are identified in the opposite direction,
(x, 0) ∼ (a − x, b), whereas the opposite sides of lengths b are identified in the same
direction, (0, y) ∼ (a, y). Fig. 5.5(b) then depicts how the plane is paved with copies of
ψ0(x, y): the unit cell of resulting function φ(x, y) has a symmetry φ(x, y) = φ(−x, y+ b).
This results in the modes
φmn(x, y) = Nmn cos
[
pi
(
2mx
a
− n
2
)]
exp
(
ipiny
b
)
, (5.26)
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Figure 5.4: (a) Möbius strip, when cut and unfolded to a plane, is equivalent to a
rectangle of sides a and b, with hard boundaries on sides b and with a gluing instruction
(x, 0) ∼ (a−x, b) on sides a. (b) The tessellation φ(x, y) with copies of a function ψ0(x, y)
defined on the quotient space σ. A unit cell of φ(x, y) consists of four copies of ψ0(x, y).
where Nmn = [ab(1 + δ0m)/2]
− 1
2 are normalization constants, and the allowed combina-
tions of m and n are (m ∈ N, n ∈ Z) and (m = 0, n an even integer). Again, the respective
comb ΨKlein(x, y, x′, y′) can be calculated using Eq. (5.12)
ΨKlein(x, y, x
′, y′) =
∞∑
m,n=−∞
[δ(x− x′ −ma) δ(y − y′ − 2nb) + δ(x+ x′ −ma) δ(y − y′ − b− 2nb)]
(5.27)
Since comb ΨKlein(x, y, x′, y′) has the desired structure (indicated in Fig. 5.5(b)), functions
given by Eq. (5.26) indeed form a basis in the quotient space of Klein bottle. The energy
spectrum is Emn = pi2~2(4m2/a2 + n2/b2)/(2µ) and the revival time for a = b is T =
4µa2/(pi~).
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Figure 5.5: (a) A two-dimensional representation of the Klein bottle immersed in three-
dimensional space; (b) (b) the quotient space σ of Klein bottle is a rectangle of sides a
and b with identification (0, y) ∼ (a, y) and (x, 0) ∼ (a− x, b). Applying the tessellation
rule no. 1 then yields a function φ(x, y), whose unit cell consists of two copies of function
ψ0(x, y) defined on σ.
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5.6.6 Real projective plane
The last example of a compact non-orientable two-dimensional manifold we discuss is a
real projective plane; it cannot be embedded in standard three-dimensional space with-
out intersecting itself. It can be thought of as a Euclidean plane equipped with ad-
ditional ”points at infinity” where parallel lines intersect. Therefore, any two distinct
lines intersect in one and only one point in a projective plane. The quotient space of
a projective plane is a rectangle with sides a and b, whose opposite sides are identified
by relations (0, y) ∼ (a, b − y) and (x, 0) ∼ (a − x, b) (see Fig. 5.6). Tessellation of
a plane R2 with copies of a function ψ0(x, y) defined on this quotient space leads to a
periodic function, whose unit cell contains four copies of ψ0(x, y) and has a symmetry
φ(x, y) = φ(−x,−y) = φ(a + x, b − y) = φ(a − x, b + y) (see Fig. 5.6(b)). Applying
these symmetries (similarly as in the previous cases), extended modes φmn(x, y) of a real
projective plane can be found
φmn(x, y) = Nmn cos pi
(
m
x
a
+
m+ n
2
)
cospi
(
n
y
b
+
m+ n
2
)
, (5.28)
with Nmn = [ab (1 + δm0) (1 + δn0) /4]
− 1
2 and m,n ∈ N0 except the cases when one of the
numbers m,n is zero and the other one is odd. Again, these modes yield a correct comb
ΨProjective(x, y, x
′, y′) (defined by Eq. (5.12))
ΨProjective(x, y, x
′, y′) =
∞∑
m,n=−∞
{δ(x− x′ − 2ma) δ(y − y′ − 2nb) + δ(x+ x′ − 2ma) δ(y + y′ − 2nb)+
+δ(x− x′ − a− 2ma) δ(y + y′ − b− 2nb) + δ(x+ x′ − a− 2ma) δ(y − y′ − b− 2nb)} .
(5.29)
The energy spectrum is Emn = pi2~2(m2/a2 + n2/b2)/(2µ) and the revival time for a = b
is T = 4µa2/(pi~).
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Figure 5.6: (a) Cross-capped disk, a two-dimensional visualization of a real projective
plane embedded in a three-dimensional flat space. (b) Tessellation φ(x, y) of a plane
with copies of a function ψ0(x, y) defined on the quotient space σ. The quotient space σ
corresponds to a rectangle of sides a and b, whose opposite sides are identified by gluing
instructions (x, 0) ∼ (a−x, b) and (0, y) ∼ (a, b− y). The unit cell of the function φ(x, y)
then consists of four copies of σ.
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5.6.7 Tetrahedron
Probably the most frequently presented example of a two-dimensional curved space is a
sphere. In the following sections, we will provide a full analytical solution of Helmholtz
equation on three surfaces, topologically equivalent to a sphere: surface of a tetrahedron,
double-sided square and a double-sided triangle. Regarding the triangulations of curved
spaces, discussed in Sec. 4.5, one could say that the surface of a tetrahedron represents the
simplest triangulation of a sphere. Therefore, the quantum movement on the surface of
a tetrahedron can be considered as the “first approximation” of the quantum movement
on a sphere.
The quotient space σ of a regular tetrahedron with sides of length a corresponds to
an equilateral triangle with side lengths 2a. The gluing instructions defined on the edges
of σ are depicted in Fig. 5.7(b); edges labelled with the same colour (for example 1 and
1′) are identified. Since there are no hard boundaries on σ, the plane R2 can be tiled
with copies of function ψ0(x, y), defined solely on σ, using the tessellation rule no. 1. An
example of function φ(x, y), created by such tessellation, is shown in Fig. 5.7(b). The
periodicity of φ(x, y) implies the allowed components of the wavevector to be kx = mpi/a
and ky = npi/a
√
3. Additionally, the quantity m + n is required to be equal to an even
number since function φ(x, y) must remain unchanged when we move not only by a vector
(m2a, n2a
√
3) but also by a vector (2ma + a, 2na
√
3 + a
√
3). Regarding the symmetry
φ(x, y) = φ(−x,−y) finally yields the modes
φmn(x, y) = Nmn cos pi
(
m
x
a
+ n
y
a
√
3
)
, (5.30)
where Nmn = (1/a) 21/2 3−1/4 (1 + δm0δn0)−1/2 is the normalizing constant and the domain
D of indices m,n is chosen to be D = {(m,n);m ∈ Z, n ∈ N,m+n even}∪{(2m, 0);m ∈
N0}. This choice takes into account that φmn and φ−m,−n are actually the same function.
Using Eq. 5.12, modes φmn provide again the expected comb ΨTetrahedron(x, y, x′, y′)
ΨTetrahedron(x, y, x
′, y′) =
∞∑
m,n=−∞
[
δ (x− x′ − (2m+ n)a) δ
(
y − y′ − na
√
3
)
+δ (x+ x′ − (2m+ n)a) δ
(
y + y′ − na
√
3
)]
.
(5.31)
The energy spectrum is Emn = pi2~2(3m2 + n2)/(6µa2) and the revival time is T =
3a2µ/pi~.
5.6.8 Double-sided square
In this section, we will find the solution of Helmholtz equation on a double-sided square.
It is a square, on which the wavefunction is defined on both its sides. Although such
manifold looks unusual, it is used for Peirce quincuncial projection of a sphere [150]. The
quotient space of the double-sided square is a square of side a, with gluing instructions
(a/2 + x, 0) ∼ (a/2 − x, 0), (a/2 + x, a) ∼ (a/2 − x, a), (0, a/2 + y) ∼ (0, a/2 − y) and
(a, a/2+y) ∼ (a, a/2−y) (see Fig. 5.8(b)). As in the previous cases, a real plane R2 can be
tiled with copies of a function ψ0(x, y) defined solely on that quotient space. The unit cell
of a resulting function φ(x, y) has a symmetry φ(x, y) = φ(x+ a, y + b) = φ(−x, a− y) =
φ(a− x,−y), which leads to the modes φmn(x, y)
φmn(x, y) = Nmn cos
[
(m+ n)
pi
a
x+ (m− n)pi
a
(y − a
2
)
]
(5.32)
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Figure 5.7: (a) A regular tetrahedron of side length a; (b) To obtain a corresponding
quotient space, edges 1, 2, 3 depicted in panel (a) need to be cut and then equipped with
appropriate gluing instructions, i.e. edges labelled with the same colour (e.g. 1 and 1′)
are identified. The tessellation rule no. 1 then yields a periodic function φ(x, y), with a
structure analogous to one presented in panel (b) (red shaded area represents the unit
cell).
with m,n ∈ N0 and the normalizing constants Nmn = (1/a)[(1 + δm0δn0)/2]−1/2. As in
the previous cases, these modes yield a correct comb Ψsquare(x, x′, y, y′)
Ψsquare(x, x
′, y, y′) =∑
m,n
{δ(x− x′ − 2ma) δ(y − y′ − 2na) + δ(x− x′ − a− 2ma) δ(y − y′ − a− 2na)
+δ(x+ x′ − a− 2ma) δ(y + y′ − 2na) + δ(x+ x′ − 2ma) δ(y + y′ − a− 2na)}
(5.33)
The energy spectrum is Emn = pi2~2(m2+n2)/(µa2) and the revival time is T = 2µa2/(pi~).
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Figure 5.8: (a) A folded square of a side a/
√
2, where a is a length of its diagonal; (b)
The quotient space is equivalent to square of side a, created by cutting the diagonals on
one of its sides (e.g., the upper side as indicated in panel (a)). The sides of the original
folded square are indicated with black dashed lines and black dots indicate its corners.
Panel (b) shows a function φ(x, y), created by the tessellation with copies of ψ0(x, y)
defined solely on σ.
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5.6.9 Double-sided triangle
The last manifold we will discuss is a double-sided equilateral triangle of side a. As shown
in Fig. 5.9(a), the respective quotient space is created by cutting one of the faces from the
centre of mass towards the corners of the triangle. When unfolded, this results in a regular
hexagon with gluing instructions as these visualised in Fig. 5.9(b) (edges labelled with
the same colour, e.g. 1 and 1′, are identified). Fig. 5.9(b) shows the plane R2 tiled with
copies of function ψ0(x, y) defined on σ, using the tessellation rule no. 1. The unit cell
of the resulting function φ(x, y) corresponds to a rectangle with sides 3a and a
√
3. This
yields the allowed components of the wavevector to be kx = 2mpi/3a and ky = 2npi/a
√
3.
However, function φ(x, y) remains unchanged when we move by a vector (3ma, na
√
3) as
well as we move along a vector (3ma+3a/2, na
√
3+a
√
3/2). This requires the sum m+n
to be equal to an even integer. Finally, the unit cell has a three-fold rotational symmetry
and thus the modes φmn(x, y) coincide with superpositions of three plane waves with their
wavevectors mutually rotated by angle ±2pi/3
ψmn(x, y) = Nmn
{
exp
[
ipi
a
(
2m
3
x+
2n√
3
y
)]
+ exp
[
ipi
a
(−m+ 3n
3
x− m+ n√
3
y
)]
+ exp
[
ipi
a
(
−m+ 3n
3
x+
m− n√
3
y
)]}
,
(5.34)
with normalisation constants Nmn =
(
3
√
3a2(1 + 2δm0δn0)/2
)− 1
2 and the domain D for
the indices m,n can be expressed as D = {(m,n) = (0, 0)} ∪ ({(m,n);m ∈ Z, n ∈
N0,m + n even} ∩ {(m,n);m,n ∈ Z, n > −m,m + n even}). Indeed, these modes yield
the correct comb ΨTriangle(x, y, x′, y′)
ΨTriangle(x, y, x
′, y′) =
∑
m,n
[
δ
(
x− x′ −
(
m+
n
2
)
3a
)
δ
(
y − y′ − na
√
3
2
)
+δ
(
x+
x′ − y′√3
2
−
(
m+
n
2
)
3a
)
δ
(
y +
y′ + x′
√
3
2
− na
√
3
2
)
+δ
(
x+
x′ + y′
√
3
2
−
(
m+
n
2
)
3a
)
δ
(
y +
y′ − x′√3
2
− na
√
3
2
)]
.
(5.35)
The energy spectrum is Emn = 2pi2~2(m2 + 3n2)/(9µa2) and the revival time is T =
9µa2/(4pi~).
5.7 Obtaining the topology of the manifold from its
modes
Once we have derived the modes, we can employ these to investigate the topologies of the
corresponding manifolds. For this aim, we will apply the Poincaré-Hopf Theorem [151]:
Let v be a vector field with isolated zero points, defined on a manifold S, where S is
without boundary. Then the sum of the indices of the zeros of the vector field v is then
equal to the Euler characteristic of the manifold. This can be written mathematically in
the following way ∑
n
indexxn(v) = χS, (5.36)
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Figure 5.9: (a) A both-sided regular triangle of a side a; (b) The quotient space is
equivalent to a regular hexagon, created by cutting one of the faces from the centre of
mass towards the corners of the triangle (e.g., the upper side as indicated in panel (a)).
The unit cell (red-shaded rectangle) consists of six copies of the quotient space. One
copy is just shifted by vector (3a/2, a
√
3/2) with respect to the original quotient space.
Two other copies are shifted by vectors (a, 0) and (0, a
√
3/2) respectively and rotated by
angle 2pi/3 with respect to the original quotient space. The two remaining copies are then
rotated by angle 4pi/3 and shifted by vectors (2a, 0) and (a/2, a
√
3/2) respectively. The
gluing instructions are visualised with red, green and blue colours of identified edges, e.g.
blue edges labelled 1 and 1’ are identified.
where χS is the Euler characteristic of S and xn are the zero points of the vector field v
on S. The index of the vector field v at each of its zero points xn is calculated by moving
a point P along a closed loop γ around xn and recording how many times the vector v(P )
rotates as we move around the loop: n anticlockwise rotations of v corresponds to an
index of +n, and an index of −n corresponds to n clockwise rotations.
In Sec. 5.6, we solved the Helmholtz equation on quotient spaces of six manifolds
without a boundary: torus, Klein bottle, real projective plane, tetrahedron, double-sided
square and the double sided triangle. Provided a vector field v on each of these manifolds,
their Euler characteristics can be calculated using the Poincaré-Hopf theorem. In our
calculations, we will choose the vector field v = gradψ to be the gradient of a scalar
function ψ(x, y), defined on the respective quotient space σ. Given the modes on σ, we
choose the function ψ(x, y) to be either the mode on σ or the superposition of degenerate
modes (i.e., with the same value of the wavenumber k =
√
k2x + k
2
y) such that the resulting
vector field v contains only isolated zero points. The zero points of vector field v, of course,
correspond to the critical points of function ψ(x, y). The index of v is equal to +1 at
every maximum or minimum of ψ(x, y) and −1 at the saddle points of ψ(x, y).
Examples of such functions ψ(x, y) for each considered manifold S are presented in
Fig. 5.10 in their respective quotient spaces σ. The isolated zero points of v = gradψ
are marked with dark-yellow and grey dots respectively: dark-yellow dots represent the
extreme points of ψ(x, y), whereas grey dots correspond to saddle points of ψ(x, y). After
being unfolded and flattened to σ, some zero points of v on S become split into N zero
points on the edges of σ, which are identified by the gluing instructions defined on σ. For
example, four maxima at the corners of the quotient space of the torus (see Fig. 5.10(a))
correspond to a single maximum on the folded surface. We therefore count these zero
points on the edges of σ multiplied by a factor 1/N (for example, the four maxima
located at the corners of the quotient space of the torus are counted each with a factor
1/4). Table 5.1 shows the values of Euler characteristics χ for each manifold obtained by
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Manifold χ
Torus 0
Klein bottle 0
Real projective plane 1
Tetrahedron 2
Double-sided square 2
Double-sided triangle 2
Table 5.1: Euler characteristics χ for different manifolds S, obtained by summing the
indices of zero points of a vector field v = gradφ (scalar function φ is presented in Fig. 5.10
for each manifold) defined on the respective quotient spaces σ.
our method. All presented values are equal to those presented in literature, for example in
[152,153] (torus, Klein bottle and the real projective plane). For the tetrahedron, double-
sided square and the double-sided triangle, the value of Euler characteristic is χ = 2,
which indicates that these manifolds are topological spheres since the Euler characteristic
of a sphere is also equal to 2.
5.8 Simulations
In this section, we present numerical simulations of quantum motion on a selection of the
manifolds discussed in Sec. 5.6. We set a = b wherever the quotient space is a rectangle
with sides a and b. Except for the tetrahedron, all presented figures show a portion of the
plane, containing four copies of the quotient space. The plots show the probability density
|φ(x, y, t)|2 at different rational multiples of the revival time T . All the simulations were
performed using Matlab.
Fig. 5.11 shows the quantum motion of a particle on the Klein bottle. In our sim-
ulations, the initial state ψ0(x, y) is constant on a circle and continuously becomes zero
on the edge of the circle. An interesting phenomenon can be observed: whereas the re-
sulting pattern at time T/8 has a rectangular symmetry, the probability density at time
T/6 exhibits an almost hexagonal symmetry. This is caused by the configurations of the
fractional Talbot images at the corresponding times. A similar initial state ψ0(x, y) was
employed to visualise the quantum motion of a particle on the Möbius strip, presented in
Fig. 5.12. Note that the diffraction pattern, simulating the probability density, remains
always zero at lines x = ma, corresponding to the hard boundaries of the copies of the
quotient space σ.
Figs. 5.13 and 5.14 visualise quantum motion of a particle on the tetrahedron and the
double-sided square, respectively. In both cases, the initial state is chosen to be a map
of the globe, conformally projected on the respective quotient space, which in Fig. 5.13
coincides with the Peirce quincuncial projection.
5.9 Discussion and conclusions
We have found fully analytic solutions of Schrödinger equation for a number of compact
manifolds. Each presented manifold can be unfolded and flattened to the respective quo-
tient space σ, equipped with the gluing instructions such that the function ψ0(x, y) defined
solely on σ can pave the whole plane, without gaps or overlaps, and with the gluing in-
structions defined on σ satisfied everywhere. Thanks to the tessellation rules formulated
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Figure 5.10: (a) Torus with the mode ψ = φ1,1 +φ−1,1 +φ1,−1 +φ−1,−1. (b) Klein bottle
with ψ = φ1,1 +φ1,−1. (c) Real projective plane with the mode ψ = φ1,1. (d) Tetrahedron
with ψ = φ1,1 + φ1,−1 + φ0,2 (e) Double-sided square with ψ = φ1,1 + φ1,−1. (f) Double-
sided triangle with ψ = φ1,1 +φ−1,−1. Maxima/minima are labelled with dark-yellow dots,
whereas saddle points are marked with grey dots. Some critical points on the edges are
actually identified due to the gluing instructions (e.g. all three maxima in the corners of
the quotient space of a tetrahedron in panel (d) actually correspond to a single point on
the folded surface). Their indices are therefore multiplied by a factor (1/3 in the case of
a tetrahedron), so their sum yields the correct single-point index value on the respective
folded surface.
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Figure 5.11: Evolution of the state on the Klein bottle shown at (a) t = 0 (initial
state), (b) t = T/8 and (c) t = T/6. Note that in (b) the probability density exhibits a
rectangular symmetry while in (c) its symmetry is almost hexagonal.
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Figure 5.12: Evolution of the state on the Möbius strip shown at (a) t = 0 (initial
state), (b) t = T/4 and (c) t = 5T/13. In (a) the signs of the initial wavefunction at
different copies of the quotient space are marked.
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Figure 5.13: “Quantum motion of the continents” – evolution of the state on the
double-sided square shown at (a) t = 0 (initial state in the form of the Earth surface
conformally projected on the square quotient space, using Peirce quincuncial projection),
(b) at t = T/4, we see four overlapping copies of the original map of the world.
in Sec. 5.3, the function φ(x, y) created by such tiling is a solution of Schrödinger equation
in the quotient space σ and the whole plane R2 at the same time. The symmetries of
function φ(x, y) were then employed to derive the analytic expressions of the eigenmodes
and eigenenergies of Schrödinger equation for each discussed manifold. Finally, the equiv-
alence between the quantum motion on a compact manifold and in the plane with certain
symmetries have been applied to show that time evolution of the wavefunction ψ0(x, y)
defined solely on σ is equivalent to diffraction on a grating with transmission function
φ(x, y), created by tiling the plane with copies of ψ0(x, y).
Interestingly, any periodic pattern can be classified by one of the seventeen planar
crystallographic groups, also known as wallpaper groups [154]. Wallpaper group can be
defined as a group of isometries (translations, rotation, reflections, glide reflections), acting
on a two-dimensional repeating pattern [154–156]. The smallest repeat unit of a two-
dimensional pattern can be represented with an orbifold [157], which is a generalization
of the notion of manifold as well as of that of quotient space of a manifold with respect
to a properly discontinuous group of transformations [158]. Our work is therefore closely
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Figure 5.14: “Quantum motion of the continents”, projected on the surface of a tetra-
hedron – the initial state in the form of the map of the Earth conformally projected on
a tetrahedron; evolution of this state is presented at time (a) t = 0, (b) t = T/128,
(c) t = T/6, and (d) t = T/3.
connected to the theory of orbifolds, appearing in topology, geometry, geometric group
theory [155] and in the string theory [159,160].
Furthermore, the presented relation of diffraction and the lattice symmetry is closely
related to several other areas of research, e.g. so-called glide and twist symmetries
[161, 162]. Regarding glide and twist symmetries, a typical structure is periodic along
one axis and has symmetry such that the smallest repeat unit fills the whole space with
a combination of translation and inversion operations [163–165]. These symmetries have
been recently applied to reduce the dispersion of guided modes, which provides an op-
portunity for the development of new kinds of leaky-wave antennas based on an accurate
control of the non-dispersive refractive index [162].
To best of our knowledge, the possibility of exploring the quantum mechanics on
folded surfaces with simple diffraction experiments does not seem to be appreciated yet.
We therefore believe that our method may potentially become a standard tool in areas of
research, where diffraction from some gratings can be understood in terms of motion of
waves on closed surfaces.
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Chapter 6
Conclusions and future work
This thesis aimed to propose new methods of designing omnidirectional optical devices,
including invisibility cloaks and setups simulating the optics of curved spaces, using simple
and well-known optical elements.
To meet this objective, we first investigated the imaging properties of systems of tilted
lenses in Chapter 2. We have found a simple and elegant description of imaging by a pair
of skew lenses as a single lens, whose object and image spaces are sheared. We then
defined the lens-imaging coordinates, in which the imaging due to a pair of skew lenses
can be described as standard single-lens imaging. We showed how to construct the optical
axis, the directions of object-sided and image-sided transverse planes, and how to find all
cardinal points of a general two-lens system. Our construction is remarkably simple and
has the potential to be applied for designing and understanding novel optical devices. As
an example of such a novel device, we have proposed a combination of three skew lenses,
which performs an image rotation by an arbitrary angle ∆α around the axis V of common
intersection of all three included lenses.
In the future we would like to develop an analogous description of imaging due to
systems of more than two tilted lenses. Another natural extension of this work would be
to perform an experimental demonstration. Due to the fact the conventional lenses are
well-optimised for imaging of an object lying on its optical axis, they are poorly optimised
for off-axis imaging and therefore such an experimental demonstration would require de-
signing and manufacturing novel types of lenses which is currently a highly active field of
research and is capable of yielding impressive outcomes, e.g. metalenses [32–34]. These
metalenses seem to overcome the aberrations of conventional lenses and thus have the
potential to become real-life implementations of ideal thin lenses. This leads us to believe
that systems of tilted lenses might be experimentally demonstrated in a near future, using
metalenses. Finally, the proposed three-lens image rotator can be upgraded if the included
lenses of the rotator are replaced by corresponding omnidirectional lenses, discussed in
Chapter 3. Any observer inside such an omnidirectional lens is completely surrounded by
the lens, and sees the image of the outside in all directions. If the three omnidirectional
lenses are gradually nested inside each other, an observer inside the innermost omnidi-
rectional lens is completely surrounded by all three lenses, and sees the image of the
outside in all directions as mapped by the three lenses, namely rotated around the line V.
However, just like the field of view of a combination of three thin ideal lenses is limited,
analogous field-of-view limitations can be expected.
In Chapter 3, we then presented a “virtuoso geometrical optics with lenses” in sense
that we have stretched the possibilities of that field by designing a number of omnidi-
rectional devices purely from ideal thin lenses. To guarantee a unique mapping, we have
derived two conditions on such ideal-lens devices: loop-imaging and the edge-imaging
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condition. The edge-imaging condition was then applied on simple intersections of sev-
eral lenses to get the conditions on their principal-point positions and their focal lengths.
These lens combinations have been consequently employed as building blocks of a TO
device, which we have called the Structure S. We showed that the Structure S can be
interpreted as an omnidirectional lens, i.e. any object inside the Structure S is imaged to
the outside like due to an ideal lens in all viewing directions. If the inside object is imaged
to the outside with magnification approaching zero, Structure S can be interpreted as an
almost-invisibility cloak as the object will become barely recognizable when seen from the
outside. To achieve a perfect invisibility, one can tune the parameters of the Structure S
such that the object P inside the device is imaged to a point P′, lying outside the device.
When observed from a direction such that P′ is not in line with any part of the Structure
S, image P′ (and thus object P itself) are invisible. We have call this configuration an
abyss cloak. The perfect invisibility cloak for all viewing directions – the bi-abyss cloak
– then consists two nested abyss cloaks, which are perpendicular to each other.
In the future work we aim to study the properties of nested omnidirectional lenses
even further. So far, we have shown that nested omnidirectional lenses can work as the
omnidirectional image rotator and the perfect invisibility cloak. However, we believe that
even more interesting devices can be obtained from nested omnidirectional lenses, for
example the optical analog of a wormhole, similar to the device presented in Ref. [74].
When designing devices with nested omnidirectional lenses, field-of-view limitations can
be expected just like the field of view of a standard lens is. The future work should
therefore include finding ways how the field of view of nested omnidirectional lenses can be
optimised. The other natural extension of this project is the experimental demonstration
of the proposed devices. Although standard lenses are not expected to work well, the
structure S can be built using either metalenses [32–34] or appropriate lens holograms [43,
44,53–55].
In Chapter 4, we have presented a new method of the optical simulation of curved
spaces, which is based on triangulation and unfolding the curved spaces. Our method
can be employed to mimic both 2D and 3D curved spaces, namely the triangulations of
a sphere (surface of a tetrahedron and a cube) and of a hypersphere (3D hypersurface
of a 5-cell and of a hypercube). The building block of our simulations is the space-
cancelling (SC) wedge, an optical device which maps its faces onto each other and thus
optically identifies the edges or faces to be glued. We have discussed several way how
the space-cancelling wedges can be built: using wedges of negative refractive index (or
ray-optical approximations thereof), or a combination of absolute optical instruments
modified by the methods of transformation optics, using a combination of three ideal
lenses, and employing the light-field transfer. Our approach thus simplifies the optical
simulations by omitting manufacturing the actual, “glued” curved spaces. Our work
connects exciting fields of research, such as transformation optics, negative refraction,
geodesic lenses, absolute optical instruments, general relativity, and quantum gravity.
In the future, we therefore intend to explore the possible applications of our method
in these branches of knowledge. This will include finding ways how to mimic manifolds
with a negative curvature; although SC wedges using light-field transfer appear to be
appropriate for simulating two-dimensional spaces with negative curvature, the method
of simulating analogous three-dimensional spaces still needs to be worked out. Another
natural extension of our work is to upgrade our method for simulating a curved space-
time, which requires building suitable time-dependent configurations of the SC wedges.
Finally, experimental verification of our method would be also desirable in the future work:
recently, a concept of a “spaceplate”, which effectively propagates light for a length that
can be considerably longer than the plate thickness, had been presented [166]. Be believe
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that if the material properties are tuned such that the effective propagation distance of
light passing through the spaceplate will become shorter than the plate thickness (ideally
zero), these spaceplates can also work as SC wedges. Together with the rapid development
of materials with negative refractive index [105–107,112–114] and coherent fibre bundles
[93, 95–102], this leads us to believe that SC wedges will be possible to manufacture in a
near future.
In Chapter 5, we studied the wave mechanics and found full analytical solutions of
Schrödinger equation on several two-dimensional compact surfaces including the Klein
bottle, Möbius strip and projective plane. Each presented manifold can be unfolded
and flattened to the respective quotient space σ, equipped with the gluing instructions
such that the function ψ0(x, y) defined solely on σ can pave the whole plane, without
gaps or overlaps, and with the gluing instructions defined on σ satisfied everywhere. We
then showed that solving the Schrödinger equation on σ is equivalent to solving it in the
whole plane R2, provided that the wavefunction has the same values on all the copies
of the quotient space σ. A universal guide of tiling the plane with copies of function
ψ0(x, y) defined solely on σ has been provided by formulating the tessellation rules. The
symmetries of function φ(x, y) created by such tiling were then employed to derive the
analytical expressions of the eigenmodes and eigenenergies of Schrödinger equation for
each discussed manifold. Finally, we have shown that time evolution of the wavefunction
ψ0(x, y) defined solely on σ is equivalent to diffraction on a grating with transmission
function φ(x, y), created by tiling the plane with copies of ψ0(x, y).
In the future we intend to investigate the wave motion on surfaces, whose respective
quotient spaces cannot pave the plane R2 without gaps or overlaps and with the gluing
instructions satisfied everywhere. For example, if one attempts to tessellate the plane
with unfolded nets of a cube, an array of empty squares will be created in which the
wavefunction is not defined. Because of these regions of “non-existing optical space”,
the modes ψn of a cube are expected to be in form of functions other than plane waves,
which might lead to interesting wave-propagation phenomena. Another natural extension
of this project is studying the wave motion in three-dimensional compact manifolds. We
have already made an effort to solve the Helmholtz equation on a 3D hypersurface of a
hypercube and found a solution in terms of plane waves. However, these plane waves do
not form a basis, i.e. there are functions defined on the hypersurface of a hypercube which
cannot be expressed in terms of plane waves. We therefore intend to further investigate
the wave motion in three-dimensional curved spaces in future work. We would also like
to further explore the relation of our work with the theory of orbifolds, which might
open the connections to other exciting research fields such as topology, geometric group
theory [155] and string theory [159, 160]. Finally, we can see a natural extension of our
work by exploring potential applications of the presented entanglement of diffraction and
the lattice symmetry, which is closely related to several other areas of research, e.g. so-
called glide and twist symmetries [161, 162]. As these symmetries have been successfully
employed to reduce the dispersion of guided modes, research in this field promises an
opportunity for the development of new kinds of leaky-wave antennas based on an accurate
control of the non-dispersive refractive index [162].
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Appendix A
Derivation of the formula for
intersection point wi
In this section, we will derive the intersection point wi of the two-lens optical axis with
a plane through line V of the common intersection of lenses L1 and L2 and the line I of
the intersection of the image-sided focal plane L1 and the object-sided focal plane of L2.
In our calculations, we will employ the following definitions, all expressed in a Cartesian
coordinate system defined in Fig. 2.8: plane of lens L1
x = −z cotϕ1, (A.1)
plane of L2
x = −(z − d cos β) cotϕ2, (A.2)
image-sided focal plane of L1
x = −(z − g1 cos β) cotϕ1, (A.3)
and the object-sided focal plane of L2
x = −[z − (d− g2) cos β] cotϕ2. (A.4)
The intersection line V of lenses L1 and L2 can be then parametrized as following
V ≡ (Vx, t, Vz) =
(
d cos β
cotϕ1 cotϕ2
cotϕ2 − cotϕ1 , t,−d cos β
cotϕ2
cotϕ2 − cotϕ1
)
, t ∈ R (A.5)
Similarly, one can parametrize the intersection line I of the image-sided focal plane of lens
L1 and the object-sided focal plane of lens L2
I ≡ (Ix, s, Iz) =
(
− cos β (d− g1 − g2) cotϕ1 cotϕ2
cotϕ2 − cotϕ1 , s, cos β
(d− g2) cotϕ2 − g1 cotϕ1
cotϕ2 − cotϕ1
)
,
(A.6)
where s ∈ R is a real parameter. Lines V and I define a plane, which satisfies the equation
x− Vx = Ix − Vx
Iz − Vz (z − Vz) . (A.7)
Using this expression, we will finally calculate intersection point Wim = (0, wim sin β, wim cos β)
of this plane with the w axis. Substituting x = 0, z = wim cos β and the definitions of Vx,
Vz, Ix and Iz finally yields the formula for wim presented in Sec. 2.3.8,
wim =
dg1
g1 + g2
. (A.8)
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Appendix B
Derivation of the formulas for slopes
cotα and cotα′ of two-lens
object-sided and image-sided
transverse planes
In this section, we will derive formulas for the slopes − cotα and − cotα′ of the two-
lens object-sided and image-sided transverse planes. Namely, we will show how the slope
− cotα can be calculated; slope − cotα′ can be calculated analogously. We will use the
parametrization of the line V= (Vx, t, Vz), given by Eq. (A.5).
As defined, P is a plane through both point P= (0, Pw sin β, Pw cos β) (where Pw is
given by Eq. (2.19)) and the line V. A vector nP , normal to such plane, can be cal-
culated as a cross product of two arbitrary vectors a × b, lying in P . Let us choose
a = (−Vx, 0, Pw cos β−Vz) and b = (0, 1, 0). Thus, nP = a×b = (−Pw cos β+Vz, 0,−Vx).
As defined, α is an angle between the plane P and x axis (see Fig. 2.8). Therefore, one
can deduce that
cotα =
Vx
Pw cos β − Vz , (B.1)
and inserting the definitions of Vx, Vz and Pw finally yields
cotα = cotϕ1
d− g1 − g2
d− g2 − g1 cotϕ1/ cotϕ2 . (B.2)
Repeating this procedure for the image-sided principal plane P ′ then leads to the following
formula for cotα′
cotα′ = cotϕ2
d− g1 − g2
d− g1 − g2 cotϕ2/ cotϕ1 . (B.3)
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Appendix C
Parameters of the three-lens
image-rotation system
In Section 2.6, we showed that an appropriate combination of three skew lenses provides an
image rotation of the entire object space. However, a relationship between the parameters
of the system T and the inclination angle ∆α = α′−α remains unrevealed. We will settle
this debt in this section. Let us start with a system D = L1 +L2 of two skew lenses of focal
lengths f1 and f2. According to the theory of imaging with two skew lenses presented
in Sec. 2.4, the object-sided transverse planes make an angle α with the x-axis, which is
related to the parameters of the system D by the Eq. (2.35)
− cotα = − cotϕ1 d− g1 − g2
d− g2 − g1 cotϕ1/ cotϕ2 , (C.1)
where gi are the projected focal lengths of included lenses and d is the separation between
the principal points of the lenses. In the same section, we also presented a similar formula
for the angle α′ between the x-axis and the image-sided transverse planes:
− cotα′ = − cotϕ2 d− g1 − g2
d− g1 − g2 cotϕ2/ cotϕ1 . (C.2)
As shown in section 2.6.1, for the system D to be a part of an image rotator, the angles α
and α′ must satisfy the condition α+α′ = 0. This implies a constraint on the parameters
of the system D. Specifically, summing Eqs. (C.1) and (C.2) with α = −α′ yields the
following relation:
cotϕ1(d− 2g1) = − cotϕ2(d− 2g2). (C.3)
If Eq. (C.3) is satisfied, the following simple expressions can be derived for cotα and cotα′
respectively:
cotα = cotϕ1
(
1− 2g1
d
)
, (C.4)
cotα′ = − cotα = − cotϕ1
(
1− 2g1
d
)
. (C.5)
For a given rotation angle ∆α = α′ − α = 2α′, Eq. (C.5) can be solved for the focal
length f1 to give
f1 =
d
2
(
cosϕ1 + cot
∆α
2
sinϕ1
)
, (C.6)
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where we have denoted cotα′ ≡ cot ∆α
2
. A formula for the focal length f2 = g2 cosϕ2 of
lens L2 can be obtained from Eq. (C.3):
f2 =
sinϕ2
2
(
d cotϕ1 − 2 f1
sinϕ1
)
+
d cosϕ2
2
. (C.7)
Finally, the third lens L3 needs to be added to the system D to complete the image
rotator. The plane of the lens L3 coincides with the image-sided principal plane P ′ of the
system D. From Eq. (2.49), the position of the principal point of lens L3, expressed in lens-
imaging coordinates, is (u,w) = (u′, w′) = (−fD sin ∆α, 0). Here, of course, fD denotes
the effective focal length of system D, given by Eq. (2.18). Given β = 0, the position
(Lx, Ly, Lz) of the principal point of lens L3, expressed in global Cartesian coordinates,
can be found using the transition matrix T−1i (given by Eq. (eqn:Ti-1)) to be LxLy
Lz − P ′w
 =
 1 0 00 1 0
− tan ∆α
2
0 1
−fD sin ∆α0
0
 =
 fD sin ∆α0
2fD sin
2 ∆α
2
 . (C.8)
The projected focal length g3 of lens L3 equals −fD and thus the actual focal length f3 is
f3 = −fD cos ∆α
2
. (C.9)
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Appendix D
Calculation leading to focal lengths
of an asymmetric four-lens
intersection, which satisfies the
edge-imaging condition
In this section, we will derive formulas for focal lengths of an asymmetric four-lens inter-
section, which satisfies the edge-imaging condition, presented in Eqn. (3.12) The idea of
our computation follows naturally from the edge-imaging condition: consider an object Q
located in the cell between lenses L2 and L3 (see Fig. D.1). If this object is imaged succes-
sively by lenses L2 and L1, the image due to these two lenses (call it Q2,1) must coincide
with an image Q3,4 due to lenses L3 and L4. The corresponding equation Q2,1 = Q3,4 then
yields certain conditions on the focal lengths f1, f2, f3 and f4. In the next step, we will
employ the same argument to a point W in the cell between lenses L1 and L2, i.e. its
image W2,3,4 by lenses L2, L3 and L4 must coincide with the image W1 by lens L1. This
yields additional conditions for the focal lengths.
Figure D.1: To explain the calculations of focal lengths of lenses included in an asym-
metric four-lens intersection.
For the purpose of our calculations, we will choose the point Q lying at the intersection
l2,3 of the focal planes of lenses L2 and L3. Since Q lies in both of these focal planes, light
rays emerging from Q become parallel after being transmitted in through L2, the same
is true for light rays being transmitted through L3. The image Q3,4 then lies in the focal
plane of lens L4 since it is a result of focusing of a parallel bundle. To find the precise
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position within this plane, we will employ a ray m3,4 from the above mentioned parallel
bundle between lenses L3 and L4 that passes through the principal point P4 of lens L4.
Since this ray is not deflected by L4, the image Q3,4 lies at the intersection of this ray and
the focal plane of L4. Later, we will find the position of a point Q2,1 in a similar way.
Before transforming our ideas into equations, we will write down several general for-
mulas that will be useful. First such a formula is a parametrization of an axis of a lens
Li (which is in fact perpendicular to the plane z = x tanϕi)
(x, y, z) = (t sinϕi, 0, Pi + t cosϕi) , (D.1)
where t ∈ R is a real parameter. Now, both object- and image-sided focal points can be
found easily by substituting t = ±fi in Eq. (D.1) (the upper and lower sign corresponds
to the image- and object-sided focal points, respectively). Then, the focal planes can then
be parametrized as
(x, y, z) = (±fi sinϕi − t cosϕi, s, Pi ± fi cosϕi + t sinϕi) ,
(where t, s ∈ R) or equivalently
z = (x0 − x) tanϕi ± Fi , (D.2)
where we have denoted Fi ≡ ficosϕi . Now, we place point A at the intersection of an
image-sided focal plane of L2 and an object-sided focal plane of L3. Writing Eq. (D.2) for
lenses L2 and L3 with the appropriate signs in front of the focal lengths F2 and F3 and
equating them, we obtain the parametric equations of the line l2,3 in a following form
x = x0 +
F2 + F3
tanϕ2 − tanϕ3 ≡ x2,3,
y = t,
z =
F3 tanϕ2 + F2 tanϕ3
tanϕ3 − tanϕ2 ≡ z2,3 .
(D.3)
Since point A can be any point lying on the line l2,3, we can fix the value of parameter
t to y0 to get the coordinates of A = (x2,3, y0, z2,3). The ray travelling from A towards the
principal point of lens L3 will not change its direction after being transmitted through
the lens, so the direction of this ray determines the direction of the parallel bundle in the
cell between lenses L3 and L4. It is obvious that the line passing through both points Q
and P3 can be parametrized in the following way:
x = x2,3(1− t)
y = y0(1 + t) (D.4)
z = z2,3 + t(P3 − z2,3) .
The light ray m3,4 mentioned above (a ray from the parallel bundle between lenses L3
and L4 that passes through the principal point P4 of lens L4) can be obtained by parallel
shifting the line parametrized by Eq. (D.4) such that it passes through the principal point
P4. Doing this, we get the equations of the line m3,4 as
x = −x2,3t
y = y0(1 + t) (D.5)
z = P4 + t(P3 − z2,3) .
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Similarly, we can find the line m2,1 on which the image A2,1 of point A due to lenses L2
and L1 must be located:
x = −x2,3s
y = y0(1 + s) (D.6)
z = P1 + s(P2 − z2,3) .
For A2,1 and A3,4 to coincide, the lines m2,1 and m2,4 must intersect and their intersection.
At the same time, point A2,1 = A3,4, must lie at the intersection of object-sided focal
plane of lens L1 and image-sided focal plane of lens L4. Equating Eqs. (D.5) and (D.6),
we can easily verify that they are compatible, i.e. the straight lines m6,5 and m7,8 indeed
do intersect. Denoting x1,4 and z1,4 the x and z coordinates of their intersection point
A2,1 = A3,4 (we will not need the coordinate y), we finally get
x1,4 = −x0P1 − P4
P3 − P2 + x0
(P1 − P4)(F2 + F3)
(P3 − P2)2 ,
z1,4 =
P3P1 − P4P2
P3 − P2 −
F3P2 + F2P3
(P3 − P2)2 ,
(D.7)
where we employed tanϕi = Pi/x0. As mentioned, this intersection point must lie in both
the object-sided focal planes of L1 and image-sided focal plane of L4. Applying the same
procedure as for the intersection line of focal planes of lenses L2 and L3 (see Eq. (D.3)),
we find the following expression for the coordinates x1,4 and z1,4
x1,4 = x0 +
F1 + F4
tanϕ4 − tanϕ1 = x0 + x0
F1 + F4
P4 − P1
z1,4 =
F4P1 + F1P4
P1 − P4 .
(D.8)
Equating Eqs. (D.7) and (D.8) gives two conditions for the parameters F1, F2, F3, F4
F1 + F4
P1 − P4 =
P1 − P2 + P3 − P4
P3 − P2 +
(P4 − P1)(F2 + F3)
(P3 − P2)2 ,
F4P1 + F1P4
P1 − P4 =
P3P1 − P4P2
P3 − P2 −
F3P2 + F2P3
(P3 − P2)2 .
(D.9)
Writing these equations, we have again employed the fact that x0 tanϕi = Pi. The
analogous procedure can be performed with a point W, lying at the intersection of the
image-sided focal plane of L1 and the object-sided focal plane of lens L2. This yields two
additional equations for the parameters F1, F2, F3, F4:
F4 + F3
P4 − P3 =
P4 − P1 + P2 − P3
P2 − P1 +
(P3 − P4)(F1 + F2)
(P2 − P1)2 ,
F3P4 + F4P3
P4 − P3 =
P2P4 − P3P1
P2 − P1 −
F2P1 + F1P2
(P2 − P1)2 .
(D.10)
Eqs. (D.9) and (D.10) form a set of four linear inhomogeneous equations for F1, F2, F3, F4.
Solving these equations (using Mathematica) revealed that the equations are actually
linearly dependent. Thus we can choose one of the parameters (e.g. F1) arbitrarily and
express the other three in terms of it. When this is done and the actual focal lengths
f2, f3, f4 and f1 are expressed, we obtain Eqn. (3.12).
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Appendix E
Derivation of the formula for Talbot
length
In this section, we will derive the formula for the distance zT behind the infinite periodic
lattice where the image of the lattice is retrieved — the Talbot length. Before we derive
the expression for the Talbot length zT , we will briefly discuss the Fourier spectrum
propagation method, which will be employed not only for the derivation of the Talbot
length zT , but also for a derivation of the formula of a fractional Talbot effect in Sec. F.
Consider a two-dimensional grating, described by a transmission function t(x, y), with
periods px and py in x and y direction respectively. Let us choose a Cartesian coordinate
system such that the grating lies in a plane z = 0. Now consider a collimated light beam
of wavelength λ incident perpendicular to the grating. The wavefunction ψ(x, y; z = 0)
is then equal to the transmission function t(x, y) of the grating. To obtain an expression
for the wavefunction ψ(x, y; z) at an arbitrary distance z behind the grating, we will first
decompose the wavefunction ψ(x, y; 0) = t(x, y) into plane waves, using the Fourier series
ψ(x, y; 0) =
∑
m,n
cmn exp i2pi
(
m
px
x+
n
py
y
)
(E.1)
where coefficients cmn are given by the integral
cmn =
1
pxpy
∫ px
0
dx′
∫ py
0
dy′ t(x′, y′) exp−i2pi
(
m
px
x′ +
n
py
y′
)
. (E.2)
Now the wavefunction ψ(x, y; z) can be obtained by multiplying the plane waves on the
right-hand side of Eq. (E.1) by appropriate phase factors exp ikzz, where the wavevector
component kz for each plane wave is given by the following formula
kz =
√
k20 − (2pi)2
(
m2
p2x
+
n2
p2y
)
≈ k0 −
(2pi)2
(
m2
p2x
+ n
2
p2y
)
2k0
= k0 − piλ
(
m2
p2x
+
n2
p2y
)
, (E.3)
where k0 = 2pi/λ is the wavenumber of the beam. Combining Eqs. (E.1) and (E.2), and
multiplying the resulting expression on the right-hand side by the factors exp ikzz, where
kz is given by Eq. (E.3), yields the desired wavefunction ψ(x, y; z)
ψ(x, y; z) =
exp ik0z
pxpy
∫ px
0
dx′
∫ py
0
dy′ t(x′, y′)
×
∑
m,n
exp i2pi
[
m
x− x′
px
+ n
y − y′
py
− λz
2
(
m2
p2x
+
n2
p2y
)]
.
(E.4)
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To derive the formula for the Talbot length, let us assume that the ratio p2x/p
2
y is equal
to a rational number, i.e. p2x/p
2
y = A/B, where A and B are coprime integers. Then we
can denote p2x = g
2A and p2y = g
2B. Inserting these expressions to Eq. (E.4) yields
ψ(x, y; z) =
exp ik0z
pxpy
∫ px
0
dx′
∫ py
0
dy′ t(x′, y′)
×
∑
m,n
exp i2pi
[
m
x− x′
px
+ n
y − y′
py
− λz
2g2AB
(
Bm2 + An2
)]
.
(E.5)
Now if one chooses the propagation distance zT such that the fraction λzT/(2g2AB) in
Eq. (E.5) is equal to an integer, the wavefunction ψ(x, y; zT ) is equal to the wavefunction
ψ(x, y; 0), up to the global phase exp ik0zT . Therefore, one can say that the wavefunction
ψ(x, y; 0) is retrieved at distance zT . The smallest non-zero integer value of the frac-
tion λzT/(2g2AB), unity, then corresponds to the Talbot length, for which we get the
expression
zT =
2g2AB
λ
, (E.6)
presented in Sec. 5.5.
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Appendix F
Derivation of the formula for the
fractional Talbot effect
In this section, we will derive the formula for the fractional Talbot effect, presented in
Sec. 5.5. We will consider the same initial conditions as in the previous section, i.e. a plane
wave illumination is incident perpendicular to the grating with a transmission function
t(x, y) and periods px and py such that p2x/p
2
y = A/B, where A and B are coprimes.
Then, the wavefunction ψ(x, y; z) can be calculated with Eq. (E.5). Now assume that
the propagation distance is chosen to be the rational multiple of the Talbot distance zT ,
i.e. z/zT = P/Q, where P and Q are coprimes. This simplifies the Eq. (E.5) into the
following form (in the following calculations, we will ignore the unnecessary global phase
exp ik0z)
ψ(x, y; zT P/Q) =
1
pxpy
∫ px
0
dx′
∫ py
0
dy′ t(x′, y′)
×
∑
m,n
exp i2pi
[
m
x− x′
px
+ n
y − y′
py
− P
Q
(
Bm2 + An2
)]
.
(F.1)
both sums over m and n in Eq. (F.1) can be rewritten in terms of Q sums given by
remainders after division of m and n respectively by number Q, i.e. m = MQ + j and
n = NQ+ l
∞∑
m=−∞
[...]×
∞∑
n=−∞
[...]→
∞∑
M=−∞
Q−1∑
j=0
[...]×
∞∑
N=−∞
Q−1∑
l=0
[...]. (F.2)
Employing the fact that the exponential factors exp(i2piAPQM2), exp(i4piAPMj), exp(i2piBPQN2)
and exp(i4piBPNl) that appear during the calculation are all equal to unity, we can eval-
uate the sums in Eq. (F.1)∑
m,n
exp i2pi
[
m
x− x′
px
+ n
y − y′
py
− P
Q
(Bm2 + An2)
]
=
=
∑
M,N
exp i2pi
[
M
Q(x− x′)
px
+N
Q(y − y′)
py
] Q−1∑
j,l=0
exp i2pi
[
j
x− x′
px
+ l
y − y′
py
− P
Q
(Bj2 + Al2)
]
.
(F.3)
106
Sums over M and N in Eq. (F.3) can be evaluated using the Poisson summation formula,
presented in Eq. (5.19)
∑
M,N
exp i2pi
[
M
Q(x− x′)
px
+N
Q(y − y′)
py
] Q−1∑
j,l=0
exp i2pi
[
j
x− x′
px
+ l
y − y′
py
− P
Q
(Bj2 + Al2)
]
=
pxpy
Q
∑
m,n
δ
(
x− x′ −mpx
Q
)
δ
(
y − y′ − npy
Q
)
G(BP,Q,m)G(AP,Q, n),
(F.4)
where
G(P,Q, j) =
1√
Q
Q−1∑
l=0
exp
{
i
2piP
Q
(
j
P
l − l2
)}
(F.5)
is the generalized quadratic Gauss sum [149]. Inserting the sum in the second line of
Eq. (F.4) to Eq. (F.1) yields the analytical formula for the wavefunction ψ(x, y; zT P/Q).
The resulting expression, however, can be further simplified if the sums over m and n in
Eq. (F.4) are rewritten again in terms of Q sums given by remainders after division of m
and n by number Q, i.e. m = MQ + i and n = NQ + j. Employing the periodicity of
both the transmission function t(x′, y′) (which appears in Eq. (F.1)) and the Gauss sums,
i.e. t(x′ −Mpx, y′ − Npy) = t(x′, y′) and G(P,Q, j) = G(P,Q, j + NQ), we obtain the
final result
ψ (x, y; zT P/Q) =
1
Q
Q−1∑
i,j=0
G(BP,Q, i)G(AP,Q, j) t
(
x− ipx
Q
, y − j py
Q
)
. (F.6)
This is the general formula for the diffraction pattern at distance z = zT P/Q from a
grating described by a transmission function t(x, y). Due to the equivalence of quantum
movement on a compact manifold S and the diffraction on a periodic grating (presented
in Sec. 5.5), the wavefunction φ(x, y, t = T P/Q) describing the quantum particle on S
at some rational multiple of the revival time T (see Eq. (5.15)) can be obtained easily
by substituting zT → T , ψ(x, y; zT P/Q) → φ(x, y, T P/Q) and t(x, y) → φ(x, y) into
Eq. (F.6).
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