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ABSTRACT 
 
SIMULATED DYNAMICS OF SOIL WATER AND PORE VAPOR IN SEMI-ARID 
SANDY ECOSYSTEM 
Shohreh Pedram 
Old Dominion University, 2017 
Director: Dr. Xixi Wang 
 
   Understanding dynamics of soil water content (SWC) and pore air relative humidity (RHpa), 
as influenced by wetting-drying cycles, is crucial for sustaining fragile ecosystems of desert 
lands across the world and needed for improving the prediction accuracy of global climate 
change. However, to date, such an understanding is still incomplete. The objective of this 
dissertation was to examine such dynamics at a typical desert site within the Horqin Sandy 
Land, located in Mongolian Plateau of north China. The examination was done by using a 
HYDRUS-1D computer simulation model and the continuous sensor-based soil water data 
for two calendar years. HYDRUS-1D was selected because it can well mimic the vertically-
dominant two-phase (i.e., liquid-vapor) processes of water movement within soils of semiarid 
sandy ecosystem. The results indicated that vaporization primarily occurred at a depth of 
around 10 cm below the ground surface. The diurnal variations of the SWC and RHpa in the 
top 10 cm soils were much larger than those in the soils at a deeper depth. For a non-rainy 
day, the SWC and RHpa were mainly determined by the relative magnitude of atmospheric 
temperature over soil temperature, whereas, for a rainy day, the SWC and RHpa were 
primarily controlled by the rainfall pattern and amount. The retardation role of the top dry 
soil layer, which is about 10 cm thick and exists most time at the study site, can prevent the 
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INTRODUCTION AND LITERATURE REVIEW 
1.1. Background 
   Soil water evaporation accounts for a large portion of hydrologic cycle, which is 
particularly true in arid/semiarid environment (Agam et al., 2004; Han and Zhou, 2013). In 
unsaturated soils with a top dry layer, soil moisture can be in liquid and vapor phases, 
depending on the available heat and energy. Hereinafter, soil moisture refers to volumetric 
water content, defined as the ratio of water volume to bulk soil volume. In arid/semiarid 
environment, soil moisture plays a critical role in regulating local climate and hydrologic 
processes, including groundwater recharge, surface runoff, evapotranspiration (ET), and 
infiltration. Previous studies (e.g., Wang, 2015; Song et al., 2016) examined the relationships 
among soil moisture, surface water balance, and energy partition, indicating that the top soil 
layer controls the energy exchange between soils and atmosphere. In practice, a variety of 
numerical models have been used to simulate the two-phase dynamics of soil water 
movement and diurnal variations of soil moisture in arid/semiarid environment. In extremely 
arid environment, vapor phase dominates over liquid phase, while the conversion between 
these phases sustains the fragile ecosystem. 
In arid/semiarid regions, where the hydrologic cycle is dominated by vertical water 
movement (i.e., soil water evaporation) as influenced by heat transport (Goss and Madliger, 
2007), soil water content (SWC) and pore air humidity (RHpa) are two important indicators of 
available water for sustaining their fragile sparse vegetation ecosystems (Duan et al, 2011, 





bulk soil volume, while RHpa is defined as the ratio of vapor mass to total air mass in soil 
pores. When transported into soils, heat will cause increase of soil temperature, vaporizing 
soil water into pore vapor; in reverse, when soil temperature is cooled down, pore vapor can 
be condensed back into soil water, as illustrated in Fig. 1-1 (Wang, 2015). 
                                                          
 
                    
                  
           (a)                                         (b)                                     (c)                                                                                    
 
                     
                      
 
                (d)                                           (e)                                     (f) 
Fig. 1-1. Possible distributions of dry soil layer (DSL) and evaporation zone (EZ) within a soil profile 
for situations of: (a) continuously drying; (b) drying and wetting; (c) drying, wetting and drying; (d) 
continuously drying with condensation/re-evaporation; (e) drying and wetting with condensation/re-
evaporation; and (f) drying, wetting and drying with condensation/re-evaporation (Wang, 2015)   
 
   The heat emission out of soils not only will lower soil temperature but also cause loss of 
pore vapor to the ambient atmosphere (i.e., soil evaporation). For an area of interest, when 
such a vaporization-condensation dynamic process becomes insufficient to meet the water 
demand of sparse vegetation, this area will likely be subject to desertification. As a major 
reason for land deterioration in the arid regions of the world (Smits et al., 2012; Wang, 2015), 
including the Horqin Sandy Land (HSL) of the Eurasian Grassland, desertification is closely 
related to the increasing soil evaporation as a result of inappropriate land management 
practices (e.g., removal of native grasses and planting of deep-root trees) (Goss and Madliger, 





















practical measures for solving desertification-related eco-environmental problems (e.g., dust 
storm and loss of grassland production), it is needed to have a good understanding of soil 
water and pore vapor dynamics.  
      As noted in some studies (e.g., Philip and de Vries, 1957; Viessman and Lewis, 2003; 
Šimůnek et al., 2011;), such an understanding can be challenging because of the two-phase 
(i.e., liquid-vapor) fluid condition and the vapor flow resistance (VFR) effect of a thin (5 to 
10 cm) top dry soil layer (DSL) (Wang, 2015). The semiarid regions are usually dominated 
by bare sandy soils with such a DSL most of the time, within which soil moisture is 
dominantly in vapor phase with a very large capillary suction head (> 15,000 cm) (Goss and 
Madliger, 2007). 
1.2. Literature Review 
      The desiccation of a soil profile can go through three phases (i.e., Phase I to III) that are 
governed by the Philip and de Vries (1957) model. Soil evaporation dynamics of Phase I and 
II have been extensively studied and well documented in existing literature, whereas, 
evaporation dynamics of Phase III are poorly studied to date. However, Phase III dominates 
soil water evaporation in arid/semiarid regions and is controlled by repellent effects of top 
dry soil layer. This dissertation focuses on dynamics of Phase III subsurface evaporation from 
in situ bare sandy soils under natural conditions. 
Evaporation from bare sandy soils is the core component of hydrologic cycle (dominated 
by vertical water movement) in arid/semiarid regions, in which any disturbance to the fragile 
hydrology is likely to trigger land desertification and deteriorate the very sparse vegetation 





2006). For instance, the 51,700 km2 Horqin Sandy Land (HSL; 118°35´ to 123°30´E, 42°41´ 
to 45°15´N), one of the most typical sandy lands in the world and historically part of the 
largest and most characteristic Eurasian grassland (Wang et al., 2016), has undergone severe 
desertification in recent decades. deserted land has reached 57.8% of the Land’s total area 
(Zhao et al., 2010). This alteration occurred primarily because inappropriate reclamation for 
agriculture (e.g., chisel plough tillage in fall) and overgrazing adversely altered the natural 
hydrologic condition (Duan et al., 2011). As a result, such a region is losing biome 
productivity as well as incurring environmental problems such as more frequent dust storms 
of greater magnitude and frequency (Shahraeeni et al., 2012). Similar desertification-related 
issues exist all over the world including USA (Zhao et al., 2010).  
Addressing these bioenvironmental problems requires that physical processes of soil 
evaporation (e.g., vapor and moisture advection/diffusion through variably-saturated soils) be 
accurately described (Philip and De Vries, 1957; Philip, 1958). Such regions are dominated 
by bare sandy soils that most of the time are covered by a thin (5 to 10 cm) top dry soil layer 
(DSL) (Duan et al., 2011, 2015), within which soil moisture is dominantly in vapor phase and 
soil water potentials are usually below -1.5 × 104 cm (Goss and Madliger, 2007). Such a DSL 
can have important repellent effects on soil water evaporation rate and dynamic processes 
under natural conditions (Novak, 2010; Shahraeenin et al., 2012). That is, the DSL can retard 
underlying soils from further drying. Hereinafter, the repellent effects are measured as the 
difference between soil water evaporation rate with a DSL and that without the DSL. A good 
understanding of the repellent effects is obviously needed but currently lacking (Goss and 





In practice, the conventional evaporation methods (e.g., Penman, 1956; Monteith, 1965) 
that are used in watershed hydrology models (e.g., Soil and Water Assessment Tool or SWAT; 
Wang and Melease, 2006) and land-atmosphere interaction models (e.g., Community Land 
Model or CLM; NCAR, 2010) estimate soil water evaporation without explicitly considering 
DSL repellent effects partially due to our insufficient knowledge in physical dynamics (e.g., 
thickness variation and evaporation-condensation cycle) within top DSL. Alternatively, those 
methods simply use a lumped parameter of surface resistance (β) to represent the repellence 
of DSL, which is usually estimated as a function of soil surface moisture only (Fuchs and 
Tanner, 1966; Durar et al., 1995; Aluwihare and Watanabe, 2003; Mutziger et al., 2005; 
Bittelli et al., 2008; Verstraeten et al., 2008).  
In reality, for a given soil profile, a DSL will be formed on the surface during soil drying 
and the thickness of the DSL will gradually increase with drying, while a thin evaporation 
zone (EZ) around the bottom boundary of the DSL will be moved down to a greater depth 
(Philip, 1958; Gardener and Hanks, 1966; Yamanaka and Yonetani, 1999; Heitman et al., 
2008; Lawrence et al., 2010). The soil water within the EZ is predominantly in liquid phase, 
whereas, the soil water within the DSL can be either in vapor or liquid phase, depending on 
the cyclic change in solar radiation and soil temperature. For a given day, the EZ is active 
throughout the day and moves vertically with the development/reduction of the DSL at both 
diurnal and inter-diurnal timescales. Between late morning and early afternoon the DSL can 
act as an evaporation zone but may function as a condensation zone at other times when solar 
radiation and soil temperature are low. Fig. 1-2 illustrates possible distributions of DSL and 





processes probably has a limited value in addressing the aforementioned bioenvironmental 
problems of arid/semiarid regions. Also, this similar issue is likely to bias the prediction of 
land-atmosphere interactions (in particular in Phase III); as a result soil water evaporation 
rate and dynamics are erroneously modeled (Lawrence et al., 2010).  
 
 
Fig. 1-2.  Schematic diagram showing diurnal dynamics of the top dry soil layer (DSL) and 
evaporation zones (EZs) in a soil profile on a typical day. (after Yamanaka and Yonetani, 1999). 
 
In the past two decades, various laboratory and field studies (e.g., Gardener and Hanks, 
1966; Rose, 968; Cary et al , 1979; Amthor, 1994; Durar et al., 1995; Daamen and 
Simmonds, 1996; Yamanaka et al., 1998; Aluwihare and Watanabe, 2003; Zhao et al., 2010; 
Duan et al., 2011) have been conducted to measure soil evaporation in a water-limited 
environment. However, most of the studies were for short-term periods (i.e., from several 
days to a few months) and rarely measured vertical profiles of SWC and soil temperature, 
making it hard to determine dynamics of soil water and pore vapor as influenced by wetting-
drying cycles. On the other hand, a few studies (e.g., Durar et al., 1995; Wang et al., 2006) 
used mathematical models to reproduce the vaporization-condensation-movement dynamics 





vapor within different soil layers. Wang (2015) conducted an overview of existing studies 
attempting to measure and/or model soil water evaporation in arid/semiarid environment, and 
concluded that to fill the knowledge gap of soil water and pore vapor dynamics, field 
measurements need to be extrapolated using mathematical models. 
In theory, Philip and de Vries (1957) developed a model that consists of a set of partial 
differential equations governing liquid-heat-vapor dynamic processes in porous materials 
(including soils). Hereinafter, this model is designated as the PdV for description purpose. 
Following the PdV model, Philip (1958) suggested that the desiccation of a soil profile can go 
through three phases (i.e., Phase I to III) (Han and Zhou, 2013). In Phase I, soil is sufficiently 
moist and soil water evaporation (E) is indistinguishable from that from a saturated surface 
(Es), whereas in Phase III, surface layers are very dry and E is sensitive to, and may be 
negatively correlated with, heat flux in soil. In Phase II, because soil has intermediate 
moisture contents, E is independent of Es and depends only on soil moisture distribution 
(Wang, 2015). During Phase I, liquid water is supplied from the lower layers and evaporated 
at the soil surface at rate Es, and then the vapor is transferred into the ambient atmosphere. On 
the other hand, during Phase II and III, evaporation takes place not at the surface but within 
the soil mass (e.g., the EZs), and the vapor diffuses upward through a top DSL to the surface 
and then into the atmosphere. The soil evaporation for the situations illustrated in Figs. 1.1b 
and 1.1e can be in Phase I or II, while the soil evaporation for the other situations illustrated 
in Fig. 1-1 is likely to be in Phase III. For Phase I and II, E tends to be maximal when heat 
flux into the soil is greatest (e.g., seasonally in summer and daily at noon), for Phase III, in 





winter and daily at midnight), and vice versa. However, as pointed out by Goss and Madliger 
(2007) and in my knowledge, due to wrong modeling premises (e.g., the traditional hydraulic 
functions are still suitable for water potentials below -1.5 × 104 cm) or insufficiently and 
inclusive experimental (mostly laboratory soil-column) data, previous studies (e.g., van Bavel 
et al., 1976; Mahfouf and Noilhan, 1991; Kondo et al., 1992; Bristow and Horton, 1996; 
Yamanaka et al., 1998; Mori et al., 2003; Saito et al., 2006; Heitman et al., 2008a,b; Novak, 
2010; Xiao et al., 2011; Shahraeeni, 2012; Liu et al., 2013) just examined and reported 
dynamics of Phase I and II evaporation. 
     As stated above, Philip and de Vries (1957) and Philip (1958) recognized the need to 
consider how diurnal cycles and progressive drying influence dynamics (Fig. 1-1) of soil 
water evaporation and developed the PdV model. Since then, the evaporation dynamics of 
Phase I and II have been extensively studied using laboratory experiments of repacked soil 
columns (Aluwihare and Watanabe, 2003; Mutziger et al, 2005), observations at plot-size 
sites (Mahfouf and Noilhan, 1991; Yamanaka et al., 1998; Yamanaka and Yonetani, 1999; 
Heitman et al., 2008a,b; Xiao et al., 2011), and PdV model-based simulations (Kondo et al., 
1992; Yamanak et al., 1998; Novak, 2010). In contrast, the evaporation dynamics of Phase III 
have been rarely studied and are poorly documented in existing literature (Wang, 2015). The 
current understanding of repellent effects of DSL during this phase is mainly empirical and 
descriptive (Shuttleworth and Wallace, 1985; Ball et al., 1987; Leuning, 1990). A subjective 
parameter (Amthor, 1994; Granger, 1989) has been commonly used to represent the lumped 
resistance of soils to soil water evaporation without considering dynamic variations of DSL 





effects is that the traditional hydraulic functions were developed for soils with water 
potentials above -1.5 × 104 cm and they are not applicable for Phase III (Wang, 2015). Those 
functions only consider the flow in water-filled capillaries, which is predominant in Phase I 
and II, but they do not consider the movement of adsorbed water films, which is predominant 
in Phase III.  
Using Rotronic Hygroclip (RH) SC04 probes (http://www.rotronic.com), Goss and 
Madliger (2007) measured temperature (Tpa) and relative humidity (RHpa, ratio of vapor mass 
to total air mass) in pore air of dry sandy soils at a Tanzanian site (6°51´ S, 37°38´ E) for an 
observation period of consecutive 30 days. The observed data indicate that for a typical day, 
during Phase I and II, RHpa increases with increase of Tpa (reaching a maximum value around 
noon) regardless of soil depth, whereas, during Phase III, RHpa decreases with increase of Tpa 
for the top DSL (reaching a minimum value around noon) but increases with increase of Tpa 
for the EZ (reaching a maximum value around noon) (Fig. 1-3). The data also indicate that 
continuous evaporation tends to move the EZ downward into a deeper soil layer (i.e., increase 
the thickness of top DSL) (Fig. 1-3b versus Fig.1-3a) but sporadic rain can bring the EZ 
upward back to a shallower soil layer (i.e., reduce the thickness of top DSL).         






Fig. 1-3. Diurnal temperature and humidity data at various soil depths for a typical: (a) rainy; 
and (b) non-rainy, day during the observation period from July to October at a Tanzanian 
site (Goss and Madliger, 2007). 
 
The commonly-used resistance formulas presume that soil evaporation be a function of 
water content (or equivalently actual vapor pressure) at soil surface (Fuchs and Tanner, 1966; 
Shuttleworth and Wallace, 1985; Bittellie et al., 2008; Zhao et al., 2010). However, such a 
function usually exhibits hysteresis (Daamen and Simmonds, 1996), that is, the function 
during soil drying is different from that during wetting. This can be partially attributed to that 
those formulas do not have independent variables representing aforementioned DSL and EZ 
dynamics. 
In summary, the PdV model describes liquid-heat-vapor dynamics of all three evaporation 
phases (i.e., Phase I to III). However, because previous studies mostly focused on Phase I and 
II, little is known about Phase III and repellent effects of top DSL when it overlies underlying 
wet soils most of the time. In addition, although various empirical formulas have been 
developed to estimate lumped resistant (i.e., repellent) effects of unsaturated soils on soil 





probably not applicable for Phase III.  
1.3. Goal and Objectives 
     The ultimate goal of this dissertation was to quantify DSL dynamics and repellent effects 
on soil water evaporation from bare sandy soils under naturally dry conditions. The specific 
objectives were to: 
•  Advance the knowledge of SWC and RHpa dynamics in a desert sandy soil, as 
influenced by heating-cooling and wetting-drying cycles, by extrapolating field data on SWC 
and soil temperature using HYDRUS-1D; 
• Identify DSL and evaporation zone distributions within a soil profile and their 
controlling factors; and 
• Examine the relationship between soil water evaporation rate and top DSL.   
Such knowledge is needed (but incomplete) for developing practical measures to protect 
and restore degrading and/or degraded sandy ecosystems in arid/semiarid environments. 
1.4. Dissertation Structure 
     To evaluate the diurnal dynamics of soil moisture, HYDRUS-1D was used. Data on soil 
moisture content, soil temperature, soil matric potential, and meteorology (i.e., air 
temperature, relative humidity, solar radiation, wind speed, precipitation, and evaporation) 
were measured in 2013 and 2014 at a bare site within HSL located in north China. The 
dissertation is organized into six chapters. 
Chapter 1 (this chapter) presents the background information regarding the dissertation 
research and conducts a literature review. Also, it summarizes the research goal and 





Chapter 2 presents the materials and methods. Specifically, it describes HYDRUS-1D, 
study site, measured data, and model calibration and validation. 
Chapter 3 presents the simulation results of soil water content (SWC) and pore air relative 
humidity (RHpa). 
Chapter 4 presents the simulation results of soil water evaporation and repellent effects of 
top dry soil layer (DSL). 
Chapter 5 presents a general conclusion. 









MATERIALS AND METHODS 
2. 1. Description of HYDRUS-1D 
     As stated by Šimůnek et al. (2011), “HYDRUS-1D is a public domain Windows-based 
modeling environment for analysis of water flow and solute transport in variably saturated 
porous media. The software package includes the one-dimensional finite element PdV model 
for simulating the movement of water, heat, and multiple solutes in variably saturated media. 
The model is supported by an interactive graphics-based interface for data-preprocessing, 
discretization of the soil profile, and graphic presentation of the results.” This dissertation 
used a modified HYDRUS-1D code that can compute RHpa using an equation developed by 
Philip and de Vries (1957). Hereinafter, HYDRUS-1D and the modified HYDRUS-1D code 
are interchangeably used and should be treated to be equivalent. 









− 𝑆                                                  (2-1)  
where θ (cm3 cm-3) is the volumetric soil water content or SWC; 𝑞𝑙 (cm d
-1) is the net flux of 
liquid water; 𝑞𝑣 (cm d
-1) is the net flux of vapor; t is time (d); z (cm) is the vertical axis positive 
downward; and S (d-1) is the sink term. 
𝑞L is computed as: 
𝑞L =  𝑞Lℎ + 𝑞L𝑇 =  −𝐾Lℎ (
𝜕ℎ
𝜕𝑧
+ 1) − 𝐾L𝑇
𝜕𝑇
𝜕𝑧
                              (2-2) 
where 𝑞Lℎ (cm d
-1) is the isothermal liquid water flux; 𝑞L𝑇 (cm d
-1) is the thermal liquid water 
flux; T (K) is the soil temperature; h (cm) is the matric potential head; 𝐾Lℎ (cm d
-1)  is the 
isothermal liquid water hydraulic conductivity; and 𝐾L𝑇 (cm





water diffusivity.  
𝑞𝑣 is computed as: 






                                      (2-3) 
where 𝑞𝑣ℎ (cm d
-1) is the isothermal vapor flux; 𝑞𝑣𝑇 (cm d
-1) is the thermal vapor flux; 
𝐾𝑣ℎ  (cm d
-1) is the isothermal vapor hydraulic conductivity; and 𝐾𝑣𝑇  (cm
2 K-1 d-1) is the 
thermal vapor diffusivity. 
























) + 𝐾𝐿ℎ + 𝐾T𝑇
𝜕𝑇
𝜕𝑧
] − S (2-4) 
where 𝐾Tℎ =  𝐾𝐿ℎ + 𝐾𝑣ℎ  (cm d
-1) is the total isothermal hydraulic conductivity; and 𝐾T𝑇 =
 𝐾𝑣𝑇 + 𝐾L𝑇 (cm
2 K-1 d-1) is the total thermal diffusivity. 
RHpa is computed as:  
𝑅𝐻𝑝𝑎 =  𝐸𝑥𝑝 (
ℎ.𝑀𝑔
𝑅𝑇
)                                            (2-5) 
where Exp( ) is the natural exponential function; M (= 0.018015 g mol-1) is the molecular 
weight of water; g (= 9.81 m s-2) is the gravitational acceleration; and R (= 8.314 J mol-1 K-1) 
is the universal gas constant. 
2.2. The Study Site 
     The study site (122°37ʹ30ʺ E, 43°20ʹ56ʺ N) is located within the 51,700 km2 HSL 
(118°35ʹ to 123°30ʹ E, 42°41ʹ to 45°15ʹ N) (Wang, 2015). Based on (Duan et al., 2011), “the 
HSL has a typical semiarid agro-pastoral transitional zone with diverse landscape features of 
sand dunes (55%), meadows (27%), farmlands (10%), lakes (5%), and residential areas (3%). 
This region has a temperate and semiarid continental monsoonal climate, with an average 





June to August), and an average annual potential evapotranspiration (PET) of 1412 mm (Fig. 
2-1). Because the PET is almost four times larger than the annual precipitation, the site has a 
semiarid climate condition. The average annual temperature is around 6.6°C, with a 
minimum monthly mean temperature of -13.3°C in January and a maximum temperature of 
23.8°C in July. The average annual wind speed is 3.8 m s-1, with a minimum monthly mean 
wind speed of 3.0 m s-1 in August and a maximum monthly mean wind speed of 5.0 m s-1 in 
April. In winter and spring, the prevalent wind direction is northwest, whereas, in summer 
and fall, the prevalent wind direction is southwest.” 
 
 
Fig. 2-1. Monthly precipitation and evaporation (ET) at the study site. 
 
The study site is covered by nearly-bare desert sandy soils (Fig. 2-2) (Duan et al., 2011). 
From the ground surface to the depth of 80 cm, the soils (median porosity Qs = 0.387) are 
composed of 98.91% sand particles (diameter of 0.05 to 2.0 mm) and 1.09% silt particles 










































0.382) are composed of 99.7% sand particles 
and 0.30% silt particles. The soils have no clay 
particles at all. The wilting point of the soils is 
0.047 (Qi et al., 2002). The depth to water table 
at the study site is deeper than 4.0 m (Duan et 
al., 2015).         
2.3. Instrumentation and Data 
A sensor-based weather station (Fig. 2-2a) at 
the study site was installed to continuously record data on precipitation, air temperature, 
relative humidity of the ambient air, wind speed and direction, solar radiation, and 
atmosphere vapor pressure. At the same time, relevant sensors were installed (as illustrated in 
Fig. 2-2b) to continuously measure soil moistures and soil temperatures at seven depths of 10, 
20, 40, 80, 120, 160, and 200 cm. In addition, a three-needle heat pulse (TNHP) sensor was 
used to continuously measure temperatures and water contents of the surface (i.e., top 1 cm) 
soil. All data were stored by a data logger at a same time interval of 10 min. The sensors for 
the weather station are Model L3 of Yangguang Co. Ltd. (http://jz322.shuoyi.com), with an 
accuracy of ±0.1 mm for precipitation, ±0.1°C for temperature, and ±0.5% for the other 
parameters. The sensors for soil moisture are CNC503-B, made by Qudao Co. Ltd. 
(http://www.chem17.com), have an accuracy of ±0.4%, while the sensors for soil temperature 
are LVDWZ-31, made by Xinlvyuan Co. Ltd. (http://www.caigou.com.cn), and have an 
accuracy of ±0.1 ° C. The TNHP sensor for surface soil temperature and water content is RM-
003, made by Ruiming Com. (http://www.czruiming.com). With an accuracy of ±0.1°C and 
±0.4%, respectively. The details of the sensors can be found in (Duan et al., 2011, 2015). 
 
                (a)                            (b) 
Fig. 2-2. Pictures of the: (a) plane view 
(with the weather station); and (b) soil 
vertical profile (with three-needle heat 





In this dissertation, the data from 1 January 2013 to 31 December 2014 were used. The 
data for the first year (2013) were used to calibrate the HYDRUS-1D model, while the data 
for the second year (2014) were used to validate the model. Subsequently, the simulated 
results for both years were used to examine the dynamics of SWC and RHpaas well as soil 
water evaporation. The annual precipitation in 2013 was smaller than the average annual 
precipitation (344.9 versus 389 mm), whereas, the annual precipitation in 2014 was larger 
than the average annual precipitation (520.6 versus 389 mm) (Table 2-1). This indicates that 
year 2013 was relatively drier while year 2014 wetter. However, both years shared a similar 
temporal variation pattern in seasonal precipitation, with wettest months of June, July, and 
August. For these three wettest months, there were fewer rainy days but higher rainfall 
intensities in 2014 than 2013, while for the other months, there were more rainy days and 
higher rainfall intensities in 2014 (Fig. 2-3). Overall, regardless of the years, more than 85% 



































































Table 2-1. Precipitation and rainy days in each month of the two study years. 
 
 
2.4. Model Set Up 
The model was set up for a 120-cm-deep soil profile with a uniform spatial discretization of 1 
cm, leading to 120 layers (121 nodes) for mass balances. The sensors at the 0, 10, 20, 40, 80, 
and 120 cm depths are six of the 121 nodes (hereinafter designated as “sensor nodes” for 
description purposes). For each layer, its preliminary soil-water parameters (Table 2-2) were 
determined using laboratory experiments conducted by Duan et al. (2011) as well as from 
literature (Ghanbarian et al., 2010; van Genuchten, 1980). Herein, the soil water retention 
function was defined by the van Genuchten equation (van Genuchten, 1980). In addition, for 
each sensor node, the initial condition was specified as the measured value at 0:10 January 1, 
2013, while for a non-sensor node, the initial condition was determined to be the linear 
interpolation of the measured values. For instance, the initial condition at the 1-cm-depth 
node was determined to be 0.9θ0,0 + 0.1θ10,0, and the initial condition at the 18-cm-depth node 
was determined to be 0.2θ10,0 + 0.8θ20,0, where θ0,0, θ10,0, and θ20,0 are the initial water 
contents at surface, 10-cm-depth, and 20-cm-depth nodes, respectively. Further, the upper 
boundary conditions were defined as the time series of precipitation, surface soil temperature, 
and Es (i.e., potential evapotranspiration). Es was estimated by the Penman-Monteith method 
(Monteith, 1965; Wang et al., 2006), using the measured data on air temperature, atmosphere 
Year 
 Precipitation (mm) 
(Number of Rainy Days)  



























































relative humidity, solar radiation, and wind speed. Moreover, the lower boundary condition 
was specified to be free drainage because of the deep (> 4 m) water table, as mentioned 
above. 
The model was run from 1 January 2013 to 31 December 2014, with a computational time 
step of 10 min. The model was calibrated using the data on SWC and soil temperature for 
2013, and it was then validated using the responding data for 2014. The calibration was 
implemented by manually adjusting the parameters listed in Table 2-2 to make the simulated 
soil temperatures and water contents closely match the responding measured values. These 
parameters were selected because previous studies (Šejna et al., 2011; Šimůnek et al., 2011) 
indicated that they are sensitive for HYDRUS-1D simulations. Given that α and n, two 
parameters of the van Genuchten equation (van Gemuchten, 1980), could not be directly 
measured and thus might be relatively uncertain, they were first adjusted one at a time. 
Subsequently, the three soil-water parameters, Qr (residual soil water content), Qs (saturated 
soil water content), and Ks (saturated hydraulic conductivity), were adjusted in this order one 
at a time. Finally, the tortuosity parameter in the conductivity function, I, was adjusted. At the 
beginning, each of these parameters was assigned to be the mean of its range given in Table 
2-2. That is, the beginning values were α = 0.495𝑐𝑚−1, n = 4.475, Qr = 0.05, Qs = 0.40, and 
Ks = 1520 cm d
-1, and I = 1.3. When one parameter was adjusted, the values for the other 
parameters were kept unchanged. The adjustment was tried by both increasing and decreasing 
the parameter value by an empirical delta. The adopted value for this parameter was the one 
at which the model performed best in terms of the measures to be discussed in section 2.5. 





Table 2-2. Ranges and adopted values of the HYDRUS-1D parameters in this study. 
Parameter Definition Range† Adopted Value 
α [cm-1]‡ Parameter in the soil water retention function 0.029 ~ 0.70 0.147 
n [-]‡ Parameter in the soil water retention function 2.0 ~ 6.95 2.34 
Qr [-] Residual soil water content 0.02 ~ 0.059 0.02 
Qs [-] Saturated soil water content 0.35 ~ 0.50 0.38 
Ks [cm d-1] Saturated hydraulic conductivity 200 ~ 1520 650 
I [-] Tortuosity parameter in conductivity function 0.3 ~ 1.0 0.5 
† Determined from the decades-long laboratory experimental results as well as literature (Ghanbarian et al., 2010). 
‡ The van Genuchten (van Genuchten, 1980) equation was used to describe the soil water retention function. 
2.5. Measures of Model Performance 
 In addition to visualization plots showing the simulated versus measured time series of soil 
temperatures and water contents, two commonly-used statistics, namely coefficient of 
determination (R2) and coefficient of variation (Cv), were also computed. R
2 measures the 
percentage of the variations presented in a measured time series that can be explained by the 
model, whereas, Cv measures the spread (i.e., amount of variability) in relative to the mean of 
the time series. A good model is expected to have a relatively large R2 value, and give a Cv 
value close to that of the responding measured time series. Further, the relative (i.e., 
normalized) root mean square error, RRSME, was also computed and used to measure the 






𝑀𝑎𝑥(𝑀1,   𝑀2,…..,𝑀𝑁)−𝑀𝑖𝑛(𝑀1,   𝑀2,…..,𝑀𝑁)
                              (2-6) 
where N is the number of times; Mi is the measurement at i
th time; Ci is the simulated value at 
ith time; Max ( ) is the maximum function; and Min( ) is the minimum function.  
RRSME can vary from zero to +∞. A zero value indicates that the model can perfectly 
reproduce the measurements, whereas, a greater positive value indicates a poorer model 





for SWC, Mi and Ci are the measurement and simulated value for θ at i
th time, respectively, 
when RRSME was computed for soil temperature, on the other hand, Mi and Ci are the 
measurement and simulated value for T at ith time, respectively.  
2.6. The Calibrated HYDRUS-1D Model   
     During the calibration period (January 1 to December 31, 2013), the model well 
reproduced the soil temperatures measured at the 5, 10, 20 depths below ground surface, as 
indicated by R2 > 0.79 and that few of the values fall out of the 95% confidence limits of the 
simulated-observed regression lines (Fig. 2-4). For a given soil layer, the model tended to 
underestimate the mean of the observed soil temperatures by about 0.96°C, whereas, it tended 
to overestimate the temporal variation of the observed soil temperatures, as indicated by the 
larger coefficient of variation (Cv) for the simulated soil temperatures than that for the 
measured soil temperatures (Table 2-4). The model had a similar performance for all soil 
layers, as indicated by the similar values of RRSME or R2 among the layers. On the other 
hand, the model also well reproduced the soil water contents measured at the same depths, as 
indicated by R2 > 0.78 and that few of the values fall out of the 95% confidence limits of the 
simulated-observed regression lines (Fig. 2-5). Overall, the model did a slightly better job in 
simulating the soil water contents than the soil temperatures. For a given soil layer, the model 
tended to underestimate the mean of the observed soil water contents by 22%, while it also 
tended to underestimate the temporal variation of the observed soil water contents, as 
indicated by the smaller Cv for the simulated soil water contents than that for the measured 
soil water contents (Table 2-3). Again, the model had a similar performance for all soil layers 





During the validation period (January 1 to December 31, 2014), the model also did a good 
job (R2 ≥ 0.75; RRSME ≤ 0.215) (Table 2-4). The similar performance for both periods 
indicates that the model is very robust and may be applicable for different climatic and/or 
soil-water conditions. Hence, the calibrated model was judged to be accurate enough to 
mimic the physical processes of the two-phase fluids (i.e., water vapor and liquid water) for 
the study site, which is the focus of this study. 
 
       Table 2-3. Performance measures of the HYDRUS-1D model for the calibration period (Jan. 1 to 







































































































† The number in bracket is for the measured values. 
‡ Coefficient of variation, defined as the ratio of standard deviation (Std.) to mean. 





 Table 2-4. Performance measures of the HYDRUS-1D model for the validation period (Jan. 1 to 










‡ RRSME₤ R2 Mean Std. Cv





















































































† The number in bracket is for the measured values. 
‡ Coefficient of variation, defined as the ratio of standard deviation (Std.) to mean. 










































          (b) 
(c) 
Fig. 2-4. Calibration plots showing the HYDRUS-simulated versus measured soil temperatures at 
depths of: (a) 5 cm, (b) 10 cm, (c) 20 cm, below ground surface. The thin black line is the linear 































Fig. 2-5. Calibration plots showing the HYDRUS-simulated versus measured soil water content at 
depths of: (a) 5 cm, (b) 10 cm, (c) 20 cm, below ground surface. The thin black line is the linear 







Fig. 2-6 shows the variation of simulated water content in three layers of 5, 10, and 20 cm 
for 2013 and 2014. Regardless of the layers, during the dry months with a low amount of 
precipitation, the water content was predicted to be very low, whereas, during the wet (i.e., 
summer) months with high-intensity precipitation, the water content was predicted to be 
relatively high but to decline very quickly once rain stopped. The reason for the quick decline 








































































































DYNAMICS OF SOIL WATER AND PORE VAPOR  
3.1. Examination of the Simulated SWC and 𝐑𝐇𝐩𝐚 Dynamics 
     For each simulation year, at the annual or monthly scale, the means and standard 
deviations of the simulated time series of SWC and  RHpa were computed for eight soil 
layers, including the surface, 0 ~ 5 cm, 5 ~ 10 cm, 10 ~ 20 cm, 20 ~ 30 cm, 30 ~40 cm, 40 
~50 cm, and 50 ~ 60 cm.  
The computations were done for the dry (i.e., non-rainy) and wet (i.e., rainy) days, 
respectively.  The computed means and standard deviations were compared to examine 
relative magnitudes and vertical distributions of the simulated values for SWC and RHpa. In 
addition, the diurnal variations of the SWC and RHpa were scrutinized by plotting the 
simulated values for selected dry and wet days. Herein, because it is still an unresolved 
scientific challenge to accurately measure RHpa in sandy soils (Goss and Madliger, 2007), 
this study could not use data on RHpa to calibrate/validate the HYDRUS-1D model. 
However, it was empirically judged that the simulated values of RHpa were probably more 
appropriate for assessing the relative diurnal variations of pore vapor, which is the focus of 
this dissertation, rather than determining the absolute magnitudes of RHpa.   
3.2. The Simulated 𝐑𝐇𝐩𝐚 Dynamics 
      At the annual and monthly time scales, regardless of dry or wet days, the average pore air 
relative humidity (RHpa) increased with soil depth (Tables 3-1 and 3-2). The increase 
gradient within the top 10 cm was much larger than that within a lower soil depth, in 
particularly for the dry days. As expected, for a given time scale, the average RHpa of the dry 
days was smaller than that of the wet days. However, the RHpa within an upper soil layer had 





is, the RHpa within an upper soil layer varied more greatly from time to time. 
For a given dry (i.e., non-rainy) day, the RHpawithin the surface layer had a much greater 
temporal variation than that within a deeper layer (Fig. 3-1). Overall, the RHpa within the 
surface layer reached its minimum around 14:00 (i.e., 50,000 s in the figure), while the 
RHpa within the 5- or 10-cm layer approached its maximum around this same time. The 
RHpawithin the layers below the depth of 10 cm was almost constant throughout the day. At a 
given time during the day, the RHpa within a deeper layer tended to be larger than that within 
a shallower layer.  
In contrast, for a wet (i.e., rainy) day, the RHpa within the surface layer could be larger 
than that within a deeper layer, and the timing of its minimum was dependent of the timing 
and amount of rainfall (Fig. 3-2). When rain fell either in the morning or afternoon, the 
maximum RHpa within the surface layer occurred around 14:00. The RHpa within a layer 
below the surface was almost constant throughout the day regardless of rain pattern. The 
RHpa within a deeper layer tended to be larger than that within a shallower layer, which is 














Fig. 3-1. Plots showing the simulated diurnal variations of pore air relative humidity (RHpa) within the 





































































































Fig. 3-2. Plots showing the simulated diurnal variations of pore air relative humidity (RHpa) 



























































































































































































































































3.3. The Simulated SWC Dynamics 
At the annual and monthly time scales, regardless of dry or wet days, the average volumetric 
water content of non-rainy days increased with soil depth (Tables 3-3 and 3-4). The increase 
gradient within the top 10 cm was generally smaller than that within a lower soil depth, in 
particularly for the dry days. As expected, for a given time scale, the average water content of 
the dry days was smaller than that of the wet days. However, the water content within an 
upper soil layer had a greater temporal variation (i.e., standard deviation) than that within a 
lower soil layer. That is, the water content within an upper soil layer varied more greatly from 
time to time. For a given dry (i.e., non-rainy) day, the water content within the surface layer 
had a much greater temporal variation than that within a deeper layer (Fig. 3-3). Overall, the 
water content within the surface layer reached its minimum around 14:00 (i.e., 50,000 s in the 
figure), whereas, the water content within a deeper layer was almost constant throughout the 
day. At a given time during the day, the water content within a deeper layer tended to be 
larger than that within a shallower layer.  
In contrast, for a wet (i.e., rainy) day, the water content within the surface layer was 
increased as a result of rainfall (Fig. 3-4). If the rainfall was large, the water content within 
the 10-cm or a deeper layer could also be increased. The maximum water content within the 
surface or 10-cm layer occurred during the rainfall event, while the maximum water content 
within a deeper layer appeared sometime after the cease of the event, indicating the 










    Fig. 3-3. Plots showing the simulated diurnal variations of volumetric water content within the soil 


















































































































































































































































































Fig. 3-4. Plots showing the simulated diurnal variations of volumetric water content within the 

















































































































































































































































































































































































































3.4. Discussion  
 
    Generally, water vapor flow plays a critical role in assessment of the physical processes 
related to soil heating, distribution of water, and water vapor exchange between the soil and 
its ambient atmosphere. In desert environment, because the evaporation demand is much 
greater than the amount of available water, soil water vaporization often occurs at some depth 
(> 10 cm in this study) below the ground surface and thus the pore vapor needs to be 
transported by an upward positive heat gradient through the upper dry soils into the ambient 
atmosphere (Wang, 2015). Such a soil water evaporation process has yet been fully 
understood and barely described by existing evaporation models, including the most widely-
used Penman-Monteith model (Monteith, 1965). This knowledge gap can limit societies’ 
capability to take cost-effective measures to sustain the fragile desert ecosystems as well as 
will likely bias the prediction of global climate change because such ecosystems account for 
more than 20% of the earth’s terrestrial surface and are distributed across the continents. This 
dissertation attempts to understand the dynamics of soil water and pore vapor using the 
measured data and HYDRUS-1D model at a site located within the typical desert 
environment of HSL. 
This dissertation used the modified HYDRUS-1D code to produce the diurnal profiles of 
pore relative humidity (RHpa) and soil water content (SWC). The results show that the 
fluctuation of soil temperature tended to decrease with depth and that the surface soil 
temperature had a maximum diurnal variation. At the depth of 60 cm, the variation of soil 
temperature was less than 2°C. The soil temperature gradient, defined as the derivative of soil 
temperature in respect to vertical distance, was steepest at a depth of around 10 cm, indicating 
that at this depth, the heat exchange was most active and the primary vaporization occurred 
(Wang, 2015). In addition, for non-rainy days, the relative magnitude of atmosphere 





in the top 10 cm soils, whereas, for rainy days, the rainfall pattern controls the diurnal 
variations. For the soils deeper than 10 cm, the RHpa and SWC have a negligible diurnal 
variation on both non-rainy and rainy days, indicating that the upper boundary conditions may 
mainly affect the dynamics of soil water and vapor within the top 10 cm soils. For a given non-
rainy day, the RHpa and SWC in the top 5 cm soils tended to decrease with increase of Tatm, 
become minimal around 2:00 pm when Tatm was probably warmest, and then increase with 
decrease of Tatm  (Figs. 3-1 and 3-3). The inverse relation of RHpa and SWC with Tatm in the 
top 5 cm soils is consistent with the finding of Goss and Madliger (2007). The possible reason 
is that the top 5 cm soils are mostly dry and have a temperature either close to or higher than 
Tatm at any time within the day. As a result, the soil water and pore vapor in the top 5 cm soils 
can be more quickly moved up into the ambient atmosphere around 2:00 pm, when the solar 
radiation is maximal, than at other times, when the solar radiation becomes relatively smaller.  
      In contrast, in the soils between 5 and 10 cm, the RHpa reached a maximum around 2:00 
pm and then reduced to a smaller value, whereas, the SWC was almost invariant. One 
possible reason is that around 2:00 pm the temperature of the 5 cm soils was higher than that 
of the 5 to 10 cm soils, resulting in a downward temperature gradient retarding the upward 
movement of vapor (Eq. 2-4). Another possible reason is that around 2:00 pm more heat 
(from solar radiation) was transferred down into the soils, vaporizing more soil water. At 
other times, because Tatm probably became lower than the temperature of the soils between 5 
and 10 cm, the downward temperature gradient could be reversed to an upward gradient and 
thus the cumulated vapor could be moved up through the 5 cm soils into the ambient 
atmosphere, causing the decrease of RHpa. The dissertation results indicate that in dry days, 
the RHpa was minimal at midnight, when the total heat flux out of the soils was greatest, 
while it reached a maximum around 2:00 pm, when the total heat flux into the soils was 





Phase III evaporation has a very low but near-constant evaporation rate. Note that for Phase 
III, some vapor near the soil surface could be condensed into liquid water, replenishing the 
top 5 cm soils as shown in Fig. 3-1, if Tatm is lower than the dew point temperature and/or the 
actual vapor pressure is larger than the saturated vapor pressure (Viessman and Lewis, 2003).  
For a rainy day, RHpa and SWC in the top 5 cm soils reached a peak during the rainfall 
period (Figs. 3-2 and 3-4). As a result of the rain, the soil evaporation could be switched from 
Phase III either to Phase II or Phase I (Wang, 2015). At these two latter phases, vaporization 
mainly occurs near the soil surface. However, as the progress of vaporization, a DSL can be 
reformed, switching soil evaporation back to Phase III again. In comparison with that for a 
non-rainy day, the RHpa in the soils between 5 and 10 cm had a much smaller variation (Figs. 
3-1 versus 3-2). One possible reason is that in a rainy day, Tatm was cooler, leading to a 
smaller downward temperature gradient and thus less retardation to the upward movement of 
vapor. Another possible reason is that less heat might be transferred into the soils to vaporize 
the soil water. Moreover, the higher atmosphere humidity could increase the chance for vapor 
in the ambient atmosphere to be condensed to replenish soil water in the top 5 cm soils, while 
it could also retard the movement of pore vapor up into the ambient atmosphere. 
At the annual time scale, for the non-rainy days, the average RHpa in the surface soil 
layer was slightly higher in 2014 (48.9%) than 2013 (45.6%), the average RHpa in a deeper 
layer, however, was literally the same (Tables 3-3 versus 3-4). For the rainy days, regardless 
of a layer, the average RHpa was same for both years, which indicates that the increased 
precipitation in 2014 (Table 2-1) had a minimal influence on the pore vapor within the soils. 
The higher RHpa in the surface soil layer for the non-rainy days was probably resulted from 
the condensation of vapor in the ambient atmosphere (McHugh et al., 2015) because year 
2014 was relatively more humid, and thus had a larger air relative humidity, than year 2013. 





non-rainy or rainy days, the increased precipitation in 2014 (Table 2-1 and Figure 2-3) did 
result in a higher RHpa within any soil layer (Table 3-1 versus 3-2). The total precipitation of 
these five months in 2014 was 96.5 mm more than that in 2013, most of which might be 
converted into pore vapor. For the other months, the increased precipitation in 2014 caused 
RHpa to increase in a month but decrease in another month, regardless of the non-rainy or 
rainy days. One possible reason is that the latent heat for vaporization was less in 2014 
because of the more rainy days. Another possible reason is that the cooler air temperature 
could prompt the emission of pore vapor into the ambient atmosphere, leading to the decrease 
of RHpa within the soils.  
On the other hand, as expected and in overall, the SWC was higher in 2014 than 2013 
regardless of the time scales, soil layers, and non-rainy or rainy days (Table 3-3 versus 3-4). 
This indicates that more precipitation is always beneficial to infiltration and replenishment of 
soil moisture. For a given month and a soil layer, the SWC increase from 2013 to 2014 was 
mainly dependent on the increase of precipitation intensity rather than that of total 
precipitation. Herein, precipitation intensity is defined as the ratio of total precipitation to 
number of rainy days. For instance, while the increase of monthly precipitation in August was 
larger than that in July (44.3 versus 24.3 mm) (Table 2-1), the SWC increases in August were 
smaller. The increase of precipitation intensity in August was almost half smaller than that in 
July (13.3 versus 26.2 mm d-1). The reason is that because of the very high evaporation at the 
study site, more of the precipitation with a smaller intensity tended to be evaporated before 
reaching the ground (Viessman and Lewis, 2003), remaining less water for infiltration and 
replenishing soil moisture.   
The dissertation results are consistent with those reported by others (e.g., Kobayashi et 
al., 1989; Goss and Madliger, 2007; Han and Zhou, 2013). Using Rotronic Hygroclip (RH) 





soils at a Tanzanian site (6°51´ S, 37°38´ E) for an observation period of consecutive 30 days. 
The observed data indicate that for a typical day, during Phase I and II, RHpa increases with 
increase of Tatm (reaching a maximum value around noon) regardless of soil depth, whereas 
during Phase III, RHpa decreases with increase of Tatm for the top DSL (reaching a minimum 
value around noon) but increases with increase of Tatm for the evaporation zone (reaching a 
maximum value around noon). The data also indicate that continuous evaporation tends to 
move the evaporation zone down into a deeper soil layer (i.e., increase the thickness of top 
DSL) but sporadic rain can bring the evaporation zone up back to a shallower soil layer (i.e., 
reduce the thickness of top DSL).  
The simulated values of SWC (Tables 3-3 and 3-4 are comparable with those in other 
deserted lands (e.g., Namib Desert and Negev Desert). In an observation study conducted in a 
30 km2 dune field located within the Negev Desert, where the average annual precipitation 
ranges from 70 to 150 mm, Zaady et al. (2014) found that the soil moisture varied from 0.025 
to 0.08, depending on the soil infiltration rate and rainfall gradient (i.e., intensity). Using data 
at three sites within the Namib Desert, where the average annual precipitation ranges from 5 
to 100 mm, Li et al. (2016a, b) developed and used a stochastic model to examine the impact 
of rainfall on soil moisture. They found that the soil moisture varied from 0.0045 to 0.037 
and was controlled by rainfall pattern as well as fog and dew. Although the precipitation at 
the study site of this dissertation is larger than that in the Namib Desert and Negev Desert, the 
soil moisture levels at all three locations are not incompatible. One possible explanation is 
that the repellent impact of DSL can prevent the beneath moist soils from being further dried 
up (Wang, 2015). Another possible explanation is that vapor in the overlying atmosphere can 
be condensed to replenish moisture of the (especially top 5 cm) soils (Zaady et al., 2014; 
McHugh et al., 2015).  





interest, while Chapter 4 examines vertical fluxes of soil water and vapor. The results have 
practical implications for restoring and/or protecting fragile ecosystems of desert lands across 
the world, which are characterized by high solar radiation, prevalent and high-speed wind, 
low atmospheric humidity, and sporadic and low-magnitude precipitation. In desert 
environment, because the climatic evaporation demand is usually much greater than the 
available surface water, soil water is evaporated to meet the evaporation deficit. However, the 
evaporation process of soil water can be effectively retarded by the top DSL (with an albedo 
of 0.4 or larger), which can reflect much of solar radiation back into the atmosphere and thus 
reduce the heat to be transferred into the beneath moist soils. As a result, the moist soils can 
be protected by the top DSL from being further dried up. In the past decades, because of the 
incomplete understanding of the retardation role of such a DSL, trees had been planted as a 
malpractice to prevent dust winds and improve desert ecosystems (Wang et al., 2016). The 
roots of trees can penetrate through the top DSL into beneath moist soils to transpire a large 
amount of water, drying up the moist soils. As the growth of trees, the roots will penetrate 
into, and dry up, deeper moist soils, greatly increasing the thickness of dry soils. At some 
point, the moist soils will be buried by dry soils too deep to be reached by the roots and trees 
will start to die off, leading to a worse environment. In terms of the dissertation results, it is 
recommend that native vegetation (e.g., Salsolar tragus), which have roots not penetrating 
into deep moist soils (i.e., a root depth of around 10 cm), do not transpire much soil water, 
and can stabilize the top DSL, be planted to restore/protect desert ecosystems. Such 
vegetation have needle-shaped leaves with a very small leaf area index and can close their 
leaf stomata when water is not available for transpiration. Their roots can capture, store, and 
utilize soil water from sources of infiltration, capillary rise, and vapor condensation from the 







   This chapter examined the dynamics of soil water and pore vapor in dry sandy soils at a 
typical site within the Horqin Sandy Land (HSL) located in north China. The examination 
was done using a HYDRUS-1D model that was calibrated and validated using the measured 
data on climate and soil water in 2013 and 2014. The results revealed a threshold depth of 10 
cm, below which the soils had almost constant soil water content (SWC) and pore air relative 
humidity (RHpa). For a given non-rainy day, both RHpa and SWC in the top 5 cm soils tended 
to decrease with increase of atmosphere temperature (Tatm), attaining a minimum around 2:00 
pm. In the soils between 5 and 10 cm, the SWC had a negligible diurnal variation, whereas, 
the RHpa tended to increase with increase of Tatm. In contrast, for a rainy day, the diurnal 
variations of RHpa and SWC in the top 10 cm soils were mainly controlled by the rainfall 
pattern and amount, with maximums at a time during the rain event. Moreover, the top dry 
soil layer (DSL) can effectively retard the beneath moist soils from being further dried up. 
Planting native vegetation that have a shallow root depth (~ 10 cm) may be preferred to 
enhance the DSL role in protecting the fragile desert ecosystem. It is recommended that soil 




EVAPORATION OF SOIL WATER 
4.1.  Examination of the Simulated Evaporation and Top Dry Soil Layer  
     For the two study years (i.e., 2013 and 2014), the daily potential evapotranspiration 







                               (4-1) 
where DPET (mm d-1) is the daily potential evapotranspiration; Δ (kPa ºC-1) is the slope of 
saturation vapor pressure curve; Rn (MJ m
-2 d-1) is the net radiation at the ground surface; G 
(MJ m-2 d-1) is the soil heat density; γ (kPa ºC-1) is the psychrometric constant; Tair (ºC) is the 
mean daily air temperature at 2 m height above the ground surface; u2 (m s
-1) is the wind 
speed at 2 m height above the ground surface; es (kPa) is the saturation vapor pressure; ea 
(kPa) is the actual vapor pressure; es – ea (kPa) is the saturation vapor pressure deficit.   




2 ∙ 𝑒𝑥𝑝 (−
4278.6
𝑇𝑎𝑖𝑟+242.79
)                             (4-2) 
where exp( ) is the natural exponential function. 




                                                       (4-3) 
where Patm (kPa) is the atmospheric pressure.  
   es is estimated as:    
𝑒𝑠 = 2.7489×10
7 ∙ 𝑒𝑥𝑝 (−
4278.6
𝑇𝑎𝑖𝑟+242.79
)                                  (4-4) 
   ea is computed as:    
𝑒𝑠 = 𝑅𝐻𝑎𝑖𝑟 ∙ 𝑒𝑠                                                        (4-5) 
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where RHair (%) is the air relative humidity.  
The daily data on Rn, G, Tair, u2, Patm, and RHair collected by the weather station (Fig. 2-
2a) were used to compute DPET. On the other hand, the daily actual evaporation of soil water 
(DAE), which is the soil water lost from the soil layers to the ambient atmosphere, was 
simulated by the calibrated/validated HYDRUS-1D model. Visualization plots showing the 
DAE versus DPET were used to examine how much the atmospheric evaporation demand 
was satisfied. In addition, for a given month in a given year, the summation of the DAE was 
computed and taken as the monthly actual evaporation of soil water (MAE) of this month, 
while the summation of the DPET was computed and taken as the monthly potential 
evapotranspiration (MPET) of this month. At the study site, because the soils are highly 
permeable and have very low moisture most of the time (Duan et al., 2011), overland runoff 
can be neglected. Thus, the monthly water balance was analyzed using the equation expressed 
as: 
    ∆𝑆𝑚 = 𝑃𝑚 −𝑀𝐴𝐸 − 𝐼𝑏𝑚                                                (4-6) 
where ΔSm (mm) is the change of soil water in the layers; Pm (mm) is the monthly 
precipitation; and Ibm (mm) is the monthly seepage out of the bottom of the entire modeled 
soil profile (i.e., at the soil depth of 120 cm). 
Further, the sub-daily data on Rn, G, Tair, u2, Patm, and RHair collected at the weather 
station (Fig. 2-2a) were also used in the Penman-Monteith equation to compute the 
instantaneous potential evapotranspiration (IPET), which in turn was plotted along with the 
simulated instantaneous actual evaporation of soil water (IAE) by the HYDRUS-1D model to 
examine the diurnal variations of the IPET and IAE. The plots were generated for selected 
non-rainy and rainy days. For each plot, the responding simulated water contents in the top 
three layers (i.e., layer 1 at 5 cm depth, layer 2 at 10 cm depth, and layer 3 at 15 cm depth) 
were superimposed to examine which layer(s) contribute most to the IAE at a given time. 
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Moreover, the thermal liquid and vapor fluxes at different depths (i.e., layers) were 
analyzed to determine the variations of DSL thickness as affected by the drying-wetting 
cycle. Herein, the DSL was defined as the soil layers that have a water content of less than 
wilting point Qr  = 0.02 (Table 2-2). The variations of DSL and MAE were compared to 
assess the repellent (i.e., retardation) effect of DSL on soil water evaporation, which is 
measured as the difference between the soil water evaporation rate with the DSL and without 
the DSL. The assessment was done using a formula developed by Wang (2015), which can be 
expressed as: 
          𝑅𝐸𝑣𝑓𝑟 = 𝑎3 ∙ 𝑙𝑛(𝛿) + 𝑎4                                          (4-7) 
where REvfr (%) is the repellent effect of DSL on soil water evaporation; δ (cm) is the DSL 
thickness; a3 = 9.743 to 26.004; a4 = -7.810 to 51.598. 




                                          (4-8) 
where MAEnoDSL (mm) is the monthly actual evaporation of soil water without DSL; and 
MAEDSL (mm) is the monthly actual evaporation of soil water with DSL.  
4.2. The Simulated Evaporation 
      As expected, for all simulation days, the DAE was always smaller than the DPET (Fig. 4-
1a). For the simulation period, the DAE on 75% of the days accounted for less than 15% of 
the DPET, while the DAE on the remaining 25% of the days accounted for less than 46% of 
the DPET. For a given day, as indicated by the ratio of DAE to DPET, the available water 
from rainfall and/or soil water might meet 0 to 46% of the atmospheric evaporation demand, 
with a mean of 14%. For a month in summer (June to August), the atmospheric evaporation 
demand might be satisfied by 15 to 36%, while for a month in other three seasons, the 
atmospheric evaporation demand could be satisfied by less than 15% (Fig. 4-1b). For a month 
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in fall (September to November) and spring (December to February), the atmospheric 
evaporation demand was satisfied by 5 to 10%. Overall, the MAE and MPET were highly 
correlated, as indicated by the large determination of coefficient R2 > 0.95, and the MAE 
tended to exponentially increase with the MPET. The high correlation of MAE and MPET 
indicates that at monthly scale, the actual evaporation might be primarily controlled by 
atmospheric evaporation demand rather than precipitation. However, the satisfied portions of 
annual atmospheric evaporation demands in 2013 and 2014 were 17 and 19%, respectively, 
which were almost same and seemed to be independent of climate conditions and 
precipitation amounts. The annual precipitation (P) in 2014 was more than that in 2013 by ΔP 
= 175.7 mm (Table 2-1), while the annual potential evapotranspiration (PET) and the actual 
evaporation (AE) in 2014 were higher than those in 2013 by ΔPET = 149.5 mm and ΔAE = 
62.6 mm, respectively. The ratio of the ΔPET to ΔP was much larger than that of ΔAE to ΔP 
(0.85 versus 0.35), indicating a nonlinear increase of AE with increase of PET.         






























Fig. 4-1. Plots showing the: (a) daily actual evaporation (DAE) versus daily potential 




In both simulation years, the precipitation resulted in net replenishment of soil water and 
net recharge into the shallow aquifer (Table 4-1). In 2013, the replenishment and recharge 






















































































































































































































were 141.64 mm and 98.34 mm, respectively. This is because the precipitation in 2014 was 
larger than that in 2013. However, for a given year, some months could have a net loss of soil 
water, as indicated by the negative values of ΔSm, while other months could have a net 
replenishment of soil water, as indicated by the positive values of ΔSm. Similarly, for a given 
year, some months could have a net recharge of the shallow aquifer, as indicated by the 
positive values of Ibm, while other months could have a net capillary rise of ground water, as 
indicated by the negative values of Ibm. In addition, for a given year and a given month, some 
soil layers could have a net loss of soil water, as indicated by the negative change of soil 
water, while other soil layers could have a net replenishment of soil water, as indicated by the 
positive change of soil water. As expected, the temporal variation of soil water in an upper 
layer was generally larger than that in a lower layer. 
In both simulation years, regardless of the month, the liquid water in the soils above the 
15 cm depth moved downward because of a downward thermal gradient, whereas, the liquid 
water in the soils below the 15 cm depth moved upward because of an upward thermal 
gradient (Figs. 4-2a, b). Similarly, the pore vapor in the soils above the 8 cm depth moved 
downward because of a downward thermal gradient, whereas, the pore vapor in the soils 
below the 8 cm depth moved upward because of an upward thermal gradient (Figs. 4-2c, d). 
For downward movement, the most active zone of liquid water was around the 5 cm depth, 
while the most active zone of pore vapor was at the ground surface, for upward movement, 
on the other hand, the most active zone of liquid water was around the 22 cm depth, while the 
most active zone of pore water was around the 10 cm depth. The active zone position change 
occurs because the evaporation zone was primarily located at the 5 cm depth, at which the 
liquid water was vaporized. Subsequently, the vapor might be transferred either upward into 
the ambient atmosphere or downward into the soils, depending on the direction of thermal 
gradient. Also, the vapor could be trapped in the soils between the zero and 8 cm depth. 
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Below the 5 cm depth, most amount of the liquid water was moved upward into the 
evaporation zone, while little amount of the liquid water was vaporized and transferred 
upward in the form of vapor. For a given soil depth, the liquid and vapor fluxes in the spring 
and summer months (March to August) tended to be larger than those in the fall and winter 
months (September to February).    
As shown in Figs. 4-2e and f, the pore air relative humidity (RHpa) was maximal around 
the 5 cm depth, at which the primary evaporation zone was located, but it was minimal at the 
soil surface, at which the downward flux of vapor was largest. Below 20 cm, the RHpa did not 
vary with soil depth for a given month. In contrast, the soil water contents in the summer 
months (June to August) had a primary peak at the 30 cm depth and a secondary peak at the 
10 cm depth, whereas, the soil water contents in the other months might either gradually 
increase with soil depth or had a peak at the 30 cm depth (Figs. 4-2g, h). As expected, for a 
given soil depth, the RHpa and soil water content in a wetter month tended to be larger than 
those in a drier month, while their relative magnitudes between such two months could be 
switched as a result of the upward/downward movements of vapor and liquid water. In the 
soils between the zero and 10 cm depth, the RHpa and soil water contents in the winter 
months tended to be larger than those in other months. The larger values of RHpa and soil 
water contents in winter months occurs because the vaporization process and liquid/vapor 
movement might become less active in winter, when the air and shallow-soil temperatures 








Table 4-1. The monthly water balance components as defined in Eq. (4-6).[1] 
Year Month Pm MPET MAE Change of Soil Water (mm)   Water Balance Component  



















2013 Jan 0.0 37.07 1.85 -0.44 -0.31 -0.35 -0.02 -0.01 -0.01 -1.14 -1.85 -0.72 
  Feb 1.1 38.26 2.79 -0.46 -0.65 -0.03 -0.05 -0.21 -0.19 -1.59 -1.69 -0.10 
  Mar 7.1 69.63 5.64 0.36 0.39 0.42 0.05 0.03 0.02 1.27 1.46 0.19 
  Apr 6.2 95.64 7.75 -0.26 -0.61 -0.09 -0.09 -0.04 -0.03 -1.13 -1.55 -0.42 
  May 19.7 144.88 13.76 1.30 1.04 1.32 0.81 0.62 0.34 5.44 5.94 0.50 
  Jun 22.3 173.35 26.00 -0.93 -0.88 -0.53 -0.41 -0.31 -0.46 -3.52 -3.70 -0.18 
  Jul 123.4 182.14 60.11 9.14 7.92 7.33 5.77 4.43 3.66 38.25 63.29 25.04 
  Aug 134.2 182.24 63.78 10.11 8.83 6.43 4.11 4.09 3.98 37.55 70.42 32.87 
  Sep 17.6 168.17 18.50 -0.33 -0.11 -0.12 -0.12 -0.12 -0.10 -0.89 -0.90 -0.01 
  Oct 12.2 101.61 8.94 0.95 0.88 0.67 0.55 0.46 0.34 3.85 3.26 -0.59 
  Nov 1.1 66.56 5.13 -1.19 -1.26 -0.34 -0.21 -0.31 -0.27 -3.58 -4.03 -0.45 
  Dec 0.0 57.91 3.76 -1.04 -1.20 -0.23 -0.04 -0.04 -0.03 -2.58 -3.76 -1.18 
  Total 344.9 1317.46 218.02 17.22 14.04 14.48 10.34 8.59 7.26 71.92 126.88 54.96 
2014 Jan 3.3 41.37 2.03 0.50 0.49 0.05 0.04 0.03 0.02 1.12 1.27 0.15 
  Feb 5.8 47.97 2.93 1.10 1.15 0.22 0.18 0.11 0.10 2.85 2.87 0.02 
  Mar 15.1 74.70 6.05 1.23 1.76 1.33 1.01 1.00 0.07 6.41 9.05 2.64 
  Apr 24.0 100.62 11.07 2.34 2.01 2.88 1.09 1.01 0.95 10.28 12.93 2.65 
  May 33.7 150.85 22.63 2.06 2.16 1.43 1.88 1.13 0.82 9.48 11.07 1.59 
  Jun 51.6 178.80 39.34 2.61 3.30 2.58 1.32 1.22 0.99 12.02 12.26 0.25 
  Jul 147.7 227.81 75.18 10.44 8.44 6.17 5.56 3.21 2.22 36.04 72.52 36.48 
  Aug 178.5 231.29 83.26 15.89 10.48 8.32 6.99 2.90 2.11 46.69 95.24 48.54 
  Sep 22.9 174.03 20.88 0.90 0.76 0.77 0.32 0.12 0.09 2.96 2.02 -0.95 
  Oct 32.4 105.97 9.54 4.57 3.33 2.21 2.13 1.31 1.95 15.51 22.86 7.35 
  Nov 3.5 70.66 4.52 -0.18 -0.11 -0.32 -0.12 -0.10 -0.08 -0.92 -1.02 -0.10 
  Dec 2.1 62.81 3.20 -0.10 -0.11 -0.15 -0.22 -0.12 -0.11 -0.81 -1.10 -0.29 
  Total 520.6 1466.88 280.62 41.34 33.66 25.49 20.17 11.83 9.15 141.64 239.98 98.34 
[1] Pm: monthly precipitation; MPET:  monthly potential evapotranspiration; MAE:  monthly actual evaporation; Ibm:  monthly 
seepage out of the bottom of the entire modeled soil profile (i.e., at the soil depth of 120 cm); ΔSm: change of soil water in 
the layers. For changes of soil water and ΔSm, positive is gain and negative is loss. 



























































































































































































































































































































     On average across the two simulation years, the thermal liquid flux movement can be 
classified into three stages (Table 4-2). The first stage was from 0:00 to 6:00 am, during 
which the liquid flux was upward within the zero to 20 cm deep soils while it became 
downward within the soils below the 20 cm depth. The second stage was from 7:00 am to 
6:00 pm, during which the thermal liquid flux was downward within the zero to 10 cm deep 
soils while it was upward within the soils below the 10 cm depth. The third stage was from 
6:00 pm to 0:00 am, during which the liquid flux was upward within the zero to 20 cm deep 
soils while it tended to be downward within the soils below the 20 cm depth. The liquid flux 
provided water for vaporization at different depths, depending on the time of interest, and 
subsequent evaporation at the soil surface. Similarly, the thermal vapor flux movement can 
also be classified into three stages (Table 4-3). The first stage was from 0:00 to 9:00 am, 
during which the vapor flux tended to be upward regardless of the soil depth. The second 
stage was from 10:00 am to 3:00 pm, during which the vapor flux was downward within the 
zero to 10 cm deep soils while it became upward within the soils below the 10 cm depth. The 
third stage was from 4:00 pm to 0:00 am, during which the vapor flux tended to be upward 
regardless of the soil depth. The upward vapor flux at the soil surface was the actual 
evaporation rate, while the downward vapor flux at the soil surface and the 
downward/upward vapor fluxes below the soil surface contributed to pore air relative 
humidity (RHpa). The downward/upward vapor fluxes below the soil surface might occured 
because of downward thermal gradient (i.e., air temperature higher than soil temperature) 
between late morning and early afternoon, which tended to slow down the movement of 
vapor from the soils into the ambient atmosphere. In early morning and late afternoon and at 
night, the study site probably had an upward thermal gradient (i.e., air temperature lower than 









Annual Mean Thermal Liquid Flux qLT (cm d-1) in Eq. (2-2). 
 
0:00 am 3:00 am 6:00 am 9:00 am 12:00pm 3:00 pm 6:00 pm 9:00 pm 11:00pm 
2013 0 0.00619 0.00608 0.00532 0.00011 -0.00164 -0.00421 -0.00022 0.00041 0.00011 
 
5 0.00555 0.00409 0.00038 0.00027 -0.00314 -0.00674 -0.00022 0.00061 0.00712 
 
10 0.00677 0.00832 0.00978 -0.00012 -0.00912 -0.01220 -0.04560 -0.00003 0.00022 
 
20 0.00044 0.00923 0.01023 0.02340 0.03550 0.00722 -0.00676 -0.00022 0.00644 
 
30 -0.00333 -0.00056 -0.00012 0.02233 0.02109 0.02022 0.00444 -0.00324 -0.00399 
 
40 -0.00534 -0.00465 -0.00033 0.02244 0.00997 0.00895 0.00456 -0.00467 -0.00701 
 
50 -0.00432 -0.00421 -0.00222 0.00354 0.00067 0.00072 0.00022 0.00032 -0.00512 
 
60 -0.00003 -0.00044 -0.00033 0.00114 0.00043 0.00052 0.00011 0.00011 0.00030 
2014 0 0.00595 0.00632 0.00754 0.00031 -0.00664 -0.00052 -0.00024 0.00031 0.00067 
 
5 0.00446 0.00542 0.00412 0.00011 -0.02440 -0.03710 -0.00012 -0.00047 0.00712 
 
10 0.00850 0.00912 0.01210 0.01435 -0.03120 -0.03440 -0.03650 -0.00041 0.02130 
 
20 0.00021 0.00410 0.02210 0.02340 0.02330 0.00844 -0.00676 -0.01210 0.00855 
 
30 -0.00224 -0.00066 0.00541 0.02144 0.01010 0.01110 0.00567 -0.00546 -0.00524 
 
40 -0.00460 -0.00236 -0.00098 0.01211 0.00880 0.00777 0.00341 0.00534 -0.00675 
 
50 -0.00166 -0.00100 -0.00101 0.00612 0.00077 0.00083 0.00227 0.00041 -0.00678 
 
60 -0.00079 -0.00091 -0.00101 0.00221 0.00062 0.00081 0.00022 0.00031 0.00401 
[1] Positive is upward flux, while negative is downward flux.   
 




Annual Mean Thermal Vapor Flux qνT (cm d-1) in Eq. (2-3). 
 
0:00 am 3:00 am 6:00 am 9:00 am 12:00pm 3:00 pm 6:00 pm 9:00 pm 11:00pm 
2013 0 0.00990 0.01090 0.00980 0.01070 -0.00870 -0.01070 0.01876 0.01554 0.01321 
 
5 0.00987 0.00976 0.01230 -0.00010 -0.00660 -0.00066 -0.00976 0.01660 0.02220 
 
10 0.00675 0.00512 0.00444 -0.00008 -0.00065 -0.00053 -0.00099 -0.00033 -0.00180 
 
20 0.00087 0.00065 0.00023 0.00009 0.00010 0.00021 -0.00044 -0.00057 -0.00011 
 
30 0.00075 0.00055 0.00018 0.00003 0.00002 0.00002 0.00001 0.00002 0.00002 
 
40 0.00000 0.00000 0.00009 0.00009 0.00002 0.00000 0.00001 0.00001 0.00001 
 
50 0.00001 0.00001 0.00001 0.00007 0.00001 0.00000 0.00000 0.00001 0.00000 
 
60 0.00001 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
2014 0 0.01880 0.02220 0.01660 0.01110 -0.01110 -0.01390 0.02110 0.02120 0.02330 
 
5 0.01150 0.01170 0.01660 -0.00023 -0.00510 -0.00112 -0.01410 0.01660 0.03310 
 
10 0.00119 0.00221 0.00301 -0.00035 -0.00071 -0.00420 -0.00255 -0.00048 -0.00220 
 
20 0.00042 0.00027 0.00019 0.00003 0.00022 0.00017 -0.00033 -0.00041 -0.00017 
 
30 0.00051 0.00018 0.00022 0.00001 0.00002 0.00002 0.00002 0.00003 0.00001 
 
40 0.00003 0.00000 0.00005 0.00003 0.00001 0.00004 0.00000 0.00002 0.00000 
 
50 0.00002 0.00001 0.00000 0.00002 0.00000 0.00001 0.00000 0.00001 0.00000 
 
60 0.00001 0.00000 0.00000 0.00001 0.00000 0.00000 0.00000 0.00002 0.00000 




For a given dry (i.e., non-rainy) day, the peak evaporation rate occurred around 9:30 am 
in January to May and September to November, while it occurred around 1:00 pm in June to 
August and December (Fig. 4-3). The evaporation primarily caused decrease of water content 
in Layer 1 (i.e., the top 5 cm soils), indicating that this soil layer was the major evaporation 
zone before the peak time. After the peak time, the water content in Layer 1 kept on 
decreasing until it reached a minimum in late afternoon (i.e., around 2:00 to 3:00 pm), after 
which the water content started to increase. This indicates that Layer 1 might function as an 
evaporation zone before 9:30 am or 1:00 pm, depending on the month of interest, while it 
could function as a condensation/storage zone after 3:00 pm, regardless of the month of 
interest. In late afternoon, the thermal gradient might become upward positive, causing 
upward liquid/vapor fluxes from the deeper layers to replenish soil water in Layer 1. The 
upward vapor from the deeper soil layers might roughly compensate the evaporation at a 
given time, while some of the upward vapor could be condensed into liquid. The condensed 
liquid and the upward liquid from the deeper layers might be stored in Layer 1, causing the 
increase of water content in this layer. Such a process of evaporation, thermal upward 
fluxing, condensation, and storing might be the major characteristic of hydrologic cycle at the 
study site. The negligible fluctuation of water content in Layer 2 (i.e., the 5 to 10 cm soils) 
and Layer 3 (i.e., the 10 to 15 cm soils) indicates that the upward thermal liquid flux might be 
almost same as the vaporization rate in these two layers. Based on Tables 4-2 and 4-3, in late 
afternoon, the vaporization probably occurred around the 10 cm depth, below which the 
vapor flux was very small. As expected, for a given time, the evaporation rate was much 
higher on a day in June to September than in other months. 
For a given wet (i.e., rainy) day, the evaporation rate started to decrease from the 
inception of rain onward, reached a minimum value at the end of rain, and then started to 
gradually increase (Fig. 4-4). This elimination of evaporation rate that during rainfall event 
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indicates that the potential evapotranspiration might be greatly lowered, which in turn limited 
the actual evaporation (Fig. 4-1) though relatively more water could be available for 
evaporation. Because the soils at the study site are highly permeable, as indicated by the large 
saturated hydraulic conductivity of Ks = 650 cm d
-1 (Table 2-2), the rain water could quickly 
infiltrate into Layers 1 and 2, as indicated by the synchronic increase of water content in 
these two layers during raining. However, the water content in Layer 3 was almost constant 
and seemed not to be influenced by rain. That is, for most of the rainy days, the rainfall could 
more often replenish the top 10 cm soils most of the time, and might less often wet the deeper 
soils and recharge the shallow groundwater, which can be further verified by the negative or 
small positive changes of water content in the deeper layers as well as the negative or small 
positive values of percolation (Table 4-1).  The diurnal variations of evaporation rate and 
water content in a rainy day were mainly controlled by the rain pattern (i.e., timing, amount, 














       Fig. 4-3. Plots showing the simulated evaporation (ET) rate and water content in Layer 1 (SWC1), 
Layer 2 (SWC2), and Layer 3 (SWC3) on selected dry (i.e., non-rainy) days. Layers 1, 2, and 3 are 
defined as 0 to 5, 5 to 10, 10 to 20, 20 to 30, 30 to 40, and 40 to 50 cm soils, respectively. 










































































































































































































































































































































































































































































































































































































































Fig. 4-4. Plots showing the simulated evaporation (ET) rate and water content in Layer 1 (SWC1), Layer 
2 (SWC2), and Layer 3 (SWC3) on selected wet (i.e., rainy) days. Layers 1, 2, and 3 are defined as 0 


























































































































4.3. The Simulated Top Dry Soil Layer 
     As summarized in Table 2-1, the number of rainy days (i.e., precipitation events) at the 
study site was very small. In 2013, the 47 rainy days had a total precipitation of 344.9 mm, 
while in 2014, the 52 rainy days had a total precipitation of 520.6 mm. Regardless of the year, 
most of the events had a very small (< 5 mm) precipitation (Table 4-4), while a few of the 
events had a precipitation of larger than 20 mm. These few precipitation events might be able 
to replenish the soils below the 10 cm depth and contribute to the percolation in July and 
August as indicated by the relatively large (25 to 49 mm) positive values of Ibm (Table 4-1). 
As shown in Fig. 2-3, the heaviest rainfall occurred on 9 July 2014 with a total rainfall of 
55.6 mm, an average intensity of 1.22 mm h-1, and a maximum 1-h intensity of 10.53 mm h-1, 
whereas, the lightest rainfall occurred on 16 January 2014 with a total rainfall of only 0.2 mm 
and a minimum 1-h intensity of 0.1 mm h-1. Given that the rainfall intensity was much 
smaller than the soils’ saturated hydraulic conductivity Ks = 650 cm d
-1 = 271 mm h-1, no 



















































runoff was generated. Most of the precipitation events could slightly increase the water 
content of Layers 1 and 2 (i.e., the zero to 20 cm deep soils) (Fig. 4-5), which might be 
quickly evaporated once the events ended. 
As expected, the soil water content (SWC) increased with precipitation, in particular 
following a heavy rain event and in the top two layers. The SWC increase was dependent on 
antecedent soil moisture condition, number of non-rainy days between two events, and 
rainfall intensity. The SWC increase in the top two layers was relatively larger when the 
rainfall was greater than 20 mm and/or when two or more rainfall events occurred with a few 
of non-rainy days between them. On the other hand, the small rainfall events might only be 
able to wet the upper soil layers when a large portion of the soil moisture was lost to 
evaporation. Thus, the soil water in the deeper soils was mostly replenished by the few large 
precipitation events.  
 
 Table 4-4. Summary statistics of the precipitation events in the simulation years. 
Precipitation on 











< 5 34 141.6 28 59.5 
5-10 5 35.0 9 60.0 
10-20 4 47.1 5 65.6 
20-30 3 67.1 4 91.7 
30-40 0 0.0 4 133.3 
40-50 0 0.0 0 0.0 























































Fig. 4-5. Plots showing the replenishment of precipitation on water content in Layer 1 (SWC1), Layer 
2 (SWC2), and Layer 3 (SWC3) on the days of the simulation years 2013 and 2014. Layers 1, 2, and 
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The thickness (δ) and vertical position of dry soil layer (DSL) were dependent on 
antecedent soil moisture condition, the number of non-rainy days between two events, and 
















Fig. 4-6. Plots showing thickness, δ, of top dry soil layer (DSL) as influenced by precipitation. 
 
When the number of non-rainy days was larger, a top DSL might be formed and its 
thickness was also larger, whereas, when an event had a total rainfall of greater than 20 mm, 
the DSL was eliminated leading to an near-zero value for δ. For the small events with a total 
rainfall of less than 20 mm, at hourly or smaller time scale, a top wet soil layer (WSL) might 
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however, the top WSL disappeared and thus a top DSL was formed probably because the 
atmospheric evaporation demand (Fig. 4-1a) was much larger than the available water for 
evaporation. The thickness of DSL varied from zero to 30 cm, with a mean of 17 cm and a 
median of 20 cm. Because of the DSL, vaporization primarily occurred in the 10 to 20 cm 
deep soils. Using the mean values of a3 = 17.874 and a4 = 21.894 in Eq. (4-7), the retardation 
effect of DSL on soil water evaporation was estimated to be, REvfr = 71.5 to 82.7%, with a 
mean of 71.5% and a median of 75.4%. Based on Eq. (4-8), for the study site and if the DSL 
did not exist, the evaporation in 2013 could be 765 mm [= (218.02 mm) ÷ (1 - 71.5%)], 
which would be 547 mm (≈ 765 mm – 218.02 mm) more, while the evaporation in 2014 
could be 985 mm [= (280.62 mm) ÷ (1- 71.5%)], which would be 705 mm (≈ 985 mm – 
280.62 mm) more. The increase in evaporation rate without the DSL means that the DSL 
retarded the beneath moist soils from being further dried and thus it was beneficial for the 
fragile ecosystem. For the hypothetical situation that all precipitation would be evaporated 
and the entire vertical soil profile were saturated, without the retardation effects of the DSL, 
the depth of dry soils would be about 120 cm at the study site.        
4.4. Discussion 
 
       At the study site, the actual evaporation (AE) accounted for less than 15% of the 
potential evapotranspiration (PET). One reason is that the low (< 520 mm) annual 
precipitation lead to limited amount of water available for evaporation. For a given year, 
there were fewer than 60 rainy days, most of which had a daily precipitation of less than 20 
mm. Such a small amount of precipitation might just temporally increase the water content in 
the zero to 10 cm deep soils (Yao et al., 2013). Once the precipitation event ended, the 
replenished soil water could be quickly evaporated because of the very high PET (i.e., 
atmospheric evaporation demand). In addition, although the few (< 15) days with a daily 
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precipitation of larger than 20 mm could have a water content of larger than the wilting point 
Qr = 0.02 (Table 2-2) in the entire vertical soil profile, the water content in the zero to 10 cm 
deep soils could be lowered to be less than Qr within an hour or two if a non-rainy day 
followed the rainy day (Yao et al., 2013). Thus, a top dry soil layer (DSL) could be formed 
very quickly (Han and Zhou, 2013) and existed most of the days. 
Another reason is that the top DSL can retard the beneath soil water being vaporized to 
further satisfy the PET (Wang, 2015). For a given soil, its thermal conductivity decreases 
with decrease in water content (Andersland and Anderson, 1978; Farouki, 1981; Tarnawski 
and Leong, 2000; Ghuman and Jalota, 2006). The DSL had a water content of less than 0.02, 
at which the thermal conductivity became very small (< 0.1 W m-1 K-1), leading to much less 
solar radiation heat to be transferred into the beneath moist soils. As a result, the heat 
available for soil water vaporization was reduced and thus less soil water might be 
evaporated. In addition, the soil albedo, defined as the fraction of the incident radiation that is 
reflected from the surface (Dobos, 2003), increases exponentially decrease in water content 
(Sugathan et al., 2014). Because the DSL had a very low water content and thus a very large 
albedo (> 0.4), most of the incident radiation might be reflected back to the atmosphere, 
leaving much less radiation on the surface to be transferred downward into the soils. Further, 
while the thermal diffusivity (KTT in Eq. 2-4) is almost independent of water content (van 
Lier and Durigon, 2012), the vapor in the soils could not be transported upward through the 
DSL into the ambient atmosphere when the air temperature was higher than the soil 
temperature (i.e., there was a downward thermal gradient) (Bittelli et al., 2008). Because the 
thermal gradient is smaller for a greater DSL thickness δ, the retardation effect increases with 
the increase of δ, as indicated by Eq. (4-7).  
The study site had a top DSL (δ = 0 to 30 cm) most of the days and thus the hydrologic 
cycle (Fig. 1-1a) was dominated by Phase I evaporation. The DSL could have prevented 
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another 90 cm moist soils being dried, which was very beneficial for the fragile ecosystem. 
For a non-rainy day, the evaporation rate increased from early to late morning and then 
started to decrease until midnight. The variation of evaporation rate is mainly because the 
relative changes of air temperature and soil temperature resulted in thermal gradients with 
different magnitudes and directions. Afternoon, the water content in the zero to 10 cm soils 
tended to increase probably due to vapor condensation and upward movement of liquid water 
from the deeper soils. In contrast, for a rainy day, the evaporation rate was lower during 
raining than non-raining. The reduction of evaporation rate during raining can be attributed to 
the reduced atmospheric evaporation demand during raining as a result of an increased air 
humidity and a decreased air temperature. Once the rainfall event ended, the evaporation rate 
started to increase because of an increased atmospheric evaporation demand. For most of the 
rainy days, the rainfall was small (< 20 mm) and could only replenish the water content in the 
zero to 10 cm deep soils, whereas, for a few rain days, the rainfall was relatively large (> 20 
mm) and might replenish the entire vertical soil profile and recharge the shallow aquifer. 
During the growing season (May to September), the peak evaporation rate of soil water 
was determined to be 0.5 to 2.8 mm d-1, depending on the month of interest. The evaporation 
in May was lowest, whereas, the evaporation rate in July and August was highest. Given the 
study site was bare without any vegetation coverage, the evaporation was non-beneficial 
(Ursino et al., 2014). In order to protect the bare soils from being eroded by wind and sustain 
the fragile ecosystem, an appropriate vegetation coverage needs to be established. Herein, the 
basic requirement for the vegetation species is that they can survive in semiarid environment, 
have a root depth of less than 10 to 20 cm, and have a peak transpiration rate of less than 2.8 
mm d-1. The limitation of root depth will make sure that the DSL thickness will be increased 
after the vegetation coverage, while the limitation of maximum transpiration rate will make 
sure that such vegetation species will provide a very good protection for the bare soils and at 
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the same time will not consume more water than the existing non-beneficial evaporation. The 
example vegetation species can be Piptochaetium napostaense, Stipa tenuis, Pappophorum 
subbulbosum, and Artemisia (Distel and Fernández, 1987; Wu and Yang, 2013).        
4.5. Sub-conclusions 
      For the study site, the actual evaporation (AE) only accounted for about 15% of the 
potential evapotranspiration (PET) though AE could exponentially increase with increase of 
PET (R2 = 0.95). Such a low percentage can be attributed to: 1) limited water available for 
evaporation; and 2) retardation/repellent effects of top dry soil layer (DSL) on heat and vapor 
transfer. For a given study year, there were less than 60 rainy days, with a total precipitation 
of less than 520 mm and many non-rainy days between any two rainy days. More than 80% 
of the rainy days had a daily precipitation of less than 20 mm, which could just temporally 
replenish the water content in the zero to 10 cm deep soils and provide a small amount of 
water for evaporation. In addition, a 10 to 30 cm thick top DSL existed most of the days. The 
DSL reduced the heat available for vaporization of water in the beneath moist soils as well as 
the upward movement of vapor into the ambient atmosphere. Because of the DSL, another 90 
cm deep soils avoided being dried, which was very beneficial for the fragile ecosystem. 
Further, the 5 to 10 cm deep soils functioned as the evaporation zone most of the time, while 
the top 5 cm soils functioned as an evaporation zone in morning but as a condensation zone 
in late afternoon and at night. Moreover, a vegetation coverage needs to be established to 
protect the bare soils from being eroded by wind. The vegetation species should be able to 
survive in semiarid environment, have a root depth of less than 10 to 20 cm (the median 
depth of DSL), and have a peak transpiration rate of less than 2.8 mm d-1 (the peak non-






CONCLUSIONS AND GENERAL DISCUSSION 
 
5.1. Overall Conclusions 
    Various laboratory and field studies have been conducted to measure soil evaporation in water-
limited environment. However, most of the studies were for short-term and rarely measured 
vertical profiles of soil water content (SWC) and soil temperature, making it hard to determine 
dynamics of soil water and pore vapor as influenced by wetting-drying cycles. On the other 
hand, a few used mathematical models to reproduce the vaporization-condensation-movement 
dynamics observed in laboratory soil columns, without determining the dynamics of soil water 
and pore vapor within different soil layers. To fill this research gap, using a bare site (122°37ʹ30ʺ 
E, 43°20ʹ56ʺ N) located within the 51,700 km2 Horqin Sandy Land (HSL) (118°35ʹ to 123°30ʹ E, 
42°41ʹ to 45°15ʹ N) in north China as the test bed, this dissertation achieved the two specific 
objectives documented in detail in Chapters 3 and 4 and summarized as follows. 
Chapter 3 examined the temporal variations of SWC and pore air relative humidity (RHpa) at 
selected soil depths. The examination was done by using a HYDRUS-1D model that was 
calibrated and validated using the continuously measured 15-min data on climate and soil water 
in 2013 and 2014. Based on the results, the fluctuation of soil temperature tended to decrease 
with depth and that the surface soil temperature had a maximum diurnal variation. The soil 
temperature gradient, defined as the derivative of soil temperature in respect to vertical distance, 
was steepest at a depth of around 10 cm, indicating that at this depth, the heat exchange was most 
active and the primary vaporization occurred. For a non-rainy day, RHpa and SWC in the top 5 
cm soils tended to decrease with increase of atmosphere temperature (Tatm), attaining a minimum 





whereas, the RHpa tended to increase with increase of Tatm. In contrast, for a rainy day, the 
diurnal variations of RHpa and SWC in the top 10 cm soils were mainly controlled by the rainfall 
pattern and amount, with maximums at a time during the rain event. When the rainfall was small 
(< 20 mm), the SWC in the 5 cm soils was replenished only, whereas, when the rainfall was large 
(> 20 mm), the SWC in the zero to 10 cm or a deeper layer could also be increased. The 
maximum SWC in the 5 or 10 cm layer occurred during the rain event, while the maximum SWC 
in a deeper layer appeared sometime after the cease of the event, indicating the redistribution of 
soil water from infiltration. In addition to rainfall amount, another three factors, namely rainfall 
duration, initial soil moisture condition, and number of antecedent non-rainy days, also affect the 
SWC. The SWC was positively related to rainfall intensity, while once rain ceased it started to 
decrease very quickly because of soil water evaporation and redistribution. The SWC in the zero 
to 20 cm soils might noticeably increase when the amount of rainfall was larger than 20 mm 
and/or when two or more rainfall events occurred with few non-rainy days between them.  
Chapter 4 examined the dynamics of soil water evaporation. For most of the days, there was 
a top dry soil layer (DSL) with a vertical thickness of δ = 10 to 30 cm. Vaporization mainly took 
place within the soil mass between 5 and 10 cm and then the vapor diffused upward through the 
DSL into the ambient atmosphere. Thus, the 5 to 10 cm deep soils functioned as the evaporation 
zone most of the time, while the top 5 cm soils functioned as an evaporation zone in morning but 
as a condensation zone in late afternoon and at night. Because of the repellent/retardation effects 
of the DSL, less than 15% of the potential evapotranspiration (PET) could be satisfied and the 
moist soils (a thickness of about 90 cm) beneath the DSL were protected from being further 
dried. For a non-rainy day, the peak evaporation rate occurred around 9:30 am in January to May 





The evaporation primarily caused decrease of water content in Layer 1 (i.e., the top 5 cm soils), 
indicating that this soil layer was the major evaporation zone before the peak time. After the peak 
time, the water content in Layer 1 kept on decreasing until it reached a minimum in late 
afternoon (i.e., around 2:00 to 3:00 pm), after which the water content started to increase. The 
specific variation of the water content in Layer 1 indicates that Layer 1 might function as an 
evaporation zone before 9:30 am or 1:00 pm, depending on the month of interest, while it could 
function as a condensation/storage zone after 3:00 pm, regardless of the month of interest. For a 
rainy day, the evaporation rate started to decrease from the inception of rain onward, reached a 
minimum value at the end of rain, and then started to gradually increase. The decrease of 
evaporation rate during the rainfall indicates that during rainfall event, the potential 
evapotranspiration might be greatly lowered, which in turn limited the actual evaporation though 
relatively more water could be available for evaporation.  
For the study site, because a given year usually has less than 60 rainy days, with a total 
precipitation of less than 520 mm and many non-rainy days between any two rainy days and 
because more than 80% of the rainy days have a daily precipitation of less than 20 mm, which 
can just temporally replenish the water content in the zero to 10 cm deep soils and provide a 
small amount of water for evaporation, a vegetation coverage needs to be established to protect 
the bare soils from being eroded by wind. The vegetation species should be able to survive in 
semiarid environment, have a root depth of less than 10 to 20 cm (the median depth of DSL), and 
have a peak transpiration rate of less than 2.8 mm d-1 (the peak non-beneficial evaporation rate 
from the bare soils). 
5.2. General Discussion 





ecosystems of desert lands across the world, which are characterized by high solar radiation, 
prevalent and high-speed wind, low atmospheric humidity, and sporadic and low-magnitude 
precipitation. In desert environment, because the climatic evaporation demand is usually much 
greater than the available surface water, soil water is evaporated to meet the evaporation deficit. 
However, the evaporation process of soil water can be effectively retarded by the top DSL (with 
an albedo of 0.4 or larger), which can reflect much of incident solar radiation back into the 
atmosphere and thus reduce the heat to be transferred into the beneath moist soils. As a result, the 
moist soils can be protected by the top DSL from being further dried up. In the past decades, 
because of the incomplete understanding of the retardation role of such a DSL, trees had been 
planted as a malpractice to prevent dust winds and improve desert ecosystems. The roots of trees 
can penetrate through the top DSL into beneath moist soils to transpire a large amount of water, 
drying up the moist soils. As the growth of trees, the roots will penetrate into, and dry up, deeper 
moist soils, greatly increasing the thickness of dry soils. At some point, the moist soils will be 
buried by dry soils too deep to be reached by the roots and trees will start to die off, leading to a 
worse environment. Base on the dissertation results, it is recommend that native vegetation (e.g., 
Salsolar tragus), which have roots not penetrating into deep moist soils (i.e., a root depth of 
around 10 cm), do not transpire much soil water (< 2.8 mm d-1 transpiration rate), and can 
stabilize the top DSL, be planted to restore/protect desert ecosystems. Such vegetation have 
needle-shaped leaves with a very small leaf area index and can close their leaf stomata when 
water is not available for transpiration. Their roots can capture, store, and utilize soil water from 
sources of infiltration, capillary rise, and vapor condensation from the overlying air.   
Evaporation from bare sandy soils is the core component of the hydrologic cycle (dominated 





hydrology is likely to trigger land desertification and deteriorate the very sparse vegetation 
ecosystem (Daamen et al., 1993; Henwood, 1998; Wang and Melesse, 2006; Zhao et al., 2006; 
Zhai et al., 2007; Wang et al., 2010; Duan et al., 2011). For instance, the HSL, one of the most 
typical sandy lands in the world and historically part of the largest and most characteristic 
Eurasian grassland (Wang, 2015), has undergone severe desertification in recent decades (He et 
al., 2008; Wang et al., 2008): deserted land has reached 57.8% of Earth’s total area (Zhao et al., 
2004). This is primarily because inappropriate reclamation for agriculture (e.g., chisel plough 
tillage in fall) and overgrazing (Zuo et al., 2008) has adversely altered the natural hydrologic 
condition (Duan et al., 2011). As a result, such a region is losing biome productivity (Christensen 
et al., 2005) as well as incurring environmental problems such as more frequent dust storms of 
greater magnitude and frequency (Rooyen, 1998; Dey et al., 2004; Portnov and Safrielb, 2004; 
Takemi, 2005). Similar desertification-related issues exist all over the world (GEF and IFAD, 
2002; D’Odorico et al., 2013), including USA (Schwartz and Notini, 1994). Addressing these 
bioenvironmental problems requires that physical processes of soil evaporation (e.g., vapor and 
moisture advection/diffusion through variably-saturated soils) are accurately described (Philip 
and de Vries, 1957; Novak, 2010; Shahraeeni et al., 2012). Such regions are dominated by bare 
sandy soils that most of the time are covered by a thin (5 to 10 cm) top DSL (Duan et al., 2011), 
within which soil moisture is dominantly in vapor phase and soil water potentials are usually 
below -1.5 × 104 cm (Goss and Madliger, 2007). Such a DSL can have important vapor-flow-
resistance (VFS) effects on soil water evaporation rate and dynamic processes under natural 
conditions (Ahn et al., 2012; Shahraeeni et al., 2012). That is, the DSL can retard underlying 
soils from further drying. Hereinafter, the vapor flow resistance (VFR) effects are measured as 





understanding of the VFR effects is obviously needed but currently lacking (Liu et al., 2006). 
This dissertation was incited by Wang (2015) to quantify the VFR effects for a selected bare site 
in the HSL. However, to draw universal conclusions regarding VFR effects, the findings of this 







RECOMMENDATIONS FOR FUTURE RESEARCH  
 
      This dissertation was conducted on bare sandy soils at a single site in the Horqin Sandy Land 
(HSL) in north China. Further studies on a variety of soil types across the world are required to 
better understand effects of soil textures on progression of evaporation, timing of onset of 
subsurface evaporation with respect to the three evaporation phases (i.e., Phase I, II, and III) 
(Wang, 2015), and diurnal variation of soil water content and pore air relative humidity. In future 
studies: 
• Both field monitoring and mathematical modeling efforts need to be enhanced. 
• Water retention and hydraulic conductivity functions need to be revisited for very dry 
sandy soils. The existing functions are mainly related to Phase I and II evaporation, whereas, 
there are no plausible functions for Phase III evaporation and they need to be developed. 
• The functional relationships between soil water evaporation rate and dry soil layers 
(DSLs) thickness and density of evaporation zones (EZs), the ratio of total thickness of EZs 
within a soil profile to total thickness of DSLs, need to be investigated. 
• The existing empirical equations of soil surface resistance (sr) on soil water evaporation 
need to be modified to consider the vapor-flow-resistance (VFR) effect of DSLs in a simplest 
way. This will improve the accuracy of conventional mathematic models (e.g., Penman-
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This appendix includes the information related to the HYDRUS-1D model. The relevant digital 
files are available upon request from Dr. Xixi Wang at xxqqwang@gmail.com.  












Fig. A-1. The window for Main Processes modeled in this dissertation.  
 
 






Fig. A-3. The window for 























Fig. A-6. The window for selecting Soil Hydraulic Model. 
 
 







Fig. A-8. The window for defining Water Flow Boundary Conditions. 
 

















Fig. A-11. The window for specifying Metrological Parameters. 
 
 

















Fig. A-13. The window for Observation Nodes: Temperature. 
 

















Fig. A-17. The window for Profile Information: Water Flux.  
 
 


















Fig. A-19. The window for Bottom Flux. 
 






A.2. Model Input File 
HYDRUS-1D itself can handle unlimited number of records in the atmospheric file. However, its 
interface has an upper limit of the records. In this dissertation, the large-size atmospheric data 
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