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Abstract
This paper is a study of the complexity of optimization of continuous univariate functions using a fixed number of sequentially
selected function evaluations. The complexity is studied in the average case under a conditioned Wiener measure. We show that to
obtain an error of at most , on the order of log log(1/) log(1/) function evaluations are required.
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1. Introduction
In this paper we consider the problem of approximating the minimum of a continuous function using sequentially
chosen function evaluations. We suppose the function f to be optimized is defined on the unit interval, and that
we can evaluate f at a fixed number n of points. We start by choosing a point t1 ∈ [0, 1], and evaluate f (t1).
Based on that information, we next choose t2, evaluate f (t2), and so on. After choosing t1, t2, . . . , tn and evaluating
f (t1), f (t2), . . . , f (tn), we construct an approximation
A ( f (t1), f (t2), . . . , f (tn))
to the global minimum M = min0≤t≤1 f (t). We are interested in how hard it can be to approximate M .
We use a real number model of computation, as described for example in [4,1]. We suppose that an algorithm
executes on an “unlimited register machine with an oracle”, as described in [4]. Such a machine can compute exactly
with real numbers, store real numbers, and call an oracle to evaluate the function at a point. In this paper we are
concerned only with lower bounds on complexity, and we ignore the arithmetic cost and count only the number of
oracle calls.
A worst-case analysis can be used to obtain lower complexity bounds for restricted classes of continuous functions.
The Fibonacci search method [3] can be used when the function is known to have a unique local minimum. Then with
n function evaluations, the method brackets the minimum in a subinterval of width O (exp(−cn)), for a positive
constant c.
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It is of interest to understand how hard it is to approximate the minimum of a function that is only assumed
continuous. Let F denote our class of problem instances, which is the continuous real-valued functions defined
on [0, 1] which vanish at 0 and 1 (the latter assumption for convenience). Since F is infinite dimensional, we can
not parameterize an element f ∈ F with a finite set of numbers (as we could, for example, if F were a class of
polynomials). Thus instead of involving an element f directly into a computation, we use some partial information
N ( f ), in our case the values of f at n points. This type of problem is studied in the field of information based
complexity; see [6].
The worst-case error is not defined for the class F , since there are an infinite number of elements of F , with
arbitrarily small minima, that share the same values f (t1), . . . , f (tn). Instead of a worst-case analysis we consider an
average-case analysis with a probability with support equal to F . A natural measure to consider is the Wiener measure.
Under this measure, the sample functions f are nowhere differentiable, and so the algorithms must cope with irregular
functions. In this paper we use the Wiener measure conditioned on the boundary values of 0 at the endpoints of the
unit interval; this measure is also called the Brownian bridge.
Letting P denote the conditioned Wiener measure, we define the error after n function evaluations
en =
(∫
F
(A( f )− M( f ))2 dP( f )
)1/2
.
It was shown in [2] that for any sequence of algorithms {An}, where An uses n function evaluations and has average
error en ,
1
n
log (1/en)→ 0
as n →∞.
Our main result is an improved bound that holds for each n, not only asymptotically.
Theorem 1. There exist positive numbers α and β such that for all n ≥ 2,
en ≥ α exp
(
−β n
log(n)
)
.
2. Problem formulation
Throughout this paper we consider a deterministic algorithm that uses a fixed number n of function evaluations.
Such a method provides the following components. To start, a number t1 ∈ [0, 1] which is the location of the first
function evaluation. For each k = 2, . . . , n, a mapping
tk = tk ( f (t1), . . . , f (tk−1)) ,
giving the point tk ∈ [0, 1] at which the kth function evaluation is to be performed Finally, a mapping A : Rn → R,
with
A ( f (t1), . . . , f (tn))
providing our estimate of the function minimum based on all n function evaluations.
Let
Nn( f ) = ( f (t1), f (t2), . . . , f (tn))
denote the information known about f after all n function evaluations. Let F denote the Borel subsets of F endowed
with the uniform topology. For f ∈ F , let M = M( f ) = min{ f (t) : 0 ≤ t ≤ 1}, and let t∗ = t∗( f ) = inf{t : f (t) =
M}. Let P be the law of the Brownian bridge on F . This is the standard Wiener measure conditioned on the value at
1 being 0.
Let 1n = Mn − M , the difference between the minimum observed function value and the global minimum, where
Mn = min{ f (ti ) : 0 ≤ i ≤ n} is the minimum of the function values observed, and t0 = 0. The following theorem
bounds how fast the sequence {E1n} can approach zero.
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Theorem 2. There are positive numbers α, β such that for any algorithm using n ≥ 2 function evaluations,
E(1n) ≥ α exp
(
−β n
log(n)
)
.
It is shown in [2] that e2n ≥ c · (E(1n))2 for a number c > 0; therefore Theorem 1 follows from Theorem 2. The
remainder of the paper is devoted to proving Theorem 2.
3. Proof of Theorem 2
We consider an algorithm that uses information of cardinality n. Let
tn0 = 0 < tn1 < tn2 < · · · < tnn < 1 = tnn+1
be such that {tni : 1 ≤ i ≤ n} are the ordered observations; i.e., {tni : 1 ≤ i ≤ n} = {ti : 1 ≤ i ≤ n}. Set
tnL = max{tni : tni ≤ t∗}, tnR = min{tni : tni > t∗}.
Denote the linear interpolation between function values by
Ln(s) = t
n
i − s
tni − tni−1
f (tni−1)+
s − tni−1
tni − tni−1
f (tni ), t
n
i−1 ≤ s ≤ tni , 1 ≤ i ≤ n + 1. (1)
Conditional on the information Nn , for tni−1 < s < t
n
i f (s) has a Gaussian distribution with mean Ln(s) and
variance
(s − tni−1)(tni − s)
tni − tni−1
.
The conditional distribution of the minimum over [tni−1, tni ] is given by
P
(
min
tni−1≤s≤tni
f (s) ≥ y | Nn( f )
)
= 1− exp
(
−2
(
f (tni−1)− y
) (
f (tni )− y
)
tni − tni−1
)
(2)
for y ≤ min{ f (tni−1), f (tni )}; see [5]. Given Nn , the minima over distinct subintervals are independent. Therefore,
P (1n ≤ z | Nn( f )) = P
(
n+1⋂
i=1
{
min
tni−1≤s≤tni
f (s) ≥ Mn − z
}
| Nn( f )
)
=
n+1∏
i=1
P
(
min
tni−1≤s≤tni
f (s) ≥ Mn − z | Nn( f )
)
=
n+1∏
i=1
(
1− exp
(
−2
(
f (tni−1)− Mn + z
) (
f (tni )− Mn + z
)
tni − tni−1
))
.
Let
γn = e2E
(
1n
∣∣ Nn) .
By Markov’s inequality,
1− e−2 ≤ P (1n ≤ γn | Nn( f ))
=
n+1∏
i=1
P
(
min
tni−1≤s≤tni
f (s) ≥ Mn − γn | Nn( f )
)
=
n+1∏
i=1
(
1− exp (−2/ρni )) , (3)
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where
ρni =
tni − tni−1(
f (tni−1)− Mn + γn
) (
f (tni )− Mn + γn
) = ∫ tni
s=tni−1
ds
(Ln(s)− Mn + γn)2
. (4)
Notice that the inequality (3) implies that
max
i
ρni ≤ 1. (5)
Lemma 3. For each n ≥ 1,
log(n + 1) 1
n + 1
n+1∑
i=1
ρni ≤ 2. (6)
Proof. Let
ρn = 1
n + 1
n+1∑
i=1
ρni =
1
n + 1
∫ 1
s=0
ds
(Ln(s)− Mn + γn)2
. (7)
Since x 7→ log(1− e−2/x ) is concave for 0 < x ≤ 1 and 0 < ρni ≤ 1 by (5), we have that
1
n + 1
n+1∑
i=1
log
(
1− exp(−2/ρni )
) ≤ log (1− exp (−2/ρn)) ,
and so
1− e−2 ≤
n+1∏
i=1
(
1− exp (−2/ρni )) ≤ (1− exp (−2/ρn))n+1 .
This implies that
ρn ≤ −2
log
(
1− (1− e−2)1/(n+1)) ≤ 2log(n + 1) ∀n ≥ 1,
and so
log(n + 1)ρn ≤ 2. 
Of course, since (6) holds for each f , we also have
E log(n + 1) 1
n + 1
n+1∑
i=1
ρni ≤ 2. (8)
Let ν denote the joint distribution of (t∗,M), which is given by the density
dν(t,m) = (2/pi)1/2 m
2
[t (1− t)]3/2 exp
(
− m
2
2t (1− t)
)
dtdm, (9)
for t ∈ [0, 1],m ≤ 0; see [5]. Let Pt,m be a regular conditional probability for f given t∗ = t and M = m, and let
Et,m be the corresponding expectation. Thus for each B ∈ F ,
P(B) =
∫
[0,1]×(−∞,0]
Pt,m(B) dν(t,m).
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Fig. 1. Comparison of linear interpolation and conditional mean under Pt,m .
Conditioning on (t∗ = t,M = m),
E
n+1∑
i=1
ρni = E
∫ 1
s=0
ds
(Ln(s)− Mn + γn)2
=
∫
Et,m
∫ 1
s=0
ds
(Ln(s)− Mn + γn)2
dν(t,m)
=
∫
Et,m
∫
s∈[0,1]\[tnL ,tnR ]
ds
(Ln(s)− Mn + γn)2
dν(t,m)
+
∫
Et,m
∫
s∈[tnL ,tnR ]
ds
(Ln(s)− Mn + γn)2
dν(t,m). (10)
Under Pt,m ,
{ f (t + s)− m : 0 ≤ s ≤ 1− t} and { f (t − s)− m : 0 ≤ s ≤ t} (11)
are independent 3-dimensional Bessel bridges starting at 0 and ending at −m ≥ 0 (this is a path decomposition of a
Brownian motion at the point of global minimum due to Williams [7]). The conditional mean of the Bessel bridge is
larger than the linear interpolation, except for over the interval [tnL , tnR], where it is less; i.e., for s /∈ [tnL , tnR],
Et,m
(
f (s)
∣∣ Nn) ≥ Ln(s).
The inequality is from the convexity of the Euclidean norm and the fact that the 3-dimensional Bessel process is the
modulus of a 3-dimensional Brownian motion. The situation is depicted in Fig. 1, where the solid dots represent the
function values { f (ti )}, the solid line is Ln , and the dotted curves are the conditional expectation under Pt,m given
Nn .
Therefore, for s /∈ [tnL , tnR],
Ln(s)− Mn ≤ Et,m
(
f (s)
∣∣ Nn)− Mn ≤ Et,m ( f (s)− M ∣∣ Nn) ,
and so∫
Et,m
∫
s∈[0,1]\[tnL ,tnR ]
ds
(Ln(s)− Mn + γn)2
dν(t,m)
≥
∫
Et,m
∫
s∈[0,1]\[tnL ,tnR ]
ds(
Et,m
(
f (s)− M ∣∣ Nn)+ γn)2 dν(t,m). (12)
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Combining (10) and (12) then gives the inequality
E
n+1∑
i=1
ρni ≥
∫
Et,m
∫ 1
s=0
ds(
Et,m
(
f (s)− M ∣∣ Nn)+ γn)2 dν(t,m)
−
∫
Et,m
∫ tnR
s=tnL
ds(
Et,m
(
f (s)− M ∣∣ Nn)+ γn)2 dν(t,m). (13)
Since x 7→ x−2 is convex, we can apply Jensen’s inequality to the first integral in (13) to obtain
E
n+1∑
i=1
ρni ≥
∫ ∫ 1
s=0
ds(
Et,m ( f (s)− M)+ Et,m(γn)
)2 dν(t,m)
−
∫
Et,m
∫ tnR
s=tnL
ds(
Et,m
(
f (s)− M ∣∣ Nn)+ γn)2 dν(t,m). (14)
In the proof of Lemma 3.2 in [2] it is shown that∫
Et,m
∫ tnR
s=tnL
ds(
Et,m
(
f (s)− M ∣∣ Nn)+ γn)2 dν(t,m) ≤ c0 (15)
for a finite constant c0. Therefore,
E
n+1∑
i=1
ρni ≥
∫ ∫ 1
s=0
ds(
Et,m ( f (s)− M)+ Et,m(γn)
)2 dν(t,m)− c0. (16)
From [2], Lemma 5.2,
Et,m ( f (t + s)− m) ≤
(
1+ 2√2/pi)√s (17)
for 0 < s < t−1. A corresponding lower bound shows that, near the minimizer, the difference between the conditional
mean and the global minimum grows like the square root of the distance to the minimizer t (see Fig. 1). This will
allow us to bound the first integral in (14) from below with a function of Et,m(γn).
Lemma 4. There are positive numbers c1 and c2 such that∫ ∫ 1
s=0
ds(
Et,m ( f (s)− M)+ Et,m(γn)
)2 dν(t,m) ≥ c1 + c2 ∫ log( 1Et,m(γn)
)
dν(t,m).
Proof. Let u = max{t∗, 1− t∗} and y = −M . Then∫ 1
s=0
ds(
Et,m ( f (s)− M)+ Et,m(γn)
)2 ≥ ∫ u∧(u/y)2
s=0
ds(
(2
√
2/pi + 1)√s + Et,m(γn)
)2 by (17)
≥ 2(
2
√
2/pi + 1)2
(
log
(
1+
(
2
√
2/pi + 1)min (√u, u/y)
Et,m(γn)
)
− 1
)
≥ 2(
2
√
2/pi + 1)2 log
((
2
√
2/pi + 1)min (√u, u/y)
e Et,m(γn)
)
= 2(
2
√
2/pi + 1)2
(
log
(
2
√
2/pi + 1
)
+ log (min (√u, u/y))
+ log
(
1
Et,m(γn)
)
− 1
)
.
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Now ∫
log
(
min
(√
u, u/y
))
dν(t,m) = −
∫
log
(
max
(
1/
√
u, y/u
))
dν(t,m)
= −
∫
log
(
u−1/2max
(
1, y/
√
u
))
dν(t,m)
≥ −
∫
log
(√
2max
(
1, y/
√
u
))
dν(t,m) (since u ≥ 1/2)
≥ − log(2)
2
−
∫
log
(
1+ y/√u) dν(t,m)
≥ − log(2)
2
−
∫
y√
u
dν(t,m)
≥ − log(2)
2
−
∫
y√
t (1− t)dν(t,m)
= − log(2)
2
− 1√
2pi
,
where the last equation comes from (9). Therefore,∫ ∫ 1
s=0
ds(
Et,m ( f (s)− M)+ Et,m(γn)
)2 dν(t,m) ≥ 2(2√2/pi + 1)2
(
log
(
2
√
2/pi + 1
)
− 1− log(2)
2
− 1√
2pi
+
∫
log
(
1
Et,m(γn)
)
dν(t,m)
)
= c1 + c2
∫
log
(
1
Et,m(γn)
)
dν(t,m). 
We can now complete the proof of Theorem 2. By (6),
2 ≥ E log(n + 1)
n + 1
n+1∑
i=1
ρni
≥ log(n + 1)
n + 1
(∫ ∫ 1
s=0
ds(
Et,m ( f (s)− M)+ Et,m(γn)
)2 dν(t,m)− c0
)
by (15)
≥ log(n + 1)
n + 1
(
c1 + c2
∫
log
(
1
Et,m(γn)
)
dν(t,m)− c0
)
by Lemma 4. Therefore,∫
log
(
1
Et,m(γn)
)
dν(t,m) ≤ 2
c2
n + 1
log(n + 1) − c1 + c0 ≤
2
c2
n
log(n)
+ 2
c2
− c1 + c0.
By convexity of x 7→ log(1/x), Jensen’s inequality implies that
log
(
1
E(γn)
)
= log
(
1∫
Et,m(γn)dν(t,m)
)
≤
∫
log
(
1
Et,m(γn)
)
dν(t,m),
and so
E(γn) ≥ exp
(
− 2
c2
n
log(n)
− 2
c2
+ c1 − c0
)
= exp
(
−
(
2
√
2/pi + 1
)2 n
log(n)
− 2
c2
+ c1 − c0
)
.
J.M. Calvin / Theoretical Computer Science 383 (2007) 132–139 139
Since
E(γn) = e2E(1n),
the proof of Theorem 2 is complete.
Finally, we note that randomization can not improve the bound, as was remarked in [2].
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