Abstract. Choosing an encoding over binary strings is usually straightforward or inessential for computations over countable universes (like of graphs) but crucially affects already the mere computability of problems involving continuous data (like real numbers), and even more their complexity. We introduce, justify, and investigate 'linear admissibility' as condition for complexitytheoretically reasonable encodings of arbitrary compact metric spaces, quantitatively strengthening qualitative 'admissibility' due to Kreitz and Weihrauch (1985) : The Main Theorem of Computable Analysis asserts that a real function f is continuous iff there exists a continuous mapping on the Cantor space of infinite binary sequences translating codes (such as the signed-digit expansion) of real arguments x to codes of real values f (x). Generalizing this characterization to functions f : X → Y between arbitrary topological T0 spaces X and Y , [KW85] had identified the technical condition of admissibility as essential for any computably 'reasonable' encoding (called representation in Type-2 Computability Theory) of X's elements as infinite binary strings. We generalize the signed-digit representation of the real unit interval, having a modulus of continuity linear in the entropy, to arbitrary compact metric spaces X. We establish this representation to satisfy a carefully crafted quantitative refinement of the aforementioned qualitative admissibility: (i) its modulus of continuity is optimal, i.e., linear in the metric entropy; and (ii) it is maximal with respect to reductions that are metrically optimal in the same sense. The category of such representations is shown closed under countable Cartesian products generalizing the Hilbert Cube. And we deduce a tight quantitative correspondence between the modulus of continuity of functions f among compact metric spaces on the one hand and on the other hand those of code-translating mappings (known as realizers) on Cantor space.
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Theory studies and compares encodings, formalized as representations: partial surjective mappings ξ :⊆ C := {0, 1} N ։ X on Cantor space, that is, as infinite streams of bits [Wei00, §3] . Here, Kreitz and Weihrauch [KW85] have identified admissibility as central condition on 'reasonable' representations in that it makes the Main Theorem generalize [Wei00, Theorem 3.2.11]:
Fact 1 Let X and Y denote second-countable T 0 spaces, respectively equipped with admissible representations ξ and υ. A function f : X → Y is continuous iff it admits a continuous realizer, that is, a Cantor space endomorphism F : dom(ξ) ⊆ C → dom(υ) ⊆ C such that f • ξ = υ • F holds.
It is easy to see that precisely the continuous functions F on Cantor space are computable relative to -namely can be encoded into -some oracle. Refining these considerations and notions from qualitative computability to quantitative complexity constitutes a considerable challenge. Specifically, quantitative continuity translates between f and F in nontrivial ways: Recall [Wei00, Definition 6.2.6] that a modulus of continuity of a function f : X → Y between compact metric spaces (X, d) and (Y, e) is a non-decreasing mapping µ : N → N such that d(x, x ′ ) ≤ 2 −µ(n) implies e f (x), f (x ′ ) ≤ 2 −n . Lipschitz-continuous functions have moduli of continuity µ(n) = n + O(1), and vice versa; and Hölder-continuous functions have linear moduli of continuity µ(n) = O(n), and vice versa: see Lemma 7b) below.
Also it is naturally desirable that, like in the discrete setting, every computation of a total function f : X → Y admit some (possibly large but finite) worstcase complexity bound t = t(n); however already for the real unit interval X = [0; 1] = Y this requires the representation to be chosen with care [Wei00, Example 7.2.3]. Specifically, one wants its domain dom(ξ) ⊆ C to be compact [Sch95, Wei03, Sch04] :
Fact 3 Suppose (oracle) Type-2 Machine M computes some function F :⊆ C → C with compact dom(F ). Then M admits a bound t(n) ∈ N = {0, 1, 2, . . .} on the number of steps it makes before printing the n-th output symbol of the value F (x) regardless of the argumentx ∈ dom(F ).
Together with continuity, this requires ξ to map closed subsets of Cantor space to closed subsets of X -hence we cannot expect ξ to be an open mapping, as popularly posited in computability [Wei00, Lemma 3. and ν −1 (n) = min{m : ν(m) ≥ n} a semi-inverse, see Definition 5. The real unit interval has linear entropy (Example 8a) with linearly admissible signed-digit representation (Example 11); hence (b) and (c) indeed recover and generalize the classical real case. But let us first recall some standard notions from Type-2 Computability Theory:
X of the same compact space (X, d), written "ζ ξ", if there exists some continuous translation F : dom(ζ) → dom(ξ) from ζ-names to ξ-names of the same elements, that is, with ζ = ξ • F . A representation ξ :⊆ C ։ X of a topological space X is admissible iff (i) it is continuous and (ii) every continuous representation ζ :⊆ C ։ X is continuously reducible to ξ. c) A Type-2 Machine M is a Turing machine with dedicated one-way output tape and read-only input tape. It computes a function F :⊆ C → C in time t : N → N if, on every inputx ∈ dom(F ), the n-th symbol of F (x) appears after at most t(n) steps. For O ⊆ C, a Type-2 Machine with oracle O may make queries " x ∈ O" as part of its computation. d) Equip Baire space Z N ⊇ C with the metric β(x,ȳ) = 2 − min{n:xn =yn} We abbreviatex| <n := (x 0 , . . . x n−1 ) and
denotes a self-delimiting encoding of finite binary strings. e) Let ⌊r⌉ ∈ Z denote the integer closest to r ∈ R with ties broken towards 0: 
Motivation
Consider 'padding' a given representation ξ with some fixed strictly increasing ϕ : N → N in order to obtain a new representation ξ ϕ defined by ξ ϕ (x) := ξ (x ϕ(n) ) n forx = (x n ) n ∈ C. Then dom(ξ ϕ ) is compact whenever dom(ξ) is; but computing some (ξ ϕ , υ)-realizer now may require 'skipping' over ϕ(n) bits of any given ξ ϕ -name before reaching/collecting the same information as contained in only the first n bits of a given ξ-name when computing a (ξ, υ)-realizer: possibly increasing the time complexity from t to t • ϕ, definitely increasing its optimal modulus of continuity. On the other end computing a (ξ, υ ϕ )-realizer might become easier, as now as many as ϕ(n) bits of the padded output can be produced from only n bits of the unpadded one: possibly decreasing the time complexity from t to t • ϕ −1 , see Definition 5c) below.
In order to refine computability to a reasonable theory of computational complexity and in particular to rule out representations with excessive 'padding', the present work considers two quantitative refinements of qualitative admissibility formalized as Items (e) and (f) of the following definition:
Definition 5. a) The metric entropy of a compact metric space (X, d) is the non-decreasing integer mapping η = η X : N → N such that some 2 η(n) , but no 2 η(n)−1 , closed balls of radius 2 −n can cover X; see
Reg denote the set of all non-decreasing unbounded mappings ν : N → N.
The lower and upper semi-inverse of ν ∈ Reg are
⋆⋆ Regarding linear-time oracle computation, and as opposed to the model proposed in [KO14] , we suppose that the query tape and head is not altered by the query.
d) Extend Landau's class of asymptotic growth
to denote sequences bounded linearly/polynomially in, and/or after linearly/ polynomially growing the argument to, µ. Here id : N → N is the identity mapping. e) A representation ξ of the compact metric space (X, d) is linearly admissible iff (i) it has a modulus of continuity κ ≤ lin(η), i.e., not exceeding the entropy by more than a constant factor in value and argument, and (ii) to every representation ζ :⊆ C ։ X with modulus of continuity ν there exists a mapping F : dom(ζ) → dom(ξ) whose modulus of continuity µ satifies
it has a modulus of continuity κ ≤ poly(η), i.e., bounded polynomially in the entropy with polynomial argument, and (ii) to every representation ζ :⊆ C ։ X with modulus of continuity ν there exists a mapping F : dom(ζ) → dom(ξ) whose modulus of continuity µ satisfies µ • κ ≤ P(ν ).
In Item (d), lin(µ) and poly(µ) capture 'relative' asymptotics. They are transitive in that µ ≤ lin(ν) and ν ≤ lin(κ) implies µ ≤ lin(κ); and µ ≤ poly(ν) and ν ≤ poly(κ) implies µ ≤ poly(κ). In particular polynomial 'absolute' growth means poly(id) = P(id) = P(id); and linear means lin(id) = O(id) = O(id).
Of course Lipschitz-equivalence in (b) is Hölder-equivalence with exponent k = 1; and Hölder-equivalence means ν-equivalence for some ν ≤ O(id). According to Lemma 7d) below, any representation's modulus of continuity satisfies κ ≥ η, i.e., is bounded from below by the entropy; and Condition (i) in Definition 5e) and (f) requires a complexity-theoretically reasonable representation to be polynomially/linearly close to that optimum -which itself can be arbitrarily small/large according to Example 8e+f). The converse Condition (ii) in Definition 5e) and (f) similarly requires that µ • κ, easily verified as modulus of continuity of ξ • F , be 'close' to that of ζ. According to Lemma 6d) below,
Definition 5f) coincides with [KSZ16, Definition 18] and strengthens the computability-theoretically common Definition 4b) from [Wei00, Definitions 2.1.1+2.1.2]; while Definition 5e) in turn strengthens (f) from polynomial to linear.
Lemma 6. a) For µ ∈ Reg, µ −1 and µ −1 are again in Reg and
with equality in case µ is injective (necessarily growing at least linearly);
with equality in case µ is surjective (necessarily growing at most linearly). c) For ν, κ ∈ Reg it holds
Items (d+e) demonstrate that lin(µ) has nicer properties than poly(µ) -essentially because µ ∈ P(ν) bounds µ(n) in terms of not just ν(n) but additionally involves n, as necessary to capture Example 10 and Theorem 13: Only Theorem 14 then shows that one may indeed restrict to linear admissibility.
Proof (Lemma 6).
d) First suppose c = 0 and d = 1. Then
Finally in case a = 0 = c and b
Topology and Computation on Cantor Space
This subsection collects some well-known and easy properties of the quantitative notions from Definition 5 and their relation to (oracle) computation: Similarly proceeding from e on Y to e ′ ≥ κ e turns a modulus of continuity
where µ denotes a modulus of continuity of f . e) If F :⊆ C → C is (oracle) computable in time t, then n → t(n − 1) + 1 constitutes a modulus of continuity of F . Conversely to every continuous F :⊆ C → C with modulus of continuity µ there exists an oracle Type-2 Machine computing F in time O n + µ(n) .
In particular linear-time oracle computability corresponds to Hölder continuity.
In the N := t(n) steps the (oracle) Type-2 Machine M makes before printing the n-th symbol y n of outputȳ = F (x), it cannot have read more than symbols x 0 , . . . x N −1 of the inputx ∈ dom(F ). Therefore executing M, instead of of inputx, on inputx ′ with β(x,x ′ ) ≤ 2 −N +1 will result in the same first N steps and in particular output of the same n-th symbol y ′ n = y n :
For the converse consider the oracle
encoding the n-th symbol b shared by all F (x ′ ) with β x ′ , x 0 , . . . x µ(n)−1ȳ ≤ 2 −µ(n) . A Type-2 Machine equipped with this oracle can, on inputx ∈ dom(F ) and iteratively for each n ∈ N, for each m = 0, 1, . . . and each b ∈ {0, 1} repeatedly query the oracle for x 0 , . . . 
j is compact and has entropy η satisfying ∀n :
It generalizes the Hilbert Cube
The function (0; 1] ∋ t → 1/ ln(e/t) ∈ (0; 1] extends uniquely continuously to 0 and has an exponential, but no polynomial, modulus of continuity. e) Let X be a compact space with metric d ≤ 1 and entropy η. Then D(x, y) := 1/ log 2 2/d(x, y) ≤ 1 constitutes a topologically equivalent metric yet inducing entropy H(n) = η(2 n − 1). f ) Fix an arbitrary non-decreasing unbounded ϕ : N → N and re-consider Cantor space, now equipped with
This constitutes a metric, topologically equivalent to β = β id but with entropy η ϕ = ϕ −1 . g) Picking up on (c), let ξ j :⊆ C ։ X j have modulus of continuity κ j and fix some injective 'pairing' function
has modulus of continuity n → sup j<n j, κ j (n − j) .
Item (e) yields spaces with asymptotically large entropy; and Item (f) does similarly for small entropy -of a totally disconnected space.
Proof (Example 8).
Let H X (n) denote the least number of closed balls of radius 2 −n covering X, so that η X (n) = ⌈log 2 H(n)⌉. Let C X (n) denote the largest number of points in X of pairwise distance > 2 −n , also known as capacity. Then C X (n) ≤ H X (n + 1): To cover X requires covering the C X (n) points as above; but any closed ball of radius 2 −(n+1) can contain at most one of those points having distance > 2 −n . On the other hand H X (n) ≤ C X (n), since balls of radius 2 −n whose centers form a maximal set of pairwise distance > 2 −n cover X: if they miss a point, that must have distance > 2 −n to all centers, contradicting the set of centers being maximal with that property.
Also record ⌈s⌉ + ⌈t⌉ ≥ ⌈s + t⌉ ≥ ⌈s⌉ + ⌈t⌉ − 1 for all s, t > 0. c) Abbreviating
Real Examples
Let us recall, and analyze from the above new perspective, three common representations of the real interval: binary, Cauchy and signed-digit.
Example 9 (Binary Representation) The binary representation of the real unit interval
is 1-Lipschitz, i.e., has the identity id : N ∋ n → n ∈ N as modulus of continuity: coinciding with the entropy up to offset 1, i.e., optimal! However it is not (even qualitatively) admissible [Wei00, Theorem 4.1.13.6], does not admit a continuous realizer of, e.g., the continuous mapping
Example 10 (Cauchy Representation) Consider the binary encoding of nonnegative integers as mapping
The Cauchy representation of the real unit interval [0; 1]
. . bin(a n ) . . . : 2 n ≥ a n ∈ N, |a n /2 n −a m /2 m | ≤ 2 −n +2 −m i) has a quadratic modulus of continuity κ(n) := 2 · (n + 1) · (n + 2) but no sub-quadratic one and in particular is not Hölder-continuous. ii) To every partial function ζ :⊆ C → [0; 1] with modulus of continuity ν there exists a mapping F : dom(ζ) → dom(ρ) with modulus of continuity ν such that ζ = ρ • F holds. In particular ρ is polynomially admissible.
iii) To every m ∈ N and every r, r ′ ∈ [0; 1] with |r − r ′ | ≤ 2 −m−1 , there exist ρ-namesȳ r andȳ ′ r ′ of r = ρ(ȳ r ) and Note that here and as opposed to Definition 5, (ii) applies to not necessarily surjective ζ.
Proof. i) Record (Definition 4d) that 0 ≤ a n ≤ 2 n implies bin(a n ) ∈ {0, 1} * to have length between 1 and 2n + 1; and bin(a 0 ) . . . bin(a n ) has binary length between n + 1 and κ(n). Therefore perturbing a ρ-nameȳ of some r ∈ [0; 1] toȳ ′ with β(ȳ,ȳ ′ ) ≤ 2 −κ(n) will keep (the binary expansions of) a 0 , . . . a n unmodified and thus satisfies |ρ(ȳ) − ρ(ȳ ′ )| ≤ 2 −n . Hence κ(n) is a modulus of continuity. On the other hand consider the ρ-nameȳ of r := 3/4 with a n := 3 · 2 n−2 for n = 2 has bin(a n ) of length 2n − 1 and starts at bit position m<n (2m − 1) ≥ Ω(n 2 ); yet changing a ′ m :≡ 3 · 2 m−2 + 2 m−n for all m > n turns it into a ρ-nameȳ ′ of r ′ := r + 2 −n with β(ȳ,ȳ ′ ) ≤ 2 O(n 2 ) . So ρ has no sub-quadratic modulus of continuity. ii) We construct F : dom(ζ) → dom(ρ) as limit F (x) = lim n F n x| <ν(n+1) of a sequence of partial functions F n :⊆ {0, 1} ν(n+1) → {0, 1} <κ(n) which is monotone in that F n+1 x| <ν(n+2) contains F n x| <ν(n+1) as initial segment.
To every n and each (of the finitely many)x| <ν(n+1) withx ∈ dom(ζ), fix some r n = r n x| <ν(n+1) ∈ ζ x| <ν(n+1)
• C] ⊆ [0; 1]. Then givenx ∈ dom(ρ) and iteratively for n = 0, 1, . . . let F n x| <ν(n+1) := F n−1 x| <ν(n) • bin(a n ) , a n := ⌊r n ·2 n ⌉ ∈ {0, . . . 2 n } .
Since ν is a modulus of continuity of ζ, it follows
as |r n − a n /2 n | ≤ 2 −n−1 . Thus it holds |a n /2 n − r| ≤ 2 −n for r := ζ(x) since |r − r n | ≤ 2 −n−1 ; F (x) = lim n F n (x n ) = bin(a 0 ) . . . bin(a n ) . . . is a ρ-name of r; and fixing the first ν(n + 1) symbols ofx ∈ dom(ζ) fixes y := F n x| <ν(n+1) as well as (a 0 , . . . a n ) and therefore also (at least) the first n + 1 symbols ofȳ := F (x): hence F has modulus of continuity ν(n). According to Example 8a) it holds η(n) = n − 1; hence (i) and (ii) imply polynomial admissibility according to Definition 5f). iii) To r ∈ [0; 1] consider the ρ-nameȳ r := . . . bin(a n ) . . . ∈ C of r with a n := ⌊r · 2 n ⌉. For every m ∈ N, its initial segment bin(a 0 ) . . . bin(a m ) has binary length between m + 1 and κ(m); and, for every r ′ ∈ [0; 1] with |r − r ′ | ≤ 2 −m−1 , can be extended to a ρ-nameȳ ′ r ′ via a ′ m ′ := ⌊r ′ · 2 m ′ ⌉ for all m ′ > m. iv) Applying (iii) to m := ν(n), the hypothesis implies e f (r),
The Cauchy representation in Example 10 has modulus of continuity quadratic (i.e. polynomial), but not linear, in the entropy. This overhead comes from the 'redundancy' of the precision-n approximation a n /2 n of binary length O(n) superseding all previous a m /2 m , m < n. The signed-digit representation on the other hand achieves precision 2 −n by appending one 'signed' digitb n−1 ∈ {−1, 0, 1}, encoded as two binary digits (b 2n−2 , b 2n−1 ) ∈ {00, 01, 10} viab n−1 = 2b 2n−2 + b 2n−1 − 1, to the previous approximation up to error 2 −n+1 , yielding a modulus of continuity linear in the entropy:
Example 11 (Signed-Digit Representat.) The signed-digit representation
i) has modulus of continuity κ(n) = 2n, i.e., is Hölder-continuous. ii) To every partial function ζ :⊆ C → X with modulus of continuity ν there exists a mapping F : dom(ζ) → dom(σ) with modulus of continuity κ :
In particular σ is linearly admissible. iii) To every n ∈ N and every r, r ′ ∈ [0; 1] with |r − r ′ | ≤ 2 −n , there exist σ-namesȳ r andȳ ′ r ′ of r = σ(ȳ r ) and
dom(σ) ⊆ C → Y has modulus of continuity 2ν, then f has modulus of continuity ν.
Proof (Example 11).
i) In one worst case, changing (b 2m , b 2m+1 ) = 00 (encoding the signed digit −1) to (b ′ 2m , b ′ 2m+1 ) = 10 (encoding +1) for all m ≥ n changes the real number r from Equation (1) to r ′ = r + m≥n (2) · 2 −m−1 = r + 2 −n ; whilē b ′ agrees withb up to position 2n − 1: This asserts κ(n) = 2n to be a modulus of continuity and, in view of Example 8a), also Condition (i) of Definition 5e). ii) Similarly to the proof of Example 10, for every n and everyx| <ν(n+1) with x ∈ dom(ζ), consider the compact set ζ x| <ν(n+1) • C ⊆ [0; 1]: Having diameter ≤ 2 −(n+1) by the definition of ν, it is contained in [r n − 2 −n−2 ; r n + 2 −n−2 ] for r n := min ζ x| <ν(n+1) • C + max ζ x| <ν(n+1) • C /2 ∈ [0; 1]; hence |r n+1 − r n | ≤ 2 −n−2 . Now let r ′ 0 := 1 2 capture the constant term in Equation (1) such that |r 0 − r ′ 0 | ≤ 1 2 ; and for n = 1, 2, . . . inductively append one additional signed digit 2b 2n−2 + b 2n−1 − 1 =b n−1 := ⌊2 n · (r n − r ′ n−1
such that r ′ n := 1 2 + n−1 m=0b m · 2 −m−1 again satisfies |r n − r ′ n | ≤ 2 −n−1 and |r n+1 −r ′ n | ≤ |r n+1 −r n |+|r n −r ′ n | ≤ 3·2 −n−2 and |r−r ′ n | ≤ |r−r n |+|r n −r ′ n | ≤ 2 −n for r = ζ(x) ∈ ζ x| <ν(n+1) • C : Hence F (x) := (b 0 , . . . , b 2n−1 , . . .) is a σ-name of r, and the thus defined function F has modulus of continuity 2n → ν(n + 1).
iii) To r ∈ [0; 1] and n ∈ N consider signed digitsb 0 , . . . ,b n−1 ∈ {−1, 0, 1} with r − , and σ-nameȳ r ′ coinciding on the first 2n binary symbols. iv) Applying (iii) to n := ν(m), the hypothesis implies e f (r),
The signed-digit representation renders real addition computable by a finitestate transducer:
Starting off in state C, in each round #n = 0, 1, . . . it reads the next signed digits a n , b n ∈ {−1, 0, 1} in the respective expansions of real arguments x = n a n 2 −n and y = n b n 2 −n , and follows that edge whose first label agrees with a n + b n while outputting the second label c n−2 ∈ {−1, 0, 1} of said edge such that x + y = n c n 2 −n . The transducer works by storing for each state the accumulated value from previous input except those already output.
Concise Standard Representations
[Wei00, Definitions 3.2.2+3.2.7] define qualitative admissibility in terms of a standard representation which [Wei00, Lemma 3.2.5] shows to satisfy certain properties. Here we first recall from [KSZ16, Definition 15] the construction of a concise standard representation of any fixed compact metric space (X, d) that generalizes Example 10: For each n, fix a covering of X by ≤ 2 η(n) balls of radius 2 −n according to the entropy; assign to each ball a binary string a n of length η(n); then every x ∈ X can be approximated by the center of some of these balls; finally define a name of x to be such a sequence ( a n ) n of binary strings. Theorem 13 establishes that this representation is polynomially admissible, provided the balls' radius is reduced to 2 −n−1 . Subsection 2.1 improves the construction to yield a linearly admissible standard representation.
Definition 12. Let (X, d) denote a compact metric space with entropy η = η. For each n ∈ N fix some partial mapping ξ n :⊆ {0, 1} η(n+1) → X such that X = a∈dom(ξn) B ξ n ( a), 2 −n−1 −1 −1 , where B(x, r) = {x ′ ∈ X : d(x, x ′ ) ≤ r} denotes the closed ball around x of radius r. The standard representation of X (with respect to the family ξ n of partial dense enumerations) is the mapping
Note that Definition 5a) asserts such ξ n to exist. The real Example 10 is (almost) a special case of this definition with η [0;1] (n + 1) = n according to Example 8 and
Here we make all strings in dom(ξ n ) have the same length = η(n + 1): Using strings of varying length < η(n + 1) would additionally require encoding delimiters. The covering balls' radius being 2 −n−1 −1 −1 instead of 2 −n is exploited in the following theorem:
Theorem 13. i) The standard representation ξ of (X, d) w.r.t. (ξ n ) according to Definition 12 has modulus of continuity κ(n) := n m=0 η(m + 1). ii) To every partial function ζ :⊆ C → X with modulus of continuity ν there exists a mapping F : dom(ζ) → dom(ξ) with modulus of continuity µ = ν
In particular ξ is polynomially admissible. iii) To every m ∈ N and every x,
is a compact metric space and f : X → Y such that f •ξ : dom(ξ) ⊆ C → Y has modulus of continuity κ • ν, then f has modulus of continuity ν + 1.
Again (ii) strengthens Definition 5f) in applying to not necessarily surjective ζ.
In view of Lemma 6c), (iv) can be rephrased as follows: f • ξ with modulus of continuity ν implies f to have modulus of continuity 1 + κ −1 • ν. However (ii) is not saying that ζ with modulus of continuity ν • µ yields F with modulus of continuity n → ν(n + 1).
Proof (Theorem 13).
i) First observe that ξ is well-defined: as compact metric space, X is complete and the Cauchy sequence ξ n ( a n ) ∈ X therefore converges. Moreover ξ is surjective: To every x ∈ X and n ∈ N there exists by hypothesis some a n ∈ dom(ξ n ) with x ∈ B ξ n ( a n ), 2 −n−1 ; hence d ξ n ( a n ), ξ m ( a m ) ≤ 2 −n + 2 −m and lim n ξ n ( a n ) = x. Furthermore, a n has binary length η(n + 1); hence a 0 . . . a n has length κ(n) as above; and fixing this initial segment of a ξ-namex implies d ξ(x), ξ n ( a n ) ≤ 2 −n by Equation (2). ii) To every n and each (of the finitely many)x| <ν(n+1) withx ∈ dom(ζ), fix some a n = a n x| <ν(n+1) ∈ dom(ξ n ) such that
Then iteratively for n = 0, 1, . . . let similarly to the proof of Example 10,
This makes F (x) := lim n F n x| <ν(n+1) ∈ C well-defined with modulus of continuity κ : κ(n) → ν(n + 1). Moreover it holds F (x) ∈ dom(ξ) and ξ F (x) = ζ(x) since ξ n ( a n ), ξ(x) ∈ ζ x| <ν(n+1) • C ⊆ B ξ n ( a n ), 2 −n because ν is a modulus of continuity of ζ.
Finally observe η(n + 1) ≤ κ(n) ≤ (n + 1) · η(n + 1) ∈ poly(η); hence (i) and (ii) of Definition 5f) hold. iii) To x ∈ X consider the ξ-nameȳ
has binary length κ(m); and, for every
Improvement to Linear Admissibility
To generalize Definition 12, fix some unbounded non-decreasing ϕ : N → N and define a representation ξ ϕ of X (with respect to the family ξ n of partial dense enumerations) based on the subsequence ξ ϕ(n) of ξ n :
Intuitively, proceeding to a subsequence ξ ϕ(n) amounts to 'skipping' intermediate precisions/error bounds and 'jumping' directly from 2 −ϕ(n−1) to 2 −ϕ(n) . It formalizes a strategy implemented for instance by the iRRAM C++ library for Exact Real Computation [Mül01] which starts with ϕ(0) = 50 bits double precision and in phases n = #1, #2, . . . increases to ϕ(n) = ⌊ iii) To every m ∈ N and every x,
dom(ξ) ⊆ C → Y has modulus of continuity κ ϕ • ν, then f has modulus of continuity ν + 1.
Theorem 14. Let (X, d) denote a compact metric space of entropy η, equipped with partial mappings ξ n :⊆ {0, 1} η(n+1) → X such that X = a∈dom(ξn) B ξ n ( a), 2 −n−1 . There exists an unbounded non-decreasing ϕ : N → N such that the representation ξ ϕ from Equation (3) has modulus of continuity κ ϕ (n) ≤ 27 4 · η(n + 1) and κ ϕ (n) ≥ η(n + 1). In particular ξ ϕ is linearly admissible.
The proof of Theorem 14 follows immediately from Item d) of the following lemma, applied to c := 3/2 with η(n + 1) in place of η(n).
Lemma 15. Let η : N → N be unbounded and non-decreasing and fix c > 1. Then there exists a strictly increasing mapping ϕ : N → N such that it holds
Think of an infinite roll of toilet papers with numbers η(0), η(1), . . . printed on them. We shall cut this roll into appropriate runs from sheet #ϕ(m) to #ϕ(m + 1) − 1. Item a) asserts that integers on sheets within the same run differ by no more than factor c 2 . Items b) and c) formalizes that labels on consecutive runs grow at least exponentially.
Proof (Lemma 15). We will construct an infinite subset of N by picking elements one by one. Its elements in increasing order will then constitute the sequence ϕ. First, in case there exists x ∈ N such that ϕ(x) = 0, pick the largest such x. And pick all those x ∈ N satisfying 0 < ϕ(x) · c ≤ ϕ(x + 1).
Possibly we have picked only finitely many elements. Let m be the largest number picked so far. Pick x > m + 1 such that
Such x is guaranteed to exist so that we can choose. Now take m = x and repeat this process infinitely. We can mechanically check that conditions (b) and (c) are met now. What remains is to pick more numbers so that (a) be satisfied while maintaining (b) and (c).
We will pick some more numbers for each i ∈ N that fails condition (a). Suppose that i ∈ N fails (a). Denote for convenience a := f (i) + 1 and b := f (i + 1). There are two cases.
Case ii) Suppose that
ϕ(a) ∈ [c 2k+1 , c 2k+2 ) for some k. Pick x 1 , x 2 , · · · x k such that the followings hold for j = 1, 2, · · · , k:
It is now mechanical to check that all conditions (a), (b), and (c) are fulfilled now.
⊓ ⊔
Quantitative Main Theorem and Categorical Constructions
We can now establish the quantitative Main Theorem strengthening the classical qualitative one [Wei00, Theorem 3.2.11]. 
-realizer F with modulus of continuity ν, then f has modulus
The estimated moduli of continuity are (almost) tight: is linearly admissible for X × Y, max{d, e} . d) Fix (X j , d j ) of entropy η j and diameter between 1/2 and 1, j ∈ N. Let ξ j :⊆ C ։ X j be uniformly linearly admissible in that (i) it has modulus of continuity κ j (n) ≤ c + c · η j (c + c · n) and (ii) to every representation ζ j :⊆ C ։ X j with modulus of continuity ν j there exists a mapping F j : dom(ζ j ) → dom(ξ j ) with modulus of continuity µ j with µ j κ j (n) ≤ ν j (c+c·n) for some c ∈ N independent of j. Let a ξ-name of (x 0 , x 1 , . . . , x j , . . .) ∈ j X j be any infinite binary sequencē
such thatx (j) is a ξ j -name of x j . The thus defined representation ξ :⊆ C is linearly admissible for j X j , sup j d j /2 j . Herex| k:ℓ abbreviates the finite segmentx k , . . . x ℓ−1 ofx. 
by Lemma 6c+e) since η ≤ κ ′ ∈ lin(η) and θ ≤ λ ′ ∈ lin(θ) according to Definition 5e i) and Lemma 7d). b) As in (a) first suppose F is a (ξ, υ)-realizer of f with modulus ν, for ξ = ξ ϕ from Theorem 14 with modulus of continuity κ(n) ≤ O η(n + 1) and similarly υ with λ(n) 
. So our initial consideration implies f to have modulus
by Lemma 6c+e) since η ≤ κ ′ ∈ lin(η) and θ ≤ λ ′ ∈ lin(θ) according to Definition 5e i) and Lemma 7d). ⊓ ⊔
Proof (Theorem 18).
a) Theorem 14 asserts the first claim. For the second let ζ have modulus ν and ζ ′ have modulus ν ′ and ζ ′′ have modulus ν ′′ ; let
Finally,ξ M ζ is necessary according to Definition 5e ii); while any other representation ζ ′ Mξ M ζ sinceξ is admissible.
b) First considerξ = ξ ϕ the representation from Theorem 14 with modulusκ. By (iii), to every x, x ′ ∈ X with d(x, x ′ ) ≤ 2 −m−1 , there existξ-namesȳ x and y ′ x ′ of x =ξ(ȳ x ) and
. Now let ξ be linearly admissible with modulus κ. Then ξ = F •ξ for some ≤ κ • O 2 · max{µ, ν} −1 by Lemma 6h). d) Since X j has diameter between 1/2 and 1, w.l.o.g. η j (0) = 0 and η j (n) ≥ 1 for n ≥ 2 and w.l.o.g. κ j (0) = 0. X := j X j has entropy η(n) ≥ j<n η j (n − 1 − j) − ⌊n/2⌋ by Example 8c). On the other hand the initial segmentx (j) | 0:κ j (n−j) of a ξ j -namex (j) determines x j = ξ j x (j) up to error 2 −(n−j) w.r.t. d := d j /2 j ; and is located among the first κ 0 (n) + κ 1 (n − 1) + · · · + κ n (0) symbols of a ξ-name of (x j ) j according to Equation (4). Therefore (i) ξ has modulus of continuity κ(n) := j<n κ j (n − j); which is ≤ lin η(n) since κ j (n) ≤ c + c · η j (c + c · n) and η j (n) ≥ 1 for n ≥ 2 'covers' the ⌊n/2⌋. Regarding (ii), let ζ :⊆ C ։ X have modulus of continuity ν. The projection π j : X ∋ (x 0 , . . . , x j , . . .) → x j ∈ X j has modulus of continuity n → n + j since X is equipped with metric d = sup j d j /2 j . The representation ζ j := π j • ζ : dom(ζ) ⊆ C ։ X j thus has modulus ν j : n → ν(n + j). By hypothesis (ii) on ξ j , there exists a mapping F j : dom(ζ) → dom(ξ j ) whose modulus of continuity µ j satifies µ j κ j (n) ≤ ν j (c + c · n) such that it holds π j • ζ = ξ j • F j . Now let F := so that ζ = ξ • F . Moreover F j | 0:κ j (n−j) depends on the first µ j κ j (n − j) symbols of its argument; hence F has modulus of continuity µ with µ κ(n) = sup j<n µ j κ j (n − j) ≤ sup j<n ν j c + c · (n − j) = ν(c + c · n).
⊓ ⊔ 4 Conclusion and Perspective
We have constructed a generic representation ξ of any compact metric space (X, d) with optimal modulus of continuity, namely agreeing with the space's entropy up to a constant factor. And we have shown this representation to exhibit properties similar to the classical standard representation of a topological T 0 space underlying the definition of qualitative admissibility -but not under the quantitative perspective crucial for a generic resource-bounded complexity theory for computing with continuous data. In particular, with respect to such linearly admissible representations ξ and υ of compact metric spaces X and Y , the moduli of continuity of functions f : X → Y and their (ξ, υ)-realizers are linearly related up to composition with (the lower semi-inverse) of the entropies of X and Y , respectively. This provides a guide to complexity investigations over advanced spaces of continuous data, such as of integrable or weakly differentiable functions employed in the theory of Partial Differential Equations [Ste17] .
Remark 19 Our hypothesis on the metric spaces to be compact can be relaxed to uniformly bounded, but then the functions under consideration must be required uniformly continuous in order to have some modulus of continuity.
In order to strengthen our Main Theorem 16, namely to further decrease the gap between (a) and (b) according to Remark 17, we wonder: 
