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Abstract
This paper presents a variety of results on graph spectra. The number of main eigenvalues
of a graph is shown to be equal to the rank of an associated matrix. We establish a condition for
a graph to have exactly two main eigenvalues and then show how to evaluate them and their
associated eigenvectors. It is shown that the main eigenvalues and corresponding eigenvectors
of a graph determine those of its complement. We generalize to any eigenvalue a condition for
0 and −1 to be eigenvalues of a graph and its complement, respectively. Finally, we generalize
to non-simple eigenvalues a result on the components of an eigenvector associated with a
simple eigenvalue.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Throughout this paper, G is a simple graph with vertex set V (G) = {v1, v2, . . . ,
vn} and adjacency matrix A with eigenvalues λ1, λ2, . . . , λn. We denote by σ(G)
the set of eigenvalues of G. An eigenvalue is simple if its multiplicity is one and
main if it has an associated eigenvector the sum of whose entries is not equal to
zero. We denote by m(G) the number of main eigenvalues of G. Unless otherwise
specified, we assume that eigenvectors are normalized, that those which correspond
to an eigenvalue with multiplicity greater than one are selected so that at most one
has entries whose sum is non-zero; moreover, we take such a sum to be positive and
we order the eigenvalues of G so that the first m(G) are main.
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A graph with exactly one main eigenvalue is regular. Cvetkovic´ [3] proposed the
problem of characterizing graphs with exactly k main eigenvalues, k > 1. In Section
2, we prove that m(G) is equal to the rank of a walk-matrix associated with the graph
and use this fact to derive a simple criterion to determine whether a graph has exactly
two main eigenvalues, and if so, to evaluate them and their associated eigenvectors.
In Section 3, we present two results; a method to evaluate the main eigenvalues and
associated eigenvectors of the complement of a graph from that of the graph, and
second, a proof that −1 − λ cannot be a main eigenvalue of the complement of a
graph if λ is a main eigenvalue of the graph. We use the latter result to generalize to
any eigenvalue a result of Bell and Rowlinson [1] on the condition for 0 and −1 to be
eigenvalues of a graph and its complement, respectively. In Section 4, we generalize
to non-simple eigenvalues a result of Mukherjee and Datta [9] on the components of
an eigenvector of a simple eigenvalue.
2. The main spectrum of a graph
The walk-matrix of a graph G is defined by W(G) = (wij ), where wij is the num-
ber of walks in G of length j that start at vi, 1  i  n, 0  j  n− 1. If e denotes
the vector of all ones, then Ake, k  0, is the vector with ith entry equal to the num-
ber of walks of length k that start at vi . Thus, W(G) = [e, Ae, , A2e, . . . , An−1e].
Theorem 2.1. The rank of the walk-matrix of a graph G is equal to the number of
its main eigenvalues.
Proof. Let x1, x2, . . . , xm be orthonormal eigenvectors corresponding to the main
eigenvalues λ1, λ2, . . . , λm of G such that eTxi > 0 (i = 1, . . . , m). We can
then express e as a linear combination e =∑mi=1 cixi . Clearly, for j  0, Aj e =∑m
i=1 ciλ
j
i xi . Thus,
Span(e, Ae, A2e, . . . , An−le) ⊆ Span(x1, x2, . . . , xm),
and so rank(W(G))  m.
To complete the proof, we show rank(W(G))  m by proving e, Ae, . . . , Am−le
are independent. Let c1, c2, . . . , cm be constants and suppose that
∑m
j=1 cjAj−1e =
0. Taking the scalar product of this equation with xi , i = 1, . . . , m, and noting that
eTxi /= 0, we get
m∑
j=1
cjλ
j−1
i = 0, i = 1, . . . , m. (1)
Because the main eigenvalues are distinct, the m×m matrix of coefficients with
(i, j) entry equal to λj−1i is a non-singular Vandermonde matrix. Thus, Eq. (1) im-
plies cj = 0, j = 1, . . . , m. Hence, e, Ae, . . . , Am−1e are independent. 
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Remark 2.2. Let o(G) be the number of orbits into which the automorphism group
of G partitions V (G). Using group-theoretical arguments, Cvetkovic´ and Fowler [5]
have recently shown that m(G)  o(G). Theorem 2.1 strengthens this result in the
following sense. Let w(G) be the number of classes obtained when V (G) is parti-
tioned so that two vertices are in the same class if the corresponding rows of the walk-
matrix W(G) are equal. It was shown in [10] that w(G)  o(G). Thus, m(G) =
rank(W(G))  w(G)  o(G).
For a graph with m main eigenvalues, the vectors e, Ae, A2e, . . . , Ame are depen-
dent. The following lemma provides an explicit dependence relation.
Lemma 2.3. If λ1, λ2, . . . , λm are the main eigenvalues of G and P =∏mi=1(A−
λiI ), then P e = 0.
Proof. For i = 1, . . . , m let, xi be an eigenvector corresponding to the main eigen-
value λi. Write e as a linear combination e =∑mi=1 cixi . Then
P e =
m∑
i=1
ci
(
m∏
k=1
(A− λkI)
)
xi =
m∑
i=1
cixi
m∏
k=1
(λi − λk) = 0. 
Next, we derive a simple criterion for a graph to have exactly two main eigen-
values.
Theorem 2.4. Let u, v be two vertices of a graph G with unequal degrees d(u),
d(v), respectively. Let S(x) denote the sum of the degrees of the vertices adjacent to
x. Let
a = S(u)− S(v)
d(u)− d(v) and b =
d(v)S(u)− d(u)S(v)
d(u)− d(v) .
Then G has exactly two main eigenvalues if and only if A2e − aAe + be = 0.
Proof. Suppose A2e − aAe + be = 0. By Theorem 2.1, m(G) = rank(W(G))  2.
And since G is not regular, m(G) = 2.
Conversely, if G has exactly two main eigenvalues λ1 and λ2, then by Lemma
2.3 A2e − (λ1 + λ2)Ae + λ1λ2e = 0. Then, for any pair of vertices u and v with
unequal degrees, we have
S(u)− (λ1 + λ2)d(u)+ λ1λ2 = 0,
S(v)− (λ1 + λ2)d(v)+ λ1λ2 = 0,
from which we get
λ1 + λ2 = S(u)− S(v)
d(u)− d(v)
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and
λ1λ2 = d(v)S(u)− d(u)S(v)
d(u)− d(v) . 
Corollary 2.5. The main eigenvalues of a graph which has exactly two such eigen-
values are
λ1, λ2 = a ±
√
a2 − 4b
2
,
where a and b are as given in Theorem 2.4.
The following theorem presents a simple expression for the eigenvectors associ-
ated with the main eigenvalues of a graph.
Theorem 2.6. Let λ1, λ2, . . . , λm be the main eigenvalues of G. For i = 1, . . . , m,
let Pi = I if m = 1 and Pi =∏mj=1,j /=i (A− λj I) otherwise. Then Pie/|Pie| is a
unit eigenvector corresponding to λi.
Proof. By Lemma 2.3, (A− λiI )Pie = 0. We need to show Pie /= 0 to complete
the proof. We do that by noting that Pie is a linear combination of the independent
vectors e, Ae, . . . , Am−1e (see proof of Theorem 2.1) and that at least one coefficient
in the linear combination is not equal to zero. 
For graphs with exactly two main eigenvalues, the corresponding eigenvectors
have a simple form.
Corollary 2.7. If G is a graph with exactly two main eigenvalues λ1 and λ2, then
x1 = (A− λ2I )e(
(λ1 − λ2)eT(A− λ2I )e
)1/2
and
x2 = (A− λ1I )e(
(λ2 − λ1)eT(A− λ1I )e
)1/2
are normalized eigenvectors corresponding to λ1 and λ2, respectively.
Corollary 2.8. The smaller main eigenvalue of a graph which has exactly two main
eigenvalues is not greater than the minimum vertex degree.
Proof. In Corollary 2.7, if we take λ1 to be the largest eigenvalue of G, then x1
is the principal eigenvector of G, and so its components are non-negative. Now the
result follows from the fact that Ae is the vector of vertex degrees. 
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3. On the spectrum of the complement
We denote by PG(x) the characteristic polynomial of G. One way to express
PG(x) is
PG(x) =
n∏
i=1
(x − λi). (2)
The characteristic polynomial of the complement G is determined by the eigenvalues
and associated eigenvectors of G as the following result [4, p. 167] shows
PG(x) = (−1)nPG(−1 − x)
(
1 −
n∑
i=1
(eTxi )
2
x + 1 + λi
)
. (3)
If x is an eigenvector of G with eigenvalue λ such that eTx = 0, then x is also an
eigenvector of G with eigenvalue −1 − λ [7, Theorem 4]. In other words, the non-
main eigenvalues of G are determined by those of G. Using this fact, we can simplify
Eq. (3) so that it involves only the main eigenvalues of G and G, i.e.,
m∏
i=1
(x − λi) =
m∏
i=1
(x + 1 + λi)−
m∑
i=1
(eTxi )
2
m∏
j=1
j /=i
(x + 1 + λj ). (4)
Clearly, the main eigenvalues of G are determined by the main eigenvalues and as-
sociated eigenvectors of G. But we can say more. The following theorem is due to
Cvetkovic´ [2, Theorem 2.12].
Theorem 3.1. Suppose that λk is a main eigenvalue of G. Then −1 − λk cannot be
a main eigenvalue of G.
Proof. By evaluating Eq. (4) at −1 − λk, we have
m∏
i=1
(−1 − λk − λi) = −(eTxk)2
m∏
j=1
j /=k
(λj − λk) /= 0.
Hence, for i = 1, . . . , m, i /= −1 − k. 
Corollary 3.2. Suppose that λ is a simple main eigenvalue of G. Then −1 − λ /∈
σ(G).
The following result generalizes Bell and Rowlinson’s condition [1, Theorem 1]
for 0 and −1 to be eigenvalues of G and G, respectively.
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Theorem 3.3. Let λ ∈ σ(G). Then −1 − λ ∈ σ(G) if and only if eTx = 0 for some
eigenvector x of G corresponding to the eigenvalue λ.
Proof. Sufficiency follows from the comments of the second paragraph of this sec-
tion. To prove necessity, assume that −1 − λ ∈ σ(G) and note that it cannot be sim-
ple and main as that would, by Corollary 3.2, entail that λ /∈ σ(G). Thus, G has an
eigenvector x corresponding to −1 − λ such that eTx = 0 and as already noted, x is
also an eigenvector of G corresponding to λ. 
Next, we present the main result of this section that the main eigenvalues and
associated eigenvectors of the complement G are recoverable from those of G.
Theorem 3.4. Let λ1, λ2, . . . , λm be the main eigenvalues of G and x1, x2, . . . , xm
a corresponding set of orthonormal eigenvectors. Let E be the m×m matrix whose
(i, j) element is eTxieTxj . Let M = E − I − diag(λ1, λ2, . . . , λm). The eigenvalues
of M are precisely the main eigenvalues of G. Furthermore, if c = (c1, c2, . . . , cm)T
is an eigenvector that corresponds to an eigenvalue µ of M, then ∑mj=i cjxj is an
eigenvector of G corresponding to µ.
Proof. Let λ be a main eigenvalue of G with corresponding eigenvector x. Since
any eigenvector x of G such that eTx = 0 is also an eigenvector of G and vice-versa,
the respective spaces spanned by the eigenvectors of G and G that sum to zero are
identical. Equivalently, the eigenvectors associated with the main eigenvalues of G
span the same space as that of G. Thus, we can express x as a linear combination x =∑m
j=1 cjxj . Hence Ax =
∑m
j=1 cjλjxj . If J denotes the matrix of all ones and A the
adjacency matrix of G, we can also write Ax = (J − I − A)x = Jx − (1 + λ)x. By
combining the two expressions we get
Jx = (eTx)e =
m∑
j=1
cj (λj + 1 + λ)xj .
Taking the scalar product of both sides with xi , i = 1, . . . , m, we obtain
eTxeTxi =
m∑
j=1
eTxie
Txj cj
= ci(λi + 1 + λ), i = 1, . . . , m. (5)
In matrix form, the set of equations represented by (5) is
(E − I − diag(λ1, λ2, . . . , λm))c = λc,
where c = (c1, c2, . . . , cm)T. Thus, λ is an eigenvalue of E − I − diag(λ1, λ2, . . . ,
λm) with corresponding eigenvector c. 
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4. Results on eigenvector components
Let Gj denote the graph obtained from G by deleting vertex vj and all edges
incident with it. Mukherjee and Datta [9] proved that if λ is a simple eigenvalue of
G with a corresponding eigenvector x = (x1, x2, . . . , xn)T, then
x2j =
PGj (λ)
P ′G(λ)
, j = 1, . . . , n. (6)
One of the referees pointed out that Li and Feng [8] proved this result for the largest
eigenvalue of a connected graph. In this section, we generalize Eq. (6) to non-simple
eigenvalues.
Suppose that λ1, λ2, . . . , λd are the distinct eigenvalues of G. For i = 1, . . . , d,
let ri denote the multiplicity of λi. In this section, for a fixed i, let {x1, . . . , xri } be an
orthonormal basis for the eigenspace associated with λi. Let e1, e2, . . . , en constitute
the standard orthonormal basis of Rn. We denote by eij the orthogonal projection of
ej onto the eigenspace of λi, that is, eij =∑rik=1(eTj xk)xk. Let αij = |eij |. Clearly,
if xk = (xk1, xk2, . . . , xkn)T, then
α2ij =
ri∑
k=1
(eTj xk)
2 =
ri∑
k=1
x2kj .
Although αij is only the cosine of the angle between ej and eij , the numbers αij ,
i = 1, . . . , d, j = 1, . . . , n, have come to be known as the angles of G [6, Chapter
4].
Note that if ri = 1, then λi has one associated eigenvector, say x = (x1, x2, . . . ,
xn)
T, and so, in this case α2ij = x2j .
Theorem 4.1. Let G be a graph and λi (i = 1, . . . , d) be an eigenvalue of G with
multiplicity ri . Then the square of the angle αij is given by
α2ij = ri
PGj (x)
P ′G(x)
∣∣∣∣∣
x=λi
, j = 1, . . . , n,
where the right-hand side is evaluated after the cancellation of terms common to
PGj (x) and P ′G(x).
Proof. If we write PG(x) =∏dk=1(x − λk)rk , then
P ′G(x) =
d∑
k=1
rk
PG(x)
x − λk . (7)
As noted in [6, Eq. (4.2.8)],
PGj (x) = PG(x)
d∑
k=1
α2kj
x − λk . (8)
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Letting Tk(x) =∏dq /=k(x − λq), we derive from (7) and (8)
PGj (x)
P ′G(x)
=
∑d
k=1 α2kj Tk(x)∑d
k=1 rkTk(x)
. (9)
To complete the proof, we cancel the factors that are common to PGj (x) and P ′G(x)
in (9) and noting that Tk(λi) /= 0 only if i = k, evaluate both sides at x = λi. 
Remark 4.2. If λ is a simple root of PG(λ), then P ′G(λ) /= 0. Thus, Eq. (6) is a
corollary of Theorem 4.1.
Remark 4.3. Mukherjee and Datta [9] make the claim, “If the factor x − xj occurs
(p − 1) times in the highest common factor (HCF) of P(G− vi; x) for all i, then xj
is an eigenvalue of G with p-fold degeneracy”. However, this is true only if p > 2.
An eigenvalue that is simple for each vertex-deleted subgraph of G is not necessarily
an eigenvalue of G. Only if it is, is Mukherjee and Datta’s assertion true for p = 2.
For example, if n  2, then n− 2 is an eigenvalue of Kn−1 but not of Kn.
Theorem 4.4. If λ is a simple eigenvalue of a graph G, then there is at least one
vertex-deleted subgraph Gj such that λ /∈ σ(Gj ).
Proof. First, note that P ′G(λ) /= 0. Suppose that x is an eigenvector associated with
λ. Since x has at least one non-zero component, Eq. (6) ensures that λ is not an
eigenvalue of at least one vertex-deleted subgraph of G. 
Corollary 4.5. If λ is a simple eigenvalue of each vertex-deleted subgraph of G,
then it cannot be a simple eigenvalue of G.
5. Concluding remarks
A variety of results have been presented. The results on main eigenvalues pre-
sented in Section 2 are useful to the problem of characterizing graphs with a given
number of main eigenvalues. If one requires to evaluate the eigenvalues and eigen-
vectors of a graph and its complement, Theorem 3.4 affords a computationally at-
tractive alternative for graphs with a smaller number of main eigenvalues. Section 4
generalizes a result (Eq. (6)) that is probably not as well known as it should be.
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