Abstract. In this paper, we construct second-order central schemes for multidimensional Hamilton-Jacobi equations and we show that they are nonoscillatory in the sense of satisfying the maximum principle. Thus, these schemes provide the first examples of nonoscillatory second-order Godunov-type schemes based on global projection operators. Numerical experiments are performed; L 1 /L ∞ -errors and convergence rates are calculated. For convex Hamiltonians, numerical evidence confirms that our central schemes converge with second-order rates, when measured in the L 1 -norm advocated in our recent paper [Numer. Math, to appear]. The standard L ∞ -norm, however, fails to detect this second-order rate.
1. Introduction. We consider the numerical solutions by second-order central schemes for the Cauchy problems of the Hamilton-Jacobi (H-J) equation with Hamiltonian H:
These equations arise mainly from such areas as the calculus of variations, optimal control theory, and differential games. Solutions of H-J equations are continuous and, in the generic case, form discontinuous derivatives in a finite time even with smooth initial conditions. Solutions with this kind of discontinuity are not unique. Therefore, analogous to conservation laws, it is necessary to introduce the concept of the entropy-like condition to facilitate the selection of a unique solution, which leads to the so-called viscosity solution. For convex Hamiltonians, the viscosity solution, characterized by a semiconcave stability condition, was first introduced by Kruzkov [Kr] . Indeed, such a viscosity solution coincides with the limit solution obtained by the vanishing viscosity method. For general Hamiltonians, the definition of the viscosity solution and the question of well-posedness (in L ∞ ) were formulated and systematically studied by Crandall, Evans, Lions, Souganidis, and many others [Li, CrLi83, CrEvLi, So] . There is an enormous amount of activity which is based on these studies, and for recent references to the theory viscosity solutions of H-J equations and their applications and for further literature on the subject, we refer the reader to [Ba, BaCr] .
We note that H-J equations are closely related to the conservation laws
Indeed, for one-dimensional H-J equations ϕ is the viscosity solution of H-J equation (1.1) with Hamiltonian H if and only if u = ∂ ∂x ϕ is the entropy solution of conservation laws (1.2) with flux f (u) = H( ∂ ∂x ϕ) and initial data u 0 = ϕ 0 [CoFaNa] . In the multidimensional case, however, this kind of one-to-one correspondence no longer exists. Instead, ∇ x ϕ satisfies a weakly hyperbolic system of conservation laws [Kr, JiXi] . In view of these arguments, we can think of viscosity solutions of the H-J equations (1.1) as primitives of entropy solutions for the conservation laws (1.2). Based on this idea, concepts used for conservation laws can be passed to H-J equations (e.g., [OsSh, LiSo, JiPe, JiXi, HuSh] ). In particular, convergence results for approximate solutions of convex consertvation laws can be passed to to multidimensioanl convex H-J equations, and in this context we turn to describe our recent work [LinTa] .
Turning to the framework of approximate solutions, we let {u } denote an arbitrary family of approximate solutions depending on a "small scale" . As examples we mention the the vanishing viscosity approximations with viscosity amplitude , e.g., [CrLi83, Kr] ; finite difference, finite element, and finite volume solutions based on grid-cells of size = ∆x, e.g., [Ab, CoFaNa, CrLi84, HuSh, JiPe, JiXi, KoMaSo, KuTa, OsSh, So] ; spectral methods depending on N = 1 modes, [Le] , etc. In [LinTa] we studied the L 1 -convergence of such approximate solutions, ϕ , for H-J problems with convex Hamiltonians. Our study is a multidimensional extension of the corresponding Lip theory for one-dimensional convex conservation laws developed in [Ta, NeTa92, NeTaTa] . We show that if {ϕ } is stable (in the sense of satisfying the semiconcavity property; consult (3.1) below), then, when measured in the L 1 -norm, one can explicitly estimate the error of such approximate solutions in terms of their truncation and initial errors, namely,
When applied to approximate solutions by vanishing viscosity method and Godunovtype schemes, we obtained an order-one error estimate in the L 1 -framework. In this paper, we extend the second-order nonoscillatory (Godunov-type) central schemes developed by Tadmor and his coworkers for nonlinear conservation laws [JiTa, NeTa90] to nonoscillatory central schemes for H-J equations, where we utilize their primitive relation indicated earlier.
The main feature of central schemes for conservation laws is simplicity since no (approximate) Riemann solvers and field-by-field decomposition are involved. Based on Godunov-type methods, central schemes consist of successive applications of a discrete projection operator-possibly even a nonlinear projections, followed by the exact evolution operator. This evolution operator is implemented by the finite volume method, which results in a projection operator based on cell averages. The Lax-Friedrichs (LxF) scheme is the forerunner of central schemes; it is based on a linear projection-piecewise constant interpolant. The second-order central schemes by Tadmor and his coworkers [NeTa90, JiTa] extend the LxF scheme using nonlinear projection-second-and high-order MUSCL-typed reconstructions [NeTa90, JiTa, LiuTa] . In this paper, we construct central schemes for H-J equations in a similar way. Carrying out the primitive relation indicated earlier, we note that cell averages in conservation laws corresponds to projection operator based on point-values in H-J equations.
To construct the first-order central schemes for H-J equations, we start with a point-value linear interpolant. This linear interpolant is then evolved exactly at the center of each cell, which results in a projection based on point-values rather than cell averages. Our schemes iterates between pointwise projection and evolution. We note that our central schemes are monotone and, hence, they converge in the L ∞ norm with rate O( √ ∆x), with ∆x denoting the meshsize [CrLi84] . Moreover, these central schemes were proved by the authors [LinTa] to be first-order in the sense of having L 1 -convergence rate of order O(∆x). Again, our central schemes are simple since no (approximate) Riemann solvers are involved. We note in passing that other approaches for the construction of approximate H-J solutions are available.
The second-order central schemes for H-J equations can be constructed in a similar way. Instead of a linear interpolant, we now start with a nonoscillatory quadratic interpolant. This quadratic interpolant is then evolved at an interior point of each cell by integrating the H-J equations in time. The time integration is further approximated by the midpoint rule, which results in a two-step scheme. Since our new scheme possesses a similar formula to Jiang and Tadmor's scheme for conservation laws, we are able to prove that this second-order scheme is nonoscillatory in the sense of satisfying the maximum principle, following the lines of [JiTa] . In particular, our schemes provide the first examples of nonoscillatory second-order Godunov-type schemes based on global projection operator. Numerical experiments are performed; L 1 /L ∞ -errors and convergence rates are calculated. The error analysis, confirmed by our numerical experiments for convex Hamiltonians, showed a second-order convergence rate of order O(∆x) 2 when measured in the L 1 -norm. This second-order rate is not detected when measured in the L ∞ -norm, which indicates that the L 1 norm, advocated in [LinTa] , is a more appropriate topology as a measure for convergence rate of approximate H-J solutions.
The paper is organized as follows. In section 2, we describe briefly the construction of second-order central schemes for conservation laws in [NeTa90, JiTa] . We then construct central schemes for the one-dimensional H-J equations in section 3.1 and the multidimensional cases in sections 3.2 and 3.3. In section 4, numerical simulations are performed. Errors and convergence rates are calculated in both L 1 -and L ∞ -frameworks for convex examples.
2. Central schemes for hyperbolic conservation laws. Before we construct central schemes for H-J equations, we first detour to a brief review on the construction of second-order central schemes for both one-and multidimensional conservation laws.
One dimension: The Nessyahu-Tadmor (NT) scheme [NeTa90] . For one-dimensional conservation laws, the second-order NT scheme is based on reconstructing a piecewiselinear (MUSCL-type) interpolant from the known cell averages at time t n ,
Here and below, w j denotes the discrete slopes, which results in an overall nonoscillatory scheme. A possible computation of these slopes is given by the family of discrete derivatives generalized by the Min-Mod limiter, consult [NeTa90] or see section 3.1 for details. Another more accurate candidate, the UNO limiter, can be found in [HaOs] .
This interpolant (2.1) is then evolved exactly in time, projected on the staggered cell-averages at the next time step, t n+1 , and approximated by the midpoint rule, resulting with the two-step predictor-corrector form,
The values, w n+ 1 2 j , given by formula (2.2) are evaluated by Taylor's expansion. The discrete derivatives of the flux, f j , can be computed, e.g., by f j = A n j w j , with A n j := A(w n j ) = f u (w n j ); alternatively, one can apply the Min-Mod limiter to each of the components of f . This componentwise approach is one of the main advantages offered by the central NT schemes over the corresponding characteristic decompositions required by upwind schemes-consult the discussion in [NeTa90] , [JiTa] .
Before we turn to the multidimensional case, we note that the second-order NT scheme, under the appropriate CFL limitation, satisfies the TVD property and a cell entropy inequality and, hence, converges to the exact entropy solution, at least in the genuinely nonlinear scalar case.
Multidimensions: The Jiang-Tadmor (JT) scheme [JiTa] . For simplicity, we illustrate the second-order JT scheme for two-dimensional conservation laws. As in the one-dimensional case, a piecewise-linear (MUSCL-type) interpolant is reconstructed from the calculated cell averages at time t n , w(x, y, t
, with χ j,k (x, y) := 1 I j,k denoting the characteristic function over the rectangular mesh I j,k , where each linear piece, p j,k (x, y), over I j,k is of the form
Here and below, the prime and back-prime notations, w j,k ∼ ∆x∂ x w, w j,k ∼ ∆y∂ y w, denote the discrete derivatives in the x-direction and in the y-direction, respectively. This reconstruction is then evolved in time, projected on the staggered cellaverages, and approximated by the midpoint rule to yield the staggered cell-average, w n+1 j+
As before, the missing midvalues, w 
Before we turn to the construction of central schemes for H-J equations, we note that the JT scheme is nonoscillatory in the sense of satisfying the scalar maximum principle [JiTa, Theorem 3.1] . 
Central schemes for H-J equations.
In the previous section, we used Godunov-type methods to construct central schemes for conservation laws. We evolve in a time step over a controlled volume by the finite volume method, which results in a projection operator based on cell average. Instead, when Godunov-type methods are used for H-J equations, we evolve in a time step and then project on an interior point which results in a point-value projection operator. As a main feature, for both conservation laws and H-J equations, our central schemes are simple since no (approximate) Riemann solver is involved. In section 3.1, we construct both first-and second-order central schemes for one-dimensional H-J equations. For the multidimensional cases, we constructed the first-order schemes in section 3.2 and the second-order schemes in section 3.3.
The one-dimensional case. First-order.
To construct a first-order central scheme for the one-dimensional H-J equations, we start with a continuous, piecewise linear interpolant using the known point values at time
This interpolant is then evolved exactly in time and projected at (x j+ 1 2 , t n+1 ), resulting in the following formula:
With a CFL restriction,
, the integrand is independent of time (at least for a short time step) and, hence, the above formula can be further simplified, leading to the following algorithm.
Algorithm 1 (One-dimensional first-order LxF scheme).
Second-order. For a second-order scheme, we start with a continuous piecewise
which is a second-order approximation of ϕ, (noting that
).) Again, ϕ j is the so-called numerical derivative; for example [NeTa90, JiTa, JLLOT] , one can choose any limiter from the following family of discrete derivatives parameterized with 1 ≤ θ ≤ 2:
Here MM denotes the Min-Mod nonlinear limiter:
As in the first-order case, this quadratic interpolant is evolved exactly in time and projected at (x j+ 1 2 , t n+1 ), resulting in the following:
With a CFL restriction, the integral on the right-hand side can be evaluated within second-order accurcy by the midpoint rule, yielding
2 ) can be further approximated by Algorithm 2 (One-dimensional second-order central scheme).
Before we turn to the multidimensional case, we note that our second-order central scheme for H-J equations (1.1) admits a similar form to the NT scheme (2.2), (2.3) constructed in section 2 for one-dimensional conservation laws.
The multidimensional case.
For simplicity, we demonstrate our construction in the two-dimensional case. To approximate the H-J equation (1.1) by central schemes, we begin with the discrete grid-function, ϕ n jk , which represents the point-value at x j := j∆x, y k := k∆y and t = t n . The computational grid consists of cells C j+
). First-order. We begin with a continuous linear interpolation over each rectangular cell, C j+ ). With the CFL restriction, ∆t · max(
, we evolve this linear interpolant exactly over a short time period by integrating the H-J equation (1.1) and project at the next time t n+1 . The value of the point a at t n+1 is given by
∆y . is assigned to be the arithmetic mean of point-values evaluated at a and b, which results in the following first-order algorithm.
Algorithm 3 (Two-dimensional first-order LxF scheme [LinTa] ).
Remarks.
• The final scheme for mesh (B) reads
∆y .
• Our schemes constructed above are staggered in the sense that the computational grid at time t n+1 shifts half a grid-size in each direction. Staggered schemes simplify the interior computation (no upwind) at the expense that they may increase the difficulties of treating the numerical boundary conditions. However, staggered schemes can be converted into nonstaggered ones by using the reaveraging mechanism. Consult [JLLOT, LinTa] for details. Remark. On the convergence of the LxF schemes. In [LinTa] , we proved the convergence of the approximate solutions by the family of LxF schemes (Algorithm 3). For completeness, we briefly describe the main ideas here. The reader should consult [LinTa] for details. For a family of approximate H-J solutions, {ϕ }, which is semiconcave stable, i.e.,
we showed that the L 1 -error can be bounded by the truncation and initial errors; i.e., there holds
denote the piecewise linear Godunov-type approximate solution. When applied to Godunov-type schemes, the requirement of semiconcave stability may fail, however, due to the possible "nonconcave" jumps of the piecewise linear approximate solution ϕ = ϕ ∆x (x, y, t n ) at the interfaces. To circumvent this difficulty, we introduced the so-called "nearby" approximations, ψ ∆x , which are O(∆x) away from the computed solutions, ϕ ∆x . We then apply our L 1 -theory to semiconcave stable "nearby" approximation, resulting in the following theorem.
Theorem 3.1 (see [LinTa, Theorem 2.3] 
Then ϕ ∆x (·, t) converges to the exact viscosity solution ϕ(·, t), and for any fixed T , the following estimate holds:
We note that the semiconcave stable nearby approximation, ψ ∆x , can be constructed if the approximate Godunov-type solution, ϕ ∆x , satisfies the relaxed discrete semiconcave stability: if there exists
Indeed, we will demonstrate the construction of such a semiconcave stable nearby approximation in the appendix.
Equipped with these semiconcave stable nearby approximations, we proved the first-order convergence of the LxF schemes, stated in the following theorem.
Theorem 3.2 (see [LinTa, Theorem 3.1] 
3.3. Second-order central schemes. In this subsection, we design a secondorder central scheme, Algorithm 4, based on Godunov-type methods with a quadratic interpolant over each triangle. This quadratic interpolant is a multidimensional extension of the quadratic interpolant of the second-order central scheme for onedimensional H-J equations, Algorithm 2 in section 3.1.
For simplicity, we construct our scheme base on the mesh divided into NW/SE triangles shown in Figure 3 .2 (a). Similar argument applies to the NE/SW mesh. We first reconstruct a quadratic interpolant over each triangle, which results in
We recall that ϕ j,k and ϕ j,k are numerical derivatives. For example, following [NeTa90, JiTa, JLLOT] , we can choose ) is given by
and
, y k+ 1 4
). With the CFL restriction, ∆t · max(
, we evolve this quadratic interpolant exactly over a short time period by integrating the H-J equation (1.1) and projecting it at the time t n+1 . The value of the point a at t n+1 is given by
The average of the last two point values is only of first-order accurate approximation to the midcell value; to obtain a second-order scheme, we construct a quadratic interpolant on the segment connecting points a and b based on the point-values ϕ(a) and ϕ(b), i.e.,
where n = b−a |b−a| 2 and S is the second-order total differential of ϕ along n at the point c := ). Since S can be approximated using the data at the time t n level, we take is then given by this quadratic interpolant evaluated at the center point c, which results in the following second-order scheme.
Algorithm 4 (Two-dimensional second-order central scheme).
Our second-order central scheme, Algorithm 4, is a high-order extension of the firstorder staggered LxF scheme, Algorithm 3. We also note that our new scheme, Algorithm 4, admits a formula analogous to the two-dimensional JT scheme (2.4). Indeed, following the lines of the proof for the JT scheme, we obtain the following theorem.
Theorem 3.3. Algorithm 4 is nonoscillatory in the sense of satisfying the maximum principle. Namely, there exists a sufficiently small CFL number, C θ (e.g., 
), such that if the CFL condition is fulfilled,
Since ϕ j+1,k and ϕ jk cannot have opposite signs, thanks to Min-Mod limiters, their differences on the right of (3.5) does not exceed
The third difference on the right of (3.5), ∆ x ϕ j,k := ϕ j+1,k −ϕ jk , represents a "mixed" derivative (which allows for opposite signs); here we use the definition of the Min-Mod limiter, resulting in
Using (3.6) and (3.7) we obtain an upper bound on the midvalues difference in (3.5), which, in turn, enables us to upper bound the corresponding "flux" difference
Here and below, a := max u,v |H u (u, v)| and b := max u,v |H v (u, v) | denote the maximal speeds in the x-and y-directions.
We now return to the first term, I 1 , in (3.4): by (3.8), it does not exceed
Thus I 1 ≤ I 11 + I 12 + I 13 + I 14 , (3.9) where
In a similar manner we obtain We now conclude by regrouping similar terms in the last four bounds; specifically, we rearrange the summation of the last four bounds in (3.9)-(3.12), 
Our assertion concerning the convex combination, and hence the local maximum principle follows, provided the following inequalities hold:
Clearly, these inequalities are satisfied for a sufficiently small CFL number. For example, (3.13)-(3.14) hold provided max(λa, µb) does not exceed the largest root of 12κ 2 + 8κ − 1 = 0, which yields (3.3). Remark. Our proof holds for generalized Min-Mod limiters, MM(θ) with 1 ≤ θ ≤ 2, stated in section 3.1. In that case, α and β are replaced by θ 4 + λa(2 + θ · λa) and θ · λa · µb, respectively.
Remark. If the Hamiltonian also depends on spatial variables, the second-order scheme then reads as in the following algorithm.
Algorithm 5 (Two-dimensional second-order central scheme, variable coefficient).
where ϕ j,k , ϕ j,k and ϕ
are defined as above. Remark. On the convergence of the second-order schemes. The question of convergence in the second-order case, and in particular the issue of convergence rate, is more intricate than in the previous first-order setup. A key open problem in this context is the question of semiconcave stability. Assume that our second-order central (Godunov-type) scheme satisfies the discrete semiconcave stability (3.1). Then, there exists an admissible family of nearby "approximate" solutions, ψ ∆x , constructed in the appendix, and hence Theorem 3.1 holds. Namely, we find
Though the last error estimate is restricted to first-order rate, numerical evidence confirms a second-order convergence rate,
2 , which follows from the second-order consistency (
A proof for such second-order consistency for W 2,1 -solutions is open. We note that such a second-order consistency estimate, however, is expected for the class of piecewise smooth solutions [TaTa] . Indeed, in practice, one encounters only the subclass of W 2,1 piecewise solutions.
Numerical experiments for H-J equations.
In this section, we implement our schemes constructed in section 3 for both one-and multidimensional H-J equations. L 1 -and L ∞ -errors, and convergence rates are calculated and compared in subsection 4.1. Several examples solved by the second-order schemes are presented in subsection 4.2.
Convergence rate tests. Example 1 (one dimension)
. We first solve the one-dimensional periodic H-J equations: 
The exact solution can be found through the solution of the corresponding conservation laws after changing variables-consult Shu and Osher [OsSh] for details. For simplicity, we take α = 1. For the convex case, the singularity occurs at time t = 1/π 2 , and near this time for the nonconvex case. We calculate the order of the error under the discrete l 1 norm
Both the first-order scheme, Algorithm 1, and the second-order scheme, Algorithm 2, are used for this example. We recorded data at t 1 = 0.5/π 2 (before singularity) and t 2 = 1.5/π 2 (after singularity). L 1 -and L ∞ -errors and convergence rates are calculated and listed in Tables 1 and 2 for Algorithms 1 and 2, respectively. The resolution of numerical solutions are also presented in Figure 4 .1.
For both convex and nonconvex Hamiltonians, the results quoted in Table 1 show an L 1 -convergence rate of order O(∆x) for both before and after the formation of the singularity. At the same time, Table 1 also records the same order of L ∞ -convergence even after the formation of the singularity. The discrepancy between the optimal L ∞ -result of order O( √ ∆x) [CrLi84, So] and the result of Table 1 is similar to the discrepancy in the L 1 -error for convex conservation laws. Although the optimal result for conservation laws is of order O( √ ∆x), still, when computing with finitely many shock discontinuities, we find a convergence rate of order O(∆x) [TaTe, TaTa] . In particular, since all we can compute are solutions with finitely many singularities, we cannot distinguish between the convergence rates of first-order H-J solutions when measured either by L 1 -or L ∞ -norm-they both are of order O(∆x). Table 2 expected convergence rate of order O(∆x) 2 both before and after singularities occur, in contrast to a lower rate of convergence when measured in the L ∞ -norm. Our numerical evidence supports the L 1 -error estimates for the approximate solutions of convex H-J equations in the previous paper [LinTa] : The L 1 -norm is an appropriate measure for convergence rate problems of approximate solutions to convex H-J equations.
Example 2 (two dimensions). We solve the two-dimensional periodic H-J equations Under the transformation, ξ = 1 2 (x + y) and η = 1 2 (x − y), our test problem (4.2) becomes the one-dimensional problem in the ξ direction, (4.1) in Example 1. The exact solution, therefore, can be found through the solution of the corresponding one-dimensional conservation laws [OsSh] . We note that since we program in the (x, y)-coordinate system, this is a genuine two-dimensional problem.
As in the Example 1, the singularity occurs at time t = 1/π 2 for the convex Hamiltonian and near this time for the nonconvex case. The first-order scheme, staggered LxF schemes, Algorithm 3, referred as LxF , and the second-order scheme, Algorithm 4, are used in this example. We calculate the order of the error under the discrete l 1 -norm We recorded data at t 1 = 0.5/π 2 (before singularity) and t 2 = 1.5/π 2 (after singularity).
Errors and orders as measured in both L 1 -and L ∞ -norms, before and after the singularity, are listed in Table 3 . In Table 4 , we list the L 1 -and L ∞ -errors and orders for the numerical solutions by the second-order scheme, Algorithm 4. Resolution results are shown in Figure 4 .2.
The results quoted in Table 3 show both L 1 -and L ∞ -convergence rates of order O(∆x) for both before and after the formation of singularity. The discrepancy between the optimal L ∞ -result of order O( √ ∆x) [CrLi84, So] and the result of Table 3 is explained in Example 1: Since all we can compute are solutions with finitely many singularities, one can not distinguish between the convergence rates of first-order H-J solutions when measured either by L 1 -or L ∞ -norm-they both are of order O(∆x). Table 4 quotes the results for the second-order central scheme, Algorithm 4. Here the L 1 -measure of the error achieves the expected convergence rate of order O(∆x) 2 , in contrast to a lower rate of order O(∆x) when measured in the L ∞ -norm. Our numerical evidence supports the L 1 -error estimates for the approximate solutions of convex multidimensional H-J equations by the authors, [LinTa] : The L 1 -norm is more appropriate than the L ∞ -norm for convergence rate problems of H-J equations.
High-resolution.
Example 3 (one-dimensional). We solve a one-dimensional Riemann problem with a nonconvex Hamiltonian: Numerical simulation at t = 1.0 by the second-order scheme, Algorithm 2, is presented in Figure 4 .3. We found that our numerical solutions converge toward the viscosity solution when the spatial step ∆x becomes smaller. Without nonlinear limiters, numerical solutions may fail to converge to the viscosity solution; consult [HuSh] for details. Example 4 (two dimensions). We solve another Cauchy problem for a twodimensional H-J equation with a nonconvex Hamiltonian and a periodic boundary condition [OsSe, JiXi] :
x + ϕ 2 y + 1 = 0, 0 ≤ x, y ≤ 1.
ϕ(x, y, 0) = 0.25(cos(2πx) − 1)(cos(2πy) − 1) − 1, (4.4) Using the second-order scheme, Algorithm 4, we record data at t = 0.6 (after singularity) with mesh 50 × 50. The graph of the numerical solution is presented in Figure  4 .4. The kink singularity has been carefully studied in [JiXi] . Example 5 (two dimensions). We solve a two-dimensional nonconvex Riemann problem with fixed boundary condition [OsSh] : ϕ t + sin(ϕ x + ϕ y ) = 0, −1 ≤ x, y ≤ 1. ϕ(x, y, 0) = π(|y| − |x|), (4.5)
We compute up to t = 1.0 with mesh 50 × 50. The numerical resolution is presented in Figure 4 .5.
Example 6 (variable two dimensions). We solve the following problems related to control optimal cost determination [OsSh, JiPe] : The Hamiltonian depends on not only ∇ϕ but also (x, y) . In this problem, the most interesting quantity is the optimal solution sign(ϕ y ), discontinuities-inderivative resolution [OsSh] . Numerical simulation by the second-order scheme, Algorithm 5, at t = 1.0 with mesh 50 × 50 is presented in Figure 4 .6. 5. Appendix: Construction of nearby approximations. Here, we construct a nearby approximate solution like the one described in Theorem 3.1. We start with one-dimensional case.
Given grid-value ϕ j , we define the new half-integer grid-value u j+ 
}.
To obtain the quadratic interpolant, we integrate the above piecewise linear interpolant, u(x), from the far field, resulting in
where x lies in (x n , x n+1 ). We note that ψ(x n ) = ϕ n for all integer grid points, x n . Since ψ(x n ) is (one-side) differentiable, the semiconcave stability property may be checked by computing the difference of the left-hand side and right-hand side derivatives at each integer grid point. Thanks to the Max-Mod limiter, the difference is always nonnegative, which implies the semiconcave stability. We now turn to the multidimensional case. For simplicity, we demonstrate our construction on the NW/SE mesh. We first demonstrate our construction of a nearby approximation over a triangle, say C NW j,k with vertices (x j , y k ), (x j , y k+1 ), and (x j+1 , y k+1 ). Following the one-dimensional construction and the consistency with the grid-values at the vertices, we obtain, on the triangle C (x − x j )(y − y k+1 ).
