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Abstract
Rationale
For artificial intelligence-based image analysis methods to reach clinical ap-
plicability, the development of high-performance algorithms is crucial. For
example, existent segmentation algorithms based on natural images are nei-
ther efficient in their parameter use nor optimized for medical imaging.
Here we present MoNet, a highly optimized neural-network-based pancreatic
segmentation algorithm focused on achieving high performance by efficient
multi-scale image feature utilization.
Methods
We developed MoNet a shallow, U-Net-like architecture based on repeated,
dilated convolutions with decreasing dilation rates. The model was trained
on publicly available pancreatic computed tomography (CT) scans in the
portal-venous phase from the Medical Segmentation Decathlon (196 train-
ing and 85 validation scans) and tested for its out-of-sample generalization
performance by evaluating the Dice coefficient on 85 manually segmented
scans sourced from our institution’s picture archiving and communication
system (PACS). We compared the model’s Dice coefficient and inference
time against the standard architectures (U-Net and Attention U-Net).
Results
MoNet achieved a mean±STD Dice coefficient of 0.70 ± 0.1 on the inde-
pendent test data set (U-Net : 0.50 ± 0.2, Attention U-Net : 0.37 ± 0.6)
while utilizing 403, 556 parameters (U-Net : 31, 054, 145, Attention U-Net :
31, 753, 349). Mean±STD inference time was 14.88 ± 0.32s compared to
45.34± 1.77s for U-Net and 53.30± 0.53s for Attention U-Net.
Conclusion
We present an optimized neural network architecture for pancreatic segmen-
tation which provides performance competitive with the state-of-the-art on
out-of-sample data while utilizing fewer parameters and requiring a fraction
of inference time.
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Introduction
Pancreatic ductal adenocarcinoma (PDAC) is prognosticated to soon be-
come the second leading cause of cancer-related death worldwide because of
late diagnosis and diverse tumor biology [1]. Machine learning-based quan-
titative imaging workflows have demonstrated promising results in a variety
of oncologic imaging workflows, such as the detection or sub-classification
of lung [2] and breast [3] cancers in imaging data. Arguably, successes have
been driven in part by the facility of automatic detection and segmentation
of these tumor entities due to high-contrast to the surrounding tissue and
high acquisition resolution of thoracic CT or mammography. To translate
such applications to PDAC, e.g. to improve early diagnosis and non-invasive
classification of known molecular tumor subtypes with differential outcome
in response to available chemotherapy regimens, high-performance pancre-
atic segmentation algorithms will be instrumental. However, the success of
automated segmentation algorithms in pancreatic CT imaging has hitherto
been limited by the organ’s poor differentiability from adjacent structures
of similar attenuation, variability in position and fat content and alterations
due to pathology such as tumor or inflammation.
Existent work in deep learning-assisted pancreatic segmentation has fo-
cused on expanding previously available architectures such as the U-Net [4]
into the three-dimensional context [5] or on improving segmentation re-
sults by incorporating attention mechanisms into the architecture[6]. These
modifications however result in a further increase in the (already substan-
tial) computational requirements and resulting costs of these architectures,
rendering such U-Net derivatives impractical for cost-efficient utilization in
rapid research workflows or in clinical practice. Here, we introduce MoNet,
an optimized, shallow, U-Net-derived architecture achieving with state-of-
the-art or higher performance in pancreatic segmentation, based on efficient
multi-scale feature extraction using repeated decreasingly dilated convolu-
tion (RDDC) layers with two global down-sampling operations and a total of
403,556 parameters, a > 95% parameter reduction compared to the original
U-Net architecture.
Methods
Training, validation and independent testing datasets
All neural network architectures presented in this work were trained on
the pancreas dataset from the Medical Segmentation Decathlon (MSD) [7].
A 70%/30% training-validation split was employed. Hence, 196 abdomi-
nal CT scans of the portal-venous contrast agent enhancement phase were
used for training and 85 scans for validation. For processing, images were
bilinearly down-sampled to 256 × 256, and the pancreas and tumor labels
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Figure 1: Axial slice of a ground truth pancreas segmentation in an abdom-
inal CT scan (MSD)
were merged yielding a two-class segmentation task. To assess out-of-sample
performance, independent validation of the architectures was performed on
an unseen, clinical PDAC dataset consisting of 85 abdominal CT scans in
the portal-venous phase collected at our institution. All clinical data were
collected according to Good Clinical Practice and in consent with the Dec-
laration of Helsinki. The use of imaging data was approved by the institu-
tional ethics committee and the requirement for informed written consent
was waived. The pancreas including the tumor was manually segmented by
a third-year radiology resident, then checked and corrected as necessary by
a sub-specialized abdominal radiologist. An exemplary ground truth label
mask superimposed on a CT slice from the training set is shown in Figure
1.
Network architecture
The architecture of MoNet is depicted in Fig. 2. In brief, input tensors of
shape B × 256× 256× 1, with B denoting the batch size, are progressively
down-sampled across the encoder branch of the network using convolutions
with a stride length of 2, resulting in an X × Y resolution of 64× 64 in the
bottleneck segment of the network. The resulting feature maps are then pro-
gressively up-sampled by transposed convolution (deconvolution) in the de-
coder branch resulting in output masks of identical dimensions as the input.
Each (de-)convolution block consists of a 3x3 convolutional layer followed
by batch normalization and an exponential linear unit (ELU) activation.
At every stage in the U-Net-like architecture, the convolution blocks are
followed by a repeated decreasingly dilated convolution (RDDC) block (Fig.
3), consisting of four successive convolutional blocks as described above, but
employing dilated convolutions [8] with a decreasing dilation rate (4, 3, 2, 1,
respectively). A feature extraction strategy that has been shown to perform
well for small objects[9]. Each convolutional block within a RDDC block is
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followed by a spatial dropout layer[10]. Finally, residual-type longitudinal
(short) connections are employed within each RDDC block and transverse
(long) skip connections are employed between the encoder and the decoder
branch to assist signal and gradient flow as originally described in [4, 11].
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Figure 2: Schematic representation of the MoNet architecture.
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Figure 3: Schematic representation diagram of a RDDC block (top) and the
constituent convolutional blocks (bottom).
Model training
All architectures were trained to convergence using the Nesterov-Adam op-
timizer [12] with an initial learning rate of 5× 10−4 and learning rate decay
by a factor 10 upon validation loss stagnation for ≥ 2 epochs. Weights were
initialized using uniform He-initialization and the Dice loss was used to train
all networks. Data augmentation was used in the form of random rotations
up to 10◦, random zoom (±0.25) and random pixel shifts of a maximum
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magnitude of 0.2 of the image height/width. Data augmentation was val-
idated and chosen based on advice from a senior radiologist to represent
plausible data expected to be encountered in real-world clinical use settings
when imaging the pancreas.
Performance Assessment
We compared MoNet ’s out-of-sample generalisation performance to the fol-
lowing two U-Net [4] variants:
• original U-Net, 64 base filters (U-Net)
• Attention-gated U-Net, 2D, 64 base filters (Attention U-Net)
For all performance comparisons, repeated testing was performed under
identical circumstances (no concurrent network traffic, all non-essential op-
erating system processes suspended, identical CPU power settings). Mean
inference times and Dice scores were compared using the Student’s t-test
with multiple testing correction.
Results
Inference-time comparison
A comparison of the time required for performing inference with 150 256×
256 images on CPU (2.4GHz 8-Core Intel Core i9) was performed with iden-
tical batch size and otherwise consistent environment for U-Net, Attention
U-Net (2D) and MoNet. MoNet significantly outperformed both U-Net and
Attention U-Net with regards to inference time (Student’s t-test with mul-
tiple testing correction p<0.0001 in all cases, Table 1).
Architecture Mean±STD inference times (sec), N=5 repetitions
U-Net 45.34± 1.77
Attention U-Net 53.30± 0.53
MoNet (ours) 14.88± 0.32
Table 1: Inference time for a CT scan of 150 slices at 256× 256 resolution,
results averaged over 5 runs under identical setup.
Segmentation Performance Comparison
MoNet performed on par with other U-Net variants on the validation dataset
(all Student’s t-test after multiple testing correction non-significant) while
outperforming the other U-Net variants on the independent validation dataset
(all Student’s t-test after multiple testing correction p<0.0001). Results are
summarized in Table 2.
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Architecture Parameter count Mean±STD Dice, MSD Mean±STD Dice, IVD
MoNet (ours) 403, 556 0.74± 0.11 0.70± 0.1
U-Net 31, 054, 145 0.70± 0.15 0.50± 0.2
Attention U-Net 31, 753, 349 0.66± 0.15 0.37± 0.6
Table 2: Comparison of MoNet with other U-Net variants tested on the
MSD and the independent validation set (IVD) (both N=85 scans).
Discussion
We here present an efficient, high-performance U-Net-like segmentation al-
gorithm for pancreatic segmentation and show significant inference speed
gains on CPU hardware while maintaining or exceeding the segmentation
performance of similar algorithms. The poor prognosis and increasing in-
cidence of PDAC [13, 1] mandate the development of enhanced diagnosis
and treatment strategies. Our recent findings suggest that quantitative im-
age analysis can identify molecular subtypes related to different response
to chemotherapeutic drugs [14] or predict patient survival [15]. Automated
region-of-interest definition increases the reliability and validity of such find-
ings, and offers substantial time savings compared to manual expert-based
segmentation. However, the widespread application of automatic segmenta-
tion algorithms will depend both, on their real-world segmentation perfor-
mance and on ease of deployment on a wide range of hardware environments,
e.g. on hardware lacking graphics processing units.
The work presented provides state-of-the-art segmentation performance
with substantial efficiency gains through the utilization of higher resolution
feature maps in the bottleneck section of the network, making it suitable both
for rapid prototyping and for large-scale deployment of e.g. decentralized
machine learning workflows [16]. Network architectures with few parameters
are therefore an excellent strategy to reduce network traffic.
MoNet was trained to segment the entire pancreas including the tumor.
This approach is owing to the fact that the exact delineation of the tumor
border is often times infeasible and supported by literature findings noting
the importance of the peritumoral tissue in PDAC [17, 18, 19] and in other
tumor entities [20].
Recent work on semantic segmentation provides evidence in favor of
architectures performing image feature extraction at multiple scales by uti-
lizing dilated convolutions instead of relying merely on the scale-decreasing
backbones employed in traditional fully convolutional architectures [21, 22,
9, 23]. Our work corroborates this notion, since multi-scale feature extrac-
tion combined with larger receptive fields at the same hierarchical level seem
to capture both more robust and higher quality features compared to the
fixed kernel size design encountered in U-Net-like architectures. Moreover,
architectures with several down-sampling operations and/or many filters
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such as the 64-filter U-Net (with 4 down-sampling stages) cannot leverage
the large number of parameters sufficiently well to warrant their utilization
at least in medical imaging tasks, typically characterized by a lack of large
datasets and by small segmentation targets (such as the pancreas).
Furthermore, segmentation algorithms are often trained on publicly avail-
able and/or single-institutional data such as the pancreas dataset from MSD,
which has recently been identified to potentially create generalization chal-
lenges to data collected at different centers[24]. Our results show that MoNet
using repeated decreasingly dilated convolutions extracts more robust fea-
tures that generalize better to out-of-sample data than current methods, as
shown by MoNet ’s performance on the independent validation set.
Our work is not without limitations. The generalizability of our findings
is still limited due to the single-institution independent validation set and the
relatively small sample size. All tested algorithms would have benefited from
larger training sets and from performance evaluation on additional multi-
center data sets. Furthermore, we only compared our algorithm against al-
gorithms based on the use of a single 2D-U-Net-style network. Algorithms
such as nnU-Net [25] based on U-Net ensembles offer superior performance,
however at the expense of high computational and post-processing require-
ments and thus much slower inference times (especially on CPU).
Conlcusion
In conclusion, we propose an efficient, state-of-the-art performance pancre-
atic segmentation algorithm which can benefit both, radiological research
and clinical translation of artificial intelligence workflows in medical imag-
ing by providing consistent, high-quality segmentation for both radiomics
and machine learning tasks.
Source code and data availability
Source code for MoNet based on TensorFlow is available at https://github.
com/TUM-AIMED/MoNet.The training datasets are available from http://
medicaldecathlon.com/. The independent test set data contains confi-
dential patient information and cannot be shared publicly.
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