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ABSTRACT
In this paper an online single artificial neural network adaptive critic algorithm is proposed to ad-
dress the constrained robust control problem of a nonlinear system subject to full state constraints,
input saturation and mismatched disturbance. Firstly, the constrained robust control problem of the
original system is transformed into an equivalent optimal control problem of an auxiliary system
based on a constructive utility function and a pseudo control. Secondly, nonquadratic risk-aware
penalty functions are incorporated into the constructive utility function to deal with constraints in
terms of both system states and control inputs. Finally, a single artificial neural network adaptive
critic learning architecture is adopted to get an approximation solution to the nonlinear Hamilton
Jacobi Bellman equation, which in turn results in a constraint satisfying state feedback controller.
With benefit of the concurrent learning technique, both current data and history data contribute to
the weight estimation update law of the critic artificial neural network, the proposed weight esti-
mation update law guarantees convergence of the critic artificial neural network weights to desired
values without incorporating external signals to satisfy the persistence of excitation condition . The
equivalence proof provided shows that the optimal solution of the auxiliary system can also robustly
stabilize the original system without violating state constraints and input constraints. The system sta-
bility and weight convergence are proved. Simulation results reveal validity of the proposed single
artificial neural network adaptive critic learning architecture.
Keywords: Reinforcement learning (RL), Concurrent learning (CL), Adaptive dynamic programming (ADP), Robust
control, State constraints, Input saturation.
1 Introduction
Reinforcement learning (RL) has been extensively studied due to its broad applicability and generality. RL provides
a mathematical formalism for learning based control and has been applied in different scenarios, e.g. robots [1], un-
manned aerial vehicles (UAVs) [2] and autonomous driving [3], etc. In RL, an agent perceives states of the environment
and acts in order to maximize the long-term return which is based on a real valued reward function [4]. The reward
function used in RL algorithms can efficiently represent preference of designers for controller performance. While
only a performance-orientedRL based control strategy is not enough for practical applications, and some critical prob-
lems need to be tackled, including stability, safety and robustness which are central topics of the control community.
Stability provides analytical guarantees on the behaviour of the controlled system as time evolves, which is a key
problem needed to be investigated for RL based controllers. A system without stability guarantee maybe useless and
potentially dangerous. As for safety issues, an intuitive interpretation is with regard to physical constraints, which
maybe on either or both system states and control inputs of the investigated system. Violation of any constraints could
lead to possible serious consequences, e.g. degradation of controller performance, damage to physical components or
loss of stability. Uncertainties or disturbance will cause a gap between mathematical models and practical systems,
which inevitably degrades performance of the controller that is designed based on mathematical models. With the
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above into consideration, in order to design an effective RL based control strategy for practical applications, not only
performance problems, but also stability, safety and robustness problems should be fully considered simultaneously.
1.1 Prior and Related works
RL algorithms with convergence proof are not sufficient to ensure the derived controllers always work efficiently, in
order to design a reliable RL based controller which takes advantages of both learning and control methods, stability
guarantee comes into the first consideration. Among existing RL based control strategies, adaptive dynamic program-
ming (ADP) emerges as an efficient method to design a performance-oriented control law with stability guarantee,
which can be categorized as iterative ADP and synchronous ADP [5]. For iterative ADP, where critic (policy evalu-
ation) and actor (policy improvement) are updated in a sequential way, policy iteration (PI) algorithms [6] or value
iteration (VI) algorithms [7] are designed to tackle the optimization problem by solving the Hamilton-Jacobi-Bellman
(HJB) equation forwardly based on a double actor-critic artificial neural networks (ANNs) learning architecture [8].
Although both VI algorithms and PI algorithms are efficient tools to solve optimal control problems, VI algorithms
are usually applied in an offline way and PI algorithms require an initial stabilizing control policy, which hinders their
practical applications. Synchronous ADP is firstly proposed in [9] from an adaptive control perspective based on the
PI algorithms, which involves a simultaneous continuous time adaption of both actor and critic ANNs. Later ADP
methods are extended to counter robust optimization problems based on two kinds of problem formulations, one is to
transform the robust optimal control problem into a zero-sum game problem based on the H-infinity theory, where a
actor-critic-disturber ANNs learning architecture is designed to solve the Hamilton-Jacobi-Issac (HJI) equation [10]
[11]. However in this kind of problem formulation, the assumption of existence of saddle points is required, which
is in fact a challenge to judge in advance whether this assumption holds for the investigated system. In the other
problem formulation, based on an appropriate utility function that reflects disturbance, state regulations and control
terms simultaneously, the robust optimal control problem of the original system under matched or mismatched state-
dependent disturbance is transformed into a optimal control problem of an auxiliary system [12] [13] [14] [15]. By
selecting the optimal value function as a Lyapunov function candidate, it can be verified that the approximated optimal
control strategy for the auxiliary system can also achieve robust stabilization of the original system.
In spite of the above successful applications of ADP methods to deal with stability, performance and robustness
problems, how to satisfy safety requirements during the learning process has not been effectively addressed for ADP
methods. The consideration of safety issues in the ADP framework has received little attention, with a few exceptions.
Safety issues in terms of input saturation is considered in [16] [17] [18] based on a nonquadratic bounded hyperbolic
tangent function. The same idea is adopted in [19] that incorporates a nonquadratic function with regard to states to
deal with state constraints, however only symmetric state constraints can be considered without strict proof, and trials
and errors needed to seek for a good balance between quadratic function term (performance) and nonquadratic function
term (safety). Symmetric state constraints are also considered in [20] where constrained states are firstly mapped to
their corresponding approximated states by smooth functions, then the original nonlinear system under constraints
will be transformed into a system without constraints. In [21], based on a barrier-actor-critic framework, the method
proposed in [20] is extended to deal with asymmetric state constraints for a strict feedback nonlinear system. In this
framework, the original system is firstly transformed into an auxiliary system on the basis of a novel barrier function,
then a safe control policy is derived based on the auxiliary system and a double actor critic learning architecture. For the
above ADP related works, a double actor-critic ANN learning architecture is required, in which a critic ANN is used to
approximate the value function and an actor ANN is adopted to minimize the approximated value function to generate
an approximated optimal control strategy. The interplay between an actor ANN and a critic ANN during learning is
likely to cause instability, for example, a wrong step taken by either of an actor ANN or a critic ANN might adversely
affect the other and can destabilize the learning process [22]. To counter this problem, a single critic ANN learning
architecture is adopted in [23] [24] where value functions are approximated by a critic ANN, these approximated value
functions are directly used to construct approximated optimal control laws on the basis of an available explicit form
of control strategies, thus an actor ANN is avoided. The precondition of applying the approximated value functions
to directly construct control laws is that the estimated critic ANN weights are guaranteed to converge to their desired
values within a finite time, which is not a trivial for the online ADP methods. For the online ADP algorithms, either
gradient descent [25] or least-square [26] based weight update laws generally require persistence of excitation (PE)
in system states to achieve convergence of the estimated weights. Satisfaction of the PE condition means that data
regarding unknown weights to be estimated is rich enough during the entire time span [27]. In RL based approximated
optimal control methods, in order to enforce satisfaction of the PE condition, the widely adopted method is to directly
add external signals to control inputs [28] [29] [30]. In other words, by adding external signals to control inputs, the
richness of data are guaranteed by the sufficient exploration of the operation space. However it is an undesirable and
impractical method in terms of the following aspects: (a) There are no analytical methods to construct appropriate
forms of external signals and to decide the time to remove them during the online learning process; (b) The external
2
A PREPRINT - JUNE 11, 2020
signals used for training are not included in the given stability proof; (c) As for real applications, for example, in robot
control, it may degrade control performance and cause nuisance, waste of energy, etc; (d) Since satisfaction of the
PE condition is a problem relying on future signals, it is often impractical to monitor online. In order to counter the
above deficiencies, inspired by offline RL algorithms, an experience replay technique has been adopted to get rid of the
necessity of using external signals to satisfy the PE condition [21] [31], where experience data is directly incorporated
into the weight estimation update law. However in the experience replay technique, for data with different levels
of richness, they are all treated as same informative and are all used without discrimination to construct the weight
estimation update law. The cyclic replacement of experience data is not an efficient way to exploit available data to
accelerate the weight convergence. Comparing to the experience technique, CL provides a principled way to make
usage of current data and history data simultaneously, which is proposed to deal with parametric uncertainties of the
model reference adaptive control (MRAC) strategy [32].
1.2 Motivation and Contributions
Considering the above works only focus on partial objectives of stability, performance, safety and robustness, and an
effective control strategy need to consider these objectives simultaneously, in this paper, for stabilization of a general
nonlinear system subject to state constraints, input saturation and additive disturbance, an online RL based control
strategy that is implemented as a concurrent learning augmented single ANN adaptive critic learning architecture is
proposed. Firstly the constrained robust control problem of the original system is transformed into an equivalent
optimal control problem of an auxiliary system. Then appropriate nonquadratic risk-aware penalty functions are
adopted to construct an utility function for the optimal control problem to counter state constraints and input saturation.
Finally a weight estimation update law with weight convergence guarantee is designed based on a concurrent learning
augmented single ANN adaptive critic learning framework. With the weight convergence guarantee, the estimated
weights can be directly adopted to construct an approximated optimal control strategy that can robustly stabilize the
original system without violating state or control input constraints.
To the best of our knowledge, it is the first time to achieve objectives of stabilization, safety, performance and robust-
ness simultaneously on the basis of a single ANN adaptive critic learning architecture. In fact for the existing ADP
framework, it is not a trivial to accomplish objectives of both stabilization and constraint satisfaction for a nonlinear
system, let alone additional consideration of requirements for performance and robustness. Comparing with the ex-
isting works, contributions of this paper are multifold. Firstly, unlike commonly used dual actor-critic ANN learning
schemes and iterative update of an actor ANN and a critic ANN, by turning to the adaptive control perspective, a single
ANN adaptive critic learning architecture is proposed to facilitate the RL based controllers implementation without
assumptions of an available initial stabilizing control policy and requirements for an actor ANN. The avoiding of in-
corporating an additional actor ANN lead to elimination of approximation errors caused by this ANN and a resultant
simple structure lead to less computation load. Secondly, for state constraints and input saturation problems, inspired
by penalty methods from static optimization problems, newly designed nonquadratic risk-aware penalty functions are
incorporated into the constructive utility function to enforce constraints satisfaction with strict proof. Finally, by in-
terpreting the ANN weight learning problem as a parameter estimation problem of a linear in parameter (LIP) system,
a weight estimation update law with convergence guarantee is designed for the critic ANN based on CL. For the CL
technique, an effective history stack management algorithm is designed to collect sufficient rich data to enable weight
convergence and accelerate convergence rate of the weight estimation update law.
1.3 Paper organization
The paper is organized as follows. Section 2 introduces preliminaries and problem formulation of the original con-
strained robust control problem, problem transformation of an equivalent optimal control problem, the problem equiva-
lence proof is also provided. Section 3 elucidates the proposed online single ANN adaptive critic learning architecture
to solve the equivalent optimal control problem, and parameter convergence proof and stability proof are given. Simu-
lation results shown in Section 4 illustrate effectiveness of the proposed strategy. Finally conclusions are provided in
Section 5.
Notations. Throughout this paper, R denotes the set of real numbers; Rn is the Euclidean space of n-dimensional
real vector; Rn×m is the Euclidean space of n ×m real matrices; Im represents the identity matrix with dimension
m×m; 0n×m denotes the n×m zero matrix; λmin(M) and λmax(M) are the maximum and minimum eigenvalues of
a symmetric matrixM , respectively; diag(a1, ..., an) is the n× n diagonal matrix with the value of main diagonal as
a1, ..., an. The ith entry of a vector x = [x1, ..., xn]
⊤ ∈ Rn is denoted by xi, and ‖x‖ =
√∑N
i=1 |xi|2 is the Euclidean
norm of the vector x. The ijth entry of a matrix A ∈ Rm×n is denoted by aij , and ‖A‖ =
√∑m
i=1
∑n
j=1 |aij |2 is the
Frobenius norm of the matrix A
3
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2 Preliminaries and problem formulation
2.1 Problem formulation
Consider the following nonlinear dynamics:
x˙ = f(x) + g(x)u(x) + k(x)d(x) (1)
where x ∈ Rn and u(x) ∈ Rm are states and control inputs of the system. f(x) : Rn → Rn, g(x) : Rn → Rn×m are
the known drift dynamics and input dynamics respectively. d(x) : Rn → Rr is the unknown state-dependent additive
disturbance, k(x) : Rn → Rn×r is a known differential system function. Assume that f(0) = 0 and d(0) = 0, which
means that the equilibrium point is x = 0.
Assumption 1. f(x) + g(x)u is Lipschitz continuous on a set Ω ⊆ Rn that contains the origin, and the system is
stabilizable on Ω. The input dynamics is bounded as ‖g(x)‖ ≤ gM where gM ∈ R is a positive constant.
The additive disturbance d(x) can be categorized as matched disturbance when k(x) = g(x) (n = m), and unmatched
disturbance when k(x) 6= g(x), the latter case is considered in this paper, which makes the controller design more
challenging than the matched disturbance case. By projecting k(x)d(x) onto the range of g(x), this disturbance term
can be decomposed into a sum of a matched disturbance term and an unmatched disturbance term.
k(x)d(x) = g(x)g+(x)k(x)d(x) + (I − g(x)g+(x))k(x)d(x) (2)
where + denotes the Moore-Penrose inverse.
Assumption 2. The unknown additive disturbance d(x) is bounded by a known nonnegative function dM (x):
‖d(x)‖ ≤ dM (x) with dM (0) = 0. g+(x)k(x)d(x) is bounded by a nonnegative function lM (x) :
‖g+(x)k(x)d(x)‖ ≤ lM (x) with lM (0) = 0.
Based on the above illustrations, the constrained robust control problem of interest in this paper is given as follows.
Problem 1 (Constrained robust control problem). Given Assumption 1 and Assumption 2, design a control strategy
u(x) such that the closed-loop system (1) is stable under state constraints
x ∈ Ωx := {x ∈ Rn : −αi < xi < αi, i = 1, · · · , n} (3)
where α := [α1, · · · , αn]⊤ ∈ Rn is the predefined known boundary of state constraints, and input saturation
u(x) ∈ Ωu := {u(x) ∈ Rm : −β < uj < β, j = 1, · · · ,m} (4)
where β ∈ R is the known saturating bound.
For the given Problem 1, it can be decomposed into three sub-problems need to be tackled: disturbance rejection, state
constraints and input saturation. It is generally difficult to directly design a controller to deal with these sub-problems
together.
2.2 Problem transformation
In order to deal with these sub-problems, inspired by [12], based on an auxiliary system (5), the original constrained
robust control problem given in Problem 1 is transformed into an equivalent optimal control problem with a construc-
tive utility function illustrated in Problem 2, in which two risk-aware nonquadratic penalty functions are incorporated
to deal with state constraints and input saturation problems respectively.
Problem 2 (Optimal control problem). Based on Assumption 1 and Assumption 2, for the auxiliary system
x˙ = f(x) + g(x)u(x) + h(x)v(x) (5)
where h(x) = (I − g(x)g+(x))k(x) : Rn → Rn×r and bounded by ‖h(x)‖ ≤ hM , find a control strategy u(x) and
a pseudo control strategy v(x) : Rn → Rr to minimize the following cost function
V (x(t)) =
∫ ∞
t
r(x(τ), u(x(τ)), v(x(τ))) dτ (6)
where the constructive utility function r(x, u(x), v(x)) = rc(x, u(x), v(x)) + rd(x, u(x), v(x)) with
rc(x, u(x), v(x)) = L(x) +W (u(x)) + ρv
⊤(x)v(x), rd(x, u(x), v(x)) = l
2
M (x) + ρd
2
M (x).
Penalty function L(x) is defined as
L(x) =
n∑
i=1
ki log
α2i
α2i − x2i
(7)
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where ki is the risk awareness parameter that can be adjusted to achieve desired performance in terms of states x.
Penalty functionW (u(x)) is defined as
W (u(x)) = 2β
m∑
j=1
∫ uj
0
φ−1(τ/β) dτ (8)
where φ(•) is a bounded monotonic odd function with a bounded first derivative and φ(0) = 0.
As for the Problem 2, the first two terms of the auxiliary system (5) denotes the nominal system of (1), pseudo control
v(x) is adopted in (5) to deal with the mismatched disturbance d(x) of system (1). For clarity, the constructive utility
function r(x, u(x), v(x)) is written into two parts: one is the disturbance related term rd(x, u(x), v(x)), and the other
is the constraints related term rc(x, u(x), v(x)). As for rd(x, u(x), v(x)), d
2
M (x) is used to counter the matched distur-
bance term g(x)g+(x)k(x)d(x) and l2M (x) corresponds to the unmatched disturbance term (I−g(x)g+(x))k(x)d(x).
As for constraints related utility function rc(x, u(x), v(x)), L(x) andW (u(x)) are constructed to deal with state con-
straints and input saturation respectively. Before providing a strict proof of constraints satisfaction in Section 2.5, an
intuitive explanation of how these risk-aware nonquadratic penalty functions to deal with constraints are given firstly.
In order to counter the input saturation problem, the common risk-neutral risk-neutral quadratic utility function for
control energy u⊤Ru, where R is a positive definite matrix, is replaced with the risk-aware nonquadratic penalty
functionW (u(x)). Note that φ(•) existing inW (u(x)) has many choices, e.g. tanh, sat, sgn functions. Without loss
of generality, φ(•) = tanh(•) is chosen in this paper to show effectiveness of the proposed penalty function method
to deal with the input saturation problem. An intuitive explanation of the working scheme of W (u(x)) is shown in
Fig.1.
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-3
-2
-1
0
1
2
3
(a) Plotting of z1 = tanh
−1(u/β) with control limit β = 2,
u ∈ (−2, 2)
-5 0 5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
(b) Plotting of u = −β tanh(z2) with control limit β = 2, z2 ∈
R
Figure 1: Illustration of working scheme of the penalty functionW (u(x))
The working scheme of penalty functionW (u(x)) to tackle input constraints can be clarified from two perspectives.
In the first perspective, from (8), penalty function W (u(x)) is in essence an integration of function tanh−1(u/β)
of which trajectory is shown in Fig.1a. When the control u approaches to the control limit β, the value of function
tanh−1(u/β) will approach to infinity, it means that the value ofW (u(x)) will be infinity. Since the optimal control
strategy will be designed to minimize the cost function, so the optimal control strategy will drive control u away from
the input saturation β. From the other perspective, based on the penalty function W (u(x)), the resultant optimal
control strategy (14) is in a form based on a bounded function tanh(•), the boundness of tanh(•) function enforce the
satisfaction of input saturation, as shown in Fig.1b.
The construction of the rick-aware nonquadratic logarithmic penalty function L(x) comes from the so called barrier
Lyapunov function (BLF), which is usually adopted to directly design a constraint satisfying stable control law based
on the backstepping technique and Lyapunov analysis [33]. As for L(x), the first question arise is that how it can to
used to deal with state constraints. In fact, the nonquadratic state penalty function has an inherent risk-aware property
based on characteristics of the logarithmic function of which the value will approach to infinity if states approach to
the constraint boundary, as shown in Fig.2. Intuitively speaking, if states approach to the constraint boundary, this
tendency will incur a high penalty on states, i.e. an incurring high cost function. Since the derived optimal control
aims to minimize the total cost, thus the optimal control policy will push states away from the directions where state
5
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constraints will be violated. As long as the cost function is always bounded, this boundness will provide a sufficient
condition of ensuring satisfaction of state constraints.
The common risk-neutral quadratic utility function x⊤Qx, where Q is a predefined positive definite matrix which
reflects desired performance, has been reformulated here to trade off optimality with safety in terms of state constraints.
The inclusion of a nonquadratic state penalty function will give rise to an inevitable trade-off between safety and
performance. To tackle this performance compromise problem, with advantage of the similarity between quadratic
function and logarithmic function, for a limited working space determined by predefined state constraints, suitable
parameters ki, i = 1, · · · , n of L(x) can be chosen to approximate x⊤Qx, as shown in Fig.2. As displayed in Fig.2,
parameters ki, i = 1, · · · , n can be adjusted to make L(x) approximate x⊤Qx, so that desired performance can be
largely retained. The common gradient algorithm given in [34] can be used for choosing suitable ki, i = 1, · · · , n.
If the risk awareness parameter is tuned to approximate a desired quadratic function precisely, then more attention
is paid on performance; By simply increasing the risk awareness parameter, much more focus will be put on safety
issues. Note that the penalty function L(x) can also be designed as L(x) =
∑n
i=1 cot
π
2 (1− xiαi )2 to deal with state
constraints (3). Because penalty function L(x) defined as (7) can approximate the risk-neutral quadratic function
x⊤Qx better, so it is chosen in this paper for consideration of a desired performance.
-1 -0.5 0 0.5 1
0
0.5
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(a) Trajectories comparison between x21
and L1(x) with different values of k1
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0
5
10
15
20
(b) Trajectories comparison between
x22 and L2(x) with different values of
k2
(c) Error between quadratic penalty
function x⊤Qx and risk-aware non-
quadratic penalty function L(x)
Figure 2: Illustration of working scheme of the penalty function L(x) and trajectories comparison between x⊤Qx and
L(x) = L1(x) +L2(x) within the limited working space x1 ∈ (−1, 1), x2 ∈ (−2, 2), whereQ = diag(1, 1), α1 = 1,
α2 = 2, Li = ki log(α
2
i /(α
2
i − x2i )), i = 1, 2.
Remark 1. The proposed logarithmic state penalty function L(x) can be formulated to tackle asymmetric state con-
straints. If the penalty function is designed asL(x) =
∑n
i=1 k1ip(xi) log(α
2
i /(α
2
i −x2i ))+k2i(1−p(xi)) log(b2i /(b2i−
x2i )), where p(x) is a indicator function with x > 0, p(x) = 1, and x < 0, p(x) = 0, then the asymmet-
ric constraints x ∈ {x ∈ Rn : −bi < xi < αi, i = 1, · · · , n} can be dealt with. The proposed logarithmic state
penalty function can also deal with state constraints in multi-forms. Take a two dimension system where x ∈ R2
as an example for explanation. If the penalty function is designed as L(x) = log(α1(x1)/(α1(x1) − x22)) with
α1(x1) = 1 − x1, then the resultant optimal control strategy can confine the trajectory of x within the region
x ∈ Ωh1 :=
{
x ∈ R2 : h1(x) = x1 + x22 − 1 ≤ 0
}
, which is used in [35]. If the penalty function is designed as
L(x) = log(α2(x2)/(α2(x2)− x21)) with α2(x2) = 4− x22, then the trajectory of x will be confined within the circle
x ∈ Ωh2 :=
{
x ∈ R2 : h2(x) = x21 + x22 − 4 ≤ 0
}
, which is adopted in [36]. Since natural expressions of physical
constraints on states are in the form as (3), so it is considered in this paper, which is shown as h3(x) in Fig.3.
6
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Figure 3: Constraint boundaries of different cases h1(x),h2(x) and h3(x)
2.3 Hamilton Jacobi Bellman equation for the auxiliary system
Considering Problem 2, for any admissible control policies µ, ν ∈ A (Ω) defined as [17, Definition 1], the associated
cost function is
V µ,ν(x(t)) =
∫ ∞
t
r(x(τ), µ(x(τ)), ν(x(τ ))) dτ (9)
Taking derivative of (9) with regard to t yields the so-called nonlinear Lyapunov equation (LE), which is a linear
differential equation in terms of∇V .
0 = r(x, µ(x), ν(x)) +∇V ⊤(f(x) + g(x)µ(x) + h(x)ν(x)) (10)
where the operation operator∇ denotes partial derivative with regard to x, i.e. ∂/∂x.
As for the optimal control problem given in Problem 2, the associated optimal cost function is
V ∗(x(t)) = min
µ,ν∈A (Ω)
∫ ∞
t
r(x(τ), µ(x(τ)), ν(x(τ))) dτ (11)
Define the Hamiltonian as
H(x, µ(x), ν(x),∇V ) = r(x, µ(x), ν(x)) +∇V T (f(x) + g(x)µ(x) + h(x)ν(x)) (12)
An infinitesimal version of (11) is the so-called HJB equation and can be written as the following form based on (12)
0 = min
µ,ν∈A (Ω)
[H(x, µ(x), ν(x),∇V ∗)] (13)
Assuming that the minimum of (11) exits and is unique, then a closed form expression for the optimal control µ∗(x)
and the optimal pseudo control ν∗(x) can be derived from the stationary optimality condition by calculating the partial
derivative with regard to µ and ν respectively.
µ∗(x) = −β tanh( 1
2β
g⊤(x)∇V ∗) (14)
ν∗(x) = − 1
2ρ
h⊤(x)∇V ∗ (15)
Inserting (14) and (15) into the nonlinear LE equation (10), we can get the HJB equation that is a nonlinear differential
equation in terms of∇V ∗.
0 = ∇V ∗f(x) + L(x) + l2M (x) + d2M (x) + β2 log(1− tanh2(
1
2β
g⊤(x)∇V ∗))− 1
4ρ
∇V ∗⊤h(x)h⊤(x)∇V ∗
(16)
7
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2.4 Proof of problem equivalence
Before presenting how to get the optimal control policies (14) and (15) by solving (16), proofs of equivalence between
Problem 1 and Problem 2 are firstly given as follows.
Theorem 1. If the initial states and control inputs lie in the predefined safety set (3) and (4) respectively, then the
optimal control policy given in (14) can guarantee robust stabilization of system (1) without violating safety sets only
if the following equation establishes
L(x) > 2ρν∗⊤(x)ν∗(x) + bǫh (17)
where the explicit form of bǫh is given as (26) in the following proof.
Proof. (i) proof of stability. As for V ∗(x) defined as (11), since V ∗(x) > 0 for ∀x 6= 0 and V ∗(x) = 0, x = 0, i.e.
V ∗(x) is positive definite, so V ∗(x) can serve as a Lyapunov function candidate for system (1). Taking time derivative
of V ∗(x) along the original system (1) yields
V˙ ∗ = ∇V ∗⊤(f(x) + g(x)µ∗(x) + k(x)d(x))
= ∇V ∗⊤(f(x) + g(x)µ∗(x) + h(x)ν∗(x)) +∇V ∗⊤g(x)g+(x)k(x)d(x) +∇V ∗⊤h(x)(d(x) − ν∗(x))
(18)
From (13), we can get
∇V ∗⊤(f(x) + g(x)µ∗(x) + h(x)ν∗(x)) = −L(x)−W (µ∗(x)) − ρν∗⊤(x)ν∗(x) − l2M (x) − ρd2M (x) (19)
From (14), we can get
∇V ∗⊤g(x) = −2β tanh−1(µ∗(x)/β) (20)
Similarly based on (15),
∇V ∗⊤h(x) = −2ρν∗(x) (21)
Substituting (19),(20) and (21) into (18) yields
V˙ ∗ = −L(x)−W (µ∗(x))− ρν∗⊤(x)ν∗(x) − l2M (x) − ρd2M (x)− 2β tanh−1(µ∗(x)/β)g+(x)k(x)d(x)
− 2ρν∗⊤(x)d(x) + 2ρν∗⊤(x)ν∗(x)
(22)
Based on Theorem 1 given in [13], we can get
W (µ∗(x)) = 2β
m∑
j=1
∫ µ∗j
0
tanh−1(τ/β) dτ ≤ β2
m∑
j=1
(tanh−1(µ∗j (x)/β)) − 2β2
m∑
j=1
∫ tanh−1(µ∗j (x)/β)
0
τi tanh
2(τi) dτi
(23)
Denote ǫt = 2β
2
∑m
j=1
∫ tanh−1(µ∗j (x)/β)
0 τi tanh
2(τi) dτi. According to the integral mean-value theorem,
ǫt = 2β
2
m∑
j=1
tanh−1(µ∗j (x)/β)θi tanh
2(θi) (24)
where θi, i = 1, · · · , n are selected between 0 and tanh−1(µ∗j (x)/β).
Based on boundness of the tanh function, the following equation establishes
ǫt ≤ 2β2
m∑
j=1
tanh−1(µ∗j (x)/β)θi ≤ 2β2
m∑
j=1
(tanh−1(µ∗(x)/β))⊤(tanh−1(µ∗(x)/β)) =
1
2
∇V ∗⊤g(x)g⊤(x)∇V ∗
(25)
According to the definition of admissible policy [17], V ∗ is finite. Moreover, it can be derived that ∇V ∗ is bounded,
which is denoted as ‖∇V ∗‖ ≤ ωM in this paper. Based on Assumption 1, (25) can be rewritten as
ǫt ≤ 1
2
g2Mω
2
M = bǫh (26)
According to Young’s inequality, the following equations establish based on Assumption 2
−2β tanh−1(µ∗(x)/β)g+(x)k(x)d(x) ≤
∥∥β tanh−1(µ∗(x)/β)∥∥2 + ∥∥g+(x)k(x)d(x)∥∥2
≤ β2
m∑
j=1
(tanh−1(µ∗(x)/β))2 + l2M (x)
(27)
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−2ρν∗⊤(x)d(x) ≤ ρ ‖ν∗(x)‖2 + ρ ‖d(x)‖2 ≤ ρ ‖ν∗(x)‖2 + ρd2M (x) (28)
Substituting (23), (27) and (28) into (22), finally we can get
V˙ ∗ ≤ −L(x) + 2ρν∗⊤(x)ν∗(x) + bǫh (29)
According to (29), only when L(x) > 2ρν∗⊤(x)ν∗(x) + bǫh , V˙
∗ < 0 establishes. The above proof means that the
optimal control policy µ∗(x) can also achieve robust stabilization of system (1) under certain conditions.
(ii) proof of satisfaction of state constraint and input saturation. According to characteristics of L(x), if any state
xi, i = 1, · · · , n violates its corresponding constraint boundary, then L(x) → ∞, thus V ∗ → ∞. Denoting V ∗(0)
as the scalar value of Lyapunov function candidate V ∗ at t = 0, it is a bounded function determined by initial values.
Since V˙ ∗ < 0 establishes if L(x) > 2ρν∗⊤(x)ν∗(x)+ bǫh , then ∀t, V ∗(t) < V ∗(0) always establishes, i.e. V ∗(t) is a
bounded function at any time t. The boundness of V ∗(t), ∀tmeans that state constraints will not be violated, otherwise
V ∗(t) → ∞ if the state constraint is violated. Since the hyperbolic tangent function satisfies −1 ≤ tanh(•) ≤ 1,
thus the optimal control policy given in (14) satisfies −β ≤ µ∗(x) ≤ β, the input constraint will not be violated. The
above proof provided here means that the optimal control policy µ∗(x) for system (1) can guarantee the satisfaction
of constraints in terms of system states and control inputs.
It has been shown in Theorem 1 that the constrained robust control problem is equivalent to the optimal control
problem under certain conditions, i.e. the optimal control strategy (14) can robustly drive the dynamical system (1) to
the equilibrium point without violating state constraints (3) and input saturation (4). In order to get the optimal control
law, the task now is to solve (16) to get the value function, then the resultant value function is substituted into (14) to
get the optimal control law. However, the nonlinear HJB equation (16) is difficult to solve by analytical methods, so
an online algorithm is designed to seek for an approximation solution to the HJB equation in the next section.
3 Single ANN adaptive critic learning
The HJB equation is a nonlinear differential equation in terms of ∇V ∗, this nonlinear nature makes it extremely
difficult to solve. Among existing works, approximation method is an effective way to counter the inherent nonlinear
nature of the HJB equation. The common strategy is to solve the nonlinear differential HJB equation (16) based on
a double actor-critic ANN learning architecture where a critic ANN is adopted to approximate the value function, an
actor ANN aims to minimize the value function and yields the approximated optimal control law, the actor ANN and
critic ANN can be updated in an iterative way [37] or a synchronous way [9]. In this section, instead of introducing
a double actor-critic ANN learning architecture, a concurrent learning augmented single ANN adaptive critic (SNAC)
learning architecture is designed to derive the optimal control strategy. Unlike common methods that incorporate
external signals to satisfy the PE condition, CL method is adopted in this section to guarantee weight convergence of
the critic ANN by utilising current data and history data simultaneously.
3.1 Value function approximation
According to the Weierstrass high-order approximation theorem [38], it is reasonable to conclude that there exists
W ∗ ∈ RN such that value function can be approximated as
V ∗(x) = W ∗⊤Φ(x) + ǫ(x) (30)
where ǫ(x) is the approximation error due to limited approximation ability of the artificial neural network approxima-
tion scheme. Activation functions Φ(x) : Rn → RN of the artificial neural network can be appropriately selected so
that V ∗(x) and its derivative
∇V ∗(x) = ∇Φ⊤(x)W ∗ +∇ǫ(x) (31)
are both uniformly approximated. In the above, N is the number of artificial neural network activation functions, as
N →∞, both ǫ(x) → 0 and∇ǫ(x) → 0 uniformly. Without loss of generality, the following Assumption is given in
this paper.
Assumption 3. The approximation error of ANN is assumed to be bounded by ‖ǫ(x)‖ ≤ bǫ, and its derivative follows
‖∇ǫ(x)‖ ≤ bǫx. It is assumed that activation functions and their gradients are also bounded, i.e. ‖Φ(x)‖ ≤ bΦ and
‖∇Φ(x)‖ ≤ bΦx.
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For fixed admissible control policies u(x) and v(x), inserting (31) into the corresponding nonlinear Lyapunov equation
(10) yields the nonlinear Lyapunov equation in terms of the ideal critic weights
W ∗⊤∇Φ(f(x) + g(x)u(x) + h(x)v(x)) + r(x, u(x), v(x)) = ǫh (32)
where the residual error is defined as ǫh = −(∇ǫ)⊤(f(x) + g(x)u(x) + h(x)v(x)). Under the Lipschitz assumption
on dynamics given in Assumption 1, the boundness of residual error is denoted as ‖ǫh‖ ≤ bǫh in this paper.
Denoting Θ := r(x, u(x), v(x)) ∈ R and Y := ∇Φ(f(x) + g(x)u(x) + h(x)v(x)) ∈ RN , then (32) can be rewritten
as
Θ = −W ∗⊤Y + ǫh (33)
By observing (33),W ∗ appear linearly in (33), from an adaptive control perspective, the calculation ofW ∗ amounts to
a parameter estimation problem of a LIP system, where Y is the regressor matrix andW ∗ are the unknown parameters
to be estimated. In other words, the ANN parameterized LE equation can be rewritten in a LIP form given as (33),
which enables us to design an efficient weight update law forW ∗ with weight convergence guarantee.
3.2 CL augmented adaptive critic learning
Since the ideal critic weightsW ∗ in (33) are unknown, let Wˆ denote the estimated values of W ∗, thus the output of
the critic ANN is
Vˆ (x) = WˆΦ(x) (34)
Similarly, the derivative of value function based on the estimated weights is as follows.
∇Vˆ (x) = ∇Φ⊤(x)Wˆ (35)
Then (33) can be rewritten as follows based on the estimated critic weights
Θˆ = −Wˆ⊤Y (36)
Denoting W˜ = Wˆ −W ∗, the approximation error can be written as
e = Θ− Θˆ = W˜⊤Y + ǫh (37)
Since our aim is to make Wˆ → W ∗, i.e. W˜ → 0, so that Wˆ should be adapted to minimize the following squared
residual error
E =
1
2
e⊤e (38)
Based on the common gradient descent algorithms, the update law of critic weights can be designed as follows.
˙ˆ
W = −ΓY e (39)
where Γ ∈ RN×N is a constant positive definite gain matrix.
Remark 2. Note that if the critic weight update law given as (39) is directly adopted to design a control policy, there
exists two disadvantages: one is that stability of the closed loop system cannot be guaranteed and another actor ANN
is required to design a stable control law. The other is that the weight convergence cannot be guaranteed, and external
signals are needed to satisfy the PE condition to guarantee weight convergence.
In order to guarantee that the estimated critic ANN weights Wˆ will converge to the desired valuesW ∗, based on the
CL method where both current data and history data can make contributions to the weight estimation update law, the
critic ANN weight estimation update law is redesigned as
˙ˆ
W = −ΓY (t)e(t)−
P∑
l=1
ΓkhY (tl)e(tl) (40)
where kh ∈ R is a constant gain to trade off the relative importance of current data and history data to the parameter
estimation update law. P ∈ R is the volume of the history stack H , i.e. the maximum number of data points recorded
into the history stack H . History stack H is a collection of history data about regression matrices and approximation
errors, Y (tl) and e(tl) are the corresponding regression matrix and approximation error recorded into the history stack
at time tl.
The weight estimation update law given in (40) contains two parts, the fist part is the common gradient based adaptive
weight update law derived from minimization of the quadratic approximation error E (38), it can be seen that only
current data Y (t) and e(t) is used; The second part denotes the contribution of history data to the weight estimation
update law. In order to analyse the weight convergence problem based on the weight estimation update law given as
(40), a rank condition is clarified in Assumption 4.
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Assumption 4. The history stack H that contains recorded data satisfies rank(HH⊤) = N , where H :=
[Yt1 , ..., YtP ] ∈ RN×P and N is the dimension of the regressor matrix Y .
Note that comparing to the traditional PE condition given in [39], the rank condition of the history stack H given in
Assumption 4 provides an index about the richness of history data that can be checked online. If the rank condition is
satisfied, it means that the estimated weights will converge to their desired values. Proofs for the weight convergence
are given as follows.
Theorem 2. Under Assumption 4, the weight estimation update law of the critic ANN defined as (40) ensures that the
weight estimation error W˜ will converge to a small neighborhood around the origin.
Proof. Let Vcl : R
N → R be a continuously differential Lyapunov function candidate defined as
Vcl =
1
2
W˜⊤Γ−1W˜ (41)
The bound of the Lyapunov function candidate is
1
2
λmin(Γ
−1)
∥∥∥W˜∥∥∥2 ≤ Vcl ≤ 1
2
λmax(Γ
−1)
∥∥∥W˜∥∥∥2 (42)
where λmin(Γ
−1) and λmax(Γ
−1) represent the minimum and maximum eigenvalues of the matrix Γ−1 respectively.
Calculating the time derivative of Vcl along the trajectory yields
V˙cl = W˜
⊤Γ−1(−ΓY e− Γ
P∑
l=1
khY (tl)e(tl))
= −W˜⊤Y e − W˜⊤
P∑
l=1
khY (tl)e(tl)
= −W˜⊤Y (W˜⊤Y + ǫh)− W˜⊤
P∑
l=1
khY (tl)(W˜
⊤Y (tl) + ǫh(tl))
= −W˜⊤(Y Y ⊤ +
P∑
l=1
khY (tl)Y
⊤(tl))W˜ − W˜⊤(Y ǫh +
P∑
l=1
khY (tl)ǫh(tl))
≤ −W˜⊤
P∑
l=1
khY (tl)Y
⊤(tl)W˜ − W˜⊤(Y ǫh +
P∑
l=1
khY (tl)ǫh(tl))
(43)
DenotingX =
∑P
l=1 khY (tl)Y
⊤(tl) and ǫcl = −(Y ǫh +
∑P
l=1 khY (tl)ǫh(tl)), which is assumed to be bounded by‖ǫcl‖ ≤ bǫcl based on the boundness of Y and ǫh . Since X is positive definite according to Assumption 4, thus (43)
can be written as
V˙cl = −W˜⊤XW˜ + W˜⊤ǫcl
≤ −
∥∥∥W˜∥∥∥ (λmin(X)∥∥∥W˜∥∥∥− bǫcl) (44)
Therefore, V˙cl < 0 if
∥∥∥W˜∥∥∥ > bǫclλmin(X) . Finally it can be concluded that the weight estimation error of the critic ANN
will converge to the residual set ΩW˜ defined as
ΩW˜ =
{
W˜ |
∥∥∥W˜∥∥∥ < bǫcl
λmin(X)
}
(45)
This completes the proof.
Note that according to the approximation theory, as the number of activation functions N → ∞, then ǫh → 0, so
that ǫcl → 0, which means that the weight estimation errors of the critic ANN will converge to zero exponentially
as t → ∞. In the above, it has been proved that the estimated critic ANN weights are guaranteed to converge to
their desired values, so the control law can be derived directly based on these estimated critic weights. Based on the
estimated weights of the critic ANN, (14) and (15) can be rewritten as
uˆ(x) = −β tanh( 1
2β
g⊤(x)∇Φ⊤(x)Wˆ ) (46)
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vˆ(x) = − 1
2ρ
h(x)⊤∇Φ⊤(x)Wˆ (47)
Remark 3. For the iterative ADP, it is illustrated in [40] that an actor ANN is mainly adopted to counter the unknown
drift dynamics f(x). For the synchronous ADP in [9], even though f(x) is known, it is clarified that an actor ANN is
still needed for the stability proof, because the critic weight convergence cannot be guaranteed without incorporating
external signals. In this paper, for a control affine system with known drift dynamics f(x) and input dynamics g(x),
the approximated optimal control can be written in a closed form which shares the same weight with the critic NN.
Since the critic NN weights are guaranteed to converge to the desired values based on the CL technique, the estimated
critic weights can be directly used to construct the approximated optimal control (46), i.e. there is no need to introduce
an additional actor ANN.
Figure 4: Schematic of the proposed CL augmented SNAC learning architecture
Based on the above mentioned analysis, for a better illustration, the schematic of the proposed learning architecture is
shown in Fig.4. In the following, the main conclusions of this paper and the corresponding proofs are given based on
the weight estimation update law (40) and the stabilizing control law (46) (47).
Theorem 3. For the dynamics given by (5), the weight estimation update law of the critic artificial neural network
is given by (40) and the control policies are in the form of (46) and (47). Assume that all assumptions are satisfied
and parameters are chosen as detailed in the proof. Then if the number of activation functions is sufficiently large, the
following properties hold:
(i) The approximated control policies stabilize the system (5),and the critic weight errors W˜ are guaranteed to be UUB
with the residual set defined as (67).
(ii) The approximated optimal control uˆ given in (46) converge to a small neighbourhood around optimal control
policy µ∗ defined as (14) with the bound ‖uˆ− µ∗‖ ≤ ǫu given in the subsequent (68). Similarly, the approximated
pseudo control vˆ given in (47) converge to a small neighbourhood around optimal control policy ν∗ defined as (15)
with the bound ‖vˆ − ν∗‖ ≤ ǫv given in the subsequent (69).
(iii) The approximated value function Vˆ (x) given in (34) is close to the optimal value function V ∗(x) defined as (11)
within a finite bound
∥∥∥Vˆ − V ∗∥∥∥ ≤ ǫV given as (70).
Proof. Proof of (i). Denote Z = [x⊤, W˜⊤]⊤ and consider the following Lyapunov function candidate
V (Z) = V ∗(x) + Vcl = V
∗(x) +
1
2
W˜⊤Γ−1W˜ (48)
Taking time derivative of the above Lyapunov function candidate along the system (5) yields
V˙ (Z) = V˙ ∗(x) + W˜⊤Γ−1
˙ˆ
W = L˙v + L˙w (49)
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As for the fist term L˙v
L˙v = ∇V ∗⊤(f(x) + g(x)uˆ(x) + h(x)vˆ(x))
= ∇V ∗⊤(f(x) + g(x)µ∗(x) + h(x)ν∗(x)) +∇V ∗⊤g(x)(uˆ(x)− µ∗(x)) +∇V ∗⊤h(x)(vˆ(x)− ν∗(x))
(50)
According to (19),(20) and (21), (50) can be rewritten as
L˙v = −L(x)−W (µ∗(x)) − ρν∗(x)⊤ν∗(x)− l2M (x)− ρd2M (x)
+ 2β tanh−1(µ∗(x)/β)(uˆ(x) − µ∗(x)) + 2ρν∗⊤(x)(ν∗(x) − vˆ(x))
(51)
According to Young’s inequality,
2β tanh−1(µ∗(x)/β)(uˆ(x) − µ∗(x)) ≤ β2
∥∥tanh−1(µ∗(x)/β)∥∥2 + ‖uˆ(x) − µ∗(x)‖2
= β2
m∑
j=1
(tanh−1(µ∗j (x)/β))
2 + ‖uˆ(x) − µ∗(x)‖2 (52)
Based on (25) and (26), the following equation also establishes
−W (µ∗(x)) + 2β tanh−1(µ∗(x)/β)(uˆ(x)− µ∗(x)) = 2β2
m∑
j=1
∫ tanh−1(µ∗j (x)/β)
0
τi tanh
2(τi) dτi + ‖uˆ(x) − µ∗(x)‖2
≤ bǫh + ‖uˆ(x) − µ∗(x)‖2
(53)
Substituting (53) into (51) yields
L˙v ≤ −L(x)− ρν∗(x)⊤ν∗(x) − l2M (x) − ρd2M (x) + bǫh + ‖uˆ(x)− µ∗(x)‖2 + 2ρν∗⊤(x)(ν∗(x) − vˆ(x))
= −L(x)− l2M (x)− ρd2M (x) + ǫt − ρvˆ⊤(x)vˆ(x) + ‖uˆ(x) − µ∗(x)‖2 + ρ ‖vˆ(x)− ν∗(x)‖2
(54)
As for ρvˆ⊤(x)vˆ(x) in (54), according to (47),
ρvˆ⊤(x)vˆ(x) =
1
4ρ
Wˆ⊤∇Φ(x)h(x)h⊤(x)∇Φ⊤(x)Wˆ
=
1
4ρ
(W ∗ + W˜ )⊤∇Φ(x)h(x)h⊤(x)∇Φ⊤(x)(W ∗ + W˜ )
=
1
4ρ
W ∗⊤∇Φ(x)h(x)h⊤(x)∇Φ⊤(x)W ∗ + 1
4ρ
W˜⊤∇Φ(x)h(x)h⊤(x)∇Φ⊤(x)W˜
+
1
2ρ
W ∗⊤∇Φ(x)h(x)h⊤(x)∇Φ⊤(x)W˜
(55)
Similarly, as for ρ ‖vˆ(x) − ν∗(x)‖2in (54), according to (47),
ρ ‖vˆ(x)− ν∗(x)‖2 = ρ
∥∥∥∥ 12ρh⊤(x)∇Φ⊤(x)(Wˆ −W ∗)
∥∥∥∥
2
= ρ
∥∥∥∥ 12ρh⊤(x)∇Φ(x)W˜
∥∥∥∥
2
=
1
4ρ
W˜⊤∇Φ(x)h(x)h⊤(x)∇Φ⊤(x)W˜
(56)
For simplicity, denoting G ∗ = 12β g
⊤(x)∇Φ⊤(x)W ∗ and Gˆ = 12β g⊤(x)∇Φ⊤(x)Wˆ , and Gˆ = [Gˆ1, · · · , Gˆm] ∈ Rm
with Gˆi ∈ R, i = 1, · · · ,m. The Taylor series of tanh(G ∗) can be presented as follows based on (14) and (46).
tanh(G ∗) = tanh(Gˆ ) +
∂ tanh(Gˆ )
∂Gˆ
(G ∗ − Gˆ ) +O((G ∗ − Gˆ )2)
= tanh(Gˆ )− 1
2β
(Im −D(Gˆ ))g⊤(x)∇Φ⊤(x)W˜ + O((G ∗ − Gˆ )2)
(57)
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where D(Gˆ ) = diag(tanh2(Gˆ1), · · · , tanh2(Gˆm)), and O((G ∗ − Gˆ )2) is a higher order term of the Taylor series.
Based on (57), the higher order term can be written as follows.
O((G ∗ − Gˆ )2) = tanh(G ∗)− tanh(Gˆ ) + 1
2β
(Im −D(Gˆ ))g⊤(x)∇Φ⊤(x)W˜
≤ ‖tanh(G ∗)‖+
∥∥∥tanh(Gˆ )∥∥∥+ 1
2β
∥∥∥Im −D(Gˆ )∥∥∥ ‖g‖ ‖∇Φ(x)‖ ∥∥∥W˜∥∥∥
(58)
Based on the fact that ∀x ∈ R, ‖tanh(x)‖ ≤ 1, thus ‖tanh(G ∗)‖ =
√∑m
j=1 tanh(G
∗
j ) ≤
√
m, similarly,∥∥∥tanh(Gˆ )∥∥∥ = √∑mj=1 tanh(Gˆj) ≤ √m. Besides we can get
∥∥∥Im −D(Gˆ )∥∥∥ ≤ 2. Thus the higher order term is
bounded based on Assumption 1 and Assumption 3∥∥∥O((G ∗ − Gˆ )2)∥∥∥ ≤ 2√m+ 1
β
gMbΦx
∥∥∥W˜∥∥∥ (59)
Substituting (31) into (14), the optimal policy is obtained as
µ∗(x) = −β tanh( 1
2β
g⊤(x)∇Φ⊤(x)W ∗) + ǫ∗u (60)
where ǫ∗u = −β tanh( 12β g⊤(x)(∇Φ⊤(x)W ∗+∇ǫ))+β tanh( 12β g⊤(x)∇Φ⊤(x)W ∗) and it is bounded by ‖ǫ∗u‖ ≤ bǫ∗u
Using (46), (57) and (60)
uˆ(x) − µ∗(x) = β(tanh(G ∗)− tanh(Gˆ ))− ǫ∗u
= −1
2
(Im −D(Gˆ ))g⊤(x)∇Φ⊤(x)W˜ + βO((G ∗ − Gˆ )2)− ǫ∗u
(61)
According to Young’s inequality and using (58), as for ‖uˆ(x)− µ∗(x)‖2 in (54),
‖uˆ(x)− µ∗(x)‖2 ≤ 3
∥∥∥∥−12(Im −D(Gˆ ))g⊤(x)∇Φ⊤(x)W˜
∥∥∥∥
2
+ 3
∥∥∥O((G ∗ − Gˆ )2)∥∥∥2 + 3 ‖ǫ∗u‖2
≤ 6g2Mb2Φx
∥∥∥W˜∥∥∥2 + 12√mg2Mb2Φx
∥∥∥W˜∥∥∥+ 12mβ2 + 3b2ǫ∗u
(62)
Substituting (55),(56), (62) into (54) yields
L˙v ≤ − 1
2ρ
W ∗⊤∇Φ(x)h(x)h⊤(x)∇Φ⊤(x)W˜ − L(x)− l2M (x) − ρd2M (x) −
1
4ρ
∥∥∥W ∗⊤∇Φ(x)h(x)∥∥∥2 + bǫh
+ 6g2Mb
2
Φx
∥∥∥W˜∥∥∥2 + 12√mg2M b2Φx
∥∥∥W˜∥∥∥+ 12mβ2 + 3b2ǫ∗u
(63)
As for the second term L˙w, based on (40),
L˙w = W˜
⊤Γ−1(−ΓY e− Γkh
P∑
l=1
Y (tl)e(tl))
= −W˜⊤Y e− W˜⊤
P∑
l=1
khY
⊤(tl)e(tl))
= −W˜⊤Y (W˜⊤Y + ǫh)− W˜⊤
P∑
l=1
khY
⊤(tl)(W˜
⊤Y (tl) + ǫh(tl))
= −W˜⊤(Y Y ⊤ +
P∑
l=1
khY (tl)Y
⊤(tl))W˜ − W˜⊤(Y ⊤ǫh +
P∑
l=1
khY
⊤(tl)ǫh(tl))
≤ −W˜⊤
P∑
l=1
khY (tl)Y
⊤(tl)W˜ − W˜⊤(Y ⊤ǫh +
P∑
l=1
khY
⊤(tl)ǫh(tl))
= −W˜⊤XW˜ − W˜⊤ǫcl
(64)
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whereX =
∑P
l=1 khY (tl)Y
⊤(tl) and ǫcl = −(Y ⊤ǫh +
∑P
l=1 khY
⊤(tl)ǫh(tl)).
Finally, substituting (63) and (64) into (49), based on the fact that ‖W ∗‖ ≤ bW∗ , ‖∇Φ(x)‖ ≤ bΦx , ‖h(x)‖ ≤ hM , we
can get
V˙ < −L(x)− l2M (x) − ρd2M (x) −
1
4ρ
∥∥∥W ∗⊤∇Φ(x)h(x)∥∥∥2 − W˜⊤XW˜ +MW˜ + 6g2Mb2Φx
∥∥∥W˜∥∥∥2
+ 12
√
mg2Mb
2
Φx
∥∥∥W˜∥∥∥+ 12mβ2 + 3b2ǫ∗u + bǫh
≤ −L(x)− l2M (x) − ρd2M (x) −
1
4ρ
∥∥∥W ∗⊤∇Φ(x)h(x)∥∥∥2 − (λmin(X)− 6g2Mb2Φx)
∥∥∥W˜∥∥∥2
+ (12
√
mg2M b
2
Φx + bM )
∥∥∥W˜∥∥∥+ 12mβ2 + 3b2ǫ∗u + bǫh
= −A− B
∥∥∥W˜∥∥∥2 + C ∥∥∥W˜∥∥∥+D
(65)
where M = −(ǫcl + 12ρW ∗⊤∇Φ(x)h(x)h⊤(x)∇Φ(x)) and it is bounded by ‖M‖ ≤ bǫcl + 12ρbW∗b2Φxh2M = bM ;
A = L(x) + l2M (x) + ρd2M (x) + 14ρ
∥∥∥W ∗⊤∇Φ(x)h(x)∥∥∥2 is positive definite; B = λmin(X) − 6g2Mb2Φx, C =
12
√
mg2Mb
2
Φx + bM and D = 12mβ2 + 3b2ǫ∗u + bǫh .
Since A is positive definite, the above Lyapunov derivative is negative if
∥∥∥W˜∥∥∥ >
∥∥∥W˜∥∥∥
2B +
√
C2
4B2 +
D
B
(66)
Thus the critic weight estimation error converges to the residual set defined as
Ω˜W˜ = {W˜ |
∥∥∥W˜∥∥∥ ≤
∥∥∥W˜∥∥∥
2B +
√
C2
4B2 +
D
B }
(67)
Proof of (ii). According to (62), based on Young’s inequality, the difference between the approximated optimal control
and optimal control is as follows.
‖uˆ(x) − µ∗(x)‖ ≤
∥∥∥∥−12(Im −D(Gˆ ))g⊤(x)∇Φ⊤(x)W˜
∥∥∥∥+
∥∥∥O((G ∗ − Gˆ )2)∥∥∥+ ‖ǫ∗u‖
≤ (gM bΦx + gM bΦx)
∥∥∥W˜∥∥∥+ 2β√m+ bǫ∗u = ǫu
(68)
Similarly as for the pseudo control
‖vˆ(x) − ν∗(x)‖ =
∥∥∥∥ 12ρh⊤(x)∇Φ⊤(x)(Wˆ −W ∗)
∥∥∥∥
=
∥∥∥∥ 12ρh⊤(x)∇Φ(x)W˜
∥∥∥∥
≤ 1
2
hMbΦx
∥∥∥W˜∥∥∥ = ǫv
(69)
Proof of (iii). Based on (30) and (34), the following inequality establishes.∥∥∥Vˆ (x)− V ∗(x)∥∥∥ = ∥∥∥W˜⊤Φ(x) − ǫ(x)∥∥∥ ≤ bΦ ∥∥∥W˜∥∥∥+ bǫ = ǫV (70)
3.3 History stack management
The weight estimation update law and approximated optimal control strategies to solve the transformed optimal con-
trol problem has been given in Theorem 2. The premise of the Theorem 2 is the satisfaction of Assumption 4, i.e. a
history stack H containing sufficiently rich data is needed. Besides according to (44), convergence rate of the weight
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estimation update law is related with the minimum eigenvalues of the history stack H . In order to construct a his-
tory stack with sufficient data richness and achieve the increment of the minimum eigenvalues of the history stack,
inspired by [32], a history stack management technique is given in Algorithm 1 to satisfy the rank condition illustrated
in Assumption 4 and accelerate the convergence rate of the weight estimation update law. The satisfaction of the
rank condition guarantees weight convergence to the desired values and the monotonic increment of the minimum
eigenvalues ensures the weight convergence within a finite time.
In Algorithm 1, the history stack H is iteratively updated with new data points. Data are collected based on two
criterion, one is the so called data threshold ǫ that acts as a criterion for data difference, the other is the minimum
singular values of the history stackH that corresponds to the convergence rate of the weight estimation update law.
Firstly, unlike the experience replay technique where all data are incorporated into the weight estimation update law
without discrimination [21] [41], the hypeparameter data threshold ǫ ensures that only new data that are sufficiently
different enough from the latest data of H will be incorporated into the history stack. Secondly, according to (44),
convergence rate of the parameter estimation update law depends on minimum eigenvalues ofX , i.e. λmin(X) where
X = HH⊤ is a matrix depends on the history data of H . Thus the increment of convergence rate of the estimated
critic weights equals to enlargement of the minimum eigenvalues of the history stack, i.e. λmin(HH
⊤). Given the fact
that for the history stack H , minimum singular values σmin(HH
⊤) and minimum eigenvalues λmin(HH
⊤) satisfy
σmin(HH
⊤) =
√
λmin(HH⊤), so σmin(HH
⊤) can replace with λmin(HH
⊤) to act as a criterion for data storage
to improve the convergence rate, that is, only data points that will increase the minimum singular values of the history
stack will be incorporated into the history stack H . In order to ensure the monotonic increment of the minimum
singular values, unlike the method given in [32] where one data point maybe used multiple times in the history stack
(data richness is deteriorated) and the increment of minimum eigenvalues cannot be guaranteed (convergence rate of
the weight estimation update law is discouraged), in our algorithm, the newly coming data is always compared with
the latest data point inserted into the history stack. When the history stack is not full, i.e. the number of data points
does not reach the volume limit P of the history stack, as long as the new data is different enough from the latest data
point inserted into the history stack, then this new data point will be collected into the history stack. When the history
stack is already full, every newly coming data will be compared with the latest data point incorporated into the history
stack, and only the new data point that leads to an increment of the minimum eigenvalues of the history stack will be
collected into the history stack. The pseudocode of the history stack management technique is shown as follows.
4 Simulation
In this section, two simulation examples are provided to show the effectiveness of the proposed weight estimation
update law (40) and control strategy (46) to solve Problem 1. In order to show the superiority of the proposed control
strategy to deal with constraints, comparison results are carried out based on the quadratic cost function used in [42].
The details of the simulation results are shown as follows.
4.1 Example 1: Second order nonlinear system
The following continuous time system with mismatched disturbance is considered [43]:
x˙1 = −x1 + x2 + x2δx1 sin(2x2)
x˙2 = −0.5x1 − 0.5x2(1− (cos(2x1) + 2)2) + (cos(2x1) + 2)u
(71)
where x ∈ {x ∈ R2 : |x1| < α1, |x2| < α2} is the state variables, u ∈ {u ∈ R : |u| < β} is the control input. For
simulation, constraint related parameters α1 = 0.7, α2 = 0.7 and β = 2.5 are set for this example. Additive
disturbance is set as d(x) = δx1 sin(2x2) with δ ∈ [−1, 1], then it can be concluded that ‖d(x)‖ ≤ ‖x‖. Since
k(x) = [x2, 0]
⊤, g(x) = [0, cos(2x1) + 2]
⊤, we can get g+(x)k(x)d(x) = 0. Thus Assumption 2 can be satisfied by
setting dM (x) = ‖x‖ and ‖lM (x)‖ = 0. Similarly we can get h(x) = (I − g(x)g+(x)k(x)d(x)) = [x2, 0]⊤, so the
auxiliary system with pseudo control v is as follows.[
x˙1
x˙2
]
=
[ −x1 + x2
−0.5x1 − 0.5x2(1− (cos(2x1) + 2)2)
]
+
[
0
cos(2x1) + 2
]
u+
[
x2
0
]
v (72)
For the risk-aware nonquadratic penalty function based cost function for system (72), parameters are set as k1 = k2 =
1, ρ = 0.1, then the cost function can be written as
Vc(x) =
∫ ∞
0
L(x) +W (u) + 0.1v⊤v + 0.1 ‖x‖2 dt (73)
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Algorithm 1 History stack management algorithm
Input: Iteration number: n ≥ 1; Data threshold: ǫ; Volume ofH : P ; Time step: k; Auxiliary variable: Th,Te; Index:
I = P ; Empty set: S.
1: if n ≤ P then
2: if ‖Y (t)−Hk(:, n)‖ / ‖Y (t)‖ > ǫ then
3: Hk(:, n) = Y (t) ⊲ Store history data of Y (t)
4: ek(:, n) = e(t) ⊲ Store history data of e(t)
5: n = n+ 1
6: end if
7: else
8: if ‖Y (t)−Hk(:, I)‖ / ‖Y (t)‖ > ǫ then
9: Th = Hk
10: Te = ek
11: V =min(svd(HkH
⊤
k )) ⊲ Calculate the minimum eigenvalues ofH
12: for l = 1 : n− 1 do
13: Hk(:, l) = Y (t) ⊲ Replace every old data ofH with new data
14: ek(:, l) = e(t)
15: S(l) = min(svd(HkH
⊤
k )) ⊲ Calculate the minimum eigenvalues of each newH and save them into S
16: Hk = Th
17: ek = Te
18: end for
[Vmax, I] = max(S) ⊲ I is the index related to the maximum values of S
19: if Vmax > V then
20: Hk(:, I) = Y (t) ⊲ New data is collected if an increment of minimum eigenvalue happens
21: ek(:, I) = e(t)
22: else
23: Hk = Th
24: ek = Te
25: end if
26: end if
27: end if
where L(x) = log(α21/(α
2
1 − x21)) + log(α22/(α22 − x22)), W (u) = 2βu tanh−1(u/β) + β2 log(1 − u2/β2). For
comparison, simulations are also carried out based on the common quadratic cost function without considering state
constraints and input saturation. For this scenario, risk-neutral quadratic function based cost function illustrated in
[42] is adopted here, and Q = I2×2 is set for x
⊤Qx term and R = I is set for u⊤Ru term. The cost function for this
case is
V0(x) =
∫ ∞
0
2 ‖x‖2 + u⊤u+ 0.1v⊤v dt (74)
For CL part, P = 10 and data threshold is set as ε = 0.2. For the weight estimation update law, Γ = 43.08 and kh =
0.0012. For the single critic ANN, the activation functions are chosen as Φ(x) = [x21, x1x2, x
2
2, x
3
2, x1x
2
2, x
2
1x2]
⊤,
thus the estimated weights of the critic ANN can be written as Wˆ = [Wˆ1, Wˆ2, Wˆ3, Wˆ4, Wˆ5, Wˆ6]
⊤. For simulation,
the initial values of states and control input should lie in the predefined constraint set, thus they are chosen as x0 =
[0.5,−0.5], u0 = 0, v0 = 0. Note that the setting for u0 means that an initial stabilizing control is not needed. Initial
critic ANN weights are all set as zero. Simulation results of the second order nonlinear system are shown from Fig.5
to Fig.11.
The critic weight convergence result is shown in Fig.5. It is shown that after t = 2s, the estimated critic weights
converge to the desired values Wˆ = [0.1375,−0.2529, 0.7095,−0.7899, 0.2496,−0.0785].
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Figure 5: Convergence result of the estimated critic weight Wˆ for the second order nonlinear system
Based on the estimated critic weight Wˆ , the control strategy for the system (71) can be designed according to (46). The
control trajectories of nonquadratic cost function (73) based single ANN adaptive critic (P-SNAC) learning architec-
ture and quadratic cost function (74) based single ANN adaptive critic (Q-SNAC) learning architecture are displayed
in Fig.6. The evolution of control strategy based on (73) shows that the violation of the predefined control input con-
straint is avoided, while the trajectory of control strategy based on (74) without considering input constraints shows
that the control input constraint is violated. Comparison results show that the proposed control strategy can efficiently
deal with input saturation problem.
0 2 4 6 8 10
-2
-1
0
1
2
3
Q-SNAC
P-SNAC
Control Constraint Boundary
Figure 6: Evolution of control strategies based on cost function (73) P-SNAC and control strategy based on cost
function (74) Q-SNAC
The state trajectories of system (71) based on (73) are shown in Fig.7. As displayed in Fig.7, states x1 and x2 asymptot-
ically converge to zero without violating the predefined state constraints, which means that the approximated optimal
control strategy (46) for (72) can also achieve the constrained robust stabilization of system (71). For comparison, the
state trajectories based on (74) are also shown in Fig.8 where the state x2 violates its predefined state constraint at time
t = 0.2s. Comparison results show the effectiveness of the proposed control strategy to counter state constraints.
18
A PREPRINT - JUNE 11, 2020
0 2 4 6 8 10
-1
-0.5
0
0.5
1
Figure 7: Evolution of system states based on cost function (73)
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Figure 8: Evolution of system states based on cost function (74)
The above simulation results has shown that the resultant approximated optimal control strategy by solving Problem2
can also solve Problem 1. To get much more insight of the equivalence between Problem1 and Problem2, the verifica-
tion of condition (17) is displayed in Fig.9. As shown in Fig.9, equivalence condition (17) holds after t = 0.5 second.
Note that bǫt =
1
2∇V ∗⊤g(x)g⊤(x)∇V ∗ is used for demonstration here.
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Figure 9: Verification of condition (17) for the second order nonlinear system
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The effectiveness of the weight estimation update law relies on the satisfaction of Assumption 4, which can be satisfied
by the history stack management technique introduced in Algorithm 1. As displayed in Fig.10, the history stack man-
agement technique can collection rich enough data to satisfy the rank condition of Assumption 4 fast. The trajectory of
minimum eigenvalue of the history stack displayed in Fig.11 shows that Algorithm 1 ensures the monotonic increment
of the minimum eigenvalue ofH , which results in a fast convergence rate.
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Figure 10: Satisfaction of the rank condition in Assumption 4 for the second order nonlinear system
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Figure 11: Monotonic increment of minimum eigenvalues of the history stack in Algorithm 1 for the second order
nonlinear system
4.2 Example 2: Pendulum system
The following pendulum system [44] [45] is considered in this section.{
dθ
dt = ϑ+ d
J dϑdt = u−Mgl sin θ − fd dθdt
(75)
where θ ∈ R denotes the angle of the pendulum, ϑ ∈ R is the angular velocity, d is adopted to model external
disturbances. M = 4/3kg and l = 3/2m are the mass and length of the pendulum respectively. Let g = 9.8 m
/
s2 be
the gravity, J = 4/3Ml2kg·m2 be the rotary inertia, fd = 0.2 be the frictional factor. For simulation purpose, assume
that d = ω1θ sin(ω2ϑ) with ω1 and ω2 randomly chosen within the scope [−
√
2/2,
√
2/2] and [−2, 2] respectively.
Let x1 = θ and x2 = ϑ, the original system (75) is rewritten as follows.[
x˙1
x˙2
]
=
[
x2
−4.9 sinx1 − 0.2x2
]
︸ ︷︷ ︸
f(x)
+
[
0
0.25
]
︸ ︷︷ ︸
g(x)
u+
[
1
−0.2
]
︸ ︷︷ ︸
k(x)
ω1x1 sin(ω2x2)︸ ︷︷ ︸
d(x)
(76)
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Since h(x) = (I − g(x)g+(x))k(x) = [1, 0]⊤, the auxiliary system for the pendulum system is as follows.
[
x˙1
x˙2
]
=
[
x2
−4.9 sinx1 − 0.2x2
]
︸ ︷︷ ︸
f(x)
+
[
0
0.25
]
︸ ︷︷ ︸
g(x)
u+
[
1
0
]
︸︷︷︸
h(x)
v (77)
Based on the above parameter setting, it can be calculated that ‖d(x)‖ ≤ √2/2 ‖x‖, ‖g+(x)k(x)d(x)‖ ≤ 0.4√2 ‖x‖,
thus Assumption 2 can be satisfied by choosing dM (x) =
√
2/2 ‖x‖ and lM (x) = 0.4
√
2 ‖x‖. By setting ρ = 0.03,
k1 = 3, k2 = 7, the risk-aware risk-aware nonquadratic penalty function based cost function is in the following form.
Vc(x) =
∫ ∞
0
L(x) +W (u) + 0.03v⊤v + 0.335 ‖x‖2 dt (78)
where L(x) = 3 log(α21/(α
2
1−x21))+7 log(α22/(α22−x22)),W (u) = 2βu tanh−1(u/β)+β2 log(1−u2/β2). For the
pendulum, α1 = 2.01 is set as the constraint boundary for the state x1. Note that in fact the magnitude value of state
constraint for x1 is set as 2, while the initial value of state x1(0) = 2, in order to make the initial value of x1 lie in the
constraint set, so α1 = 2.01 is chosen here. α2 = 4 is set as the constraint boundary for the state x2, β = 0.5 is set as
the control input constraint boundary. Similarly for the risk-neutral quadratic function based cost function,Q = I2×2
and R = I is chosen, the yideling cost function without considering constraints is
V0(x) =
∫ ∞
0
1.335 ‖x‖2 + u⊤u+ 0.03v⊤v dt (79)
Parameters for CL are set as P = 20, ε = 0.1. For the control law, Γ = 5× 10−3, kh = 0.02. Activation functions are
chosen as Φ(x) = [x21, x1x2, x
2
2, x
3
2, x1x
2
2, x
2
1x2]
⊤. The initial values are set as x0 = [2,−2], u0 = 0, v0 = 0, initial
critic ANN weights are all set as zero. Simulation results for the pendulum system are shown from Fig.12 to Fig.19.
The evolution of estimated critic weights are shown in Fig.12. As illustrated in Fig.12, after 20s, the estimated critic
weights converge to Wˆ = [−0.0068, 0.0564, 0.0426,−0.0016, 0.1595,−0.1219]. It means that the CL augmented
weight estimation update law enables the estimated weights converge to the desired values.
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Figure 12: Convergence result of the estimated critic weight Wˆ for the pendulum system
The trajectories of control strategies shown in Fig.13 illustrated that with the help of risk-aware nonquadratic penalty
function based cost function, the satisfaction of control input constraint is achieved. While for the risk-neutral
quadratic function based utility function case, the input saturation is violated.
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Figure 13: Evolution of control strategies based on cost function (78) P-SNAC and control strategy based on cost
function (79) Q-SNAC
As displayed in Fig.14 and Fig.15, each state trajectory converge to zero asymptotically. State trajectories of x1 and
x2 with regard to risk-aware nonquadratic penalty function based cost function will not violate their predefined state
constraints, while state trajectories related to risk-neutral quadratic function based cost function will violate the state
constraints.
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Figure 14: Evolution of state x1 based on cost function (78) Q-SNAC or cost function (79) P-SNAC
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Figure 15: Evolution of state x2 based on cost function (78) P-SNAC or cost function (79) Q-SNAC
For a better illustration, the phase portrait of states is provided in Fig.16 where the green rectangle represents the
state constraint boundary. It can be observed that based on the penalty function based utility function, states x1, x2
converge to equilibrium point and always lie in the constraint set, while this conclusion does not hold for the risk-
neutral quadratic function case.
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Figure 16: Phase plot of states x1 and x2 based on cost function (78) P-SNAC or cost function (79) Q-SNAC. The
green rectangle stands for the state constraint boundary
The validity of the equivalence condition (17) for the pendulum system example is shown in Fig.17. It can be seen
that the equivalence condition (17) holds after t ≥ 21s.
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Figure 17: Verification of condition (17) for pendulum system
For the pendulum system, satisfaction of the rank condition in Assumption 4 is shown in ig.18. The evolution of the
minimum eigenvalues of the history stack in Algorithm 1 is shown in Fig.19. Both of them show the effectiveness of
the proposed history stack management technique.
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Figure 18: Satisfaction of the rank condition in Assumption 4 for the pendulum system
24
A PREPRINT - JUNE 11, 2020
0 10 20 30 40 50 60 70
0
1
2
3
4
5
6
7 10
-12
Figure 19: Monotonic increment of minimum eigenvalues of the history stack in Algorithm 1 for the pendulum system
5 Conclusion
In this paper an online RL based control strategy that builds on a single ANN adaptive critic learning architecture is
proposed to stabilize a general nonlinear system subject to state constraints, input saturation and additive disturbance.
Firstly, in order to deal with the additive disturbance, an auxiliary system is designed to transform the original robust
stabilization problem into an equivalent optimal control problem. Then nonquadratic risk-aware penalty functions
are incorporated into the cost function of the optimal control problem to tackle state constraints and input saturation.
Finally, in order to solve the transformed optimal control problem, by interpreting the critic ANN weight estimation
problem as a parameter estimation problem of a LIP system, an effective weight estimation update law with weight con-
vergence guarantee is proposed based on CL method. The comparison results shown in the simulation part illustrated
effectiveness of the proposed control strategy.
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Algorithm 1 History stack management algorithm
Input: Iteration number: n ≥ 1; Data threshold: ǫ; Volume of H : P ; Time step: k; Auxiliary variable: Th,Te; Index:
I = P ; Empty set: S.
1: if n ≤ P then
2: if ‖Y (t)−Hk(:, n)‖ / ‖Y (t)‖ > ǫ then
3: Hk(:, n) = Y (t) ⊲ Store history data of Y (t)
4: ek(:, n) = e(t) ⊲ Store history data of e(t)
5: n = n+ 1
6: end if
7: else
8: if ‖Y (t)−Hk(:, I)‖ / ‖Y (t)‖ > ǫ then
9: Th = Hk
10: Te = ek
11: V = min(svd(HkH
⊤
k
)) ⊲ Calculate the minimum eigenvalues of H
12: for l = 1 : n− 1 do
13: Hk(:, l) = Y (t) ⊲ Replace every old data of H with new data
14: ek(:, l) = e(t)
15: S(l) = min(svd(HkH
⊤
k
)) ⊲ Calculate the minimum eigenvalues of each new H and save them into S
16: Hk = Th
17: ek = Te
18: end for
[Vmax, I] = max(S) ⊲ I is the index related to the maximum values of S
19: if Vmax > V then
20: Hk(:, I) = Y (t) ⊲ New data is collected if an increment of minimum eigenvalue happens
21: ek(:, I) = e(t)
22: else
23: Hk = Th
24: ek = Te
25: end if
26: end if
27: end if
1
