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Z論文:
コンピュータ@ネットワークにおける NCPの
設計に関する一考察*
海老 j京 彦ー林野口正一料水
Abstract 
This paper describes one of procedures of process connection w hich takes 3n important 
part of NCP (Network Control Program) in compter network. Main points are brie丹y;1) 
Mutual de五nitionsof formats and data types to communicate with different hosts in a Net 
are classi五edinto net句levelone， host-level one， subprocess】levelone and so on. Process 
consists of subprocesses with hierarchical structure and communicates through the sam色
leveled su bprocesses. Therefore proc巴sconn己ctionis built up by establishing each subprocess 
connection hierarchically. 2) Process connection procedures are represen ted by sta te-transi tion 
diagrams of automation. 3) The connection control program consists of Iunclamental blocks 
suitable for its implementation. Through the implementation on ALOHA-NCP， some 
resul ts are shown. 
1.はじめに
最近のコンピュータ・ネットワークは種々のアプ J)
ケーション・プロトコル1)-めを提供しており， NCP 
(Network Control Program)のもつ機能は複雑化か
っ多様化する傾向にある.とのような複雑な NCPの
もつ論理を適切に表現することは，今後の NCP設計
の上で重要な課題である.このため本論文では， NCP 
にプロセスの!持層構造を導入し， NCPのもつ論理の
明確化を計るー設計方針を考察した.特lζ本論文では
NCPの仁jコ核をなすフ。ロセス結合制御について述べる.
一般論として譲雑な論理の設計においては，論理を
単純な単位lζ分!久それらを組み合せて一つの把握し
やすい論理にまとめてゆくことが設計の一つの基本思
想である.本論文では各経ブ。ロトコノレの最少単位をプ
ロセスとi乎び，ネットワークi自の結合1IiU1ilJをプロセス
単位で行う.乙のことによりすべての制御がプロセス
キ Onn Design of NCP Ior Co]nputcr Network by Yoshihiko 
εJ3IJ-IAH!l. (The lnst;lllte of Eleclronics and lnform3tion 
Sciencc， T'sukuba Un日Icrsity)and Shoichi¥JOGUCHI (The 
Research lns:itute of Electric日1COJ1:n:unicatio!l， '1‘ohoku 
University) 
件筑波大学従子情報工学系
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単位になるので，ホストがど ζまでオペレーティング・
システムの仕事をするかを!日Jl龍にすることができる.
次の問題はどの脱皮までプロセスlζ機能をもたせる
かである.当然，その機能の純問の決め方は各部:プロ
トコルのもつ機能の構造に適合し p 乙の動作をよく反
映したものでなければならない.一般に，各プロトコ
ルの実行において共通する制御の流れはp 次のとおり
である.まず，どのプロトコルのサービスを受ける
か，そしてどのような形式で行われるかを定め，1長{去
にま:求の実行が行われるといった階層性がある.この
ことから必然的にプロトコノレの実行lζは，各階層ごと
に，それを支援するプロセスが存在し，それぞれが実
行を行うと考えるのはp より一般的である
本論文は以上の設計忠恕により， J¥JCPの設計のた
めの方法論を与え3 その記述にオートマトン的手法を
用いて，具体的に表現する方法を示したものである.
特に，プロセス制御フ。ログラムの基本的動作はp 相手
ホストからの入力メッセージによりプロセスの結合状
態が:iA次選移してゆくので，オートマトン的記述は，
プロセス結合プログラムの表現に，きわめて適合した
ものであると考えられる.
以下，本稿では， ARPAネットの結合子J!l'i~[準じ
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た ALOHA*-NCpS)，9) の実例をかかげ，著者らの設
計思想lとよりp 一般化したプロセス結合制御方式につ
いて述べる.
2. 結合手JI震における諸定義
プロセス:プロセスは Fig.ltζ示すような階層構
造をもったサブプロセス (Pj，)の集合からなる.各サ
フ'プロセスは受信および送信端子の一対をもち，それ
は実際の端子番号(ソケット番号)が与えられたとき，
実行サフ。プロセスと呼ばれp データの送受を実行しな
がら一連の処理を行うソフトウェア・モジューノレであ
る.また，サブプロセス間の交信は同居のものi司志し
Host ti) Host (j) 
r-:一一一一一一一一l
I Procesち of ;p~;己550f7
i トl05t(i) 1 1イば (j) 
Lcv<ol-0 
目。 白
I (US巴rInitiatorl (Server Initiat0i') 
(3;) I I 
11 R~( 日 R~(Rlt 9 1 1 l品Level-1 
i IR九 ! T~ IR~~ S~~ (S~) I i RTiIR~~ f -:月白
Lev巴1-2 
iLI L3A}! :唱。 )1: R!n(Rn) 9 I I 
し一一一一一一一一一一J じ -j
し巴vel-β
For n::::1， 2， 3.. 
RT，: Receive terminal at lcvel-lI， ST，: Send terminal at 
level-n 
R，: Receive socket number assigned to RT at level-n 
S，: Send socket number assigned to ST at level-π 
Fin: Subprocess of host(i) at levcl-n 
Fjn: Subprocess of host(j)日tlevel-n 
Apostrophized RT"， ST"， R，.and S，.日xpressthose of host(j) 
For n=O 
RTo: R巴ceiveterminaJ of host(i) at level-O 
STo: Send terminaJ of host(j) at level-O 
Ro: Receive socket number of 10st(i) at Jeve!-O 
SO: Send socket number of host(jl at level-O So=Do 
Fjo: User mitiator 
Fjo; Server initiator 
Fig.l Process related to 5ubprosses 
本 AdditiveLink On-Jine Hawaii Are呂の自主
料本論文では次のように与えている.
LINK番号・ 使用目的
O 淡優先i交のI1日j御メッセージ用
2~ 71 データ・メッセージm
72~15S 未使用
159~191 ネットワーク情報収集JH
192~255 俗人の笑験Hi
かできない.ζのような階層構造の意味は次のことか
ら必要である.ネットワークには異なる機種からなる
ホストが存在し，各ホストでは，異なる符号体系また
は文字の定義を行っていることもある.そのため，椙
互の会話の基盤としてレベルーOではネットワーク;全
体で定めたどット・インディベンダンス符号を使いp
レベソレー 1の Pi，とPh のデータ送受はネットワーク
全体p またはホスト認で定めた共通符号体系を設定し
て，これを使っている.また Pi1とPh の会話をと
おしてレベルー2の PiZとPh で実行される機能の詳
細を定義する.このようにレベルー2でのデータ情報
の表現形体は， レベノレ-1の会話で新たに定義するこ
とができ， レベノレ-1の共通符号体系とは別な符号体
系をとりうる.
一般的には， レベノレ4 まで以上の操作を繰り返し
て，プロセスの機能を実行してゆくものとする
次に，具体的にファイル転送プロトコノレの実例をと
りあげて，階層構造の正当性を示す.まず， レベノレ-0'
ではネットトークの提供する穏々のプロトコノレからフ
ァイルi伝送処理二をサービスするプロトコノレの選択をし
なければならない(本システムでは，これをイニシ
ェータと呼ぶ).次i乙ファイノレの転送をどのような
ファイノレ構成， どの符号体系で，また， どのような機
能で行うかを異なるホスト聞で取り決める必要がある
(これをファイノレ転送制御サブプロセスと呼ぶ). レベ
ノレ-2ではレベソレ-1の定義に従って実際のファイノレの
転送を実行する(これを， ファイノレ転送実行サププロ
セスと日子ぶ). このように各プロトコノレは，いくつか
の階層を経るのは一般的である，かつp 後述の実験と
検討にも述べているように，プロセスの階層構浩は経
験的妥当性をも十分満足しているものである.
ソケット番号:ソケット番号は各サブプロセスの送
受信端子を識別するためのものである.重複したソケ
ット番号を与えないため，ネットワーク内のホスト番
号をすべて異なるようにつけ，ホスト内のソケット番
号を異なるようにすればp サププロセスの端子の識別
はネットワークで唯一に定まる.ネ γ トワーク中のソ
ケット番号はホスト番号とソケット番号で定義され
る.以下では，ソケット番号はホスト内のソケット番
号が主になるのでp ホスト内のソケット番号を示す.
リンクンクはサブフ。ロセス閣を結合させる論理
パスと定義する.その論理パスにもちいる線路を用途
月IJまたは優先度によって分ける必要があるためp 論理
的線路にリンク番号**を与えて区別する.
Vo1. 19 No. 1 コンピュータ・ネットワークにおける NCPの設計に関する一考察 55 
サブフ。ロセス間の結合:同属における l対 1のサプ
プロセス簡の結合である.たとえば，Filと Fj， のレ
ベノレ-1でのサブプロセス結合とは，Filの受信端子に
システムから動的に与えられたソケット番号 (R1) と
Fhの送信端子に動的に与えられたソケット番号(Sl')
をそれぞれのホストに知らせ， Rlと S/IL論理ノマス
を設定する.同様に lつれの送{言端子のソケット番号
(Sl)と Fhの受信端子のソケット番号 (Rl')を交換
し，論理パスを設定する ζ とと定義する .ζの手!院は
3.で詳しく述べる.
プロセス結合:プロセス結合はレベル-0から必要
なレベル-nまでのサブプロセス関の結合を行う
プロセス結合は次の 3つのフェーズからなる.
フェーズ工:イニシェーションのための操作.
フェーズII:レベノレー 1から刀までの結合操作.
フェーズ]I:レベル-nから 1までの結合切断.
以上の諸定義をもとに，具体的なプロセス結合制御手
j慣を述べる.
3. プロセス結合方式
プロセス間の結合方式を述べるにあたって，まず，
どのようにして目的のプロトコルのサービスを受ける
かについて説明する必要ーがある。ホスト (i)のユーザ
の相手ホスト指定コマンドで，相手ホスト(j)との物
理的自線結合が行われ，次に，プロトコル指定コマン
ドによりホスト (i)内の必要な自分自身のプロセスが
定まる.そして，ホスト (i)は最初の制御メッセージ
(Do指定)を相手ホストlζ送ることによりプロトコル
を決めることができる.そのわけは，各ホストは他の
ホストからの処理要求に従った共通のソケット番号*
(Do)を有しているからである。ホスト(j)はホスト
(りからの最初の制御メッセージで自己内の呂的プロ
セスを知ることができる.このように，共通ソケット
番号を定めることにより，新たなアプリケーション・
プロトコノレの追加も容易となる.
以下の説明はホスト (i)を中心lζ述べ，結合の要求
市ホストの共遜ソケット番号の種類の l供j
ソケ・yト番号 Do サーバ・イニシェータの機能
1 ホスト使用のイニシェーション
ファイル転送処理のイニシェーション
Remote Job Entry機能のイニシェーション
65 Speech Data Base機能のイニシェーション
料以下， リンクiζ送信f設をjI;lJり当てる制御フロー は結合方式fC直接関
係ないので省略する.本システムでの ALLの送信は何回かできる
ものとする.すなわち，メッセージ数aと総ピット数bをALLに
より相手lζjl;!Jり当て，aまたは bの一方の分のデータを受信した時
点で，再び送信盤昔話り当ての ALLを送信するものとする.
する{射をユーザ、とし，要求を受ける{QIJをサーバと定義
する .ζの場合 Fig.lの Fioはユーザ・イニシェー
タ (U1)と，Fjパまサーバ・イニシェータ (S1)とi乎ぶ
ことlζする.
3.1 結合手 JI境
今，ホスト (i)からホスト(j)のソケット番号 Do
を指定しているものとする‘さら!と，ホスト (i)のシ
ステムは代表ソケット番号 Roを，グノレーピングされ
たソケット・フ。ールから選び， CREATE (1)コマン
ドにより，Roをもった実行サブプロセス U1を生成
しているものとする.またp 各制御メシセージは 3英
文字記号で示し，記号の右潟の(i)はホスト(りから
ホスト(j)へ， (j)はホスト(j)からホスト(りへの
メッセージの流れを表わす。各記号とそれに続く( ) 
のパラメータはp それぞれ Table1と Table2 (改真
参照)の Noteおよび Fig.1¥L説明しであるので参
j尽の ζと
フェーズ 1(レベノレー Oの結合)
① ホストU)は相手ホスト(j)(. Doを指定して，
Roを含む制御メッセージ RTSU)(Ro， Do， lo)を
送信する料.
① ホスト(j)は確認をとるため， f抑制メッセージ
STRをホスト(りに送る.そのフォーマットは次
のものである. ; STR (j) (Do， Ro， :;0) 
①と②現により Doと Roソケット番号の認識と論
理リンク 10が確立されたことになる.
① ホスト(j)のシステムが Fhlζ割り当てる Sl'，
Rl'を選び， S1はリンク loを介して受信ソケッ
トR'=S'-lを情報として U1(.ζ送る.ホスト
(j)のシステムは，コマンド SENDM(R')で送
信を実行する.
④ 雨イニシェータ間の交信を切断する.以下，こ
れはプロセス結合のイニシェーションの終了を意
味する.ホスト (i)の受信端子 Roからホスト(j)
の送信端子 DoIζ切断制御メッセージを送る.
R-CLS(j)(Ro， Do) 
①確認をとるためホスト (j)からめの RoIC切
断制御メッセージ R-CLS(j)(Do，Ro)を送る.
以上 S1，U1では解放され，次の受け付けをまつ.
フェーズ II(レベソレ-1の結合)
⑤ ホスト (i)はレベソレ-1の P九 lζR1，Slのソケ
ット番号を割り当て，実行サブプロセスを生成す
る. {旦し，Rl=Ro十2，Sl=Rl十1とする.
⑦ ホスト(りから RTS(i)(R1，Sl'， l2)をホスト(j)
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CREATE (1)・Creationof User Initiator. 
CREA1、E (2): Crea tion of subprocess. 
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Table 1 Input symbols 
CONNECTION (1): Request for UI initiation from system. 
CONNECTION (2); Connection request of subprocess from system. 
CLOSE (1): Termination of UI initiation. 
CLOSE (2): Tennination of S1 initiation. 
CLOSE (3): Disconnection of subpr口cessconnection. 
SEND: Transmission request for data message from system. 
RECEIVE: Receive request of data message from system. 
H.ELEASE: H.esource release request， used in su bprocess co口nection，from system. 
LJSTEN: S1's waiting for initiationτequest from UI 
H.EADY: End of interrupt management 
lNSG: Acceptance of interrupt management. 
L1: Sta.tus 】nguiryof subprocesses 
[NAJ: Last messag令 tra口smissionerror i ['υJ for control one. 
[AC]: Succ号ssfullast message transmission J ['2>J for data one. 
*: Time-out for elapse of a certain time in state. 
料 (n):J<esource reJease of JeveJ-n 
E(S): Event i口dicatingSend Counter (SC) being not zero. 
官S):Event indicating SC being zero 
E(R): Event indicating J<eceive Counter (lミC)b日1I1gnot zero. 
E(H.): Event indicating RC bei時 zero
不(D):CompJete processing of remained data messages. 
AM(j): Any messages from the host (j). 
M(j)， M(R/): Data message from the host (j). 
N(jl): lnterrupt data message from the host (j). 
INT: Interrupt request f rom the system. 
lミTStj>:Host(j)'s r巴ceiver-to-sendercontrol message for a connection， RTS'j> (RnにSl，12n-l)，¥vhere Rn'，Su，l'2n-l are 
host(j)'s receiver日ndhost(i)'s sender sockets，呂ndlink at the 1εveJ-n， relatively. 
STI¥'j>: J司Iost(J)'sender-to-receiver control message for a connection， STR'j> (S，' R"， 521)， where Sn'， R，' 52" are 
host(j)'s send and host(i)'s receive sockets， and a logical byte size， relatively 
ALL(jl: J-Iost(j)'s space a!location control message， ALL'j>(lz"-l> a， b)where a and b ar巴 messageand bit count assigned 
to 12n-， 
R-CLSり):Host(.i)'s close control message to host(i)'s receive ter口1inalof the level-n subprocess， R】CLS'j>(S，r'Rn) 
S-CLS'jl: Host(j)'s close control message to host(i)'s send terminal of the level-n 
NOTE 
INStj>: 1噂Iost(j)'s interrupt co口trolmessage， INS'j>(lzn-，). 
[守 J:Subnet control message. 
一一一一:Underline of symbol means event from the system of host(i)_ Nonexistεnce of parameters and control message 
is lNSり>(L，)HTS'j>(Ro'，So， L，) and S-CLS'j>(Ro'.So} 
Table 2 Output symbols 
RTS';>: Host(iJ's receiver-to-sender control message for a connection， RTS(j>(Rn，Sn'，12n). 
S']、R'j>，ALL<j>，S-CLS'j>，R-CLS'j>:Explanations of the symbols are almost sameasthoseofinputsymbolsintablel， replacing 
(i) by (j) anc! (j) by (i). except param巴ters，STR'j> (Sn，R，r'5zト，)， ALL'j)lzn，a，b)， S日CLS'j>(S"，R，r')， R-CLS'j>(Rn，S，r'). 
NO*: Subprocess troubles at a process connection request. 
M(il)・ Host(i)'si口¥crroptdu¥a massage 
DEQ: Buffer release of transl11i tted last massage f rom queue. 
ENQ: Acception of received massage on queue. 
D(RC): Decrel11ent received massage and bit space fr01l1 rec巴lvecount. 
D(SC): J)ecrement transmitted message and bit space from send count. 
S(RC): Set RC a 1l10unt of message and bit space assigned by ALL'j>. 
S(SC): Set SC a 1l10unt of messag巴 andbit space assigned by ALL'j>. 
NEG: Neglect al I11cssages 
lNS' j >:Host(i)'s interrupt cotrol message， JNS' j >(/211) 
OK: Completion of creating UI or subprocess 
NOTE 
Nonexistenc巴 ofparameters and control 1l1essages is STR'j>(So，Ro/，5_，) a日dS-CLS，j>(So， Ro'). 
parnrneters 1m and 5m means 
ん'1:m=2n， a link nU1l1bcr assigned by host(i) 
m:=2n-l， a Jink nU1l1ber assigned by host(j) 
5m: m =271， a logical byte size oi datn transferred on link 1m・
刀1=2n-1，a logical bytes ize of data tra口sferred'on link 111/' 
where， 11 is interger Jl山nberand 71 is interger number indicating level of connection 
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lζ送信する
① ホスト (j)はレベル-1の Ph1，ζ S1'，R1'のソ
ケット番号をもっ実行サブプロセスを生成する.
①ホスト (j)からのに STR(j)(S1'，R1， 52)を送
る
⑦と①項lとより R1 と 51'ソケット番号の認識と
論理リンクんが確立されたことになる
⑪ ホスト (j)から (i)!C RTSUJ(R1'， S1， 11)を送
信する.
@ ホスト(りから (j)に STRC・)(51，R1'， 51)を送
信する.
⑬と⑪項lとより，ふと R1' ソケット番号の認識と
リンク 1の降立がなされた.⑦，①，⑬と@項の手続
きにより，サブプロセス Pil と Ph との結合がなさ
れる.
フェーズ II(レベル-2の結合のための諮定義*)
⑫ リンクんを介して，ホスト (j)のシステムが
選んだソケット番号 R2'をホスト (i)に送る.
SEND J>1(R2')コマンドによる.
⑬ リンクむを介して，ホスト(りのシステムが選
んだソケット番号 R2をホスト (j)に送る.SEND 
lvl(R2) コマンドによる
フェーズ II(レベルー2の結合)
フェーズ 1(レベノレ-1の結合)と同様な手順で， レ
ベルー 2のサブプロセス結合を実行する.すなわち，
Pi2 !C 52， R2のソケット番号を，また PjzIζ5/， 
R2'のソケット番号をそれぞれ害iJり当て，実行サブ、フ。
ロセスを生成する。その後，相互のソケット番号と論理
リンク 13，んを確立することである.但し R2=Ro十
4，52=Ro十5，S/ = Rz'十1かつ Ro'ニ=Rl'ート2である
以下， ファイノレ転送プロトコノレ等においては，実際
の情報がら，んを介して行われる.
フェーズ III(結合切断)
⑬ ホスト (i)の受信ソケット番号 R?からホスト
(j)の送信ソケット番号 S/IとR-CLSCi)(R2，S2') 
を送信する
⑬ ホスト (j)の送信ソケット番号 5/からホスト
(i)の受信ソケット番号 Rzt乙 r1f認のための R-
* {fi，j々 のアプリケー ション・プロトコルで定めたその他の↑f;級交投が
なされるが，制御手肢の観}~Ï，.から相互のソケット交換のみを示す
料各1i;lj御プログラムの前処l'Jlの内容
① livlP J:lJのパケット向JV]，誤り検出，:pおき処理や再送要求処理等
② lMP・ホスト目立のメッセー ジ長チェック，メッセー ジ・パケッ
トJ:lJの分解・合成やパリティ・エラー処}m~~
③ ホスト!日!のメッセー ジ・フ三一7 ットのチェック， リンクやソ
ケット設そ;の論恋的正当性のチェック処恕~~;
CLS(j)(S'2， R2)を送{言する.
⑬，⑬項により I 52'， R2のソケット番号とリンク
んが解放される
⑬ ホスト (i)の 52からホスト (j)の R2'1ζS-
CLSCi)(S2， Rz')の送信を行う.。ホスト (j)の Rどからホスト (j)の 52iと磁認
のための S-CLSω(R2'，52)を送信する
⑬，⑫;項により，ソケット番号 52，Rz'とリンク 13
が解放される.また，⑬，⑬，⑬と⑫により， レベソレー 2
の Pi，と Pj， の結合切断が完了した ζ とlとなる
レベル-1の Pi，と Pj， の結合切断も 2 レベノレー 2
の切断手続きと同様な処理を行う.すなわち，切断制
御メッセージによる相互のソケットの確認を行って，
R1，51'と Sl，Rl'のそれぞれのソケットおよびリン
クんとんが解放される.以上でP プロセスのおう合切
断が終了する .ζのように， レベルー7zまでも， 1河様
なプロセス結合i/i目指j手}IJfiで実行される
4. プ口セス制御手)1填のブ口ック化
結合手j阪を 6つの基本的なブロックに分!づ，名ブロ
ックは状態選移区iで表現している. 1玄!の1コで， Oc:c:> 
は状態を表わし，各状態の説明は Table3(次}':r券Ji.¥{) 
lζ示す.矢j:!Jは;選移先を表わし，複数の巡移うもがある
状態では，援数入力記号が識1]IJできるものとする.状
態から状態への選移1寺の処出に関する完全なドキュメ
ンテーションは NCP設計にあたって記述している
が，ページ数の制15えのため，詳細を省き 3 本稿では入
出力E苓F象のi関謁詩，保係をl仁:1和i
処理勤作は Table1と Taぬble2の入出力記号lにζおい
て記述している.また， 1盟のムと口は他のブロックに
またがる場合であり p その中の記号または悉号は行き
先きを示す.
次lζ遷移Izlにおける異常入力事象の表現について述
べる.本システムでは，あらゆる異常入力信号は，プ
ロセス結合制御フ。ログラムにあがってくるまでに， i日
処理過程でチェックされる.前処理とはp ①IMP(In-
terface Message Processor) n号制御プログラムによる
もの，②IMP.ホスト|自の制御フ。ログラムによるもの
と①ホスト 1:¥J制御プログラムによるものがある料.プ
ロセス結合制御プログラムは， 乙れらの前処理の内容
は一切関知しない.関係するものはp 前処理の結果と
して生じる事象のみである.それらのうち異常入力事
象について主なものを，次lと述べる
@ IMPまたは相手ホストのシステム・ダウン
58 ↑青
Table 3 State symbols 
INITIAL司1:Initial state for conncction， where distinction 
between CONNECT(l) and LISTEN is旦ssum芭d
to be done. 
INITIAL-2: Initialization end state 
LISTEN: ¥Vait state for acception of connection request. 
ACCEPT A，:ひlaitfor requcst of subprocess test inquiry from 
syst色町1.
Az: Wait for reply [AC(I'] of tr品nsmissionSTR【Il
OPEN 
0，: State able to receiγe data message 
O2: ¥Vaiting for data messagc. 
03: Check if there is enough spacεto continuc receiving data. 
o.・Waitfor CLOSE(l) command 
0.: State呂bleto send data mcssage 
0.: Wait for succεssful transmission 1I1!R1) 。7:Check if there is cnough space to continue transmitting 
data 
08.:、1予W，詰11はtfor CLOSE(2幻)c口mma祖 口
CLOSE 
C，: ¥Vait for sllccessful transrr・issionof close control messages. 
Cz: '¥九'aitfor replies to close control messages from host (j). 
C3: iVait for resource‘release request. 
C，: iVait for end of received data message processing 
C.: Wait for termination of resource release 
RELEASE 
R1: Wait for termination of resource release. 
CONNECT 
T，: vVait for request of creating executing-subprocess 
T2: Wait for successful tτanS1TI1SS10n. 
NORMAL OPEN 
λ日 Stateable to receive and send data messages. 
λ.'2・1九'aitfor data messageβ1(j) 
N3: ¥Vait for data message M!i). 
λ日 Checkif thcre is enough space to continue rec色lVll1g.
N，: Check if there is enough space to continue sending 
N，: Wait for successful transmIssion ALLljl. 
λら:Wait for ALLlj'. 
FORCED CLOSE 
F1: iVait for request of resource release 
F2・Waitfo1' termination of resource release 
INTERRUPT 
1，: Wait for successful transmission INS'υ. 
ん・ iVaitIor RECEIVE command. 
ん:W呂itfor M(jI) 
1.: Check if there is enough spac邑 tocontinue receiving. 
1，: iVait for successful transmission ALLIII. 
1，: Check tf there is enough space to continue s巴nding
11: ¥Vait for successful transrnission ALLlj人
1.・iVuitfor startlng signal of interrupt management INSG. 
1.: iVait for completion of interrupt management 
1，0: ¥Vait for rcquest SEND command 
Ill: '¥九!uitfor successful transmissionλ1(iI) 
1，2: Check if there's enough space to continue sending 
I凶:iVait for space司allocationcontrol message ALL【jl
⑤ メッセージlζ論理エラーがあった.
@ 送信メッセージが相手に屈かない.
③ 受信すべきメッセージが受信できない.
@ サブプロセスの異常処理等.
これらの異常状態は，すべてタイム・アウト事象と
してプロセス制御プログラムは処理する.但し，異常
処理プログラムは， タイム・アウトの種類をi玄別でき
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るものとする.
U-IN1T1ATEブロック:このブロックはホスト (i)
の 01強iJのフェーズIにあたる (Fig.2 (次頁参照). 
次l乙このブロックの各状態を述べる. 1N1T1AL-1 ; 
プロセス結合の初期状態であり，システムからの
CREATEコマンドにより，ホスト (i)に実行サブプ
ロセス Pj1 を生成する • T1; システムからの CON-
NECTコマンドにより RoとDoのノマラメー タ (3.1
参照)をもっ RTS(j)と ALL<il をホスト(j)に送信
して状態 T2~ζ移る . T2; RTS(j)と ALL<i) がp 正
しくホスト(j)に伝わる ([ACωJ)と受信カウンタに
ALL<ilで指定したメッセージとビット数を記憶する.
そうでない場合は ([NAωJ)はタイム・アウト(*)
内で， [ACC1l]が返るまで再送を繰り返す T3;ホス
ト(j)から RTS(i)の応答である STR(j)を受信して
状態。1 ~ζ移る.応答待ちのタイム・アウトが生ずる
と強制切断処理に入る.01;システムからの RECE1-
VEコマンドlとより，ホスト(j)からの Ph の受信ソ
ケット待ちである状態。2(:(移る 02;ホスト(j)か
ら受信ソケット Rl'をタイム・アウト内に受信する
と，乙れをホスト (i)の 01~ζ登録する.のちに，シ
ステムはこの Rl'を， レベル-1のサププロセス結合
に使用する. 03; R1'のみの受信であるから，受信カ
ウンタの億にかかわらずに 04状態に移る.システム
の CLOSE(1)コマンドにより R-CLS(j)を送信す
る.C1; R-CLS(j)の [ACCll]が返ると状態 C21:ζ移
り，そうでない場合は R-CLS(j)を [ACC1l]が返る
まで， タイム・アウト内で再送を繰り返す C2;タイ
ム・アウト内に R-CLS(j)に対する R-CLS<ilを受信
すると状態 Cs!:(移る Cs;システムからのりソース
解放 (RELEASE)コマンドにより，状態 Rll:ζ移る.
R1; 01が使用したりソースの解放の終了lとより 1N-
1T1AL-2 !:と移る.
以下のブロックの説明は関犠の動作であるので，詳
細を雀き，概略を述べる.
S-IN1T1ATEブロック:このブロックはホスト(り
の 51{閣のフェー ズIにあたり p 相手ホストからのプ
ロセス結合要求を受けつける.かつ，結合のためのイ
ニシェーションを行う (Fig.2参照). 
NORMAL OPEN-nブロック:レベル-nのPinと
p}nの半2重のデータ・メッセージ送受信と割り込み
処理を行う.ホスト(りからのデータ・メッセージ
M(i) とホスト(j)からのデータ・メッセージ M(j)
のフォーマットや構成符号等は， NORMAL OPEN-
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S句 INITIATEBLOCK u駒 INITIATEsLOCK 
Fig.2 Initiation bJock 
OPEN -Il BLOCK 
Fig.3 Open-11 block. 
Fig. 4 F -Close， Close-n and Connect-n blocks 
(71-1)の会話で定義されたものに従う(但し η二三1). 
割り込み処理に関しては，プロセス結合制御と直接な
関係はなし百と思われるので，説明を省く (Fig.3参
照). 
CLOSE-71ブロック:レベレーη(ηミ1)の実行サブ
プロセス Pらと Pjn間の結合切断を行う.以下，切
断要求のタイミング!と関して述べる.
システムからの CLOSE(3)コマンドか，ま
たは相手ホスト(j)からの切断制御メッセージ
のうち，先に発生した事裁が援先的!と処理さ
れ，状態 (Nl)からそれぞれ状態 Clまたは Cs
1と移る (Fig.4中央区J). レベノレ-71のサププロ
セスのリソース解放終了後，制御はレベルー(n
-1)のオープン状態 (Nl)に民る.但し 3 レベ
ノレ-1の時は INITIAL-1状態に民るものとす
る (Fig.4中央図)
CONNECT-nブロック:結合制御子j債のフ
ェーズEのうち， レベノレ-71(n返りのサブプロ
セス Pi"と Pj"日立のサブプロセス結合を実行
する.Fig.4の右i習がζのブロックにあたる.
図中，制御メッセージのパラメータは省略しで
あるが，サブプロセス結合lにζ必2安Eな l乙し!， Rしn'汁lは立
レベノルレ一(かn一lり)の実行ササ-ブプロセス Pil吋と
PjんtI川:
は Sn=Rnート1，Sn'ご Rn'十lの関係にあるもの
とする.また Rl，RI'はそれぞれ SI，UIのイ
ニシェーションによりう~Jるものとする
FORCED CLOSEブロック:各サブプロセ
ス結合に異常が生じたJ詰合，そのサブプロセス
間結合の強制切断処理が行われる.レベノレーη
におけるつソース解放の終了後，事象オド>!く(η)
により，状態 F2からレベノレー (71-1)のオープ
ン状態 (N1)に移る.但し， レベノレ-1およびイ
ニシェーション中の強制切断処理は，それぞれ
* * (1)および*  (0)事象により， INITIAL-
1状惑に戻るものとする (Fig.4の左図)
5. 階層構造によるプ口セス結合
前章ではブロック単位にプロセス結合制御手
順の状態遷移図を説明したが，それらのブロッ
クを使って，階層構造をもっ全体的なプロセス
結合の流れを表わしているのがI Fig.5 (次頁
参照)である。図では，入出力記号の関係は省
略しであるが，ブロック単位の状態遷移図で述
べたものと同じである.また， タイム・アウト事象
(>ド)も省略しであるが，その事象が発生したときは
Fig.5の留の強制切断処理lζ移るものとする.
6. 実践と検討
本論文のオートマトン的手法をもちいたプロセス結
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。
Fig.5 Hierarchical structure of process connection. 
合方式をもとに作成したのが， ALOHA-NCP内の
ARPAー フ。ロトコノレのプロセス結合制御プログラムで
ある.このプログラムはp 機種目P2115 (16 k語， 1 
諮問ピット)にアセンブラ言語ーを使って作成されp
NCPのうちp そのプログラム自体の大きさは，共通
サブルーチンを含めて 4k認校j支である.
次lとp 実験システムをとおして引らかになった点
を述べる
① プロセス結合制御は，イニシェーション・ブロ
ックと各j習のサブプロセス結合を生成する基本的ブロ
ック (CONNECT-71， OPEN-n， CLOSE-n)の組み合
わせからなっているのでp 結合論理の全体的な把握が
容易かつ明解である
① 階層構造をもっ結合手!院は層単位の拡張や変更
が比較的容易である.それi設に，新たなアプ 1)ケーシ
ョン・プロトコルの結合制御lζ適応性がある
① レベル-nのサフー プ。ロセスはレベソレー (n-1)のサ
ブプロセスの管理下にあるので，上位のサブプロセス
!?若の会話をとおして， レベノレ-nのデバッグ[j:1のサプ
プロセスlζ関するステータスまたはエラー情報のやり
とりがすJ古Eである.それilj(t乙新たなプロセスまたは
サブプロセスの開発やデバッグに適している
④ プロセス結合制御手j艇の状態12を追うことによ
り，デバッグliコの細かなレベノレのプログラム誤りを検
出する乙とができる
① ネットワークの仮想端末化を目的とした TEL-
NET6)プロトコル(本システムでは 2ステッフ。のi去
j芭)をのぞいてp ファイパノ転送フ。ロトコル(3ステッ
フ。の階j習をとる)のような他のプロトコルlζ共通して
いえる府j語の深さは 3ステッフ。程度て、あるので，プロ
セスを階j毘構jtjイとするためのオーパヘッドは問題ない
と思われるが，量的な検討は今後の問題としてのこさ
れる.
7. 結論
本稿では， NCPの中心をなすプロセス結合制御に
ついて述べている.特l乙異なるホストのプロセス関
結合で送受信するデータ情報のタイプの定義が，ネッ
トワーク全体p ホスト関p サフ。プロセス間にわたって
共通なものかにより p 階層分けしたプロセス結合手法
を示す.また，その制御手j阪はオートマトン的手法に
よる状態遷移図で表現しており p プロセス結合制御フ。
ログラムは基本的なブロックから成り立っている.な
お， 6. (と列挙した①から①の事柄は，プロセス結合制
御プログラムの実際の作成から確証したものである.
以上，本稿で採用したプロセス間結合方式はp コン
ピュータ・ネットワークにおける NCP設計のための
一つの基本的方針であると思われる.
この研究は日米科学共同研究の一環として行った実
!設システムである
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