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Abstract
This thesis describes the development of a comprehensive and detailed theoretical
framework for modelling x-ray Thomson scattering (XRTS) diagnostics for investigating
dense plasmas. Throughout, the well-known description ubiquitously used for modelling
XRTS experiments is modified in a novel way in order to meet the challenges arising from
the latest experiments in the thriving fields of warm dense matter (WDM), high-energy-
density (HED) plasmas and inertial confinement fusion (ICF) energy research. In particu-
lar, plasmas in which the electrons and ions are in non-equilibrium states are considered,
relating to both momentum and energy relaxation and also spatial inhomogeneity.
The theoretical basis for describing the spectrum of scattered radiation is given by
a quantum statistical approach in order to be applicable to dense, strongly coupled and
partially ionized plasmas. The correlation and response properties of the electrons and
ions are treated using the techniques of non-equilibrium Green’s functions, such that the
different contributions to the total scattering are generalised to experiments conducive
to strongly non-equilibrium electron distributions. Of particular interest is the dynamic
structure of the free electrons, especially in the collective scattering regime, where the
mode spectrum provides a sensitive measurement of the properties of the electron gas.
The non-equilibrium model is used to analyse recent data from the FLASH free-electron
laser, and it is shown that a robust understanding of the data is only possible within this
new framework.
The model developed is also used to study and design experiments in which other
forms of non-equilibrium may be present. Simplified simulations of temperature relax-
ation of isochorically heated targets are presented and coupled the bespoke XRTS analysis
code developed in this work; the multicomponent scattering simulation (MCSS) model.
The results show that spectrally- and angularly-resolved XRTS could potentially be used
to perform such measurements and, moreover, assess the validity of electron-ion transfer
models under challenging conditions. Furthermore, the code is also coupled to radiation
hydrodynamics simulations of experiments in large-scale targets currently being developed
for the National Ignition Facility. In this case, the strongly inhomogeneous state of the
target, combined with other three-dimensional effects, requires a significant development
of the standard approach to modelling XRTS.
Finally, the MCSS code is use to analyse data from recent experiments using shock-
compressed plastic. Here, the target is small enough and evolves sufficiently slowly for
the well-understood equilibrium-based XRTS theories to be robust. Detailed statistical
analysis of the data supports the breakdown of the well-known Debye-Hückel description
of the screening properties of dense matter. Instead, a more general approach studied in
this work is shown to provide a better fit. This result constitutes the first such experimental
observation in dense plasmas, and is of significant interest to a wide range of fields in which
charge screening is important.
xiii
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Chapter 1
Introduction
Within the last few decades, significant advances in laser technology, pulsed-power ma-
chines, versatile and powerful diagnostic techniques and high-performance computing have
enabled large strides to be taken in the field of high-energy-density (HED) physics. The
latest generation of experimental facilities combine the power of high-energy, high-intensity
and ultra-short duration drivers for heating and compressing matter to extreme conditions
with cutting-edge diagnostic capabilities. Such extreme states of matter are of fundamental
interest to a diverse range of active fields, including laboratory astrophysics and planetary
physics, inertial confinement fusion (ICF) research and materials science, on both micro-
scopic and macroscopic scales. Moreover, in the age of the comprehensive test ban treaty,
producing and understanding HED matter is of crucial importance to underwriting a fully
predictive capability for certifying existing stockpiles.
The rapid rate of progress made in these fields is exemplified by the achievements of
the National Ignition Facility (NIF) at Lawrence Livermore National Laboratory (LLNL),
USA [Moses and Wuest, 2005]. Following the completion of the facility in 2009, records in
the pressure, temperature, implosion symmetry and neutron yield produced in indirectly-
driven implosions have been consistently set and subsequently broken [Landen et al., 2011;
Mackinnon et al., 2012; Robey et al., 2012; Glenzer et al., 2012]. Indeed, the recently
reported and much publicised milestone of scientific break even [Hurricane et al., 2014]
has demonstrated that self-sustaining nuclear fusion may soon be in reach. However,
the set backs and difficulties encountered during the National Ignition Campaign have
served to highlight the scale of the challenges that remain and, in particular, the crucial
role of advanced theoretical and computational tools for platform design, modelling and
optimisation, and in supporting data analysis [Dittrich et al., 2014].
In addition to large-scale facilities such as the NIF, a new generation of medium-
scale high-power lasers incorporating both long-pulse and short-pulse technology provide
highly flexible platforms for HED physics research. Important examples are the Omega
laser at the Laboratory for Laser Energetics in Rochester, USA [Boehly et al., 1997], the
Vulcan laser at the Rutherford Appleton Laboratory [Danson et al., 1998] and the newly
commissioned Orion laser at AWE’s Aldermaston site [Hopps et al., 2015], both in the
UK, as well as many others around the world. Combining high-energy long-pulse drivers
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with short-pulse laser-driven heating sources such as energetic charged particles allows for
hot, dense plasmas to be produced on sufficiently short time scales for complexities such as
hydrodynamic motion and instabilities to be effectively mitigated [Roth et al., 2009; Pelka
et al., 2010; Brown et al., 2011].
Another exciting area of current development is in the use of x-ray free-electron lasers
(FELs) such as the free-electron laser in Hamburg (FLASH) at DESY, Germany [Acker-
mann et al., 2007], and the Linac Coherent Light Source (LCLS) at Stanford University,
USA [Arthur, 2002]. These machines can produce ultra-bright, coherent x-rays with nar-
row bandwidths and in ultra-short pulses over time scales of direct relevance to atomic
processes [Gaffney and Chapman, 2007]. Furthermore, by combining FELs with optical
laser systems [Nagler et al., 2015], measurements of hot, dense plasmas are made possible
with unparalleled signal-to-noise ratio and repeatability. LCLS in particular has enabled
the development of novel diagnostic techniques [Wang et al., 2012], as well as vastly im-
proving the x-ray probes used for scattering measurements [Brown et al., 2014; Gauthier
et al., 2014; Gamboa et al., 2015; Fletcher et al., 2015].
Of particular interest to this work is the warm dense matter (WDM) regime. This
occurs as a transient state in all laser-matter interactions in which the target is initially at
near-solid density and, furthermore, is thought to exist in the cores of giant planets [Guillot,
1999] and massive compact objects, such as white dwarfs and the crusts of neutron stars
[Dufour et al., 2007]. Here, theoretical descriptions are made exceptionally challenging by
the need for a fully quantum mechanical description, which goes beyond simple ideal mod-
els. Important examples of properties affected by uncertainties due to these considerations
are the equation of state (EOS) [Hoarty et al., 2012; Morales et al., 2012; Vorberger et al.,
2006; 2013], energy and temperature equilibration [Ng et al., 1995; Dharma-wardana and
Perrot, 1998; Vorberger et al., 2010; White et al., 2014], transport properties [Perrot and
Dharma-wardana, 1987; Gericke and Schlanges, 1999; Gericke et al., 2002b; Zylstra et al.,
2015] and dynamic phenomena such as charge screening and the dielectric response [see,
e.g., Fortmann et al., 2010; Plagemann et al., 2012; Chapman et al., 2015].
Another complication arises in the analysis of experimental data, which can be un-
dermined by insufficiently detailed modelling methodologies as well as shortcomings in
theoretical understanding. In the case of WDM, the preparation of the state of interest
may lead to significant spatial inhomogeneities in the target, i.e. gradients in tempera-
ture, density, etc., or strongly time-dependent non-equilibrium effects with respect to both
momentum and energy relaxation over the duration of the measurement. Indeed, such
considerations are well-known to constitute significant sources of uncertainty in the inter-
pretation of experimental data.
1.1 Characterisation of dense matter
In general, the experimentally observable properties of dense matter vary strongly de-
pending on the importance of quantum effects, the influence of inter-particle coupling,
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relativistic effects and the roles of collective and non-collective behaviour. Since a statis-
tical picture is ubiquitously necessary for interpreting experimental data and constructing
theoretical models, it is natural to base the characterisation of a particular system on the
properties of the distribution function fa(p).
For the important case of systems in thermal equilibrium the relevant description is
given by either the Fermi-Dirac (FD) [Fermi, 1926; Dirac, 1926] or Bose-Einstein (BE)
[Bose, 1924; Einstein, 1924] distributions
fa(p) =
[
exp
(
p2
2p2a
− ηa
)
± 1
]−1
, (1.1)
for fermions (+) or bosons (−), respectively. For plasmas, the constituent particles (elec-
trons, protons and ions) are fermions and, thus, the properties of the FD distribution are
of interest. In Eq. (1.1), pa = (ma/βa)1/2 is the thermal momentum, ηa = βµa is the
dimensionless chemical potential and β = (kBT)−1.
Taking the limit ηa → −∞ yields the classical Maxwell-Boltzmann (MB) distribution,
whereas in the opposite limit ηa → +∞ one obtains the fully degenerate Fermi distribution
fa(p) =

exp
(
ηa − p22p2a
)
: ηa → −∞
Θ(pFa − p) : ηa → +∞
. (1.2)
Here, Θ(pFa− p) is the Heaviside function and pFa = (2maµa)1/2 is the Fermi momentum.
The fact that one obtains these two distinct limits highlights the importance of temperature
on the properties of the system, due in particular to the importance of the spin statistics
postulate [Pauli, 1925; 1940] under conditions where random thermal motion is too weak
to mask the quantum nature of the particles. The difference is fundamentally determined
by the chemical potential ηa, which can be obtained from the normalisation condition
na =
∑
σa
∫
dp
(2pi~)3
fa(p). (1.3)
Here, na is the total mean number density of particles of species a. For fermions the sum
over the particle spins σa is
∑
σa
= 2σa + 1. Applying Eqs. (1.1) and (1.2) one has
ηa = F−11/2(Da) =

ln(Da) : ηa → −∞
βEFa =
(
3Da
4
√
pi
)2/3
: ηa → +∞
. (1.4)
where, F−1j (x) is the inverse of the Fermi integral of order j [Kremp et al., 2005]
Fj(x) = 1
Γ(j + 1)
∫ ∞
0
dt tj
[
et−x + 1
]−1
, Γ(j + 1) =
∫ ∞
0
dt tje−t. (1.5)
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From Eq. (1.4), the importance of quantum statistics in determining the properties of
the system is governed by the degeneracy parameter
Da =
naΛ
3
a
2σa + 1
≡ F1/2(ηa). (1.6)
Eq. (1.6) compares the mean number density to the volume associated with the mean
spatial extent of the wavefunction of an individual particle, i.e. the thermal (de Broglie)
wavelength Λa =
√
2pi~/pa, and, thus, measures the overlapping of the wavefunctions
of individual particles. One has Da  1 for non-degenerate states, since particles are
effectively localised and may be treated classically, and Da  1 in degenerate matter.
For systems out of thermal equilibrium, Eq. (1.6) is not suitable as the concept of
temperature is not well-defined. One might alternatively give a more general definition in
terms of the maximum occupation of the distribution
D˜a = max(fa(p)), (1.7)
such that non-degenerate states again have D˜a  1, whilst degeneracy is important for
distributions in which a given momentum state is highly occupied. For example, D˜a → 1
for particles with σa = 1/2. Note that under equilibrium conditions in the non-degenerate
limit the MB distribution returns D˜a ≡ Da. This definition may be important for states
which are strongly driven around high energies, e.g. rapidly photoionized solids, which
produce highly non-equilibrium distribution functions [see, e.g., Ziaja and Medvedev, 2012;
Medvedev et al., 2013; Abdallah Jr et al., 2013].
Another important factor is the effect of inter-particle correlations. This can be esti-
mated by a generalised coupling parameter [Brush et al., 1966]
Γaa =
〈Vaa〉
〈Ka〉 , (1.8)
which compares the mean kinetic energy of free (non-interacting) particles with the mean
energy due to interactions. For charged-particles systems one has
〈Vaa〉 = Q
2
a
4piε0daa
, (1.9)
〈Ka〉 = 2σa + 1
na
∫
dp
(2pi~)3
p2
2ma
fa(p), (1.10)
in which daa = (6/pina)1/3 is the mean inter-particle separation. In equilibrium the mean
kinetic energy has the expected limits [Kremp et al., 2005]
〈Ka〉 equil.= 3
2
kBT
F3/2(ηa)
Da
=

3
2 kBT : ηa → −∞
3
5 EFa : ηa → +∞
. (1.11)
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Figure 1.1: Phase space plot for a hydrogen plasma in the density-temperature plane show-
ing the contours separating degenerate and strongly coupled states. The conditions related
to various astrophysical objects are shown for comparison. Furthermore, cell trajectories
from radiation-hydrodynamics simulations of laser-driven plasmas relevant to this work
(courtesy of W. Garbett, J. Morton and T. Guymer) are also plotted: an ICF ignition shot
for the NIF, a directly-driven capsule implosion at Omega, a laser-ablated gold foil target
and a proton-heated aluminium wire target. The important WDM regime may loosely be
defined to occupy the region marked by the black box near the centre of the figure.
For Γaa  1 the random motions of the particles dominate over correlations mediated via
interactions and the system is weakly coupled, whereas for Γaa  1 the interactions dom-
inate and the system is said to be strongly coupled. In the intermediate regime, Γaa ∼ 1,
simple approximations break down and detailed theoretical descriptions and numerical
simulations are generally required; these are appropriately described as non-ideal. Note
that for non-equilibrium systems, the structural and dynamical behaviour may be domi-
nated by non-thermal depletion or enhancement of the number of high-energy particles.
This has important connotations for transport properties such as the electrical and thermal
conductivity [Atzeni and Meyer-ter-Vehn, 2004].
The importance of different regimes of quantum and non-ideal effects may be visually
depicted on the density-temperature plane, as shown in Fig. 1.1. The upper-left quadrant
of the plane corresponds to weakly coupled and non-degenerate (classical) states. These
are important to understand for problems such as laser propagation through plasma filled
hohlraums [Glenzer et al., 2002; Froula et al., 2007], and in the long-time hydrodynamics of
the post-ignition and decompression phases of ICF-relevant implosions [Atzeni and Meyer-
ter-Vehn, 2004]. States in the lower-right quadrant are weakly coupled by virtue having a
high Fermi energy but must be treated with quantum statistics. Massive-compact stellar
objects such as the outer crustal envelopes of neutron stars lie in this region, which can be
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studied using the methods of condensed matter physics [Ichimaru, 1994a;b].
The WDM regime may loosely be defined by the conditions bounded by the central
shaded box, where the densities range from 0.1ρ0 . ρ . 1000ρ0 (ρ0 is the ambient density
of typical solids) and the temperatures range from 0.1 eV(∼Tmelt) . T . 100 eV. In this
region, an accurate theoretical picture of matter is made challenging by the confluence
of strong correlations in both the electrons and ions, partial ionization, quantum effects,
non-equilibrium considerations and phase transitions. Note that all systems of interest to
this work lie in the region of phase space in which ions may be treated using classical MB
statistics, and that relativistic effects are also always negligible.
1.2 X-ray Thomson scattering as a dense plasma diagnostic
Given the theoretical uncertainties associated with modelling these properties, especially
in the WDM regime, experimental verification is essential. In particular, the benchmarking
of advanced analytic models and numerical simulations [Mancic et al., 2010; Pelka et al.,
2010; Kraus et al., 2013] constitutes one of the grand challenges of contemporary physics
[Graziani et al., 2014a]. The most critical aspect which underpins the success of such
investigations is the reliability with which the diagnostics used are able to determine the
precise conditions achieved in the experiment.
Broadly speaking, dense plasma diagnostics can be separated into radiation-based and
particle-based diagnostics, of which the former are of interest to this work. For example,
spectroscopy [Brown et al., 2011; Hoarty et al., 2013a], x-ray radiography [Kritcher et al.,
2014], calorimetry [Bourgade et al., 2001], velocimetry [Celliers et al., 204] and novel x-ray
imaging methods [Bachmann et al., 2014], as well as combinations of such techniques [Falk
et al., 2014], have all been used to investigate dense matter.
Another powerful technique which has been extensively developed in recent years is
x-ray Thomson scattering (XRTS) [Glenzer and Redmer, 2009]. In contrast to many of the
aforementioned techniques, XRTS enables information on the interiors of dense targets to
be obtained. Moreover, it is nominally non-perturbative and is based on first principles.
Another attractive quality of XRTS is that it is less susceptible to issues such as detailed
understanding of the atomic physics of the material; the latter is of crucial importance
to spectroscopic measurements. Having control over the energy of the probe allows a
particular experimental platform to be optimised by tuning the x-ray energy away from
strong absorption features in the target’s opacity [Hill and Rose, 2012], and also the energy
range dominated by Bremsstrahlung [Fortmann et al., 2006].
1.2.1 Historical context
The earliest studies on the scattering of electromagnetic (EM) radiation date back to
the mid-19th century with the empirical investigations of Tyndall [Tyndall, 1870] on the
colour of the sky. The theoretical grounds for Tyndall’s observations were given by Strutt
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(Lord Rayleigh) [Strutt, 1881]. Therein, the origin of the blue colour was shown to result
from the scattering of sunlight by fine atmospheric particulates, with the strength of the
scattering scaling strongly and inversely on the frequency of the light. However, Rayleigh’s
theory was found to be insufficient to describe scattering from charged particle systems, as
demonstrated by Thomson [Thomson, 1906] during experiments investigating the nature
and properties of cathode rays (electrons).
The physical mechanism of Thomson scattering is based on the classical theory of
electromagnetism. Ignoring relativistic effects [Palastro et al., 2010; Ross et al., 2010], free
electrons are accelerated by the time-varying electric field of the incident wave, producing
oscillating dipoles which re-radiate into a characteristic toroidal angular distribution [see,
e.g., Jackson, 1962; Sheffield et al., 2011]. The frequency distribution of this scattered radia-
tion is Doppler broadened due to the random distribution of electron velocities. Within this
classical picture, the scattering process is considered to be elastic as the states of the scat-
tering electrons are not affected by the radiation. This picture was subsequently overturned
in the early 1920s by the discovery of the Compton effect [Compton, 1923]. At this point,
the discussion of scattering as an experimental diagnostic technique necessarily diverges;
experiments using low-energy EM radiation, such as optical-wavelength and infrared light,
microwaves and radio waves, evolved along a separate, largely independent trajectory to
those making use of high-energy ionizing radiation, including extreme-ultraviolet (XUV)
light and x-rays.
The first measurements of the properties of plasmas using scattering techniques relate
to backscattering of radio waves from the ionosphere [Bowles, 1958]. This revealed some
of the first evidence in support of the collective behaviour of electrons in plasmas [Bohm
and Gross, 1949; Klimontovich and Silin, 1952; Salpeter, 1960]. Subsequently, the use
of optical-wavelength Thomson scattering (OTS) using lasers from low-density laboratory
plasmas was proposed by Fünfer et al. [Fünfer et al., 1963] and Kunze et al. [Kunze et al.,
1963]. This early work was developed theoretically by Evans and Katzenstein [Evans and
Katzenstein, 1969], and applied to magnetically confined Tokamak plasmas as an accurate
temperature diagnostic [Peacock et al., 1969]. Following the rapid development of high-
power laser facilities in the 1970s and 1980s, constructed primarily to investigate ICF and
other related high-energy-density physics, OTS became an established and indispensable
diagnostic tool [see, e.g., Landen and Winfield, 1985; La Fontaine et al., 1994; Glenzer
et al., 1997; 1999a; Froula et al., 2006b;a].
During this period, enormous progress in understanding the detailed microscopic struc-
ture of cold solids at ambient density had been made using x-ray diffraction and crystal-
lography. This is fundamentally distinct from OTS not only in the need for a quantum
mechanical treatment of the scattering process, but also in the information obtained from
the sample. Specifically, x-ray diffraction is angularly resolved and spectrally integrated,
yielding information on the static structure via the Bragg condition. On the other hand,
OTS is spectrally resolved and, thus, is primarily sensitive to the dynamic response of the
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sample to the probe. Use of thermal line emission from laser-irradiated targets was then de-
veloped as a spectrally resolved diagnostic for cold matter in the early 1970s. Observations
of the excitation spectrum of cold Be by Miliotis [Miliotis, 1971] gave the first experimental
verification of predictions of solid state theory concerning the collective behaviour of elec-
trons in the conduction band of metals, known as plasmons. These early results gave rise
to the possibility of simultaneously heating, compressing and probing dense matter using
high-energy lasers. The first suggestions of combining the diagnostic power of OTS with
the penetrative capability provided by x-rays, so-called x-ray Thomson scattering (XRTS),
at such facilities were given by Riley et al. [Riley et al., 2000] and Landen et al. [Landen
et al., 2001].
1.2.2 Basic concepts
In order for EM radiation to propagate through a plasma its frequency must exceed the
plasma frequency
ω2p =
∑
a
ω2pa =
∑
a
Q2ana
ε0ma
. (1.12)
This quantity is dominated by the electrons due to their small mass, i.e. ωp = ωpe. The
dispersion relation in the material relating the wave number ki and frequency ωi is then
changed from the usual in vacuo relation ωi = cki according to
k2i =
ω2i
c2
(
1− ω
2
pe
ω2i
)
=
ω2i
c2
(
1− ne
ncrit
)
=
ω2i µ
2
c2
. (1.13)
For radiation with frequencies below the plasma frequency, one has µ2 < 0 and the wave
suffers strong damping and reflection [Kruer, 1992]. Setting µ = 0, on finds that radiation
of a given energy can only freely propagate up to a critical electron density
ncrit =
ε0meω
2
i
e2
≈ 7642× 1023E2keV cm−3, (1.14)
where E keV is the x-ray energy in units of keV. The use of OTS is therefore clearly
restricted to electron densities several orders of magnitude less than those present in the
dense plasmas of interest (see the vertical colour-coded lines in Fig. 1.1). On the other
hand, high-energy x-rays with 0.1 . ~ωi . 10 keV are easily capable of penetrating such
dense states of matter.
The probability that the radiation will be scattered in any direction is given by the
low-energy limit of the Klein-Nishina cross section [Klein and Nishina, 1929]
σKN = σT
[
1− 2 ~ωi
mec2
+
26
5
(
~ωi
mec2
)2
+ . . .
]
. (1.15)
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(a) Geometry of scattering experiments. (b) Sources of scattering in partially-ionized plasmas.
Figure 1.2: (a): Diagrammatic representation of the scattering geometry for which the
incident probe with wave vector ki is scattered by an electron at r with initial velocity v
into a detector instrument located atRdet through an angle θ. Wave vector of the scattered
radiation is ks, giving a shift of k from the incident probe. The angle φ denotes the rotation
of the scattering plane (cyan) relative to the plane defined by polarisation vector of the
incident EM wave pˆi (grey). (b): Cartoon illustration of the different sources of scattering
from a partially-ionized plasma showing elastic, inelastic free-free, and inelastic bound-free
contributions.
Here, σT = 6.65 × 10−29 m2 is the famous Thomson cross section. Corrections beyond
the leading order are negligible for ~ωi . 10 keV. In addition to having sufficiently high
energies to penetrate the target, the small value of σT requires that the probe pulse contains
a sufficiently large number of photons if a useful scattering signal is to be observed.
The development of high-intensity, high-energy x-ray sources suitable for XRTS have
progressed significantly since early platforms were proposed. For long (∼ ns) duration
sources, the thermal line emission from laser-heated foils can be used. These have steadily
advanced in both x-ray energy and peak intensity from Ly-α radiation at ∼ 3 keV from
thin Cl-doped plastic targets [Glenzer et al., 2003; Urry et al., 2006; García Saiz et al.,
2008] to He-α radiation between ∼5–18 keV from metal foils, such as Ti, Mn, Zn and Mo
[Gregori et al., 2004; Lee et al., 2009; Kritcher et al., 2011b; Ma et al., 2013]. Furthermore,
short (∼ ps) duration measurements have been made using short-pulse laser-driven K-α
fluorescence [see, e.g., Kritcher et al., 2009; Barbrel et al., 2009; Le Pape et al., 2010;
Neumayer et al., 2010].
More recently, use of FELs has realised the possibility of probing matter on ultra-
short ∼ 10 fs time scales, which is relevant to atomic processes [Gaffney and Chapman,
2007; Ziaja and Medvedev, 2012] and the dynamics associated with energy absorption and
thermalisation [Medvedev et al., 2011] and phase transitions [Medvedev et al., 2013]. The
theoretical descriptions of matter probed with FELs may be significantly more complex
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than those required to describe laser-produced sources as the probe is often sufficiently
intense to strongly drive the system under study. Accordingly, an evolving, strongly time-
dependent non-equilibrium state may be produced, which must be rigorously accounted for
when modelling the observed scattering spectrum [see, e.g., Chapman and Gericke, 2011].
A schematic representation of the geometry for scattering from a single moving electron
is shown in Fig. 1.2(a). The incident radiation is incoming from the left with wave vector
ki and frequency ωi. The radiation is then scattered through an angle θ towards a distant
detector instrument located at Rdet, with a wave vector ks and frequency ωs. The observed
shifts in the wave vector and frequency are given by
k =ki − ks, (1.16)
ω =ωi − ωs ≈ k · v + ωCe, (1.17)
respectively. The shift in frequency originates from the Doppler shift induced by the parti-
cle motion, k·v, and the Compton shift ωCe = ~k2/2me resulting from momentum transfer
from the probe to the electron. From Eq. (1.17), the spectrum of frequency shifts observed
by a spectrally-resolving detector yields a direct measurement of the momentum distri-
bution of the electrons in the target. Moreover, information on the dynamic correlations
between electrons can also be accessed.
1.2.3 Spectral features
In dense, partially-ionized plasmas the measured power spectrum typically contains three
distinct features, which arise due to interaction of the probe with the different states of the
electrons in the target (see Fig. 1.2(b)). Firstly, the electrons that are kinematically free
from the ions are able to respond to the probe over a wide frequency range on the order of
the electron plasma frequency ωpe. The nature of this contribution can be either coherent
or incoherent, depending on whether the probe samples the correlated or uncorrelated
motion of the free electrons, respectively.
Incoherent scattering is observed when the spatial scale length probed by the x-rays
is significantly larger than the characteristic scale length over which interactions between
free electrons are effectively screened. The probe is then scattered by a thermal ensemble
of uncorrelated individual electrons and the spectrum directly reflects the shape of the
distribution function along the scattering vector [Sheffield et al., 2011]. For plasmas in
thermal equilibrium the width of the distribution provides an accurate measurement of the
mean kinetic energy (1.11). Information on the electron (plasma) temperature is therefore
obtained under non-degenerate conditions, whereas under strongly degenerate conditions
information on the electron density may be obtained via the Fermi energy [Glenzer and
Redmer, 2009].
If the probe samples scale lengths within the screening radius the x-rays are scattered
by the collective response of the free electrons. The spectrum then exhibits resonances
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at the characteristic frequency of the microscopic wave-like fluctuations in the electron
density. These are known as electron plasma waves, Langmuir waves or plasmons [Tonks
and Langmuir, 1929]. Here, information on the electron density and kinetic energy may be
inferred simultaneously from the dispersion (resonance location) and damping (amplitude
and width) of the plasmons [Glenzer et al., 2007; Theile et al., 2008; Neumayer et al., 2010].
The scale length accessed by the probe is given by the wave number shift k = |k|
k2 = k2i + k
2
s − 2kiks cos θ ki≈ks→ k = 2ki sin(θ/2). (1.18)
Note that the second step tends to be reasonably well-fulfilled for high-energy x-rays only
[Glenzer et al., 2000]. The importance of collective behaviour may then be characterised
by the scattering parameter [Salpeter, 1960]
α =
1
kλscr
, (1.19)
where λscr is the characteristic scale length for charge screening.
In general, the screening of interactions between particles is determined by the dielec-
tric response of the fully coupled system and depends on both the frequency and wave
number studied. A simple figure of merit may be given by comparing the scale length
probed to the static, long-wavelength result for the screening length taken in the weakly
coupled limit. For an arbitrary non-equilibrium isotropic distribution function one finds
[Gericke et al., 2010]
κ2e = λ
−2
scr =
e2me
pi2~3ε0
∫ ∞
0
dp fe(p), (1.20)
such that in thermal equilibrium
κ2e = λ
−2
scr
equil.
=
e2neβ
ε0
F−1/2(ηe)
De
=

κ2De =
e2neβ
ε0
: ηe → −∞
κ2TF =
3e2ne
2ε0EF
: ηe → +∞
. (1.21)
As expected, the non-degenerate result κDe gives the inverse of the Debye-Hückel screen-
ing length [Debye and Hückel, 1923] and the degenerate result κTF gives the inverse of the
Thomas-Fermi screening length [Thomas, 1927; Fermi, 1928]. Collective scattering there-
fore corresponds to α  1, whereas one has α  1 for non-collective scattering. From
Eq. (1.18), it is clear that the collective regime is most readily accessed for small-angle
(forward) scattering, whilst the non-collective regime is accessed by large-angle (backward)
scattering.
The second important contribution to the spectrum results from interactions of the
probe with electrons which are closely associated with the ions, i.e. electrons in tightly
bound states or in the screening cloud surrounding an ion. The frequency range over
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which this contribution is significant is dictated by the distribution function of the ions.
Accordingly, this feature is negligible for frequencies larger than the ion plasma frequency
ωpi, but is substantially brighter than the free electron contribution for ω . ωpi.
The screening cloud in particular is of interest to OTS experiments as collective excita-
tions of the ions (ion acoustic waves) may be accessed [Glenzer et al., 1999a; Froula et al.,
2002; 2006b]. In XRTS experiments, however, the bandwidths of present x-ray sources is
too large to resolve such low-frequency structure [Gregori and Gericke, 2009]. Moreover,
the purely elastic Rayleigh scattering from bound electrons, which is not present in OTS
experiments due to the low energy of the probe beam, typically dominates over the screen-
ing contribution. In addition to detailed information the electronic screening [Chapman
et al., 2015], the elastic feature is generally strongly sensitive to static correlations between
the ions and, thus, provides estimates on the ion temperature and mean charge state [Riley
et al., 2002; Barbrel et al., 2009; Wünsch, 2011].
The third distinct contribution to the scattering spectrum results from Raman-like
transitions into the continuum [Raman and Krishnan, 1928]. Since such transitions are en-
ergetically improbable for photon energies less than the excitation thresholds of the bound
states, the resulting features appears only for frequency shifts above the various edge fea-
tures, e.g. the K- and L-edges. It is the dominant contribution for cold or weakly-ionized
targets, and has been investigated extensively, principally using synchrotrons where it is
referred to as non-resonant inelastic x-ray scattering, since the inception of x-ray scatter-
ing [see, e.g., Mattern and Seidler, 2013]. In dense plasmas, the shape of the bound-free
feature is typically relatively insensitive to the plasma conditions, but does provides de-
tailed information on the ionization equilibrium of the target. Indeed, the balance between
free-free and bound-free scattering has recently been used to perform novel investigation
of continuum lowering [Fletcher et al., 2014].
1.3 Scattered power spectrum and dynamic structure factor
The form of the scattered power spectrum can be derived within a relativistic, fully quan-
tum mechanical framework by considering the behaviour of an interacting ensemble of elec-
trons and ions subjected to the time-dependent scalar and vectors potentials associated
with the incident x-ray photons [Crowley and Gregori, 2013; 2014]. However, a qualitative
understanding of the expected properties of the power spectrum can be achieved using
classical electrodynamics [Jackson, 1962; Sheffield et al., 2011].
For simplicity, consider a homogeneous volume of plasma V containing a number of
charged particles Na = Vna. The x-ray probe is modelled as an incident plane wave
Ei =Eie
i(ki·r−ωit)pˆi, (1.22)
where pˆi denotes the unit vector in the direction of the electric field polarisation (see
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Fig. 1.2). The relevant quantity is the time-averaged scattered power per unit solid angle
observed by a detector instrument located at Rdet, which depends on the distance from
the source to the detector and the energy flux scattered in its direction
∂Ps(Rdet, t)
∂Ω
=R2det Ss · eˆs = R2detε0c |Es(Rdet, t)|2 . (1.23)
Here, Ss = ε0c2Es ×Bs is the Poynting vector of the scattered wave. The time averaging
is performed over the period of the radiation T , which is assumed to be large compared to
the characteristic life time of inter-particle correlations
∂Ps(Rdet)
∂Ω
=
∂Ps(Rdet, t)
∂Ω
= R2detε0c lim
T→∞
1
T
∫ ∞
−∞
dt |Es(Rdet, t)|2 . (1.24)
The electric field emitted from a single moving (non-relativistic) charge in the system
(labelled j) can be found by solving the Ampere-Maxwell equation [Jackson, 1962]
Ejs(Rdet, t) =
Qa
4piε0c2Rdet
[eˆs × (eˆs × v˙j)]ret , (1.25)
where v˙j denotes the acceleration of the particle induced by the E-field of the incident
wave. The quantity in square brackets must be evaluated at the retarded time t′ ≈ t −
(Rdet−rj(t′) · eˆs)/c to account for the time delay related to observations of the state of the
particle made at the distant detector. The acceleration is given by the equation of motion
under the action of the incident EM wave
v˙j = pˆi
QaEi
ma
ei(ki·rj(t
′)−ωit′), (1.26)
where rj(t′) describes the time-dependent trajectory of the charge as seen from the per-
spective of the detector instrument.
Since the time-dependent trajectories of all the particles are correlated due to their mu-
tual interactions, the total scattered field cannot be obtained by simply scaling Eq. (1.25)
by the number of scatterers. Instead, the scattered field samples a distribution function
containing the statistical information on the many-particle system [Klimontovich, 1975]
Fa(r,v, t) =
Na∑
j=1
δ(r− rj(t)) δ(v − vj(t)). (1.27)
The evolution of the distribution function obeys the Boltzmann equation [Hansen and
McDonald, 1990] and, thus, encodes the information on the inter-particle correlations.
The total scattered electric field is then given by averaging over all possible configurations
Es(Rdet, t) =
reEi
Rdet
∫
drna(r, t
′) [eˆs × (eˆs × pˆi)] ei(ki·r−ωit′). (1.28)
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In Eq. (1.28), the velocity integral has been performed to give the density distribution
na(r, t
′) =
∫
dvFa(r,v, t
′) =
∫
dk
(2pi)3
∫ ∞
−∞
dω
2pi
ei(k·r−ωt
′) na(k, ω). (1.29)
For frequency-discriminating detectors such as spectrometers, the spectral informa-
tion of the intensity of the scattered field is naturally of principal interest. Appealing to
Parseval’s theorem [Riley et al., 1998], the average of the intensity in the time domain is
equivalent to averaging the intensity of the Fourier transform over scattered frequencies.
Thus, by introducing the Fourier transform of the scattered field one may include the
frequency dependence of the time-averaged signal Eq. (1.24). Subsequently, the scattered
power spectrum at the detector is defined as
∂2Ps(Rdet, ωs)
∂Ω∂ωs
=R2detε0c lim
T→∞
1
piT
∣∣∣∣∫ ∞
0
dt eiωstEs(Rdet, t)
∣∣∣∣2 . (1.30)
The factor of 1/pi stems from the fact that the integration range over scattered frequencies
is halved since only positive values are sampled.
Substituting Eqs. (1.28) and (1.29) into Eq. (1.30) and writing the time at the source
in terms of the retarded time, i.e. t ≈ t′ + R/c − r · eˆs, the various phase factors may be
collected to yield δ-functions which act to select the possible wave vectors and frequencies
of na(k, ω) that can be interrogated. The result is
∂2Ps(Rdet, ωs)
∂Ω∂ωs
=
Z4am
2
e
m2a
3σT
2pi
Ii P(θ, φ) lim
T→∞
1
2piVT |na(ks − ki, ωs − ωi)|
2 . (1.31)
Here, Ii = 12cε0E
2
i is the intensity of the incident x-rays and P(θ, φ) = |eˆs × (eˆs × pˆi)|2 =
1−(eˆs·pˆi)2. The result Eq. (1.31) highlights the dominance of the scattering due to electrons
over ions since the ratio is Z4a(me/ma)2  1 for all elements. Furthermore, it demonstrates
that the magnitude of the scattered power detected depends on the polarisation of the
probing radiation [Sheffield et al., 2011]
P(θ, φ) =
1− sin2 θ cos2 φ : linearly polarised1− 12 sin2 θ = 12(1 + cos2 θ) : unpolarised . (1.32)
The optimum configuration is given for linearly-polarised x-rays with φ = 90◦, which
may be achieved using FELs [Höll et al., 2007]. In comparison, using unpolarised x-rays,
e.g. produced by thermal line emission from laser-heated foil backlighters, the amplitude
of the signal is sensitive to the scattering geometry only.
It is important to note that a statistically significant number of random fluctuations
will be sampled by the probe in the scattering volume. The measured power spectrum
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therefore reflects the ensemble average of the spectral electron density
∂2Ps(Rdet, ωs)
∂Ω∂ωs
=
3σT
2pi
Ii P(θ, φ)
(
ωs
ωi
)2
Ne See(k, ω), (1.33)
See(k, ω) ≡ limV,T→∞
1
VT
〈δne(k, ω)δne(−k,−ω)〉
2pine
, (1.34)
in which the angular brackets 〈. . . 〉 denotes the ensemble average. The quantity See(k, ω)
is the autocorrelation function of the density fluctuations and is known as the dynamic
structure factor (DSF); the ensemble average over the density ne(k, ω) and density fluctu-
ations δne(k, ω) = ne(k, ω)− 〈ne(k, ω)〉 are interchangeable since 〈ne(k, ω)ne(−k,−ω)〉 =
〈δne(k, ω)δne(−k,−ω)〉. The DSF contains all the information on microscopic spatio-
temporal correlations between density fluctuations, and therefore gives rise to spectral fea-
tures associated with collective excitations such as plasmons. It is the principal quantity
of interest to the study of dense matter using scattering diagnostics and will be exam-
ined extensively in this thesis. Note that the factor (ωs/ωi)2 appears due to momentum
conservation in a fully quantum mechanical treatment [Crowley and Gregori, 2013].
The form of the power spectrum (1.33) assumes that the incident radiation is monochro-
matic. In reality, however, sources of probe x-rays have a finite bandwidth. If a distribution
of incident frequencies interacts with the electrons in the target the scattered power spec-
trum becomes convolved with the source shape
∂2P obss (R, ωs)
∂Ω∂ωs
≡Σ(ω) ∗ ∂
2Ps(R, ωs)
∂Ω∂ωs
=
∫ ∞
−∞
dω′Σ(ω − ω′)∂
2Ps(R, ω
′)
∂Ω∂ω′
(1.35)
where ω′ = ω′s−ωi. Best practice for modelling XRTS experiments requires that the source
be well-characterised or actively monitored during the experiment, although it often suf-
fices to use a simple model of the source function. Commonly used examples are Gaussian-
or Lorentzian-shaped profiles [Glenzer and Redmer, 2009]. One may also consider combi-
nations of functional forms, results of detailed atomic physics modelling from codes such
as FLY/FLYCHK [Lee and Larsen, 1996; Chung et al., 2005] and SPECT3D [MacFarlane
et al., 2007], and even experimentally characterised x-ray source data. In general, the
source function must be normalised according to∫ ∞
−∞
dωΣ(ω) = 1. (1.36)
Furthermore, the response of the detector as a function of frequency also contributes to
the broadening of the spectrum. This is typically characterised prior to an experimental
campaign and modelled with a Gaussian function. For XRTS experiments the instrument
response is typically a small contribution compared to the bandwidth of the source itself.
Further modelling considerations include source broadening, the angular divergence
of the source (k-blurring), the effect of plasma gradients and temporal blurring of the
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spectrum over the measurement time and the influence of non-equilibrium distribution
functions. These will each be addressed throughout the course of this thesis.
1.4 Structure and scope of this thesis
The initial goal of this thesis is to develop a theoretical tool for modelling XRTS experi-
ments conducted in dense matter. The framework of this capability is based on well-known
physics models. In order to provide the first robust numerical capability for analysing
scattering data currently being taken from current state-of-the-art facilities like FELs, the
model is extended to systems out of thermal equilibrium. The second aim is to use this
tool to design and analyse XRTS data from ongoing experiments.
In Chapter 2, an overview is given of the quantum statistical description of dense
matter. This provides the theoretical foundation of the work presented in this thesis.
The concept of real-time Green’s functions is introduced to provide a rigorous framework
enabling both equilibrium and non-equilibrium conditions to be considered. The Kadanoff-
Baym equations that fully describe the evolution of interacting charged-particle systems
are subsequently derived. A detailed account is then given of the density response of the
system to probing x-rays via the polarisation functions.
Chapter 3 focusses on the DSF as the quantity of central relevance to modelling XRTS.
As a quantum statistical treatment of strongly coupled particles is currently infeasible,
this is presented in the well-known chemical picture of Chihara [Chihara, 2000]. Here, the
density fluctuations are decomposed into distinct bound- and free-electron features, which
give rise to separable contributions from elastic and inelastic scattering as described in the
previous section. The general structure of the Chihara approach is shown to be valid for
non-equilibrium systems. The various terms of the DSF are then evaluated in the context
of a simple equilibrium plasma to demonstrate the typical behaviours of the various terms
and important features expected to arise in XRTS spectra. The product of this effort is a
novel and highly adaptable code capable of comprehensively modelling XRTS from dense
matter. This code is known as MCSS (Multicomponent Scattering Simulation) and forms
the core numerical capability which enables much of the original research undertaken in
the remainder of this thesis.
Motivated by recent experiments using high-brightness x-rays produced by free-electron
lasers (FELs), Chapter 4 considers the effect of non-equilibrium electron distributions on
the high-frequency component of the spectrum. In this original work, model distribution
functions which yield semi-analytic results for the DSF are used to explore the impact
of high-energy, non-thermal electrons on the interpretation of XRTS from strongly-driven
systems. The framework of this non-equilibrium model is then compared to recent exper-
imental scattering data from liquid hydrogen. It is shown that non-equilibrium considera-
tions are important for fully understanding the transient dynamic properties of such states.
Finally, a fully numerical capability for arbitrary distribution functions is demonstrated
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by coupling to kinetic simulations of FEL-driven solid aluminium.
In Chapter 5, the diagnostic potential of XRTS for temperature equilibration experi-
ments is evaluated. The MCSS code is coupled to calculations of temperature relaxation
under WDM conditions. In particular, the energy transfer and heat capacity contributions
are evaluated within a suitably general framework to account for degeneracy effects in the
electrons and contributions from strong correlations in the ions. A hypothetical XRTS
experiment is proposed which considers simultaneous spectrally- and angularly-resolved
scattering. It is shown that XRTS could in principle be used to diagnose the temperature
evolution and also differentiate between energy equilibration models, although significant
challenges exist if such measurements are to be realised.
In Chapter 6, the detailed modelling of currently ongoing experiments at the NIF are
presented. In this case, the large size of the target necessitates the development of the
MCSS code to account for the strongly inhomogeneous state created in the implosion.
Furthermore, the transport of the x-ray probe through the opacity profile of the target is
considered. It is shown that the scattering is insensitive to the ultra-high pressure states
created in the compressed core of the target, but is instead dominated by the partially
degenerate ablator material. Statistical analysis of synthetic spectra based on the full
three-dimensional calculations demonstrate that a simple fit using the MCSS code yields
conditions which are in close agreement with the density-weighted averages predicted by
simulations. Conversely, measurements of the ionization are shown to be subject to signif-
icant uncertainty due plasma gradients and opacity effects.
The final chapter uses the full range of capabilities developed throughout the previous
chapters to analyse recent XRTS data obtained at the Omega laser. Here, the configuration
of the experimental platform is ideal for probing the screening cloud around the ions in
a regime of relative uncertainty. Detailed statistical analysis of the inelastic and elastic
scattering signals is used to self-consistently constrain both the plasma conditions and
description of the screening cloud. The results of this study constitute the first observation
of the breakdown of the well-known Debye-Hückel screening model in high-energy-density
matter using XRTS.
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Chapter 2
Quantum statistical description
of dense plasmas
In order to provide a robust description of the thermodynamic and response properties
of dense matter, a statistical treatment which accurately incorporates strong correlations
and quantum effects is essential. The most natural basis for such a description appeals
to the formalism of second quantisation [Dirac, 1930]. In this framework, interacting
many-particle states are constructed using field operators in the occupation number rep-
resentation, allowing strong correlations and quantum effects, e.g. diffraction, degeneracy
of states and the symmetry postulate, to be fully included.
As the focus of this thesis is the provision of a suitably general description of XRTS,
the main quantities explored in this chapter are the correlation functions related to density
fluctuations, and the response of coupled systems to external perturbations. The latter
are treated using the general framework of real-time Green’s functions in order to apply
to both equilibrium and non-equilibrium states alike. Specifically, the development of
the Kadanoff-Baym equations that govern the evolution of the system allows a general
representation of the dynamic processes underpinning the response of dense matter to
x-rays to be given. It is shown that the fundamental objects of interest to the theory
of XRTS are the polarisation functions, which characterise the response of the electrons
and ions to the total effective potential including the self-consistent mean Coulomb field.
For the electrons, perturbation expansion of the Bethe-Salpeter equation in terms of the
interaction enables the fully dynamic properties of dense matter to be explored, which go
beyond the well-known weak coupling limit. The theory developed in this chapter provides
the basis for the models used throughout the remainder of this thesis.
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2.1 Quantum statistics in second quantisation
A complete description of an interacting many-particle system may be obtained, in prin-
ciple, by solving the Schrödinger equation for an appropriately symmetrised N -particle
wavefunction Ψ. All the observable properties of the system may then be calculated. The
wavefunction includes all information on the response of the constituent particles to an
external potential and also their mutual interactions. Naturally, for systems with real-
istic numbers of particles such an exact approach is currently impossible. Fortunately,
such precise knowledge on the exact quantum microstate of a many-particle system is not
needed. Instead, information on the average macroscopic properties, e.g. the temperature
and density, are typically measured.
The connection between the microscopic and macroscopic properties of many-particle
systems is achieved by applying the methods of statistical physics. In particular, the
most natural framework within which to treat such systems is the second quantisation
formulation of quantum mechanics [Dirac, 1927]. In this framework, the pure microstate
of an N -particle system is described by a state vector [Bruus and Flensberg, 2004; Kremp
et al., 2005]
|ΨN 〉 = |ν1, . . . , νN 〉±. (2.1)
νi represents a complete set of mutually observable properties of a single particle, e.g. the
position and spin νi = {ri, σi}, or the momentum and spin νi = {pi, σi}. Since the con-
stituent particles are indistinguishable, the state must satisfy the spin statistics postulate;
states composed of bosons (+) are symmetric upon particle interchange, whereas states
composed of fermions (−) are antisymmetric.
The state vector Eq. (2.1) exists in a symmetrised N -particle Hilbert space H±N , which
itself exists in a larger symmetrised Fock space F± composed from the direct sum of all
realisable many-particle Hilbert spaces F± = ⊕Ni=0H±i . State vectors also form the basis
of this Fock space, as expressed by the completeness relation
Iˆ =
∑∫
d(ν1 . . . νN )|ν1, . . . , νN 〉±±〈ν1, . . . , νN | =
N∏
i=1
∑∫
dνi|νi〉〈νi|, (2.2)
where Iˆ stands for the identity operator. Furthermore, the state vectors are orthogonal
±〈ν1′ , . . . , νN ′ |ν1, . . . , νN 〉± = δ(ν1′ − ν1) . . . δ(νN ′ − νN ) =
N∏
i=1
δ(νi′ − νi). (2.3)
The notation ∑∫ dνi refers to integration or summation over continuous or discrete basis
variables, respectively. The δ-functions refer to the usual Dirac δ-function for continuous
basis variables and to the Kronecker symbol for discrete basis variables.
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The state vector Eq. (2.1) is composed from the direct product of N single-particle
states, i.e. |ν1 . . . νN 〉± =
⊗N
i=1 |νi〉. Each single-particle state is then constructed from
a conceptual vacuum state containing no particles |0〉 by the application of the creation
operator a†i ≡ a†(νi) acting in the Fock space, which increases the occupation of the state
with basis νi by unity. One may therefore construct an N -particle state according to
|n1, . . . , nN 〉± = 1√
N !
1√
n1!
(
a†1
)n1
. . .
1√
nN !
(
a†N
)nN |0〉, (2.4)
where ni ≡ n(νi) denotes the occupation. Note that the pre-factors associated with each
operator arise from the normalisation of the resultant state [Bruus and Flensberg, 2004].
For bosons the occupation of a distinct state can be any natural number, ni ∈ N =
{0, 1, 2, . . . }, whilst for fermions only ni ∈ {0, 1} is allowed. In contrast, application of the
adjoint of the creation operator ai = (a
†
i )
†, known as the annihilation operator, reduces
the occupation of the state of interest by unity
a†i |n1, . . . , ni, . . . , nN 〉 = (−1)2σλi
√
ni + 1 |n1, . . . , ni + 1, . . . , nN 〉, (2.5)
ai|n1, . . . , ni, . . . , nN 〉 = (−1)2σλi√ni |n1, . . . , ni − 1, . . . , nN 〉. (2.6)
Here, σ is the spin of the particles and λi =
∑i−1
j=1 nj changes the sign in line with the
antisymmetry condition. For an N -particle system, it is given by the number of permuta-
tions needed to move the newly populated/depopulated state to its appropriate position
in the ordered state. Application of ai to an unpopulated single-particle state yields zero
ai|n1, . . . , 0, . . . , nN 〉 = 0, whilst, for fermions, the same result follows from application of
the creation operator to an occupied state.
Using Eqs. (2.5) and (2.6), it is straightforward to show that
a†iai|n1, . . . , ni, . . . , nN 〉 =ni |n1, . . . , ni, . . . , nN 〉, (2.7)
returning the number of particles in the state with basis νi. Accordingly, one may define
the occupation number operator as nˆi = a
†
iai. In contrast to the action of nˆi, it is straight-
forward to demonstrate that aia
†
i |n1, . . . , nN 〉 = (ni + 1)|n1, . . . , nN 〉 and, thus, that the
construction operators do not commute. The commutation rules for a†i and ai are
[a(νi), a
†(νj)]± = δ(νi − νj), [a(νi), a(νj)]± = [a†(νi), a†(νj)]± = 0, (2.8)
where [A,B]+ = AB −BA applies to bosons and [A,B]− = AB +BA to fermions.
2.1.1 Representation of operators and ensemble averages
Using the construction operators, it is possible to represent any operator corresponding to
an observable of the system which obeys particle conservation. Firstly, any operator AˆN
can be multiplied by the identity operator an arbitrary number of times on both sides,
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i.e. AˆN = IˆAˆN Iˆ. Using the completeness relation (2.2) one finds
AˆN =
1
N !
∑∫
d(α1 . . . αN )d(β1 . . . βN )
±〈α1, . . . , αN |AˆN |βN , . . . , β1〉±
× a†(αN ) . . . a†(α1) a(β1) . . . a(βN ), (2.9)
in which the completeness of the vacuum state |0〉〈0| = Iˆ has been assumed. Since most
operators have a unary (single-particle) or binary (two-particle) character, significant sim-
plifications can be made to Eq. (2.9).
An important example relevant to the study of dense matter is the Hamiltonian Hˆa =
Kˆa + Uˆa +
∑
b Vˆab. Here, Kˆa and Uˆa are unary operators for a particle of species a
describing the kinetic energy and potential energy due to an external source, respectively.
Vˆab is a binary operator describing the potential energy due to interactions between a
pair of particles of species a and b. Choosing the position representation, |α〉 → |r〉 and
|β〉 → |r′〉, one finds the total Hamiltonian to be [Kremp et al., 2005]
Hˆ(t) =
∑
a
∫
dr1
[
− ~
2
2ma
∇2r1 + Ua(r1)
]
ψ†a(r1, t)ψa(r1, t)
+
1
2
∑
a,b
∫
dr1dr2 Vab(r1 − r2)ψ†a(r1, t)ψ†b(r2, t)ψb(r2, t)ψa(r1, t). (2.10)
In Eq. (2.10) the field operators are defined as ψ†(r) ≡ a†(r) and ψ(r) ≡ a(r). These are
special cases of the construction operators in the position representation.
Due to the enormous number of single-particle states present in realistic systems, the
properties of the pure quantum microstate can never be directly interrogated in practice.
Instead, the coupling of states due to interactions between the particles results in a quantum
statistical mixed state, representing a weighted average of all realisable microstates. The
weighting of each pure state is contained in the density operator
ρˆ =
∑∫
dνPν |ν〉〈ν|, (2.11)
where Pν is the probability of the system being found in the pure state |ν〉. Taking the
trace of this operator is equivalent to the probability that the system exists in one of all
the possible states, which must clearly be unity, i.e. Tr{ρˆ} = 1. Moreover, for a pure state
one has Tr{ρˆ2} = 1, whereas for a mixed state Tr{ρˆ2} < 1.
Measurement of an observable property of a system in a mixed state corresponds to
taking an ensemble average of the corresponding operator. The statistical information of
the system contained in ρˆ is included by taking Tr{ρˆAˆ}. In the general case given by
Eq. (2.9), one therefore has
〈AN 〉 = 1
N !
∑∫
d(α1 . . . αN )d(β1 . . . βN )
±〈α1, . . . , αN |AˆN |βN , . . . , β1〉±
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× nN±〈β1, . . . , βN |FˆN |αN , . . . , α1〉±, (2.12)
where the N -particle density matrix is defined as
nN±〈β1, . . . , βN |FˆN |αN , . . . , α1〉± =Tr
{
ρˆ a†(αN ) . . . a†(α1) a(β1) . . . a(βN )
}
=
〈
a†(αN ) . . . a†(α1) a(β1) . . . a(βN )
〉
. (2.13)
Here, 〈 . . . 〉 denotes the ensemble average. Thus, mean values of operators are deter-
mined by density matrices corresponding to averages of products of construction operators.
For example, considering the single-particle density matrix in the position representation,
na〈r|F 1a |r〉 = Tr{ρˆψ†a(r)ψa(r)} = 〈ψ†a(r)ψa(r)〉 = 〈na(r)〉 = na, determines the local mean
particle density at the point r.
For systems in thermal equilibrium the density operator has the known form ρˆ ∝
exp(−β(Hˆ − µNˆ)). For systems out of thermal equilibrium, however, no such simple rep-
resentation of ρˆ exists in general. Instead, the full dynamical evolution of the system from a
precise set of initial conditions becomes important. Several formulations exist for treating
the time evolution of systems in second quantisation. Firstly, in the Schrödinger picture the
states and density matrix are considered as dynamic (time-dependent) quantities whilst
operators are static (time-independent). The opposite case is known as the Heisenberg
picture, where states and density matrix are static and operators are dynamic. A third
case, known as the Dirac (or interaction) picture, combines elements of both approaches
with all quantities being fully time-dependent.
In the Schrödinger picture, the statistical operator obeys the von-Neumann equation
i~
∂ρˆ
∂t
= −[ρˆ, Hˆ], (2.14)
whilst in the Heisenberg picture, the construction operators obey the Heisenberg equation
i~
∂
∂t
a(ν, t) = [a(ν, t), Hˆ]. (2.15)
In the position representation the equation of motion for the field operators in a many-
particle system follows from Eq. (2.10) and (2.15) as[
i~
∂
∂t
+
~2
2ma
∇2r − Ua(r)
]
ψa(r, t) =
∑
b
∫
dr′Vab(r− r′)ψ†b(r′, t)ψb(r′, t)ψa(r, t). (2.16)
A similar adjoint equation can also be found for the evolution of the creation operator
ψ†a(r, t). In Eq. (2.16), the commutation relations (2.8) have been used. This expression
forms the basis for understanding the dynamic evolution of many-particles states in terms
of macroscopic processes such as thermodynamic equilibration and microscopic processes
such as collective excitations.
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A straightforward generalisation of the N -particle density matrix is given by treating the
time coordinate as an additional component of the basis corresponding to each particle.
One may then define the multi-time N -particle correlation function
(±i~)NG<a (1 . . . N, 1′ . . . N ′) =
〈
ψ†a(1
′) . . . ψ†a(N
′)ψa(N) . . . ψa(1)
〉
, (2.17)
for bosons (+) and fermions (−). In Eq. (2.17), the notation ψ(1), etc. has been adopted
to refer to a field operator acting on a basis which labels both space and time in addition
to the spin 1 = {r1, t1, σ}, such that ∑∫ d1 = ∑σ ∫ dr1 ∫ dt1. Since the N -particle density
matrix is recovered for t1 = · · · = tN ≡ t ≡ tN ′ = · · · = t1′ , the physical meaning of
Eq. (2.17) is clearly that of a generalised density operator. For the case of different times
this function contains all dynamic and statistical information of the many-particle systems.
In addition to the lesser correlation function Eq. (2.17), the greater correlation function is
defined as
(i~)NG>a (1 . . . N, 1′ . . . N ′) =
〈
ψa(1) . . . ψa(N)ψ
†
a(N
′) . . . ψ†a(1
′)
〉
. (2.18)
Due to the symmetry postulate, the ordering of the field operators is of crucial impor-
tance for fermions and, thus, the time ordering ultimately controls the properties of the
resulting many-particle state. The range of possible orderings of the construction operators
in the greater and lesser correlation functions results in (2N)! distinct states. These can
be compactly represented in a single expression using Wick’s chronological operator Tˆ
(i~)NGca(1 . . . N, 1′ . . . N ′) =
〈
Tˆ
{
ψa(1) . . . ψa(N)ψ
†
a(N
′) . . . ψ†a(1
′)
}〉
, (2.19)
which is known as the causal function. The action of the chronological operator is simply to
order the field operators according to their temporal arguments; the field operator with the
earliest time appears on the right and that with the latest time on the left. Furthermore,
the anti-causal correlation function Gaa(1 . . . N, 1′ . . . N ′) is defined to have the opposite
time ordering to the causal function.
Often, only the dynamics of single particles are necessary to describe phenomena in
many-particle systems. In this case one has
±i~G<a (1, 1′) =
〈
ψ†a(1
′)ψa(1)
〉
, (2.20)
i~G>a (1, 1′) =
〈
ψa(1)ψ
†
a(1
′)
〉
. (2.21)
These functions describe the motion of a particle of species a embedded in a fully interacting
system between two separate points in space and time, e.g. from {r1, t1} to {r′1, t′1}. They
are two-point generalisations of the density matrices for single-particle states.
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Similarly, generalisations for the ensemble-averaged density fluctuations can be defined
via the density fluctuation correlation functions
i~L<ab(12, 1
′2′) =
〈
δ%ˆa(2, 2
′)δ%ˆb(1, 1′)
〉
, (2.22)
i~L>ab(12, 1
′2′) =
〈
δ%ˆa(1, 1
′)δ%ˆb(2, 2′)
〉
, (2.23)
where the density fluctuation operators are given by
δ%ˆa(1, 1
′) =ψ†a(1
′)ψa(1)−
〈
ψ†a(1
′)ψa(1)
〉
. (2.24)
Note that Eqs. (2.22) and (2.23) are four-point functions in general, although often only
the two-point versions L≷ab(1, 2) ≡ L≷ab(1 = 1′, 2 = 2′) are of interest.
In the simple case of single-particle states, the causal and anti-causal functions related
to Eqs. (2.20) and (2.21) become
Gca(1, 1
′) = Θ(t1 − t2)G>a (1, 1′) + Θ(t2 − t1)G<a (1, 1′), (2.25)
Gaa(1, 1
′) = Θ(t1 − t′1)G<a (1, 1′) + Θ(t2 − t1)G>a (1, 1′), (2.26)
where Θ(t1−t′1) is the Heaviside function. In addition to the greater/lesser and causal/anti-
causal functions, it is also useful to define the retarded and advanced functions
GR/Aa (1, 1
′) = ±Θ(±(t1 − t′1))
[
G>a (1, 1
′)−G<a (1, 1′)
]
, (2.27)
which are the Green’s functions (in the strict mathematical sense) associated with the
Heisenberg equation of motion for the correlation functions, i.e. G≷a (1, 1′). Thus, Eq. (2.27)
defines the kernel functions for propagating the state of a single particle forward or back-
ward in time, respectively, and are accordingly referred to as propagators. The correlation
functions, (anti)causal functions and propagators are generally collectively known as many-
particle Green’s functions.
In expressions involving the six types of single-particle Green’s functions, especially
involving integrals over time, the issue of the time ordering can introduce significant compli-
cations for non-equilibrium systems. For example, the quasi-periodic behaviour of functions
on the imaginary time interval τ ∈ {0, i~β}, which is exploited in the method of Matsubara
[Matsubara, 1955], does not apply since β is well-defined in equilibrium only. Generalisation
to non-equilibrium systems was first discussed by Schwinger and Keldysh [Schwinger, 1961;
Keldysh, 1965] using diagrammatic techniques based on a double-branched (anti-causal and
causal) contour on the real time axis (denoted here as K). This allows the functions G≷a
and Gc/aa to be represented as elements of a single matrix quantity Ga. The retarded and
advanced functions follow from the simple relationships GR/Aa = Gca − G≶a = G≷a − Gaa.
The rules governing the time-ordering in the context of products and integrals of two-time
functions were detailed by Langreth and Wilkins [Langreth and Wilkins, 1972].
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2.2.1 Spectral representation of single-particle Green’s functions
For application of the techniques of many-particle Green’s functions to problems in con-
densed matter and plasma physics [see, e.g., Martin, 1967; Jauho, 1989], often the spectral
(Fourier space) representation is more useful than the position representation. In particu-
lar, the Wigner (relative and centre-of-mass) coordinates
r = r1 − r′1, τ = t1 − t′1, (2.28)
R =
1
2
(r1 + r
′
1), t =
1
2
(t1 + t
′
1), (2.29)
are of principal importance for discussing two-point functions such as in Eqs. (2.20 - 2.27).
Correlations between particles occur on spatio-temporal scales determined by the micro-
scopic coordinates {r, τ}, whereas large-scale phenomena such as hydrodynamic evolution
relate to the macroscopic coordinates {R, t}.
In thermal equilibrium the system evolves neither in space nor time on the macro-
scopic scale, whereas under non-equilibrium conditions such considerations are generally
important. Taking the Fourier transform with respect to the microscopic coordinates, the
spectral representations of the Green’s functions are defined as
GXa (k, ω;R, t) =
∫
dr
∫ ∞
−∞
dτ e−i(k·r−ωτ)GXa (r, τ ;R, t), (2.30)
GXa (r, τ ;R, t) =
∫
dk
(2pi)3
∫ ∞
−∞
dω
2pi
ei(k·r−ωτ)GXa (k, ω;R, t), (2.31)
where X stands for ≷, c/a or R/A. These conventions are observed throughout this thesis.
In the case of the lesser correlation function the spectral representation allows for a
clear connection to the usual classical kinetic theory to be established. Since the mean
particle density is given by na = ±i~G<a (1, 1′)|1=1′ , one finds from Eq. (2.31) the familiar
normalisation condition discussed previously Eq. (1.3)
na(R, t) =
∫
dp
(2pi~)3
fa(p;R, t), (2.32)
in which the Wigner distribution is defined as
fa(p;R, t) = ± i~
∫ ∞
−∞
dω
2pi
G<a (~k, ω;R, t). (2.33)
This definition may be interpreted as a quantum analogue of the classical phase space
distribution function.
From the definitions Eq. (2.27), the important retarded/advanced quantities are
GR/Aa (k, ω;R, t) =
∫ ∞
−∞
dω′
2pi
Aa(k, ω
′;R, t)
ω ± i− ω′ , (2.34)
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where  → 0+ is a real, positive infinitesimal and the spectral function describing the
dispersion relation between the energy and momentum of the single-particle state is
Aa(k, ω;R, t) = i
[
G>a (k, ω;R, t)−G<a (k, ω;R, t)
]
. (2.35)
The + root of Eq. (2.34) relates the retarded function whilst the − root relates to the
advanced function. Applying Dirac’s identity
1
x± i
→0
= P
(
1
x
)
∓ ipiδ(x), (2.36)
to Eq. (2.34), one finds a Kramers-Kronig (KK) dispersion relation
ReGR/Aa (k, ω;R, t) = ± P
∫ ∞
−∞
dω′
pi
ImGR/Aa (k, ω′;R, t)
ω′ − ω , (2.37)
ImGR/Aa (k, ω;R, t) = ∓
1
2
Aa(k, ω;R, t). (2.38)
This demonstrates that the imaginary parts of the retarded and advanced functions differ
only in sign and, thus, are related by complex conjugation in Fourier space.
In general, the spectral representation of the correlation functions is determined by
projecting the momentum/frequency basis onto the position/time basis and evaluating the
trace over eigenstates for the energy and momentum operators. Using the equilibrium form
of the density operator, one can show that the lesser and greater correlation functions are
related in Fourier space by the Kubo-Martin-Schwinger (KMS) condition [Zubarev, 1960]
±G<a (k, ω) equil.= e−(β~ω−ηa)G>a (k, ω). (2.39)
Using Eq. (2.39) in conjunction with the definition Eq. (2.35), one finds the general form
of the equilibrium correlation functions in Fourier space
±iG<a (k, ω) equil.= Aa(k, ω)fa(~ω), (2.40)
iG>a (k, ω)
equil.
= Aa(k, ω) [1± fa(~ω)] , (2.41)
where fa(~ω) = [exp (β~ω − ηa)∓ 1]−1. The form of the spectral function is restricted by
the sum rule
~
∫ ∞
−∞
dω
2pi
Aa(k, ω) = 1. (2.42)
For non-interacting (free) particles the solution is a simple delta-like dispersion relation
Aa(k, ω) = 2piδ(~ω − E0a(~k)), (2.43)
where E0a(~k) = ~2k2/2ma is the usual kinetic energy. It is straightforward to obtain the
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expected normalisation condition for an equilibrium system of non-interacting particles
by substituting this result into Eqs. (2.40) and (2.33). The shape of Eq. (2.43) assigns a
unique energy to an excitation with a given momentum, independent of time, and therefore
describes a stable quasi-particle picture.
If interactions are included in the system, the time-dependence of the single-particle
states allows for the energy and momentum of a specific particle to become coupled to the
wider system, resulting in a broadened dispersion relation with a quasi-Lorentzian shape
Aa(k, ω) =
Γa(k, ω)
[~ω − Ea(k, ω)]2 + [Γa(k, ω)/2]2
. (2.44)
The lifetime of a given single-particle state is related to the damping rate Γa(k, ω) which
is strongly dependent on the inter-particle coupling. The location of the resonance, i.e. the
most likely energy for an excitation with a given momentum, are the eigenvalues of the
fully-coupled, time-dependent single-particle Hamiltonian Ea(k, ω).
The KMS condition (2.39) does not hold for non-equilibrium states and, such that
equivalent expressions for Eqs. (2.40) and (2.41) cannot be derived. In general, the func-
tions G≷a are independent and must be determined from their respective equations of
motion. A simple approach is given by the Kadanoff-Baym ansatz (KBA), which states
that equivalent representations are reasonable despite not being derived on a rigorous basis
[Kremp et al., 2005]. For the non-equilibrium case, however, the occupation (distribution)
function of the particles is non-local in space and time and is described in terms of the
momentum transfer instead of the energy transfer, i.e.
±iG<a (k, ω;R, t) =Aa(k, ω;R, t)fa(~k;R, t), (2.45)
iG>a (k, ω;R, t) =Aa(k, ω;R, t) [1± fa(~k;R, t)] . (2.46)
Density conservation is enforced by spectral functions identical in form to Eqs. (2.43) and
(2.44) which explicitly include the macroscopic variables. A more general basis has been
discussed by Lipavský [Lipavský et al., 1968], although this approach is beyond the scope
of the present work.
2.2.2 Self energy and the Dyson equation
The evolution of the Green’s functions are governed by equations of motion with similar
forms to Eq. (2.15). If all quantities are defined on the Keldysh time contour K then a
general description can be given for all the time-ordered versions of these functions which
is valid under non-equilibrium conditions[
i~
∂
∂t1
+
~2
2ma
∇21
]
Ga(1, 1
′) = δ(1− 1′) +
∫
K
d2Ua(1, 2)Ga(2, 1
′)
± i~
∑
b
∫
K
d2Vab(1, 2)Gab(12, 1
′2+), (2.47)
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where Vab(1, 2) ≡ Vab(r1 − r2)δ(t1 − t2) is the pair interaction potential and Ua(1, 1′) =
Ua(r1, r
′
1)δ(t1 − t′1) is a generalisation of the external potential to be non-local in space.
The Green’s function appearing in the interaction term, Gab(12, 1′2+), is a two-particle
(four-point) function describing the behaviour of a pair of particles (a and b) within the
N -particle system. The meaning of the notation 2+ used in this function is that the time
t+2 occurs infinitesimally later than t2, i.e. t
+
2 = lim→0+(t2 + ).
In the simple case of free, non-interacting particles one has[
i~
∂
∂t1
+
~2
2ma
∇21
]
G0a(1, 1
′) = δ(1− 1′). (2.48)
The δ-function can be produced from the product of any matrix quantity A(1, 1′) and its
inverse A−1(1, 1′) and integrating over all internal coordinates, i.e.
δ(1− 1′) =
∫
d2A(1, 2)A−1(2, 1′), (2.49)
which makes it possible to define the inverse of the free-particle Green’s function
G0a
−1
(1, 1′) =
[
i~
∂
∂t1
+
~2
2ma
∇21
]
δ(1− 1′), (2.50)
and, thus, rewrite Eq. (2.49) as∫
K
d2G0a
−1
(1, 2)Ga(2, 1
′) = δ(1− 1′) +
∫
K
d2Ua(1, 2)Ga(2, 1
′)
± i~
∑
b
∫
K
d2Vab(1, 2)Gab(12, 1
′2+). (2.51)
Eq. (2.47) is not a closed expression since the evolution of Ga(1, 1′) is coupled to
the higher-order function Gab(12, 1′2+) via the interaction term. The equivalent equa-
tion of motion for Gab(12, 1′2+) in turn demands knowledge of a three-particle function
Gabc(123, 1
′2′3+) and so on, eventually requiring the full N -particle function. The result-
ing system of coupled equations is known as the Martin-Schwinger hierarchy [Martin and
Schwinger, 1959]. It is the quantum analogue of the BBGKY hierarchy for the classical
reduced density operators [Hansen and McDonald, 1990].
The Martin-Schwinger hierarchy may be formally decoupled by introducing the two-
point self energy function Σa(1, 1′) according to∫
K
d2 Σa(1, 2)Ga(2, 1
′) = ±i~
∑
b
∫
K
d2Vab(1, 2)Gab(12, 1
′2+), (2.52)
which closes Eq. (2.51) with respect to Ga(1, 1′) and transfers the unknown element of the
problem to the determination of the self energy. By considering the evolution of Ga(1, 1′)
in the interaction picture, a functional dependence on Ua(1, 1′) is introduced. It is then
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possible to consider the functional derivative of the two-particle Green’s function with
respect to the applied potential, with the result [Kremp et al., 2005]
Gab(12, 1
′2′) =Ga(1, 1′)Gb(2, 2′)± δGa(1, 1
′)
δUb(2′, 2)
. (2.53)
The first term represents the contribution without correlations between the pair of particles
whilst the second relates to their interactions, e.g. via binary collisions or through the
formation of bound states. Substituting Eq. (2.53) into Eq. (2.52) and Eq. (2.51), one finds∫
K
d2G0a
−1
(1, 2)Ga(2, 1
′) = δ(1− 1′) +
∫
K
d2
[
U effa (1, 2) + Σ¯a(1, 2)
]
Ga(2, 1
′), (2.54)
where the first term in square brackets on the right-hand side
U effa (1, 1
′) =Ua(1, 1′)± i~ δ(1− 1′)
∑
b
∫
K
d2Vab(1, 2)Gb(2, 2
+), (2.55)
is the effective mean potential including the self-consistent Hartree field created by the
microfields of all the particles. Furthermore, the second term
Σ¯a(1, 1
′) = i~
∑
b
∫
K
d2d2′ Vab(1, 2)
δGa(1, 2
′)
δUb(2+, 2)
G−1a (2
′, 1′), (2.56)
defines the pure correlation contribution to the self energy. The total self energy is the
sum of these contributions Σa(1, 1′) = ΣHa (1, 1′) + Σ¯a(1, 1′).
Returning to Eq. (2.54), multiplying by the free-particle Green’s function G0a(2′, 1) and
then integrating over
∫
K d1 yields δ-functions according to Eq. (2.49) which collapse upon
performing the remaining integration. After suitable changes of coordinate labels, one finds
the well-known Dyson equation for the dressed particle propagator1
Ga(1, 1
′) = G0a(1, 1
′) +
∫
K
d2d2′G0a(1, 2)Ξa(2, 2
′)Ga(2′, 1′),
= +
Ξ (2.57)
in which Ξa(1, 1′) = U effa (1, 1′)+Σ¯a(1, 1′) = Ua(1, 1′)+Σa(1, 1′). This expression constitutes
the exact solution to the equation of motion Eq. (2.47). Recursively substituting the left-
hand side into the right-hand side generates a perturbation series
Ga(1, 1
′) =G0a(1, 1
′) +
∫
K
d2d2′G0a(1, 2)Ξa(2, 2
′)G0a(2
′, 1′)
+
∫
d2d2′d3d3′G0a(1, 2)Ξa(2, 2
′)G0a(2
′, 3)Ξa(3, 3′)G0a(3
′, 1′) + . . . , (2.58)
1The Feynman diagram representation [Mattuck, 1992] of Eq. (2.57) is shown below the algebraic form
here and other important governing equations.
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which converges for systems with a weak total potential Ξa(1, 1′), i.e. weakly driven and
weakly interacting systems. Such an approach is clearly of limited use for practical calcu-
lations of all but near-ideal systems since the number of integrals which must be evaluated
increases rapidly in the higher order terms.
An alternative and useful representation of Eq. (2.57) can be found by applying an
obvious extension of the definition Eq. (2.49)
A(1, 1′) =
∫
d2d2′A(1, 2)B−1(2, 2′)B(2′, 1′) =
∫
d2d2′B(1, 2)B−1(2, 2′)A(2′, 1′), (2.59)
whereupon one may readily derive an inverse form of the Dyson equation
G−1a (1, 1
′) = G0a
−1
(1, 1′)− Ξa(1, 1′), (2.60)
which enables the correlation part of the self energy to be further simplified by removing
the dependence on G−1a (1, 1′). Changing the functional derivative in Eq. (2.56) to one
depending on the inverse Green’s function and using Eq. (2.60) gives the self energy equation
Σ¯a(1, 1
′) = ΣHFa (1, 1
′) + i~
∑
b
∫
K
d2d2′ Vab(1, 2)Ga(1, 2′)
δΣa(2
′, 1′)
δUb(2+, 2)
, (2.61)
ΣHFa (1, 1
′) = i~Ga(1, 1′)Vaa(1, 1′). (2.62)
The first term is known as the Hartree-Fock self energy.
The Dyson equation and the self energy equation are self-consistent and, thus, if
Ua(1, 1
′) is either known or negligible then Eqs. (2.57) and (2.56) fully describe the in-
teracting system. However, by themselves these coupled equations are not suitable to be
applied to charge-particle systems such as plasmas since the long-ranged Coulomb potential
V Cab(1, 1
′) = δ(t1 − t′1)
ZaZbe
2
4piε0 |r1 − r′1|
, (2.63)
leads to divergent contributions to the self energy, even at relatively low order.
2.3 Extension to Coulomb systems
In practice, the divergent behaviour of the self energy is removed in Coulomb systems by
virtue of the fundamental characteristic of screening. Screening of the Coulomb potential
occurs as charged particles are coupled over long ranges, i.e. beyond nearest neighbour scale
lengths, such that the response of a particular particle to the presence of a test charge also
includes the dynamic mutual interactions between every other possible particle pair. The
result is the formation of a cloud of particles responding to the test charge which acts to
shield the full strength of its potential. Furthermore, the interactions between particles in
the screening cloud also influence the formation of the self-consistent effective interaction.
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The dynamic character of the screened potential underpins the development of collective
phenomena such as longitudinal excitations in the particle density such as Langmuir waves
(plasmons) and ion acoustic waves (or phonons in solids).
The most natural way to introduce screening in the Green’s function formalism is to
consider the response to the effective potential U effa (1, 1′), thereby explicitly including the
self-consistent mean field created by the particles. Firstly, the density response to the
externally applied potential is given by the functional derivative introduced in Eq. (2.53),
which is simply a generalisation of the well-known definition from basic electrodynamics.
This can be transformed to focus on the effective potential using the chain rule
Lab(12, 1
′2′) = ± i~δGa(1, 1
′)
δUb(2′, 2)
, (2.64)
=
∑
c
∫
K
d3d3′Πac(13, 1′3′)Kcb(23′, 2′3). (2.65)
where the polarisation function and specific dielectric response have been defined as
Πab(12, 1
′2′) = ± i~ δGa(1, 1
′)
δU effb (2
′, 2)
, (2.66)
and
Kab(12, 1
′2′) =
δU effb (2, 2
′)
δUa(1′, 1)
, (2.67)
respectively. The physical meaning of these quantities is clear; the polarisation function
determines the density excitation produced by a change in the self-consistent mean field
created by the ensemble of particles, whilst the dielectric response is a measure of how the
mean field changes due to a change in the applied potential altering the configuration of
the particles.
2.3.1 Dynamically screened potential
Substituting Eq. (2.55) into Eq. (2.67) gives the dielectric response in terms of the bare
Coulomb potential
Kab(12, 1
′2′) = δabδ(1− 2)δ(1′ − 2′) + δ(2− 2′)
∑
c
∫
K
d3Vac(2, 3)Lcb(31, 3
+1′). (2.68)
This result can be used in Eq. (2.65) to explicitly relate the density responses to the applied
and effective fields
Lab(12, 1
′2′) = Πab(12, 1′2′) +
∑
c,d
∫
K
d3d4 Πac(13, 1
′3+)Vcd(3, 4)Ldb(42, 4+2′). (2.69)
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From the definition of the density response function Eq. (2.64), the correlation part of the
self energy Eq. (2.56) contains the bare Coulomb interaction and the density response to
the applied potential. Since the screening properties of the system are fully contained
in the polarisation function, one may form an alternative definition in terms of a new
dynamically screened potential
±
∑
b
∫
K
d2Vab(1, 2)Lab(12, 1
′, 2+) = ±
∑
b
∫
K
d2Wab(1, 2)Πab(12, 1
′, 2+), (2.70)
from which one may derive the screened self energy equation
Σ¯a(1, 1
′) = i~Ga(1, 1′)Waa(1, 1′)
± i~
∑
b
∫
K
d2d2′d3d3′Wab(1, 2)Ga(1, 2′)
δΣ¯a(2
′, 1′)
δGa(3′, 3)
Πab(3
′2, 32+).
Σ¯
= +
δΣ¯/δG
Π
(2.71)
Substituting the relationship (2.65) for Lab(12, 1′2+), it can be shown that
Wab(1, 2) =
∑
c
∫
K
d3Vac(1, 3)Kcb(3, 2), (2.72)
in which the two-point generalised dielectric function Kab(12, 1+2′) = Kab(1, 2)δ(2 − 2′)
has been introduced. The screened potential therefore contains contributions from the
specific dielectric response functions of all the species in the system, coupled together by
the density responses to their mutual Coulomb interactions.
More generally, the bare Coulomb interaction between a pair of particles is modified
by the inverse dielectric screening function of the total system
Wab(1, 2) =
∫
K
d3Vab(1, 3)ε
−1(3, 2). (2.73)
The latter obeys the following important relationships
ε−1(1, 2) = δ(1− 2) +
∑
a,b
∫
K
d3Lab(13, 1
+3+)Vba(3, 1), (2.74)
and
ε(1, 2) = δ(1− 2)−
∑
a,b
∫
K
d3 Πab(13, 1
+3+)Vba(3, 1). (2.75)
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It is subsequently straightforward to derive the screening equation
Wab(1, 2) =Vab(1, 2) +
∑
c,d
∫
K
d3d4Vac(1, 3)Πcd(34, 3
+4+)Wdb(4, 2).
= +
Π
(2.76)
Note that, unlike the Coulomb potential (2.63), the screened potential is a dynamic quan-
tity due to the time dependence of the density response.
2.3.2 Properties of the dielectric function
From the definition of the screened potential (2.73), the dielectric function controls the
screening properties of the system. In particular, the Fourier transform of the retarded
function εR(k, ω) is responsible for determining the density excitation spectrum which
is of interest to XRTS. The latter obeys a number of important relationships and sum
rules obtained independently of the density response or polarisation functions. In a local
approximation [Kremp et al., 2005], the complex retarded dielectric function obey Kramers-
Kronig dispersion relations
Re εR±1(k, ω;R, t) = 1 + P
∫ ∞
−∞
dω′
pi
Im εR±1(k, ω′;R, t)
ω′ − ω , (2.77)
Im εR±1(k, ω;R, t) = − P
∫ ∞
−∞
dω′
pi
Re εR±1(k, ω′;R, t)− 1
ω′ − ω . (2.78)
From the definitions (2.74) and (2.75), these functions are related to the Fourier transforms
of the retarded density response and polarisation functions
εR
−1
(k, ω;R, t) = 1 +
∑
a,b
LRab(k, ω;R, t)Vab(k), (2.79)
εR(k, ω;R, t) = 1−
∑
a,b
ΠRab(k, ω;R, t)Vab(k). (2.80)
By taking frequency moments of these functions one may constrain numerous observ-
able properties of the system, thus providing important benchmarks for modelling and
simulations of experimental data. Of particular relevance to this work are those related to
one-component systems such as the electron gas, i.e. ε(k, ω) = 1−Πaa(k, ω)Vaa(k). Firstly,
the f -sum rule ∫ ∞
−∞
dω
pi
ω Im εR±1(k, ω) = ±ω2p, (2.81)
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where ωp is the plasma frequency (1.12), is a statement of particle density conservation.
The second is the perfect screening rule
lim
k→0
∫ ∞
−∞
dω
pi
ω−1 Im εR−1(k, ω) = 1, (2.82)
which determines the limiting behaviour of the static screening cloud over large ranges.
Finally, one has the compressibility sum rule
lim
k→0
∫ ∞
−∞
dω
pi
ω−1 Im εR(k, ω) = Vaa(k)n2aκTa, (2.83)
in which κTa is the isothermal compressibility. The latter provides important information
on the macroscopic properties of the bulk material. These general expressions hold for
equilibrium and non-equilibrium states and for arbitrarily strongly coupled conditions.
Higher order moments and multicomponent generalisations of the rules presented here are
possible [Puff, 1965; Mihara and Puff, 1968] but are not of direct relevance to this work.
2.4 Polarisation function
By introducing a screened potential Wab(1, 2) as the interaction of interest for plasmas,
the self energy has been reformulated such that the bare Coulomb potential is removed
from the description of the system. Naturally, an additional expression is now required to
close the set of governing equations as the screened potential depends on the polarisation
function. An equation of motion for the polarisation function can be straightforwardly
derived by changing the definition (2.66) to depend on the inverse Green’s function and
once again using Eq. (2.60)
Πab(12, 1
′2′) = ± i~
[
Ga(1, 2
′)Ga(2, 1′)δab +
∫
K
d3d3′Ga(1, 3)
δΣ¯a(3, 3
′)
δU effb (2
′, 2)
Ga(3
′, 1′)
]
.
(2.84)
Using the chain rule to change the derivative the above yields a Bethe-Salpeter equation
for the polarisation function
Πab(12, 1
′2′) = ± i~Ga(1, 2′)Ga(2, 1′)δab
+
∑
c
∫
K
d3d3′d4d4′Ga(1, 3′)Ga(3, 1′)
δΣ¯a(3
′, 3)
δGc(4, 4′)
Πcb(42, 4
′2′).
Π
= +
δΣ¯/δG
Π
(2.85)
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Together with the Dyson equation (2.57), the screened potential (2.76) and the cor-
responding screened self energy (2.61), the Bethe-Salpeter equation (2.85) completes the
description of the dynamical evolution of an interacting Coulomb system. These four cou-
pled equations are known collectively as the Kadanoff-Baym quantum kinetic equations.
Note that since no restrictions are placed on the strength of the interactions this framework
is applicable to strongly coupled systems.
2.4.1 Closed-form truncated GW approximation
The difficulty in evaluating the polarisation function lies in the functional derivative in
Eq. (2.85). A simple way in which interactions can be included whilst avoiding such com-
plexities is to neglect the second term of the screened self energy, which is the GW approx-
imation [Aryasetiawan and Gunnarsson, 1998]
Σ¯a(1, 1
′) GW= i~Ga(1, 1′)Waa(1, 1′). (2.86)
The functional derivative in the Bethe-Salpeter equation is then
δΣ¯a(3
′, 3)
δGb(4, 4′)
GW
= i~
[
δabδ(3
′ − 4)δ(3− 4′)Waa(3′, 3) +Ga(3′, 3)δWaa(3
′, 3)
δGb(4, 4′)
]
, (2.87)
δWaa(3
′, 3)
δGb(4, 4′)
=
∑
d,e
∫
K
d5d6Vad(3
′, 5)
δΠde(56, 5
+6+)
δGb(4, 4′)
Wea(6, 3)
+
∑
d,e
∫
K
d5d6Vad(3
′, 5)Πde(56, 5+, 6+)
δWea(6, 3)
δGb(4, 4′)
, (2.88)
where the screening equation (2.76) has been used. If the polarisation function and screened
potential appearing in Eq. (2.88) are truncated at their leading order terms, then
δΣ¯a(3
′, 3)
δGb(4, 4′)
≈ i~ δabδ(3′ − 4)δ(3− 4′)Waa(3′, 3)
± (i~)2Ga(3′, 3)Vab(3′, 4)Gb(4′, 4)Wba(4′, 3)
± (i~)2Ga(3′, 3)Vab(3′, 4′)Gb(4′, 4)Wba(4, 3). (2.89)
Approximating the polarisation terms appearing on the right-hand side of Eq. (2.85) by
the leading order term, i.e. Πcb(42, 4′, 2′) ≈ ±i~Gc(4, 2′)Gc(2, 4′)δcb, one obtains a closed-
form approximation which includes interactions between the particles on the level of the
screened Hartree-Fock approximation. Moreover, the limits 1′ → 1+ and 2′ → 2+ must
be taken for the application of calculating the two-point density fluctuation correlation
function. The result is
Πab(1, 2)
GW
= ± i~ δabGa(1, 2)Ga(2, 1)
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± (i~)2δab
∫
K
d3d4Ga(1, 3)Ga(4, 1)Waa(3, 4)Gb(3, 2)Gb(2, 4)
+ (i~)3
∫
K
d3d3′d4d4′Ga(1, 3)Ga(3, 3′)Ga(3′, 1)
× Vab(3, 4′)Wba(4, 3′)Gb(2, 4)Gb(4, 4′)Gb(4′, 2)
+ (i~)3
∫
K
d3d3′d4d4′Ga(1, 3)Ga(3, 3′)Ga(3′, 1)
× Vab(3, 4)Wba(4′, 3′)Gb(2, 4)Gb(4, 4′)Gb(4′, 2).
Π
GW
= + + + (2.90)
The three distinct contributions to Eq. (2.90) are worth briefly discussing. The first
term is the well-known random phase approximation (RPA). It contains interactions by
virtue of the self energy corrections to the Green’s functions (double lines with arrows in the
diagram), but no direct exchange. The first-order exchange correction enters in the second
term via the screened potential (wavy line in the diagram), which is known as a vertex
correction. The third and fourth terms are variants on the fluctuation corrections. The
latter are distinct from the RPA and vertex terms as these are the lowest order contributions
which couple together fluctuations in the density fields of different particle species. This
is made especially clear from the shape of the diagrams, where two disconnected loops
(each representing potentially different species) are coupled by interactions. Furthermore,
the fluctuation terms are of second order in the interaction and, thus, are expected to be
significantly smaller contributions to the overall polarisation function.
2.4.2 G0W approximation - first-order corrections
In order to evaluate the truncated GW approximation, the interacting Green’s functions
must be estimated. This is made difficult by the self-consistent structure of both the Dyson
and self energy equations, which themselves contain interactions via the screened potential
and polarisation contributions. The most simple approximation is given by taking the
perturbation expansion (2.58) with the self energy given by the HF approximation (2.86).
In this way, a perturbation series in terms of the (screened) interaction strength can be
established for the polarisation function. With the free-particle Green’s function G0a one
has up to first order in Waa
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Πab(1, 2)
G0W= ± i~ δab
{
G0a(1, 2)G
0
a(2, 1)
+ i~
[∫
K
d3d4G0a(1, 3)G
0
a(3, 4)Waa(3, 4)G
0
a(4, 2)
]
G0a(2, 1)
+ i~G0a(1, 2)
[∫
K
d3d4G0a(2, 3)G
0
a(3, 4)Waa(3, 4)G
0
a(4, 1)
]
+i~
∫
K
d3d4G0a(1, 3)G
0
a(4, 1)Waa(3, 4)G
0
b(3, 2)G
0
b(2, 4)
}
.
Π
G0W= + + + (2.91)
The above expressions have been previously derived in studies of the correlated one-
component electron gas [Holas et al., 1979; Aravind et al., 1982; Engel and Vosko, 1990;
Richardson and Ashcroft, 1994; De Witt et al., 1995]. The first term is the zeroth-order
RPA (often this is simply referred to as the RPA), which was first discussed by Bohm and
Pines [Pines and Bohm, 1952; Bohm and Pines, 1953]. It represents the lowest order at
which dynamic screening and collective effects can be considered. The second and third
terms arise from the first-order self-energy corrections to the free-particle Green’s functions
in the zeroth-order RPA term. The fourth term is the lowest-order vertex correction
accounting for exchange in the screening of the inter-particle interactions.
By expanding the screened potential in a similar way to the Dyson equation, the
leading order contributions yield bare Coulomb interactions in each term. Here, one simply
replaces all wavy lines in the diagrammatic form of Eq. (2.91) with dashed lines. This is
reasonable for the first-order corrections shown here, but leads to divergent contributions
from the fluctuation diagrams. If the screened potential is taken in RPA these first-order
contributions are extremely challenging and expensive to evaluate numerically. On the
other hand, if only static screening is considered, one may obtain results for arbitrary non-
equilibrium conditions. Since the conditions of interest here are mainly weakly coupled,
only the RPA term will be considered in detail. Evaluation of the first-order corrections
will be undertaken as part of the future development of the work presented in this thesis.
2.4.3 Random phase approximation
Due to its simple structure in the space/time domain, the correlation functions for the
RPA term are simple to obtain from the Langreth-Wilkins rules
Π≷ab(1, 2)
RPA
= ± i~ δabG≷0a (1, 2)G≶0a (2, 1). (2.92)
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In Fourier space one subsequently finds
Π≷aa(k, ω;R, t)
RPA
= ±i~
∫
dk′
(2pi)3
∫ ∞
−∞
dω′
2pi
G≷0a (k
′+k, ω′+ω;R, t)G≶0a (k
′, ω′;R, t). (2.93)
Using the Kadanoff-Baym ansatz to relate G≷a (k, ω) to fa(p), the straightforward result
for the non-interacting spectral function given by Eqs. (2.43) and (2.45) is
iΠ≷aa(k, ω;R, t)
RPA
= 2pi
∫
dp
(2pi~)3
δ
(
~ω − E0a(p+ q) + E0a(p)
)
× f≷a (p+ ~k;R, t)f≶a (p;R, t), (2.94)
where the notation f<a ≡ fa and f>a = 1− fa has been introduced.
For the Fourier transform of the two-point polarisation function Πab(k, ω;R, t), one
may use the established relationships for the single-particle Green’s functions to give sim-
ilar general rules which hold for arbitrarily strongly coupled systems. Firstly, in thermal
equilibrium a Kubo-Martin-Schwinger condition is obeyed
Π<ab(k, ω)
equil.
= e−β~ω Π>ab(k, ω), (2.95)
such that Π≷ab(k, ω)
equil.
= Π≶ab(k,−ω). Once again, this relationship is not generally true
for non-equilibrium conditions. The real and imaginary parts of the retarded/advanced
functions also satisfy a Kramers-Kronig relationship
ReΠR/Aab (k, ω;R, t) = ± P
∫ ∞
−∞
dω′
pi
ImΠR/Aab (k, ω
′;R, t)
ω′ − ω , (2.96)
ImΠR/Aab (k, ω;R, t) = ∓
1
2
[
iΠ>ab(k, ω;R, t)− iΠ<ab(k, ω;R, t)
]
. (2.97)
Combining the KMS condition with the above yields the important general relationship,
which is valid in equilibrium
ImΠR/Aab (k, ω)
equil.
= ∓ i
2
1
1− e−β~ω Π
>
ab(k, ω)
= ± i
2
1
1− eβ~ω Π
<
ab(k, ω). (2.98)
By inserting the correlation functions (2.94) into Eq. (2.96), the familiar expression for
the retarded/advanced RPA polarisation follows
ΠR/Aaa (k, ω;R, t)
RPA
=
∫
dp
(2pi~)3
fa(p+ ~k;R, t)− fa(p;R, t)
E0a(p+ ~k)− E0a(p)− ~(ω ± i)
. (2.99)
If the distribution functions are isotropic with respect to the momentum space, i.e. fa(p)→
fa(p), Eqs. (2.94) and (2.99) can be simplified by integrating over angular coordinates. The
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Figure 2.1: (a): Temperature dependence of equilibrium correlation functions in RPA for
the polarisation function Π≷aa at near-solid density na = 1023 cm−3 and at atomic scale
lengths k = 1Å−1. (b): Real and imaginary components of the retarded function ΠRaa. The
degeneracy is compared using the ratio of the thermal and Fermi energies Θa = kBTa/EFa.
In both panels, one set of curves is artificially offset on the y-axis for clarity.
result for the correlation functions is
iΠ≷aa(k, ω;R, t)
RPA
=
2pi2k
(2pi~)3ωCa
∫ ∞
ma
k
|ω+ωCa|
dp p f≷a (p;R, t)f
≶
a (p¯;R, t), (2.100)
where p¯2 = p2 − 2ma~ω and ωCa = ~k2/2ma is the Compton frequency of species a. The
imaginary part of the retarded/advanced functions immediately follows from Eq. (2.97)
ImΠR/Aaa (k, ω;R, t)
RPA
= ± pi
2k
(2pi~)3ωCa
∫ ma
k
|ω−ωCa|
ma
k
|ω+ωCa|
dp p fa(p;R, t), (2.101)
and the real part is subsequently found using Eq. (2.96). From the frequency dependence
of the above, it is clear that the imaginary part is an odd function of the frequency ω at
fixed wave number k under non-equilibrium conditions and, accordingly, the real part is
an even function of ω. These properties are independent of the shapes of the correlation
functions, which may not have any clear relationship in general.
Under non-equilibrium conditions, the RPA expressions must be evaluated numerically.
In thermal equilibrium, e.g. for a Fermi-Dirac distribution (1.1), the integration over the
scalar momentum p can be performed analytically, yielding
iΠ≷aa(k, ω)
equil.
= ± 1
1− e∓β~ω
√
pinaβ
4κaDa
L(wa,κa, ηa), (2.102)
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L(wa,κa, ηa) = ln
[
1 + eηa−(wa+κa)2
1 + eηa−(wa−κa)2
]
(2.103)
for the correlation functions and
ΠR/Aaa (k, ω)
equil.
=
naβ
8
√
piκaDa
{
P
∫ ∞
−∞
dw
w − waL(w,κa, ηa)± ipiL(wa,κa, ηa)
}
, (2.104)
for the retarded/advanced functions. These results are clearly in agreement with the
definition of the imaginary part of the retarded/advanced functions and the KMS condi-
tion. In Eqs. (2.102) and (2.104), the normalised frequency wa = ω/
√
2kva and Compton
shift κa = ~k/
√
8pa are defined in addition to the equilibrium degeneracy parameter
Da = naΛ
3
a/(2σa + 1). These important variables and parameters will be used extensively
throughout the remainder of this thesis in the context of equilibrium and quasi-equilibrium
systems. The real part of the retarded function must be evaluated numerically for arbitrar-
ily degenerate conditions [Arista and Brandt, 1984], although accurate parameterisations
have been obtained by Dandrea et al. [Dandrea et al., 1986] which make implementation
of the RPA computationally inexpensive.
An example of the behaviour of the correlation functions and retarded function are
shown in Fig. 2.1 for near-solid density conditions over a range of temperatures of interest.
As expected, higher temperatures lead to broadened features in all the functions. This
occurs as the number of particles with sufficiently high velocities that can respond to
high frequency fluctuations increases with the mean kinetic energy, i.e. temperature. For
non-degenerate conditions, the functions are self-similar with respect to the dimensionless
frequency wa, and simply scale linearly in amplitude with increasing particle density. Under
partially degenerate conditions, however, the shape of the curves changes significantly to
reflect the increasing importance of quantum effects, i.e. as Pauli blocking which dominate
at high density.
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Chapter 3
Theoretical model for the
dynamic structure factor
The principal quantity investigated by the scattering of photons is the response of the target
under study to the probing radiation, characterised by the power spectrum of the micro-
scopic fluctuations in electron density. The latter is described by the dynamic structure
factor (DSF), which is defined as the Fourier transform of the density-density autocorrela-
tion function. In this chapter, a generalised description of the DSF of dense matter is given.
Firstly, the density correlation function which underpins the DSF is formulated in terms of
non-equilibrium Green’s functions for a two-component plasma. The semi-classical model
of Chihara [Chihara, 2000] is then adopted due to the failure of the perturbation approach
to the Green’s functions in the strongly coupled regime. The suitability of this frame-
work to non-equilibrium systems is briefly discussed, and it is demonstrated that Chihara
formula holds in a linear response approximation.
In the remainder of the chapter, the main terms of the Chihara model are discussed
and evaluated. For each term, a suitably general description allowing for non-equilibrium
conditions is given where possible. The typical sensitivities of the terms to the plasma con-
ditions are considered under the restriction of equilibrium for simplicity. In particular, the
bound and free electron contributions to the elastic and inelastic scattering are considered
for a number of models suitable for the application of XRTS. For all conditions of interest
the ions are considered as a classical equilibrium fluid. The ultimate aim of this part of
the chapter is to develop and demonstrate the workings of a multicomponent scattering
simulation (MCSS) code which can be used to analyse XRTS signals from dense plasmas.
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3.1 Definition of the dynamic structure factor
The dynamic structure factor for interactions between two particle species a and b is
defined as the Fourier transform of the ensemble average of the correlation function of
density fluctuations
2pi
√
na(R, t)nb(R, t)Sab(k, ω;R, t) =
∫
dr
∫ ∞
−∞
dτ e−i(k·r−ωτ)
〈
δ%ˆa(1) δ%ˆb(2)
〉
, (3.1)
with respect to the Wigner coordinates (2.28). Thus, the DSF encodes the microstate of the
fluctuating, fully coupled system and contains all the information on dynamic screening,
strong interactions and quantum statistics. The correlation functions of density fluctua-
tions between different points in space and time were defined in Eqs. (2.22) and (2.23),
from which straightforward comparison to Eq. (3.1) shows
Sab(k, ω;R, t) =
i~L>ab(k, ω;R, t)
2pi
√
na(R, t)nb(R, t)
. (3.2)
This expression represents a general form of the fluctuation-dissipation theorem (FDT),
which is also valid for non-equilibrium systems [Kremp et al., 2005].
The dependence of the DSF on the macroscopic spatial and temporal coordinates re-
flects the variation of the density response throughout an inhomogeneous target. Gradient
expansion of the interconnection between macroscopic and microscopic coordinates can be
performed [Kremp et al., 2005] for rapidly evolving or strongly inhomogeneous systems.
Fortunately, for the experiments of interest, the targets tend to be relatively uniformly
heated over time scales far longer than the correlation time of density fluctuations which
scatter the x-ray probe. Only the local contributions are considered in this work.
3.1.1 Density correlation functions for two-component plasmas
The equation of motion governing the density fluctuation correlation functions L≷ab(1, 2)
was given in Section 2.3.1. In the general case of a plasma composed of electrons and
arbitrarily many species of ions, all possible interactions between the different species of
particles must be accounted for. In real space/time this leads to a complicated system
of coupled integral equations, which are defined on the Keldysh contour K to correctly
describe the time-ordering.
For the important case of a two-component plasma of electrons and a single species
of ions, all interacting via the Coulomb potential (2.63), the required expressions are (in
Fourier space)
Lee(k, ω) = Πee(k, ω) +
[
Πee(k, ω)Vee(k) + Πei(k, ω)Vie(k)
]
Lee(k, ω)
+
[
Πee(k, ω)Vei(k) + Πei(k, ω)Vii(k)
]
Lie(k, ω), (3.3)
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Lie(k, ω) = Πie(k, ω) +
[
Πie(k, ω)Vee(k) + Πii(k, ω)Vie(k)
]
Lee(k, ω)
+
[
Πie(k, ω)Vei(k) + Πii(k, ω)Vii(k)
]
Lie(k, ω). (3.4)
The dependence on the macroscopic spatial and temporal coordinates {R, t} has been
suppressed for brevity, here and throughout the remainder of this chapter. Note that
the equivalent quantities for ion-ion and electron-ion correlations can be obtained from
Eqs. (3.3) and (3.4) under label interchange (e⇔ i), respectively.
Substituting Eq. (3.4) into Eq. (3.3) gives after lengthy rearrangement
Lee(k, ω) =Lee(k, ω) +Ree(k, ω) +
[Ree(k, ω)Vee(k) +Rei(k, ω)Vie(k)]Lee(k, ω), (3.5)
where the intermediate coupling functions and auxiliary density response functions are
Rea(k, ω) ≡Pea(k, ω) +Qea(k, ω)
=
[Lee(k, ω)Vei(k) + Lei(k, ω)Vii(k)]Lia(k, ω), (3.6)
Lea(k, ω) = Πea(k, ω) +
[
Πee(k, ω)Vee(k) + Πei(k, ω)Vie(k)
]Lea(k, ω), (3.7)
Lia(k, ω) = Πia(k, ω) +
[
Πii(k, ω)Vii(k) + Πie(k, ω)Vei(k)
]Lia(k, ω), (3.8)
for combinations of labels a = e, i. Obtaining structures involving products of such func-
tions as given above enables the Langreth-Wilkins rules to be used to determine the correct
time-ordering of the quantities of interest.
It is possible to construct a very general expression for the electron-electron correlation
function [Vorberger et al., 2010]
L>ee(k, ω) =
[L>ee(k, ω) +R>ee(k, ω)][1−RAee(k, ω)Vee(k)−RAei(k, ω)Vie(k)]∣∣1−RRee(k, ω)Vee(k)−RRei(k, ω)Vie(k)∣∣2
+
[R>ee(k, ω)Vee(k) +R>ei(k, ω)Vie(k)][LAee(k, ω) +RAee(k, ω)]∣∣1−RRee(k, ω)Vee(k)−RRei(k, ω)Vie(k)∣∣2 . (3.9)
Eq. (3.9) contains all orders of the interactions, requiring the direct contributions of non-
vanishing polarisation functions relating to different species. If the latter are restricted
to diagonal terms only (Πab = δabΠaa) one immediately finds Lei = Lie = Ree = 0,
Rei = Pei = LeeVeiLii and Laa = Πaa + ΠaaVaaLaa. In this diagonalised polarisation
approximation (DPA) the correlation function becomes
L>ee(k, ω)
DPA
=
L>ee(k, ω) + Vie(k)
∣∣LRee(k, ω)∣∣2 Vei(k)L>ii (k, ω)∣∣1− LRee(k, ω)Vei(k)LRii(k, ω)Vie(k)∣∣2 , (3.10)
where the definitions of the greater- and retarded/advanced coupling functions
P>ei(k, ω) =L>ee(k, ω)Vei(k)LAii(k, ω) + LRee(k, ω)Vei(k)L>ii (k, ω), (3.11)
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PR/Aei (k, ω) =LR/Aee (k, ω)Vei(k)LR/Aii (k, ω), (3.12)
have been used. Eq. (3.11) is the complementary function to that found by Vorberger et
al. in the context of electron-ion energy relaxation.
Substituting Eq. (3.10) into Eq. (3.2), and using both the definitions of Laa and the
symmetry of the Coulomb interaction Vei = Vie, one finds for the DSF
See(k, ω)
DPA
=
∣∣∣∣1−ΠRii(k, ω)Vii(k)ε(k, ω)
∣∣∣∣2 i~Π>ee(k, ω)2pine + nine
∣∣∣∣ΠRee(k, ω)Vei(k)ε(k, ω)
∣∣∣∣2 i~Π>ii (k, ω)2pini ,
(3.13)
where the screening in (3.13) is provided by the retarded dielectric function ε(k, ω) (2.80).
Clearly, the fundamental quantities underpinning the description of XRTS in dense matter
are the polarisation functions.
It is important to clarify the restrictions on the strength of correlations imposed by
the expressions that have been derived. Firstly, Eq. (3.9) is completely general with re-
spect to the interaction strength as it includes all possible bound and scattering states,
transitions, correlations and exchange contributions in the fully-coupled system; the only
approximation made in its derivation is the local approximation, which is expected to be
well-fulfilled in WDM. Neglecting off-diagonal contributions to Πab in Eq. (3.10) removes
the direct coupling of the electron and ion systems and, thus, can be interpreted as a linear
response approximation.
Although the interaction between the electron and ion subsystems is limited to the
indirect influence of screening, this is of critical importance to describing the dynamic
collective behaviour of two-component plasmas, such as the development of the ion acoustic
mode [Vorberger and Gericke, 2009; Vorberger et al., 2010]. However, it does not imply that
correlations between electrons and ions within their respective subsystems must themselves
be weak; under strongly coupled conditions the excitation spectra of the electron and ion
modes may be substantially modified. As discussed in the previous chapter, evaluation
of terms beyond the DPA (such as the fluctuation contributions) is presently beyond the
scope of this work.
3.2 Modelling the dynamic structure of dense matter
3.2.1 Weakly coupled limit
The most simple description of the DSF is given by the (zeroth-order) RPA. In this case,
the polarisation functions are given by Π>aa → Π>0aa and ΠRaa → ΠR0aa , as per Eqs. (2.94)
and (2.99). These functions depends solely on the distribution function and contain no
information of interactions between the particles. Thus, the correlation functions relating
to the mean and applied fields are identical, such that Π>0aa ≡ L>0aa . One can therefore
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define the DSF of the non-interacting system as
S0a(k, ω) =
i~L>0aa (k, ω)
2pina
≡ i~Π
>0
aa (k, ω)
2pina
=
2
na
∫
dp
(2pi~)3
δ
(
ω − k · p/ma − ωCa
)
fa(p) [1− fa(p+ ~k)] , (3.14)
where ωCa=~k2/2ma is the frequency associated with the Compton shift for species a. The
form of Eq. (3.14) can be interpreted as the power spectrum of s-wave Compton scattering
from a system of free particles [Chapman and Gericke, 2011]. The DSF of the interacting
system follows as
See(k, ω)
RPA
=
∣∣∣∣1−ΠR0ii (k, ω)Vii(k)ε0(k, ω)
∣∣∣∣2 S0e (k, ω) + neni
∣∣∣∣ΠR0ee (k, ω)Vei(k)ε0(k, ω)
∣∣∣∣2 S0i (k, ω). (3.15)
Note the similarity of Eq. (3.15) with the famous result derived by Evans and Katzen-
stein [Evans and Katzenstein, 1969] for non-degenerate conditions under the restriction of
thermal equilibrium.
3.2.2 Semi-classical approach for strongly coupled plasmas
Although treating the DSF within the formalism of non-equilibrium Green’s functions en-
ables a robust description of correlation effects and quantum statistics in dense systems, its
utility is limited in practice due the complexities of fully accounting for strong interactions.
In particular, robust description of the density response related to the ions, which tend to
be strongly coupled, is extremely challenging. The use of single-particle Green’s functions
also makes the treatment of scattering from bound electrons difficult.
A theoretical framework for the scattering of x-rays from dense, partially ionized matter
was first given by Chihara to describe liquid metals [Chihara, 1987; 2000]. Following early
pioneering work [Nardi, 1991; Landen et al., 2001; Gregori et al., 2003], this formalism
has become the cornerstone for the theory which enables XRTS to be used as a dense
plasma diagnostic. The core idea of Chihara’s approach is an artificial decomposition of
total electron density into bound and free electron contributions
ntote (k, t) =
Ne∑
j=1
exp[−k · rj(t)] = nbe (k, t) + nfe(k, t), (3.16)
known as the chemical picture. This enables a clear distinction between sources of coherent
and incoherent scattering to be made. Such a decomposition is, of course, purely artificial
since no such distinction exists for quantum mechanical particles; in reality electrons in
bound and free states obey the same equation of motion, but experience significantly dif-
ferent potentials depending on their energies/momenta. Moreover, the derivation is based
on the classical statistical picture of scattering [Hansen and McDonald, 1990] in which the
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electrons and ions are described by Klimontovich distributions. Nevertheless, the resulting
form of the DSF is sufficiently useful for it to provide a basis for modelling XRTS.
Chihara’s result has been derived in detail by many authors [see, e.g., Wünsch, 2011]
and is only briefly summarised here. To begin, insertion of Eq. (3.16) into Eq. (3.1) yields
correlation functions between bound and free density fluctuations which are expressed via
an intermediate scattering function
I(k, t) ≡
∫
dr e−ik·r 〈δ%e(1)δ%e(2)〉
=
〈[
δ%be(k, τ) + δ%
f
e(k, τ)
][
δ%be (−k, 0) + δ%fe(−k, 0)
]〉
,
=
〈
δ%be (k, τ)δ%
b
e (−k, 0)
〉
+
〈
δ%fe(k, τ)δ%
f
e(−k, 0)
〉
+2
〈
δ%be(k, τ)δ%
f
e(−k, 0)
〉
. (3.17)
For the bound electrons the orbits in the Klimontovich distribution are rewritten relative to
the positions of the ions. The Born-Oppenheimer approximation is then applied to separate
the electron and ion motions on the basis of the large mass ratio mi/me  1, such that
δ%be(k, t) may be expressed via the usual atomic/ionic form factor fi(k) modulated by the
ensemble average of the ion correlations.
Next, considerations accounting for the self-motion of the ions related to both co-
herent and incoherent scattering are made [Hansen and McDonald, 1990], which further
decomposes the bound-bound term. The free-free and bound-free correlation terms are left
as definitions, allowing appropriate models to be used; this is what makes the framework
semi-classical. With these manipulations, Fourier transformation of Eq. (3.17) with respect
to the time difference τ directly yields the total DSF to be [Chihara, 2000]
ZAi S
tot
ee (k, ω) = f
2
i (k)Sii(k, ω) + Z
f
iSee(k, ω) + 2
√
Z fifi(k)Sei(k, ω)
+ S˜coreei (k, ω) ∗ Sselfii (k, ω). (3.18)
Here, fi(k) is the ionic form factor which describes the mean bound electron distribution
around the ions. In Eq. (3.18), the symbol ∗ denotes convolution in the frequency domain.
Furthermore, the number of bound and free electrons per ion are defined as Zbi and Z
f
i
with the total number of electrons per ion being the atomic number ZAi = Z
b
i + Z
f
i .
3.2.3 Separation of electronic contributions
In its current form, Eq. (3.18) is of limited use since the second term accounts for all free
electron correlations, including those related to the screening cloud which follows the low-
frequency fluctuations of the ions. To separate this behaviour from the high-frequency
fluctuations, which are essentially independent of the ionic properties, it is convenient to
consider the structure of Eq. (3.13) for the free electrons only. Noting that the responses of
the electrons and ions decay over significantly different frequency scales since (mi/me)1/2 
1 suggests a natural partitioning of contributions in the two terms.
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The first term relates to the high-frequency behaviour of the free electrons, such that
the ionic terms can be taken in the limit ω → ∞, where Πii → 0. The second term is
concerned with the low-frequency behaviour of the ions. Here, the electronic terms can
be taken in the static limit ω → 0. The DSF may then be expressed in terms of effective
one-component plasma contributions
Z fiS
tot
ee (k, ω) =Z
f
i
i~
2pinfe
Π>ee(k, ω)
|εee(k, ω)|2
+
[
ΠRee(k, 0)Vei(k)
εee(k, 0)
]2
i~
2pini
Π>ii (k, ω)
|εscrii (k, ω)|2
=Z fiSee(k, ω) + q
2
i (k)Sii(k, ω). (3.19)
The screening in the ion term is due to a modified ionic dielectric function in which the
ion-ion interaction is the statically screened pseudo-potential V scrii (k) = Vii(k)/εee(k, 0).
Similarly, the electron-ion term Sei(k, ω) can be tackled by considering the comple-
mentary density response functions to Eqs. (3.3) and (3.4). In DPA, the term of interest
can be shown to be [Vorberger et al., 2010]
L>ei(k, ω)
DPA
=
L>ee(k, ω)Vei(k)LAii(k, ω) + LRee(k, ω)Vei(k)L>ii (k, ω)∣∣1− LRee(k, ω)Vei(k)LRii(k, ω)Vie(k)∣∣2
=
Vei(k)Π
A
ii(k, ω)[1−ΠRii(k, ω)Vii(k)]∣∣1−ΠRee(k, ω)Vee(k)−ΠRii(k, ω)Vii(k)∣∣2 Π>ee(k, ω)
+
Vei(k)Π
R
ee(k, ω)[1−ΠAee(k, ω)Vee(k)]∣∣1−ΠRee(k, ω)Vee(k)−ΠRii(k, ω)Vii(k)∣∣2 Π>ii (k, ω). (3.20)
Once more appealing to the idea of frequency separation, the first term can be neglected
altogether, and the second yields the result√
Z fiSei(k, ω) =
[
ΠRee(k, 0)Vei(k)
εee(k, 0)
]
i~
2pini
Π>ii (k, ω)
|εscrii (k, ω)|2
.
= qi(k)Sii(k, ω). (3.21)
Taking Eqs. (3.19) and (3.21) allows the desired separation of the electron contributions
in Eq. (3.18) and, subsequently, Chihara’s well-known expression emerges
ZAa S
tot
ee (k, ω) = f
2
i (k)Sii(k, ω) + 2fi(k)qi(k)Sii(k, ω) + q
2
i (k)Sii(k, ω)
+ Z fiSee(k, ω) + S˜
core
ei (k, ω) ∗ Sselfii (k, ω)
= [fi(k) + qi(k)]
2 Sii(k, ω) + Z
f
iSee(k, ω) + S˜
core
ei (k, ω) ∗ Sselfii (k, ω). (3.22)
An important restriction of this derivation in the general non-equilibrium case is that the
decomposition of the electronic contributions explicitly identifies the ion-ion DSF as that of
a screened system. Conversely, the term originating directly from the density correlations
(first term in Eq. (3.18)) is not similarly restricted and, thus, the form of Eq. (3.22) holds
only if screening is treated consistently in the electron and ion subsystems.
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3.2.4 Static approximation for ions
A further simplification of Eq. (3.22) is possible by treating the ions as static
Sii(k, ω) ≈Sii(k)δ(ω), (3.23)
where the ion-ion static structure factor (SSF) is defined as
Sii(k) =
∫ ∞
−∞
dω Sii(k, ω). (3.24)
This assumption has been well-justified throughout the development of XRTS [Gregori
et al., 2003] since the dynamical behaviour of the ions cannot be resolved using the high-
energy x-ray sources present at laser facilities capable of producing dense plasmas, including
advanced FELs such as LCLS. Principally, this limitation is due to the typically wide
bandwidths of x-ray sources, especially for thermal line emission backlighters, but is also
partly due to the energy resolution of crystal-based spectrometers.
In future, ultra-high brilliance and narrow bandwidth x-ray sources comparable to 3rd
generation synchrotrons will enable routine access to the dynamic structure of the ions
under high-energy density conditions [Sinn et al., 1997; Scopigno and Ruocco, 2005]. The
current theoretical framework will then require modification to accurately represent the
acoustic mode spectrum at high coupling strengths [Gregori and Gericke, 2009; Vorberger
et al., 2012]. In this work, the static approximation is assumed to be reasonable for all ion
species, whereupon Eq. (3.22) becomes
ZAi S
tot
ee (k, ω) =WR(k)δ(ω) + Z
f
iSee(k, ω) + S˜
core
ei (k, ω). (3.25)
The term WR(k) = [fi(k) + qi(k)]2 Sii(k) is known as the Rayleigh amplitude since low-
frequency collective behaviour has been ignored, i.e. scattering on the time scales of the
ions is assumed to be elastic.
3.2.5 Extension to multicomponent systems
The study of dense matter often necessitates the use of complex targets composed of differ-
ent elements. The Rayleigh amplitude in particular reflects the contributions of potentially
many different species of ions whose mutual interactions determine the density distribution
of bound and screening electrons. Moreover, for high-temperature, high-Z targets a broad
distribution of ionization states may exist for each atomic species.
The generalisation of the DSF to multiple ionic contributions was motivated by the
study ionization balance in plastic (CH) targets [Gregori et al., 2006a]. Therein, the ap-
proximate decomposition of the SSF of the ions is based on an ansatz that is exact in RPA.
However, it has been shown that the latter approach fails in the small k limit, resulting in
unphysical negative Rayleigh amplitudes [Wünsch et al., 2011] for more strongly coupled
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systems. A more rigorous derivation which fully accounts for correlations between electrons
bound to different species of ions has been developed [Wünsch et al., 2008]. The resulting
generalised form of Eq. (3.25) can be written as
ZAa S
tot
ee (k, ω) =WR(k)δ(ω) +
∑
a
xaZ
f
aSee(k, ω) +
∑
a
xaS˜
core
ea (k, ω), (3.26)
WR(k) =
∑
a,b
√
xaxb
[
fa(k) + qa(k)
][
fb(k) + qb(k)
]
Sab(k), (3.27)
in which the summation runs over all distinct (by mass and/or charge) ion species present.
The relative contributions of the different ion species are determined by the number frac-
tions xa = na/
∑
a na, with
∑
a xa = 1.
Having appropriately decomposed the DSF into components suitable for modelling
the interaction for x-rays with dense matter, it remains to give descriptions of each of the
distinct terms in Eqs. (3.26) and (3.27). The resulting model forms the core capability of
the code used for simulating, designing and analysing XRTS data throughout this thesis;
it is referred to as the multicomponent scattering simulation (MCSS) code.
3.3 Ionic form factor
The first term to address in the Rayleigh amplitude WR(k) is the ionic form factor fi(k),
which describes the density distribution of the electrons in tightly bound states around the
ions. It is the principal contribution to the signal detected from x-ray scattering from cold
solids [Hubbell et al., 1975] and also typically dominates the total elastic scattering under
weakly-ionized WDM conditions [White et al., 2013].
Accurate results for this term may be obtained using the Hartree-Fock method [see,
e.g., Fehske et al., 2008] or density functional theory (DFT) [Kohn and Sham, 1965]. These
approaches reduce the description of the interacting many-particle system into a reduced
single-particle problem by introducing effective interaction potentials which depend on
the (bound) electron density. Self-consistent solution for the wavefunction and electron
density then yields the ionic form factor from the Fourier transform of
〈
δ%be (r)
〉
. Despite
being relatively inexpensive for low-Z or highly-ionized targets, first-principles calculations
quickly become prohibitively computational expensive for mid- and high-Z elements.
An alternative to accurate but expensive approaches is given by the screened hydro-
genic model first discussed by Pauling and Sherman [Pauling and Sherman, 1932]. For
hydrogenic states, the Schrödinger equation can be solved analytically, and the ionic form
factor can be constructed from the sum of contributions from all occupied subshells
fi(k) =
∑
n,l
fn,l(k) ≡
∑
n,l
∫
dr e−ik·r〈n, l|r〉〈r|n, l〉, (3.28)
where |n, l〉 represents the hydrogenic state with principal quantum number n and orbital
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Figure 3.1: (a): Ionic form factor of carbon fC(k) comparing the screened hydrogenic model
of Pauling and Sherman (PS) and density-functional theory (DFT) calculations (courtesy
of J. Vorberger) for the neutral atom and various ionization states. (b): Comparison for
different ions; carbon (Z fC = 2), aluminium (Z
f
Al = 3) and iron (Z
f
Fe = 6).
orbital quantum number l; electrons with different magnetic quantum numbers m are
assumed to give identical contributions.
This approach is clearly of limited use for many-electron atoms since screening and
exchange contribute significantly to the total potential experienced by the electrons. A
simple solution follows by modifying the potential experienced by an electron in a given
orbit with an effective screened nuclear charge. The strength of the shielding effect is
determined by the number of electrons present in lower-energy states. For an bound state
with quantum numbers n and l, the general result is
fn,l(k)
PS
=
fn,n−1(k)
(n− l − 1)!
n−l∑
j=1
(−1)j−1Cn−l−1j
(n+ l + j − 1)!
(n+ l)!
(1 + x2n,l)
n−l−j x2(j−1)n,l , (3.29)
fn,n−1(k) =
1
2n(1 + x2n,l)
2n
n∑
j=1
(−1)j−1 (2n)!
(2(n− j) + 1)!(2j − 1)! x
2(j−1)
n,l , (3.30)
Cn−l−1j =
[
(n− l − 1)!
(j − 1)!
]2 1
(n− l − j − 1)! , (3.31)
where xn,l = nkaB/Zeffn,l and Z
eff
n,l is the effective nuclear charge.
In light elements, the analytic results of the Pauling-Sherman (PS) model accurately
reproduce the contributions of different subshells based on first principles, as shown by
Fig. 3.1(a). The deviation relative to the DFT results becomes larger as the nuclear charge
and number of bound states increases, and is most pronounced near the transition between
shells (Fig. 3.1(b)). Nevertheless, the PS model gives a very reasonable description of fi(k)
for the application of XRTS to low- and mid-Z targets.
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3.4 Screening cloud
The second term in WR(k) is the screening cloud qi(k) due to the electrons. In the
chemical picture this term represents the response of kinematically free electrons to the
low-frequency fluctuations of the ions. Following the multicomponent approach of Wünsch
[Wünsch, 2011], a general definition of the screening cloud can be established in terms of
the partial SSFs. This enables first principles results to be used (e.g. MC or DFT-MD
simulations) and, thus, fully accounts for strong correlations between all particle species.
On the other hand, Eqs. (3.19) and (3.21) give an explicit form of the screening cloud
qi(k) =
ΠRee(k, 0)Vei(k)
1−ΠRee(k, 0)Vee(k)
≡ Π
R
ee(k, 0)Vei(k)
εee(k, 0)
. (3.32)
In this approximation, the electron response to the ions is clearly linear since the interac-
tion is via the bare Coulomb potential. Non-linear contributions arising from, e.g., bound
states and strong electron-ion coupling, can be considered by re-writing the Bethe-Salpeter
equation Eq. (2.69) in terms of non-interacting (OCP) density response functions and in-
troducing generalised dynamic potentials [Vorberger and Gericke, 2015]. The result is a
quantum statistical analogue of using classical direct correlation functions [Chihara, 2000;
Wünsch, 2011]. However, such an approach is currently only well-understood under the
restriction of equilibrium and will not be pursued here.
For Coulomb-like electron-ion interactions, the electron-ion potential can be expressed
as Vei(k) = Z fi Vee(k) and Eq. (3.32) can be re-written in the general form
qi(k) =Z
f
i
ζ2e (k)
k2 + ζ2e (k)
, (3.33)
where ζ2e (k) = k2 [εee(k, 0)− 1]. Eq. (3.33) is valid for arbitrary k and contains strong
coupling effects in the electron subsystem via the polarisation function. Moreover, it is
also valid under non-equilibrium conditions.
Since the most important effect of screening is the modification of long-range inter-
actions between particles, the long-wavelength (k → 0) limit is often of interest. In this
limit, Eq. (3.33) can be significantly simplified. In RPA, one may derive from Eq. (2.99)
ζ2e (k)
k→0
= κ2e =
2me
ε0
∫
dp
(2pi~)3
k · ∂fe(p)/∂p
k · p . (3.34)
For isotropic systems, i.e. fe(p)→ fe(p), Eq. (3.34) reduces to the result derived by Gericke
et al. [Gericke et al., 2010] given in Eq. (1.20), which is independent of the as wave number
k. In this case, the screening cloud follows as
qi(k)
k→0
= Z fi
κ2e
k2 + κ2e
. (3.35)
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In thermal equilibrium the screening length is given by Eq. (1.9). In the long-wavelength
limit, the general result for the screening cloud Eq. (3.35) is referred to as the Debye-
Hückel (DH) model. Static correlations beyond the RPA are known to be important at
intermediate wave numbers, but are not expected to constitute a significant source of error
to estimates of screening properties for k → 0.
In contrast to the DH result Eq. (3.35), which is valid strictly in the long-wavelength
limit λ = 2pi/k → ∞, the fully k-dependent RPA expression Eq. (3.33) is referred to
as the finite-wavelength screening (FWS) model [Chapman et al., 2015]. Comparing the
results of the FWS and DH models under equilibrium WDM conditions shows the expected
agreement for small k (Fig. 3.2(a)). However, at large k the decay of the FWS result is
significantly stronger compared to the 1/k2 scaling predicted by the DH model.
The scaling of the decaying tail for k → ∞, i.e. the short-wavelength limit, can be
obtained by straightforwardly transforming Eq. (2.104) and considering the static limit
ΠR0ee (k, 0) = −
neβe
2
√
piDe
1
κ2e
P
∫ ∞
−∞
dx
1− x/κe ln
(
1 + eηe−x
2
)
. (3.36)
Expanding Eq. (3.36) around x/κe = 0 (which is valid for large k), one finds
ΠR0ee (k, 0)
k→∞
= − neβe
2κ2e
1 + 1√
pi
∞∑
j=2
κ−je Γ(j − 1/2)
Fj−1/2(ηe)
De
 (3.37)
The asymptotic behaviour of qi(k) for large k is described by the leading order term, giving
qi(k)
k→∞
= Z fi
γ4e
k4 + γ4e
, (3.38)
where γe = (16pine/aB)1/4. Thus, the scale length characterising the behaviour of the
screening in this regime is temperature independent (see the upper curves in Fig. 3.2(a)).
Eq. (3.38) can be used to study the free electron density distribution in the immediate
vicinity of a test ion due to the effective screened potential
ne(r)
r→0
=
(γe/
√
2)3
2pi
sinc
(
γer√
2
)
e
− γer√
2 . (3.39)
The electron density around an ion therefore decays exponentially and also fluctuates
around the mean number density far from the ion. This effect is well-known from solid state
theory as the Friedel oscillations [Friedel, 1954] and has recently been directly observed
experimentally [Ono et al., 2006]. Note that although the long-ranged behaviour of the
density distribution is qualitatively similar to that predicted by the DH result, the scale
length of the decay is different.
The characteristic radius of the degenerate bulk of electrons near the ion is set by
the chemical potential [Resta, 1977]. One may therefore expect that for non-degenerate
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Figure 3.2: (a): Charge-normalised FWS screening cloud qi(k)/Z fi for different electron
densities (lower set of curves) and temperatures (upper set of curves); the upper set of
curves have been artificially offset on the y-axis. The DH result, valid in the k → 0 limit,
is shown to reproduce FWS calculations under low degeneracies up to large k (long-dashed
purple curve). The short-wavelength k →∞ behaviour is important in the WDM regime
for intermediate k. (b): Comparison of models for ne = 1024 cm−3 and Te = 10 eV using
different screening and electron-ion potentials. Effective core radii of rcore = 29 (C4+) and
rcore = 53 pm (Al3+) are considered for the soft-core pseudo-potential.
conditions that deviations from the 1/k2 scaling of the DH model sufficiently close to the
ion, i.e. at large k, to be readily accessible using XRTS. Indeed, such behaviour is shown
in Fig. 3.2(a). For the WDM regime, however, the transition occurs for intermediate wave
numbers, making large-angle XRTS the ideal tool with which to probe the structure of the
screening cloud [Chapman et al., 2015]. The effect of finite-wavelength screening and its
impact on interpretation of XRTS data will be addressed in the last chapter.
Beyond the linear response approximation, strong electron-ion correlations such as
bound states are expected to influence the screening cloud. For partially ionized plasmas
treated in the chemical picture, a well-known alternative to evaluating the direct polar-
isation terms is to use a pseudo-potential to describe the modification of the interaction
between the free electrons and ions due to bound electrons. As simple estimate of this
effect can be implemented using a soft empty core (EC) potential similar to a well-known
approximation used in solids [Ashcroft, 1966]
Vei(r)
EC
= V Cei (r)
[
1− exp
(
− r
n
rncore
)]
. (3.40)
In Eq. (3.40), rc is the empty core radius and the parameter n determines the slope of
the transition from the Coulomb-like behaviour at large distances. In the limit n → ∞,
the transition term tends to a step function, which yields the well-known result Vei(k) =
V Cei (k) cos(krcore). The oscillating behaviour, which results in reduced contributions to
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screening (Fig. 3.2(b)), is due to the exclusion of free electrons from the vicinity of bound
states [Gericke et al., 2010].
The exact behaviour of the screening function is currently one of the most uncertain
aspects of modelling XRTS in dense matter. High-precision, all-electron numerical studies
of the elastic scattering has recently demonstrated both the important of the FWS model
at large k and also supports the need for pseudo-potentials such as the EC model discussed
here [Vorberger and Gericke, 2015]. Nevertheless, appropriate values of rcut for different
elements and conditions remains an issue which can only be reliably constrained using
expensive numerical methods.
3.5 Static ion structure factors
In WDM, the ions may be ubiquitously treated as non-degenerate (see Fig. 1.1), such that
their dynamic and static properties may be evaluated using the techniques of classical sta-
tistical mechanics. In the classical framework, the microscopic spatial correlations between
pairs of ions is defined as the ensemble average over the two-particle Klimontovich density
[Hansen and McDonald, 1990]
gab(r) =
1
nanb
〈
Na∑
α=1
Nb∑
β=1
δ(r1 − rα)δ(r2 − rβ)
〉
α 6=β ∀ a=b
. (3.41)
In this form, the precise time-dependent orbits of the ions makes fully numerical discrete
particle approaches such as molecular dynamics (MD) feasible, thereby enabling a robust
treatment of strong inter-particle forces in non-equilibrium systems. The partial SSFs
needed to describe multicomponent systems are defined from the general relationship
Sab(k) = δab +
√
nanb
∫
dr e−ik·r [gab(r)− 1]. (3.42)
Simulations of classical Coulomb and Yukawa systems are extensively used to inves-
tigate microphysical phenomena such as charged-particle transport and energy relaxation
processes and macroscopic thermodynamics such as plasma phase transitions and Wigner
crystallisation. For simple systems such as fully-ionized one-component plasmas, the ionic
properties are expected to be quite accurate. However, explicit consideration of the elec-
trons within a classical framework is elusive even if their interactions with the ions can be
described using pseudo-potentials.
Coupling classical MD simulations to DFT calculations [Gonze et al., 2002; 2005;
2009] has now enabled the effective inter-particle potentials to be informed by the self-
consistent field produced by the electrons, thereby circumventing the need to construct
pseudo-potentials to model complex electron-ion systems. Although these techniques have
become the standard tools for investigating the static correlations of dense matter, alter-
natives to such numerically intensive simulations are generally desirable.
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3.5.1 Fluid theory approach
For the conditions of interest the ions can often be treated in thermal equilibrium since
non-equilibrium effects tend to be restricted to the electrons. Considering an isotropic,
homogeneous fluid in which static correlations between strongly-interacting charged ions
are contained in the potential of mean force Wab(r), Eq. (3.41) may be expressed as
gab(r) = exp [−βWab(r)] . (3.43)
This quantity can be interpreted as the probability of locating an ion of species b at a
radius r from an ion of species a. The total number of ions of species b within a shell of
thickness r + dr centred on the central ion is then 4pir2gab(r)dr.
In the low density limit, Wab(r) must of course reduce to the direct interaction Vab(r),
which is Coulomb-like for charged particles. Correlation and screening effects then be-
come important as the density increases. The mean potential can be considered via a
virial expansion in powers of the density and products of rapidly decaying Mayer func-
tions, thereby limiting strong correlations to short distances [Hansen and McDonald,
1990]. Subsequently, the deviation from the bare interaction may be decomposed into
βWab(r) − βVab(r) = Nab(r) + Bab(r); the first term is known as the nodal contribution
and the second is the non-nodal or bridge term. Thus, it follows from Eq. (3.43)
gab(r) = exp [−βVab(r) +Nab(r) +Bab(r)] . (3.44)
The fully correlated system can also be expressed in terms of the direct and indirect
interactions via the famous Ornstein-Zernicke equation
hab(r) = cab(r) +Nab(r) (3.45)
Nab(r) =
∑
c
nc
∫
dr′ cac(r′)hab(
∣∣r− r′∣∣), (3.46)
where cab(r) and hab(r) = gab(r)− 1 are the direct and total correlation functions, respec-
tively [Ornstein and Zernike, 1914]. In the context of the cluster expansion for the mean
potential Eq. (3.44), the second term Nab(r) is identified as the nodal contribution [van
Leeuwen et al., 1959]. The Fourier transforms of Eqs. (3.45) and (3.46) give
hab(k) = cab(k) +Nab(k), (3.47)
Nab(k) =
∑
c
nc cac(k)hcb(k) (3.48)
which form a linear set of algebraic equations that can be solved by matrix inversion,
thereby directly relating cab(k) and Nab(k). Without further approximation, however, the
system remains unclosed since the bridge term is unknown.
Thus far, the ion-ion interaction has not been specified beyond that it is Coulomb-like.
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In general, considering a bare Coulomb potential is not useful since the electrons modify
ion interactions by screening; this was recognised in Eqs. (3.19) and (3.21). As discussed
in section 3.4, static screening can be evaluated in RPA to yield the Debye potential
V Dab(r) =V
C
ab(r) e
−κer, V Dab(k) =
V Cab(k)
1 + (κe/k)2
, (3.49)
in which κe can be calculated from Eq. (1.21) under degenerate conditions.
Analytic results can be obtained for weakly coupled ions by neglecting the bridge
term and linearising Eq. (3.44), such that hab(r) ≈ −βVab(r) + Nab(r) and subsequently
cab(r) ≈ −βVab(r) for the total and direct correlation functions, respectively. In the
important case of a screened OCP, Eq. (3.47) can be solved directly and yields
Sii(k)
DH
=
k2 + κ2e
k2 + κ2e + κ
2
Di
. (3.50)
The pair distribution function follows as
gii(r)
DH
= 1− βV Cii (r) e−κscr r. (3.51)
where κ2scr = κ2e + κ2Di. Considering Eq. (3.51) as the linearisation of Eq. (3.42) identifies
the mean potential as Wii(r) = V Cii (r)e
−κscrr. Thus, the indirect binary interactions lead
to screening of the bare Coulomb potential, even for OCP-like systems in which κe → 0.
3.5.2 Hypernetted-chain approximation
In the strongly coupled regime, the non-linear character of the total correlation function
must be preserved. Neglecting the bridge term, the Ornstein-Zernicke equation is formally
closed by the relations connecting the direct correlation function and nodal term in real and
Fourier space; this is known as the hypernetted-chain (HNC) closure relation [van Leeuwen
et al., 1959]. Unfortunately, it cannot be solved analytically.
Based on an initial guess for cab(r), the two equations can be solved by iteratively
transforming between Fourier and real space using numerical FFT [Press et al., 2007] to
compute nodal corrections until convergence is reached. However, this process can only
be performed numerically providing that the potential decays faster than 1/k2, which is
incompatible with Coulomb-like systems. This problem can be solved by defining short-
and long-ranged auxiliary functions [Springer et al., 1973]
Vab(r) =V
s
ab(r) + V
l
ab(r) = Vab(r)e
−αr + Vab(r)[1− e−αr], (3.52)
cab(r) = c
s
ab(r)− βV lab(r), (3.53)
Nab(r) =N
s
ab(r) + βV
l
ab(r), (3.54)
where α is constrained by the requirement Vab(rmax)→ 0. The long-ranged behaviours of
cab(r) and Nab(r) result from the known limiting behaviour hab(r)
r→∞
= 0.
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Applying Eqs. (3.52 - 3.54) allows the relevant equations to be reformulated in terms of
the unknown short-ranged components and the long-ranged interactions in Fourier space.
For example, one finds in the case of an OCP
csii(r)
HNC
= exp [−βV sii(r) +N sii(r)]−N sii(r)− 1, (3.55)
N sii(k)
HNC
=
ni c
s
ii(k)
[
csii(k)− βV lii(k)
]− βV lii(k)
1− ni
[
csii(k)− βV lii(k)
] . (3.56)
Thus, potentials which are analytic in Fourier space enable numerical solution of the HNC
scheme for an appropriate value of α. For the Debye potential (3.49), one has
V sii(r)
D
=V Dii (r) e
−αr, (3.57)
V lii(k)
D
=V Dii (k)
α2 + 2ακe
k2 + (α+ κe)2
. (3.58)
Naturally, one recovers the expected results for a Coulomb plasma in the limit κe → 0. The
initial guess for csii(r) is provided by initialising the iterative loop with N
s
ii(r)|j=0 = 0 and
proceeding until N sii(r)|j+1 − N sii(r)|j satisfies some definition of convergence, whereafter
hii(r) and Sii(k) can be found. The generalisation of the HNC scheme to multicomponent
systems has recently been examined in detail [Wünsch, 2011] for various effective ion-ion
interaction models, and will therefore not be further elaborated upon in this work. Note
that all HNC calculations presented in this thesis are calculated using an independent
multicomponent code written by the author.
The temperature and density dependence of the SSF given by the HNC scheme using a
Debye potential is shown in Fig. 3.3 for one ion species under WDM conditions. The spatial
distribution of the ions becomes more lattice-like as the coupling in the plasma increases
(via increasing the density and/or decreasing the temperature) and develops substantial
short-range order due to strong correlations. The development of a strong correlation hole
at small k results from the exclusion of ions from the immediate vicinity of the central ion in
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real space due to the strong Coulomb repulsion. Increasing the temperature both broadens
the peaks as thermal excitations weaken correlations and also increases the screening of
the potential, partially filling the correlation hole.
3.5.3 Ion-ion pseudo-potentials for warm dense matter
As discussed in Section 3.4, the screening of Coulomb interactions can strongly depart
from the Debye potential (3.49) in the WDM regime. In particular, in dense plasmas the
mean ion separation may be sufficiently small for the ion-ion interaction to be modified
by the oscillating short-range component of the screening cloud. However, for arbitrary k
the screened potential is no longer analytic in Fourier space. To be compatible with the
Springer form of the potentials one can use numerical FFT to evaluate
V sii(r)
FWS
= F
{
V Cii (k)
ε0ee(k, 0)
}
e−αr, (3.59)
V lii(k)
FWS
=
V Cii (k)
ε0ee(k, 0)
−F−1 {V sii(r)} . (3.60)
Surprisingly, the results do not differ greatly from the usual Debye potential, even in the
intermediate degeneracy regime where the FWS form of the screening departs significantly
from the DH limit.
In partially-ionized matter, the influence of bound states on the ion-ion interactions is
also potentially significant. A simple model pseudo-potential has recently been introduced
for modelling the effect of the increased short-range repulsion (SRR) due to overlapping
bound states [Wünsch et al., 2009]
Vii(r)
SRR
= V Dii (r) + kBTi
(σii
r
)4
. (3.61)
The effective core radius σii must be calibrated against the sources such as experiments or
DFT-MD results, and generally depends on the plasma conditions.
The form of Eq. (3.61) has the disadvantage that it cannot be Fourier transformed,
and the long-ranged Springer potential V lii(k) must be estimated by neglecting the 1/r
4
term. An alternative model potential which avoids this issue is the charge-switching Debye
(CSD) model [Vorberger and Gericke, 2013], which transitions between the unscreened
nuclear charge ZAa and the effective ionic charge Z fi
V sii(r)
CSD
= V Dii (r)
[
1 + ζe−γiir
]
e−αr, (3.62)
V lii(k)
CSD
= V Dii (k)
{
ζ[α2 + 2α(γii + κe)](k
2 + κ2e)
[k2 + (γii + κe)2][k2 + (α+ γii + κe)2]
− α
2 + 2ακe
k2 + (α+ κe)2
}
, (3.63)
in which ζ = (ZAi /Z
f
i)
2 − 1. In the limit γii → 0, interactions between fully stripped ions
rise to the strong repulsion, while the usual Debye-like interaction between effective ionic
charge states is recovered for γii →∞.
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Figure 3.4: (a): Experimental total elastic scattering data in shock-compressed aluminium
(courtesy of T. Ma) also supports the presence of strong repulsion between ion cores. Here,
fi(k) is given by the screened hydrogenic approach of Pauling and Sherman Eq. (3.29), and
qi(k) is given by Eq. (3.33) and uses a Coulomb electron-ion interaction. (b): Comparison
of predictions of the correlation peak position as a function of target compression using dif-
ferent ion pseudo-potentials in HNC, compared to experimental data in shock-compressed
aluminium (courtesy of L. Fletcher).
Both the SRR and CSD models can be used to accurately reproduce DFT-MD calcu-
lations of partially-ionized WDM, as shown by Fig. 3.4(a), in which recent experimental
results of elastic scattering strength in shock-compressed aluminium [Ma et al., 2013; 2014]
are compared with theory. Here, WR(k) was calculated according to Eq. (3.27). As ex-
pected, the weakly coupled DH results fail to explain the data other than at large k, where
the SSF approaches the ideal plasma limit and the decay of the Rayleigh signal is mostly
determined by fi(k) alone. A pure Coulomb system gives a reasonably good estimate of the
scatter at both small and large k values, but fails to describe the scattering amplitude near
the correlation peak (k0 ∼ 3.5–4.5Å−1). Applying models which account for short-range
repulsion can also reproduce the observed height of this feature, although in these cases
the leading edge of the peak is less accurate.
The width of the error bars represent the significant uncertainties associated with
gradients in the sample and the large divergence of the laser-driven x-ray source. To address
these issues, experiments are presently being conducted using FEL x-rays [Gauthier et al.,
2014; Fletcher et al., 2015] to enable angularly-resolved measurements with significantly
improved signal-to-noise levels and vastly reduced source divergence. A further example
of the utility of the SRR and CSD models is shown in Fig. 3.4(b). This demonstrates that
the measured correlation peak position in shock-compressed aluminium gives results which
are only consistent with spectrally-resolved data if strong repulsion is accounted for.
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3.6 Inelastic free-free feature
As implied by Eq. (3.19), the free-free component of Eq. (3.26) can be considered as the
structure of an interacting one-component electron plasma (electron gas) in which the
ions are considered as a static neutralising background; the jellium model [Chihara, 2000].
Neglecting all ion contributions to the dynamic structure Eq. (3.13) reduces to
See(k, ω) =
~
2pine
iΠ>ee(k, ω)
|εee(k, ω)|2
RPA
=
S0e (k, ω)
|ε0ee(k, ω)|2
, (3.64)
which is again valid for non-equilibrium and equilibrium systems [Chapman and Gericke,
2011]. In thermal equilibrium the KMS condition (2.95) relates the imaginary part of the
dielectric function to the greater correlation function in the numerator, yielding
See(k, ω)
equil.
=
2ωCe
piω2pe
1
e−β~ω − 1 Im ε
−1
ee (k, ω). (3.65)
Eq. (3.65) is valid for arbitrary electron coupling beyond RPA. By extension, Eq. (3.64) can
be thought of as a generalisation of the FDT to the non-equilibrium electron gas, which
will be studied extensively in the next chapter.
3.6.1 Collective excitations
From Eq. (3.65), the shape of the excitation spectrum of the free electrons is entirely
determined by the spectral function Im ε−1ee (k, ω). Examining this function in terms of its
real and imaginary parts reveals a Lorentzian-like structure
Im ε−1ee (k, ω) =
−Im εee(k, ω)
[Re εee(k, ω)]
2 + [Im εee(k, ω)]
2 , (3.66)
which fully characterises the mode spectrum of the electron density fluctuations. It is
straightforward to see that Eq. (3.66) is analogous to the mode spectrum of a simple
damped harmonic oscillator and, thus, the resonant frequency and damping rate of the
fluctuations are determined by Re εee(k, ω) and Im εee(k, ω), respectively.
The structure of Eq. (3.66) exhibits maxima (resonances) when the denominator is
minimised, i.e. when Re εee(k, ω) Im εee(k, ω). Moreover, from the definition εee(k, ω) =
1−Vee(k)ΠRee(k, ω), one notes that if a frequency range exists for which Vee(k)ΠRee(k, ω) > 1
then the real part of the dielectric function has a pair of roots
Re εee(k, ωj) = 0, (3.67)
corresponding to the characteristic excitation frequencies of the free electrons ωj . Eq. (3.67)
is known as the dispersion relation of the collective modes. In the general non-equilibrium
case (3.64), the collective excitations are still determined by Eq. (3.67), but the amplitudes
and widths of the resonances are no longer straightforwardly correlated.
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3.6.2 Collective and non-collective scattering
Fig. 3.5(a) shows dispersion curves resulting from numerically solving Eq. (3.67) in RPA
for a range of equilibrium conditions in the WDM regime. Each curve shows two distinct
branches with different frequency-scales (dispersions); the upper branch is referred to as
the plasmon branch and the lower is known as the acoustic branch [Kremp et al., 2005].
The plasmon branch is of particular interest as it invariably experiences less damping than
the acoustic branch, and is therefore far more accessible to experiments.
The two branches merge for a critical wave number that is some fraction of the inverse
screening length κe, after which Re εee(k, ω) ceases to have roots. This feature corresponds
to the transition from the collective regime α = κe/k > 1, where the length scale interro-
gated by the probe is larger than the characteristic scale length for correlations between
electrons (the screening length), and the non-collective regime α < 1, in which the probe is
scattered by the motions of individual particles. Thus, in the collective scattering regime
the free electron response is dominated by the dispersion and damping of the plasmons,
whereas under non-collective conditions it reflects the shape of the momentum distribution.
The transition from collective- to non-collective scattering is shown in Fig. 3.5(b).
The sensitivity of the equilibrium DSF to the free electron density and temperature is
shown in Fig. 3.5 for fixed k. Here, the transition from non-collective to collective scattering
occurs due to the changes κe. In the collective regime, the plasmon resonance position
provides a sensitive diagnostic of the electron density (Fig. 3.5(a)). On the other hand, the
damping of the plasmons strongly increases with the electron temperature once the thermal
contribution to the screening becomes important. Note that in panel (d) the plasmon is
so weakly damped for Te = 1 eV that the acoustic mode can be clearly distinguished; this
is completely obscured by the broadened plasmon when the temperature is increased.
3.6.3 Plasmon dispersion relation
Under strongly collective conditions the dispersion relation can be expanded in the long-
wavelength k → 0 limit to provide a simple relationship between the observed resonance
position and the plasma conditions. In RPA, one may expand Eq. (2.99) up to order (k/ω)2
for an arbitrary distribution function and find [Kremp et al., 2005]
Re ε0ee(k, ω)
k→0
= 1− ω
2
pe
ω2
[
1 + 2
k2〈Ke〉
meω2
]
, (3.68)
in which the mean kinetic energy of the electrons 〈Ke〉 is defined in Eq. (1.8). Relation
(3.68) can be solved iteratively to give a closed form expression for the resonance frequency
ωpl(k) =ωpe
[
1 +
k2〈Ke〉
meω2pe
]
. (3.69)
Despite this derivation being limited to the RPA, the general form of Eq. (3.69) is also
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Figure 3.5: (a): Plasmon dispersion curves in RPA, given by the contour Re εee(k, ω) =
0, for varying electron density at a fixed temperature (upper panel) and for different
temperatures for a constant density (lower panel). In each case, the small k limit of
the dispersion relation Eq. (3.69) is shown by the thin dashed (colour-coordinated) curves
for comparison. (b): Evolution of the DSF for Te = 10 eV and ne = 1023 cm−3 from
strongly collective- to non-collective scattering due to increasing the wave number k. (c):
Sensitivity of the DSF to the number density for a fixed temperature and wave number.
(d) Temperature sensitivity for a constant density and wave number.
expected to hold for non-ideal conditions. Specifically, the plasmons are expected to be
excited close to the fundamental harmonic oscillations (plasma frequency) of the electrons
[Tonks and Langmuir, 1929], yielding a strong dependence on the free electron density.
For non-ideal states, however, the additional dispersion due to the force resulting from the
plasma pressure is reduced by the correlation energy.
In the case of thermal equilibrium it is straightforward to show that Eq. (3.69) gives the
famous Bohm-Gross dispersion relation under non-degenerate conditions [Bohm and Gross,
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1949], and the Klimontovich-Silin dispersion relation for degenerate conditions [Klimon-
tovich and Silin, 1952]. The results provide good estimates of the plasmon dispersion for
strongly collective conditions (see thin dashed curves in Fig. 3.5(a)), but fails to capture
the stronger dispersion shown by the numerical solution of Eq. (3.67) at intermediate k.
3.6.4 Detailed balance relation in thermal equilibrium
Another notable feature of the free electron DSF shown by Fig. 3.5 is the asymmetric shape
of the spectrum with respect to positive and negative energy shifts. This is particularly
obvious in the collective regime from the amplitudes of the red- and blue-shifted plasmon
peaks. Noting that the inverse dielectric function is an odd function of ω, the origin of
this asymmetry must be due to the Bose-like term. Considering scattering events resulting
in opposite energy and momentum shifts, i.e. {k, ω} and {−k,−ω}, one finds the simple
relationship
See(k, ω)
See(−k,−ω)
equil.
= eβ~ω, (3.70)
which is known as the principle of detailed balance [Thomsen, 1953]. This result reflects
the greater availability (lower occupation) of final states for electrons that gain energy
during the scattering process. The ratio of the availability of states is represented by the
temperature-dependent Boltzmann factor. Naturally, the detailed balance becomes more
important under degenerate conditions as the FD distribution approaches higher levels of
occupation at low energy/momentum relative to the MB distribution.
Since Eq. (3.70) is independent of the approximation of the dielectric function, mea-
surement of the detailed balance using XRTS offers a model-independent mechanism for
determining the temperature of degenerate matter. Although this technique has been used
in experiments [Döppner et al., 2009], such measurements are generally considered difficult
to realise with laser-driven x-ray sources due to limited range of conditions under which
plasmons can be observed and the high level of signal-to-noise typically required. It should
also be noted that the detailed balance relation is strictly valid for equilibrium only. In-
deed, this relationship is shown to break down for non-equilibrium electron distributions
in the next chapter.
3.6.5 Strong coupling corrections to the RPA
It is well-known that the RPA does not accurately describe the properties of electrons in
strongly coupled states. In particular, the (negative) correlation contribution reduces the
second (pressure) term in Eq. (3.69), shifting the plasmon resonance to lower frequencies.
Consequently, the plasmon is also expected to reduce in amplitude and increase in width
due to heavier damping. Indeed, XRTS measurements in solid aluminium [Batson et al.,
1976], beryllium [Mazzone et al., 1983], and more recently laser-driven shock-compressed
63
3 Theoretical model for the dynamic structure factor
warm dense boron [Neumayer et al., 2010], have all observed the expected enhancement of
the width of the plasmon peak and the down-shift of the dispersion relation.
One may attempt to go beyond the RPA by evaluating higher-order terms in the
perturbation expansion of the polarisation function, as discussed in Section 2.4. Despite the
physically rigorous basis of such an approach, which is also appealing due its generalisation
to non-equilibrium electrons, it is extremely challenging to evaluate the resulting multi-
dimensional integral expressions. Furthermore, it is not presently clear how to handle the
time-ordering of terms of second order on the Keldysh contour at all, thereby restricting
improvements on the RPA to either equilibrium conditions or the first-order correction to
the electron gas.
As first suggested by Hubbard, correlations beyond RPA may be considered in equi-
librium via a renormalised dynamic electron-electron interaction [Hubbard, 1957]. This
is expressed via a local field correction (LFC) to the bare Coulomb interaction Vee(k) →
[1−Gee(k, ω)]Vee(k), which formally contains all terms beyond RPA
Gee(k, ω) =
1
Vee(k)ΠRee(k, ω)
− 1
Vee(k)ΠR0ee (k, ω)
. (3.71)
Eq. (3.71) is not useful in itself as it still requires the form of the fully coupled polarisation
function ΠRee(k, ω) to be given and, thus, alternative methods of assessing the LFC are
necessary. A similar scheme may be considered for non-equilibrium systems, although in
this case one additionally requires an unknown correlation term.
The study of equilibrium LFCs for the electron gas has been the subject of intensive
study by many authors. In particular, theoretical approaches of note include self-consistent
schemes [Singwi et al., 1968; 1970], the use of recurrence relations [Hong and Kim, 1991],
and sum rule fulfilment [Dabrowski, 1986; Farid et al., 1993]. Furthermore, numerical stud-
ies using quantum Monte Carlo codes [Utsumi and Ichimaru, 1982; Gori-Giorgi et al., 2000;
Dharma-wardana and Perrot, 2000] have yielded accurate results for the static LFC from
which the dynamic behaviour may be constructed by interpolation [Utsumi and Ichimaru,
1981; Ichimaru et al., 1985].
In this work, only static LFCs are considered due to the large uncertainties and dif-
ferences between the various dynamic approaches. Specifically, parametrised forms [Farid
et al., 1993; Geldart and Vosko, 1966] which are valid only for T = 0 and T > 0, respec-
tively, are combined by a simple Padé interpolation [Gregori et al., 2007]
Gee(k, 0) ≡Gee(k) ≈ G
T=0
ee (k) + ΘeG
T>0
ee (k)
1 + Θe
. (3.72)
where Θe = kBTe/EFe = (3De/4
√
pi)−2/3 provides a measure of the degeneracy.
For a fully coupled two-component plasma, i.e. Πab 6= 0, it is not possible to completely
separate the electrons and ions in the high-frequency response; the direct electron-ion cou-
pling appears as a quadratic (second order) contribution. Thus, the shape of the plasmon
64
3.6 Inelastic free-free feature
0.0
0.2
0.4
0.6
0.8
1.0
1.2
ν
B ei
(ω
)
[ω
p
e
]
10−2 10−1 1 10 102
ω [ωpe]
T = 1 eV
T = 5 eV
T = 10 eV
T = 20 eV
ne = 10
23 cm−3
ZfC = 4
Real parts
Imaginary
parts
(a) Collision frequency in Born approximation.
10−4
10−3
10−2
10−1
1
10
102
S
ee
(k
,ω
)
[e
V
−1
]
5 10 15 20 25 30
~ω [eV]
Te = 1 eV
Te = 2 eV
Te = 5 eV
Te = 10 eV
Te = 20 eV
Te = 50 eV
ne = 10
23 cm−3
k = 0.8 A˚−1
100×BMA
RPA
(b) Plasmon resonance in RPA and BMA.
Figure 3.6: (a): Real and imaginary parts of the dynamic electron-ion collision frequency
in first Born approximation for He-like carbon at ne = 1023 cm−3 for various temperatures
in the WDM regime. (b): Comparison of the RPA and BMA plasmon resonance for the
same conditions in Fig. 3.5(d).
resonance is expected to be modified due to direct interactions between electrons and ions,
e.g. via screened binary Coulomb collisions.
The collision frequency can be calculated within a generalised linear response model
based on equilibrium Green’s functions [Röpke and Wierling, 1998; Röpke et al., 1999;
Reinholz et al., 2000]. In the first Born approximation, the result is
νei(ω)
1st Born
= − 4pii ω
2
pi
ω
mi
3me
1
ne
∫
dk
(2pi)3
Sii(k)
|ε0ee(k, 0)|2
[
ε0ee(k, ω)− ε0ee(k, 0)
]
. (3.73)
The static correlations between the ions are represented by the SSF. Note that νei(ω)
has both real and imaginary parts, which are related to one another by a Kramers-Kronig
relation. The well-known Ziman limit is recovered in the static limit ω → 0 if the screening
is Debye-like [Ziman, 1967], whereupon the imaginary part vanishes.
Going beyond the first Born approximation, one may treat dynamic screening of the
electron-ion interaction via the Lenard-Balescu formula and strong (large-angle) collisions
using the T-matrix, which may be combined in the Gould-DeWitt scheme [Gould and De
Witt, 1967]. Only the first Born approximation is considered in this work.
Eq. (3.73) depends strongly on the effective charge and mass of the ions and generally
increases with density and decreases with temperature (Fig. 3.6(a)). As discussed by Fort-
mann et al. [Fortmann et al., 2010], the collision rate decays rapidly under increasingly
degenerate conditions as scattering channels are Pauli blocked, if the ion structure is ne-
glected. Conversely, including the SSF partially compensates for the lack of available final
states as the ion distribution becomes strongly peaked in Fourier space. Here, the HNC
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approximation is used with a Debye potential. As shown by Fig. 3.6(b), collisions are ex-
pected to be important in determining the shape of the plasmons in the collective regime.
The collision frequency (3.73) can be incorporated into the plasma response phenomeno-
logically by deriving the polarisation function in the relaxation time approximation. Under
the additional restriction of particle conservation to ensure fulfilment of the f -sum rule.
The result is the famous expression of Mermin [Mermin, 1970; Das, 1975]
ΠRee (k, ω; νei(ω))
BMA
=
[ω + iνei(ω)] Π
R0
ee (k, 0) Π
R0
ee (k, ω + iνei(ω))
ωΠR0ee (k, 0) + iνei(ω) Π
R0
ee (k, ω + iνei(ω))
. (3.74)
The label BMA stands for Born-Mermin approximation. Note that one recovers the RPA
for νei → 0 and that the static response is not affected by the collisions; consequently, the
screening cloud qi(k) is identical in BMA and RPA. Further generalisation of the BMA for
multicomponent plasmas [Morawetz et al., 1998] and to momentum and energy conserving
forms [Morawetz and Fuhrmann, 2000] have also been previously considered.
The shape of the plasmon in BMA is shown in Fig. 3.6(b) for warm dense beryllium
[Glenzer et al., 2007]. The enhanced damping of the peak due to collisions relative to
RPA is clear in this regime. One can see that the peak is less sensitive to the temperature
in BMA due to the additional temperature-dependence of the collision frequency. Thus,
under conditions where the BMA is expected to hold the additional broadening of the
plasmons can be used as a measure of collisional phenomena such as electrical and thermal
conductivity in WDM [Döppner et al., 2010].
3.7 Inelastic bound-free feature
The last term in Eq. (3.26) corresponds to scattering due to Raman-like transitions, i.e. ex-
citations from tightly bound core states to the continuum induced by the incident x-rays.
In general, this contribution follows from evaluating all possible matrix elements corre-
sponding to transitions between the initial and final many-particle states [Eisenberger and
Platzmann, 1970; Schumacher et al., 1975]. Since there is little scope of collective scatter-
ing from a system of bound electrons near the ground state, one may treat the scattering
as non-resonant and treat individual single-particle states independently
Scoreea (k, ω) =
∑
i
fi
∑
s
(1− fs)
∣∣∣〈s|e−ik·r|i〉∣∣∣2δ (~ω − (Es − Ei)) . (3.75)
Here the initial and scattered single-particle states are denoted |i〉 and |s〉, with eigen
energies Ei and Es, respectively. Note that the occupation of the initial states fi and the
Pauli blocking factor on occupied scattered states (1−fs) are present and, thus, Eq. (3.75)
is suitably general to be applied under non-equilibrium conditions.
It therefore remains to suitably express the initial and final states and evaluate the
matrix elements in order to calculate the bound-free scattering. For transitions to the
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continuum the final state is strictly the asymptotic limit of the electron energy approaching
E > 0 at r → ∞, but may often be well-represented by a simple plane wave, i.e. 〈r|s〉 ∼
e−ik·r. The accuracy of this approximation depends on the energy of the photo-electron,
and is therefore expected to be reasonable for high energy x-rays. On the other hand, the
initial states are strongly sensitive to the potential, which includes the contributions of the
central nucleus and other bound electrons via screening of the nuclear charge.
3.7.1 Hydrogenic form factor approximation
An obvious starting point for simplifying the calculation of the bound-free term is to
assume hydrogenic wavefunctions with respect to an effective nuclear charge [Wentzel,
1929; Bloch, 1934], similarly to the calculation of the ionic form factor presented in Section
3.3. In this case, the projection of the initial states onto the coordinate space yields the
familiar family of wavefunctions 〈r|n, l,m〉 ≡ Ψn,l,m(r) = Rn,l(r)Yl,m(θ, φ) and the final
states are represented by the continuum limit Ψk(r) [Eisenberger and Platzmann, 1970].
Transitions from the K-shell to the continuum have an analytic result which compares well
to synchrotron data [Mattern and Seidler, 2013].
The continuum hydrogenic wavefunctions are tabulated [Green et al., 1958], showing
that for high energy electrons the solution approaches a plane wave, as expected. Assuming
a plane wave for the final state, the matrix elements depend only on the Fourier transform
of the radial part of the initial wavefunction [Bloch and Mendelsohn, 1974; Schumacher
et al., 1975], leading to analytic results for all subshells. Due to its close connection with
the ionic form factors, this approach is referred to as the form factor approximation (FFA).
Without further elaboration the result can be succinctly written in terms of the di-
mensionless Compton profile functions Jn,l(k, ω) which describe the density distribution of
the bound electrons along the direction of the scattering wave vector k
Scoreea (k, ω) =
1
ck
∑
n,l
Jn,l(k, ω), (3.76)
Jn,l(k, ω)
FFA
=
(
1 + q2
)1/2 24l+3Γ(n− l) [nΓ(l + 1)]2
piα0(ZAa − sn,l)Γ(n+ l + 1)
×
[
φn,l
(
1 + (1/x−n,l)
2
)
− φn,l
(
1 + (1/x+n,l)
2
)]
, (3.77)
where x±n,l = n(q ± ~k/mec)/α0Zeffn,l, q2 = (~ω/mec2 − Ebindn,l /mec2 + 1)2 − 1 with Zeffn,l
being the effective nuclear charge previously discussed for the ionic form factor and α0 is
the fine structure constant. The functions φn,l(x) are polynomials related to the integrals
of Gegenbauer polynomials [Schumacher et al., 1975]. As discussed in the latter work,
significant discrepancies are found for high-Z elements if the plane wave approximation is
used for the final state, especially for the inner shell electrons. This is due to the violation
fo energy conservation relsulting from the use of different Hamiltions for the initial and
final states [Mattern and Seidler, 2013].
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The binding energy of the state determines the location of the edge of the bound-free
profiles in energy space. In dense plasmas, this is reduced due to screening of the ion
charge, known as continuum lowering [Ciricosta et al., 2012; Hoarty et al., 2013a]. In this
work, the famous model of Stewart and Pyatt is used
∆E = − 3
2
Z fie
2κD
4piε0
[
1 + (κDdii/2)
3
]2/3 − 1
(κDdii/2)3
, (3.78)
where κ2D = κ
2
De + κ
2
Di is the square of the total screening length in the plasma and dii is
the usual mean ion separation [Stewart and Pyatt Jr., 1966]. The excitation energies of the
bound states now become Ebindn,l + ∆E. The contributions of K- and L-shell states in FFA,
including the shifted excitation edge due to continuum lowering, are shown in Fig. 3.7(a)
for carbon for k = 8.4 Å−1 and the conditions of Ref. [Fletcher et al., 2014].
3.7.2 Impulse approximation
Although the FFA makes use of realistic wavefunctions for the initial states, detailed in-
vestigation of the bound-free scattering of compressed He-like carbon using non-collective
XRTS by Fletcher et al. have shown that the FFA gives a poor description of the K-shell
[Fletcher et al., 2014]. Alternative approaches which are better suited to such states are
therefore required. Following the derivation given by Eisenberger and Platzman a exact
representation of the DSF can be given using the Fourier transform of the δ-function
Scoreea (k, ω) =
∑
i
fi
∫ ∞
−∞
dτ eiωτ 〈i|eiHˆete−ik·re−iHˆeteik·r|i〉. (3.79)
In Eq. (3.79), the Pauling blocking term has been neglected on the basis that the photo-
electron is ejected into a final state with negligible occupation.
The time evolution operators are expanded as a power series in the time over which the
state changes; this can be thought of as the reciprocal of the interaction energy, i.e. τ ∼ ω−1.
Thus, if ~ω  Ebindn,l , one may truncate the series are the first term and the single-particle
Hamiltonian retain only the zeroth-order contribution Hˆe ≈ Hˆ0e + Vˆei. Since the potential
terms commute with the position operator, the latter cancel from the initial and final
states leaving the DSF fully described in terms of free-particle wavefunctions; this simple
approach is known as the impulse approximation (IA) [Chew and Wick, 1952; Eisenberger
and Platzmann, 1970]. This can be physically interpreted as the interaction with the probe
occurring sufficiently quickly for the potential in which the electron moves to be static. In
the IA, the expressions of Schumacher et al. for the FFA are modified by neglecting the
change in the initial momentum, leading to the simple expressions
Jn,l(k, ω)
IA
=
24l+3Γ(n− l) [nΓ(l + 1)]2
piα0(ZAa − sn,l)Γ(n+ l + 1)
φn,l(1 + 1/x
2
n,l), (3.80)
where in IA the dimensionless frequency shift is xn,l = nq/α0Zeffn,l.
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Figure 3.7: (a): Dynamic structure contributions due to bound-free scattering for various
different ionization states of solid-density carbon in the FFA for k = 8.4 Å−1. (b): Similar
calculations as in panel (a), but using the truncated IA model. The inset compares the
K-shell contributions for He-like warm dense carbon for FFA and IA against the RSGF
approach, supplied courtesy of B. Mattern. Here, all curves have been convolved with a
Gaussian instrument function with a FWHM of 100 eV.
In treating the electrons as free-particles, the binding energy is neglected in the IA.
Thus, the Compton profiles inevitably extend over a range of energy transfers which are
inaccessible to the probe. As suggested by Mattern and Seidler, the profiles can be trun-
cated artificially to emulate the natural cut-off at the binding energy. The results are
shown to compare well to detailed calculations based on the real-space Greens function
(RSGF) representation [Mattern et al., 2012] for large momentum transfers, as expected,
but break down as k decreases.
Finally, it is worth mentioning that corrections to the IA based on the higher-order
terms of the Hamiltonian result in corrections to the Compton profile. The first-order
corrections were investigated by [Holm and Ribberfors, 1989] for K- and L-shell electrons
and applied to modelling low-density carbon foam targets by [Gregori et al., 2004]. In
fact, the impact of these corrections are minimal for large k and, thus, may typically be
neglected since the IA itself breaks down at small k.
The truncated IA predictions for various ionization states of carbon are shown in
Fig. 3.7(b). As expected, the largest differences to the FFA are seen in the structure of the
K-shell contributions and demonstrate that the truncated IA gives better agreement with
the RSGF approach. This is a very useful result since the latter is extremely numerically
intensive and cannot currently include continuum lowering. For the L-shell states, the
IA and FFA yield very similar results. The truncated IA is therefore used for modelling
the bound-free scattering component of the XRTS spectrum throughout this thesis. This
completes the last part of the model required to model XRTS in dense plasmas.
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Chapter 4
X-ray Thomson scattering
for systems with
non-equilibrium electrons
In this chapter, the contribution of the free electrons to the total DSF is studied in the
context of non-equilibrium distributions. This is of fundamental interest to the modelling
and development of XRTS diagnostics for dense plasmas as both recent and ongoing ex-
periments in this field may be conducive to creating non-equilibrium conditions. Firstly, a
simple analytic model is used to represent quasi-thermal, high-energy perturbations to the
tail of the low-energy equilibrium distribution. This is further generalised to incorporate
populations of non-thermal particles concentrated around a characteristic excitation en-
ergy. The resulting excitation spectra are evaluated in comparison to the usual equilibrium
theory in the context of collective XRTS. The plasmon structure shows the importance of
high-energy electrons in determining the dispersion and damping of the resonances. The
formation of beam acoustic modes is shown to emerge from non-thermal populations.
The second half of chapter applies the non-equilibrium framework to modelling re-
cent data from strongly-driven cryogenic liquid hydrogen at the FLASH free electron laser.
The results demonstrate the importance of the time-evolution of the non-equilibrium dis-
tribution to accurately modelling the scattered power spectrum. The formation of a non-
equilibrium state is also shown to explain the lack of Rayleigh scattering in the data.
Finally, a fully numerical approach is applied to Monte Carlo simulations of FEL-matter
interactions in solid density targets, thereby demonstrating the versatility of the non-
equilibrium model.
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4.1 Sources of non-equilibrium electrons in dense matter
It is well known that non-equilibrium electron distributions are often produced in both
laboratory and astrophysical plasmas. For example, simulations using particle-in-cell [Es-
tabrook et al., 1975; Kemp et al., 2014] and Vlasov-Fokker-Planck [Bell et al., 2006; Sir-
combe and Arber, 2009] codes have consistently shown that the distribution function of
laser-heated underdense targets develops a tail of high-energy non-thermal electrons with
an approximately Maxwell-Boltzmann (MB) shape. This hot tail may often be charac-
terised by an effective temperature Th, which can be significantly higher than the tem-
perature of the background plasma. Furthermore, solid targets irradiated with ultra-high
intensity short-pulse lasers (with intensities of I & 1020 W cm−2) gives rise to several dis-
tinct quasi-equilibrium tail populations characteised by hot temperatures ranging from
10 keV . Th ∼ 1 MeV [Sherlock, 2009; Sircombe et al., 2013]. The presence of large
numbers of hot electrons is known to modify transport and heating processes, and also
influences the large-scale hydrodynamics. Consequently, such considerations constitute a
potentially significant source uncertainty in the study of dense matter.
Non-equilibrium effects in the ions have also been considered in targets heated by
strong shocks or charged-particle deposition [Tsallis, 1988; Garbett, 2013]. Furthermore,
the ions may also be in a state of non-equilibrium with respect to the mean potential
in the plasma, e.g. resulting from ultra-fast ionization by a high-energy x-ray pulse. On
such short time scales, the shape of the pre-excitation equilibrium distribution may still be
appropriate for describing the thermodynamics of the ions. The high collision rate amongst
the ions ensures that the subsequent relaxation may often be adequately described using
an equilibrium form with a time-dependent temperature.
4.1.1 Impact of non-equilibrium electrons on XRTS
The description of DSF given in Chapter 3 suggests that non-equilibrium electron distri-
butions may strongly affect the interpretation of experimental XRTS data. In particular,
the contributions of the free electrons to both the elastic (via the screening cloud) and
inelastic scattering have been shown to depend directly on the distribution function.
An important example of the impact of non-equilibrium electrons on the interpretation
of scattering experiments is the well-known super-Gaussian form [Langdon, 1980; Matte
et al., 1988]. This model is of particular relevance to optical Thomson scattering (OTS)
experiments using high-power probe lasers, since inverse Bremsstrahlung absorption of the
probe strongly perturbs the electrons in the scattering volume. Specifically, depletion of
high-energy states leads to an exponential reduction in the Landau damping of the high-
frequency plasmon modes, resulting in significantly sharper resonances [Zheng et al., 1997;
Liu et al., 2002]. Plasmon scattering experiments performed in diffuse, high-temperature
gold plasmas [Glenzer et al., 1999a;b] could only be self-consistently described using a
modified Langdon-Matte distribution [Fourkal et al., 2001].
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For dense plasmas probed with XRTS, the coupling of the probing x-rays to the
plasma by means of electron-ion collisions is negligible, such that distributions similar
to the Langdon-Matte type are not expected to be an important consideration. On the
other hand, heating solid density targets by means of laser-driven x-rays [Glenzer et al.,
2003; 2007; Gregori et al., 2008] and shocks [García Saiz et al., 2008; Kritcher et al., 2009;
Kraus et al., 2013], and high-energy charged particle beams [Pelka et al., 2010] produce
significant numbers of hot electrons. In the cases of shock-compression and heating by
x-ray absorption, the energy of the drive laser is absorbed in the coronal plasma via reso-
nance absorption [Forslund et al., 1977], whereas direct illumination of solid targets with
short-pulse lasers couples energy into hot electrons via vacuum heating [Brunel, 1987] and
ponderomotive acceleration [Kruer and Estabrook, 1985; Wilks et al., 1992].
4.1.2 Isotropic approximation
In the general case of arbitrary non-equilibrium distribution functions, one must consider
not only distortions from the usual equilibrium shape, but also anisotropy with respect to
the components of the momentum. Anisotropic distributions may be encountered for scat-
tering from quasi-monoenergetic charged-particle beams or strongly magnetised plasmas,
in which steady states can exist with distinct temperatures parallel and perpendicular to
the B-field [Watt and Pietrzyk, 1979; Yatsuka et al., 2011]. Without further simplification
the DSF must be calculated entirely numerically [see, e.g., Pastor et al., 2012].
In dense matter, frequent elastic collisions, which randomise the momenta of the parti-
cles but do not affect their energies, ensure rapid isotropisation of the distribution function.
Whilst this inexorably leads to thermalisation over sufficiently long time scales, an evolving
isotropic non-equilibrium distribution may persist throughout scattering measurements.
Indeed, simulations based on spherical harmonics expansion of the distribution function
[Bochkarev et al., 2004] have demonstrated the importance of long-lived (quasi-steady-
state) isotropic non-equilibrium distributions in the regime of interest to this work.
4.2 Two-temperature electron distributions
Appealing to the simple idea of a two-temperature distribution function enables many of
the important dynamic processes studied by XRTS to be investigated without the need for
expensive numerical calculations. The form of a distribution function with a hot tail is
fe(p) =xc
neΛ
3
c
2F1/2(ηc)
[
1 + exp
(
p2
2p2c
− ηc
)]−1
+ xh
neΛ
3
h
2
exp
(
− p
2
2p2h
)
. (4.1)
In Eq. (4.1), xa = na/ne are the fractional densities of the components a = c, h (see
Appendix A). Naturally, all the parameters are time-dependent in order to capture the
evolution of the system. Examples of the distribution (4.1) for typical WDM conditions
are shown in Fig. 4.1.
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Figure 4.1: The two-temperature electron
distribution function for various values of
the hot fraction xh and temperature Th for
typical WDM conditions of ne = 1023 cm−3
and Tc = 1 eV. The momentum scale is
normalised to the thermal speed of the cold
component, pc = (me/βc)1/2.
Using non-collective XRTS, the high-frequency (free electron) part of the power spec-
trum of the scattered radiation yields a direct measure of the shape of the electron distri-
bution function along the direction of the probed wave vector k. Thus, in principle, fitting
the modified high-energy wings of the free electron feature due to hot electrons could be
used to determine Th and xh. On the other hand, for typical hot fractions xh = 0.01–0.1,
the deviation from the shape of the equilibrium signal may be difficult to distinguish. Ac-
curately measuring the shape of the wings of the Compton feature is also experimentally
challenging. For example, the low-amplitude wings are, naturally, particularly susceptible
to poor signal-to-noise levels, and in WDM one must also consider that the blue-shifted
wing of the Compton feature typically overlaps with the elastic feature, and that scattering
from bound-free transitions may overlap the red-shifted wing. Such factors complicate the
interpretation of the features of interest and obscure the signature of the hot component.
4.2.1 Two-temperature plasmon dispersion
Significant numbers of hot electrons are expected to distort the equilibrium shape of the
dielectric function, leading to observable shifts of the plasmons in the collective scattering
regime. Substituting Eq. (4.1) into the plasmon dispersion relation (3.69), one finds
ωpl(k) ≈ωpe + 3k
2
2ωpe
[
xcv
2
c
F3/2(ηc)
F1/2(ηc)
+ xhv
2
h
]
. (4.2)
The leading order term in Eq. (4.2) is the usual plasma frequency determined by the total
electron density. The hot tail contribution has the effect of increasing the mean kinetic
energy so that significant deviations to the plasmon dispersion occur for xc/xh . Th/Tc.
The high energy of x-rays required to probe dense matter makes accessing the strongly
collective limit challenging. Moreover, the k → 0 limit is less well-fulfilled for the hot
electrons, irrespective of the probe energy. Subsequently, the shifts predicted by Eq. (4.2)
quickly become inaccurate as one probes larger wave numbers and, thus, are of limited use
for predicting the modification of the plasmon position.
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Figure 4.2: Dispersion curves for a two-temperature (TT) distribution at for the same bulk
conditions as Fig. 4.1. The fraction (a) and temperature (b) of the hot component are
varied between xh = 0.01 – 0.2 and Th = 100 – 1000 eV, respectively. In each case, the long
wavelength expansion of the dispersion relation is given by the colour-coordinated dotted
curves. The inset in panel (a) shows the weakly collective end of the plasmon branch in
greater detail for clarity.
As per Eq. (3.67), a more robust prediction of the dispersion relation is given by solving
for Re εee(k, ω) = 0. Given the simple form of Eq. (4.1), the dielectric function of the
electron subsystem is given by a weighted sum of the cold and hot components
εee(k, ω) = 1− Vee(k)
[
xc Π
R
ee(k, ω;ne, Tc) + xh Π
R
ee(k, ω;ne, Th)
]
. (4.3)
The cold and hot contributions are calculated from the usual equilibrium form of the
polarisation function in RPA at the appropriate temperature and using the total electron
density ne. The cold component additionally depends on an effective chemical potential
ηc, although this must simply be thought of as an additional free parameter which controls
the width of the bulk at low temperatures.
Fig. 4.2 shows the dispersion curves given by Re εee(k, ω) = 0 for the example two-
temperature distributions in Fig. 4.1. The thin curves with quasi-quadratic k-scaling are
the long-wavelength dispersion relations predicted by Eq. (4.2). As expected, for strongly
collective states the latter agree well with the full dispersion function but break down
for larger wave numbers. The addition of a hot component upshifts the dispersion for
small wave numbers as the mean kinetic energy is increased. However, at a critical wave
number the hot component ceases to yield a root, effectively becoming non-collective, such
that the dispersion curve smoothly transitions to a purely cold solution scaled by the
relative fraction xc. The plasmon is then sharply downshifted from the long-wavelength
approximation.
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The transition wave number strongly depends on Th, moving to smaller k for hotter
tail components. Since plasmon frequency is further upshifted with both the fraction and
temperature of the hot electrons, the deviation from the true plasmon position gets larger.
This reflects the fact that distribution functions with hotter, more strongly weighted hot
tails contain many electrons in states with momenta above the phase speed of the plasmon.
4.2.2 Ratio of plasmon amplitudes
Substituting Eq. (4.1) into the general form of the non-interacting DSF Eq. (3.14) yields a
solution of the form
S0e (k, ω) =xcS
0
c (k, ω) + xhS
0
h(k, ω) + xcxhS
0
×(k, ω). (4.4)
The first two terms are the pure cold and hot contributions, which can respectively be
shown to give
S0c (k, ω) =
1√
2pivck
2
neΛ3c
1
1− e−βc~ω
{[
1− (1− xc) e−βc~ω
]
ln
(
1 + eηc−(wc−κc)
2
)
−xc ln
(
1 + eηc−(wc+κc)
2
)}
, (4.5)
S0h(k, ω) =
1√
2pivhk
e−(wc−κc)
2/Thc
[
1− xhneΛ
3
h
4
e−(wc+κc)
2/Thc
]
. (4.6)
Here, wc = ω/
√
2kvc and κc = ~k/
√
8pc, as usual, and the ratio of the hot and cold
temperatures is Thc = Th/Tc. Since the hot electrons are invariably highly non-degenerate,
the second term in square brackets in Eq. (4.6) can be neglected; the Gaussian-shaped
correction to the structure of the high-energy wings of the free electron feature is then
readily identifiable. Note that the expected result for an equilibrium system is obtained
for xh = 0.
The third (cross) term results from the Pauli blocking factor and, thus, is only impor-
tant for hard x-rays for which κc,h ∼ 1. The analytic result for this term is
S0×(k, ω) =
1√
2pivhk
[
B e−w1
A
2F1
(
1, A
1 +A
;−e−w1
)
B e−w2
A
2F1
(
1, A
1 +A
;−e−w2
)
−e−Bw3 2F1
(
1, B
1 +B
;−ew3
)
− e−Bw4 2F1
(
1, B
1 +B
;−ew4
)
+ 2F1
(
1, B
1 +B
;−ew1
)
+ 2F1
(
1, B
1 +B
;−ew2
)]
, (4.7)
in terms of the Gauss hypergeometric function 2F1 [Abramowitz and Stegun, 1970]. The
following dimensionless parameters have also been defined: A = 1 − B, B = −1/Thc,
w1 = − (ηc − 4κcwc), w2 = − (ηc + 4κcwc), w3 = −(wc + κc)2 and w4 = −(wc − κc)2.
Given the complexity of Eq. (4.7), it is actually more expedient to evaluate it numerically.
The effect of the hot electrons on DSF is demonstrated in Fig. 4.3 for collective scat-
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Figure 4.3: Logarithmic plots of the DSF for the distirbution (4.1) for the same conditions
as Fig. 4.2 (a) and (b). The cold bulk temperature is increased to Tc = 10 eV with all
other parameters held constant in (c) and (d). In each panel the insets show zoomed views
of the down- (left) and upshifted (right) plasmon peak structures with linear y-axes.
tering. Here, the wave number of the fluctuations is k = 0.28 Å−1, yielding α = 1.67–1.78.
The shape of the high-energy wings resulting from the hot tail is determined by Th, as
expected. Increasing Th leads to larger wings with decreasing amplitude at lower energy
shifts. Moreover, even for low weighting fractions, xh ≤ 0.01, the downshifted peak, which
is effectively absent for the equilibrium calculation at Tc = 1 eV due to detailed balance,
is enhanced by a factor of > 106. Conversely, the damping on the upshifted peak is only
weakly affected. Increasing xh further amplifies the downshifted peak as well as the ampli-
tude of the high energy wings and the shift of the plasmon position. Raising the tempera-
ture of the colder bulk component reduces these effects, although significant modification
of the downshifted plasmon damping can be observed for larger hot populations.
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The modification of the downshifted plasmon amplitude for low temperatures can be
understood by considering the physical interpretation of detailed balance in the context
of a non-equilibrium plasma. This is a manifestation of the fact that scattering processes
resulting in electrons/plasmons loosing energy (photons gaining energy) become extremely
improbable as the distribution function approaches full occupation, e.g. for degenerate
matter. Conversely, processes involving electrons gaining energy (photons loosing energy)
are far more probable as free states are more plentiful. Under non-degenerate conditions
the occupation of low-energy states is relatively low, such that the scattering rates are
almost equal. Excitations corresponding to equal and opposite energy and momentum
shifts are then similarly damped.
Shifting weight to the hot tail uniformly reduces the occupation of low energy states
by a factor of xc = 1 − xh and, thus, makes available states for transitions which would
otherwise be Pauli blocked. The shape of the hot component is essentially irrelevant here
since the hot contribution to the distribution at low-momentum states is insignificant. This
explains why increasing Th does not significantly affect the ratio of the plasmon peaks for
a fixed value of xh. Based on the present result, mitigation or accurate characterisation of
hot electron production in WDM diagnosed by XRTS is essential if the detailed balance
principle is used to infer the temperature [Döppner et al., 2009].
4.2.3 Evidence of hot electrons in warm dense beryllium
In order to demonstrate the potential difficulties in data analysis resulting from hot elec-
trons, a recent experiment is considered [Glenzer et al., 2007]. Here, solid Be was uniformly
heated to around 12 eV by absorption of thermal x-rays produced by a laser-heated Ag
tamper. Probe x-rays at 2.96 keV observed through a mean scattering angle θ = 40◦ were
used to interrogate the collective response of the target. The pump and probe were delayed
by 500 ps, ostensibly allowing sufficient time for the sample to be probed under equilibrium
conditions.
Despite this experiment being carefully designed to produce a homogeneous equilib-
rium sample, hot electrons produced by resonance absorption of the heating beams may
have sufficiently long ranges to propagate into the scattering volume during probing. Con-
servatively estimating the intensity of the heater beams as I ∼ 1016 W cm−2 and appealing
to the well-known scaling for the energies of electrons produced via classical resonance
absorption [Forslund et al., 1977], the distribution function in the sample may have a hot
tail characterised by a temperature between 0.1–1 keV.
Fig. 4.4 compares the experimental data to theoretical power spectra calculated using
Eq. (4.1). The temperature and fractional density of the hot tail are varied within the
aforementioned reasonable limits. As expected, the shape of the red-shifted plasmon is only
marginally affected by the hot electrons when xc/xh is varied, with larger hot populations
leading to a small enhancement of the wing near the foot of the plasmon near 2962 eV.
Since the cold bulk component is rather degenerate, adding a hot tail significantly alters
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Figure 4.4: Scattered power spectrum for
beryllium probed at θ = 40◦ with 2.96 keV
x-rays at Tc = 12 eV and ne = 2.7 ×
1023 cm−3. The fractional density of the
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the ratio of the plasmon peaks; the blue-shifted plasmon amplified by a factor of ∼ 2 for
only xh = 0.01, and increasing the hot fraction to xh = 0.1 roughly doubles its amplitude.
From the scatter in the measured data xh = 0.05 seems to give the best overall fit,
although the noise on the data is sufficiently large to make any fit questionable. Varying
the hot temperature does not significantly change the shape of the spectrum. The presence
of a small population of hot electrons driven by resonance absorption of the heating beams
may therefore help to understand the anomalous scatter in this data at the blue-shifted
peak. More importantly, the results discussed here suggest that hot electrons introduce
significant uncertainty to the determination of Te via detailed balance.
4.3 Bump-on-hot-tail distributions
A more recent development in the diagnostics of dense matter has been the use of free-
electron lasers (FELs) as probes. With FELs, ultra-short (c.a. fs) pulses and peak inten-
sities comparable to modern optical systems are possible, reaching 1013 − 1017 Wcm−2.
Combined with higher shot repetition rates than conventional laser facilities and highly
collimated beams with small focused spot sizes, FELs are ideally suited to x-ray scattering
experiments [Höll et al., 2007; Gauthier et al., 2014; Fletcher et al., 2015]. However, oper-
ating at such high photon fluences and short time scales inevitably means that the sample
under study is strongly driven and probed during a highly dynamic phase of relaxation.
In contrast with optical probes, FEL radiation does not couple to the free electrons via
collective and collisional absorption or parametric instabilities. Instead, high energy x-rays
are primarily absorbed by electrons in bound states, which are subsequently ejected through
processes such as photoionization and the Auger effect [Medvedev and Rethfeld, 2010;
Medvedev et al., 2011]. The liberated electrons occupy a narrow spread of energies around
the difference of the probe energy and the appropriate transition energy, e.g. ~ω − Ebind.
Naturally, ultra-fast kinetic processes such as collisional ionization, inelastic scattering
and radiative recombination rapidly fill lower-energy states. Non-thermal electrons quickly
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thermalise into a quasi-thermal hot population and then diffuse energy more gradually into
the low-energy bulk of the distribution. Photo-pumping of accessible bound states will
continue for as long as the FEL pulse remains active. In the absence of an external energy
source, equilibration of the electronic subsystem is achieved on c.a. 100 fs.
Motivated by the utility of Eq. (4.1), a simple and practical extension may be made
which adequately captures the relevant physics. By adding a Gaussian ‘bump’ to describe
the non-thermal electrons produced by, e.g. photoionization and Auger decay, Eq. (4.1) is
further generalised to (see once more Appendix A)
fe(p) =xc
neΛ
3
c
2F1/2(ηc)
[
1 + exp
(
p2
2p2c
− ηc
)]−1
+ xh
neΛ
3
h
2
exp
(
− p
2
2p2h
)
+ xb
neΛ
3
b
2Ψ(p0/
√
2pb)
exp
[
−(p− p0)
2
2p2b
]
, (4.8)
where Ψ(x) = xe−x2 + 12
(
2x2 + 1
)(
1 + erf(x)
)
, and erf(x) is the error function.
In Eq. (4.8), the high-energy bump features are centred on the momentum correspond-
ing to the excitation energy p0 = (2meE0)1/2, with some characteristic width pb. As with
Eq. (4.1), one may consider as many distinct hot tail and bump components as is required
in general, although one of each is typically sufficient. Due to the form of (4.8), this model
is referred to as the bump-on-hot-tail (BOHT) distribution [Chapman and Gericke, 2011].
4.3.1 Development of beam acoustic modes
Based on the results of the previous section, one expects that the dielectric properties of
systems described by Eq. (4.8) cannot be reliably investigated using the long-wavelength
limit of the dispersion function. Once again, the linear form of the BOHT model admits
a straightforward representation of the dielectric function, with the decaying components
represented by weighted Fermi-Dirac or Maxwell-Boltzmann-like functions at distinct tem-
peratures as in Eq. (4.3) and a more complicated component describing the bump
εee(k, ω) = 1− Vee(k)
[
xc Π
R
c (k, ω) + xh Π
R
h (k, ω) + xb Π
R
b (k, ω)
]
. (4.9)
For the imaginary part of the bump component, one can take the third term of Eq. (4.8)
and derive from Eq. (2.101)
Im ΠRb (k, ω) =
√
pineme
4κb p2b Ψ(y)
[
e−(|wb+κb|−y)
2 − e−(|wb−κb|−y)2
− √piy (erf (|wb + κb| − y)− erf (|wb − κb| − y))] , (4.10)
where wb = ω/
√
2kvb, κb = ~k/
√
8pb and, y = p0/
√
2pb. For the limit k → 0, one has
Im ΠRb (k, ω)
k→0
= −
√
pineme
p2b Ψ(y)
wb e
−(wb−y)2 , (4.11)
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Figure 4.6: Dispersion function from the root of the real part of the dielectric function for
the BOHT distribution with varying xb (a) and E0 (b). The hot tail component is held
constant at xh and Th = 100 eV.
Re ΠRb (k, ω)
k→0
= −
√
pineme
p2b Ψ(y)
P
∫ ∞
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dw′b
pi
w′b e
−(w′b−y)
2
w′b − wb
= − neme
p2b Ψ(y)
[1− 2wbD(wb − y)] . (4.12)
The functional forms obtained in Eqs. (4.11) and (4.12) give some useful insight into
the features expected to arise in the dielectric function due to the bump. In particular, one
notices that the Gaussian term in Eq. (4.11) is shifted by y, which determines the bump
location in fe(p). Adding this contribution to the cold and hot components therefore also
results in a distinct asymmetrical bump at ~ω = ~kp0/me. The corresponding feature in
the real part can result in the high-frequency tail yielding multiple roots as xb increases,
or if the distribution is probed in the strongly collective regime (see Fig. 4.5).
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Fig. 4.6 shows contours of Re εee(k, ω) = 0 under the sameWDM conditions considered
previously, with a hot tail characterised by xh = 0.1 and Th = 100 eV. Additionally, a
bump component is now included in accordance with Eq. (4.8). Considering a small fraction
of electrons in the bump, xb = 0.01, shows that the dispersion is largely unchanged from
the the two-temperature case, except for the development of a characteristic discontinuous
feature near k/κe = 0.15. This new feature is greatly enhanced as more electrons are
moved from the bulk component into the bump.
For a constant k, three roots may now exist instead of the usual single solution at
the plasmon frequency. At small k, the plasmon is upshifted and a downshifted pair of
resonances develops at low frequencies. The structure changes as k increases, eventually
swapping over beyond a critical wave number, and is greatly amplified as xb is increased.
The location of the discontinuity is determined by the bump energy E0 and shifts to larger
wave numbers as E0 → 0, eventually merging into the solution of the cold component.
The feature which develops from the addition of the bump population has been ex-
tensively studied theoretically from the perspective of electron beam-plasma interactions
[O’Neill and Malmberg, 1968]. Due to the quasi-linear (acoustic-like) dispersion of this
feature, it is described as a beam acoustic mode (BAM). Moreover, BAMs have been ob-
served in classical electrodynamics simulations [Vu et al., 2005] and also experimentally
[Kline et al., 2005] in which the non-thermal electrons were driven by stimulated Raman
scattering. Neither the PIC simulations nor the experimental dispersion traces show strong
evidence of the low-frequency slope of the BAM since the damping is stronger, similar to
the acoustic branch of the usual electron gas dispersion. One may reasonably expect that
observation of collective structures such as BAMs using XRTS should be possible and,
moreover, could provide clear evidence of non-equilibrium processes.
4.4 Modelling VUV self-scattering from cryogenic hydrogen
Recently, measurements of FEL scattering from cryogenic hydrogen under WDM conditions
have been performed at the FLASH facility in Hamburg [Fäustlin et al., 2010]. In this
experiment, liquid droplet targets were simultaneously heated and probed by the same soft
x-rays with energy 91.7 eV, in an ultra-short pulse lasting 40 fs at FWHM. The collective
scattering regime was accessed by using a scattering angle of θ = 90◦, resulting in a very
small wave number shift of k = 0.066 Å−1.
Due to the small number of scattered photons per FEL pulse, the measured scattered
power spectrum was built up statistically over 4500 shots (15 mins integration time at a shot
repetition rate of 5 Hz). In this way, high-quality spectra with extremely high signal-to-
noise ratios were obtained [Toleikis et al., 2010]. This experiment is particularly well-suited
as a benchmark to the present work as the self-scattering configuration used accesses the
collective dynamic response of a strongly-driven, rapidly evolving non-equilibrium system.
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4.4.1 Numerical simulation of the electron distribution
The evolution of the electron distribution has been studied by B. Ziaja et al. using a
Boltzmann approach for atomic clusters [see, e.g., Ziaja et al., 2006; Ziaja and Medvedev,
2012]. The simulation model is based on a Legendre polynomial expansion of fe(p), thereby
accounting for anisotropic contributions arising from electrons being ionized by the linearly
polarised FEL. Due to collisions with ions, neutral atoms and other electrons, however,
the anisotropic components are negligible.
The results show that at early times fe(p) is strongly peaked about the energy of
photoionized electrons, i.e. Ei−Ebind = 91.7− 13.6 ≈ 78.1 eV (see Fig. 4.7(a)). A second,
smaller peak downshifted from the probe energy by roughly twice the binding energy
quickly develops, corresponding to collisional ionization of secondary electrons. Diffusion
of energy from these distinctive non-thermal features via ultra-fast kinetic processes quickly
populates an equilibrium-like branch, which gradually thermalises with the cold electron
bath. Throughout the probe duration a significant weight remains in the hot, non-thermal
populations since the distribution is pumped by the heating/probing x-rays.
Despite the fact that electrons are continually pumped into high-energy free states by
the FEL, the free electron density is rather low due the relatively low coupling of photons
in the pulse. Accordingly, the plasma remains weakly coupled conditions throughout the
measurement (see Fig. 4.7(b)). Near the peak of the FEL pulse, however, the density is
high enough for the probe to access the weakly collective response of the plasma. As
the intensity of the pulse decreases the distribution evolves towards thermal equilibrium
characterised by a temperature of Te = 3.4 eV and electron density of ne = 5.8×1020 cm−3.
4.4.2 Results with fitted BOHT distributions
By fitting the cluster simulation results with the BOHT model (4.8) the important features
of the non-equilibrium distribution can be adequately captured (see Fig. 4.8(a)). The
fitting parameters are summarised in Tab. 4.1. Clearly, the evolution of fe(p) is not well-
represented at any time by a FD distribution at the density and temperature given by
Fäustlin et al. from fitting the measured scattering data with an equilibrium calculation:
T fite = 13 eV and nfite = 2.8×1020 cm−3 [Fäustlin et al., 2010].
At early times, the large non-thermal population gives rise to a strong BAM in the
dispersion curve (Fig. 4.8(b)) which decreases in strength by the peak of the pulse as the
bump is continually broadened and feeds the growth of the quasi-thermal hot tail. As
the relaxation progresses, the distinction between the cold and hot components decreases
until a single dispersion curve emerges which is dominated by the conditions of the cold
bulk. Note the similarity between the late-time non-equilibrium dispersion and that corre-
sponding to the equilibrium best fit estimate. This occurs because the difference between
the mean kinetic energies of the systems is balanced by the difference in their respective
screening lengths, leading to similar loci being followed as a function of k/κe.
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Figure 4.7: (a): Simulations of the electron distribution as function of energy (courtesy of B.
Ziaja) during interaction of the FLASH FEL beam with cryogenic liquid hydrogen droplets.
(b): Time dependence of the free electron density ne, mean kinetic energy 〈Ke〉, coupling
parameter Γee = 〈Vee〉/〈Ke〉 and scattering parameter α = κe/k of the non-equilibrium
hydrogen plasma. All the dimensionless plasma parameters have been calculated from
their generalised non-equilibrium forms in terms of fe(p) only. The FEL intensity profile
is also shown for clarity.
t [fs] ne [cm
−3] Tc [eV] xh Th [eV] xb E0 [eV] Eb [eV]
t0 − 20 3.86×1019 3.0 0.28 48.0 0.12 74.2 12.0
t0 + 0 1.89×1020 3.8 0.43 35.0 0.007 77.9 1.6
t0 − 20 4.26×1020 4.1 0.13 20.5 0.0035 77.6 6.0
Table 4.1: Fitting parameters for the BOHT distributions shown in Fig. 4.8(a).
The structure factors of the interacting system (Fig. 4.8(c)) show the expected char-
acteristic features of the non-equilibrium states. Initially, the plasma is probed in the
non-collective regime, such that the spectral shape reflects the integrated electron distri-
bution along the direction of k. The large step-like features result from the substantial
weight of the bump component and extended high-frequency wings are due to the hot tail.
The spectrum then develops and pair of plasmons as the screening length gets shorter with
increasing ionization, and a transition to a weakly collective state occurs. The plasmons
are also shifted to higher frequencies and less strongly damped as the electron density
increases throughout the pulse.
4.4.3 Importance of time-averaging over non-equilibrium states
A more useful comparison to the measured data can be made if the power spectra are
calculated from the structure factors shown in Fig. 4.8(c). Weighting by the density and
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convolving with a Gaussian source function to represent the various sources of blurring, it
is clear that no single time-step accurately reproduces the experimental power spectrum
(Fig. 4.8(d)). In fact, such a result is expected since the spectrometer records the total
scattered power over the full duration of the probe pulse and, thus, reflects the time-
averaged response of the rapidly evolving plasma.
Averaging over the macroscopic time evolution, the inelastically scattered power is
∂2P ins
∂Ω∂ωs
∝
∫
dt n¯i Z¯
f
i(t)
[
(ωs/ωi)
2 See(k, ω; t) ∗ I(ω; t)
]
, (4.13)
Ii(ω, t) =
I0i ln(16)
pi∆ω∆t
exp
[
− ln(16)
(
ω
∆ω
)2]
exp
[
− ln(16)
(
t− t0
∆t
)2]
. (4.14)
In Eq. (4.14), ∆ω and ∆t respectively stand for the FWHMs of the FEL intensity profile in
the frequency and time domains. The density of the liquid hydrogen, nH = 4.2×1022 cm−3,
is assumed to be constant as the FEL duration is far shorter than the hydrodynamic
response of the target. Spatial gradients are not considered as the energy deposition range
of the FEL is tuned to the droplet size, leading to reasonably uniform heating. Note that
despite the clear importance of bound-free scattering from photoionization, its contribution
can be neglected since the range of the detector is not large enough to see features shifted
by the binding energy, i.e. energies less than ~ω < Ei − Ebind ≈ 79 eV.
The time-averaging blurs the contributions from states with very different excitation
spectra, with the largest contributions given by states around the peak of the FEL intensity.
In Fig. 4.9, the time-resolved spectra corresponding to the cluster simulation data have
been estimated using BOHT fits to the cluster simulation results for the evolution of the
distribution function. The best fit conditions gives a good match to the experimental data
in general, but does not show the same degree of asymmetry in the positions of the two
peaks. Taking a time-integrated non-equilibrium approach with only inelastic scattering
contributions matches the width of the main part of the spectrum. However, the separation
of the peaks is slightly too large, and a significant underestimate of the scattering near the
probe energy is present.
A reasonable representation of the experimental data is only possible if a small, but
non-negligible elastic contribution is considered, which enhances the signal in between
the plasmons. The Rayleigh weight in the fit shown is WR(k) = 0.2. Conversely, the
best fit curve from Fäustlin et al. requires that elastic scattering be practically absent.
It is claimed that this results from a temperature-dependent Debye-Waller effect which
strongly suppresses elastic scattering. This effect is known to diminish elastic scattering
from strongly coupled, regular, lattice-like ion distributions such as metallic crystals [Gre-
gori et al., 2006b]. However, such an explanation seems unreasonable in the present case
since the target is in a disordered liquid state prior to irradiation. Moreover, as the pulse
is too short for the ions to adjust to the potential created by ionization, an equilibrium
plasma-based description is not suitable.
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Figure 4.8: (a): Fits to the cluster simulation data at the peak of the FEL pulse, t = t0,
and the FWHM points, t = t0±20 fs. These fits are used to calculate the dispersion curves
(b), free electron DSF in RPA (c) and total inelastically scattered power spectra (d) of
the non-equilibrium system. In all cases, the equilibrium results at the best fit conditions
reported by Fäustlin et al. are also shown for comparison. The power spectra are convolved
with a Gaussian function (FWHM of 0.79 eV) representing both source broadening and
the shape of the FEL spectrum.
Using a multicomponent treatment with neutral hydrogen, free protons and electrons,
the Rayleigh amplitude is given by Eq. (3.27). The density of free electrons forming a
screening cloud around the neutrals can safely be neglected, such that qH(k) = 0. Similarly,
there are no bound states around free protons, fH(k) = 0. The Rayleigh weight is then
WR(k) =x0f
2
0 (k)S00(k) + 2
√
x0xHf0(k)qH(k)S0H(k) + xHq
2
H(k)SHH(k). (4.15)
For hydrogen the form factor of the bound electrons surrounding the neutrals may be
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described exactly with the well-known expression for the 1s states which can be derived
from Eqs. (3.29 - 3.31). The latter is roughly constant in time, the only change being the
negligibly small change to the x-ray dispersion due to the increasing electron density.
For the wave number under investigation one has f0(k) = 0.9994. On the other hand,
the screening cloud surrounding the protons evolves substantially as the density steadily
increases. Considering the long wavelength Debye-Hückel limit qH(k) = κ2e/(k2 + κ2e),
where the time-dependent inverse screening length κe is related to fe(p) via Eq. (1.20), one
finds qH(k) = 0.01–0.8.
4.4.4 Static structure of liquid hydrogen
Eq. (4.15) can be further simplified since the first term dominates by virtue of the low
mean ionization produced by the FEL. Furthermore, taking f0(k) ≈ 1 and x0 ≈ 1, it
is clear that the total weight of elastic scattering is effectively given by the structure of
the neutrals, WR(k) ≈ S00(k), which is inherited from the undisturbed liquid system.
For liquid hydrogen, a number of interaction potentials have been suggested [Silvera and
Goldman, 1978; Ross et al., 1983]. In particular, the model of Ross et al. (RRY) includes
both the pair interaction and triple dipole contribution to the inter-molecular potential.
At cryogenic temperatures the inter-particle coupling is sufficiently strong to make simple
perturbative approaches, such as the HNC method described in Chapter 3, unsuitable.
Instead, Monte Carlo (MC) simulations [see, e.g., Allen and Tildesley, 1999] have been
performed by J. Vorberger.
Fig. 4.10 shows the static structure factor calculated from MC simulations using the
RRY potential for a system of 4096 H2 molecules. The results show a large correlation
hole is found for small wave numbers and damped oscillations for larger k. Both features
are characteristic of strongly coupled fluid systems. Unfortunately, significant numerical
noise is present at small k due to restrictions on the size of the simulation box. However,
it is clear that the structure factor at the wave number of interest is very small.
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Figure 4.10: Monte Carlo simulations of the
SSF of cryogenic liquid hydrogen at n¯H =
4.2× 1022 cm−3 and T = 20 K (courtesy of
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Estimates of the SSF in the k → 0 limit can instead be obtained using the compress-
ibility sum rule Eq. (2.83). In terms of the static structure factor this is
lim
k→0
S(k) =nkBT κT . (4.16)
For liquid hydrogen at T = 20 K and a pressure of 0.101 MPa, the compressibility is
κT ≈ 0.0198 MPa−1 [McCarthy et al., 1981], giving S00(k = 0) = 0.23. This value is also
roughly in agreement with calculations based on empirical data from the NIST database
which give a value of 0.165. The small value of the structure factor inherited from the
cold liquid state is in excellent agreement with the value of WR(k) used in Fig. 4.9. This
also explains the small contribution of elastic scattering in the measured scattering data
without the need to invoke unphysical correction factors.
In conclusion, it can be stated that the experimental data is well-represented by cal-
culations based on the non-equilibrium framework presented in this section. Although
present time-integrated data can also be described with an equilibrium treatment, future
experiments may explore the non-equilibrium dynamics more directly and, thus, provide
a stringent test of the theoretical formalism applied. Such measurements are highly desir-
able as they can highlight the microscopic dynamics in dense systems, i.e. the relaxation
rates. In the analysis presented here, it was shown that a clear distinction between two
different time scales was possible. Namely, a non-equilibrium treatment enables both the
ultra-short momentum relaxation in the electron subsystem and the much slower response
of the atomic/ionic system to be investigated.
4.5 Fully numerical approach for arbitrary distributions
So far in this chapter, only simple model forms for non-equilibrium electron distributions
have been considered. Although it is possible to model increasingly complex distribu-
tions with a multi-bump generalisation of the BOHT model, the number of free parameters
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rapidly increases. The benefit of the semi-analytic results which may be obtained is sub-
sequently diminished. For complicated distribution functions with multiple features, it is
often more expedient to solve the requisite equations entirely numerically.
In order to efficiently implement a fully numerical model, a sensible choice of normali-
sation for the momentum p is required. Since the concept of temperature is not well-defined
in non-equilibrium, the natural normalisation of the thermal momentum pa cannot be used.
Instead, the momentum is normalised according to x = 2p/~k, from which one obtains
S0e (k, ω) =
mek
8pi2~ne
∫ ∞
|1+z|
dxx [1− fe(x)] fe
(√
x2 − 4z
)
, (4.17)
Im εee(k, ω) =
e2me
8pi~2ε0k
∫ |1+z|
|1−z|
dxx fe(x). (4.18)
where z = ω/ωCe is the dimensionless frequency shift. The real part of the dielectric
function is straightforwardly obtained from the Kramers-Kronig Eq. (2.77). Of course, the
free electron density must also be calculated from the distribution function as a function of
time. The details of the numerical evaluation of this set of equations is given in Appendix
A. It is interesting to note that time-integrating over the structure factors produced by
post-processing the full time-evolution of the distribution function supplied by B. Ziaja
yields a negligible improvement to the results presented in the previous section. Such a
positive result is attributable to the utility of the BOHT model.
4.5.1 Application to strongly-driven solid aluminium
An example of complicated electron distributions for which fitting using the BOHT model
is not practical are those presented by Medvedev et al. [Medvedev et al., 2011]. Here, MC
calculations were used to model the evolution of fe(p), which were used to investigate the
importance of non-equilibrium physics on the Bremsstrahlung emission and fluorescence
of FEL-irradiated solid aluminium targets at FLASH. In this example, the pulse length
is tpulse = 10 fs. Accordingly, a strong departure from equilibrium may be expected over
the pumping period. The physical processes included in this model are well-documented
[Ziaja and Medvedev, 2012].
Fig. 4.11 shows the results of a fully numerical calculation of the DSF based on the
input distribution functions provided by N. Medvedev for an incident x-ray fluence of
5 J cm−2. The evolution of fe(p) from the initial cold Fermi function (shaded region)
is clearly demonstrated in Fig. 4.11(a), which shows the rapid development of distinct
population of electrons at c.a. 30 eV, corresponding to photoionization of weakly bound
L-shell states. Further ionization of L-shell electrons can be seen from the presence of the
smaller peak near 25 eV. Moreover, fast inverse Auger decay populates a broader feature
peaked around 75 eV, which grows substantially over the duration of the pulse. Unlike the
distributions studied in the previous section, where the relaxation time was similar to the
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Figure 4.11: (a): Evolution of the distribution function during the FEL excitation pulse as
calculated using a Monte Carlo-based model, courtesy of N. Medvedev. (b-d): Real and
imaginary parts of the electronic dielectric function, and the non-interacting and interacting
dynamic structure factors calculated directly from the distribution function in RPA. The
inset in panel (b) shows a close-up view of the Auger electron feature in the imaginary
components. Panels (b-d) all follow the colour-coding of the curves shown in panel (a).
For all calculations, the probe energy and scattering angle are Ei = 91.7 eV and θ = 90◦,
respectively, to be consistent with the experiment of Fäustlin et al..
pump/probe duration, here a quasi-thermal high-energy tail persists for several 100 fs after
the end of the FLASH pulse.
The components of the dielectric function are shown in Fig. 4.11(b) for the case of 90◦
scattering at Ei = 91.7 eV. It is immediately clear that the highly degenerate cold bulk
electrons dominate the response function, although small features due to the photo- and
Auger electrons can be seen at higher energies (see, e.g., the feature highlighted in the
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Figure 4.12: Theoretical scattered power
spectra due to free electrons for various
FEL intensities based on the distribution
functions calculated by [Medvedev et al.,
2011]. The x-ray source spectrum shape
and source broadening effect are unchanged
from Fig. 4.9. The pulse is Gaussian in time
with a FWHM of ∆t = 10 fs, centred on
t = 15 fs. Strong beam acoustic scatter-
ing corresponding due to Auger electrons is
clearly visible for the highest intensities.
inset). The gradual heating of the bulk over time is reflected in the smoothing of the sharp
edge of the imaginary part, and the broadening of the corresponding inverted peak in the
real part. These features are also present in the non-interacting structure (see Fig. 4.11(c))
where the Auger electrons in particular give rise to low-amplitude, step-like wings beyond
the bulk states at small energy shifts. These features rapidly grow in amplitude throughout
the intensity profile of the pump/probe.
In contrast to the example of liquid hydrogen studied in the previous section, Fig. 4.11(d)
shows that non-equilibrium contributions dominate the excitation spectrum of the interact-
ing system. Indeed, the DSF of the cold, undriven solid in RPA shows only a non-collective
response. The scattering due to the bulk in particular is strongly suppressed in comparison
to the signal due to the non-thermal populations, which is greatly amplified. It should be
noted that the real part of the dielectric function does not have a root and, thus, these
excitations are not plasmon-like, but instead correspond to the highly transient collective
response of excited states.
4.5.2 Possibility of observing transient non-equilibrium modes
Considering these results in the context of a self-scattering experiment similar to that of
[Fäustlin et al., 2010] suggests that such a platform may enable the study of transient non-
equilibrium collective phenomena. Accordingly, the time-integrated scattered spectrum
Eq. (4.13) expected from such an experiment is shown in Fig. 4.12. As with the liquid
hydrogen case, no bound-free scatter is present in the energy range of interest. Furthermore,
the small k probed is not in the vicinity of the Bragg peaks of solid Al and, thus, the
Rayleigh scattering is expected to be negligible. Given that the absolute power contained
in the interacting DSF is 105 times less than that of the non-interacting system, the absence
of Rayleigh scattering would be highly desirable.
The different curves shown in Fig. 4.12 correspond to different incident FEL fluences
(the highest intensity corresponds to the results shown in Fig. 4.11). For low intensities, the
non-collective scattering from the bulk can be distinguished, although the shifted BAM
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resonances are clearly visible. Increasing the intensity drives more electrons into non-
thermal states and the BAM features dominate. This result has important ramifications
for real experiments with similar setups since the potential to confuse BAM scattering with
plasmons is clear. Misidentifying these features would lead to incorrect interpretations of
data, resulting in erroneous plasma conditions being inferred. This may have significant
implications for measurements of any subsequently derived properties of the plasma.
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Chapter 5
Investigating temperature relaxation
in dense matter using
x-ray Thomson scattering
Following excitation with either a heating laser or probe, the electron distribution inex-
orably relaxes into an equilibrium shape characterised by a well-defined, time-dependent
temperature. For dense matter driven with FEL x-rays, relaxation occurs within c.a. 10–
100 fs following the peak of the pulse, depending on the collision and excitation rates. Over
longer time scales, the electron and ion distributions relax toward full thermodynamic equi-
librium by means of both collisions and interactions between collective excitations. Given
the strong influence of both the electron and ion temperatures on the dynamic and static
structural properties of plasmas, XRTS may be an ideal diagnostic tool with which to
characterise such processes.
In this chapter, the feasibility of using XRTS to measure temperature relaxation in
dense plasmas is considered. The relaxation rates are derived within the same general
quantum statistical framework used to describe the DSF in order to apply to non-ideal
states. Low-density metal foams and solid targets driven to low and high temperatures are
investigated to access different degeneracy regimes. It is shown that foam targets driven
to c.a. T ∼ 20–30 eV yield conditions conducive to such measurements. Calculations of
complementary spectrally- and angularly-resolved XRTS show clear features from which
the time-dependent electron and ion temperature could be determined. Moreover, it is
shown that such measurements may enable distinctions between energy relaxation models
to be made.
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5.1 Modelling temperature relaxation in dense plasmas
The accurate characterisation of temperature relaxation is of fundamental importance to
experiments involving matter under extreme conditions in which energy is preferentially
absorbed into a particular subsystem (the electrons or ions). For example, experiments
have been performed using strong shocks [Ng et al., 1995], VUV-FEL irradiation [Inogamov
et al., 2011] and charged particle beam stopping [White et al., 2012; 2014], resulting with
non-equilibrium states with respect to the temperature.
The subsequent relaxation to local thermodynamic equilibrium is coupled to both the
energy transfer rate and partial equation of state, neither of which are presently well-
understood under such challenging conditions. Moreover, temperature relaxation is a
critically important component of the microphysical models which underpin the large-
scale simulation tools ubiquitously used to design, optimise and analyse such experiments,
e.g. radiation-hydrodynamics.
For the dilute, high-temperature plasmas typically created in laboratory astrophysics
experiments and high-power laser-plasma interactions, temperature relaxation occurs over
relatively long time scales (100 ps–1 ns). High-resolution time-streaked data on the tem-
poral evolution of such states may be obtained using a variety of diagnostics techniques,
including emission and absorption spectroscopy, optical pyrometry and optical Thomson
scattering (OTS). In this regime, the theoretical description of energy and temperature
exchange is mostly described by simple models based on binary collisions in the weakly
coupled limit, which are expected to be robust. Furthermore, uncertainties in the equation
of state properties of near-ideal plasmas are known to be minimal. Nevertheless, no exper-
iments have yet been performed which can claim to have made a direct measurement of
temperature equilibration and, thus, even simple models remain unvalidated under WDM
conditions.
In the case of dense plasmas, equilibration experiments are hampered practically by
significantly faster relaxation rates (1–10 ps), inhibiting high-resolution time-resolved mea-
surements, and theoretically due to uncertainties in the treatment of correlations, partial
ionization, band structure, phase transitions and material properties. In particular, the
contributions of collective excitations to the energy relaxation rate in WDM has recently
been the subject of much research and debate [see, e.g., Dharma-wardana and Perrot,
1998; Hazak et al., 2001; Daligault and Mozyrsky, 2008; Daligault and Dimonte, 2009]. As
XRTS provides in situ measurements of the thermodynamics of dense plasmas, and static
and dynamic information across a wide range of conditions, its potential as a diagnostic
for temperature relaxation is certainly worth assessing.
5.1.1 Governing equations for temperature relaxation calculations
In general, the temporal evolution of the electron and ion temperatures obeys a matrix
equation which couples together the partial equations of state and the energy exchange
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and dissipation mechanisms in the plasma [Vorberger and Gericke, 2012]
(
Cee(Te, Ti) Cei(Te, Ti)
Cie(Te, Ti) Cii(Te, Ti)
)
∂Te
∂t
∂Ti
∂t
 =
(
Zei(Te, Ti) +∇ ·Qe(Te, Ti) +W rade (Te) + Sexte
Zie(Te, Ti) +∇ ·Qi(Te, Ti) + Sexti
)
.
(5.1)
The time-dependence of each term has been suppressed for brevity. In Eq. (5.1), Cab
are the contributions to the specific heat capacities, Zab are the energy exchange rates
between particles and Qa are the heat fluxes characterising heating/cooling by means of
thermal diffusion. For high-temperatures one expects the electrons to also radiate energy
via thermal and line emission, which is accounted for by the radiated power per unit volume
W rade . The radiation from the ions can always be neglected. Furthermore, external energy
sources Sexta are included to model heating mechanism which specifically couple to the
electrons or ions. Note that the nature of the absorption mechanisms themselves will not
be addressed as this is beyond the scope of the present work.
A significant simplification to the governing equation Eq. (5.1) can be made if cross
contributions to the heat capacity are dropped, such that Ca6=b = 0. The cross terms may
be important in strongly screened systems where the electrons modify the structural prop-
erties of the ions, but are usually still small relative to pure electron and ion terms. In this
case, one obtains the two-temperature model of Lin et al. [Lin et al., 2008]. Furthermore,
if the sample is relatively homogeneously heated, e.g. using proton stopping, the thermal
diffusion terms can typically also be neglected. The result is a pair of coupled equations
∂Te
∂t
=
Zei(Te, Ti) +W rade (Te) + Sexte
Cee(Te, Ti)
, (5.2)
∂Ti
∂t
=
Zie(Te, Ti) + Sexti
Cii(Te, Ti)
. (5.3)
A similar set of equations has recently been used to study the electron-phonon coupling
strength in warm dense tantalum using Bragg diffraction [Hartley et al., 2015].
5.2 Energy relaxation rates
5.2.1 Binary collision approximations
The most commonly-used model of energy exchange in plasmas is due to Landau and
Spitzer [Landau, 1936; Spitzer, 1962], which is described in terms of long-range, i.e. small
angle, binary Coulomb interactions between electrons and ions. Starting from a highly
simplified Fokker-Planck collision operator, and considering hyperbolic trajectories, the
energy exchange rate per unit volume between electrons and ions is straightforwardly
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derived to be
ZLSei =
ω2peω
2
pikB(Ti − Te)[
2pi(v2e + v
2
i )
]3/2 ln ΛH, (5.4)
Here, ωpa = ((Z fae)2na/ε0ma)1/2 and va = (kBTa/ma)1/2 are the usual plasma frequencies
and thermal speeds of species a, respectively. The factor ln ΛH = 12 ln(1 + b
2
max/b
2
min) is
the famous Coulomb logarithm written here for hyperbolic orbits [Gericke et al., 2002a].
For higher densities, where degeneracy is important, Eq. (5.4) can be re-derived con-
sidering a FD distribution [Brysk, 1974]. The result is a correction to Eq. (5.4)
ZBei =
F−1(ηe)
De
ZLSei , (5.5)
where F−1(x) = [1 + exp(−x)]−1. Further extensions of the Landau-Spitzer (LS) theory
to moderately- and strongly coupled states have been also been performed by considering
higher-order terms in the collision operator [Li and Petrasso, 1993], quantum mechanical
corrections to classical Coulomb collisions [Brown and Singleton, Jr., 2009], parametri-
sations of empirical data [Bannasch et al., 2012] and effective potentials extracted from
strongly coupled fluid calculations [Baalrud and Daligault, 2013].
A more consistent approach which enables treatment of large-angle scattering is based
on the quantum Boltzmann equation [Klimontovich and Kremp, 1981]. The ensemble
averaged energy change due to electron-ion collisions for a homogeneous, isotropic and
non-degenerate plasma can be shown to give
ZTMei =
2pi
ne~
∫
dpdp′ dq dq′
(2pi~)12
Ee(p)
∣∣∣〈p,p′|TˆRei |q,q′〉∣∣∣2
× δ(Eei(p)− Eei(q))
[
fe(q)fe(q
′)− fe(p)fe(p′)
]
, (5.6)
where Eei(p) = Ee(p) + Ei(p) and TˆRei is the operator for the retarded electron-ion inter-
action defined by the Lipmann-Schwinger equation. Eq. (5.6) is accordingly known as the
T-matrix relaxation rate [Gericke et al., 1996; 2002b].
If the matrix element is interpreted as a generalised scattering cross section then,
upon substitution of the Maxwell-Boltzmann (MB) distribution, one arrives at a multi-
dimensional integral expression which depends on the phases shifts of the electron propa-
gator following scattering in the screened potential of the ion. Numerical solutions for a
Debye potential are fitted to high accuracy using
bTMmax =λDe exp
[
1.65− 0.4 ln[ln ΛH]
1 + (ln ΛH)0.64
]
, (5.7)
where the above replaces the maximum impact parameter used in ln ΛH [Gericke et al.,
2002a]. The T-matrix formula has proved to be extremely effective at reproducing sim-
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ulations of the stopping power of dense, high-temperature plasmas of interest to ICF.
However, a full solution of Eq. (5.6) under degenerate conditions is extremely challenging.
Furthermore, the fit given by Eq. (5.7) is inappropriate for De . 1, restricting its usefulness
for WDM.
Temperature relaxation can also be studied numerically using classical molecular dy-
namics [see, e.g., Benedict et al., 2009; 2012]. For dense plasmas with degenerate electrons,
the electron-ion interaction can be approximately described using pseudo-potentials [Hau-
Riege et al., 2013; Graziani et al., 2014b]. Naturally, such first-principles simulations are
computationally expensive; a problem only exacerbated if small time resolution is required
to capture dynamic processes such as screening. Thus, in order to adequately capture
physics beyond simple models in large scale simulations it is important to investigate mod-
els which are robust over a large range of degeneracies and coupling strengths, and can be
evaluated with relatively little numerical effort.
5.2.2 Contributions from collective modes
A rigorous approach to the exchange of energy between species with well-established but
different temperatures can be constructed in terms of real-time non-equilibrium Green’s
functions, thereby robustly incorporating strong coupling and degeneracy. One can write
the energy exchange rate via the general definition
∂Ua
∂t
≡ ∂
∂t
[
〈Ka〉+ 〈Vaa〉
]
=
∑
b
Zab . (5.8)
Note that although the summation is over all other species in the plasma (b = e, i), the
electron and ions are assumed to be fully thermalised and one therefore has Zee = Zii = 0
and consequently Zei = −Zie. Starting from this completely general definition carries the
strong advantage over alternative approaches as the total energy is conserved rather than
just the kinetic energy, the latter requiring potential energy contributions to be added
through higher-order effects or correction terms.
Following Vorberger et al. [Vorberger et al., 2010], the energy transfer rate is
Zei = − 2
∫
dk
(2pi)3
∫ ∞
0
dω
2pi
ω Vei(k) Im
{
i~L<ei(k, ω)
}
, (5.9)
where the form of the lesser density fluctuation correlation function L<ei(k, ω) is identical
to Eq. (3.20). It is worth restating that this expression is derived in a local approximation
and, thus, is strictly accurate for energy transfers which occur over far longer time scales
than the correlation time. The latter is expected to be well-fulfilled in dense matter, in
which equilibration occurs over 1–10 ps.
The limitation of this approach lies in the difficulties involved with approximating the
polarisation functions, in particular the cross terms Πei(k, ω) and Πie(k, ω). As discussed
96
5.2 Energy relaxation rates
in Chapter 3, the direct correlations between different species arise at second order in the
interaction and, thus, are less important than strong correlations within the electron and
ion subsystems. The latter can be treated within RPA, with strong coupling corrections
accounted for by using LFCs (see Section 3.6.5). Considering equilibrium statistics, and
using the KMS condition (2.95), one can derive from Eq. (3.20)
L<ei(k, ω) =
2 ∆nB(ω)Vei(k) ImLRee(k, ω) ImLRii(k, ω)∣∣1− LRee(k, ω)Vei(k)LRii(k, ω)Vie(k)∣∣2 , (5.10)
where the difference between the two Bose functions is ∆nB(ω) = nBi(ω) − nBe(ω) and
nBa(ω) = [exp(βa~ω)− 1]−1.
Substituting Eq. (5.10) into Eq. (5.9), straightforwardly gives [Dharma-wardana and
Perrot, 1998; Vorberger et al., 2010]
Zei = − 4~
∫
dk
(2pi)3
∫ ∞
0
dω
2pi
ω
∆nB(ω)V
2
ei(k) ImLRee(k, ω)ImLRii(k, ω)∣∣1− LRee(k, ω)Vei(k)LRii(k, ω)Vie(k)∣∣2 . (5.11)
The only potentially restrictive approximation applied in deriving Eq. (5.11) is the diago-
nalisation of the polarisation functions. This expression can therefore be treated as exact
for systems in which the direct electron-ion coupling is not important.
For plasmas in which the electron-ion interaction is sufficiently weak, i.e. Vei(k) → 0,
the renormalisation term in the denominator of Eq. (5.11) which couples the subsystems
together can be dispensed with, giving the Fermi golden rule (FGR) expression
Zei = − 4~
∫
dk
(2pi)3
∫ ∞
0
dω
2pi
ω∆nB(ω)V
2
ei(k) ImLRee(k, ω)ImLRii(k, ω). (5.12)
If the electron-ion interaction is Coulomb-like then one can make the usual transformation
to the product of potentials V 2ei(k) = Vee(k)Vii(k) and write the two screened polarisation
functions in terms of one-component dielectric functions (which dependent only on k due
to the homogeneous and isotropic conditions)
Zei FGR= − ~
pi3
∫ ∞
0
dk k2
∫ ∞
0
dω ω∆nB(ω)
Im εee(k, ω)
|εee(k, ω)|2
Im εii(k, ω)
|εii(k, ω)|2
. (5.13)
The dynamic response properties of the plasma in this approximation are now clear; both
the electrons and ions subsystems support separate, fully self-screening collective modes,
which interact to exchange energy via the direct electron-ion interaction Vei(k).
If the denominator in Eq. (5.11) is retained, one finds the coupled modes (CM) formula
Zei CM= − ~
pi3
∫ ∞
0
dk k2
∫ ∞
0
dω ω∆nB(ω)
Im εee(k, ω)Im εii(k, ω)
|ε(k, ω)|2 . (5.14)
The CM expression (5.14) differs from the FGR result (5.13) in that the screening for both
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Figure 5.1: (a): Comparison of various models for the energy transfer rate commonly used
in radiation-hydrodynamics codes compared to the reduced models explored in this work at
low- (a) and high (b) densities at Ti = 0.86 eV. The T-matrix fit curves are not appropriate
under degenerate conditions, here arbitrarily delineated by De = neΛ3e/2 > 0.1.
the electronic and ionic subsystems is provided the two-component dielectric function.
In the case of the electrons, the screening due to the ions does not greatly affect the
plasmon mode structure as the ion density response is negligible at high frequencies. On
the other hand, the ion excitations are significantly modified due to screening. The physics
is identical to that underpinning the development of the ion acoustic mode from the bare
ion plasmon [Vorberger and Gericke, 2009].
5.2.3 Comparison of energy transfer models
A comparison of the energy transfer models discussed so far is presented in Fig. 5.1 for the
simple case of fully-ionized hydrogen at densities relevant to WDM and highly-compressed
ICF plasmas. The FGR and CM calculations have been provided courtesy of J. Vorberger,
and are based on full numerical solution of Eqs. (5.13) and (5.14) for Ti = 0.86 eV (104 K).
For simplicity, the electron and ion polarisation functions have been calculated in RPA.
Under weakly coupled conditions (marked by the vertical dashed lines) one expects
the binary collision-type models to be valid. Indeed, good agreement with the FGR curves
is seen for both densities in the limit Te → ∞, where the energy transfer rate scales
as ∼ n2e ln(Te/ne)/T 1/2e . However, none of the models which neglect electron-ion mode
coupling reproduce the results of the CM results in this limit, where the CM rate is around
half as fast as all others [Vorberger and Gericke, 2009].
As the electron and ion temperatures becomes comparable, the binary collision models
yield slower rates at low densities. Conversely, for higher densities the rates are significantly
overestimated, before peaking and falling sharply. Note that large-angle scattering correc-
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tions do not significantly affect any of the results in the weakly degenerate regime where
the fitted form of the Coulomb logarithm (5.7) is valid, even for moderately coupled states.
It is also interesting to note that the Brysk model gives extremely slow relaxation rates
under strongly degenerate conditions where it would be expected to be a better estimate
than the LS model.
5.3 Heat capacities
The thermalisation of energy into heat is governed by the heat capacities of the electron
and ion subsystems, which are also functions of the thermodynamic state. For a system of
constant volume, V, these are determined by
Cab =
∂Ua
∂Tb
∣∣∣∣
V
. (5.15)
The determination of the internal energy contributions of electrons and ions in dense
plasmas is important to many areas of current interest, such as first-principles calculations
of the equation of state [Morales et al., 2012; Vorberger et al., 2013].
5.3.1 Electronic heat capacity
The pure electronic contribution Cee may be determined from first principles simulations in
terms of the density of states g(E) [see, e.g., Lin et al., 2008; Hartley et al., 2015]. If strong
electron-ion correlations, e.g. bound states, can be neglected one may instead attempt to
calculate the internal energy using a quantum statistical perturbation approach. This
level of approximation is applicable to the present work since the DSF is considered in
linear response (see discussion in Chapter 3), in which the electrons and ions interact only
indirectly via screening.
Within a quantum statistical approach, the mean energy of a strongly coupled electron
gas can be developed via a series expansion in terms of the interaction strength. Terms
up to second order have previously been considered [Kremp et al., 2005; Vorberger et al.,
2013], but are numerically expensive to evaluate and will therefore not be considered in this
work. In terms of the specific heat capacity, the leading order term is the ideal contribution
C idee(Te; ηe) =
∂
∂Te
[
3
2
nekBTe
F3/2(ηe)
De
]
. (5.16)
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In general, Eq. (5.16) must be calculated numerically but has the well-known limiting cases
C idee(Te; ηe) =

3
2
nekB : ηe → −∞ (De  1)
pi2nekB
2
(
4
√
pi
3De
)2/3
: ηe → +∞ (De  1)
. (5.17)
Fig. 5.2 shows the ideal contributions to Eq. (5.17) as a function of electron density
and temperature. Clearly, the most important behaviour to capture in the context of
temperature relaxation is the transition from a low-heat capacity state in the initial cold
target to the non-degenerate limit as the electrons are heated.
5.3.2 Ionic heat capacity
For the ions, one may assume non-degenerate statistics as usual, such that the ideal part
of the pure ionic contribution Cii is simply
C idii =
3
2
nikB. (5.18)
The excess ion energy contribution due to screened correlations in a two-component plasma
can then be calculated within the classical fluid description [Hansen and McDonald, 1990;
Ichimaru, 1982]. The total ionic heat capacity is
Cii(Te, Ti) =C
id
ii + C
corr
ii (Te, Ti)
=
3
2
nikB
{
1 +
1
6pi2kB
∂
∂Ti
∫ ∞
0
dk k2 [Sii(k;Te, Ti)− 1] V
C
ii (k)
εee(k, 0;Te)
}
. (5.19)
Electronic screening influences both the effective ion-ion potential and subsequently
the ion structure, thereby introducing dependence on the electron temperature. This is one
of the sources of the cross contributions to the heat capacity. The nature of the screening
is particularly important since the decay of the the ion-ion interactions limits contributions
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Figure 5.3: (a): Normalised ionic heat capacity Cii/32nikB of fully ionized hydrogen for
various ion temperatures at a density of ni = 1023 cm−3. (b): Effect of varying the ion
density with Ti = 1 eV. The static structure factor is calculated in the HNC approximation
using both the FWS and Debye potentials to include electronic screening.
from short range correlations in strongly coupled states at large k. Thus, one expects the
heat capacity of ions screened by the FWS and DH static dielectric functions to differ
significantly for degenerate conditions. The static correlations between the ions can be
accurately accounted for using the HNC approximation.
To evaluate Eq. (5.19), the derivative of the ion structure with respect to the ion
temperature must be taken. Here, this is approximated by computing the SSF at three
temperatures {(1− δT ), 1, (1 + δT )} × Ti, where Ti is the ion temperture of interest and
δT  1, fitting a quadratic AT 2i +BTi + C to the results and setting Ccorrii = 2ATi +B.
As a simple example, Fig. 5.3 shows the normalised ionic heat capacity Cii/32nikB of
fully-ionized hydrogen at Ti = 1 eV for a wide range of dense, non-equilibrium states.
For all cases, the screening of the ion-ion interactions resulting from the Debye and FWS
potentials are compared; the ion structure is calculated from the HNC method with the
corresponding potentials for consistency. As expected, the results show that the correlation
contribution is small for lower densities and higher ion temperatures, but gives a significant
correction to the ideal term under strongly coupled conditions. Given the strong depen-
dence of the excess contribution (5.19) on the effective ion charge, both directly from the
interaction potential and indirectly via the SSF, significantly stronger deviation from the
ideal case is expected for more highly charged ions.
The largest deviations from the ideal heat capacity arise for strongly coupled and
strongly non-equilibrium states. In particular, if the ions are fixed at low temperature and
high density, the correlation term increases as the electrons are strongly heated since the
screening becomes weaker and the ion structure tends to a more strongly coupled pure
Coulomb system. In the low temperature limit the screening tends to the Thomas-Fermi
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model and ceases to be temperature-sensitive. The transition between these limits occurs at
higher electrons temperatures as the Fermi energy (electron density) increases. Considering
the full k-dependence of the screening via the FWS dielectric function decreases the heat
capacity further in this regime as ion correlations at large k are more effectively shielded.
Nevertheless, the simple Debye-like screening cloud provides a reasonable estimate of the
correlation contribution over the full range of conditions.
5.4 Results for the temperature evolution
A series of relaxation calculations are now performed in order to assess the suitability of
XRTS for measuring temperature equilibration. Volumetrically and isochorically heated
targets are considered in order to eliminate the complications associated with thermal dif-
fusion and hydrodynamic motion. Accordingly, energy absorption into the ions can also
be neglected. The target material is taken to be pure aluminium since this is a well-
characterised standard material which is likely to be used to realise such experiments. Dif-
ferent degeneracy regimes are accessed by considering a low density foam (ρ = 0.2 g cm−3)
and a typical solid target (ρ = 2.7 g cm−3).
Within the limited scope of this chapter, the energy relaxation can be investigated
numerically by solving Eq. (5.2) using finite-difference integration
Te(tj+1) ≈Te(t0) +
Nt−1∑
j=1
δtC−1ee (tj)
[Zei(tj) +W rade (tj) + Sexte (tj)] , (5.20)
Ti(tj+1) ≈Ti(t0)−
Nt−1∑
j=1
δtC−1ii (tj)Zei(tj), (5.21)
where Nt is the number of time steps. Whilst relatively crude, this method of solution
converges provided that δt = tj+1− tj  Ta(∂Ta/∂t)−1. Note that the energy exchange is
assumed to be perfectly thermalised between subsequent time steps. This may be inaccu-
rate for strongly driven targets, e.g. using FELs, or for the very small time steps required
to adequately resolve periods of rapid temperature change such as heating.
In these calculations, the temperature and density dependence of the ionization of the
target is estimated using a simple model
Z¯ fi(ρ, Te) =
{[
Z¯ fi(T = 0)
]4
+
[
Z¯ fTF(ρ, Te)
]4}1/4
, (5.22)
in which Z¯ fi(T = 0) = 3 is the mean ionization of cold aluminium, and Z¯
f
TF(ρ, Te) is given by
the well-known parametrisation of Thomas-Fermi theory [Saltzmann, 1998]. Furthermore,
due to the numerical intensity of the FGR and CM models, accurate reduced approaches
[Chapman et al., 2013a] have been implemented. The details of these reduced models
(referred to as RCM and RFGR) are covered in appendix B.
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Figure 5.4: Time evolution of temperature relaxation in foam (bottom panels) and solid (top
panels) aluminium. (a,b): Energy transfer rates. (c,d): Electron and ion temperatures. In
both cases, the electrons at are initially at Te(t0) = 1 eV (left) and Te(t0) = 10 eV (right).
No energy absorption from an external source or radiation losses are considered.
5.4.1 Pure equilibration dynamics
The importance of the various components of Eqs. (5.20) and (5.21) the to relaxation
dynamics can be studied with a simple test case. For this purpose, a two-component
system of electrons and ions at well-defined and initially clearly separated temperatures is
considered. Energy absorption and radiative losses are both neglected in this case. The
initial temperature of the electrons is set at Te(t0) = 1 eV and Te(t0) = 10 eV; these
conditions are readily achievable using short-pulse laser-driven protons. In both cases, the
initial temperature of the ions is set at Ti(t0) = 0.1 eV > TmeltAl in order for a fluid-based
description to be valid.
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Of particular interest are the predictions of the different classes of the energy transfer
rate, i.e. theories based on binary collisions and collective modes, and the contributions of
non-ideal corrections. Fig. 5.4 shows that similar trends can be seen for all cases studied.
In particular, the binary collision energy transfer rates are significantly slower, leading
to longer equilibration of the system. Interestingly, no readily discernible coupled mode
effect can be seen between the calculations using the RFGR and RCM models, except at
extremely early times (see shaded regions in Figs. 5.4(a) and 5.4(b)) which affect neither
the equilibration time nor the final equilibrium temperature.
The small coupled mode effects are most pronounced and persistent in the case of low
density and large initial temperature separation as the electronic screening of the acoustic
modes is largest and the frequency of the interactions decreases with decreasing density.
From these results, it is reasonable to conclude that the RFGR gives a reliable estimate of
the energy transfer rate over the range of conditions of interest this work. Furthermore,
the Brysk model gives the least reasonable equilibration times for all cases.
The contributions of strong correlations to the partial equation of state, i.e. the ionic
heat capacity, show a significant deviation from the ideal contribution in all cases. As
expected, the largest effects occurs for the most strongly coupled conditions, where the
increased heat capacity results in a lower final equilibrium temperature. The coupling
to the electrons also feeds into the evolution of the ionic subsystem by screening the
correlations; states with higher ionic heat capacity slow the cooling of the electrons, which
leads to weaker screening and therefore stronger correlations. The results demonstrate
that the equilibration time is strongly affected by the rate at which energy is exchanged
but is largely independent of how efficiently it is thermalised. In general, it is clear that
non-ideal physics is crucial to understanding the time-evolution of dense plasmas.
5.4.2 Laser-driven targets
The simple model considered thus far demonstrates that relaxation in dense plasmas is
likely to be challenging to measure experimentally, and that the equilibration is expected
to occur on similar time scales to typical heating mechanisms. The scenario of clearly
separated initial electrons and ion temperatures is therefore rather artificial and, thus, the
heating of the electrons is now also treated.
As discussed, the external energy source is assumed to be driven by a laser pulse. The
power profile is taken to be of Gaussian shape
Plaser(t) =P0 exp
[
− ln(16) (t− tpeak)
2
∆2t
]
, (5.23)
where P0 ∼ 1 PW is the peak laser power and ∆t ∼ 0.5 ps is the FWHM; these are
reasonable values for modern high-power laser facilities such as Orion or Vulcan. Of course,
only a small fraction of the energy of the driver is typically absorbed and, moreover, the
absorption efficiency varies with the plasma conditions. Here, the absorption is assumed to
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be constant fabs = 0.1, which is consistent with simulations of short-pulse laser irradiated
solids [Gibbon, 2005]. The source term in Eq. (5.20) can therefore be written as
Sexte (t) = fabsne(t)Plaser(t). (5.24)
Finally, the power density term due to radiation losses is estimated from a simple
analytic expression for Bremsstrahlung emission [Atzeni and Meyer-ter-Vehn, 2004]. Ad-
ditional radiation losses via line emission are difficult to calculate, requiring solution of
the rate equations for the full range of atomic configurations [Chung et al., 2005], and are
beyond the scope of this work.
The results of initially cold, laser-driven calculations for low density aluminium foam
are shown in Fig. 5.5. The sharp rises in the energy exchange rate and electron temperature
coincides with the onset of the heating pulse (shown at the bottom of Fig. 5.5(a)). The
peaks in the latter coincide with the trailing wing of the pulse, around t = 1.5 ps, after
which the energy exchange overtakes the heating. Once again, the relaxation rates based
on binary collision approximations and collective modes give very different results whilst
models within the two classes of approximation are very similar. This is not surprising for
the LS and Brysk models since the plasma is rapidly heated into a non-degenerate state
and the correction term in Eq. (5.5) tends to unity.
In the case of the RFGR and RCM models, a very small coupled mode effect occurs
during the electron heating phase, as shown by the shaded region between the two curves
in the inset of Fig. 5.5(a). This difference arises due to the screening of the ion density
fluctuations by free electrons, shifting the positions of the peaks in the ion mode spectrum
and increasing the damping. Nevertheless, the effect is too small to produce any discernible
impact on the evolution of either the rates or temperatures.
In terms of the temperature evolution, the slower rates predicted by the LS and Brysk
models allow a slightly higher maximum electron temperature to be reached, although the
initial heating profile is indistinguishable from that produced by the RCM and RFGR mod-
els. On the other hand, the heating of the ions is far slower if collective mode contributions
are ignored, taking over twice as long to equilibrate with the electrons.
Considering a solid density target increases the electron density of the calculations
by a factor of ten, greatly accelerating the equilibration of the system and increasing the
importance of electron degeneracy. This is evident in the slower energy exchange rate
predicted by the Brysk model. On the other hand, the degeneracy is not high enough
to affect the collective mode models since the ion temperature rapidly exceeds the Fermi
energy. In contrast to the foam case, no difference between the two curves can be seen for
the solid target, despite the fact that the coupled mode effect is known to increase with the
electron density. This behaviour is due to the significantly smaller temperature separation
resulting from the more rapid equilibration; this is an example of the importance of the
coupling and feedback between the relaxation rates and the temperature evolution.
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Figure 5.5: (a): Evolution of the electron-ion energy relaxation rates in isochorically heated
aluminium foam (ρ = 0.2 g cm−3), initially at Te(t0) = Ti(t0) = 0.1eV. (b): Corresponding
temperature relaxation. In both panels, the energy relaxation rates are calculated in the
hyperbolic Landau-Spitzer (LS), Brysk, reduced Fermi golden rule (RFGR) and reduced
coupled modes (RCM) approximations. The inset in panel (a) shows a small coupled mode
effect can be seen near the peak of the heating pulse. In panel (b), the equilibration times
for each model are shown by the colour-coded vertical lines.
In terms of the electron and ion temperatures, the solid target achieves a slightly
lower peak electron temperature and a slightly higher equilibrium temperature than the
foam target. As before, no significant differences between the initial heating profile of the
electrons can be distinguished, although the relative difference between binary collision-
based and collective mode-based energy exchange rates is larger during the cooling phase.
Due to the shorter equilibration time in the solid target, as well as the necessity of ac-
counting for non-ideal physics in the heat capacities and relaxation rates, one may conclude
that a foam target would be more conducive to making viable XRTS measurements.
5.5 Diagnosing temperature relaxation using x-ray scattering
It is straightforward to post-process the temperature relaxation calculations using the
MCSS code outlined in Chapter 3 to produce a synthetic, time-dependent scattered power
spectrum. However, it is not immediately clear how to maximise sensitivity of the XRTS
diagnostic to both the electron and ion temperatures, e.g. using geometries conducive
to collective or non-collective scattering, and, thus, a brief review of previous work to
implement such techniques is warranted.
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Figure 5.6: Energy relaxation rate and temperature evolution calculations for solid alu-
minium (ρ = 2.7 g cm−3), as described in Fig. 5.5.
5.5.1 Previous attempts at relaxation measurements using scattering
In pioneering work by Froula et al. [Froula et al., 2002; 2006b; 2007], a scheme for simulta-
neous measurements of electron and ion temperatures using collective OTS was developed
for low-density, high-temperature laser-ablated plasmas. Here, beryllium foil targets were
doped with low concentrations of gold impurities and the scattered spectrum was recorded
around the low-frequency (acoustic) and high-frequency (plasmon) resonances simultane-
ously. Electron density and temperature information obtained from fitting to the resonance
position and damping of the plasmons was used in combination with similar measurements
of the acoustic spectra to constrain the ionization state of the gold and the ion tempera-
ture (the beryllium and gold ions are assumed to be in equilibrium with each other). In
particular, the ion temperature measurement is enabled by fitting the relative damping of
the distinct acoustic modes of two species of ions.
In principle, this scheme could be applied to XRTS, enabling access to relaxation
measurements within the range of densities of interest to this work. Unfortunately, this
is not currently feasible due to a number of practical considerations: Firstly, spectrally-
resolved x-ray measurements of the acoustic modes are extremely difficult to resolve using
crystal-based spectrometers, although recent advances using seeded x-ray FELs are showing
promising results. Secondly, time-resolving the scattering over sub-picosecond time scales
is not currently possible, even using state-of-the-art streak cameras. Finally, the theoretical
description of dynamic ion correlations on which analysis of such data would crucially rely
is not yet sufficiently well-developed.
With respect to the experimental restrictions of making time-resolved measurements,
a more practical approach might be to take multiple shots of properly metrologised targets
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and vary the pump-probe delay in order to build up a picture of the relaxation. Indeed,
time-dependent measurements of evolving WDM systems have been successfully performed
[Kritcher et al., 2011a;b; Fletcher et al., 2013; 2014], albeit over far longer time scales than
those presently of interest.
5.5.2 Practical considerations for XRTS measurements
A novel platform for x-ray FEL scattering on laser-driven shock-heated matter has recently
been described [Gauthier et al., 2014]. This platform enables angularly- (wave number) and
spectrally-resolved scattering spectra to be taken simultaneously, thus combining aspects
of alternative XRTS-based proposals [Riley et al., 2000; Gregori et al., 2006b]. Similarly
to the OTS-based scheme of Froula et al., the setup uses fitting of the high-frequency
dynamic structure to estimate the properties of the electrons, i.e. number density and
temperature. This information is subsequently used to constrain the ion temperature from
the low-frequency scattering. The main difference to the scheme of Froula et al. is that here
the ion mode spectrum cannot be resolved and, thus, the k-dependent elastic scattering
strength is used instead.
Although utilising FEL probes is attractive for the present application due to the
extremely short pulse lengths that can be produced such high-intensity x-ray sources may
also significantly perturb the plasma, as discussed in chapter 4. Since the detailed dynamics
of the creation and relaxation of non-equilibrium electrons distributions cannot easily be
incorporated into the present model, the probe is assumed to be ideal and non-perturbative.
X-ray scattering data from foam targets with similar densities to those of interest here
have previously been used [Gregori et al., 2008] using He-α emission at Ei = 4.75 keV from
laser-driven Ti foil. In those experiments, the scattering was viewed through θ = 95◦ to
access the non-collective regime. Presently, the collective scattering regime is preferable
as it potentially yields more simultaneous information on the plasma. The decreased total
signal strength associated with small scattering angles is adequately compensated by the
high brilliance of the proposed FEL probe. For the conditions predicted for the relaxation
shown in Fig. 5.5, collective scattering can be accessed for Ei = 3 keV and θ = 10◦.
Finally, one must consider the restrictions associated with the widths of the spectral
features. Using the probe energy and scattering angle discussed, the plasmon shift is
expected to be near ~ωpl(k) ∼ 10 eV with widths close to ∆pl(k) ∼ 5 eV. Thus, the x-ray
source function Σ(ω) (including the width of the FEL source, resolution of the detector and
any source broadening effect) must be around 1 eV to clearly resolve the spectral features.
5.5.3 Spectrally resolved inelastic scattering
The time evolution of the spectrally resolved inelastic scattering corresponding to the
relaxation of heated aluminium foam are shown in Fig. 5.7. The temporal range shown
corresponds to the equilibration time for the RCM energy relaxation model. For the
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Figure 5.7: Calculations of the time-dependent XRTS spectra and lineouts for the evolution
of aluminium foam predicted by electron-ion relaxation rates according to the RCM model,
panels (a) and (b), and the LS approach, panels (c) and (d), models. In each case, the free-
free contribution to the total inelastic scattering are calculated within a weakly coupled
approach (RPA) and including screened electron-ion collisions and local field corrections
(BMA+LFC). In panels (a) and (c), the vertical white strip corresponds to the elastic
scattering (Rayleigh feature), which is c.a. 20 times more intense than the plasmons on
this scale and is therefore saturated. The bound-free inelastic scattering is treated via the
impulse approximation.
spectrally resolved spectra, the inelastic scattering resulting from weakly coupled RPA
calculations is compared to the BMA model Eqs. (3.73) and (3.74) to account for electron-
ion collisions and further includes static local field corrections via Eq. (3.71). The impulse
approximation Eq. (3.80) is used to describe the bound-free transitions.
An immediate and clear feature of the inelastic scattering spectra is the importance
of collisions on the shape of the plasmons. Most notably, the BMA yields plasmons which
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are significantly broadened and slightly downshifted relative to RPA results. Moreover,
at very early times the plasmon is undamped in RPA (no Landau damping), whereas
collisional damping yields a clear (although low amplitude) downshifted peak (Figs. 5.7(b)
and 5.7(d)). The electron temperature around this time is sufficiently low that no upshifted
peak can be seen on this scale. For these calculations, the electron-ion collision frequency
is based on an average atom approach according to Eq. (5.22).
During the heating phase, the increasing temperature and ionization (electron density)
of the target can be seen from the rapidly increasing plasmon dispersion and damping and
via the detailed balance between the downshifted and upshifted peaks. The spectra relating
to the RCM and LS relaxation calculations are very similar during this phase, reflecting
the similar heating profiles. Following the peak of the laser pulse the two sets of spectra
begin to subtly diverge as the LS model yields a higher peak temperature and longer
equilibration time. In particular, the difference in the equilibration times is evident from
the observation that the plasmon shape effectively ceases to evolve beyond 3 ps in the RCM
case, whereas a steady evolution toward the final equilibrium state can be seen in the LS
case. Nevertheless, the differences are small and are not likely to be differentiable from
experimental data. These results further highlight the insensitivity of inelastic scattering
to the ion temperature since the RCM and LS models predict very different ion heating.
5.5.4 Angularly resolved elastic scattering
The sensitivity of the XRTS diagnostic to the ion temperature required to make an equili-
bration measurement is based on the evolution of the angularly-resolved elastic scattering,
primarily via the static structure of the ions. Measurements of the ion heating are expected
to be manifest as a clear broadening of the peaks in the SSF. Moreover, the electron tem-
perature may also be measured from this feature by the variation of screening at small k,
further constraining estimates from fitting the inelastic spectra.
Presently, only the mean ionization state of the target is given by Eq. (5.22). This
presents a problem for calculation of the Rayleigh amplitude WR(k) in the MCSS code
since the precise partitioning of different charge states can affect correlations between ions,
and the strengths of contributions due to the bound electrons and screening cloud. One
could determine a realistic charge state distribution for the plasma by solving a degeneracy-
corrected Saha-Boltzmann equation for each time step. However, since more significant
uncertainties in the precise shape of the Rayleigh feature are expected to arise due to, e.g.,
the ion-ion potential and screening cloud, such details are neglected here for simplicity.
Instead, a straightforward mechanism of coupling the average atom-like relaxation
calculations to Eq. (3.27) is given by considering contributions from ions with integer charge
states adjacent to the mean value. This is similar to the approach used in the well-known
XRS modelling code [Gregori et al., 2003]. The closest integer charge states,
Z f0i = floor(Z¯
f
i), Z
f1
i = Z
f0
i + 1 (5.25)
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Figure 5.8: Calculations of the time-dependent elastic Rayleigh scattering for the evolution
of aluminium foam predicted by RCM, panels (a) and (b), and LS, panels (c) and (d),
energy relaxation models. Weakly screened systems are considered using a Coulomb po-
tential, whereas the importance of screening is demonstrated using a Debye potential. The
initial correlations are sufficiently strong that the primary correlation peak is significantly
larger than the scattering throughout the relaxation phase.
are used, which are treated as distinct species within the multicomponent formalism of the
DSF. The number densities of these states are then given by
n0i = (1− δZ)n¯i, n1i = δZn¯i (5.26)
in order to fulfil quasi-neutrality, i.e. ne = Z f0i n
0
i + Z
f1
i n
1
i = Z¯
f
i n¯i, where δZ = Z¯
f
i − Z f0i .
For the angularly resolved scattering, the electron-ion interaction in the screening cloud
is taken to be a Coulomb potential screened by the FWS dielectric function, Eqs. (3.33) and
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(3.35). Since the dependence of the short-range correlation part of the ion-ion interactions
on the density and temperature is not well understood, here only bare Coulomb and Debye
potentials are considered in the HNC approximation. The importance of screening is
clearly shown in Fig. 5.8 for both energy transfer models. The Thomas-Fermi screening of
the initially cold state leads to filling of the correlation hole present in a weakly-screened
Coulomb-like system.
During the heating phase, the screening length in the Debye system decreases in the
transition from degenerate to non-degenerate states, leading to the formation of a correla-
tion hole. This gradually refills following the laser pulse as the electrons cool and the ions
are heated. The difference between the RCM and LS models is also clearly evident during
this phase as the structure remains significantly more strongly coupled for the latter (see
Figs. 5.8(b) and 5.8(d)).
From these results, the ion temperature can be determined from the changing strength
of the ion correlations. Moreover, such measurements may also serve to distinguish between
different energy transfer models. Note that an important deficiency of these conclusions is
that the ion-ion interaction is likely to be stronger than the Debye potential, e.g. similar to
the SRR or CSD potentials discussed in Section 3.5.3. Nevertheless, the ion temperature
can still be determined if the ion interactions are weakly screened.
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Chapter 6
Spatial inhomogeneity effects
for large-scale plasmas
Thus far, the (time-dependent) plasma conditions have been assumed to be uniform through-
out the sample under study. Due to limitations on the energy of laser-driven x-ray sources
that have, until recently, been available, the volume of material which can be studied using
XRTS has been restricted to a few hundred cubic microns. The plasma can then often
be treated as homogeneous. With the advent of megajoule-energy laser facilities, such
as the National Ignition Facility, significantly brighter x-rays sources capable of probing
large (millimetre-scale) targets can be produced. Spatial gradients in locally equilibrium
conditions may therefore be present throughout the sampled volume.
In this Chapter, the detailed modelling of a series of recent experiments performed
at the NIF is presented. In these experiments, a series of convergent shocks are driven
by hohlraum radiation into millimetre-scale plastic spheres, creating pressures exceeding
1 Gbar in the core region upon shock stagnation. The passage of such strong shocks leads
to highly inhomogeneous plasma conditions throughout the volume illuminated by the x-
ray probe. In addition to complicating the spatially integrated signal, the gradients in
temperature and density lead to a non-uniform opacity profile. The transport of the x-ray
probe through this dense, partially opaque matter is also expected to influence the shape
of the spectrum. The importance of plasma gradients to the interpretation of the expected
spectrum is quantified by statistical analysis.
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6.1 Experimental platform for EOS measurements at the NIF
The development of an experimental platform for the NIF to study the EOS of polyα-
methylstyrene plastic (CH) at ultra-high pressures along the principal Hugoniot has re-
cently been presented by Kritcher et al. [Kritcher et al., 2014]. A schematic representation
of the experimental configuration is shown in Fig. 6.1(a). The experiments use a platform
based on the well-characterised 1D convergent ablator (1D ConA) design developed during
the National Ignition Campaign (NIC). The hohlraum is driven by 184 beams in 46 quads
with a total energy of 1.3 MJ at a wavelength of 351 nm, yielding radiation temperatures of
up to 280 eV. The resulting radiation drive launches a series of four shocks which coalesce
at a radius of 750µm to produce a single strong converging shock wave. The remaining 8
beams are directed to a 5µm thick Zn backlighter foil mounted 7.5 mm from the centre of
the plastic sphere, producing a high-energy source of He-α radiation peaked around 9 keV
(see example spectrum in Fig. 6.1(b)). The divergence of the x-ray source illuminating the
target is primarily controlled by the large backlighter stand off, and is further collimated
by a 200µm tall slit in the hohlraum wall (2.4 mm wide in the equatorial plane).
The implosions are diagnosed using streaked x-ray radiography, emission spectroscopy,
penumbral imaging and also scattering of the backlighter probe. The radiography is used to
determine shock speed, mass density and opacity profiles in the target [Swift et al., 2012],
whereas the size and temperature of the central hot spot created upon stagnation are
obtained by penumbral imaging [Bachmann et al., 2014] and self emission [Kraus et al.,
2014], respectively. The XRTS measurements are made using a gated, high-efficiency,
mono-angle crystal spectrometer [Döppner et al., 2014] under a small range of scattering
angles θ = 84.5◦ ± 6.0◦. These independent measurements will provide the complemen-
tary data needed to self-consistently constrain the uncertainties of the experiment. The
work presented in this chapter is focussed on the development of the theoretical capability
required to robustly analyse the XRTS data.
6.1.1 Expected properties of scattering measurements
The experiments have been modelled by A. Kritcher using experimentally-informed ra-
diation drive models in the NIC design code HYDRA [Marinak et al., 1998; 2001]. The
simulations suggest that pressures in excess of 1 Gbar are reached upon shock stagnation,
as shown by the cell trajectories plotted in Fig. 6.2(a). The XRTS measurements are made
after shock stagnation, tstag (all times quoted in this chapter are relative to the stagnation
time), at which the conditions throughout the target range between 0.1 – 40 g cm−3 and 10 –
2000 eV, respectively. The wave number of density fluctuations probed by the x-rays is
k ≈ 2ki sin(θ/2) = 5.9 – 6.4Å−1, yielding scattering parameters in the range α ≈ 0.02 – 0.5.
Accordingly, the scattering is expected to be non-collective throughout the whole target,
directly sampling the electron distribution from the width of the inelastic scattering feature
and, thus, enabling measurement of the temperature of the target.
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(a) NIF hohlraum for Gbar EOS experiments.
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Figure 6.1: (a): Schematic representation of the hohlraum configuration showing the rela-
tive positions of the radiography and XRTS diagnostics with respect to the x-ray source.
(b): Example of the 9 keV Zn He-α source used to probe the imploding sphere. (c): VIS-
RAD rendering of the experimental platform from the perspective of the MACS detector.
The CH target (pink sphere) is visible through the upper laser entrance hole (LEH) of
the hohlraum. Elements of this figure have been reproduced with permission from High
Energy Density Physics © 2014 Elsevier Publishing and Journal of Physics: Conference
Series © 2014 IoP Publishing.
In the previous chapter, it was shown that electron-ion equilibration in dense, highly
ionized and strongly coupled plasmas is extremely rapid, occurring on time scales . 1 ps.
Relative to the hydrodynamic evolution of the target, which generally occurs on time
scales many order orders of magnitude slower, the plasma can therefore be treated in local
thermodynamic equilibrium. Nevertheless, the bulk evolution may still be fast enough
for significant spatial gradients to be present on scale lengths of 10 – 100µm. Indeed,
Fig. 6.2(b) shows several distinct regions in the target which are produced by the passage
of the shock. Moreover, the strongly inhomogeneous state persists throughout the duration
of backlighter probe and, thus, must be accounted for in modelling and analysis of XRTS
measurements.
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Figure 6.2: Output from 1D HYDRA simulations courtesy of A. Kritcher. The cell trajec-
tories (a) for several times before and after shock stagnation show the plasma is expected
to mostly be in the non-degenerate regime except in the ablator region at the time of
measurement. Radial profiles (b) of the temperature, mass density and mean ionization
vary strongly throughout the target due to convergence of the shocks.
The simulations suggest that a hot, high-density core of radius . 50µm is formed
at the centre of the imploding target following shock stagnation. This region reaches the
extreme pressures ∼ 1 Gbar of interest to the experiment. This core is surrounded by a
larger bulk of shocked plasma at 8-fold compression and around 100 – 200 eV. In the ablator
shell, the density profile peak exceeds 12-fold compression whilst remaining at low (∼10 eV)
temperature, and is therefore strongly coupled and partially degenerate. Further outward,
the target is enveloped by a quasi-isothermally expanding corona of high-temperature, low-
density blow-off plasma. As shown by Fig. 6.1(c) the detector views the a large portion of
the hohlraum interior through the upper laser entrance hole of the hohlraum, such that
the total XRTS signal observed must fully account for spatial inhomogeneity of the target.
Finally, the blurring due to the finite time resolution of the detector should also be
included in a rigorous simulation of the expected spectrum. This is currently limited by
the micro-channel plate response of the applied gated x-ray detector to 100 ps. On this
time scale the rebounding shock front moves roughly 20µm, expanding the volume of the
hot high-density core. However, the conditions in the surrounding bulk of shocked plasma,
from which the majority of the XRTS signal is expected to originate, do not significantly
evolve. The temporal blurring of the signal is therefore negligible.
6.2 Description of XRTS from inhomogeneous plasmas
Scattering from inhomogeneous plasmas has previously been considered in high-temperature
laser-produced plasmas probed with optical [Wang et al., 2005; Glenzer et al., 1999a] and
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UV [La Fontaine et al., 1993] lasers, optically-pumped XUV sources [Baldis et al., 2002],
and WDM probed with soft x-ray free electron lasers [Thiele et al., 2010; Sperling et al.,
2013] and laser-driven hard x-ray sources [Falk et al., 2013]. In all cases, significant effects
on the shape of the excitation spectrum for both ion acoustic and plasmon modes have
been shown to result from gradients in the plasma conditions.
Primarily, the effect of gradients is due to different regions of the target having differ-
ent scattering powers. This effect becomes further complicated if the sampled volume is
large since widely separated regions scatter the probe toward the detector with different
scattering angles; this is known as source divergence or k-blurring [Glenzer et al., 2007].
Finally, for high-density targets the opacity may be sufficiently high that the probe is sig-
nificantly attenuated as it propagates [Chapman et al., 2014]. This means that regions
of the target corresponding to longer total transit path lengths, i.e. the total distance the
probe must travel in order to penetrate the target to the point of interest and subsequently
leave the target in the direction of the detector, experience a reduced probe intensity and
therefore contribute less to the total scattered signal. Furthermore, the spectral profile of
the probe may also change as it propagates if the spectral variation of the opacity over the
frequency range of the detector is significant.
It is straightforward to generalise the form of the scattered power spectrum at the core
of the MCSS code Eqs. (1.33 - 1.35) to accommodate the additional effects that must be
considered for inhomogeneous targets
∂2Ps
∂Ω∂ωs
∝
∫
V
dR n¯i(R)
{
Ii(ω,R) ∗
∫ θmax
θmin
dθ F (θ)
∂2σ(ω, θ;R)
∂Ω∂ωs
}
, (6.1)
∂2σ(ω, θ;R)
∂Ω∂ωs
= σT
(
ωs
ωi
)2 [
WR(k(θ);R)δ(ω) +WC(k(θ), ω;R)
]
, (6.2)
where the Rayleigh and Compton contributions are as discussed in Chapter 3. In Eq. (6.1),
the integration over the macroscopic spatial coordinate R accounts for the variation of the
plasma conditions throughout the volume sampled by the detector V. In particular, the
mean ion density profile n¯i(R) and incident intensity distribution of the probe Ii(ω,R) =
Ii(R) Σ(ω;R) must be specifically included. In the latter, the spatial profile of the emission
from the backlighter is given by Ii(R), whereas the spectral shape of the probe profile
throughout the target is represented by the spatially varying source function Σ(ω;R).
Finally, the integration over the range of scattering angles is performed to account for
k-blurring. Each angle is weighted according to the angular distribution F (θ), which can
be determined using ray tracing software.
6.3 Coupling to radiation-hydrodynamics simulations
By directly post-processing the HYDRA simulations of the target evolution with the MCSS
code, it is possible to produce high-fidelity predictions of the XRTS signal expected from
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these experiments. In particular, the spatial gradients may be rigorously incorporated
instead of relying on parametrisations of the plasma profiles. The model developed in this
section is referred to as VIXEN: Volume-Integrated X-ray scattering for Experiments with
Non-uniform plasmas [Chapman et al., 2014].
For the target used in the experiment under consideration a composition of CH plasma
in thermal equilibrium is assumed, with electrons and equal number densities of hydrogen
and carbon ions. The Ge doping of the preheat shielding layer (1% by number density)
is not expected to significantly contribute and is therefore neglected. The hydrogen is
assumed to be fully ionized, i.e. Z fH = 1, whereas the mean carbon charge state is Z¯
f
C =
2Z¯ fi − 1. Here, Z¯ fi is the mean ionization of CH as given by the OPAL opacity tables used
in HYDRA [Rogers et al., 1996; Iglesias and Rogers, 1996]. In order to couple the output
of HYDRA to the XRTS calculations, the mean carbon ionization is split into adjacent
integer charge states, as discussed in Section 5.5.4.
6.3.1 Radial profile of dynamic cross section
From the trajectories shown in Fig. 6.2(a) the target generally remains in a weakly coupled
(Γee  1), near collisionless (Cei = νei(0)/ωpe < 0.1) state through the entire volume
following shock stagnation. The free electron response is therefore expected to be well-
described in RPA. Furthermore, the shape of the inelastic contribution due to bound
electrons is only weakly dependent on the plasma conditions via the screening length,
which determines the continuum lowering of the K- and L-shell edges. Here, the large k
probed makes the impulse approximation reasonable [Mattern and Seidler, 2013] and, thus,
the description of the total inelastic scattering is expected to be robust. The sensitivity of
the inelastic scattering to model uncertainties is demonstrated in Fig. 6.3(a) for the main
regions of the target identified in Fig. 6.2(b).
For the states of interest, the hydrogen ions are weakly coupled whereas the carbon
ions are strongly coupled (ΓCC & 1) due to the high density and moderate ionization.
In general, the different correlations between ions of different species and charge state is
a potentially significant uncertainty in the description of the elastic scattering strength.
This is an important consideration for the determination of the mean ionization from
experimental XRTS data since the latter principally relies on the frequency-integrated ratio
of the elastic and inelastic signals. Although rigorous comparison of the static structure
factors to ab initio simulations is not feasible for such highly-compressed, high-temperature
states, multi-component HNC calculations are expected to be robust. Moreover, probing
at large k again reduces the model-based uncertainty since the correlations rapidly decay
and screening primarily influences the small k behaviour (see Fig. 6.3(b)).
The total dynamic cross section is shown as a function of scattered energy and radial
position in Fig. 6.4(a). As previously mentioned, the peak (coloured white) corresponding
to the strongest contribution occurs in the degenerate, low-temperature material in the
ablator region. Significant contributions to the cross section also come from the bulk of
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Figure 6.3: Comparison of different models for the total inelastic Compton scattering pro-
files (a) and elastic Rayleigh scattering amplitudes (b) in each of the three distinct regions
of the dense part of the target at t = +0.1 ns. In panel (a), the weakly coupled (RPA) free
electron response is compared to the extended Born-Mermin form to account for electron-
ion collisions and static correlations beyond RPA. The bound-free transitions are taken in
impulse approximation, without continuum lowering. In panel (b), the partial SSFs are cal-
culated within the HNC scheme, with both Coulomb and Debye-like ion-ion interactions.
The wave number probed in the experiment is shown by the vertical dashed line.
the plasma at smaller radii beyond the shocked core. This region is sufficiently hot for
the electrons to be non-degenerate and, thus, the scattering is more strongly temperature-
sensitive. Note that the scattering from the core is only a small contribution due to thermal
broadening despite its high density-weighting. The contribution from the coronal plasma
is negligible as it is both hot and diffuse.
Lineouts from Fig. 6.4(a) representative of the four important regions of the target (see
Fig. 6.2(b)) are shown in Fig. 6.4(b). Here, the spectral shape of the x-ray source, which
controls the shape of the elastic feature and broadens the inelastic feature, is approximated
using a fit to the Zn He-α emission spectrum (Fig. 6.1(b)). Clear differences in the total
scattering signal from each region can be seen. The stagnation of the shock in the core
(r . 0.05 mm) yields high densities and temperatures and near full ionization, resulting in
a broad Compton feature due mostly to scattering from free electrons. The strong Rayleigh
signal from the core is attributable to the large scale length of the screening cloud around
the near-fully ionized carbon ions.
In the bulk of the shocked material surrounding the compressed core (r ∼ 0.05 –
0.45 mm) the steady decay of the temperature profile is reflected by the significantly less
broadened Compton peak. Moreover, for much of the bulk region the K-shell of the carbon
remains fully bound, leading to a small red-shifted tail on the Compton peak due to bound-
free transitions and also a strong enhancement of the Rayleigh scattering.
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Figure 6.4: Intensity of the dynamic cross section Eq. (6.2) as a function of scattered energy
and radius at t = +0.1 ns (a), and lineouts from the four distinct regions of the target (b).
In both panels, the cross section has been convolved with a fitted lineshape representing
the x-ray source function. In panel (a), the scale on the upper x-axis refers to the coupling
and degeneracy parameters, which are overplotted. In panel (b), all curves are normalised
to the Rayleigh amplitude for each region. The vertical line marks the Compton energy
EC = ~2k2/2me ≈ 190 eV.
In contrast, the degenerate ablator region (r ∼ 0.47 mm) yields a Compton feature
whose shape is more sensitive to the free electron density rather than the temperature,
reflecting the transition from Maxwell-Boltzmann to Fermi-Dirac statistics. Moreover,
in addition to a pronounced K-shell bound-free feature, a significant contribution due
to scattering from bound L-shell states is also present around the Compton energy, EC.
Relative to the bulk of the plasma, the elastic scattering intensity of the ablator material
decreases since there are fewer free electrons screening the ions and also due to the shorter
screening length of the degenerate system.
Lastly, the shape of the spectrum from the hot, diffuse coronal blow-off plasma (r &
0.5 mm) shows a strong temperature dependent Compton peak, dominated by free-free
scattering, as expected. Conversely to the core region, here the total elastic contribution
is significantly weaker since the screening cloud contribution falls off with the exponential
decay of the density profile.
6.3.2 X-ray attenuation
In addition to the dynamic x-ray scattering cross section, the density and intensity profiles
also contribute to the spatial dependence of the scattered power spectrum Eq. (6.1). In
particular, the spatial variation of the intensity Ii(ω,R) accounts for both the source profile
and also the dependence of the plasma opacity on the temperature and density profiles.
Thus, the photon flux at a given point in the target is affected by the transport of the
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x-rays. Such considerations have recently been considered by Golovkin et al., in which
XRTS calculations were integrated into the multi-dimensional collisional-radiative spectral
analysis code SPECT3D [Golovkin et al., 2013].
In the experiment under consideration in this chapter, the large stand off of the x-ray
source (in addition to the collimation provided by the slit in the hohlraum wall) limits the
illumination of the imploding target to a weakly divergent elliptical cone characterised by
half-angles of θ1/2 . 5◦ in the collimated dimension and θ1/2 . 10◦ in the equatorial plane.
In the context of calculating the radiation transport, it is reasonable to assume parallel
incident and scattered x-rays for all points in the scattering volume. Note that this does
not necessarily mean that a single uniform scattering angle is appropriate for the XRTS
calculations, however.
Following shock stagnation the opacity predicted by the OPAL model for 9 keV photons
is around κ ≈ 0.8 cm2 g−1 in the hot, high-density core region, rapidly rising to between
1.7 – 3.0 cm2 g−1 in the bulk plasma. The opacity profile also varies over the spectral range
of the scattered signal, showing a uniform change of around ±15% relative to that of the
probe energy for all radii. A single spectral channel centred on 9 keV is therefore likely to
be adequate for the scope of this investigation, although considering multi-channel opacity
effects would be an important part of future development of the current model.
Restricting the opacity to a single frequency also serves to greatly simplify the VIXEN
model. If the source spectrum does not attenuate at different rates in frequency space, the
shape does not need to be modified as it propagates through the target. The convolution of
the source spectrum and dynamic cross section therefore needs to be applied once, rather
than at each point in accordance with the local source profile. Thus, Ii(ω,R) can be
decomposed according to
Ii(ω,R) = Ii Σ(ω)P(R)A(R), (6.3)
where Ii is the peak incident intensity and Σ(ω) and P(R) represent the spectral and
spatial profiles of the emission from the backlighter foil, respectively. The last term A(R)
represents the weight of a given point in the target due to the attenuation of both the
incident and scattered photons, as seen by the detector.
Due to the spherical symmetry of the simulations it is convenient to rotate into a frame
of reference orthogonal to the scattering plane, which is taken to be the x-y plane. In this
coordinate system, the calculation of the integrand of Eq. (6.1) over the full 3D volume of
the simulation may be constructed tomographically, i.e. by iterating 2D calculations in the
scattering plane over z. Combining Eqs. (6.1 - 6.3) the total scattered power is
∂2P 3Ds
∂Ω∂ωs
∝σTIi
∫ Rsim
−Rsim
dz
∫ Rsim
−Rsim
dy
∫ Rsim
−Rsim
dxW(x, y, z)
×
[
SR(ω;R(x, y, z)) + SC(ω;R(x, y, z))
]
, (6.4)
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where R(x, y, z) = (x2 + y2 + z2)1/2. In Eq. (6.4), Rsim = 1 mm is the radius of the
outermost cell in the HYDRA simulation considered. It is convenient to define elastic and
inelastic scattering contributions
SR(ω) = Σ(ω)
∫ θmax
θmin
dθ F (θ)WR(k(θ)) , (6.5)
SC(ω) = Σ(ω) ∗
[(
ωs
ωi
)2∫ θmax
θmin
dθ F (θ)WC(k(θ), ω)
]
, (6.6)
which include the angular averaging, convolution with the x-ray source spectrum and the
momentum change factor (ωs/ωi)2.
The total weight of the scattering signal from a point in the target is made up of
contributions from the density, spatial profile of the x-ray source and attenuation factor
W(x, y, z) = ρ(R(x, y, z))P(x, z)A(x, y, z). (6.7)
The edges of the cube-shaped integration volume are cut off by setting W(x, y, z) = 0 for
R(x, y, z) > Rsim. Note that in this geometry the source profile does not depend on y since
it represents the projection of the backlighter emission profile onto the plane perpendicular
to the incident x-rays. In the present case, one may expect a rotated and elongated shape
with relatively sharp edges due to being driven by elliptical, super-Gaussian adjacent spots.
On the other hand, at the time of measurement the entire sphere is illuminated through
the slit in the hohlraum wall, such that P(x, z) ≈ 1.
6.3.3 Attenuation factors for incident and scattered rays
Although the radially symmetric density profile and scattering contributions SR and SC
are easily interpolated into the Cartesian simulation space, the attenuation term is in
general a complicated function of position in the 3D volume. The total attenuation effect
is cumulative (within exponential factors) as the x-rays travel along longer path lengths
and can therefore be decomposed into
A(x, y, z) =Ain(x, y, z)Asc(x, y, z). (6.8)
The first term corresponds to the attenuation of incident parallel rays moving into the
target in the scattering (x – y) plane and the second term gives the further attenuation of
the scattered rays as seen from the detector.
In general, the weight of every point in the scattering volume should be calculated
independently for every possible combination of incident and scattered ray paths, i.e. from
every possible point of emission within the plume of plasma blown off the backlighter foil, to
every possible point in the target with a non-negligible view factor, to every possible point
on the crystal in the detector. Clearly, this would be extremely computationally intensive
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to be reasonably well-resolved and amounts to a full ray trace through the simulation mesh
in combination with attenuation and dynamic scattering cross section calculations.
Instead, the assumption of parallel incident rays substantially simplifies the current
problem, allowing the relevant path integral to be computed on a regular rectilinear Carte-
sian grid. Figure 6.5 illustrates the simple method by which the transport and propagation
of the probe are considered. An incident ray is shown propagating from a point on the rear
boundary of the simulation box ri = {x0,−Rsim, z0} along the y-direction to a point of
interest in the target r0 = {x0, y0, z0}. The cumulative attenuation experienced by photons
along the path shown is given by the Beer-Lambert law
Ain(x0, y0, z0) = exp
[
−
∫ y0
ymin(x0,z0)
dy ρ (R(x0, y, z0))κ (ωi,R(x0, y, z0))
]
, (6.9)
where ymin(x0, z0) = −
(
R2sim − x20 − z20
)1/2 and κ(ωi) is the local opacity at the frequency
of the incident x-rays. The lower limit of integration is the edge (closest to the x-ray
source) of the projection of the spherical simulation onto the scattering plane for the
current elevation z (the intersection of the blue vector with the lower circular boundary
in Fig. 6.5). For coordinates located outside the spherical region, the opacity and density
are assumed to go to zero in the absence of additional data, such that x-rays are perfectly
transmitted (see the yellow-shaded regions in Fig. 6.5).
The assumption of parallel rays together with the radial symmetry of the plasma
profiles also simplifies the calculation of the attenuation factor for the scattered rays. This
is a crucial component of the model since it further decreases the weight of a point in the
scattering volume as seen by the spectrometer. For strongly opaque targets, it is possible for
the scattered intensity to be significantly asymmetrical, with the total spectrum reflecting
the conditions from a small sub-region within the total illuminated volume. Clearly, this
constitutes a potentially large source of uncertainty for data analysis.
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For the example shown in Fig. 6.5, the intensity of the probe x-rays reaching a given
point is decreased by propagating along the path ri → r0. The weight of this point is
further decreased since the signal scattered from this point to the detector must propagate
along the path r0 → rs. Note that rs does not lie on the edge of the simulation space as
the ray is assumed to be perfectly transmitted from this point to the detector, which lies
further along the same vector.
It is possible to calculate a new attenuation integral similar to Eq. (6.9) along the
path of the scattered ray. However, from the perspective of the detector the weight of the
point r0 is decreased by a fraction which is identical to that of an incident ray propagating
in reverse, from a virtual source placed at the detector to r0 (see Fig. 6.5). Thus, the
attenuation of the scattered ray can be found from the application of a simple coordinate
rotation in the x – y plane, which is significantly less computationally expensive. The total
weighting due to attenuation for the point r0 can therefore expressed as
A(x, y, z) =Ain(x, y, z)Ain(x′, y′, z), (6.10)
where the transformed coordinates are x′ = x cosψ + y sinψ and y′ = −x sinψ + y cosψ,
and the angle of rotation is ψ = pi − θ. The mapping of Ain(x, y, z) → Ain(x′, y′, z) is
performed using bilinear interpolation for each z.
6.3.4 3D weighting distributions
Multiplying the total attenuation factor according to Eq. (6.10) by the density profile and
iterating the calculation illustrated in Fig. 6.5 over all z in the simulation space builds a 3D
map of the total weighting distribution of points in the target. Fig. 6.6(a) shows a three-
slice through W(x, y, z) at peak compression. In this image the x-ray probe is incident
from the right, such that the radiography diagnostic is located to the left. The rays are
scattered through a uniform angle of θ = 84.5◦ at every point in the target toward the
detector, which is located above the simulation space positive x direction). The geometry
can be also deduced from the relative orientations of the two shadows (purple-black) cast
by the high-density ball from the perspective of the two diagnostics.
A contour map of the scattering (x – y) plane for z = 0 is shown in Fig. 6.6(b). The thin
white region on the detector-facing hemisphere of the illuminated side of the target (upper
right quadrant) corresponds to the high-density ablator material. The high weight of this
region reflects the short overall path length the x-rays take through low-opacity plasma
and also its high density weighting. A region at smaller radii with relatively high weight is
also present in the same quadrant, corresponding to scattering from the rebounding high-
density shock front. Despite the density in this region being a factor of roughly 5 higher
than the ablator, the overall weight is decreased by its strong attenuation factor.
The weighting maps can also be used to assess the importance of k-blurring due to
source divergence. As previously noted, the radiation transport can be reliably modelled
124
6.3 Coupling to radiation-hydrodynamics simulations
by assuming parallel incident and scattered x-rays. On the other hand, the geometry of the
x-ray source and target is conducive to the realisation of a small distribution of scattering
angle, each of which leads to a slightly different scattering profile. This distribution of
contributing angles is itself limited by the density and opacity weighting. Ray tracing
calculations have been performed by D. Kraus using the 3D weighting shown in Fig. 6.6(a).
The resulting histogrammed angular distributions F (θ) are presented in Fig. 6.7(a).
Considering the target to be a uniformly dense sphere with r = 0.5 mm results in a
super-Gaussian shaped distribution with a FWHM of c.a. 20◦. Including the 3D weighting
distribution halves this range, as only scattering angles realised from the dense parts of the
target (approximately half of the simulation radius) will contribute to the total scattering.
The effect of the asymmetry introduced by the attenuation factor can be seen when the
x-ray source is made larger (by increasing the backlighter spot size) to access a wider
distribution of angles. In this case, contributions from the wings increase substantially,
although the width does not noticeably change, and the peak is downshifted. This fact
reflects the greater weighting of the source- and detector-facing hemisphere of the target.
The total Compton scattering profiles from the dense ablator region for the range
of contributing angles found from ray tracing are shown as the lower set of curves in
Fig. 6.7(b). Clearly, the range of angles is large enough to access a substantial range of
scattering wave numbers k, which yield very different spectral shapes. Averaging these
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Figure 6.6: (a): 3D view of the total weighting function, W(x, y, z), of a uniformly illu-
minated target (P(x, z) = 1) due to both attenuation and density immediately following
shock stagnation t = +0.1 ns. (b): 2D slice through the scattering (x – y) plane at z = 0.
The colour scale indicates regions contributing low (black-purple) and high (red-white)
weight to the Cartesian integration in Eq. (6.4) and is the same in both plots. Scattering
from two different locations within the scattering volume with equal total attenuation/path
length are shown by the white arrows.
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Figure 6.7: Histogram of contributing scattering angles (a) and inelastic scattering profile
from the dense ablator region (b) resulting from ray tracing calculations by D. Kraus for
different weightings and effective source sizes. The mean (peak) scattering angle θ0 is
slightly downshifted due to the attenuation contribution to the 3D weighting. In panel
(b), the angular averaging is performed according to Eq. (6.6).
profiles over the weighting distribution F (θ) yields only a very small broadening effect,
and can be accurately reproduced by considering the single-angle spectra corresponding to
the peak of the distribution, θ0 = 82.5◦. From here on, the angular integration is ignored
by selecting F (θ) = δ(θ− θ0) and the XRTS spectra are calculated using θ0. Finally, note
that iterating this process by computing a new weighting map based on θ0 and again ray
tracing to build up a new angular distribution has no impact on these results, suggesting
that k-blurring is unimportant for this experiment.
6.4 Results for the spatially integrated scattering spectrum
Having calculated the spatial dependence of the elastic and inelastic scattering profiles
Eqs. (6.5) and (6.6) and the weighting function Eq. (6.7), the necessary 3D integration is
straightforward to perform. Fig. 6.8(a) shows the spatially integrated power spectrum,
calculated according to Eq. (6.4), during the stagnation phase of the implosion. Clearly,
the spectral shape does not significantly change during this period. This result simply
reflects the findings of the previous sections; the total contribution to the cross section
comes from the bulk of the plasma behind the ablation front, in which the conditions
are in a near-steady state. The density profile, intensity distribution and the spherical
geometry of the target itself (conditions at large radii correspond to a greater number of
points/cells in the Cartesian grid) all further amplify the weighting of such states.
Furthermore, in the most strongly-contributing regions of the plasma the carbon is
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Figure 6.8: (a): The time evolution of the total spatially integrated scattered power spec-
trum between t = −0.7 ns and t = +0.6 ns shows no significant changes due to the domi-
nance of the steady state conditions present in the ablator and bulk regions. (b): Contribu-
tions to the total scattered signal from inelastic free-free, bound-free and elastic scattering
at peak compression. In panel (a), successive times are artificially offset in the y-axis.
relatively weakly ionized, Z¯ fC = 3 – 4. Accordingly, the bound-free scattering contribu-
tion around the Compton peak cannot be ignored, which is only weakly sensitive to the
plasma conditions. The various components of the spatially integrated result are shown
in Fig. 6.8(b). Therein, the relative strengths of the free-free and total bound-free features
are emphasised (recall that two distinct carbon charge states are explicitly considered),
demonstrating that bound electrons account for a substantial fraction of the inelastic scat-
tering. Note that the inelastic contributions are heavily broadened by the convolution with
the x-ray source, which also obscures the asymmetry of the bound-free feature around the
x-ray absorption edge. The latter is also thermally blurred [Mattern et al., 2012] and due
to the integration over states with different levels of continuum lowering.
6.4.1 Relative importance of x-ray attenuation
The significance of the role played by x-ray attenuation on the total scattered signal can
be gauged separately to that of plasma gradients by comparing the 3D-integrated results
to calculations in which the opacity is set to zero. In this case, Eq. (6.4) can be written as
∂2P 1Ds
∂Ω∂ωs
∝σTIi
∫ Rsim
0
dRR2 4piρ(R)
[
SR(ω;R) + SC(ω;R)
]
. (6.11)
At peak compression, where the mean opacity of the target is highest and attenuation is
expected to be most important, the absolute intensity of the full 3D calculation is reduced
by a factor of roughly 3.5 compared to the 1D (κ = 0) completely transparent estimate
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(Fig. 6.9(a)). Scaling the 3D-integrated result to reproduce the height of the Compton
feature from the 1D calculation shows that the shape of inelastic peak is negligibly affected,
whereas the ratio of elastic to inelastic scattering is anomalously reduced by ca. 7.5%. Since
the plasma gradients are treated equivalently in both approaches, this reduction can only
be a consequence of the opacity of the target.
It was suggested by Gregori et al. that in the non-collective scattering limit the ratio
of the integrated strength of the elastic and inelastic features
I =
∫∞
−∞ dω SR(ω)∫∞
−∞ dω SC(ω)
, (6.12)
provides a sensitive measurement of the mean ionization state [Gregori et al., 2003]. Clearly,
the anomalous reduction of the elastic scattering strength observed here represents a sig-
nificant source of uncertainty for such measurements. Indeed, the ionization state is one
of the key quantities the present experiment aims to investigate with XRTS (in addition
to the temperature). Thus, understanding the nature and origin of this observation is
important.
Plotting Eq. (6.12) as a function of radius within the target shows a large peak in the
ablator (r = 0.47 mm), where the ionization profile shows a global minimum (Fig. 6.9(b)).
A second, broader peak can also be seen between 0.15 . r . 0.4 mm. This feature arises
due to the scaling of the screening clouds around the carbon ions with the increasing
temperature toward the core. Note that the latter is, however, only a small correction to
the temperature- and density-independent structure of the K-shell, which is the dominant
contribution to the Rayleigh scattering amplitude at large k. Indeed, the peak begins to
abruptly drop for r < 0.22 mm, coincident with the mean carbon ionization increasing
above Z¯ fC = 4. The elastic scattering then falls steadily due to the onset of significant
K-shell ionization in the core.
The relative contributions of these features to the scattering ratio observed in the
spatially integrated signal can be assessed by considering a radial weighting factor, given
by integrating the total weighting W(x, y, z) over all angles θ and φ
W3Drad(R) =
∫ 2pi
0
dφ
∫ pi
0
dθ sin θW(x, y, z). (6.13)
Note that for the 1D (κ = 0) case Eq. (6.13) gives the simple result W1Drad(R) = 4piρ(R), as
written in Eq. (6.11). As expected, the radial weighting also peaks strongly in the ablator
region since this is where the product of the number of cells and density is maximised.
The weighting then decays roughly linearly for the shocked material at smaller radii as the
number of cells decreases faster than the density increases toward the compressed core.
In comparison, the result from the 3D-integrated calculation also shows a strong peak
in the ablator, although the amplitude is lower by a factor of c.a. 3.5. Again, this reflects
the fact that the total scattering is dominated by regions near the edge of the ball. On
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Figure 6.9: Comparison of VIXEN calculations without (solid red) and with (dashed blue)
x-ray attenuation due to the opacity profile of the target (a). Scaling the calculation
including opacity (dot-dashed green) reproduces the shape of the Compton feature for the
perfectly transparent case, but not the relative amplitudes of the Rayleigh and Compton
peaks. The angularly averaged weighting Wrad(R) as a function of radius (b) shows the
opacity of the target suppresses the elastic/inelastic scattering ratio (double dot-dashed
orange) from the bulk of the plasma (R = 0.1 – 0.4 mm). In panel (b), the mean carbon
ionization (long-dashed purple) is also plotted for clarity.
the other hand, the weighting decays faster for deeper regions of the target, in which I(r)
remains large, compared to the 1D case. This relative difference may therefore be identified
to be the cause of the weaker Rayleigh signal observed in Fig. 6.9(a).
6.5 Synthetic data fitting using 0D XRTS modelling
Up to this point, robust calculations of the XRTS signal expected from the experiment
have been restricted to a forward-modelling role. Whilst providing an important capability
for experimental design and qualitative evaluation, such an approach is of limited use for
real data analysis due to the importance of knowledge of the plasma gradients. Instead,
a more practical consideration is whether meaningful estimates of the mean conditions of
such inhomogeneous targets can be extracted by standard fitting techniques. Typically,
this involves treating the plasma as a single extended point at a single set of conditions,
{Z¯ fC, T, ρ}. In this case, the power spectrum is simply the core model of the MCSS code
∂2P 0Ds
∂Ω∂ωs
∝ σTIi Vsim ρ
[
SR(ω) + SC(ω)
]
, (6.14)
where Vsim = 43piR3sim is the volume of the simulation. Since no spatial information is
contained in this approach, it is referred to here as the 0D approach. Note that similarly
129
6 Spatial inhomogeneity effects for large-scale plasmas
to (6.14) the attenuation of the probe is not accounted for.
A synthetic data set reminiscent of the signal expected to be measured can be con-
structed using the full 3D VIXEN calculations, thereby incorporating the effects of plasma
gradients and the target opacity. Reasonable signal-to-noise levels can be estimated from
the statistics of the x-ray source characterisation shots (see Fig. 6.1(b)). The noise is added
to each frequency bin of the 3D calculation, with the fluctuations sampled from a normal
distribution whose standard deviation scales with the square root of the signal intensity.
The best fit to the synthetic data is performed using χ2 statistical analysis, with
the temperature and mean carbon ionization varied as unknowns. The mass density is
treated as an input to the fitting procedure since the radiography diagnostic provides an
accurate estimate of the time-dependent density profile independently from XRTS. To be
consistent with the density-weighted nature of the diagnostic, the best fit conditions should
be compared to mass-weighted average conditions predicted by the HYDRA simulations.
Specifically, the density weighting is due to the total electron density.
For the spherical geometry, the appropriate average quantities to compare against are
〈T 〉ρ =
∫ Rsim
0 dRR
2 ρ(R)T (R)∫ Rsim
0 dRR
2 ρ(R)
, (6.15)
〈Z¯ fC〉ρ =
∫ Rsim
0 dRR
2 ρ(R) Z¯ fC(R)∫ Rsim
0 dRR
2 ρ(R)
. (6.16)
Taking the simulated temperature, ionization and density profiles yields a density-weighted
average mass density of 〈ρ〉ρ = 8.0 g cm−3 following peak compression, whilst the equivalent
density-weighted average temperature and carbon ionization are 〈T 〉ρ = 72 eV and 〈Z¯ fC〉ρ =
3.8. The density-weighted conditions of the target therefore closely reflect the conditions
of the bulk of shocked plasma.
6.5.1 Statistical analysis of synthetic XRTS data
The statistical fitting procedure is performed by calculating the χ2 parameter [Bevington
and Robinson, 2003] with respect to the synthetic experimental data, denoted ∂P exps (ω),
and the expected results of the spectrum based on modelling, denoted ∂Pmods (ω)
χ2 =
Nω∑
j
1
σ2j
[
∂P exps (ωj)− ∂Pmods (ωj)
]2
. (6.17)
In Eq. (6.17), σj is the standard deviation of the data in bin j and Nω is the number
of frequency elements in the calculation. Additionally, the goodness-of-fit or reduced-χ2
metric is defined as χ2ν = χ2/ν, where ν = Nω +Dfit − 1 gives an estimate of the number
of degrees of freedom. A model is unlikely to yield a good fit to the data by chance for
χ2ν ∼ 1, whereas a good fit may result by chance if χ2ν  1; this may equivalently be
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interpreted as the definition of a poor fit. Furthermore, it is clear that χ2ν < 0 indicates
that the model is over-defined, e.g. there may be too many free parameters.
In the case of real experimental data, the standard deviation of the signal intensity in
each bin σj must be estimated from the photon intensity distribution averaged over several
pixels (corresponding to energy bins) of the detector. Since XRTS experiments using laser-
driven x-ray sources are typically photon-starved, such detailed statistical information is
often unavailable and, thus, the mean standard deviation of the full range of the signal is
used. In future experiments using ultra-bright, high-repetition rate x-rays sources such as
FELs, it should be possible to provide much more accurate estimates of such uncertainties.
For the present analysis testing the fitting proceedure, the frequency-dependent stan-
dard deviation is precisely known as it has been selected to produce the desired the signal-
to-noise ratio in the synthetic data. The χ2 parameter Eq. (6.17) is then calculated at
each point in Z¯ fC – T space considered, resulting in a distribution of potential fits with
different mean accuracies. The location of a unique global minimum is interpreted to yield
an estimate of the best fit conditions, i.e. the conditions which are least likely to give a
good fit to the scattering signal by chance.
In order to mitigate model uncertainties in the description of the Rayleigh weight and
any anomalous suppression due to the effect of the target opacity, as seen in Fig. 6.9(a),
the energy range over which the fitting is performed is limited to the Compton peak,
i.e. 8.3 ≤ ~ωs ≤ 8.85 keV. Furthermore, the Rayleigh weight can be constrained to perfectly
reproduce the observed ratio of inelastic and elastic scattering of the synthetic data. One
may derive the following general expression from Eq. (6.14)
W id.R (k0) =
R∂P ins (ωCe)− ∂P ins (0)
Σ(0)−RΣ(ωCe) , (6.18)
where k0 = 2ki sin(θ0/2), ∂P ins (ω) is the calculated total inelastic scattering, ωCe =
~k2/2me is the Compton frequency and R is a calibration constant determined by the
observed ratio of any two spectral features (the Compton and Rayleigh peaks).
6.5.2 Quantifying the fitting errors
Beyond providing estimates of best fit conditions for a given experimental (or synthetic)
data set, statistical analysis enables robust estimates of fitting errors [see, e.g., Gregori
et al., 2004; Kritcher et al., 2011b; Fortmann et al., 2012]. In this work, the errors are
quantified from confidence intervals associated with the probability density function (PDF)
related to χ2 statistics [Bevington and Robinson, 2003]
p(χ2; ν) =
(χ2/2)
ν
2
−1
2Γ(ν/2)
e−χ
2/2, (6.19)∫
dχ2 p(χ2; ν) = 1. (6.20)
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Figure 6.10: (a): Intensity map of the PDF p(χ2; ν) corresponding to the goodness-of-fit
between synthetic XRTS data and simple 0D calculations, as a function of temperature
and carbon charge state for an input density of ρ = 8.0 g cm−3. (b) Sensitivity of the
Compton profile to changes in temperature and density on the 1σ level of uncertainty.
The contour corresponding to the usual definition of 1σ level of confidence, i.e. where∫
dχ2 p(χ2; ν) = 68.27%, can be found be iteratively integrating an increasing region sur-
rounding the location of the peak in the PDF. Note that this is only strictly meaningful for
Gaussian statistics, but nevertheless provides a reasonable estimate by which to robustly
quantify the accuracy of the analysis. The error bars are defined by where this contour
intersects with a cross-hair centred on the best fit conditions (see the dark grey error bars
centred on the peak of the PDF in Fig. 6.10(a)).
6.5.3 Statistical fitting results and conclusions
The statistical analysis results for fitting the synthetic scattering data with 0D calculations
are shown in Fig. 6.10. A unique global maximum in the PDF is clearly present, yielding
best fit conditions T fit = 71.6 eV and Z¯f fitC = 3. The goodness-of-fit at the peak is
χ2ν = 1.004, indicating a good fit to the data. The best fit temperature is in excellent
agreement with the density-weighted mean temperature Eq. (6.15), whereas the best fit
ionization underestimates the prediction of Eq. (6.16) by 21%.
On the other hand, the uncertainties associated with the best fit conditions are quite
large, corresponding to δT = +107%/−61% and δZ = +30%/−44%, respectively. Within
these margins, both parameters agree with their respective density-weighted estimates.
The spectra resulting from combinations at the bounds of these errors demonstrate clear
departures from the best fit curve (see Fig. 6.10(b)). Note that, on average, each curve for
conditions on the 1σ contour do not fit a third of the data points, as expected.
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Such large statistical errors are not unsurprising given the constraints of the 0D model.
In particular, the spectrum becomes extremely insensitive to the temperature for Z¯ fC = 1 –
2 since inelastic scattering from bound electrons can adequately describe the location and
width of the Compton peak. Increasing the temperature of the free electrons therefore only
marginally affects the shapes of the high-energy wings, where the signal amplitude (and
therefore the statistical weighting) is low. In this ionization regime, the PDF decays very
weakly along the temperature axis, extending out to many tens of keV. Incorporating all
probability associated with these states affects the numerical normalisation of the PDF
and subsequently the exact location of the 1σ contour. Thus, the precise errors are weakly
sensitive to the temperature range considered. The upper limit of the temperature has
been capped at T = 1 keV, which is the maximum temperature achieved in the target
predicted by HYDRA. The resulting blurring of the contour location is small relative to
the large uncertainties presented.
The behaviour of the probability density close to the K-shell/L-shell boundary (solid
white horizontal line in Fig. 6.10(a)) also merits a brief discussion. In this region, the
Compton peak mainly contains free-free scattering, since the K-shell bound-free feature
is relatively small over this energy range. The sensitivity to the temperature is therefore
high, whilst the ionization state is largely unimportant. Indeed, the absence/presence of
L-shell bound-free scattering contributions has been successfully used to infer continuum
lowering in compressed CH [Fletcher et al., 2014].
Within the accuracy of the radiography analysis an uncertainty in the input density can
be conservatively estimated to be ca. 7.5% [Swift, 2014]. The effect of changing the input
density on this level results in marginal changes to the best fit conditions. It is therefore
reasonable to expect that the main source of uncertainty in temperature and ionization
measurements using XRTS will come from the data fitting procedure itself. Since opacity
effects have been effectively removed as a source of error from the fitting procedure, the
results of this section suggests that the plasma gradients are the source of the discrepancy
associated with fitting the mean carbon ionization. This not only illustrates the importance
of detailed modelling of XRTS from dense, inhomogeneous plasmas, but also the need for
careful target design if XRTS is to be used to make measurements which are correlated
with physically meaningful conditions in experiments similar to those discussed in this
chapter.
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Chapter 7
Observation of
finite-wavelength screening
in warm dense plastic
using x-ray Thomson scattering
Throughout this thesis, it has been shown that different classes of XRTS experiments
require significantly different modelling considerations. Primarily, these are driven by the
temporal and spatial scales associated with the measurement and target evolution. From
the conclusions presented thus far, it is clear that a number of basic criteria must be fulfilled
to minimise model-, geometrical- and analysis-based uncertainties and therefore obtain the
most accurate measurements possible from experimental data. Near-homogeneous, slowly-
evolving, low-Z targets driven into weakly coupled states and probed with laser-driven
x-ray sources present the fewest challenges to modelling the scattered spectrum.
In this chapter, the analysis of a recent experiment conducted at the Omega laser
facility is presented. In this experiment, a hollow plastic shell target is shock-compressed to
a WDM state characterised by moderate coupling, partial degeneracy and partial ionization
of the carbon ions. By observing scattering of high-energy x-rays at large angles, the non-
collective response of the plasma is accessed, enabling electron density and temperature
measurements by fitting the Compton peak. Moreover, the elastic scattering signal in this
regime is dominated by the screening cloud. Thus, the platform is uniquely set up to
investigate one of the most fundamental aspects of the physics of charged-particle systems.
It is found that the commonly-used Debye-Hückel (DH) model of screening cannot describe
the experimental data, whereas a more general approach based on the finite-wavelength
screening approach yields good agreement.
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Figure 7.1: Schematic representation of the
experimental platform showing the hollow
CH shell target mounted on the end of the
Au cone shield and the orientation of the
spectrometer relative to the Zn foil x-ray
source. The vector triangle relating to the
scattering is also shown. Elements of this
figure have been reproduced with permis-
sion from Phys. Rev. Lett. © 2014 Ameri-
can Physical Society.
7.1 Experimental platform
The experiment presented in this chapter was performed at the Omega Laser Facility at
the Laboratory for Laser Energetics in Rochester, USA. A total of eight heating beams
with a wavelength of 351 nm and a total energy of 13.5 kJ were used to launch multiple
shocks into a 70µm thin plastic (CH) shell. Another eight beams were directed to a
Zn foil held in a conical gold shine shield, the end of which served as a mounting point
for the CH shell, creating a hot plasma emitting He-α radiation at 9 keV, as used for
the NIF experiments described in the previous chapter. Measurements of the conditions
created by the coalescent shocks at different stages of the implosion were achieved by
introducing controlled time delays between the pump and the probe. The scattered x-rays
were recorded using a time-gated (. 100 ps response time) micro-channel plate coupled to
a high-resolution HOPG crystal spectrometer with a range of 7.5 ≤ ~ωs ≤ 10 keV, under a
range of scattering angles determined by the geometry of both the cone assembly and the
size of the imploding shell. This has been characterised using ray tracing as θ = 135◦±15◦.
A schematic representation of the experimental configuration is shown in Fig. 7.1.
Although this experimental platform was originally conceived to study the material-
and in-flight properties of spherically-compressed targets in parallel to the National Igni-
tion Campaign [Kritcher et al., 2011b], the low-heating, high-compression adiabat of the
implosions yields ideal conditions for validating theoretical models of WDM. For example,
the data taken from this experiment has been analysed to investigate continuum lower-
ing [Fletcher et al., 2014], which is currently the subject of intensive debate and research
[Ciricosta et al., 2012; Hoarty et al., 2013b]. Furthermore, the large scattering angle used
constrains uncertainties associated with the structure of ions and bound electrons, thereby
enabling detailed investigation of the screening cloud from the elastic scattering strength.
As previously discussed in Chapter 3, the screening cloud constitutes one of the least well-
understood aspects of the theoretical description of XRTS in dense matter and is therefore
of significant interest to many aspects of this work.
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7.2 Motivation for studying charge screening
The well-known theory describing screening in charged-particle systems was first given by
Debye and Hückel for electrolyte solutions and diffuse classical plasmas [Debye and Hückel,
1923]. A generalisation for degenerate electrons in cold solids was later given by Thomas
and Fermi [Thomas, 1927; Fermi, 1928]. The principal effect involved in charge screen-
ing is the exponential reduction of the strength of Coulomb interactions between pairs of
particles over long ranges due to polarisation of the background medium. Understanding
this effect is of fundamental importance to the study of dense matter as the structural,
thermodynamic, transport and relaxation properties are determined by the effective inter-
particle potentials. However, since Debye-like screening also builds the basis of a large
range of ostensibly unrelated systems, including quark-gluon plasmas and nuclear mat-
ter [Braaten and Nieto, 1994; Heinz, 1985], ultra-cold systems in traps [Bannasch et al.,
2013] and chemical and biological systems involving charged macro-molecules [Grosberg
et al., 2002], significant deviations from the Debye-like (hereafter referred to as simply
DH) picture could potentially have a far-reaching impact on other currently active fields
of research.
The restrictions of the DH screening model were outlined in Section 3.4 in the context
of the Rayleigh scattering contribution to the spectrum of XRTS. Screening of the bare
Coulomb interactions between the ions was shown to arise as a consequence of the collec-
tive response of the plasma to microscopic charge-density fluctuations, and is principally
facilitated by electrons. Specifically, the DH result (3.35) was derived for weakly cou-
pled conditions. It is also, appealing to the long-wavelength, i.e. λ → ∞ or k → 0, limit,
which is valid for processes involving small momentum transfers (or equivalently large scale
lengths) such as small-angle electron-ion scattering in diffuse, high-temperature plasmas.
In contrast, processes involving large momentum transfer, such as strong collisions and
large-angle scattering of high-energy x-rays, require a more general approach referred to as
finite-wavelength screening (FWS). It was shown that the main difference between these
descriptions arises under WDM conditions and at wave numbers significantly larger than
the usual inverse screening length α = κe/k < 1. Spectrally-resolved non-collective XRTS
is therefore an ideal tool with which to study this effect since it simultaneously allows for
the determination of the plasma conditions and the study of the screening cloud from a
single spectrum [Chapman et al., 2015].
7.3 Theoretical considerations for XRTS modelling
Similarly to the experiment studied in the previous chapter, the slow evolution of the
target relative to electron-electron and electron-ion relaxation processes ensures that non-
equilibrium considerations can be neglected in modelling this experiment. Since the CH
shells used here are very thin and the measurements are made soon after the drive provided
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by the heating pulse ends, the plasma profiles can be expected to be relatively uniform.
Nevertheless, radiation-hydrodynamics simulations using HYDRA [see, e.g., Fletcher et al.,
2013] show a steady decompression of the bulk density of the shell as ablated coronal plasma
is allowed to expand outward. Further decompression occurs as the implosion coasts at
constant velocity following the final shock, causing decompression of the leading edge of
the shell and some filling of the central cavity.
7.3.1 Spatial effects: gradients, x-ray attenuation and source divergence
Based on the VIXEN model developed in the previous chapter, simulated plasma profiles
of this experiment yield 3D weighting distributions which confirm the dominance of the
relatively uniform shell of dense material (see Fig. 7.2). The attenuation of the x-ray probe
is small since the path length through the thin shell is very short, such that a 1D model of
the spectrum is sufficient to capture all spatial effects. Moreover, the spatially-integrated
results shown in Fig. 7.2(b) clearly indicate that the 1D model is extremely well-described
by 0D MCSS calculations based on the mass-weighted average plasma conditions given by
expressions with the forms of Eqs. (6.15) and (6.16). Thus, plasma gradients and transport
of the x-ray probe are not considered further in this chapter and all XRTS spectra are
produced using the MCSS code.
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Figure 7.2: (a): 3D view of the total weighting function, W(x, y, z), for a thin CH shell
based on a 1D HYDRA simulation (courtesy of L. Divol and A. Kritcher). (b): Contribu-
tions to the total spatially integrated XRTS spectrum based on 3D, 1D and 0D models.
No difference can be discerned between the 1D and 3D VIXEN calculations since the x-ray
attenuation through the thin shell is extremely low. For the 0D model, the mass weighted
average plasma conditions of the simulation have been used as inputs. In this example,
the scattering angle is θ = 135◦ and the x-ray source function is modelled as a Gaussian
with a FWHM of 120 eV.
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Separately to these considerations, the size of the target at the time of measurement
realises a distribution of scattering angles. Since the integrated opacity of the shell is
low over all, the peak angle of this distribution is not expected to shift due to asymmetric
weighting of different quadrants. It has been previously determined by Fletcher et al. using
ray tracing that a Gaussian distribution of angles with a FWHM of 30◦ is appropriate. The
effect of averaging with this weighting on the spectrum is shown in Fig. 7.3. The Compton
peak is subsequently shifted closer to the Rayleigh feature by c.a. 40 eV and also reduced
in amplitude. Comparison to calculations using a single scattering angle show that an
extremely good estimate of the angularly-integrated result is given by choosing θ0 ≈ 120◦;
the effect on the Rayleigh weight is correspondingly small. Throughout the remainder of
this chapter, the appropriate effective scattering angle for each time is determined by the
observed location of the Compton peak.
7.3.2 Inelastic scattering contributions
As usual, fitting theoretical calculations to the inelastic contributions to the measured
spectra is used to estimate the thermodynamic properties of the free electrons. In the
backscattering geometry used, the non-collective response of the plasma is accessed, yield-
ing a pronounced Compton peak containing contributions from bound and free electrons.
Under the partially degenerate WDM conditions anticipated from these implosions, the
width of the momentum distribution describing the free-free scattering is sensitive to the
electron temperature and also the electron density via the chemical potential.
Moreover, in contrast to previous XRTS experiments, the present platform also en-
ables some limited but important additional information of the mean ionization state to
be accessed independently of the elastic scattering feature. Specifically, the ionization en-
ergy gap between K-shell and L-shell electrons in carbon is sufficiently large for bound-free
scattering from L-shell states to significantly overlap with free-free scattering, whereas K-
shell contributions overlap with only the red-shifted tail of the free-free feature. Thus, if
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Figure 7.4: (a): Comparison of the relative electron temperature and number density
sensitivities of the total inelastic scattering for a range of conditions around T = 10 eV
and ne = 1.3× 1024 cm−3 for a scattering angle of θ = 135◦. The free-free and bound-free
contributions are taken in RPA and IA, respectively. (b): Effect of strong coupling and
collisions on the profiles for different conditions, as given by the extended BMA model.
bound L-shell electrons are present, such that Z¯ fC < 4, a characteristic temperature and
density-insensitive distortion to the free-free scattering contribution could be observed.
The experimental data, however, shows no sign of such transitions. Conversely, average
atom models, such as Thomas-Fermi theory, predict Z¯ fC ∼ 2, leading to significant discrep-
ancies in the predicted compression of the target; such findings are clearly important to
measurements of material properties such as the equation of state.
Note that the ionization potential of carbon K-shell electrons is significantly larger
than the mean temperature in the shell and, thus, more strongly ionized states are ex-
tremely unlikely. A separate check on the mean charge state has been performed by R.
Baggott by solving a set of degeneracy-corrected Saha-Boltzmann equations for the con-
ditions predicted by HYDRA simulations of the implosion. The results for t = 3.4 ns
(Fig. 7.5) demonstrate the ionization equilibrium of the carbon ions is overwhelmingly
dominated by He-like states in the dense part of target which dominates the XRTS signal.
As expected, significant contributions from more strongly charged carbon are confined to
the high-temperature, low-density corona which do not affect the overall signal. Based on
these observations and simulations, it is reasonable to conclude that the temperature and
density sensitivity of the free-free and K-shell bound-free scattering profiles allows for the
complete characterisation of the electronic subsystem.
The sensitivities of the total Compton scattering profile for a range of conditions
around these values (for θ = 135◦) are shown in Fig. 7.4(a). As expected, the profile is more
sensitive to the electron density than to the temperature since the plasma is moderately
degenerate, De ∼ 10. Under these conditions, the inelastic scattering profile is found to
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be quite similar for different theoretical models despite the fact that the electron coupling
parameter is relatively large, Γee . 0.5. In particular, including electron-ion collisions
and electron-electron correlations via the extended BMA model discussed in Section 3.6.5
give negligible improvements over weakly coupled RPA calculations (see Fig. 7.4(b)). This
result reflects the fact that the free-free correlations are less important for large k and that
electron-ion scattering channels are efficiently Pauli blocked in degenerate matter. The
inelastic scattering due to free electrons will therefore be treated within RPA throughout
the remainder of this chapter. Furthermore, the bound-free feature is treated in IA since
it has been shown to most closely reproduce the shape of high-precision calculations based
on real-space Green’s functions [Fletcher et al., 2014].
7.3.3 Elastic scattering contributions
In contrast to the inelastic scattering, the elastic Rayleigh feature results from electrons
which follow the low-frequency density fluctuations of the ions and, thus, is an excellent
measure for the static ionic structure and the associated screening properties [Riley et al.,
2002; Barbrel et al., 2009; Kritcher et al., 2009; Ma et al., 2013]. The Rayleigh amplitude
in partially-ionized multicomponent WDM was given in Eq. (3.27). In the present case
of simple CH plastic with a well-defined mean charge state, one need only consider the
contributions from fully stripped hydrogen ions (protons) and helium-like carbon ions.
The Rayleigh amplitude is therefore
WR(k) = q
2
H(k)SHH(k) + 2qH(k) [fC(k) + qC(k)]SHC(k) + [fH(k) + qH(k)]
2 SCC(k). (7.1)
For these experiments, the potentially large theoretical uncertainty related to the par-
tial SSFs of the ions, e.g. due to screening and short-range repulsion, is heavily mitigated by
the large k probed by the x-rays where one has Sab(k) ≈ δab. Here, high-accuracy DFT-MD
simulations can be performed for benchmarking alternative, less computationally expensive
methods such as the HNC approach.
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The partial SFFs (provided courtesy of J. Vorberger) from DFT-MD simulations of
CH are shown in Fig. 7.6(a). The conditions correspond to those reported by Fletcher
et al. for a delay of t = 3.4 ns, based on analysis of the shape of the Compton feature
only: ρ = 5.78 g cm−3 and T = 10 eV. For comparison, multicomponent HNC calculations
using screened ion-ion potentials based on both DH and FWS static dielectric functions
are also shown. The results clearly demonstrate the robustness of HNC calculations in
this regime (especially at the large k of interest). Moreover, a mean carbon ionization
of Z¯ fC = 4 is appropriate to characterise the ion-ion interactions. Similar agreement is
found for all conditions in the range of temperatures and densities of interest to this
work. It is interesting to note that no significant differences can be seen between the HNC
calculations using different screening models. This simply reflects the fact that the mean
ion separation in this density range is too large for finite-wavelength screening to modify
the ion-ion interaction potential. Based on these results, the only remaining quantities
with significant theoretical uncertainties are the screening clouds around the ions.
Examples of different approaches to the static structures of the screening and bound
electrons are shown in Fig. 7.6(b). For the form factors of the bound electrons, the simple
approach based on screened hydrogenic wavefunctions (3.29) gives a good description of
DFT calculations in general, although a small difference of c.a. 2.5% can be seen in the
range of interest. Such discrepancies are mitigated in this work by using a fit to the
DFT results with an accuracy of < 0.1%. For the screening cloud, a significant difference
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Figure 7.6: (a): Comparisons of partial static structure factors for warm dense plastic
at ρ = 5.78 g cm−3 and T = 10 eV calculated from DFT-MD simulations (courtesy of J.
Vorberger) and using the classical multicomponent HNCmethod. For the HNC calculations
the mean carbon ionization is fixed at Z¯ fC = 4 and the ion-ion interactions is described by
a Debye potential to account for electronic screening. (b): Comparison of different models
of screening cloud and bound electron form factors for helium-like carbon under the same
conditions as panel (a). In both panels the range of wave numbers of interest are shown
by the vertical grey strip.
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between the DH and FWS models is clearly present, with the latter approaching the short-
wavelength expansion limit and is around 3 times smaller than the prediction of a Debye-
like approach. From Eq. (7.1), the most important contribution is that of the carbon ions.
Thus, simultaneous analysis of the inelastic and elastic scattering data provide a direct
and highly accurate capability for investigating screening.
7.3.4 X-ray source function
In addition to the theoretical description of the scattering profile, extraction of the plasma
parameters from experimental data is also sensitive to the shape of the x-ray source function
Σ(ω). In particular, convolution of the dynamic scattering cross section with Σ(ω) broadens
the inelastic peak, sets the spectral shape of the elastic peak and also contributes to its
amplitude. Shifting of the inelastic component may also occur if the source function is
strongly asymmetric, e.g. due to depth broadening effects in crystal-based spectrometers
[Pak et al., 2004] or the presence of satellite resonance lines. The contribution to the elastic
scattering amplitude is of particular interest here as it represents a source of uncertainty
on measurements of the static properties of the plasma such as the screening cloud. The
amplitude of Σ(ω) is determined by the normalisation condition Eq. (1.36).
Until relatively recently, it has been common practice to assume some analytic form for
Σ(ω). In order to determine the most accurate fit to the data possible, it is advantageous
to monitor the probe source and take scattering data simultaneously. The resulting shape
can then be fitted and normalised numerically to provide an accurate representation of
Σ(ω) which includes blurring effects such as instrument resolution and source broadening.
Unfortunately, the orientation of the gold cone protecting the scattering spectrometer
precludes the possibility of monitoring the x-ray source in this experiment. However, it
is possible to extract an estimate of the source shape directly from the experimental data
since here the Compton and Rayleigh peaks are clearly separated in frequency space. In
this work, the extracted source profiles for each set pump-probe delay used have been
provided by L. Fletcher.
7.4 Statistical analysis of experimental data
In order to determine the plasma conditions from the experimental data, a statistical
analysis with respect to the probability density corresponding to χ2 statistics is used,
as described in Section 6.5.1. In contrast to the example given in the previous chapter,
here the charge state is assumed to be known and the temperature and electron density are
allowed to vary independently. As before, the best fit is defined by the location of the global
minimum of the χ2 parameter, whereas the quality and robustness of the fit is estimated
by both the goodness-of-fit metric and the shape and amplitude of the probability density
function.
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Figure 7.7: (a): Probability distribution function for χ2 statistics based on fitting the
Compton feature only, i.e. using an ideal Rayleigh weight based on Eq. (6.18). The black
dashed contour marks the region containing 1σ = 68.27 % of the total probability, giving
an estimate of the fitting error. Furthermore, contours denoting the regions of strong
coupling for electrons and carbon ions and degeneracy are shown by the orange curves.
(b): Comparison of the experimental data and theoretical calculations within the bounds
of 1σ certainty. In both panels the pump-probe delay is t = 3.4 ns.
7.4.1 Modelling inelastic scattering only
Firstly, it is prudent to consider fitting the data based on the Compton feature only. Here,
the analysis uses the extracted x-ray source function in conjunction with Eq. (6.18) to
reproduce the shape and amplitude of the Rayleigh peak. The values of WR(k) given
by this approach may be taken as experimental measurements of the Rayleigh weight.
As demonstrated by Fig. 7.7(a), the fitting procedure results in a well-defined best fit
showing a clear peak in the probability density. As expected for the partially degenerate
conditions created, the PDF shows a highly elongated shape along the temperature axis
indicating much greater sensitivity to the electron density. For example, considering a
pump-probe delay of 3.4 ns yields best fit conditions ne = 1.31(±0.37)×1024 cm−3 and
kBT = 10.5(+6.5) eV. Extracted conditions for 3.5 ns and 3.6 ns yield decreasing densities
and temperatures consistent with the cooling and decompression of the shell, in agreement
with the predictions of the HYDRA simulations.
Once again, the estimated error on these measurements are quantified by finding the
contour delineating the region in density-temperature space containing 68.27 % of the total
probability, i.e. the 1σ confidence interval. Using the ideal Rayleigh weight, typical error
bars of ±20–30 % for the density are found, whereas only an upper limit, typically around
60 %, can be rigorously deduced for the temperature due to the temperature-insensitivity
of the theoretical models for colder, strongly degenerate states. The sensitivity of the
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Figure 7.8: (a): Probability distribution function for χ2 statistics based on simultane-
ously modelling inelastic and elastic scattering, with screening cloud described by finite-
wavelength screening (FWS). (b): Same as panel (a), but using the Debye-Hückel (DH)
limit of the screening cloud. In both panels the pump-probe delay is t = 3.4 ns.
inelastic scattering spectra within the bounds of such errors is shown in Fig. 7.7(b). Note
that all the curves shown as normalised to the amplitude of the Compton peak.
7.4.2 Including modelling of elastic scattering
Well-defined conditions are also found when the Rayleigh weight is calculated from the-
ory using the DH and FWS approaches to describe the screening of a the bare Coulomb
electron-ion interaction (see Fig. 7.8). Note that in both cases the shape of the contours
indicate roughly twice the density sensitivity and substantially improved accuracy with
respect to the temperature, compared to using the ideal (experimental) Rayleigh weight.
This stems from the additional constraints imposed by the temperature and density depen-
dence of the screening cloud. However, the different screening models yield quite different
conditions. For example, at t = 3.4 ns, the best fit using finite-wavelength screening is
found at ne = 1.52(±0.1)×1024 cm−3 and kBT = 9.3(±2.4) eV, whereas for Debye-like
screening the best fit occurs for ne = 4.8(±0.76)×1023 cm−3 and kBT = 20.9(±2.0) eV.
Again, the same trend of cooling and decompression is found for later times.
7.4.3 Results for the Rayleigh weight
Applied to the same conditions, the elastic scattering strength predicted by different screen-
ing models significantly differs. In general, the Rayleigh peak is too large if the DH model
is applied, whereas the amplitude given by finite-wavelength screening agrees with the mea-
surements within the estimated error bars (see Fig. 7.9(a)). A comparison of the elastic
Rayleigh strength obtained using the three approaches presented versus the ideal electron
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Figure 7.9: (a): Comparison of experimental data for t = 3.4 ns in the region around the
elastic Rayleigh scattering peak showing the best fit resulting from an ideal fit, i.e. using
the observed ratio of elastic to inelastic scattering, and from theoretical calculations based
on the DH and FWS models for the screening cloud. The error bands for these calculations
show that the FWS model is most suitable, whereas the DH model is clearly ruled out.
(b): Results for the Rayleigh weight based on all approaches; ideal WR and FWS DH
models using both Coulomb and empty core pseudo-potential electron-ion interactions.
The reference states are based on the best fit conditions determined from the ideal Rayleigh
weight, which also determine the large error bars.
pressure P ide = nekBTF3/2(ηe)/De (thereby combining electron density and temperature
into a single parameter) is shown in Fig. 7.9(b). Here, the plasma conditions obtained are
taken from fitting with the ideal Rayleigh weight as the reference state. The corresponding
errors are subsequently propagated through the calculation of for each model.
For all the time delays studied in this work, significant deviations between the results
obtained using Debye-like screening and the extracted (experimental) values are found.
On the other hand, finite-wavelength screening is in much better agreement for 3.4 ns and
3.5 ns. For the latest time, t = 3.6 ns, the cooling and decompression of the imploding
shell reaches a state where the electron-electron coupling exceeds unity, such that an RPA
description is not likely to be reasonable. This is reflected in the reduction of accuracy
found for the FWS model at this time. A more robust model of the free-free inelastic
scattering which includes dynamic local field corrections may be required to rigorously
analyse the data in this strongly coupled regime.
7.4.4 Pseudo-potential approach to electron-ion interaction
Up to now the free electrons have been assumed to respond to the ions via a screened
Coulomb-like potential determined by the effective charge of the ions. Clearly, this is
justified for the fully ionized hydrogen component. However, the electrons still bound to
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the carbon ions will modify the electron-ion interactions. As shown in Fig. 3.2(b), a pseudo-
potential approach based on an empty core model results in an oscillating screening cloud
at large k. In the case of helium-like carbon, the cut-off radius of the ionic core can
be estimated from the measured effective size of C+4 ions, which is given by the web of
elements catalogue as rc = 29 pm.
Using this simple model in conjunction with the FWS model for the shielding of the
interaction potential, the screening cloud is predicted to be small and negative for the wave
numbers presently under consideration. This effect is exacerbated by the weaker decay of
the DH screening in k-space. Running the fitting code on the experimental data with this
form of the electron-ion potential does not result in a well-defined global maximum in the
PDF for either the FWS or DH screening approaches. Moreover, comparing the resulting
predicted Rayleigh weights against the reference states reveals very poor agreement, with
both models yielding substantially lower elastic scattering than observed (see Fig. 7.9(b)).
This unexpected result suggests that significantly more experimental and theoretical
effort is required to fully understand screening under extreme conditions. On the other
hand, the fact that the FWS model gives generally good agreement with the experimental
results constitute the first direct evidence for observation of finite-wavelength screening
in WDM using XRTS. As described early in this chapter, the implications of this are
potentially far-reaching since understanding screening is of fundamental importance for
a wide range of charged-particle systems. In particular, Debye-like screening presently
builds the basis for theoretical investigations of, e.g., the phase diagram [Hamaguchi et al.,
1996], the ion dynamics [Vorberger et al., 2012], the nucleation times [Daligault, 2006] and
relaxation properties [Gericke et al., 2002a] of matter under extreme conditions. Thus,
understanding of particle and energy transport in stars or large planets as well as modelling
capabilities for ICF experiments may need to be revised with respect to more accurate
screening models
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Chapter 8
Summary and future work
The principal objective of this thesis was to develop a robust numerical tool for modelling,
simulating and analysing experiments applying x-ray Thomson scattering (XRTS) as a di-
agnostic for dense matter. The features that were identified as particularly important were
the combination of a generalised multicomponent framework for the dynamic structure
factor (DSF), a generalised non-equilibrium description for the free electrons, and further
detailed modelling considerations such as careful averaging over evolving and inhomoge-
neous targets. The other main objective was to use the resulting modelling capability to
design, optimise and analyse current and ongoing experiments. In particular, the differ-
ent relaxation stages in strongly-driven matter are investigated and their characteristic
signatures in the XRTS spectrum are predicted.
8.1 Overview of results
The important results of each chapter are summarised in the following points. Details of
where significant published contributions have been made are given where appropriate.
• It was shown that the power spectrum of the radiation scattered by a dense target
probed with x-rays is dominated by the electrons. In particular, the dynamic cor-
relations between electron density fluctuations, described by the dynamic structure
factor (DSF), were shown to be the principal quantities of interest.
• A general quantum statistical description of dense matter was given to provide a ro-
bust theoretical basis for investigations of XRTS under conditions in which quantum
effects and strong interactions are important. The fundamental objects underpin-
ning the description of the density fluctuations were shown to be the polarisation
functions. Successive approximations of the governing equation for these functions
were employed in order to make their evaluation tractable. Specifically, the impor-
tant random phase approximation (RPA) was shown to be the most simple treatment
which retains dynamic screening and (weak) correlations between particles.
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• For partially ionized plasmas, it was shown that the DSF can be decomposed to
recover the well-known expression of Chihara. The multicomponent generalisation of
this model was adopted as the basic framework in order to correctly represent scat-
tering from realistic (complex) targets. The Rayleigh scattering due to both bound
electrons and the screening cloud were treated in the static limit. In particular, it was
shown that finite-wavelength screening (FWS) at large wave numbers was particu-
larly important for properly describing the screening cloud in the warm dense matter
(WDM) regime. The static structure of the ions was taken in the hypernetted-chain
approximation. It was shown that strong short-ranged repulsion between ions were
crucial for describing elastic scattering from WDM. The dynamic inelastic scattering
due to free electron was investigated primarily in RPA. Specifically, the dispersion and
damping of plasmons were shown to yield a sensitive diagnostic of the free-electron
density and mean kinetic energy. For the bound-free contribution the well-known
form factor approximation and impulse approximation were used. These elements
were brought together into a multicomponent scattering simulation (MCSS) code.
Publications in which calculations using the MCSS code have assisted data analysis
include those of Ma et al. [Ma et al., 2014] and Fletcher et al. [Fletcher et al., 2015].
• Under non-equilibrium conditions, the commonly used equilibrium DSF based on
the fluctuation-dissipation theorem must be abandoned. Instead, the DSF must be
derived from real-time non-equilibrium Green’s functions. The results affect both the
high-frequency free electron contribution and also the screening cloud which arises
in the elastic scattering term. The collective scattering spectrum was shown to be
most significantly affected. In particular, the dispersion and damping of plasmons are
substantially altered by significant numbers of non-thermal, high-energy electrons.
The non-equilibrium model was tested against recent experimental data taken at
the FLASH FEL facility. It was shown that time-averaging over rapidly evolving
non-equilibrium states is important to interpreting scattering from strongly-driven
targets. Here, the important features of the non-equilibrium electron distribution
were captured using a simple analytic bump-on-hot-tail (BOHT) model. Furthermore,
the use of a non-equilibrium, multicomponent framework explained the absence of
Rayleigh scattering in the FLASH data. The work presented in this chapter has been
documented in publications by Chapman and Gericke [Chapman and Gericke, 2011]
and Chapman et al. [Chapman et al., 2012; 2013b].
• Following the generalisation of the MCSS code to non-equilibrium conditions, it
was suggested that XRTS could be used as a diagnostic for electron-ion tempera-
ture relaxation. To assess its suitability for such experiments, simple simulations of
temperature relaxation in isochorically heated targets were performed. The main
contributions for these calculations were shown to be the energy exchange rate and
the heat capacities of the electrons and ions. Several options for the optimum way to
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employ XRTS were subsequently discussed, and it was shown that a combination of
spectrally- and angularly-resolved measurements in foam-density targets could po-
tentially be used to simultaneously determine the electron and ion temperatures.
Moreover, clearly identifiable differences in the elastic scattering evolution suggested
that XRTS could be used to differentiate between energy relaxation models. The
reduced approach to the coupled modes model used in this chapter has been docu-
mented in the publication of Chapman et al. [Chapman et al., 2013a].
• Next, experiments conducted over longer time scales testing the properties of matter
at extreme conditions were considered. Using radiation-hydrodynamics simulations
of implosions of millimetre-scale plastic spheres at the National Ignition Facility
(NIF), a detailed study of the expected XRTS signal was undertaken. Here, non-
equilibrium effects could be neglected, whereas strongly inhomogeneous conditions
had to be considered. The MCSS model was used to post-process the hydrodynam-
ics output to produce high-fidelity, time-dependent simulations which fully included
plasma gradients. Furthermore, attenuation of the probe beam and source divergence
was included using a novel scheme. Statistical analysis was performed on synthetic
data created using the calculations to assess the feasibility of using XRTS as a tem-
perature and ionization diagnostic. The results showed that a simple fit based on a
single set of plasma conditions gave good agreement to the mass-weighted average
temperature predicted by the simulations. However, the fitted ionization was sub-
stantially underestimated due to inhomogeneity. The work presented in this chapter
has been documented in the publication of Chapman et al. [Chapman et al., 2014].
• The final chapter used the tools and methods developed in the previous chapters to
analyse experimental data. The geometry used in the experiment accessed the non-
collective scattering regime, enabling measurements of the free electron temperature
and density from the inelastic feature. The configuration used also mitigated un-
certainty in the ion structure, making possible direct measurements of the screening
cloud at large k. It was shown that good agreement with the data could only be
obtained using the FWS model. The results constituted the first experimental ob-
servation of finite-wavelength screening in WDM using XRTS. The work performed
in this chapter has contributed to several publications, e.g. those of Fletcher et al.
[Fletcher et al., 2013; 2014] and Chapman et al. [Chapman et al., 2015].
8.2 Future work and conclusions
Throughout this thesis, numerous approximations and limitations of the theoretical de-
scription of XRTS have been highlighted. Of particular importance are the limitations of
the RPA for descibing the free electrons. Since a robust and consistent methodology for
deriving higher-order corrections was given in Chapter 2 using a perturbation expansion in
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the screened potential, it would be interesting to evaluate the resulting terms. Initially, one
might evaluate only the first-order corrections. However, such an extended model would
still be within the linear response approximation since the corrections relate to the one-
components subsystems only. To go beyond linear response requires the direct electron-ion
coupling be evaluated. Undertaking such work would give a highly robust framework for
modelling XRTS from strongly coupled systems with arbitrary distribution functions.
In terms of the ions, the main deficiencies of the MCSS model relate to the restriction
of equilibrium in the HNC approximation, and the physics which can be modelled using
simple forms for the ion-ion interaction. It would therefore be interesting to undertake
a detailed comparison of first-principles simulation results with HNC calculations using
suitably flexible pseudo-potentials. Building a comprehensive understanding of the vari-
ation of such parametric forms with temperature, density and ionization may shed light
on how to construct more effective simple models, which could be used to analyse XRTS
data from WDM. An example of this was given in Chapter 5, where the form of the static
ion structure had to be estimated using overly-simplistic ion-ion potentials due to lack of
understanding of the effect of bound electrons under evolving conditions.
The points highlighted thus far have focussed on deficiencies in theory. Additionally,
it is worth stating that best practice methods must be developed and stringently followed
when modelling the macroscopic aspects of real experiments. Of particular relevance are
time-averaging over evolving states and accounting for inhomogeneous conditions. These
issues will become more important as more XRTS experiments are undertaken using FELs
and high-energy laser facilities such as NIF. Furthermore, the importance of detailed mod-
elling of the geometry of experiments must be recognised. For example, the integration of
the scattering signal over the inhomogeneous plasma in Chapter 6 resulted in a spectrum
in which all scattered x-rays are focussed to an infinitely distant detector. In reality, the
Bragg reflection condition of the crystals used in x-ray spectrometers requires that only
scattering originating from different regions of the target contribute to the intensity of
the measured signal in different energy bins. The resulting source broadening effect was
therefore not captured in this work and, accordingly, will make direct comparisons between
theory and data more difficult. At the time of writing, the next series of shots from the
Gbar equation of state NIF experiments is being evaluated using the models developed in
this thesis. The initial results show excellent agreement to the measured signal is obtained
only when gradients, k-blurring and source broadening are simultaneously considered.
Finally, even for experiments in which such considerations are not anticipated to be
significant, detailed modelling may reveal both problems and solutions to the accurate
interpretation of experimental data. A good example of this is given by the analysis
given in Chapter 7. Here, a novel observation was made possible by using simulations
and detailed three-dimensional modelling to eliminate sources of uncertainty on the elastic
scattering amplitude, leaving a deficiency in the commonly-used Debye-Hückel description
of screening as a viable explanation of the trends in the observed data.
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Appendix A
Analytical and numerical methods
for modelling the dynamic structure
of non-equilibrium plasmas
A.1 Bump-on-hot-tail model distribution function
For the purposes of investigating the dielectric and spectral properties of non-equilibrium
plasmas with high-energy quasi-thermal tails and non-thermal populations, one may appeal
to a simple model distribution function
fe(p) =A0
Ac gc(p) +∑
i
Ahi ghi(p) +
∑
j
Abj gbj(p)
 . (A.1)
Here, the functions ga(p), with a = c, h, b describe basis functions which provide the func-
tional forms required to represent the distinct components. Each component is normalised
such that max(ga(p)) = 1. The cold (c) component corresponds to the background popula-
tion, the hot (h) components to high-energy tail populations and the bump (b) components
to non-thermal features driven at specific energies. The coefficients Aa are weighting factors
that select the proportion of each basis function. Finally, A0 is a normalisation pre-factor
which is determined by the usual condition
ne =
1
pi2~3
∫ ∞
0
dp p2 fe(p). (A.2)
Usually, the basis functions used for the cold and hot components are given by nor-
malised equilibrium-like forms, i.e. the Fermi-Dirac or Maxwell-Boltzmann distributions,
and the bump components is described by a shifted Gaussian
gc(p; pc, ηc) =
(
1 + e−ηc
)[
1 + ep
2/2p2c−ηc
]−1
, (A.3)
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gh(p; ph) = e
−p2/2p2h , (A.4)
gb(p; pb, p0) = e
−(p−p0)22p2b . (A.5)
The widths characterising the exponential decay of the above functions in momentum
space can be associated with the effective ‘temperatures’ of the components via pa =
(mekBTa)
1/2. Additionally, the bump components require the locations of the maxima in
momentum space p0. Furthermore, for degenerate matter one must specify the effective
chemical potential ηc. Note that these parameters, nomenclature notwithstanding, are not
representative of truly physical quantities such as temperature.
The work presented in Chapter 4 demonstrates that qualitatively accurate representa-
tions of the dielectric and spectral properties of non-equilibrium plasmas can be obtained
by considering the simple case of (A.1) with one hot and one bump component. Thus,
from now on the form of the model distribution is restricted to
fe(p) =A0
{
Ac
(
1 + e−ηc
)[
1 + ep
2/2p2c−ηc
]−1
+Ah e
−p2/2p2h +Ab e−(p−p0)
2/2p2b
}
. (A.6)
In this case, the overall normalisation is readily found to be
A0 =
neΛ
3
c
2Ac
[(
1 + e−ηc
)F1/2(ηc) +AhcT 3/2hc +AbcT 3/2bc Ψ(p0/√2pb)]−1 , (A.7)
where Ahc = Ah/Ac, Thc = Th/Tc and Ψ(x) = xe−x2 + 12(2x2 + 1)
[
1 + erf(x)
]
. The fully
normalised distribution function is therefore
fe(p) =
neΛ
3
c
2
(1 + e−ηc)
[
1 + ep
2/2p2c−ηc
]−1
+Ahc e−p22p2h +Abc e−(p−p0)2/2p2b
(1 + e−ηc)F1/2(ηc) +AhcT 3/2hc +AbcT 3/2bc Ψ(p0/
√
2pb)
 . (A.8)
An important distinction which should be made here is that the ratios A do not correspond
to the fractions of electrons occupying particular components. Rather, they simply reflect
the scalings applied to the basis functions relative to the cold component.
The fraction of electrons in a specific component can be defined as xa = na/ne, where
na is given by applying (A.2) to the relevant component. It straightforwardly follows that
xc =
(1 + e−ηc)F1/2(ηc)
(1 + e−ηc)F1/2(ηc) +AhcT 3/2hc +AbcT 3/2bc Ψ(p0/
√
2pb)
, (A.9)
xh =
AhcT 3/2hc
(1 + e−ηc)F1/2(ηc) +AhcT 3/2hc +AbcT 3/2bc Ψ(p0/
√
2pb)
, (A.10)
xb =
AbcT 3/2bc Ψ(p0/
√
2pb)
(1 + e−ηc)F1/2(ηc) +AhcT 3/2hc +AbcT 3/2bc Ψ(p0/
√
2pb)
, (A.11)
It is trivial to show that xc + xh + xb = 1, as required by particle conservation.
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Substituting Eqs. (A.9 -A.11) into Eq. (A.8), one has
fe(p) = x˜c
[
1 + ep
2/2p2c−ηc
]−1
+ xh
neΛ
3
h
2
e−p
2/2p2h + xb
neΛ
3
b
2 Ψ(p0/
√
2pb)
e−(p−p0)
22p2b , (A.12)
where x˜c = xcneΛ3c/2F1/2(ηc). In this form, the model distribution function for a given
electron density is fully characterised by seven free parameters; {Tc, ηc, Th, p0, pb, xh, xb},
with xc = 1− (xh + xb). For the more simple case of a cold bulk component and a single
hot tail, i.e. xb = 0, only four free parameters are needed; {Tc, ηc, Th, xh}, and xc = 1−xh.
For simplicity, it is also convenient to remove ηc as a free parameter by noting that the
shape of the low-momentum portion of the cold component will not be greatly disturbed
from it’s equilibrium form, provided that xh  1. One can then use the well-known Padé
fit [Ichimaru, 1994b] to determine ηc in terms of ne and Tc. Only under this approximation
may one take F1/2(ηc) = 12neΛ3c , such that x˜c = xc.
A.2 Implementation of a fully numerical model
Often, a simple analytic form such as Eq. (A.12) may not be appropriate, and instead the
DSF must be calculated in a fully numerical framework. In this case, the fundamental
equations are given by Eqs. (4.17 - 4.18), in addition to the electron density Eq. (A.2). The
evaluation of these equations gives rise to several important criteria, which warrant brief
discussion.
A.2.1 Density convergence check
Firstly, due to factor of p2 in the integrand, the electron density only converges for an
arbitrary distribution function providing sufficiently large momenta are considered. For
equilibrium-like distributions, convergence to within a suitably small tolerance may be
achieved for a few times the normalisation momentum. The accuracy of the estimate then
rapidly improves as exponentially less weight is contributed by higher-momentum states.
For strongly non-equilibrium distributions with significant structure deep in the tail, the
maximum momentum considered to achieve a converged electron density may need to be
far larger. Moreover, evaluating Eqs. (4.17) and (4.18) sets limits on the momentum at
|1± z|, which scale as ω/k2. Thus, as the wave number of the fluctuations probed by the
incident radiation gets smaller, e.g. using a soft x-ray source such as FLASH or going
to extremely small scattering angles, then the minimum momentum required to evaluate
Eq. (4.18) can potentially exceed the upper limit used to determine the density.
A simple self-consistency check can be used to safeguard against this possibility (see
Fig.A.1). The density is first evaluated within a loop which runs until convergence to
within a pre-defined accuracy is reached, yielding an estimate for xmax. The latter is
then compared to the largest value of max (|1− z| , |1 + z|) encountered over the frequency
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range of interest (both must be considered since ω can be both positive and negative), and
repeated until the condition
xmax > max (|1− z| , |1 + z|) (A.13)
is satisfied. Note that because k changes non-linearly over the spectral range, in general
giving k(|ω|) < k(− |ω|), symmetry relations for frequency shifts of equal magnitude but
opposite sign cannot be relied upon.
A.2.2 Evaluation of the Kramers-Kronig integral
The fact that the limits of the momentum integration are determined not only by con-
vergence considerations, but also by the range of frequencies of interest, raises another
important consideration. Namely, in constructing the real part of the dielectric function
using the Kramers-Kronig relation, the imaginary part must be calculated for a sufficiently
large range of frequency shifts. In the context of the present problem, this means that the
weight added to the total integral by considering larger frequency shifts must decrease
below some required tolerance. For example, the constraint can be satisfied by requiring
that the magnitude of the imaginary part at the limits of the spectral range is less than
some small fraction of the value at the global maximum
{|Im εee(k, ωmin)| and |Im εee(k, ωmax)|} ≤ 10−6 max (|Im εee(k, ω)|) . (A.14)
The absolute values are taken as the imaginary part changes sign with ω. If this test is
not passed, ωmin and ωmax are increased (with the spectral resolution held constant) and
the calculation is re-run from the beginning.
Provided that the final check on the frequency range is passed, the real part can be
easily calculated by transforming the usual representation of the Kramers-Kronig relation
Re εee(k, ω)− 1 =
∫ ∞
−∞
dω′
pi
Im εee(k, ω)
ω′ − ω
=
1
pi
{∫ ∞
0
dω′
ω′
Im εee(k, ω + ω
′) +
∫ 0
−∞
dω′
ω′
Im εee(k, ω + ω
′)
}
=
1
pi
{∫ ∞
0
dω′
ω′
[
Im εee(k, ω + ω
′)− Im εee(k, ω − ω′)
]}
. (A.15)
It is then clear that Im εee(k, ω) must be indexed into at frequencies outside the spectral
range initially supplied; the largest value being 2ωmax. However, since the frequency range
convergence test guarantees that frequencies beyond ωmax contribute (normalised) weight
on the order of, e.g., . 10−6, then one can safely extend the frequency range as required
and simply pad with zeros, such that
Im εee(k, |ω| > |ωmax|) = 0. (A.16)
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Initialise calculation:
Select/read distribution:
Calculate density:
Density converged?
Dispersion and renormalisation:
Momentum range large enough?
Noninteracting DSF and imaginary dielectric function:
Frequency range large enough?
Real dielectric function from Kramers Kronig integral:
Dynamic structure factor in RPA:
YES
YES
YES
NO
NO
NO
ωi, θ, p, ωmin, ωmax: ωs = ωi − ω
k0 ≈ (k2i + k2s − 2kiks cos θ)1/2
fe(p)
x = 2p/~k0
x0max = max(x), x
1
max = δ1 x
0
max
n0,1e =
(
k30/8pi
2
) ∫ x0,1max
0
dxx2fe(x)
1− n0e/n1e ≤ δ2 x
0
max = x
1
max
k˜i,s = (ω
2
i,s − ω2pe)1/2/c
k = (k˜2i + k˜
2
s − 2k˜ik˜s cos θ)1/2
x = 2p/~k, z = ω/ωC
x1max > max
(
|1 + z(ω)| , |1− z(ω)|
)
S0e (k, ω), Imεee(k, ω)
|Imεee(k, ωmin)| and |Imεee(k, ωmax)| ≤ δ3max
(
|Imεee(k, ω)|
)
ωmin = δ4 ωmin
ωmax = δ4 ωmax
ωs = ωi − ω
ω = {ωmin, ωmax} → {ωmin, 2ωmax}
Imεee(k, ω) = 0 for ωmax < ω ≤ 2ωmax
εee(k, ω) = Reεee(k, ω) + iImεee(k, ω)
See(k, ω) =
S0e (k, ω)
|εee(k, ω)|2
Figure A.1: Flow diagram for evaluating the non-equilibrium dynamic structure model
as described by Eqs. (4.17 - 4.18). Typical values of the control constants are δ1 = 1.5,
δ2 = 10
−3, δ3 = 10−6 and δ4 = 1.5.
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The integration can then be performed without further hindrance by employing a suitable
variable transformation and using a general adaptive integration algorithm. Here, an effec-
tive transformation is given by exp-sinh quadrature, i.e. one write ω′ = Ω exp(pi sinh(t)).
The integral then has the form
I(ω) =
∫ ∞
−∞
dt cosh(t)
[
f(ω + Ωepi sinh(t))− f(ω − Ωepi sinh(t))
]
, (A.17)
where Ω is some suitable normalisation frequency, e.g. Ω = ωpe. The double-exponential
decay of this transformation ensures that the integrand is effectively bounded on a vastly
reduced range, such as −3 ≤ t ≤ 3. Subsequently, the complex dielectric function is
easily constructed and used to compute the interacting DSF. A flow diagram describing
the evaluation of the non-equilibrium model is shown in Fig.A.1.
A.2.3 Additional considerations for dispersion curves
Finally, using the general algorithm described here, one may also compute dynamic re-
sponse quantities independently resolved in k and ω. An important example is the locus
describing the dispersion curves for collective modes, which is given by Re ε(k, ω) = 0.
This is especially useful for non-equilibrium plasmas since the plasmon resonance location
deviates from the modified Bohm-Gross relation at relatively small k. In this case, one
performs nested loops over independent frequency and wave number arrays, ignoring the
step which refines the momentum normalisation. Moreover, from the fourth moment of
the distribution function, i.e. the mean kinetic energy, is also important to the plasmon
dispersion. It is therefore also necessary to ensure convergence of p4fe(p) for distributions
with significant weight in the high-energy tail. A second convergence test is therefore
performed with respect to 〈Ke〉 before the momentum range is checked.
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Appendix B
Reduced approach
to the coupled modes model
for temperature relaxation
In Chapter 5 it was shown that temperature relaxation in dense plasmas is strongly sensitive
to the electron-ion energy transfer rate. Unlike the Landau-Spitzer (LS) model Eq. (5.4),
the coupled mode (CM) energy transfer rate Eq. (5.14) must be evaluated numerically. A
reduced approach to the coupled modes rate [Chapman et al., 2013a] is therefore required
to facilitate highly-resolved relaxation calculations with hundreds of time steps.
B.1 f-sum rule approach
In the case of uncoupled collective modes, i.e. the Fermi golden rule (FGR), a reduced
approach which considerably simplifies numerical evaluation has been derived by Hazak
et al. [Hazak et al., 2001]. The reduced FGR (RFGR) is based on three approxima-
tions which are well-fulfilled under a wide range of conditions. Firstly, the structure of
the frequency integral is modulated by the spectral function of the ions, Im ε−1ii (k, ω) =
−Im εii(k, ω)/ |εii(k, ω)|2. This function decays exponentially over significantly smaller fre-
quency scales than the equivalent electronic term due to the large mass differencemi  me.
Taylor expanding the electronic term about ω = 0 is therefore justified
Im ε−1ee (k, ω) ≈ω
[
∂
∂ω
Im ε−1ee (k, ω)
]
ω=0
. (B.1)
Secondly, provided that βa~ωpa  1, one may also Taylor expand the Bose functions
nBi(ω)− nBe(ω) ≈ kB~ω (Ti − Te). (B.2)
Eq. (B.2) is valid for non-degenerate states and for small frequencies. Furthermore, this
approximation is always expected to hold for the ions since they are ubiquitously non-
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degenerate and their mode spectrum is always downshifted due to screening [Vorberger and
Gericke, 2014]. Thirdly, assuming only static screening, then the derivative in Eq. (B.1)
can be simplified further by approximating Im ε−1ee (k, ω) ≈ −Im εee(k, ω)/ |εee(k, 0)|2. For
arbitrary degeneracies one finds
Im ε−1ee (k, ω) ≈
√
piω√
2kve
k2κ2e
(k2 + κ2e)
2
fe(~k/2)
De
, (B.3)
where fe(~k/2) is the distribution function of the electrons evaluated at p = ~k/2. Here,
the static screening has been taken in the long-wavelength limit εee(k, 0) = 1 + (κe/k)2.
Applying the approximations Eqs. (B.1 - B.3) to Eq. (5.13), and making use of the f -
sum rule (2.81), the frequency integration can be performed analytically. The result is
Zei RFGR= V
ω2peω
2
pikB(Ti − Te)
(2piv2e)
3/2
∫ ∞
0
dk
k
(
k2
k2 + κ2e
)2
fe(~k/2)
De
. (B.4)
The integration over k is inexpensive to perform numerically, e.g. using the exp-sinh trans-
form discussed in Appendix A.
It is tempting to follow a similar approach to the CM energy transfer rate. One then
readily derives [Daligault and Mozyrsky, 2008]
Zei DM= V
ω2peω
2
pikB(Ti − Te)
(2piv2e)
3/2
∫ ∞
0
dk
k
(
k2
k2 + κ2e
)2
fe(~k/2)
De
× 1
piω2pi
∫ ∞
−∞
dω ω Im
{
Vii(k)Π
R
ii(k, ω)
1− V Dii (k)ΠRii(k, ω)
}
. (B.5)
Since the f -sum rule holds for all systems in which the potential energy commutes with the
density operator, i.e. [nˆ, Vˆ ] = 0, the frequency integral term in Eq. (B.5) yields unity, and
the RFGR result is recovered exactly. This suggests that a coupled mode effect does not
occur when the approximations made here are well-fulfilled, in contradiction to previous
numerical results [see, e.g., Dharma-wardana and Perrot, 1998; Vorberger et al., 2010].
B.2 Role of electronic screening
The origin of this contradiction is straightforward to understand. In the derivation of the
RFGR rate, the two-component dielectric function ε(k, ω) differs from the one-component
function for the ions εii(k, ω) in the real part only; the former retains a static contribution
from the electrons. Thus, although the dispersion of the ion excitations is correctly changed
from plasmon-like to acoustic, the damping is unchanged from that of the pure ion system.
Of course, the range of the frequency integration is dominated by the decay of the ionic
term Im ΠRii(k, ω) and, thus, the electrons may always be treated in the low-frequency limit.
However, this alone does not justify neglecting the imaginary component of εee(k, ω). For
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small frequencies, the imaginary part scales linearly with ω and becomes more important to
the determination of the total mode structure as the peak is shifted to higher frequencies.
Retaining the lowest order imaginary contribution, one obtains
εee(k, ω)
ω→0≈ 1 + κ
2
De
k2
[F−1/2(ηe)
De
+ i
√
piwe
fe(k)
De
]
, (B.6)
in which we = ω/
√
2kve, as usual. Here, the real part has been taken in the k → 0 limit
to be consistent with the RGFR approach.
Using Eq. (B.6), the two-component dielectric function can be written as
ε(k, x)
RCM
= 1 +
κ2Di
k2
[
1− 2xD(x) +R1
F−1/2(ηe)
De
+ i
√
pix
(
e−x
2
+R1R2 fe(~k/2)
De
)]
, (B.7)
where R1 = Ti/Z fiTe, R2 = (Time/Temi)1/2 and x ≡ wi. Substituting Eqs. (B.2) and (B.7)
into Eq. (5.14), one obtains a simple reduced CM (RCM) formula
Zei RCM= V
ω2peω
2
pikB(Ti − Te)
(2piv2e)
3/2
∫ ∞
0
dk
fe(~k/2)
De
Iω (k) , (B.8)
Iω(k) = 4√
pi
∫ ∞
0
dx
x2e−x2
|ε(k, x)|2 ≡
∫ ∞
0
dx g(k, x). (B.9)
Note that by setting Im εee(k, ω) = 0, one recovers the RFGR rate Eq. (B.4), as expected.
B.3 Numerical evaluation of the RCM model
Although a sharp peak in the integrand in Eq. (B.9) still occurs for some conditions, the
additional damping due to screening guarantees that its amplitude increases more slowly
than its width, and hence its contribution to the integral decreases. In the case of the full
form of the energy transfer rate, the use of adaptive integration over both the k- and ω-
spaces leads to unacceptably long evaluation times to be useful for large-scale calculations
of energy relaxation.
Instead, it is more expedient approach is to use a fixed grid of points to evaluate the
integrand, where the density of points increases close to the peak. The position of the
finely-resolved region can be estimated a priori from the dispersion relation, given by the
root of the real part of the RCM dielectric function (B.7). The integral term (B.9) can
then be split into three regions
Iω(k) ≈
{∫ (1−δ1)x0
0
+
∫ (1+δ2)x0
(1−δ1)x0
+
∫ xmax
(1+δ2)x0
}
dx g(k, x), (B.10)
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Figure B.1: Normalised integrand functions of Eq. (B.9) for fixed k and varying Te (a) and
for fixed Te and varying k (b). The density is ne = 1023 cm−3 in all cases. For small
k, the collective modes are weakly damped, yielding a strong peak. For the purposes of
numerical integration, the function is split into regions around the predicted resonance
location (vertical dashed lines). At large k, the dielectric function Eq. (B.7) no longer
yields a root, and the function is smooth enough to evaluate on a single grid.
where x0 = ω0/
√
2kvi is the high-frequency root solution of Re ε(k, x0) = 0. The two
constants δ1 and δ2 determine the size of the integration region surrounding the peak.
The latter must be chosen carefully to account for the k-dependence of the asymmetry
of g(k, x) close to the peak. If Te  Ti then the additional damping due to screening
is negligible and the ion mode is plasmon-like. The peak may then be too sharp to be
accurately evaluated (see Fig. B.1(a)). Nevertheless, using the scheme described here the
acoustic peak structure can be accurately captured for temperature differences of several
orders of magnitude and a wide range of densities.
The assumption that the peak location is given by the root of the dispersion function
is valid only for small to moderate wave numbers. For large wave numbers, the disper-
sion relation ceases to accurately predict the peak position, potentially focusing the finely
resolved grid away from the detailed structure (see Fig. B.1(b)). Specifically, the former
estimate gives the location of the peak at smaller frequencies than observed. Fortunately,
both components of the damping also increase with k and grow fast enough to smooth the
peak as it is shifted away from its predicted position.
When the resonance occurs at sufficiently high frequency, the peak is suppressed alto-
gether since the integrand is modulated by the exponential decay of Im ΠRii(k, ω). Moreover,
if no root exists in the dispersion relation, i.e., Re ε(k, ω) > 0 for all ω, a sharply peaked
structure does not occur at all. Such situations a typical of strongly non-collective states,
e.g. for high ion temperatures of large wave numbers. In both of these cases, the entire
integrand is smooth and can be evaluated quickly and accurately on a coarse grid.
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Figure B.2: (a): Comparison of fully numerical and reduced calculations of the Fermi golden
rule (FGR) energy transfer rate for Ti = 0.86 eV different densities in the WDM regime.
(b): Equivalent comparison as panel (a) for the coupled modes (CM) relaxation rate. In
both cases, the ‘full’calculations are shown by solid curves and the reduced approximations
are dashed curves with open circles.
B.4 Comparison to fully numerical calculations
Fig. B.2 shows the RCM model, defined by Eqs. (B.7 - B.9) and the RFGR Eq. (B.4) com-
pared to fully numerical solutions of the full CM and FGR expressions for a fully ionized
hydrogen plasma (Z fi = 1) over a wide range of densities. The fully numerical results are
supplied courtesy of by J. Vorberger, which were calculated in RPA using nested adaptive
Gaussian integration. In all cases, the ion temperature is fixed at Ti = 0.86 eV = 104 K.
As expected, the rates approach zero close to equilibrium and the rate changes sign as
the electrons are made colder than the ions. For each density, generally good agreement
between the full CM calculations and the results of the RCM model can be seen for Te > Ti.
Similarly good agreement is also found with respect to the FGR. For example, for Te =
105 K, the maximum relative error between the reduced and full calculations is < 10%
for all densities considered. As Te tends to Ti, the agreement gets worse, with the higher
density results diverging faster. Calculations for higher ion temperatures also show similar
agreement and the same trends in the absolute error as a function of Te/Ti.
The Around thermal equilibrium, i.e. Te ≈ Ti, absolute difference between the CM
and RCM curve ranges between < 20% and > 570% for the highest density. This trend of
poor agreement at high degeneracy is consistent with the breakdown of the approximation
for the Bose functions Eq. (B.2). Indeed, a similar trend can be seen comparing full and
reduced approaches to the FGR [Vorberger and Gericke, 2014]. Contrary to this trend is the
observation that the low-temperature error seems to have a minimum for ne = 1023 cm−3,
with the agreement worsening again for decreasing density.
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Figure B.3: (a): Simple and improved RCM relaxation rates near equilibrium at low- and
high densities showing the effect of different approximations for static electronic screening
of ion acoustic modes; the Debye-Hückel (DH) approximation is compared to the finite-
wavelength screening (FWS) approach. (b): Effect of different mode occupation structures;
the full Bose function structure for both electrons and ions is compared to the zeroth-order
Taylor series expansion. The full structure of the Bose function for the electrons (plasmon
occupation) is most important at high density. In contrast, the FWS model makes the
greatest improvement at low densities, where the Bose function shape has almost no effect.
Note that in both panels the results for ne = 1025 cm−3 are offset on the y-axis for clarity.
B.5 Improvements to the RCM model
Whilst the RCM is able to reproduce numerical calculations for Te  Ti, the general
accuracy for high-density plasmas for Ti > Te is poor. Improving the accuracy in this
regime is potentially important for ICF-relevant calculations. As the model is limited by
the necessity of numerical frequency integration, the natural place to begin improving the
model is by considering the effect of each of the major approximations made thus far. The
desired increase in speed of the code will therefore be made by making the numerics as
efficient as possible. In particular, one may consider the full wave number dependence of
the screening and the full structure of the Bose functions.
Since the expansion of the Bose functions Eq. (B.2) is appropriate for low degeneracy
it is reasonable to conclude that taking the DH approximation for the static screening
is responsible for the poor accuracy of the RCM model for Te < Ti in the low-density
case. The overestimation of the rates in this regime occurs because fe(~k/2) is roughly
Gaussian for De  1 and, thus, has a long tail enabling states with large k to be accessed.
As discussed in Chapter 3, the DH screening model is known to be too strong. Instead, the
full k-dependence of the static screening can be included with little additional numerical
effort using parameterisation of the RPA dielectric function [Dandrea et al., 1986].
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B.5 Improvements to the RCM model
In the low-density case, the screening function is most important for Te ∼ Ti, giving
appreciably larger (in terms of the absolute magnitude) energy transfer rates for Te < Ti
and slightly smaller rates for Te > Ti. Conversely, for higher degeneracies, contributions to
the screening from modes with large k are cut off as fe(p) tends to the a sharp, step-like
Fermi distribution (see Fig. B.3(a)); the difference between the DH and FWS screening
functions is therefore less unimportant.
Fig. B.3(b) shows that including the full form of the Bose functions has no effect
for low-density plasmas, where the low-frequency expansion holds. At higher densities
(degeneracies), however, the full structure of the occupation factor of the plasmons decays
more strongly than the Taylor expansion in frequency. The result is a significant increase
in rate suppression which accounts for nearly all the difference to the full numerical results.
One may include the full structure of the Bose functions by multiplying the integrand of
Eq. (B.9) by a correction factor to give a modified frequency integral
Iω(k) =
∫ ∞
0
dx g(k, x)
4xκi∆nB(k, x)
(Te/Ti − 1) , (B.11)
∆nB(k, x) =
exp(4κix)− exp(4κeR2x)
(exp(4κeR2x)− 1) (exp(4κix)− 1) (B.12)
Writing Eq. (B.12) in this form provides numerical stability for small frequency arguments,
without the need to set an arbitrary cut-off at which point the Taylor expanded form is
used. Nevertheless, for ω → 0, where the Taylor expansion is suitable, the correction to
Eq. (B.11) tends to unity, as expected.
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