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HOMOLOGICAL PROJECTIVE DUALITY FOR GRASSMANNIANS OF LINES
ALEXANDER KUZNETSOV
Abstract. We show that homologically projectively dual varieties for Grassmannians Gr(2, 6) and Gr(2, 7)
are given by certain noncommutative resolutions of singularities of the corresponding Pfaffian varieties. As
an application we describe the derived categories of linear sections of these Grassmannians and Pfaffians.
In particular, we show that
(1) the derived category of a Pfaffian cubic 4-fold admits a semiorthogonal decompositions consisting
of 3 exceptional line bundles, and of the derived category of a K3-surface;
(2) mutually orthogonal Calabi-Yau linear sections of Gr(2, 7) and of the corresponding Pfaffian variety
are derived equivalent.
We also conjecture a rationality criterion for cubic 4-folds in terms of their derived categories.
1. Introduction
Derived categories of coherent sheaves on algebraic varieties and their semiorthogonal decompositions
lately attract a lot of interest. The most powerful method to produce such decompositions was introduced
in [K3]. It allows to describe derived categories of all complete linear sections of a given algebraic variety
X if its Homologically Projectively Dual variety is known. In this paper we find Homological Projectively
Dual varieties for the Grassmannians Gr(2, 6) and Gr(2, 7) and produce the corresponding semiorthogonal
decompositions for their linear sections.
The Homological Projective Duality (HP-duality for short) is a homological extension of the classical
notion of projective duality. To a smooth (noncommutative) algebraic variety X with a map X → P(V )
to a projective space it associates a smooth (noncommutative) algebraic variety Y with a map Y → P(V ∗)
into the dual projective space, depending on a choice of a semiorthogonal decomposition of Db(X) of a
specific form (a Lefschetz decomposition). All necessary definitions can be found in section 2. Now we
describe the HP-dual varieties for Gr(2, 6) and Gr(2, 7).
Let W be a vector space, dimW = n. Consider the projective space P(Λ2W ∗) of skew-forms on W .
For each 0 ≤ t ≤ ⌊n/2⌋ we consider the following closed subset of P(Λ2W ∗)
Pf(2t, n) = Pf(2t,W ∗) := P({ω ∈ Λ2W ∗ | rank(ω) ≤ 2t}),
where rank(ω) is the rank of ω (the dimension of the image of the map W → W ∗ induced by ω). This
subsets form a filtration of P(Λ2W ∗). It is clear that Pf(2⌊n/2⌋,W ∗) = P(Λ2W ∗). The biggest proper
component of this filtration is Pf(2⌊n/2⌋− 2,W ∗), we call it the Pfaffian variety, or simply the Pfaffian. If
n = dimW is even then the Pfaffian variety Pf(n− 2,W ∗) is a hypersurface of degree n/2 (its equation
is the Pfaffian polynomial of a general skew-form), and if n = dimW is odd then the Pfaffian variety
Pf(n − 3,W ∗) has codimension 3 (its ideal is generated by Pfaffians of principal minors of a general
skew-form). Other varieties Pf(2t,W ∗) will be called generalized Pfaffian varieties.
It is a classical result that the Pfaffian variety Y = Pf(2⌊n/2⌋−2,W ∗) is (classically) projectively dual
to the Grassmannian X = Gr(2,W ). However, it is singular along Pf(2⌊n/2⌋ − 4,W ∗), so it cannot be
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HP-dual to X. By some speculations based on the properties of HP-duality one can argue that the HP-
dual of X should be given by a (noncommutative) resolution of singularities of Y . Usual (commutative)
resolutions of Y turn out to be too big, so noncommmutative resolutions come into focus.
A noncommutative resolution of singularities of an algebraic variety Y is a coherent sheaf R of O-
algebras on Y which is a matrix algebra at the generic point of Y (birationality, up to Morita equivalence),
and which has finite homological dimension (smoothness). Such noncommutative resolutions of Pfaffian
varieties Pf(4, 6) and Pf(4, 7) were constructed in [K6]. The main result of the present paper is the
following
Theorem 1. Let W be a vector space, dimW = 6 or dimW = 7. Let (Y,R) be the noncommutative
resolution of singularities of the Pfaffian variety Y = Pf(4,W ∗) constructed in [K6]. Then (Y,R) is
Homologically Projectively Dual to the Grassmannian X = Gr(2,W ).
As we already mentioned above, whenever we have a pair of HP-dual varieties, there are semiorthogonal
decompositions for their linear sections. In our case we obtain semiorthogonal decompositions for linear
sections of the Grassmannians Gr(2, 6), Gr(2, 7) and of the corresponding Pfaffians Pf(4, 6), Pf(4, 7). The
following particular case of these decompositions seems to be especially interesting.
Theorem 2. Let Y ′ be a smooth Pfaffian cubic 4-fold in P5. Then there is a semiorthogonal decomposition
Db(Y ′) = 〈O(−3),O(−2),O(−1),Db(X ′)〉
where X ′ is a smooth K3-surface of degree 14.
By definition, a Pfaffian cubic fourfold is an intersection of the Pfaffian Y = Pf(4, 6) ⊂ P14 with a
linear subspace P5 ⊂ P14 (not every cubic 4-fold is isomorphic to a Pfaffian cubic, the Pfaffian cubics
form a divisor in the moduli space of all cubic 4-folds). The corresponding K3-surface X ′ is then the
intersection of the orthogonal linear subspace P8 ⊂ (P14)∨ with the Grassmannian Gr(2, 6).
A relation of cubic 4-folds to K3-surfaces has been known for a long time. For example, they have
similar primitive Hodge structures in the middle cohomology [H2]. Also, it is known that the Fano
variety of lines on a cubic 4-fold is a deformation of the Hilbert scheme of length 2 subschemes on a K3
surface [BD]. For Pfaffian cubics, this relation is more explicit. The primitive Hodge structure of X ′ is
a substructure of the primitive Hodge structure of Y ′, and the Fano variety of Y ′ is isomorphic to the
Hilbert scheme of X ′ [BD]. Moreover, the Pfaffian cubics are known to be rational, and the birational
transformation from P4 to Y ′ includes a blow-up of a K3-surface isomorphic to X ′.
Note that the line bundles O(−3),O(−2),O(−1) form an exceptional collection on any cubic 4-fold Y ′
(not necessarily Pfaffian). So, for every Y ′ we can consider a triangulated category
C′ = ⊥〈O(−3),O(−2),O(−1)〉 ⊂ Db(Y ′),
which by Theorem 2 is equivalent to the derived category of a K3-surface if Y ′ is Pfaffian, and thus for
general Y ′, being a deformation of the derived category of a K3-surface, can be considered as the derived
category of a noncommutative K3-surface. These speculations suggest the following
Conjecture 3. A smooth cubic 4-fold Y ′ is rational if and only if the triangulated category
C′ = ⊥〈O(−3),O(−2),O(−1)〉 ⊂ Db(Y ′)
is equivalent to the derived category of a usual K3-surface.
This conjecture is supported by the following observation. Assume that Y ′ is a smooth cubic 4-fold,
containing a plane P2 ⊂ Y ′ ⊂ P5. The projection from this plane makes Y ′ into a family of 2-dimensional
quadrics parameterized by another P2. The degenerate quadrics in the family are parameterized by a
sextic curve, and the sheaf of even parts of Clifford algebras corresponding to this family of quadrics
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comes from a sheaf of quaterinionic algebras Q on the double cover of P2 branched in the sextic curve,
which is a K3-surface. This K3-surface ringed with a sheaf of agebras Q can be considered as a twisted
K3-surface, which is a particular class of noncommutative K3-surfaces. Using results of [K4] one can
show that C′ is equivalent to the derived category of this twisted K3. On the other hand, one can check
that the class of Q in the Brauer group vanishes (and noncommutativity of the K3-surface vanishes as
well) precisely when the corresponding family of 2-dimensional quadrics has a rational section, which, as
was noticed by B.Hasset in [H1], implies rationality of the cubic Y ′.
Another interesting application of Theorem 1 is the following. Let dimW = 7, consider the Grass-
mannian X = Gr(2, 7) = Gr(2,W ) ⊂ P(Λ2W ) and the corresponding Pfaffian variety Y = Pf(4, 7) =
Pf(4,W ∗) ⊂ P(Λ2W ∗). Let L ⊂ Λ2W ∗ be a 7-dimensional subspace and let L⊥ ⊂ Λ2W be its orthogonal
subspace (14-dimensional). Denote by XL = X ∩ P(L
⊥) and YL = Y ∩ P(L) the corresponding linear
sections. Note that the expected dimension of both XL and YL is 3.
Theorem 4. If dimXL = dimYL = 3 and P(L) ⊂ P(Λ
2W ∗) doesn’t intersect Gr(2,W ∗) ⊂ P(Λ2W ∗),
then there is an equivalence of categories
Db(XL) ∼= D
b(YL).
If the condition dimXL = dimYL = 3 holds then both XL and YL are Calabi-Yau. So, the above Theo-
rem gives an example of derived-equivalence between non-birational Calabi-Yau 3-folds. This equivalence
was predicted by E.Rødland [R], who compared solutions of the Picard–Fuchs equations corresponding
to these Calabi-Yau families and argued that they have the same mirror. Another argument from the
point of view of string theory was given recently by K.Hori and D.Tong [HT]. Theorem 4 has been
independently proved in a particular case of smooth XL and YL by L.Borisov and A.Ca˘lda˘raru in [BC]
by a direct calculation. The equivalence in [BC] is given by the same functor as in our proof.
Now let us say a few words about possible generalizations. First of all, it is natural to consider the
case of dimW > 7. Then we expect the following
Conjecture 5. Let X = Gr(2,W ) ⊂ P(Λ2W ) and let Y = Pf(2⌊n/2⌋ − 2,W ∗) ⊂ P(Λ2W ∗) be the
corresponding Pfaffian variety. There exists a noncommutative resolution of singularities (Y,R) of Y
which is Homologically Projectively Dual to X.
We expect the noncommutative resolution (Y,R) of Y = Pf(2⌊n/2⌋ − 2,W ∗) for dimW > 7 to be
constructed in a similar way as for dimW = 6, 7, see section 3. Moreover, we expect that our proof of
Theorem 1 should work in the general situation as well. Among other applications, Conjecture 5 would
lead to a description of derived categories of Pfaffian hypersurfaces of all degrees.
Another direction of generalization is to consider generalized Pfaffian varieties.
Conjecture 6. For every 0 ≤ t ≤ ⌊n/2⌋ there exist noncommutative resolutions of singularities of the
generalized Pfaffian varieties X = Pf(2t,W ) and Y = Pf(2⌊n/2⌋ − 2t,W ∗) which are Homologically
Projectively Dual.
Now let us describe the structure of the paper. In section 2 we introduce the necessary background,
reminding the notions of semiorthogonal and Lefschetz decompositions and giving a brief overview of
Homological Projective Duality. In section 3 we describe the noncommutative resolutions of singularities
of the Pfaffian varieties Pf(4, 6) and Pf(4, 7). In section 4 we give a precise formulation and a plan of
the proof of Theorem 1. The detailed proof takes sections 5–9. Finally, in sections 10 and 11 we list the
corollaries of the Homological Projective Duality in cases dimW = 6 and dimW = 7. In particular, we
prove Theorem 2 in section 10 and Theorem 4 in section 11.
Acknowledgements: I am grateful to A. Bondal, D. Kaledin, and D. Orlov for very helpful discus-
sions. Also I would like to thank K. Hori who pointed out to me the Rødland’s work.
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2. Preliminaries
We start this section with a brief reminder of the notions of Lefschetz decompositions and Homological
Projective Duality. The general reference for this is [K3].
2.1. Notation. All algebraic varieties are assumed to be of finite type over an algebraically closed field k.
For an algebraic variety X, we denote by Db(X) the bounded derived category of coherent sheaves on X,
and by D−(X) the unbounded from below derived category of coherent sheaves. For F,G ∈ D−(X), we
denote by RHom(F,G) the local RHom-complex and by F ⊗ G the derived tensor product. Similarly,
for a map f : X → Y , we denote by f∗ the derived pushforward functor and by f
∗ the derived pullback.
Finally, f ! stands for the twisted pullback functor.
2.2. Semiorthogonal decompositions. If A is a full subcategory of T then the right orthogonal to A
in T (resp. the left orthogonal to A in T ) is the full subcategory A⊥ (resp. ⊥A) consisting of all objects
T ∈ T such that HomT (A,T ) = 0 (resp. HomT (T,A) = 0) for all A ∈ A.
For any sequence of subcategories A1, . . . ,An in T we denote by
〈
A1, . . . ,An
〉
the minimal triangulated
subcategory of T containing A1, . . . , An.
Definition 2.1 ([BK, BO1, BO2]). A sequence A1, . . . ,An of full triangulated subcategories in a trian-
gulated category T is called semiorthogonal collection if HomT (Ai,Aj) = 0 for i > j. A semiorthogonal
collection A1, . . . ,An is a semiorthogonal decomposition of T if for every object T ∈ T there exists a chain
of morphisms 0 = Tn → Tn−1 → · · · → T1 → T0 = T such that the cone of the morphism Tk → Tk−1 is
contained in Ak for each k = 1, 2, . . . , n. In other words, if there exists a diagram
0 Tn // Tn−1
~~ ~
~~
~~
~
// . . . // T2 // T1




// T0




T
An
^^
. . . A2
]]
A1
]]
where all triangles are distinguished (dashed arrows have degree 1) and Ak ∈ Ak.
Thus, every object T ∈ T admits a decreasing “filtration” with factors in A1, . . . , An respectively.
Semiorthogonality implies that this filtration is unique and functorial.
If T =
〈
A1, . . . ,An
〉
is a semiorthogonal decomposition then Ai =
⊥
〈
A1, . . . ,Ai−1
〉
∩
〈
Ai+1, . . . ,An
〉
⊥.
Definition 2.2 ([BK, B]). A full triangulated subcategory A of a triangulated category T is called right
admissible if the inclusion functor i : A→ T has a right adjoint i! : T → A, and left admissible if it has a
left adjoint i∗ : T → A. Subcategory A is called admissible if it is both right and left admissible.
Lemma 2.3 ([B]). If T =
〈
A,B
〉
is a semiorthogonal decomposition then A is left amissible and B is right
admissible. If A1, . . . ,An is a semiorthogonal collection in T such that A1, . . . ,Ak are left admissible
and Ak+1, . . . ,An are right admissible then〈
A1, . . . ,Ak,
⊥
〈
A1, . . . ,Ak
〉
∩
〈
Ak+1, . . . ,An
〉
⊥,Ak+1, . . . ,An
〉
is a semiorthogonal decomposition.
Let f : X → S be a morphism of algebraic varieties. Triangulated subcategory A ⊂ Db(X) is called
S-linear [K2] if it is stable with respect to tensoring by pull-backs of vector bundles on S:
A⊗ f∗F ⊂ A for any vector bundle F on S.
If E1, E2, . . . , En is a sequence of objects of D
b(X) of finite Tor-dimension over S we denote by
〈E1, E2, . . . , En〉S the S-linear triangulated subcategory of D
b(X) generated by E1, E2, . . . , En. In other
words, 〈E1, E2, . . . , En〉S = 〈E1 ⊗ f∗Db(S), E2 ⊗ f∗Db(S), . . . , En ⊗ f∗Db(S)〉.
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A semiorthogonal collection
〈
A1,A2, . . . ,An
〉
⊂ Db(X) is S-linear if all subcategories Ak are S-linear.
IfA is an S-linear admissible subcategory in Db(X) then bothA⊥ and ⊥A are S-linear and semiorthogonal
decompositions Db(X) = 〈A,⊥A〉 = 〈A⊥,A〉 are S-linear.
Let f : X → S and g : Y → S be morphisms to S. A functor Φ : Db(X) → Db(Y ) is called S-linear
[K2], if there is given a bifunctorial isomorphism
Φ(G⊗ f∗F ) ∼= Φ(G)⊗ g∗F,
where G ∈ Db(X) and F is a vector bundle on S. If an S-linear functor Φ : Db(X) → Db(Y ) has an
(either left or right) adjoint functor Ψ : Db(Y )→ Db(X) then Ψ is also S-linear.
2.3. Kernel functors. Let X and Y be smooth projective varieties and let pX : X × Y → X and
pY : X × Y → Y denote the projections. Take any K ∈ D
b(X × Y ) and define a functor
ΦK : D
b(Y )→ Db(X), ΦK(F ) := PX∗(p
∗
Y F ⊗K).
We call ΦK the kernel functor with kernel K.
Lemma 2.4 ([BO1]). The functor ΦK : D
b(Y ) → Db(X) admits a left adjoint functor Φ∗K which is
isomorphic to a kernel functor ΦK# : D
b(X)→ Db(Y ) with the kernel K# := RHom(K,ωX [dimX]).
Consider kernels K ∈ Db(X × Y ), L ∈ Db(Y × Z). Denote by pXY , pY Z and pXZ the projections of
X × Y × Z to X × Y , Y × Z and X × Z respectively. The convolution of kernels is defined as follows
K ◦ L := pXZ∗(p
∗
XYK ⊗ p
∗
Y ZL).
It is well known [BO1, BO2] that the composition of kernel functors is given by the convolution of their
kernels
ΦK ◦ ΦL ∼= ΦK◦L, Φ
∗
L ◦ Φ
∗
K
∼= Φ∗K◦L.
Let f : X → S and g : Y → S be morphisms to S. Let j : X ×S Y → X × S be the embedding. If
K ∈ Db(X ×S Y ) then the functors Φj∗K : D
b(Y )→ Db(X) and Φ∗j∗K : D
b(X)→ Db(Y ) are S-linear.
If A ⊂ Db(X) is a triangulated subcategory and S is a scheme we denote by A ⊠ Db(S) the minimal
triangulated subcategory of Db(X×S) containing all objects of the form A⊠F , where A ∈ A, G ∈ Db(S).
Lemma 2.5. If X is a smooth projective variety, A ⊂ Db(X) is an admissible subcategory equivalent to
Db(Y ) for some smooth projective variety Y and S is any scheme then A ⊠ Db(S) ∼= Db(Y × S) is an
admissible S-linear subcategory in Db(X × S).
Proof: By theorem of D.Orlov [O1, O2] any equivalence Db(Y ) → A ⊂ Db(X) is isomorphic to a kernel
functor ΦK : D
b(Y )→ Db(X), K ∈ Db(Y ×X). Let ∆ : Y ×S ×X → Y ×S ×X × S be the embedding
induced by the diagonal embedding of S. Then it is easy to see that ∆∗(K ⊠OS) gives an S-linear fully
faithful functor Db(Y × S)→ Db(X × S) inducing an equivalence Db(Y × S)→ A⊠Db(S). 
2.4. Lefschetz decompositions. Let X be an algebraic variety and let OX(1) be a line bundle on X.
Definition 2.6 ([K3]). A Lefschetz decomposition of the derived category Db(X) is a semiorthogonal
decomposition of the form
Db(X) =
〈
A0,A1(1), . . . ,Am−1(m− 1)
〉
, where 0 ⊂ Am−1 ⊂ · · · ⊂ A1 ⊂ A0 ⊂ D
b(X).
Similarly, a dual Lefschetz decomposition of Db(X) is a semiorthogonal decomposition of the form
Db(X) =
〈
Am−1(1−m), . . . ,A1(−1),A0
〉
, where 0 ⊂ Am−1 ⊂ · · · ⊂ A1 ⊂ A0 ⊂ D
b(X).
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Actually, these notions are equivalent. Given a Lefschetz decomposition one can canonically construct
a dual Lefschetz decomposition with the same category A0 and vice versa.
Let Db(X) =
〈
A0,A1(1), . . . ,Am−1(m − 1)
〉
be a Lefschetz decomposition. Let ak denote the right
orthogonal to Ak+1 in Ak, so that we have a semiorthogonal decomposition
Ak = 〈ak, ak+1, . . . , am−1〉.
The categories a0, a1, . . . , am−1 are called primitive categories of the Lefschetz decomposition.
Denote by α0 : A0 → D
b(X) the embedding functor and let α∗0 : D
b(X)→ A0 be its left adjoint.
Lemma 2.7 ([K3]). The functor α∗0 is fully faithful on subcategories ak(k + 1) ⊂ D
b(X) and there is a
semiorthogonal decomposition A0 = 〈α
∗
0(a0(1)), α
∗
0(a1(2)), . . . , α
∗
0(am−1(m))〉.
We call this semiorthogonal decomposition of A0 the dual primitive decomposition.
The simplest example of a Lefschetz decomposition is given by the Beilinson exceptional collection on
the projective space Pn:
Db(Pn) = 〈O,O(1), . . . ,O(n)〉.
Here A0 = A1 = · · · = An = 〈O〉. The primitive categories are a0 = · · · = an−1 = 0 and an = 〈O〉.
More relevant for the present paper are the following Lefschetz decompositions of the derived categories
of Grassmannians Gr(2,W ) of lines in a vector space W . Let U denote the tautological rank 2 vector
bundle on Gr(2,W ). Then Db(Gr(2,W )) = 〈A0,A1(1), . . . ,Am−1(m− 1)〉, where m = dimW and
A0 = A1 = · · · = Am−1 = 〈S
k−1U , . . . ,U ,O〉, if m = 2k + 1
A0 = · · · = Ak−1 = 〈S
k−1U , . . . ,U ,O〉, Ak = · · · = A2k−1 = 〈S
k−2U , . . . ,U ,O〉, if m = 2k.
These decompositions were constructed in [K5]. The primitive subcategories here are
a0 = a1 = · · · = am−2 = 0, am−1 = 〈S
k−1U , . . . ,U ,O〉, if m = 2k + 1
a0 = · · · = ak−2 = ak = · · · = a2k−2 = 0, ak−1 = 〈S
k−1U〉, a2k−1 = 〈S
k−2U , . . . ,U ,O〉, if m = 2k.
The dual primitive decomposition takes form
A0 = A0 for m = 2k + 1, A0 = 〈Λ
k−1(W/U),⊥A0(Λ
k−1(W/U))〉 for m = 2k.
2.5. Homological projective duality. Fix a smooth projective variety X and a Lefschetz decompo-
sition Db(X) = 〈A0,A1(1), . . . ,Ai−1(i − 1)〉 with respect to a line bundle OX(1). Let f : X → P(V )
be a morphism into a projective space such that f∗(OP(V )(1)) ∼= OX(1) and let X ⊂ X × P(V
∗) be the
universal hyperplane section of X (i.e. the canonical divisor of bidegree (1, 1) in X × P(V ∗)).
Definition 2.8 ([K3]). An algebraic variety Y with a projective morphism g : Y → P(V ∗) is called
Homologically Projectively Dual to f : X → P(V ) with respect to the given Lefschetz decomposition, if
there exists an object E ∈ Db(X ×P(V ∗) Y ) such that the kernel functor Φ = ΦE : D
b(Y )→ Db(X ) is fully
faithful and gives the following semiorthogonal decomposition
Db(X ) = 〈Φ(Db(Y )),A1(1) ⊠D
b(P(V ∗)), . . . ,Ai−1(i− 1)⊠D
b(P(V ∗))〉.
For every linear subspace L ⊂ V ∗ we consider the corresponding linear sections of X and Y :
XL = X ×P(V ) P(L
⊥), YL = Y ×P(V ∗) P(L),
where L⊥ ⊂ V is the orthogonal subspace to L ⊂ V ∗. Let N = dimV .
The main property of Homologically Projectively Dual varieties is the following
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Theorem 2.9 ([K3]). If Y is Homologically Projectively Dual to X then
(i) Y is smooth and Db(Y ) admits a dual Lefschetz decomposition
Db(Y ) =
〈
Bj−1(1− j), . . . ,B1(−1),B0
〉
, 0 ⊂ Bj−1 ⊂ · · · ⊂ B1 ⊂ B0 ⊂ D
b(Y )
with the same set of primitive subcategories: Bk = 〈a0, . . . , aN−k−2〉;
(ii) for any linear subspace L ⊂ V ∗, dimL = r, such that we have dimXL = dimX − dimL, and
dimYL = dimY + dimL−N there exist a triangulated category CL and semiorthogonal decompositions
Db(XL) = 〈CL,Ar(1), . . . ,Ai−1(i− r)〉
Db(YL) = 〈Bj−1(N − r − j), . . . ,BN−r(−1), CL〉.
We will need below the following necessary and sufficient condition for an algebraic variety Y to be
Homologically Projectively Dual to X.
Let g : Y → P(V ∗) be a regular map. Note that the map X ×P(V ∗) Y ⊂ (X×P(V
∗))×P(V ∗) Y ∼= X×Y
identifies X ×P(V ∗) Y with a divisor of bidegree (1, 1) in X × Y which we call the incidence quadric and
denote by Q(X,Y ). Let j denote the embedding Q(X,Y ) ∼= X ×P(V ∗) Y → X × Y . Assume that we are
given an object E ∈ Db(Q(X,Y )) such that the kernel functor Φj∗E : D
b(Y ) → Db(X ) is a fully faithful
embedding into a subcategory
C = [〈A1(1)⊠D
b(P(V ∗)), . . . ,Ai−1(i − 1)⊠D
b(P(V ∗))〉]⊥.
In [K3] there was constructed the following dual Lefschetz collection in the category C:
〈B′j−1(1− j),B
′
j−2(2− j), . . . ,B
′
1(−1),B
′
0〉 ⊂ C,
where j = N − 1−max{k | Ak = A0} and
B′k = γ
∗π∗
〈
α∗0(a0(1)), . . . , α
∗
0(aN−k−2(N − k − 1))
〉
⊂ B′0 = γ
∗π∗A0, (1)
the image of the part 〈α∗0(a0(1)), . . . , α
∗
0(aN−k−2(N − k− 1))〉 of the dual primitive decomposition of the
category A0 under the functor γ
∗π∗ : A0 ⊂ D
b(X) → Db(X ) → C, where γ∗ : Db(X ) → C is the left
adjoint functor to the embedding functor γ : C → Db(X ), and π : X → X is the projection.
Theorem 2.10. Assume that the functor Φj∗E : D
b(Y ) → Db(X ) induces a fully faithful embedding
Db(Y ) → C. Assume additionally that the functor Φ∗j∗Eπ
∗ : Db(X) → Db(Y ) is fully faithful on the
components α∗0(ak(k + 1)) ⊂ A0 of the dual primitive decomposition of A0 and that the categories
Bk = Φ
∗
j∗E
(
π∗
〈
α∗0(a0(1)), . . . , α
∗
0(aN−k−2(N − k − 1))
〉)
⊂ B0 = Φ
∗
j∗E(π
∗(A0)) ⊂ D
b(Y ),
form a dual Lefschetz collection
〈Bj−1(1− j), . . . ,B1(−1),B0〉 ⊂ D
b(Y ).
Then the functor Φj∗E : D
b(Y ) → C is an equivalence and the above collection generates Db(Y ). In
particular, Y is Homologically Projectively Dual to X.
Proof: Actually, the proof of Theorem 6.3 in section 6 of [K3] uses nothing but the assumptions of the
present theorem. On the other hand, at the output of the proof of Theorem 6.3 in [K3] we obtain an
equivalence Db(Y ) ∼= C, and the fullness of the above collection in Db(Y ). 
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2.6. The Borel–Bott–Weil Theorem. The Borel–Bott–Weil Theorem computes the cohomology of
line bundles on the flag variety of a semisimple Lie group. We use it to compute the cohomology of
equivariant vector bundles on Grassmannians. We restrict here to the case of the group GL(V ).
Let V be a vector space of dimension n. The standard identification of the weight lattice of the group
GL(V ) with Zn takes the k-th fundamental weight πk (the heighest weight of the representation Λ
kV )
to the vector (1, 1, . . . , 1, 0, 0, . . . , 0) ∈ Zn (the first k entries are 1, and the last n − k are 0). Under
this identification the cone of dominant weights of GL(V ) gets identified with the set of nonincreasing
sequences α = (a1, a2, . . . , an) of integers. For such α we denote by Σ
αV = Σa1,a2,...,anV the corresponding
representation of GL(V ). Note that Σ1,1,...,1V = detV .
Similarly, given a vector bundle E of rank n on a scheme S we consider the corresponding principal
GL(n)-bundle on S and denote by ΣαE the vector bundle associated with the GL(n)-representation of
highest weight α.
The group Sn of permutations acts naturally on the weight lattice Z
n. Denote by ℓ : Sn → Z the
standard length function. Note that for every α ∈ Zn there exists a permutation σ ∈ Sn such that σ(α)
is nonincreasing. If all entries of α are distinct then such σ is unique and σ(α) is strictly decreasing.
Let X be the flag variety of GL(V ). Let Lα denote the line bundle on X corresponding to the weight α
(so that Lπk is the pullback of OP(ΛkV )(1) under the natural projection X → P(Λ
kV )).
Denote by
ρ = (n, n− 1, . . . , 2, 1)
half the sum of the positive roots of GL(V ). The corresponding line bundle Lρ is the square root of the
anticanonical line bundle.
The Borell-Bott-Weil Theorem computes the cohomology of line bundles Lα on X.
Theorem 2.11 ([D]). Assume that all entries of α + ρ are distinct. Let σ be the unique permutation
such that σ(α+ ρ) is strictly decreasing. Then
Hk(X,Lα) =
{
Σσ(α+ρ)−ρV ∗, if k = ℓ(σ)
0, otherwise
If not all entries of α+ ρ are distinct then H•(X,Lα) = 0.
Now consider a Grassmannian G = Gr(k, V ). Let U ⊂ V ⊗ OG denote the tautological subbundle of
rank k. Denote by W/U the corresponding quotient bundle and by U⊥ its dual, so that we have the
following (mutually dual) exact sequences
0→ U →W ⊗OG →W/U → 0, 0→ U
⊥ → W ∗ ⊗OG → U
∗ → 0.
Note that Σ1,1,...,1U∗ ∼= Σ−1,−1,...,−1U⊥ is the positive generator of PicG. Let π : X → G denote the
canonical projection from the flag variety to the Grassmannian.
Proposition 2.12 ([Ka]). Let β ∈ Zk and γ ∈ Zn−k be nonincreasing sequences. Let α = (β, γ) ∈ Zn be
their concatenation. Then we have π∗Lα ∼= Σ
βU∗ ⊗ ΣγU⊥.
Corollary 2.13. If β ∈ Zk and γ ∈ Zn−k are nonincreasing sequences and α = (β, γ) ∈ Zn then
H•(G,ΣβU∗ ⊗ ΣγU⊥) ∼= H•(X,Lα).
Note that every GL(V )-equivariant vector bundle on G is isomorphic to ΣβU∗ ⊗ ΣγU⊥ for some
nonincreasing β ∈ Zk, γ ∈ Zn−k. Thus a combination of corollary 2.13 with the Borel–Bott–Weil
Theorem allows to compute the cohomology of any equivariant vector bundle on G.
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3. The Pfaffian varieties and their noncommutative resolutions
LetW be a vector space over k, dimW = n. Consider the projective space P = P(Λ2W ∗) of skew-forms
on W . For each 0 ≤ t ≤ ⌊n/2⌋ we consider the following closed subset of P = P(Λ2W ∗)
Pf(2t, n) = Pf(2t,W ∗) = P({ω ∈ Λ2W ∗ | rank(ω) ≤ 2t}),
where rank(ω) is the rank of ω (the dimension of the image of the map W →W ∗ induced by ω). We call
Pf(2⌊n/2⌋ − 2,W ∗) the Pfaffian variety, and other varieties Pf(2t,W ∗) are called the generalized Pfaffian
varieties. The ideal of the generalized Pfaffian variety Pf(2t,W ∗) is generated by the Pfaffians of all
diagonal (2t+ 2)× (2t+ 2)-minors of a skew-form, hence the name.
It is clear that the following generalized Pfaffian varieties
Pf(0,W ∗) = ∅, Pf(2,W ∗) = Gr(2,W ∗), Pf(2⌊n/2⌋,W ∗) = P = P(Λ2W ∗)
are smooth. However, for t 6= 0, 1, ⌊n/2⌋ the Pfaffian variety Pf(2t,W ∗) is singular, the singular locus
being the previous Pfaffian Pf(2t− 2,W ∗) ⊂ Pf(2t,W ∗).
In this section we describe a noncommutative resolution of singularities of the generalized Pfaffian
variety Pf(4,W ∗) for n = dimW ≥ 6. So, put
Y = Pf(4,W ∗), Z = Sing(Y ) = Pf(2,W ∗) = Gr(2,W ∗) = Gr(n− 2,W ).
Note that all skew-forms in Y \ Z are of rank 4, hence their kernels are (n − 4)-dimensional. Similarly,
all skew-forms in Z are of rank 2, and their kernels are (n− 2)-dimensional. Let Y˜ be the set of all pairs
(ω,K), where K is an (n − 4)-dimensional subspace in W and ω is a skew-form containing K in the
kernel. More precisely, Y˜ = PG(Λ
2K⊥), where G = Gr(n−4,W ) is a Grassmannian, K ⊂W ⊗OG is the
tautological subbundle of rank n − 4, and K⊥ ⊂ W ∗ ⊗OG is the orthogonal to K subbundle of rank 4.
Note that Y˜ is smooth.
The embedding of vector bundles Λ2K⊥ → Λ2W ∗⊗OG induces a projection g : Y˜ → P(Λ
2W ∗) = P. It
is clear that it factors through a map to the Pfaffian variety gY : Y˜ → Y ⊂ P. The map gY is one-to-one
over Y \Z and a Gr(n− 4, n− 2)-fibration over Z. Indeed, let Z˜ = g−1Y (Z) ⊂ Y˜ . Note that the bundle of
kernels of skew-forms on Z ∼= Gr(2,W ∗) ∼= Gr(n−2,W ) can be identified with the tautological subbundle
Kn−2 ⊂ W ⊗ OZ of rank n − 2, hence Z˜ ∼= GrZ(n − 4,Kn−2), the relative Grassmannian. In the other
words, Z˜ ∼= Fl(n− 4, n − 2;W ), the partial flag variety.
Let ζ : Y˜ → G and gZ : Z˜ → Z be the projections, and let iY˜ : Z˜ → Y˜ and iY : Z → Y be
the embeddings. Let η : Y → P be the embedding, so that g = η ◦ gY . Then we have the following
commutative diagram of varieties and maps:
Y˜
ζ
{{vv
vv
vv
vv
vv
v
g

gY
=
==
==
==
= Z˜
i
Y˜oo
gZ
''NN
NN
NN
NN
NN
NN
NN
N Fl(n− 4, n − 2;W )
))RR
RRR
RRR
RRR
RRR
Gr(n− 4,W ) G Y
η
  



Z
iY
oo Gr(n− 2,W )
P(Λ2W ∗) P
We denote by HG the divisor class of a hyperplane section of G and by HY the divisor class of a
hyperplane section of Y . The pullbacks of these classes to Y˜ , Z˜ and other varieties are denoted by the
same letters.
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Lemma 3.1. We have a linear equivalence Z˜ ∼ 2HY − HG on Y˜ . In particular, we have an exact
sequence
0→ O
Y˜
(HG − 2HY )→ OY˜ → iY˜ ∗OZ˜ → 0, (2)
and an isomorphism N
Z˜/Y˜
∼= OZ˜(2HY −HG).
Proof: Since Y˜ = PG(Λ
2K⊥), the Picard group of Y˜ is generated by HG and HY , hence Z˜ ∼ λHG+µHY
for some λ, µ ∈ Z. Moreover, it easy to see that KY˜ = −(n − 3)HG − 6HY . Similarly, since Z˜ =
Fl(n − 4, n − 2;W ), the Picard group of Z˜ is generated by HG and HY , and KZ˜ = −(n− 2)HG − 4HY .
By adjunction formula we find λ = −1, µ = 2. 
From now on we restrict ourselves to the cases dimW = 6, 7. See [K6] for the description of a
noncommutative resolution of singularities of the generalized Pfaffian varieties Pf(4,W ∗) for all dimW .
In [K6] we have constructed a Z-linear dual Lefschetz decomposition with respect to N ∗
Z˜/Y˜
Db(Z˜) = 〈Cn−3((3− n)HG), . . . , C1(−HG), C0〉, (3)
where n = dimW and
C0 = C1 = 〈O,K
∗〉Z , C2 = C3 = 〈O〉Z , if n = 6
C0 = C1 = C2 = C3 = C4 = 〈O,K
∗〉Z , if n = 7.
(4)
Theorem 3.2 ([K6]). The pushforward functor i
Y˜ ∗
: Db(Z˜)→ Db(Y˜ ) is full and faithful on subcategories
Cn−3((3− n)HG), . . . , C1(−HG) of D
b(Z˜) and there is a P-linear semiorthogonal decomposition
Db(Y˜ ) = 〈i
Y˜ ∗
(Cn−3((3− n)HG)), . . . , iY˜ ∗(C1(−HG)), D˜〉, (5)
where
D˜ = {F ∈ Db(Y˜ ) | i∗
Y˜
F ∈ C0}. (6)
Moreover, the pushforward
R = gY ∗ End(OY˜ ⊕K) (7)
is a pure sheaf, the category Coh(Y,R) of coherent sheaves of right R-modules on Y has finite homological
dimension, and there is an equivalence of categories
D˜ ∼= Db(Y,R), (8)
where Db(Y,R) is the bounded derived category of Coh(Y,R). The equivalence is given by the functors
ρ∗ : D
b(Y˜ )→ Db(Y,R), F 7→ gY ∗(F ⊗ (OY˜ ⊕K)), and
ρ∗ : Db(Y,R)→ Db(Y˜ ), G 7→ g−1Y G⊗g−1Y (R)
(OY˜ ⊕K
∗).
Finally, the category D˜ admits a Serre functor (see [BK]) S
D˜
: D˜ → D˜ and we have
S
D˜
(F ) ∼= F (−12HY )[13], if n = 6 and i
∗F ∈ 〈O
Z˜
〉Z ,
SD˜(F )
∼= F (−14HY )[17], if n = 7 and any F ∈ D˜.
Remark 3.3. Note that by (7) the restriction of the sheaf of algebras R to Y \Z is isomorphic to a matrix
algebra. This allows to consider the noncommutative variety Db(Y,R) as a noncommutative resolution
of singularities of Y .
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Below we will need also a description of the derived category of left R-modules (or, equivalently, of
right Ropp-modules) on Y , and of the derived category of R-bimodules (equivalently, of right R⊠Ropp-
modules) on Y × Y as subcategories of Db(Y˜ ) and Db(Y˜ × Y˜ ) respectively.
This will be done as follows. We take
D˜opp := D˜
∗ = {F ∈ Db(Y˜ ) | F ∗ ∈ D˜} = {F ∈ Db(Y˜ ) | i∗
Y˜
F ∈ (C0)
∗ = 〈O
Z˜
,K〉Z}
D˜♮ := D˜ ⊠ D˜opp ⊂ D
b(Y˜ × Y˜ ).
(9)
The functors
ρopp∗ : D˜opp → D
b(Y,Ropp), F 7→ gY ∗(F ⊗ (OY˜ ⊗K
∗)),
ρ∗opp : D
b(Y,Ropp)→ D˜opp, G 7→ g
−1
Y G⊗g−1Y Ropp
(O
Y˜
⊗K), and
ρ♮∗ : D˜♮ → D
b(Y × Y,R⊠Ropp), F 7→ (gY × gY )∗(F ⊗ (OY˜ ⊕K)⊠ (OY˜ ⊕K
∗)),
ρ∗♮ : D
b(Y × Y,R⊠Ropp)→ D˜♮, G 7→ (gY × gY )
−1G⊗(gY ×gY )−1(R⊠Ropp) ((OY˜ ⊕K
∗)⊠ (O
Y˜
⊕K)),
give equivalences
D˜opp ∼= D
b(Y,Ropp), D˜♮ ∼= D
b(Y × Y,R⊠Ropp).
Equivalences of D˜, D˜opp and D˜♮ with D
b(Y,R), Db(Y,Ropp) and Db(Y × Y,R ⊠ Ropp) provide these
triangulated categories with a t-structure (D˜≤0, D˜≥0)
D˜≤0 = {F ∈ D˜ | gY ∗(F ⊗ (OY˜ ⊕K)) ∈ D
≤0(Y )},
D˜≥0 = {F ∈ D˜ | gY ∗(F ⊗ (OY˜ ⊕K)) ∈ D
≥0(Y )},
(10)
and similarly defined t-structures (D˜≤0opp, D˜
≥0
opp) and (D˜
≤0
♮ , D˜
≥0
♮ ) in D˜opp and D˜♮ respectively.
Lemma 3.4. Let K ∈ Db(Y × Y,R⊠Ropp). Then ρ∗ ◦ ΦK ◦ ρ∗ ∼= Φρ∗♮K : D
b(Y˜ )→ Db(Y˜ ).
Proof: Since ρ∗♮K ∈ D˜♮ = D˜⊠D˜opp we have Φρ∗♮K(D
b(Y˜ )) ⊂ D˜. Since ρ∗ : D˜ → D
b(Y,R) is an equivalence,
it suffices to check that ΦK ◦ ρ∗ ∼= ρ∗ ◦ Φρ∗♮K : D
b(Y˜ ) → Db(Y,R). Denote OY˜ ⊕ K = E for brevity and
take any F inDb(Y˜ ). Then we have
ρ∗(Φρ∗
♮
K(F )) ∼= gY ∗(p1∗(p
∗
2F ⊗ ((gY × gY )
−1K ⊗(gY ×gY )−1R⊠Ropp (E
∗
⊠ E)))⊗ E) ∼=
∼= p1∗(gY × gY )∗(((E ⊗ E
∗)⊠ (F ⊗ E))⊗(gY ×gY )−1R⊠Ropp (gY × gY )
−1K) ∼=
∼= p1∗((gY × gY )∗((E ⊗ E
∗)⊠ (F ⊗ E)) ⊗R⊠Ropp K) ∼=
∼= p1∗((R⊠ ρ∗(F ))⊗R⊠Ropp K) ∼= p1∗(p
∗
2ρ∗(F )⊗R⊠Ropp K)
∼= ΦK(ρ∗(F ))
(we have used a version of the projection formula in the third isomorphism). 
We also will need relative analogues of these categories. Let S be a smooth algebraic variety. Consider
the subcategories
D˜S := D˜ ⊠D
b(S) ⊂ Db(Y˜ × S),
D˜oppS := D
b(S)⊠ D˜opp ⊂ D
b(S × Y˜ ), and
D˜♮S := D˜ ⊠D
b(S)⊠ D˜opp ⊂ D
b(Y˜ × S × Y˜ ).
The functors
ρS∗ : D˜S → D
b(Y × S,R⊠OS), F 7→ (gY ×idS)∗(F ⊗ [(OY˜ ⊕K)⊠OS ]),
ρoppS∗ : D˜oppS → D
b(S × Y,OS ⊠R
opp), F 7→ (idS×gY )∗(F ⊗ [OS ⊠ (OY˜ ⊕K
∗)]),
ρ♮S∗ : D˜♮S → D
b(Y × S × Y,R⊠OS ⊠R
opp), F 7→ (gY ×idS×gY )∗(F ⊗ [(OY˜ ⊕K)⊠OS ⊠ (OY˜ ⊕K
∗)]),
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and similarly defined adjoint functors ρ∗S, ρ
∗
oppS and ρ
∗
♮S by Theorem 6.4 of [K6] give equivalences
D˜S ∼= D
b(Y × S,R⊠OS),
D˜oppS ∼= D
b(S × Y,OS ⊠R
opp),
D˜♮S ∼= D
b(Y × S × Y,R⊠OS ⊠R
opp).
Moreover, for any map φ : S → T the functors ρ∗, ρ
opp
∗ , ρ
♮
∗ and their adjoints commute with the pushfor-
ward φ∗ and the pullback φ
∗ functors.
We denote by (D˜≤0S , D˜
≥0
S ), (D˜
≤0
oppS , D˜
≥0
oppS) and (D˜
≤0
♮S , D˜
≥0
♮S ) the t-structures on D˜S , D˜oppS and D˜♮S
induced by the equivalences ρ∗S , ρ
∗
oppS and ρ
∗
♮S .
Further, D˜0 = D˜≤0 ∩ D˜≥0 denotes the heart of the t-structure. Similarly, we write D˜[a,b] = D˜≤b ∩ D˜≥a
for all a ≤ b. The k-th cohomology functor with respect to the t-structure (D˜≤0, D˜≥0) is denote by H˜k.
A similar notation is used for t-structures in categories D˜opp, D˜♮, D˜S, D˜oppS and D˜♮S .
These t-structures are related as follows.
Lemma 3.5. Assume that S is smooth. If F ∈ D˜
[a,b]
S ⊂ D
b(Y˜ × S) and F ′ ∈ D˜
[a′,b′]
oppS ⊂ D
b(S × Y˜ ) then
p∗12F ⊗ p
∗
23F
′ ∈ D˜
[a+a′−dimS,b+b′]
♮S , where p12 and p23 are the projections of Y˜ ×S× Y˜ to Y˜ ×S and S× Y˜
respectively.
Proof: First of all note that ρ∗♮S(p
∗
12G ⊗ p
∗
23G
′) ∼= p∗12ρ
∗
S(G) ⊗ p
∗
23ρ
∗
oppS(G
′). On the other hand, for any
objects G ∈ D[a,b](Y × S,R⊠OS), G
′ ∈ D[a
′,b′](S × Y,OS ⊠R
opp) it is easy to see that p∗12G⊗ p
∗
23G
′ ∈
D[a+a
′−dimS,b+b′](Y × S × Y,R⊠OS ⊠R
opp) since S is smooth. 
Lemma 3.6. Let φ : S → T be a morphism with fibers of dimension not exceeding n. Then F ∈ D˜
[a,b]
S
implies φ∗F ∈ D˜
[a,b+n]
T . Similarly for D˜oppS and D˜♮S .
Proof: Indeed, F ∈ D[a,b](Y ×S,R⊗OS) implies φ∗F ∈ D
[a,b+n](Y ×T,R⊗OT ) since the cohomological
dimension of φ∗ is n. 
Lemma 3.7. Let φ : S → T be a morphism and assume that F ∈ D˜S ⊂ D
b(Y˜ × S) has finite support
over Y˜ × T . Then F ∈ D˜
[a,b]
S is equivalent to φ∗F ∈ D˜
[a,b]
T and H˜
k(φ∗F ) ∼= φ∗H˜
k(F ) for all k. Similarly
for D˜oppS and D˜♮S .
Proof: Since F has finite support over Y˜ ×T it follows that Hk(ρT∗ (φ∗F )) = H
k(φ∗(ρ
S
∗F )) = φ∗H
k(ρS∗F ),
which means that H˜k(φ∗F ) ∼= φ∗H˜
k(F ). 
4. The Main Theorem
Let W be a vector space, dimW = 6 or dimW = 7. Consider the Grassmannian X = Gr(2,W )
and the Pfaffian variety Y = Pf(4,W ∗). Let (Y,R) be the noncommutative resolution of singularities
of Y constructed in the previous section. We consider Db(Y,R) as a subcategory of Db(Y˜ ) via the
equivalence (8). Then the map g = η ◦ gY : Y˜ → Y → P = P(Λ
2W ∗) can be considered as a morphism of
the noncommutative variety (Y,R) to the projective space P = P(Λ2W ∗), which we denote by the same
letter g. So, consider the maps f : X → P∨ = P(Λ2W ) (the Plu¨cker embedding) and g : (Y,R)→ P.
The main result of the paper, Theorem 1 from the Introduction, claims the Homological Projective
Duality between X and Y . To make this statement precise we have to specify the involved Lefschetz
decompositions of Db(X) and Db(Y,R) (or at least one of them).
Consider the following exceptional triple on X:
E0 = OX , E1 = U , E2 = S
2U . (11)
HOMOLOGICAL PROJECTIVE DUALITY FOR GRASSMANNIANS OF LINES 13
Here U ⊂ W ⊗ OX is the tautological subbundle of rank 2 on X. It was shown in [K5] that this triple
generates the following Lefschetz decomposition for Db(X)
Db(X) = 〈A0,A1(HX),A2(2HX),A3(3HX),A4(4HX),A5(5HX)〉,
A0 = A1 = A2 = 〈E2, E1, E0〉, A3 = A4 = A5 = 〈E1, E0〉, if n = 6
Db(X) = 〈A0,A1(HX),A2(2HX),A3(3HX),A4(4HX),A5(5HX),A6(6HX)〉,
A0 = A1 = A2 = A3 = A4 = A5 = A6 = 〈E2, E1, E0〉, if n = 7
(12)
where HX is the divisor class of a hyperplane section of X.
On the other hand, consider the following triple of bundles on Y˜
F0 = Λ
2(W/K)/O
Y˜
(HG −HY ), F1 =W/K, F2 = OY˜ , (13)
where K ⊂ W ⊗ O
Y˜
is the pullback of the tautological rank n − 4 subbundle on G = Gr(n − 4,W )
via the projection ζ : Y˜ → G, HY is the divisor class of a hyperplane section of Y , HG is the divisor
class of a hyperplane section of G, and the embedding O
Y˜
(HG − HY ) → Λ
2(W/K) is obtained by a
OY˜ (HG)-twist from the embedding OY˜ (−HY ) → Λ
2K⊥ = Λ2(W/K) ⊗ OY˜ (−HG) inducing the map
g : Y˜ = PG(Λ
2K⊥)→ P = P(Λ2W ∗).
We will show in proposition 5.4 below that the dual triple of (13) generates the following dual Lefschetz
collection in D˜ = Db(Y,R):
Db(Y,R) = D˜ ⊃ 〈B11(−11HY ),B10(−10HY ), . . . ,B1(−HY ),B0〉,
B0 = B1 = · · · = B8 = 〈F
∗
0 , F
∗
1 , F
∗
2 〉, B9 = B10 = B11 = 〈F
∗
2 〉, if n = 6
Db(Y,R) = D˜ ⊃ 〈B13(−13HY ),B12(−12HY ), . . . ,B1(−HY ),B0〉,
B0 = B1 = · · · = B13 = 〈F
∗
0 , F
∗
1 , F
∗
2 〉, if n = 7
(14)
Now we give a precise statement of Theorem 1.
Theorem 4.1. If dimW = 6 or dimW = 7 then noncommutative resolution of singularities (Y,R) of the
Pfaffian variety Y = Pf(4,W ∗) is Homologically Projectively Dual to the Grassmannian X = Gr(2,W )
with respect to the Lefschetz decomposition (12). The corresponding Lefschetz decomposition of Db(Y,R)
is given by (14).
The proof of theorem 4.1 takes sections 6–9. Let us briefly describe the principal steps.
First of all we have to construct an object E ∈ Db(X ×P Y˜ ) which gives a fully faithful functor
Db(Y,R) = D˜ ⊂ Db(Y˜ )
ΦE→ Db(X ), where X ⊂ X ×P is the universal hyperplane section of X. For this
we will show that on X × Y˜ there is a natural complex of vector bundles
E2 ⊠ F2 → E1 ⊠ F1 → E0 ⊠ F0,
and that this complex is quasiisomorphic to a coherent sheaf E supported on the incidence quadric
Q(X, Y˜ ) ⊂ X × Y˜ (Q(X, Y˜ ) is the preimage of the usual incidence quadric Q ⊂ P∨ × P under the
projection f × g : X × Y˜ → P∨ ×P). The canonical isomorphism X ×P Y˜ ∼= Q(X, Y˜ ) allows to regard
E as a kind of object we need.
Let j denote the embedding Q(X, Y˜ ) ∼= X ×P Y˜ → X × Y˜ . The most difficult part of the proof is to
verify that the functor Φj∗E : D
b(Y˜ ) → Db(X ) induces a fully faithful embedding of D˜ into Db(X ). A
straightforward way is to compute the composition Φ∗j∗E ◦ Φj∗E : D
b(Y˜ )→ Db(Y˜ ). We do this using the
following trick.
Let α : X → X × P be the embedding. Note that the functor α∗ ◦ Φj∗E : D
b(Y˜ ) → Db(X × P)
is given by the kernel i∗E ∈ Db(X × Y˜ ) = Db((X × P) ×P Y˜ ), where i : Q(X, Y˜ ) → X × Y˜ is the
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embedding. On the other hand, since α is a divisorial embedding, we have a distinguished triangle of
functors Db(X )→ Db(X )
α∗α∗ → id→ OX (−HX −HP )[2]
(the last term denotes the functor of the OX (−HX −HP )-twisting followed by the [2]-shift). Composing
this with the functor Φj∗E on the right and with the functor Φ
∗
j∗E
on the left we obtain a distinguished
triangle of functors Db(Y˜ )→ Db(Y˜ )
(Φ∗j∗Eα
∗) ◦ (α∗Φj∗E)→ Φ
∗
j∗E ◦ Φj∗E → Φ
∗
j∗E ◦ Φj∗E(−HX−HP )[2].
Taking any t ∈ Z and twisting by O(tHX + tHP ) we obtain the following distinguished triangles
(Φ∗j∗Eα
∗) ◦ (α∗Φj∗E(tHX+tHP ))→ Φ
∗
j∗E ◦ Φj∗E(tHX+tHP ) → Φ
∗
j∗E ◦Φj∗E((t−1)HX+(t−1)HP )[2].
The point is that the first term of these triangles can be computed quite easily using the resolution
i∗E ∼= {E2 ⊠ F2 → E1 ⊠ F1 → E0 ⊠ F0}. In particular, it is easy to see that
(Φ∗j∗Eα
∗) ◦ (α∗Φj∗E(tHX+tHP )) = 0 for 1 ≤ t ≤ 6
in the case dimW = 7 to which we restrict from this moment in this short explanation of the proof (in
the case dimW = 6 the arguments are slightly different but of the same spirit). It follows immediately
that
Φ∗j∗E ◦ Φj∗E(6HX+6HP )
∼= Φ∗j∗E ◦ Φj∗E(5HX+5HP )[2]
∼= · · · ∼= Φ∗j∗E ◦ Φj∗E [12],
hence we have a distinguished triangle
(Φ∗j∗Eα
∗) ◦ (α∗Φj∗E(7HX+7HP ))→ Φ
∗
j∗E ◦ Φj∗E(7HX+7HP ) → Φ
∗
j∗E ◦ Φj∗E [14].
On the other hand, we can find an estimate for the set of k ∈ Z such that the k-the cohomology H˜k of the
kernel of the functor (Φ∗j∗Eα
∗) ◦ (α∗Φj∗E(7HX+7HP )) is nonzero (let us call this set the cohomology support
interval), and a uniform (in t) estimate of the cohomology support intervals of the kernels of the functors
Φ∗j∗E ◦Φj∗E(tHX+tHP ). The [14]-shift in the above triangle makes the cohomology support intervals of the
kernels of the functors in the last triangle intersect only at one point, which means in particular that the
kernel of the functor Φ∗j∗E ◦ Φj∗E is a pure object isomorphic to the (−13)-th cohomology of the kernel
of the functor (Φ∗j∗Eα
∗) ◦ (α∗Φj∗E(7HX+7HP )). A direct computation allows to identify this cohomology
with the object in Db(Y˜ × Y˜ ) inducing the projection functor to the subcategory D˜ ⊂ Db(Y˜ ). This
finally shows that Φj∗E is the composition of the projection D
b(Y˜ ) → D˜ and a fully faithful embedding
D˜ → Db(X ).
It is worth emphasizing that in the above arguments we always use the t-structure (D˜≤0♮ , D˜
≥0
♮ ) in the
category D˜♮ ⊂ D
b(Y˜ × Y˜ ) constructed in the previous section. The standard t-structure of Db(Y˜ × Y˜ ) is
not sufficiently sharp and doesn’t work here.
The final step in the proof uses theorem 2.10. According to this theorem it remains to check that the
functor Φ∗j∗E ◦ π
∗ : Db(X) → Db(Y˜ ) is fully faithful on the subcategory A0 ⊂ D
b(X) and that its image
B0 ⊂ D
b(Y˜ ) generates a dual Lefschetz collection in Db(Y˜ ). But the functor Φ∗j∗E ◦ π
∗ is the left adjoint
of π∗ ◦ Φj∗E : D
b(Y˜ )→ Db(X) which is a kernel functor with the kernel i∗E ∈ D
b(X × Y˜ ). Again, using
the resolution i∗E ∼= {E2 ⊠ F2 → E1 ⊠ F1 → E0 ⊠ F0} it is easy to perform all required verifications.
The proof is spread between sections 5–9 as follows. In section 5 we show that (14) is a Lefschetz
collection in D˜. In section 6 we compute the pushforwards of some objects on Y˜ to P. These computations
are used later in section 7 to identify a cohomology of some object in Db(Y˜ × Y˜ ) with the kernel of the
projection functor Db(Y˜ ) → D˜. In section 8 we construct the kernel E by showing that there exists a
natural complex E2⊠F2 → E1⊠F1 → E0⊠F0 and checking that it is quasiisomorphic to i∗E for some E .
Finally, in section 9 we finish the proof.
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5. A Lefschetz collection for the Pfaffian varieties
Recall that we have defined in (13) a triple of vector bundles (F0, F1, F2) on Y˜ .
Lemma 5.1. We have F0, F1, F2 ∈ D˜opp, F
∗
0 , F
∗
1 , F
∗
2 ∈ D˜.
Proof: By definition (9) of the category D˜opp it suffices to verify the first inclusion. So, by (9) we just
have to check that the restrictions of F0, F1 and F2 to Z˜ = Fl(2, 4;W ) are contained in the subcategory
C∗0 = 〈OZ˜ ,K〉Z . For F2 = OY˜ this is evident. For F1 the restriction to Z˜ of the exact sequence
0→ K →W ⊗O
Y˜
→ F1 → 0
also gives the desired embedding. It remains to consider F0. By definition we have an exact sequence
0→ OY˜ (HG −HY )→ Λ
2(W/K)→ F0 → 0. (15)
Consider its restriction to the divisor Z˜ = Fl(n − 4, n − 2;W ). Let Kn−2 denote (the pullbacks to Z˜
of) the tautological subbundle in W ⊗ OGr(n−2,W ) of rank n − 2. Since we have OZ˜(−HY ) = Λ
2K⊥n−2,
Λ2(W/K) = Λ2K⊥ ⊗O
Z˜
(HG), the restriction takes form
0→ Λ2K⊥n−2 ⊗OZ˜(HG)→ Λ
2K⊥ ⊗O
Z˜
(HG)→ F0|Z˜ → 0.
The first map here is induced by the embedding K⊥n−2 ⊂ K
⊥ on Z˜ = Fl(n − 4, n − 2;W ). Therefore, we
have the following exact sequence
0→ K⊥n−2 ⊗ (K
⊥/K⊥n−2)⊗OZ˜(HG)→ F0|Z˜ → Λ
2(K⊥/K⊥n−2)⊗OZ˜(HG)→ 0.
It remains to note that
Λ2(K⊥/K⊥n−2)
∼= detK⊥ ⊗ (detK⊥n−2)
−1 ∼= OZ˜(−HG)⊗OZ˜(HY ),
K⊥/K⊥n−2
∼= (K⊥/K⊥n−2)
∗ ⊗ det(K⊥/K⊥n−2)
∼= (Kn−2/K)⊗OZ˜(−HG)⊗OZ˜(HY )
and the claim follows. 
Our next goal is to show that the triple (F ∗0 , F
∗
1 , F
∗
2 ) in D˜ is exceptional and to describe the subcategory
of D˜ generated by this triple. We start with the following
Lemma 5.2. The quadruple
(OY˜ (HG −HY ),OY˜ ,W/K,Λ
2(W/K))
in Db(Y˜ ) is exceptional. Moreover, for 0 ≤ k ≤ l ≤ 2 we have Hom•(Λk(W/K),Λl(W/K)) ∼= Λl−kW and
Hom•(OY˜ (HG −HY ),OY˜ ) = Hom
•(OY˜ (HG −HY ),W/K) = 0, Hom
•(OY˜ (HG −HY ),Λ
2(W/K)) = k.
In other words, the algebra of endomorphisms of this exceptional quadruple is the path algebra of the
quiver
•
k
++• W //
Λ2W
55• W // •
Proof: The triple (O
Y˜
,W/K,Λ2(W/K)) is exceptional since it is exceptional in Db(G) and the pullback
functor ζ∗ : Db(G)→ Db(Y˜ ) is fully faithful. Further, for all k we have
Hom•(Λk(W/K),OY˜ (HG −HY )) = Hom
•(Λk(W/K), ζ∗(OY˜ (HG −HY ))) = 0
since ζ∗(OY˜ (HG −HY )) = 0. Finally,
Hom•(O
Y˜
(HG −HY ),Λ
k(W/K)) ∼= Hom•(OY˜ ,Λ
k(W/K)(HY −HG)) ∼=
∼= H•(Gr(2,W ), ζ∗(Λ
k(W/K)(HY −HG))) ∼= H
•(Gr(2,W ),Λk(W/K) ⊗ Λ2(W/K) ⊗O(−HG))) ∼=
∼= H•(Gr(2,W ),Λk(W/K) ⊗ Λ2K⊥) ∼= Hom•(Λ2(W/K),Λk(W/K))
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and the last claim follows. 
Corollary 5.3. The triple (F2, F1, F0) in D˜opp is exceptional. Moreover, Hom(F2, F1) ∼= Hom(F1, F0) ∼=
W , Hom(F2, F0) ∼= Λ
2W and the composition Hom(F1, F0)⊗ Hom(F2, F1)→ Hom(F2, F0) coincides with
the canonical projection W ⊗W → Λ2W .
Proof: Follows from exact sequence (15) combined with the previous lemma. 
Proposition 5.4. The triple (F ∗0 , F
∗
1 , F
∗
2 ) in D˜ is exceptional. Moreover, the collection of subcate-
gories (14) is a dual Lefschetz collection in D˜.
Proof: The first claim follows immediately from the previous lemma by duality. Moreover, since D˜ is a
P-linear subcategory in Db(Y˜ ) by theorem 3.2, it is stable under OY˜ (−tHY )-twists. Therefore, the whole
collection (14) is contained in D˜. So, it remains to check semiorthogonality of components of (14).
To check that (14) is a Lefschetz collection in case n = 6 we should check that
Hom•(F ∗l , F
∗
k (−tHY )) = 0, for k, l ∈ {0, 1, 2}, 1 ≤ t ≤ 8, and
Hom•(F ∗l , F
∗
2 (−tHY )) = 0, for l ∈ {0, 1, 2}, 9 ≤ t ≤ 11.
(16)
Note also, that by Theorem 3.2 the Serre functor of D˜ acts on F ∗2 as SD˜(F
∗
2 )
∼= F ∗2 (−12HY )[13], therefore
Hom•(F ∗l , F
∗
2 (−tHY )) = Hom
•(F ∗2 ((12− t)HY ), F
∗
l [13])
∗ = Hom•(F ∗2 , F
∗
l ((t− 12)HY )[13])
∗,
hence the second line of (16) follows from the first.
So, we must verify the first line of (16). It will be convenient to reformulate it slightly. By duality we
have Hom•(F ∗l , F
∗
k (−tHY )) = Hom
•(Fk, Fl(−tHY )), so we must check that
Hom•(Fk, Fl(−tHY )) = 0, for k, l ∈ {0, 1, 2} and 1 ≤ t ≤ 8. (17)
Since Fk is closely related to Λ
2−k(W/K) we start by noting
Hom•(Λ2−k(W/K),Λ2−l(W/K)(−tHY )) ∼= Hom
•(Λ2−k(W/K),Λ2−l(W/K)⊗ ζ∗OY˜ (−tHY )).
Since Y˜ = PG(Λ
2K⊥) we have
ζ∗OY˜ (−tHY )
∼=

0, for t = 1, 2, 3, 4, 5
OG(−3HG)[−5], for t = 6
Λ2K⊥ ⊗OG(−3HG)[−5], for t = 7
Σ2,2K⊥ ⊗OG(−3HG)[−5]⊕O(−4HG)[−5], for t = 8
where we use the notation introduced in subsection 2.6. It follows from the Borel–Bott–Weil Theorem
(theorem 2.11) that
Hom•(Λ2−k(W/K),Λ2−l(W/K)(−tHY )) = 0
for k, l ∈ {0, 1, 2} and 1 ≤ t ≤ 8. In particular, we have (17) for k, l ∈ {1, 2}.
Further, we have
Hom•(O
Y˜
(HG −HY ),Λ
2−l(W/K)(−tHY )) = Hom
•(O(HG),Λ
2−l(W/K)((1 − t)HY ))
and the same arguments as above show that this is zero for l ∈ {0, 1, 2} and 1 ≤ t ≤ 8. Using (15) we
see that (17) is satisfied also for k = 0 and l ∈ {1, 2}.
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Further, twisting (15) by O
Y˜
(−tHY ) and pushing forward to G we compute
ζ∗F0(−tHY ) =

0, for t = 1, 2, 3, 4 and t = 6
OY˜ (−2HG)[−4], for t = 5
Σ2,1,1K⊥(−2HG)[−5], for t = 7
Σ3,2,1K⊥(−2HG)[−5]⊕ Λ
2K⊥(−3HG)[−5], for t = 8
Using the Borel–Bott-Weil Theorem again we see that
Hom•(Λ2−k(W/K), F0(−tHY )) = 0
for k ∈ {0, 1, 2} and 1 ≤ t ≤ 8. In particular we have (17) for k ∈ {1, 2} and l = 0.
Finally,
Hom•(O
Y˜
(HG −HY ), F0(−tHY )) = Hom
•(O(HG), F0((1 − t)HY ))
and the same arguments as above show that this is zero for 1 ≤ t ≤ 8. Using (15) we see at last that (17)
is satisfied for k = l = 0.
Similarly, in case n = 7 we must check that
Hom•(F ∗l , F
∗
k (−tHY )) = 0 for k, l ∈ {0, 1, 2} and 1 ≤ t ≤ 13. (18)
For 1 ≤ t ≤ 7 the same arguments as in the case n = 6 prove (18). On the other hand, for 8 ≤ t ≤ 13 we
can use the Serre functor of D˜, which by theorem 3.2 takes F ∗l to F
∗
l (−14HY )[17]. So we have
Hom•(F ∗l , F
∗
k (−tHY )) = Hom
•(F ∗k (−tHY ), F
∗
l (−14HY )[17])
∗ = Hom•(F ∗k , F
∗
l ((t− 14)HY ))
∗[−17]
and since 1 ≤ 14− t ≤ 6 for 8 ≤ t ≤ 13, we conclude that (18) holds for 8 ≤ t ≤ 13 as well. 
Consider the following natural complexes on Y˜ :
F ′2 := F2, F
′
1 := {W ⊗ F2 → F1}, F
′
0 := {S
2W ⊗ F2 →W ⊗ F1 → F0}. (19)
Note that F ′k ∈ D˜opp since D˜opp is a triangulated subcategory of D
b(Y˜ ).
Remark 5.5. In terms of [B] the triple (F ′0, F
′
1, F
′
2) is the left mutation of the triple (F2, F1, F0).
Lemma 5.6. We have F0, F1, F2, F
′
2, F
′
1 ∈ D˜
≤0
opp and F
′
0 ∈ D˜
≤1
opp.
Proof: To check that an object F ∈ D˜opp is in D˜
≤t
opp it suffices to show thatH
>t(Y, ρopp∗ (F )⊗OY (nHY )) = 0
for n≫ 0. But
H•(Y, ρopp∗ (F )⊗OY (nHY )) = H
•(Y, gY ∗(F ⊗ (OY˜ ⊕K
∗))(nHY )) =
= H•(Y˜ , F (nHY )⊗ (OY˜ ⊕K
∗)) = H•(G, ζ∗(F (nHY ))⊗ (OG ⊕K
∗)),
so we should investigate the cohomology of ζ∗(F (nHY ))⊗ (OG ⊕K
∗) on G = Gr(n− 4,W ). Recall that
we have F2 = OY˜ , F1 =W/K, 0→ OY˜ (HG−HY )→ Λ
2(W/K)→ F0 → 0, whereof we deduce F
′
2 = OY˜ ,
F ′1 = K, and OY˜ (HG −HY )[1]→ F0 → S
2K. Further, we have
ζ∗(OY˜ (nHY )) = S
nΛ2(W/K),
ζ∗(K(nHY )) = K⊗ S
nΛ2(W/K),
ζ∗(W/K(nHY )) = W/K⊗ S
nΛ2(W/K),
ζ∗(S
2K(nHY )) = S
2K ⊗ SnΛ2(W/K),
ζ∗(Λ
2(W/K)(nHY )) = Λ
2(W/K)⊗ SnΛ2(W/K),
ζ∗(OY˜ (HG + (n− 1)HY )) = S
n−1Λ2(W/K) ⊗OG(HG)
Applying Borel–Bott-Weil theorem we deduce all the claims. 
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6. Some computations
In this section we compute ρ∗(F
∗
k ) and ρ∗(F
′
k
∗), where Fk and F
′
k were defined in (13) and in (19).
Consider the projectivization PY˜ (K). It is clear that PY˜ (K) = PFl(1,n−4;W )(Λ
2K⊥). Let us denote
the line bundle OP(W )(−1) by K1 (as well as all its pullbacks). Then we have an embedding K
⊥ ⊂ K⊥1
inducing a map φ : PFl(1,n−4;W )(Λ
2K⊥) → PP(W )(Λ
2K⊥1 ). Thus we have the following commutative
diagram
PY˜ (K)
φ

q
''OO
OO
OO
OO
OO
OO
OO
p
vvmmm
mm
mm
mm
mm
mm
Fl(1, n − 4;W )

PP(W )(Λ
2K⊥1 )
p
vvmmm
mm
mmm
mmm
mm q
''OO
OO
OO
OO
OO
OO
Y˜
g

P(W ) P
(20)
Lemma 6.1. The map PP(W )(Λ
2K⊥1 ) → P(W ) × P induced by the projections p and q is a closed
embedding, and its image is the zero locus of a regular section of the vector bundle K⊥1 (HW )⊠OP(HP ).
In particular, we have the following Koszul resolution
. . .→Λ2(W/K1)(−2HW )⊠OP(−2HP )→(W/K1)(−HW )⊠OP(−HP )→OP(W )⊠OP→OPP(W )(Λ2K⊥1 )
→0,
where HW is the divisor class of a hyperplane in P(W ), so that OP(W )(−HW ) = K1.
Proof: The short exact sequence 0 → K⊥1 → W
∗ ⊗ OP(W ) → OP(W )(HW ) → 0 gives (by taking Λ
2) an
exact sequence 0→ Λ2K⊥1 → Λ
2W ∗⊗OP(W ) → K
⊥
1 (HW )→ 0. Since the map PP(W )(Λ
2K⊥1 )→ P(W )×P
is induced by the above embedding of the vector bundles Λ2K⊥1 → Λ
2W ∗ ⊗ OP(W ) it follows that it is
a closed embedding and its image is the zero locus of a section of K⊥1 (HW ) ⊠OP(HP ). Comparing the
codimension of the image and the rank of the bundle we conclude that the section is regular. 
Lemma 6.2. If n = 6 then the map φ : PY˜ (K)→ PP(W )(Λ
2K⊥1 ) is birational and we have an isomorphism
φ∗OP
Y˜
(K)
∼= OPP(W )(Λ2K⊥1 )
and an exact sequence
0→ O
PP(W )(Λ2K
⊥
1 )
(−HW )→ φ∗K → OPP(W )(Λ2K⊥1 )
(HW − 2HY )→ 0.
Proof: Note that P
Y˜
(K) = PFl(1,n−4;W )(Λ
2K⊥) is the space of all triples (K1,Kn−4, ω), where K1 ⊂
Kn−4 ⊂ W is a flag of dimension (1, n − 4) and ω is a skew form, such that Kn−4 ⊂ Ker ω. Similarly,
PP(W )(Λ
2K⊥1 ) is the space of all pairs (K1, ω), such that K1 ⊂ Ker ω. The map φ forgets Kn−4. If n = 6
and ω has a nontrivial kernel (K1 ⊂ Ker ω then r(ω) ≤ 4 hence there exists (unique if r(ω) = 4) subspace
K2 ⊂ Ker ω such that K1 ⊂ K2. This shows that φ is birational and proves the isomorphism.
Further, consider a short exact sequence 0 → K1 → K → K/K1 → 0 on PY˜ (K) and note that
K/K1 ∼= OP
Y˜
(K)(HW −HG). Tensoring the pullback of (2) to PY˜ (K) by OPY˜ (K)(HW −HG), then pushing
forward to PP(W )(Λ
2K⊥1 ), and taking into account that the sheaf OPY˜ (K)(HW − HG) is acyclic on the
fibers of PZ˜(K) ⊂ PY˜ (K) over PP(W )(Λ
2K⊥1 ) (the fibers are P
2 and the sheaf restricts to O(−1)), we
deduce that
φ∗(OP
Y˜
(K)(HW −HG)) ∼= φ∗(OP
Y˜
(K)(HW − 2HY )) ∼= OPP(W )(Λ2K⊥1 )
(HW − 2HY ).
Combining with an isomorphism φ∗K1 = φ∗φ
∗O
PP(W )(Λ2K
⊥
1 )
(−HW ) ∼= OPP(W )(Λ2K⊥1 )
(−HW ) we obtain the
required exact sequence. 
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Lemma 6.3. If n = 7 then the map φ is birational onto a divisor in PP(W )(Λ
2K⊥1 ) and we have exact
sequences
0→ O
PP(W )(Λ2K
⊥
1 )
(HW − 3HY )→ OPP(W )(Λ2K⊥1 )
→ φ∗OP
Y˜
(K) → 0,
0→ W ⊗O
PP(W )(Λ2K
⊥
1 )
(HW − 3HY )→M→ φ∗K → 0,
where M is the unique (non-split) extension 0→ O
PP(W )(Λ2K
⊥
1 )
(−HW )→M→ K
⊥
1 (HW − 2HY )→ 0.
Proof: The image of φ is the space of all (K1, ω) such that K1 ⊂ Ker ω and ω is degenerate onW/K1. This
actually means that the fiber of φ over K1 ∈ P(W ) is the Pfaffian cubic in P(Λ
2(W/K1)). The Pfaffian is
naturally an element of Λ6K⊥1 ⊗OPP(W )(Λ2K⊥1 )
(3HY ) ∼= OPP(W )(Λ2K⊥1 )
(3HY −HW ), hence Imφ ∼ 3HY −HW
and the first sequence follows.
Consider the map (W/K1)(−HY ) → K
⊥
1 induced by the embedding OPP(W )(Λ2K⊥1 )
(−HY ) → Λ
2K⊥1 . It
is clear that its kernel is zero, and its cokernel is φ∗(K
⊥
1 /K
⊥) ∼= φ∗(K/K1)
∗, so that we have an exact
sequence
0→ (W/K1)(−HY )→ K
⊥
1 → φ∗(K/K1)
∗ → 0.
On the other hand, it is clear that
K/K1 ∼= det(K/K1)⊗ (K/K1)
∗ ∼= (K/K1)
∗(HW −HG).
Tensoring the pullback of (2) to P
Y˜
(K) by (K/K1)
∗(HW −HG), then pushing forward to PP(W )(Λ
2K⊥1 ),
and taking into account that the sheaf (K/K1)
∗(HW −HG) is acyclic on the fibers of PZ˜(K) ⊂ PY˜ (K) over
PP(W )(Λ
2K⊥1 ) (the fibers are Gr(2, 4) and the sheaf restricts to the tautological rank 2 subbundle), we
deduce that φ∗(K/K1) ∼= φ∗((K/K1)
∗(HW −HG)) ∼= φ∗((K/K1)
∗(HW − 2HY )), hence by the projection
formula we have an exact sequence
0→ (W/K1)(HW − 3HY )→ K
⊥
1 (HW − 2HY )→ φ∗(K/K1)→ 0.
On the other hand, φ∗K1 = φ∗φ
∗O
PP(W )(Λ2K
⊥
1 )
(−HW ) ∼= (φ∗OP
Y˜
(K))(−HW ), hence we have an exact
sequence
0→ O
PP(W )(Λ2K
⊥
1 )
(−3HY )→ OPP(W )(Λ2K⊥1 )
(−HW )→ φ∗K1 → 0.
Now applying φ∗ to the exact sequence 0 → K1 → K → K/K1 → 0 we deduce the second claim of the
lemma. 
Proposition 6.4. Let n = 6. We have the following resolutions
0→ OP(−3)→ OP → g∗F
∗
2 → 0,
0→W ∗ ⊗OP(−3)→W ⊗OP(−1)→ g∗F
∗
1 → 0,
0→ Λ2W ∗ ⊗OP(−3)→ Λ
2W ⊗OP(−2)→ g∗F
∗
0 → 0,
0→W ⊗OP(−3)→W
∗ ⊗OP(−2)→ g∗(F
∗
2 ⊗K)→ 0,
0→ OP(−6)→ Λ
2W ⊗OP(−4)→ Λ
2W ∗ ⊗OP(−2)→ OP → g∗(F
∗
1 ⊗K)[1]→ 0,
0→ W ∗ ⊗OP(−6)→ Λ
3W ∗ ⊗OP(−5)→ Λ
3W ⊗OP(−2)→W ⊗OP(−1)→ g∗(F
∗
0 ⊗K)[1]→ 0.
In particular, we have
η∗ρ∗(F
∗
0 ), η∗ρ∗(F
∗
1 ) ∈ D
≤1(P), η∗ρ∗(F
∗
2 ) ∈ D
≤0(P),
and for all l = 0, 1, 2 we have g∗η∗ρ∗(F
∗
l ) ∈ D
≥−1(Y˜ ).
Proof: Consider the diagram (20). We have
g∗S
lK∗ ∼= g∗q∗φ
∗p∗OP(W )(lHW ) ∼= q∗φ∗φ
∗p∗OP(W )(lHW ) ∼= q∗(p
∗OP(W )(lHW )⊗ φ∗OP
Y˜
(K))
20 ALEXANDER KUZNETSOV
and similarly
g∗(S
lK∗ ⊗K) ∼= g∗q∗(φ
∗p∗OP(W )(lHW )⊗K) ∼= q∗φ∗(φ
∗p∗OP(W )(lHW )⊗K) ∼= q∗(p
∗OP(W )(lHW )⊗ φ∗K).
Using resolutions of lemma 6.2 we reduce the computations of g∗S
lK∗ and g∗(S
lK∗ ⊗ K) for 0 ≤ l ≤ 2
to the computation of q∗(p
∗OP(W )(tHW )) for −1 ≤ t ≤ 3. Further, using the resolution of lemma 6.1 we
reduce these to the computation of H•(P(W ),Λs(W/K1)((t − s)HW ) for 0 ≤ s ≤ 5, −1 ≤ t ≤ 3, which
can be easily done by the Borel–Bott–Weil Theorem.
Further, we use the following evident resolutions
0→ K⊥ →W ∗ ⊗OY˜ → K
∗ → 0, 0→ Λ2K⊥ → Λ2W ∗ ⊗OY˜ → W
∗ ⊗K∗ → S2K∗ → 0
to compute g∗(Λ
lK⊥) and g∗(Λ
lK⊥ ⊗K). Since 0→ F ∗0 → Λ
2K⊥ → OY˜ (HY −HG)→ 0, F
∗
1 = K
⊥, and
F ∗2 = OY˜ , it remains to compute g∗(OY˜ (HY − HG)) and g∗(K(HY − HG)). For this we tensor (2) by
O
Y˜
(HY −HG) and K(HY −HG) respectively and note that
g∗(OY˜ (HY −HG)⊗OZ˜)
∼= η∗gY ∗iY˜ ∗OZ˜(HY −HZ)
∼= η∗iY ∗gZ∗OZ˜(HY −HZ)
(and similarly g∗(K(HY −HG)⊗OZ˜)
∼= η∗iY ∗gZ∗(K|Z˜(HY −HZ))). Since
gZ∗OZ˜(HY −HZ) = gZ∗(K|Z˜(HY −HZ)) = 0
(the fibers of gZ are Grassmannians Gr(2, 4) and the sheaves in question restrict to the fibers as O(−1)
and K(−1) which are acyclic by the Borel–Bott–Weil Theorem), we conclude that
g∗(OY˜ (HY −HG))
∼= g∗OY˜ (−HY ), g∗(K(HY −HG))
∼= g∗K(−HY ),
which we already have computed above. This way we obtain the desired resolutions for g∗F
∗
l and
g∗(F
∗
l ⊗K).
Further, η∗ρ∗(F
∗
l ) = g∗F
∗
l ⊕ g∗(F
∗
l ⊗K) by definition of the functor ρ∗, and the second claim follows.
For the last claim it suffices to check that the pullbacks via g∗ of our resolutions lie in the subcategory
D≥−1(Y˜ ). For the first four resolutions this is evident. For the last two we have to check that the maps
OY˜ (−6HY )→ Λ
2W ⊗OY˜ (−5HY ) and W
∗ ⊗OY˜ (−6HY )→ Λ
3W ∗ ⊗OY˜ (−5HY ) are embeddings. This
can be checked in a generic point of Y˜ and corresponds to the fact that for a skew-form ω of rank 4 the
maps k
ω∧ω //Λ2W and W ∗
−∧ω //Λ3W ∗ are embeddings, which is clear. 
Proposition 6.5. Let n = 7. We have the following resolutions
0→ OP(−7)→W ⊗OP(−4)→W
∗ ⊗OP(−3)→ OP → g∗F
∗
2 → 0,
0→W ∗ ⊗OP(−7)→ Λ
2W ⊗OP(−5)→ Λ
2W ∗ ⊗OP(−3)→W ⊗OP(−1)→ g∗F
∗
1 → 0,
0→ Λ2W ∗ ⊗OP(−7)→ Λ
3W ⊗OP(−6)→ Λ
3W ∗ ⊗OP(−3)→ Λ
2W ⊗OP(−2)→ g∗F
∗
0 → 0,
0→W ⊗OP(−7)→ S
2W ⊗OP(−4)⊕W
∗ ⊗OP(−6)→
→W ⊗W ∗ ⊗OP(−3)→ Λ
2W ∗ ⊗OP(−2)→ g∗(F
∗
2 ⊗K)→ 0,
0→ (W ∗ ⊗W/k)⊗OP(−7)→
→ OP(−7)⊕W
∗ ⊗W ∗ ⊗OP(−6)⊕ (W ⊗ Λ
2W/Λ3W )⊗OP(−5)→
→W ⊗OP(−4)⊕W
∗ ⊗ Λ2W ⊗OP(−4)→
→ W ∗ ⊗OP(−3)⊕ Λ
3W ∗ ⊗OP(−2)→ OP → g∗(F
∗
1 ⊗K)[1]→ 0,
0→ (Λ2W ∗ ⊗W/W ∗)⊗OP(−7)→
→W ∗ ⊗OP(−7)⊕ (Λ
3W ⊗W/Λ4W )⊗OP(−6)⊕ Λ
2W ∗ ⊗W ∗ ⊗OP(−6)→
→ Λ3W ⊗W ∗ ⊗OP(−5)⊕W
∗ ⊗W ⊗OP(−4)→
→W ∗ ⊗W ∗ ⊗OP(−3)⊕ Λ
2W ∗ ⊗OP(−2)→W ⊗OP(−1)→ g∗(F
∗
0 ⊗K)[1]→ 0.
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In particular, we have
η∗ρ∗(F
∗
0 ), η∗ρ∗(F
∗
1 ) ∈ D
≤1(P), η∗ρ∗(F
∗
2 ) ∈ D
≤0(P),
and for all l = 0, 1, 2 we have g∗η∗ρ∗(F
∗
l ) ∈ D
≥−3(Y˜ ).
Proof: The same arguments as in the proof of proposition 6.4 with lemma 6.2 replaced by lemma 6.3. 
Proposition 6.6. If n = 6 then H−1(η∗ρ∗(F
∗
2 ) ⊗ η∗ρ
opp
∗ (F2)) ∼= η∗R(−3). Similarly, if n = 7 then
H−3(η∗ρ∗(F
∗
2 )⊗ η∗ρ
opp
∗ (F2)) ∼= η∗R(−7).
Proof: Note that by definition of the functors ρ∗ and ρ
opp
∗ we have
η∗ρ∗(F
∗
2 )⊗ η∗ρ
opp
∗ (F2)
∼= g∗(OY˜ ⊕K)⊗ g∗(OY˜ ⊕K
∗) ∼= g∗(g
∗g∗(OY˜ ⊕K) ⊗ (OY˜ ⊕K
∗)).
Using resolutions of propositions 6.4 and 6.5 we deduce that g∗g∗(OY˜ ⊕ K) ∈ D
≥−1, if n = 6, and
g∗g∗(OY˜ ⊕K) ∈ D
≥−3, if n = 7, and that
H−1(g∗g∗(OY˜ ⊕K))
∼= OY˜ (−3HY )⊕K(−3HY ), if n = 6
H−3(g∗g∗(OY˜ ⊕K))
∼= OY˜ (−7HY )⊕K(−7HY ), if n = 7.
Since the functor g∗ is left-exact and g∗((OY˜ ⊕ K) ⊗ (OY˜ ⊕K
∗)) ∼= η∗R is a pure sheaf by theorem 3.2,
we deduce the desired isomorphisms. 
Proposition 6.7. If n = 6 then
η∗ρ∗(F
′
2
∗
)⊗η∗ρ
opp
∗ (F2) ∈ D
≥−1(P), η∗ρ∗(F
′
1
∗
)⊗η∗ρ
opp
∗ (F1) ∈ D
≥−2(P), η∗ρ∗(F
′
0
∗
)⊗η∗ρ
opp
∗ (F0) ∈ D
≥−3(P),
and if n = 7 then
η∗ρ∗(F
′
2
∗
)⊗η∗ρ
opp
∗ (F2) ∈ D
≥−3(P), η∗ρ∗(F
′
1
∗
)⊗η∗ρ
opp
∗ (F1) ∈ D
≥−3(P), η∗ρ∗(F
′
0
∗
)⊗η∗ρ
opp
∗ (F0) ∈ D
≥−4(P).
Moreover, if n = 7 then H−3(η∗ρ∗(F
′
1
∗)⊗η∗ρ∗(F1)) ∼= η∗F1 and H
−4(η∗ρ∗(F
′
0
∗)⊗η∗ρ∗(F0)) ∼= η∗F0 where
F1,F0 are torsion free sheaves on Y and
F1|Y \Z
∼= (K∗ ⊗ F1 ⊗ End(OY˜ ⊕K)⊗OY˜ (−7HY ))|Y˜ \Z˜ ,
F0|Y \Z
∼= (OY˜ (HY −HG)⊗ F0 ⊗ End(OY˜ ⊕K)⊗OY˜ (−7HY ))|Y˜ \Z˜
(recall that the map gY : Y˜ → Y identifies Y˜ \ Z˜ with Y \ Z).
Proof: Using resolutions of propositions 6.4 and 6.5 and quasiisomorphisms
F ∗2
∼= F ′2
∗
, {F ∗1 →W
∗ ⊗ F ∗2 }
∼= F ′1
∗
, {F ∗0 → W
∗ ⊗ F ∗1 → S
2W ∗ ⊗ F ∗2 }
∼= F ′0
∗
,
it is easy to see that η∗ρ∗(F
′
2
∗), η∗ρ∗(F
′
1
∗) and η∗ρ∗(F
′
0
∗) have locally free resolutions concentrated in
degrees −1 . . . 0, −2 . . . 0 and −3 . . . 0 respectively if n = 6 and in degrees −3 . . . 0, −3 . . . 0 and −4 . . . 0
respectively if n = 7. Moreover, since Fk is a vector bundle on Y˜ , it follows that η∗ρ
opp
∗ (Fk) ∈ D
≥0(P),
and the first claims follow. Further, H0(ρopp∗ (Fk)) = H
0(gY ∗(Fk⊗(OY˜ ⊕K
∗))) is a torsion free sheaf on Y ,
hence the bottom cohomology of η∗ρ∗(F
′
k
∗)⊗η∗ρ
opp
∗ (Fk) is a torsion free sheaf on Y as well. Finally, over
Y \ Z the map gY is an isomorphism, hence
ρ∗(F
′
k
∗
)|Y \Z ∼= (F
′
k
∗
⊗ (O
Y˜
⊕K))
|Y˜ \Z˜
, ρopp∗ (Fk)|Y \Z
∼= (Fk ⊗ (OY˜ ⊕K
∗))
|Y˜ \Z˜
.
Taking into account that F ′1
∗ ∼= K∗ is a vector bundle on Y˜ and that F ′0
∗ has two cohomology (in the
standard t-structure), S2K∗ the 0-th and OY˜ (HY −HG) the (−1)-st, we see that
η∗F1|Y \Z ∼= Tor
OP
3 (η∗((K
∗ ⊗ (O
Y˜
⊕K))
|Y˜ \Z˜
), η∗((F1 ⊗ (OY˜ ⊕K
∗))
|Y˜ \Z˜
)),
η∗F0|Y \Z ∼= Tor
OP
3 (η∗((OY˜ (HY −HG)⊗ (OY˜ ⊕K))|Y˜ \Z˜), η∗((F0 ⊗ (OY˜ ⊕K
∗))|Y˜ \Z˜)),
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and since the embedding η : Y \ Z → P \ Z is a regular embedding of codimension 3, and moreover
detN ∗(Y \Z)/(P\Z)
∼= OY \Z(−7HP ) (this follows, e.g., from proposition 6.5), we deduce the desired isomor-
phisms. 
7. Further computations
Let β : Y˜ → P×Y˜ be the graph of the projection g : Y˜ → P. Denote by β′ : Y˜ → Y˜ ×P the composition
of β with the transposition P× Y˜ → Y˜ ×P. Consider the maps id
Y˜
× β, β′ × id
Y˜
: Y˜ × Y˜ → Y˜ ×P× Y˜
and denote them by β and β′ for brevity. Let
D := β′∗OY˜×Y˜ ⊗ β∗OY˜×Y˜ ∈ D
b(Y˜ ×P× Y˜ ). (21)
Lemma 7.1. We have D ∼= (g × idP × g)
∗∆P∗ OP, where (g × idP × g) : Y˜ ×P× Y˜ → P×P×P is the
projection and ∆P : P → P × P × P is the diagonal. In particular, D is supported on a infinitesimal
neighborhood of Y˜ ×P Y˜ = Y˜ ×P P×P Y˜ ⊂ Y˜ ×P× Y˜ .
Proof: Consider the following diagram
Y˜ × Y˜
β′ //
g×g

Y˜ ×P× Y˜
g×idP×g

Y˜ × Y˜
βoo
g×g

P×P
idP×∆
P
// P×P×P P×P
∆P×idPoo
Note that we have base change isomorphisms β∗(g × g)
∗ ∼= (g × idP × g)
∗(∆P × idP)∗ and β
′
∗(g × g)
∗ ∼=
(g × idP × g)
∗(idP ×∆
P)∗ by Corollary 2.27 of [K2]. Therefore
D = β′∗OY˜×Y˜ ⊗ β∗OY˜×Y˜
∼= β′∗(g × g)
∗OP×P ⊗ β∗(g × g)
∗OP×P ∼=
∼= (g × idP × g)
∗(idP ×∆
P)∗OP×P ⊗ (g × idP × g)
∗(∆P × idP)∗OP×P ∼=
∼= (g × idP × g)
∗((idP ×∆
P)∗OP×P ⊗ (∆
P × idP)∗OP×P) ∼= (g × idP × g)
∗∆P∗ OP,
which gives us the desired isomorphism. 
Recall that in section 3 we have defined a triangulated subcategory D˜♮P ⊂ D
b(Y˜ × P × Y˜ ) and
introduced on it a t-structure.
Lemma 7.2. For any t ∈ Z and k, l ∈ {0, 1, 2} we have
(F ∗k ⊠OP(tHP )⊠ Fl)⊗D ∈ D˜
≥−1
♮P ⊂ D
b(Y˜ ×P× Y˜ ), if n = 6, and
(F ∗k ⊠OP(tHP )⊠ Fl)⊗D ∈ D˜
≥−3
♮P ⊂ D
b(Y˜ ×P× Y˜ ), if n = 7.
Proof: First of all note that (F ∗k ⊠OP(tHP )⊠Fl)⊗D ∈ D˜♮P by lemma 7.1 since D˜♮P is a (P×P×P)-linear
subcategory in Db(Y˜ ×P× Y˜ ). Further, again by lemma 7.1 we have
(η × idP × η)∗ρ
♮P
∗ ((F
∗
k ⊠OP(tHP )⊠ Fl)⊗D)
∼=
∼= (g × idP × g)∗((F
∗
k ⊗ (OY˜ ⊕K))⊠OP(tHP )⊠ (Fl ⊗ (OY˜ ⊕K
∗)))⊗∆P∗ OP
∼=
∼= (g∗(F
∗
k ⊗ (OY˜ ⊕K)) ⊠OP(tHP )⊠ g∗(Fl ⊗ (OY˜ ⊕K
∗)))⊗∆P∗ OP
∼=
∼= ∆P∗ (g∗(F
∗
k ⊗ (OY˜ ⊕K))⊗OP(tHP )⊗ g∗(Fl ⊗ (OY˜ ⊕K
∗))).
Further by projection formula we have
g∗(F
∗
k ⊗ (OY˜ ⊕K)) ⊗ g∗(Fl ⊗ (OY˜ ⊕K
∗)) ∼= g∗(g
∗g∗(F
∗
k ⊗ (OY˜ ⊕K))⊗ (Fl ⊗ (OY˜ ⊕K
∗)).
HOMOLOGICAL PROJECTIVE DUALITY FOR GRASSMANNIANS OF LINES 23
Note that by propositions 6.4 and 6.5 we have
g∗g∗(F
∗
k ⊗ (OY˜ ⊕K)) = g
∗η∗ρ∗(F
∗
k ) ∈ D
≥−1(Y˜ ), if n = 6, and
g∗g∗(F
∗
k ⊗ (OY˜ ⊕K)) = g
∗η∗ρ∗(F
∗
k ) ∈ D
≥−3(Y˜ ), if n = 7.
Since Fl ⊗ (OY˜ ⊕K
∗) is a vector bundle on Y˜ and the pushforward functor g∗ is right-exact we see that
(η × idP × η)∗ρ
♮P
∗ ((F
∗
k ⊠OP(tHP )⊠ Fl)⊗D) is in D
≥−1(P) for n = 6 and in D≥−3(P) for n = 7. Hence
by definition of t-structure on D˜♮P the claim follows. 
Let π : Y˜ ×P× Y˜ → Y˜ × Y˜ be the projection.
Lemma 7.3. If n = 6 then H˜−1((F ∗2 ⊠ F2)⊗ π∗D)
∼= ρ∗♮ (∆
Y
∗ R(−3HY )).
Proof: Consider the following diagram
Y˜ ×P× Y˜
π //
g×idP×g

Y˜ × Y˜
g×g

P×P×P
p13 // P×P
Note that we have a base change isomorphism π∗(g × idP × g)
∗ ∼= (g × g)∗p13∗ by Corollary 2.27 of [K2],
hence
π∗D ∼= π∗(g × idP × g)
∗∆P∗ OP
∼= (g × g)∗p13∗∆
P
∗ OP
∼= (g × g)∗∆P∗ OP,
where ∆P in the RHS stands for the diagonal P→ P×P. Further,
(η × η)∗ρ
♮
∗((F
∗
2 ⊠ F2)⊗ π∗D)
∼= (g × g)∗([(OY˜ ⊕K)⊠ (OY˜ ⊕K
∗)]⊗ (g × g)∗∆P∗ OP)
∼=
∼= [g∗(OY˜ ⊕K)⊠ g∗(OY˜ ⊕K
∗)]⊗∆P∗ OP
∼= ∆P∗ (g∗(OY˜ ⊕K) ⊗ g∗(OY˜ ⊕K
∗))
and we conclude by proposition 6.6 since g∗(OY˜ ⊕K)⊗ g∗(OY˜ ⊕K
∗) ∼= η∗ρ∗(F
∗
2 )⊗ η∗ρ
opp
∗ (F2). 
Finally, consider on Y˜ × Y˜ the objects T and T ∗ ∈ Db(Y˜ × Y˜ ) defined as the following complexes
F ∗0 ⊠ F0
W ⊗ F ∗0 ⊠ F1 ⊕
S2W ⊗ F ∗0 ⊠ F2→ ⊕ →F
∗
1 ⊠ F1
W ⊗ F ∗1 ⊠ F2 ⊕
F ∗2 ⊠ F2

∼= T ∗ (22)

F ∗0 ⊠ F0
⊕ W ∗ ⊗ F ∗1 ⊠ F0
F ∗1 ⊠ F1 → ⊕ → S
2W ∗ ⊗ F ∗2 ⊠ F0
⊕ W ∗ ⊗ F ∗2 ⊠ F1
F ∗2 ⊠ F2

∼= T (23)
Lemma 7.4. We have π∗T ∗ ⊗D ∈ D˜≤0♮P for n = 6, 7. Further, if n = 6 we have π
∗T ⊗D ∈ D˜≥−3♮P , and
if n = 7 we have π∗T ⊗D ∈ D˜≥−5♮P . Moreover, if n = 7 then H˜
−5(T ⊗π∗(D)) ∼= ρ
∗
♮ (∆
Y
∗ R(−7HY )), where
∆Y : Y → Y × Y is the diagonal.
Proof: First of all note, that using the definition of objects F ′2, F
′
1 and F
′
0 we can rewrite T
∗ in the form
T ∗ ∼= {F ∗0 ⊠ F
′
0 → F
∗
1 ⊠ F
′
1 → F
∗
2 ⊠ F2}.
Arguing like in the proof of lemma 7.2 we can show that
(η × idP × η)∗ρ
♮P
∗ ((F
∗
k ⊠OP ⊠ F
′
k)⊗D)
∼= ∆P∗ (η∗ρ∗(F
∗
k )⊗ η∗ρ
opp
∗ (F
′
k)).
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Further, by lemmas 6.4 and 6.5 we have η∗ρ∗(F
∗
0 ), η∗ρ∗(F
∗
1 ) ∈ D
≤1(P), η∗ρ∗(F
∗
2 ) ∈ D
≤0(P). On the
other hand, by lemma 5.6 we have η∗ρ
opp
∗ (F
′
0) ∈ D
≤1(P), η∗ρ
opp
∗ (F
′
1), η∗ρ
opp
∗ (F
′
2) ∈ D
≤0(P). Combining,
we deduce the first claim.
Similarly, T can be rewritten as
T ∼= {F ′2
∗
⊠ F2 → F
′
1
∗
⊠ F1 → F
′
0
∗
⊠ F0}.
Again, we have (η × idP × η)∗ρ
♮P
∗ ((F
′
k
∗
⊠OP ⊠ Fk) ⊗D) ∼= ∆
P
∗ (η∗ρ∗(F
′
k
∗) ⊗ η∗ρ
opp
∗ (Fk)) and we deduce
the second claim from proposition 6.7.
Finally, put n = 7 and consider the spectral sequence
E
−p,q
1 = H˜
q((F ′p
∗
⊠ Fp)⊗ π∗(D)) =⇒ E
n
∞ = H˜
n(T ⊗ π∗(D)).
Since (η × η)∗ρ
♮
∗((F
′
k
∗
⊠ Fk)⊗ π∗(D)) ∼= ∆
P
∗ (η∗ρ∗(F
′
k
∗)⊗ η∗ρ
opp
∗ (Fk)) it follows from proposition 6.7 that
E−5∞ = E
−2,−3
3 and
E
−2,−3
2 = Ker(H˜
−3((F ′2
∗
⊠ F2)⊗ π∗(D))
d1→ H˜−3((F ′1
∗
⊠ F1)⊗ π∗(D))),
E
−2,−3
3 = Ker( E
−2,−3
2
d2→ H˜−4((F ′0
∗
⊠ F0)⊗ π∗(D))).
It follows also from propositions 6.6 and 6.7 that the first of the above differentials is a morphism
d1 : ∆
Y
∗ (R(−7HY ))→ ∆
Y
∗ F1. Let us show that this map is zero. For this we note that by proposition 6.7
the restriction of d1 to the open subset Y˜ \ Z˜ = Y \ Z ⊂ Y takes form
End(OY˜ \Z˜ ⊕K|Y˜ \Z˜)→ K
∗
|Y˜ \Z˜
⊗ (W/K)|Y˜ \Z˜ ⊗ End(OY˜ \Z˜ ⊕K|Y˜ \Z˜)
It is clear that this map is induced by the canonical section of the vector bundle K∗ ⊠W/K on Y˜ × Y˜ .
But this section vanishes on the diagonal Y˜ ⊂ Y˜ × Y˜ , hence the above map is zero. Finally, since
the sheaf F1 on Y˜ is torsion free, it follows that the map d1 : ∆
Y
∗ (R(−7HY )) → ∆
Y
∗ F1 is zero on the
whole Y˜ , hence E−2,−32 = E
−2,−3
1 . Similarly, the second differential of the spectral sequence is a morphism
d2 : ∆
Y
∗ (R(−7HY ))→ ∆
Y
∗ F0. Its restriction to Y˜ \ Z˜ = Y \ Z ⊂ Y takes form
End(OY˜ \Z˜ ⊕K|Y˜ \Z˜)→ OY˜ \Z˜(HY −HG)⊗ (Λ
2(W/K)/OY˜ (HG −HY ))|Y˜ \Z˜ ⊗ End(OY˜ \Z˜ ⊕K|Y˜ \Z˜)
In the same way as before, it is clear that this map is induced by the canonical section of the vector
bundle OY˜ (HY −HG)⊠ (Λ
2(W/K)/OY˜ (HG−HY )) on Y˜ × Y˜ . This section also vanishes on the diagonal
Y˜ ⊂ Y˜ × Y˜ , hence the above map is zero, and since the sheaf F0 on Y˜ is torsion free, it follows that the
map d2 : ∆
Y
∗ (R(−7HY ))→ ∆
Y
∗ F0 is zero on the whole Y˜ , hence E
−2,−3
3 = E
−2,−3
2 . Thus we see that
H˜−5(T ⊗ π∗(D)) = E
−5
∞ = E
−2,−3
3 = E
−2,−3
2 = E
−2,−3
1 = H˜
−3((F ′2
∗
⊠ F2)⊗ π∗(D)) = ρ
∗
♮ (∆
Y
∗ R(−7HY ))
which completes the proof. 
8. The kernel
Recall vector bundles E0, E1, E2 on X and F0, F1, F2 on Y˜ defined in (11) and (13). Note that the
spaces Hom(E2, E1) ∼= Hom(E1, E0) ∼= W
∗ are canonically dual to Hom(F2, F1) ∼= Hom(F1, F0) ∼= W .
This allows to construct canonical maps on X × Y˜
Ek ⊠ Fk →W ⊗ (Ek−1 ⊠ Fk)→ Ek−1 ⊠ Fk−1,
where the first map is the coevaluation Ek → Hom(Ek, Ek−1)
∗ ⊗ Ek−1 tensored by Fk, and the second
map is the evaluation Hom(Fk, Fk−1)⊗ Fk → Fk−1 tensored by Ek−1.
Lemma 8.1. The composition of the morphisms E2 ⊠ F2 → E1 ⊠ F1 → E0 ⊠ F0 is zero.
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Proof: The maps are given by the canonical elements idW ∈W
∗⊗W = Hom(Ek, Ek−1)⊗Hom(Fk, Fk−1),
hence there composition is given by the image of idW ⊗ idW ∈ W
∗⊗2 ⊗ W⊗2 in S2W ∗ ⊗ Λ2W =
Hom(E2, E0)⊗ Hom(F2, F0) which is easily seen to be zero. 
We consider the complex {E2 ⊠ F2 → E1 ⊠ F1 → E0 ⊠ F0} as an object of the derived category
Db(X × Y˜ ). Let Q(X, Y˜ ) denote the incidence quadric
Q(X, Y˜ ) = (X × Y˜ )×(P∨×P) Q,
where Q ⊂ P∨×P is the usual incidence quadric. Note that Q(X, Y˜ ) is a divisor on X× Y˜ , and moreover
Q(X, Y˜ ) ∈ |HX +HY |,
where HX and HY are the divisor classes of hyperplane sections of X and Y respectively.
Let i : Q(X, Y˜ )→ X × Y˜ denote the embedding. Then we have the following resolution
0→ O
X×Y˜
(−HX −HY )→ OX×Y˜ → i∗OQ(X,Y˜ ) → 0. (24)
Lemma 8.2. There exists a coherent sheaf E ∈ Coh(Q(X, Y˜ )) such that
0→ E2 ⊠ F2 → E1 ⊠ F1 → E0 ⊠ F0 → i∗E → 0 (25)
is an exact sequence. Moreover, i∗E ∈ D˜
0
oppX .
Proof: Consider the locus of pairs of intersecting subspaces in X ×G = Gr(2,W ) × Gr(n − 4,W ) and
let T ⊂ X × Y˜ be its preimage. It is clear that T is a subscheme in Q(X, Y˜ ) (if the kernel of a skew-
form intersects with a given 2-dimensional subspace then this subspace is isotropic for the skew-form).
We are going to show that E ∼= JT,Q(X,Y˜ )(HX + HG), the sheaf of ideals of T in Q(X, Y˜ ) twisted by
O
Q(X,Y˜ )
(HX + HG). For this we consider the projectivization PX(U) and the following morphism of
vector bundles on PX(U)× Y˜ :
OPX(U)/X(−1)⊠OY˜ → U ⊠OY˜ →W ⊗OPX(U) ⊠OY˜ → OPX(U) ⊠ (W/K)
(the first two morphisms here are the natural embeddings and the third morphism is the natural projec-
tion). The composition can be considered as a global section of the vector bundle OPX(U)/X(1)⊠ (W/K)
on PX(U)× Y˜ . The zero locus of this section is a desingularization T˜ of T . Consider the Koszul resolution
of OT˜ on PX(U)× Y˜ :
· · · → OPX(U)/X (−2)⊠ Λ
2K⊥ → OPX(U)/X(−1)⊠K
⊥ → O
PX(U)×Y˜
→ O
T˜
→ 0.
Its pushforward to X × Y˜ gives the following resolution of OT
0→ S2U(−HX)⊠ Λ
4K⊥ → U(−HX)⊗ Λ
3K⊥ → OX(−HX)⊠ Λ
2K⊥ → OX×Y˜ → OT → 0.
Twisting it by OX(HX) ⊠OY˜ (HG) and taking into account an isomorphism Λ
kK⊥(HG) ∼= Λ4−k(W/K)
we obtain the following resolution of OT (HX +HG):
0→ S2U ⊠OY˜ → U ⊗ (W/K)→ OX ⊠ Λ
2(W/K)→ OX(HX)⊠OY˜ (HG)→ OT (HX +HG)→ 0.
It remains to note that the composition of the canonical embeddingOX⊠OY˜ (HG−HY )→ OX⊠Λ
2(W/K)
with the map OX ⊠Λ
2(W/K)→ OX(HX)⊠OY˜ (HG) from this resolution coincides with the embedding
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OX ⊠ OY˜ (HG −HY ) → OX(HX) ⊠ OY˜ (HG) obtained from (24) by a OX(HX) ⊠ OY˜ (HG)-twisting, so
that we obtain an exact triple of complexes
OX ⊠OY˜ (HG −HY )
//

OX(HX)⊠OY˜ (HG)
S2U ⊠OY˜
// U ⊗ (W/K) // OX ⊠ Λ
2(W/K) //

OX(HX)⊠OY˜ (HG)
E2 ⊠ F2 // E1 ⊠ F1 // E0 ⊠ F0
The corresponding long exact sequence of the cohomology sheaves shows that we have a quasiisomorphism
{E2 ⊠ F2 → E1 ⊠ F1 → E0 ⊠ F0} ∼= i∗JT,Q(X,Y˜ ).
To prove the second claim we first note that i∗E ∈ D
b(X)⊠D˜opp = D˜oppX . Moreover, i∗E ∈ D˜
≥0
oppX since
the functor ρoppX∗ is left-exact and i∗E ∈ D
≥0(X× Y˜ ). On the other hand, i∗E ∈ D˜
≤0
oppX by lemma 5.6. 
9. The proof
Recall the notation P = P(Λ2W ∗). Let X ⊂ X ×P be the universal hyperplane section of X.
Lemma 9.1 ([K3]). The universal hyperplane section X is a smooth projective variety, flat over P and
its relative dimension over P equals 2n− 5.
Proof: It is easy to see that the projection X → X is smooth (in fact it is a projectivization of a vector
bundle), hence X is smooth. On the other hand, the fibers of the projection X → P are hyperplane
sections of X, hence all of them have dimension dimX − 1 = 2n− 5. The flatness is evident. 
Recall that the incidence quadric Q(X, Y˜ ) can be identified with the fiber product X ×P Y˜ . Let
j : Q(X, Y˜ ) → X × Y˜ be the corresponding embedding. Then the sheaf j∗E ∈ Coh(X × Y˜ ) gives a
kernel functor Φj∗E : D
b(Y˜ ) → Db(X ). We are going to show that the functor Φj∗E : D
b(Y˜ ) → Db(X ) is
fully faithful on the subcategory D˜ ⊂ Db(Y˜ ). This will take the most part of this section. We will use
appropriately modified arguments of [K2].
Let α denote the embedding X → X ×P. Note that we have the following resolution of OX on X ×P
0→ OX(−HX)⊠OP(−HP )→ OX×P → α∗OX → 0. (26)
Let β denote the embedding of Y˜ to P × Y˜ given by the graph of g. Then we have a commutative
square
Q(X, Y˜ )
i //
j

X × Y˜
β

X × Y˜
α // X ×P× Y˜
(27)
where we write α instead of α × idY and β instead of idX × β for brevity. Further, consider an object
E∗ = RHom
Q(X,Y˜ )
(E ,O
Q(X,Y˜ )
) ∈ Db(Q(X, Y˜ )).
Lemma 9.2. We have E∗ ∈ D[0,1](Q(X, Y˜ )) and there is a quasiisomorphism on X × Y˜
{E∗0 (−HX)⊠ F
∗
0 (−HY )→ E
∗
1(−HX)⊠ F
∗
1 (−HY )→ E
∗
2(−HX)⊠ F
∗
2 (−HY )}
∼= i∗E
∗[1]. (28)
Moreover, i∗E∗ ∈ D˜
[0,1]
X .
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Proof: Applying the functor RHom(−,OX (−HX)⊠OY˜ (−HY )) to (25) we obtain a quasiisomorphism
{E∗0(−HX)⊠ F
∗
0 (−HY )→ E
∗
1(−HX)⊠ F
∗
1 (−HY )→ E
∗
2(−HX)⊠ F
∗
2 (−HY )}
∼=
∼= RHom(i∗E ,OX(−HX)⊠OY˜ (−HY ))[2]
on X × Y˜ . On the other hand, we have OQ(X,Y˜ ) = i
∗OX×Y˜ = i
!OX(−HX) ⊠ OY˜ (−HY )[1], since i is a
divisorial embedding, and by the duality theorem we have
i∗E
∗ = i∗ RHom(E ,OQ(X,Y )) = i∗ RHom(E , i
!OX(−HX)⊠OY˜ (−HY ))[1] =
= RHom(i∗E ,OX (−HX)⊠OY˜ (−HY ))[1].
Combining these two isomorphisms we deduce (28). Now note that from (28) it follows that i∗E
∗ ∈
D[−1,1](X × Y˜ ). On the other hand, E∗ ∈ D≥0(Q(X, Y˜ )) since the dualization functor is left exact. It
remains to note that the functor i∗ is exact and conservative since i is a closed embedding.
To prove the second claim we note that i∗E
∗ ∈ D˜≥0X since the functor ρ
X
∗ is left-exact and i∗E
∗ ∈
D≥0(X × Y˜ ). On the other hand, i∗E ∈ D˜
≤1
X by lemma 5.6. 
Denote
E1 = j∗E , E
#t = E∗((t− n+ 1)HX +HY ), E
#t
1 = j∗E
#t ⊗OP(t)[2n − 5]. (29)
Lemma 9.3. We have E1 ∈ D˜
0
oppX , E
#t
1 ∈ D˜
[5−2n,6−2n]
X .
Proof: Use α∗j∗ = β∗i∗ and apply lemma 3.7 together with lemmas 8.2 and 9.2. 
Lemma 9.4. The functor Φ
E#01
is left adjoint to ΦE1.
Proof: By lemma 2.4 it suffices to check that E#01
∼= RHom(E1, ωX [dimX ]). Let q1 and q be the projections
X × Y˜ → Y˜ and X× Y˜ → Y˜ . It is clear that q◦ i = q1 ◦j. Using the duality theorem and the functoriality
of the twisted pullback we deduce
RHom(E1, ωX [dimX ]) ∼= RHom(j∗E , q
!
1OY˜ )
∼= j∗ RHom(E , j
!q!1OY˜ )
∼= j∗ RHom(E , i
!q!OY˜ )
∼=
∼= j∗ RHom(E , i
!ωX [dimX]) ∼= j∗ RHom(E , ωX(HX+HY )[dimX−1]) ∼= j∗E
∗(HY −(n−1)HX)[2n−5],
since ωX ∼= OX(−nHX) and dimX = 2n− 4. 
Twisting (28) byO
X×Y˜
((t−n+1)HX+HY ) and taking into account (29), we obtain a quasiisomorphism
{E∗0((t− n)HX)⊠ F
∗
0 → E
∗
1((t− n)HX)⊠ F
∗
1 → E
∗
2((t− n)HX)⊠ F
∗
2 }
∼= i∗E
#t[1]. (30)
Consider the following diagram
Y˜ × X
α

Y˜ × X × Y˜
α

p12oo
p23 // X × Y˜
α

Y˜ × (X ×P) Y˜ × (X ×P)× Y˜
q

p12oo p23 // (X ×P)× Y˜
Y˜ ×P× Y˜
π

Y˜ × Y˜
(31)
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where q is the projection along X and π is the projection along P. Consider the following objects in
D(Y˜ ×P× Y˜ ):
Ct = q∗α∗(p
∗
12E
#t
1 ⊗ p
∗
23E1), C˜t = q∗(α∗p
∗
12E
#t
1 ⊗ α∗p
∗
23E1) (32)
Lemma 9.5. The convolution of kernels E1 and E
#t
1 is given by E1 ◦ E
#t
1
∼= π∗Ct ∈ D
b(Y˜ × Y˜ ).
Proof: Use the definition of the convolution (section 2.3) and note that π◦q◦α = p13 : Y˜ ×X×Y˜ → Y˜ ×Y˜
is the projection along X . 
Lemma 9.6. There exists an integer N ∈ Z such that Ct ∈ D˜
[−N,1]
♮P ⊂ D
b(Y˜ ×P× Y˜ ) for all t ∈ Z.
Proof: By lemma 3.5 and lemma 9.3 we have p∗12E
#t
1 ⊗ p
∗
23E1 ∈ D˜
[−N,6−2n]
♮X ⊂ D
b(Y˜ × X × Y˜ ) for some
N ∈ Z. We conclude by lemma 3.6 and lemma 9.1. 
Lemma 9.7. We have an exact triangle
C˜t → Ct → Ct−1[2] (33)
in D˜♮P ⊂ D
b(Y˜ ×P× Y˜ ).
Proof: Since α : X → X ×P is a divisorial embedding, and X is a zero locus of a section of the bundle
OX(HX)⊠OP(HP ), we have a distinguished triangle
α∗α∗F → F → F ⊗ (OX(−HX)⊠OP(−HP ))[2]
for any object F on Y˜ ×X × Y˜ . Taking F = p∗23E1, tensoring with p
∗
12E
#t
1 , applying q∗α∗ and taking into
account the projection formula α∗(p
∗
12E
#t
1 ⊗α
∗α∗p
∗
23E1)
∼= α∗p
∗
12E
#t
1 ⊗α∗p
∗
23E1, and the definition (32) of
Ct and C˜t, we obtain (33). 
Recall the objects D ∈ Db(Y˜ ×P× Y˜ ) and T ,T ∗ ∈ Db(Y˜ × Y˜ ) defined in (21), (22) and (23).
Lemma 9.8. If n = 6 then we have C˜t ∈ D˜
≥−11
♮P ⊂ D
b(Y˜ ×P× Y˜ ) for all t ∈ Z. Moreover,
C˜t =

π∗T ∗ ⊗D, for t = 0
F ∗2 ⊠OP(3HP )⊠ F2 ⊗D[4], for t = 3
π∗T ⊗ OP(6HP )⊗D[6], for t = 6
0, for t = 1, 2, 4, 5
In particular, C˜0 ∈ D˜
≤0
♮P , C˜3 ∈ D˜
≥−5
♮P , and C˜6 ∈ D˜
≥−9
♮P .
If n = 7 then we have C˜t ∈ D˜
≥−15
♮P ⊂ D
b(Y˜ ×P× Y˜ ) for all t ∈ Z. Moreover,
C˜t =

π∗T ∗ ⊗D, for t = 0
π∗T ⊗ OP(7HP )⊗D[8], for t = 7
0, for t = 1, 2, 3, 4, 5, 6
In particular, C˜0 ∈ D˜
≤0
♮P and C˜7 ∈ D˜
≥−13
♮P . Moreover, C˜8 ∈ D˜
≥−13
♮P .
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Proof: Consider the diagram
Y˜ × X
α

Y˜ × X × Y˜
α

p12oo p23 // X × Y˜
α

Q(X, Y˜ )
i

j
77ppppppppppp
Y˜ × (X ×P) Y˜ × (X ×P)× Y˜
p12oo
p23 //
q

(X ×P)× Y˜ Q(X, Y˜ )
i

j
ggNNNNNNNNNNN
Y˜ ×X
β′
77ppppppppppp
Y˜ ×X × Y˜
β′
66lllllllllllll
p12oo Y˜ ×P× Y˜
π

Y˜ ×X × Y˜
β
hhRRRRRRRRRRRRR
p23 // X × Y˜
β
ggNNNNNNNNNNN
Y˜ × Y˜
(34)
and note that the maps p12 and p23 are flat. Hence we have,
α∗p
∗
23E1
∼= p∗23α∗E1 = p
∗
23α∗j∗E
∼= p∗23β∗i∗E
∼= β∗p
∗
23i∗E
and similarly α∗p
∗
12E
#t
1
∼= β′∗p
∗
12i∗E
#t ⊗OP(tHP )[2n− 5]. Therefore,
C˜t ∼= q∗(β
′
∗p
∗
12i∗E
#t ⊗OP(tHP )[2n − 5]⊗ β∗p
∗
23i∗E).
Applying β∗p
∗
23 to (25) and β
′
∗p
∗
12 to (30) we obtain quasiisomorphisms of β∗p
∗
23i∗E and β
′
∗p
∗
12i∗E
#t[1]
with the following complexes
{ β∗(O ⊠ E2 ⊠ F2) → β∗(O ⊠ E1 ⊠ F1) → β∗(O ⊠ E0 ⊠ F0) },
{ β′∗(F
∗
0 ⊠ E
∗
0((t− n)HX)⊠O)→ β
′
∗(F
∗
1 ⊠ E
∗
1((t− n)HX)⊠O)→ β
′
∗(F
∗
2 ⊠ E
∗
2((t− n)HX)⊠O) }.
So, C˜t can be represented by the complex{
C˜0,2t → C˜
0,1
t ⊕ C˜
1,2
t → C˜
0,0
t ⊕ C˜
1,1
t ⊕ C˜
2,2
t → C˜
1,0
t ⊕ C˜
2,1
t → C˜
2,0
t
}
, (35)
with the rightmost term placed in degree 1, where
C˜k,lt := q∗(β
′
∗(F
∗
k ⊠ E
∗
k((t− n)HX)⊠O)⊗OP(tHP )[2n − 5]⊗ β∗(O ⊠ El ⊠ Fl))
∼=
∼= q∗((F
∗
k ⊠ (E
∗
k(t− n)⊗ El)⊠OP(tHP )⊠ Fl)⊗ β
′
∗OY˜×X×Y˜ ⊗ β∗OY˜×X×Y˜ )[2n − 5]
for k, l = 0, 1, 2. To compute C˜k,lt we consider the diagram
Y˜ ×X × Y˜
β′
//
q

Y˜ × (X ×P)× Y˜
q

Y˜ ×X × Y˜
β
oo
q

Y˜ × Y˜
β′ // Y˜ ×P× Y˜ Y˜ × Y˜
βoo
and note that
β′∗OY˜×X×Y˜ ⊗ β∗OY˜×X×Y˜
∼= β′∗q
∗O
Y˜×Y˜
⊗ β∗q
∗O
Y˜×Y˜
∼= q∗β′∗OY˜×Y˜ ⊗ q
∗β∗OY˜×Y˜
∼= q∗D.
since q is flat. Substituting this into the formula for C˜k,lt we deduce
C˜k,lt
∼= (F ∗k ⊠ (H
•(X,E∗k((t− n)HX)⊗ El)⊗OP(tHP ))⊠ Fl)⊗D)[2n − 5] (36)
By lemma 7.2 we have (F ∗k ⊠OP(tHP )⊠Fl)⊗D ∈ D˜
≥−1
♮P for n = 6 and (F
∗
k ⊠OP(tHP )⊠Fl)⊗D ∈ D˜
≥−3
♮P
for n = 7. On the other hand, it is clear that H•(X,E∗k((t− n)HX)⊗ El) ∈ D
≥0(k). Therefore
C˜k,lt ∈ D˜
≥−8
♮P , if n = 6
C˜k,lt ∈ D˜
≥−12
♮P , if n = 7
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for all t ∈ Z, k, l = 0, 1, 2. Hence, looking at (35) we see that C˜t ∈ D
≥−11
♮P if n = 6 and C˜t ∈ D
≥−15
♮P if
n = 7 for all t ∈ Z, which gives us the first claims of the lemma.
Now we can compute the cohomology groups H•(X,E∗k((t− n)HX)⊗ El) for 0 ≤ t ≤ n explicitly via
the Borel–Bott–Weil thoerem on X = Gr(2,W ). We have
H•(X,E∗k((t−n)HX)⊗El)
∼= Hom•(Ek, El((t−n)HX)) ∼=

Sk−lW ∗, for t = n and k ≥ l
Sl−kW [4− 2n], for t = 0 and l ≥ k
k[−4], for t = 3, n = 6, k = l = 2
0, otherwise if 0 ≤ t ≤ n
Substituting this into (36) and using (35) we deduce that
F ∗0 ⊠OP ⊠ F0
W ⊗ F ∗0 ⊠OP ⊠ F1 ⊕
S2W ⊗ F ∗0 ⊠OP ⊠ F2→ ⊕ →F
∗
1 ⊠OP ⊠ F1
W ⊗ F ∗1 ⊠OP ⊠ F2 ⊕
F ∗2 ⊠OP ⊠ F2

⊗D ∼= C˜0
F ∗2 ⊠OP(3HP )⊠ F2 ⊗D[4]
∼= C˜3, if n = 6
F ∗0 ⊠OP(nHP )⊠ F0
⊕ W ∗ ⊗ F ∗1 ⊠OP(nHP )⊠ F0
F ∗1 ⊠OP(nHP )⊠ F1→ ⊕ → S
2W ∗ ⊗ F ∗0 ⊠OP(nHP )⊠ F2
⊕ W ∗ ⊗ F ∗2 ⊠OP(nHP )⊠ F1
F ∗2 ⊠OP(nHP )⊠ F2

⊗D ∼= C˜n[6−2n]
and
C˜1 = C˜2 = C˜4 = C˜5 = 0, for n = 6
C˜1 = C˜2 = C˜3 = C˜4 = C˜5 = C˜6 = 0, for n = 7
The formulas and the cohomological bounds for C˜t with 0 ≤ t ≤ n evidently follow from lemma 7.4 and
lemma 7.2.
So, it remains to check that C˜8 ∈ D˜
≥−13
♮P if n = 7. For this we need to know C˜
k,l
8 for k ≤ l. Computing
H•(X,E∗k(HX)⊗El)
∼= Hom•(Ek, El(HX)) via the Borel–Bott–Weil Theorem, we see that C˜8 takes form
Λ2W ∗ ⊗ F ∗0 ⊠OP(8HP )⊠ F0
W ∗ ⊗ F ∗0 ⊠OP(8HP )⊠ F1 ⊕
⊕ → W ∗ ⊗W ∗ ⊗ F ∗1 ⊠OP(8HP )⊠ F1 → . . .
W ∗ ⊗ F ∗1 ⊠OP(8HP )⊠ F2 ⊕
W ∗ ⊗W ∗ ⊗ F ∗2 ⊠OP(8HP )⊠ F2

⊗D
In particular, we see that C˜0,28 = 0 which already implies C˜8 ∈ D˜
≥−14
♮P . Finally, we see that the maps
{F ∗1 →W
∗ ⊗ F ∗2 } = {K
⊥ →W ∗ ⊗OY˜ } and {F
∗
0 →W
∗ ⊗ F ∗1 } = {Λ
2K⊥ → OY˜ (HY −HG)⊕W
∗ ⊗K⊥}
are injective, hence C˜8 ∈ D˜
≥−13
♮P . 
Lemma 9.9. We have Ct ∈ D˜
[−10,1]
♮P (Y˜ ×P× Y˜ ) if n = 6, and Ct ∈ D˜
[−14,1]
♮P (Y˜ ×P× Y˜ ) if n = 7 for all t.
Proof: We know already that Ct ∈ D˜
≤1
♮P by lemma 9.6. So, it remains to establish the left cohomological
bound. It follows from triangle (33) and lemma 9.8 that for any l ≤ −11 in case n = 6 and for any
l ≤ −15 in case n = 7 we have an exact sequence
0 = H˜l−2(C˜t)→ H˜
l−2(Ct)→ H˜
l−2(Ct−1[2])→ H˜
l−1(C˜t) = 0.
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Therefore, H˜l(Ct−1) = H˜
l−2(Ct−1[2]) ∼= H˜
l−2(Ct). So, in case n = 6 if H˜
l(Ct) 6= 0 for l ≤ −11 then
H˜l−2s(Ct+s) 6= 0 for all s which contradicts the claim of lemma 9.6, and similarly in case n = 7. 
Lemma 9.10. If n = 6 then C3[−6] ∈ D˜
≥2
♮P .
Proof: Triangles (33) for t = 5 and t = 4 together with lemma 9.8 give isomorphisms C5 ∼= C4[2] ∼= C3[4].
Then triangle (33) for t = 6 shifted by [−12] takes form
C˜6[−12]→ C6[−12]→ C3[−6].
Now, C˜6[−12] ∈ D˜
≥3
♮P by lemma 9.8, while C6[−12] ∈ D˜
≥2
♮P by lemma 9.9 and the claim follows. 
Lemma 9.11. If n = 6 then C0 ∈ D˜
[0,1]
♮P and H˜
0(C0) ∼= H˜
−5(C˜3).
Proof: Triangles (33) for t = 2 and t = 1 together with lemma 9.8 give isomorphisms C2 ∼= C1[2] ∼= C0[4].
Then triangle (33) for t = 3 shifted by [−6] takes form
C˜3[−6]→ C3[−6]→ C0.
Now, C˜3[−6] ∈ D˜
≥1
♮P by lemma 9.8, while C3[−6] ∈ D˜
≥2
♮P by lemma 9.10. Therefore C0 ∈ D˜
≥0
♮P and
H˜0(C0) = H˜
1(C˜3[−6]) = H˜
−5(C˜3). 
Lemma 9.12. If n = 7 then C7 ∈ D˜
≥−12
♮P .
Proof: Triangle (33) for t = 8 takes form
C˜8 → C8 → C7[2].
Note that C˜8 ∈ D˜
≥−13
♮P by lemma 9.8, and C8 ∈ D˜
≥−14
♮P by lemma 9.9. Therefore C7[2] ∈ D˜
≥−14
♮P and the
lemma follows. 
Lemma 9.13. If n = 7 then C0 ∈ D˜
[0,1]
♮P and H˜
0(C0) ∼= H˜
−13(C˜7).
Proof: Triangles (33) for t = 1, . . . , 6 together with lemma 9.8 give isomorphisms C6 ∼= C5[2] ∼= · · · ∼= C0[12].
Then triangle (33) for t = 7 shifted by [−14] takes form
C˜7[−14]→ C7[−14]→ C0.
Now, C˜7[−14] ∈ D˜
≥1
♮P by lemma 9.8, while C7[−14] ∈ D˜
≥2
♮P by lemma 9.12. Therefore C0 ∈ D˜
≥0
♮P and
H˜0(C0) = H˜
1(C˜7[−14]) = H˜
−13(C˜7). 
Proposition 9.14. C0 ∈ D˜
0
♮P and π∗C0
∼= ρ∗♮ (∆Y ∗R) ∈ D˜
0
♮ .
Proof: Triangle (33) for t = 0 takes form
C˜0 → C0 → C−1[2].
Now, C˜0 ∈ D˜
≤0
♮P by lemma 9.8, while C−1[2] ∈ D˜
≤−1
♮P by lemma 9.9. Therefore C0 ∈ D˜
≤0
♮P . Combining
with lemma 9.11 we conclude that C0 ∈ D˜
0
♮P and C0
∼= H˜0(C0) ∼= H˜
−5(C˜3) if n = 6 and combining with
lemma 9.13 we conclude that C0 ∼= H˜
0(C0) ∼= H˜
−13(C˜7) if n = 7. Using again lemma 9.8 we see that
C0 ∼= H˜
−1((F ∗2 ⊠OP(3HP )⊠ F2)⊗D), if n = 6,
C0 ∼= H˜
−5(π∗T ⊗ OP(7HP )⊗D), if n = 7.
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Since D is supported on Y˜ ×P P × PY˜ = Y˜ ×P Y˜ and Y˜ ×P ×Y˜ is finite over Y˜ × Y˜ it follows from
lemma 3.7 that in case n = 6 we have
π∗C0 ∼= π∗H˜
−1((F ∗2 ⊠OP(3HP )⊠ F2)⊗D)
∼= H˜−1(π∗((F
∗
2 ⊠OP(3HP )⊠ F2)⊗D))
∼=
∼= H˜−1((F ∗2 ⊠OP(3HP )⊠ F2)⊗ π∗D)
∼= ρ∗♮ (∆Y ∗R)
by lemma 7.3. Similarly, in case n = 7 we use lemma 7.4 and deduce the claim. 
Corollary 9.15. The functor Φ
E#01
◦ ΦE1 : D
b(Y˜ )→ Db(Y˜ ) is isomorphic to the functor ρ∗ ◦ ρ∗.
Proof: By lemma 9.5 and proposition 9.14 the functor Φ
E#01
◦ ΦE1 is given by the kernel ρ
∗
♮ (∆Y ∗R). On
the other hand, by lemma 3.4 the same kernel gives the functor ρ∗ ◦ ρ∗. 
Corollary 9.16. The restriction of the functor ΦE1 : D
b(Y˜ ) → Db(X ) to the subcategory D˜ ⊂ Db(Y˜ ) is
fully faithful.
Proof: We have Hom(ΦE1(F ),ΦE1(F
′)) = Hom(Φ
E#01
(ΦE1(F )), F
′). But if F,F ′ ∈ D˜ then ρ∗(ρ∗(F )) ∼= F
by theorem 3.2 hence Hom(ρ∗(ρ∗(F )), F
′) = Hom(F,F ′). 
Now we are almost ready to give a proof of the main result of the paper, theorem 4.1. The final
preparatory step is the following
Proposition 9.17. For every 0 ≤ k ≤ 2 the functor Φ∗E1 ◦π
∗ : Db(X)→ Db(Y˜ ) is full and faithful on the
subcategory 〈E2, E1, E0〉 = A0 ⊂ D
b(X) and takes it to the subcategory 〈F ∗0 , F
∗
1 , F
∗
2 〉 = B0 ⊂ D˜ ⊂ D
b(Y˜ ).
Moreover, it takes the bundle Λ2(W/U) ∈ A0 to (a shift of) F
∗
2 = OY˜ .
Proof: The functor Φ∗E1 ◦ π
∗ is given by the kernel π∗E
#0
1
∼= p1∗α∗j∗E
#0[7] ∼= p1∗β∗i∗E
#0[7] ∼= i∗E
#0[7].
Using the resolution (30) and taking into account that H•(X,E∗k(−n) ⊗ El) = Hom
•(Ek, El(−n)) ∼=
Hom•(El, Ek[2n − 4])
∗ we deduce that up to a shift it takes
E0 7→
′F0 := F
∗
0 , E1 7→
′F1 := {W ⊗ F
∗
0 → F
∗
1 }, E2 7→
′F2 := {S
2W ⊗ F ∗0 → W ⊗ F
∗
1 → F
∗
2 }.
Since Hom(Ek, El) = S
k−lW ∗ = Hom(′Fk,
′Fl) and the above functor evidently induces an isomorphism
on these Hom-spaces, it gives an equivalence A0 ∼= B0. Finally, note that
Λ2(W/U) = {E2 →W ⊗ E1 → Λ
2W ⊗E0} 7→ {
′F2 → W ⊗
′F1 → Λ
2W ⊗ ′F0}
which up to a shift coincides with F ∗2 . 
Proof of theorem 4.1.
We are going to use theorem 2.10. We already have proved in corollary 9.16 that the functor ΦE1 = Φj∗E
embeds the category D˜ = Db(Y,R) fully and faithfully into Db(X ), the derived category of the universal
hyperplane section of X. Let us check that the image of the functor Φj∗E is contained in the subcategory
C = [〈A1(1)⊠D
b(P), . . . ,An−1(n− 1)⊠D
b(P)〉]⊥.
Indeed, for this it suffices to check that Φ∗j∗E(At(t) ⊠D
b(P)) = 0 for 1 ≤ t ≤ n − 1. But the category
At(t)⊠Db(P) is generated by objects of the form α∗(E ⊠G) with E ∈ At(t), G ∈ Db(P), and it is clear
that
Φ∗j∗E(α
∗(E ⊠G)) ∼= Φ∗j∗E(π
∗E)⊗ g∗G
since the functor Φ∗j∗E is P-linear. Thus it suffices to check that Φ
∗
j∗E
(π∗E) = 0 for E ∈ At(t) and
1 ≤ t ≤ n− 1. Arguing like in proposition 9.17 and taking into account that
H•(X,E∗k(−n)⊗ E) = Hom(Ek, E(−n)) = Hom(E,Ek[2n − 4])
∗ = 0
since E ∈ At(t), Ek ∈ A0, and (12) is a semiorthogonal decomposition, we conclude that Φ
∗
j∗E
(π∗E) = 0.
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Further, we note that by proposition 9.17 we have Φ∗j∗E (B
′
t) = Bt, hence due to P-linearity of the
functor Φ∗j∗E we have Φ
∗
j∗E
(B′t(−tHP )) = Bt(−tHY ). Finally, the subcategories Bt(−tHY ) form a dual
Lefschetz collection in D˜ = Db(Y,R) by proposition 5.4. Therefore by theorem 2.10 the noncommutative
variety (Y,R) is Homologically Projectively Dual to X and its dual Lefschetz decomposition is given
by (14).
10. Applications to linear sections of Gr(2, 6)
In this section W is a vector space, dimW = 6, X = Gr(2,W ) = Gr(2, 6), Y = Pf(4,W ∗) is a cubic
hypersurface in P(Λ2W ∗), Z = Pf(2,W ∗) = Gr(2,W ∗) ⊂ P(Λ2W ∗), and R is a sheaf of OY -algebras on Y
defined in section 3. As a consequence of Homological Projective Duality between X and (Y,R) we have
the following
Corollary 10.1. Let L ⊂ Λ2W ∗ be a vector subspace, dimL = r, and put L⊥ ⊂ Λ2W for its orthogonal.
Assume that XL = X ∩ P(L
⊥), YL = Y ∩ P(L), and ZL = Z ∩ P(L) have expected dimension, i.e.
dimXL = 8− r, dimYL = r − 2, dimZL = r − 7. (37)
Then we have the following semiorthogonal decompositions
Db(XL) = 〈CL,Ar(1), . . . ,A5(6− r)〉
Db(YL,R) = 〈B11(3− r), . . . ,B15−r(−1), CL〉.
(38)
Let us write down explicitly semiorthogonal decompositions (38) for different values of r. Note that
for r ≤ 3 we have CL = D
b(YL,R) and for r ≥ 6 we have CL = D
b(XL). Note also that ZL is empty for
r ≤ 6 by (37), hence the algebra R on YL is a matrix algebra, so that D
b(YL,R) ∼= D
b(YL).
r = 1. In this case conditions (37) mean that YL is empty, hence L is spanned by a nondegenerate skew-
form ω ∈ Λ2W ∗, so XL is a Lagrangian Grassmannian LGr(2,W ) with respect to ω. Decompositions (38)
then give
Db(XL) = 〈A1(1), . . . ,A5(5)〉,
reproving theorem 3.1 of [K5].
r = 2. In this case conditions (37) mean that YL = {y1, y2, y3} is a scheme of length 3, corresponding to
a pencil of skew-forms ω in Λ2W ∗ with degenerations of rank 4. In this case CL = D
b(YL), and the first
decomposition of (38) gives
Db(XL) = 〈D
b(YL),A2(1), . . . ,A5(4)〉.
In particular, we deduce the following
Corollary 10.2. A smooth linear section XL of X = Gr(2,W ) = Gr(2, 6) of codimension 2 admits an
exceptional collection of length 12. Explicitly,
Db(XL) = 〈ΦE(y1),ΦE (y2),ΦE (y3),A2(1), . . . ,A5(4)〉.
r = 3. In this case conditions (37) mean that YL is an elliptic curve, corresponding to a net of skew-forms
ω in Λ2W ∗ with degenerations of rank 4. In this case CL = D
b(YL), and the first decomposition of (38)
gives
Db(XL) = 〈D
b(YL),A3(1),A4(2),A5(3)〉.
r = 4. In this case conditions (37) mean that YL is a del Pezzo surface of degree 3. In this case
decompositions (38) give
Db(XL) = 〈CL,A4(1),A5(2)〉, D
b(YL) = 〈OYL(−1), CL〉
Since Db(YL) admits an exceptional collection (of length 9) when YL is smooth, we deduce the following
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Corollary 10.3. A smooth linear section XL of X = Gr(2,W ) = Gr(2, 6) of codimension 4 admits an
exceptional collection of length 12.
r = 5. In this case conditions (37) mean that YL is a cubic 3-fold, and XL is a Fano threefold V14. In
this case CL = D
b(YL), and decompositions (38) give
Db(XL) = 〈CL,U
∗,O(1)〉, Db(YL) = 〈OYL(−2),OYL(−1), CL〉,
reproving theorem 3.1 of [K1].
r = 6. In this case conditions (37) mean that YL is a Pfaffian cubic 4-fold, and XL is a K3-surface of
degree 14. In this case CL = D
b(XL), and the second decomposition of (38) gives the following
Theorem 10.4. Let YL be a Pfaffian cubic 4-fold and let XL be the orthognal K3-surface of degree 14.
Then we have a semiorthogonal decomposition
Db(YL) = 〈OYL(−3),OYL(−2),OYL(−1),D
b(XL)〉.
r = 7. In this case conditions (37) mean that XL is a curve of genus 8, YL is a Pfaffian cubic 5-fold (which
is necessarily singular), and ZL is a scheme of length 14. Certainly, ZL is contained in the singular locus
of YL, but actually, the latter can be strictly bigger then ZL. In this case CL = D
b(XL), and D
b(YL,R)
is a noncommutative (partial) resolution of YL (at ZL). The second decomposition of (38) gives the
following
Db(YL,R) = 〈B11(−4), . . . ,B8(−1),D
b(XL)〉.
r = 8, . . . ,14. In these cases conditions (37) mean that YL is a Pfaffian cubic of dimension (r − 2). In
this case CL = D
b(XL), which is either zero (for r ≥ 9), or admits an exceptional collection (for r = 8
and XL smooth), and D
b(YL,R) is a noncommutative (partial) resolution of YL (at ZL). The second
decomposition of (38) gives the following
Db(YL,R) = 〈B11(3− r), . . . ,B15−r(−1),D
b(XL)〉.
In particular, if XL is smooth we deduce that D
b(YL,R) admits a full exceptional collection.
11. Applications to linear sections of Gr(2, 7)
In this section W is a vector space, dimW = 7, X = Gr(2,W ) = Gr(2, 7), Y = Pf(4,W ∗) has
codimension 3 in P(Λ2W ∗), Z = Pf(2,W ∗) = Gr(2,W ∗) ⊂ P(Λ2W ∗), and R is a sheaf of OY -algebras
on Y defined in section 3. As a consequence of Homological Projective Duality between X and (Y,R)
we have the following.
Corollary 11.1. Let n = 7. Let L ⊂ Λ2W ∗ be a vector subspace, dimL = r, and put L⊥ ⊂ Λ2W for its
orthogonal. Assume that XL = X ∩P(L
⊥), YL = Y ∩P(L), and ZL = Z ∩P(L) have expected dimension,
i.e.
dimXL = 10− r, dimYL = r − 4, dimZL = r − 11. (39)
Then we have the following semiorthogonal decompositions
Db(XL) = 〈CL,Ar(1), . . . ,A6(7− r)〉
Db(YL,R) = 〈B13(7− r), . . . ,B21−r(−1), CL〉.
(40)
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Let us write down explicitly semiorthogonal decompositions (40) for different values of r. Note that
for r ≤ 7 we have CL = D
b(YL,R) and for r ≥ 7 we have CL = D
b(XL). Note also that ZL is empty for
r ≤ 10 by (39), hence the algebra R on YL is a matrix algebra, so that D
b(YL,R) ∼= D
b(YL).
r = 1,2,3. In this case conditions (39) mean that YL is empty. It follows that XL is a smooth codimen-
sion r linear section of X = Gr(2, 7). Decompositions (40) then give
Db(XL) = 〈Ar(1), . . . ,A6(7− r)〉.
In particular, we deduce the following
Corollary 11.2. A smooth linear section XL of X = Gr(2,W ) = Gr(2, 7) of codimension ≤ 3 admits an
exceptional collection of length 21− 3r consisting of bundles S2U(t),U(t),O(t) with 1 ≤ t ≤ 7− r.
r = 4. In this case conditions (39) mean that YL = {y1, y2, . . . , y42} is a scheme of length deg Y = 42,
and the first decomposition of (40) gives
Db(XL) = 〈D
b(YL),A4(1),A5(2),A6(3)〉.
In particular, we deduce the following
Corollary 11.3. A smooth linear section XL of X = Gr(2,W ) = Gr(2, 7) of codimension 4 admits an
exceptional collection of length 51. Explicitly,
Db(XL) = 〈ΦE (y1), . . . ,ΦE(y42), S
2U(1),U(1),O(1), S2U(2),U(2),O(2), S2U(3),U(3),O(3)〉.
r = 5. In this case conditions (39) mean that XL is a Fano 5-fold of index 2, YL is a curve of degree
deg Y = 42 in a half-canonical embedding (so that g(YL) = 43), and the first decomposition of (40) gives
Db(XL) = 〈D
b(YL),A5(1),A6(2)〉.
r = 6. In this case conditions (39) mean that XL is a Fano 4-fold of index 1, YL is a canonically embedded
surface of degree degY = 42, and the first decomposition of (40) gives
Db(XL) = 〈D
b(YL),A6(1)〉,
r = 7. This case is the most interesting. Conditions (39) mean that both XL and YL are Calabi-Yau
3-folds, and decompositions (40) boil down to just an equivalence of Db(XL) and D
b(YL). Note that we
don’t need XL and YL to be smooth. Let us formulate this result explicitly.
Theorem 11.4. Assume that dimW = 7, dimL = 7 and let L ⊂ Λ2W ∗. If P(L) doesn’t intersect
Gr(2,W ∗) ⊂ P(Λ2W ∗) and the corresponding linear sections of the Grassmannian XL = Gr(2,W )∩P(L
⊥)
and of the Pfaffian variety YL = Y ∩ P(L) are 3-dimensional, then we have an equivalence of categories
Db(XL) ∼= D
b(YL).
As it was explained in the Introduction, this theorem is a generalization of the result of [BC].
r = 8. In this case conditions (39) mean that XL is a canonically embedded surface of degree degX = 14,
YL is a Fano 4-fold of index 1, and the second decomposition of (40) gives
Db(YL) = 〈B13(−1),D
b(XL)〉.
r = 9. In this case conditions (39) mean that XL is a curve of degree degX = 14 in a half-canonical
embedding (so that g(XL) = 15), YL is a Fano 5-fold of index 2, and the second decomposition of (40)
gives
Db(XL) = 〈B13(−2),B12(−1),D
b(XL)〉.
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r = 10. In this case conditions (39) mean that XL is a scheme of length degX = 14, YL is a Fano 6-fold
of index 3, and the second decomposition of (40) gives
Db(YL) = 〈B13(−3),B12(−2),B11(−1),D
b(XL)〉.
In particular, we deduce the following
Corollary 11.5. A smooth 6-fold linear section YL of the Pfaffian variety Y admits an exceptional
collection of length 23 consisting of sheaves Φ∗E(xi), i = 1, . . . , 14, where XL = {xi}, and of the bundles
F ∗0 (t), F
∗
1 (t), F
∗
2 (t) with −3 ≤ t ≤ −1.
r = 11, . . . ,20. In these cases conditions (39) mean that XL is empty, and YL is a Fano variety of
dimension r − 4 and of index r − 7, and the second decomposition of (40) shows that the objects and of
the bundles F ∗0 (t), F
∗
1 (t), F
∗
2 (t) with 7−r ≤ t ≤ −1 form an exceptional collection in the derived category
of a noncommutative crepant resolution (YL,R) of YL.
References
[BD] Beauville A., Donagi R., La varie’te’ des droites d’une hypersurface cubique de dimension 4, (French) C. R. Acad.
Sci. Paris Se’r. I Math. 301 (1985), no. 14, 703–706.
[B] Bondal A., Representations of associative algebras and coherent sheaves, (Russian) Izv. Akad. Nauk SSSR Ser. Mat.
53 (1989), no. 1, 25–44; translation in Math. USSR-Izv. 34 (1990), no. 1, 23–42.
[BK] Bondal A., Kapranov M., Representable functors, Serre functors, and reconstructions, (Russian) Izv. Akad. Nauk
SSSR Ser. Mat. 53 (1989), no. 6, 1183–1205, 1337; translation in Math. USSR-Izv. 35 (1990), no. 3, 519–541.
[BO1] Bondal A., Orlov D., Semiorthogonal decomposition for algebraic varieties, preprint math.AG/9506012.
[BO2] Bondal A., Orlov D., Derived categories of coherent sheaves, Proceedings of the International Congress of Mathe-
maticians, Vol. II (Beijing, 2002), 47–56, Higher Ed. Press, Beijing, 2002.
[BC] Borisov L., Ca˘lda˘raru A., The Pfaffian-Grassmannian derived equivalence, preprint math.AG/0608404.
[D] Demazure M., A very simple proof of Bott’s theorem, Invent. Math. 33 (1976), no. 3, 271–272.
[H1] Hasset B., Some rational cubic fourfolds, J. Algebraic Geom. 8 (1999), no. 1, 103–114.
[H2] Hasset B., Special cubic fourfolds, Compositio Math. 120 (2000), no. 1, 1–23.
[HT] Hori K., Tong D., Aspects of Non-Abelian Gauge Dynamics in Two-Dimensional N = (2, 2) Theories, preprint
hep-th/0609032.
[Ka] Kapranov, M. M. On the derived categories of coherent sheaves on some homogeneous spaces, Invent. Math. 92
(1988), no. 3, 479–508.
[K1] Kuznetsov A., Derived categories of cubic and V14 threefolds,
Proc. V.A.Steklov Inst. Math, V. 246 (2004), 183–207.
[K2] Kuznetsov A., Hyperplane sections and derived categories, Izvestiya RAN: Ser. Mat. 70:3, 23–128 (in Russian);
translation in Izvestiya: Mathematics 70:3, 447–547.
[K3] Kuznetsov A., Homological Projective Duality, preprint math.AG/0507292
[K4] Kuznetsov A., Derived Categories of Quadric Fibrations and Intersections of Quadrics, preprint math.AG/0510670
[K5] Kuznetsov A., Exceptional collections for Grassmannians of isotropic lines, preprint math.AG/0512013
[K6] Kuznetsov A., Lefschetz decompositions and Categorical resolutions of singularities, preprint math.AG/0609240
[O1] Orlov D., Equivalences of derived categories and K3 surfaces, Algebraic geometry, 7. J. Math. Sci. (New York) 84
(1997), no. 5, 1361–1381.
[O2] Orlov D., Derived categories of coherent sheaves and equivalences between them, (Russian) Uspekhi Mat. Nauk 58
(2003), no. 3(351), 89–172; translation in Russian Math. Surveys 58 (2003), no. 3, 511–591.
[R] Rødland E., The Pfaffian Calabi-Yau, its mirror, and their link to the Grassmannian G(2, 7), Compositio Math. 122
(2000), no. 2, 135–149.
Algebra Section, Steklov Mathematical Institute, 8 Gubkin str., Moscow 119991 Russia
The Poncelet Laboratory, Independent University of Moscow
E-mail address: akuznet@mi.ras.ru
