The frequency of maximum oscillation power measured in dwarfs and giants exhibiting solar-like pulsations provides a precise, and potentially accurate, inference of the stellar surface gravity. An extensive comparison for about 40 well-studied pulsating stars with gravities derived using classical methods (ionisation balance, pressure-sensitive spectral features or location with respect to evolutionary tracks) supports the validity of this technique and reveals an overall remarkable agreement with mean differences not exceeding 0.05 dex (although with a dispersion of up to ∼0.2 dex). It is argued that interpolation in theoretical isochrones may be the most precise way of estimating the gravity by traditional means in nearby dwarfs. Attention is drawn to the usefulness of seismic targets as benchmarks in the context of large-scale surveys.
SOLAR-LIKE OSCILLATIONS AS A POWERFUL GRAVITY INDICATOR
It is notoriously difficult to accurately estimate the stellar surface gravity in late-type stars, with systematic differences of the order of 0.2 dex being commonplace depending on the technique used and its exact implementation. This large uncertainty surrounding log g limits the accuracy with which elemental abundances can be determined. This is especially the case for purely spectroscopic analyses where the determinations of the stellar parameters are intimately coupled. In such a case, the use of a model atmosphere with an inappropriate gravity adversely impacts on the estimation of the other parameters (i.e., effective temperature and microturbulence) and, ultimately, chemical abundances. However, the properties of the p-mode pulsations exhibited by cool stars on the main sequence and during the red-giant phase can be used to derive values that are precise to a level rivaling that obtained for eclipsing binaries. Although seismic gravities can also be derived using oscillation frequencies and frequency separations, here we only consider the frequency of maximum power, νmax, as a surface gravity indicator (see, e.g., Kallinger et al. 2010a for definition and further details on how this quantity can be derived). As first suggested by Brown et al. (1991) and recently discussed from a theoretical viewpoint by Belkacem et al. (2011) , νmax is expected to scale as the acoustic cut-off frequency:
This leads to:
log g = log g⊙ + log νmax νmax, ⊙ + 1 2 log T eff T eff, ⊙ .
This relation is largely insensitive to the effective temperature assumed (∆T eff = 100 K leads to ∆ log g ∼ 0.004 dex only for Sun-like stars). On the other hand, νmax can usually be measured with an error below 5 per cent from high-quality time series (e.g., Kallinger et al. 2010a; Mosser et al. 2010) . It follows that log g determined via equation (2) can be precise to better than 0.03 dex. If confirmed in terms of accuracy, this would be far better than what can be achieved by other means in single stars (except in stars with transiting planets, although this method heavily relies on evolutionary models; e.g., Torres, Winn & Holman 2008) . Indeed, seismic gravities are beginning to be adopted in spectroscopic analyses as an alternative to values derived from traditional methods in order to narrow down the uncertainties in the other fundamental stellar parameters and chemical abundances (e.g., Batalha et al. 2011) .
The high accuracy of the gravities obtained from asteroseismology is supported by a comparison with values estimated using completely independent techniques (e.g., as shown in the case of a few binaries by Bruntt et al. 2010 , as well as in red-giant cluster members by Stello et al. 2011 and ). However, the validity of the scalings relating the stellar parameters (mass, radius) and the seismic observables has yet to be thoroughly investigated for stars occupying different parts of the HR diagram and hav-ing various properties in terms of metallicity and activity level, for instance. This work is an effort towards this goal (see also and also aims at drawing attention to the usefulness of seismic targets for validation purposes in the context of large-scale stellar surveys.
A SAMPLE OF WELL-STUDIED STARS WITH A PRECISE SEISMIC GRAVITY
About 40 bright, well-studied solar-like and red-giant stars have an accurate estimate of the frequency of maximum power, either from ground-based radial-velocity monitoring or from ultra-precise photometric observations from space (Table 1) . These have been used, along with mean literature T eff values (see below) and assuming νmax, ⊙ = 3100 µHz, to compute the seismic gravities (the exact choice of νmax, ⊙, which has an uncertainty of ∼50 µHz, has a negligible impact on our results). The temperatures adopted are marginally higher than those derived from angular diameter and bolometric flux measurements (Bruntt et al. 2010 ):
<∆T eff >=+44±56 K (1σ, 10 stars). Adopting these values would lead to negligible differences in the seismic log g (well below 0.01 dex). The uncertainty in νmax, which is the main source of error, is often not quoted in the original literature source or its estimation relies on widely different criteria and assumptions. It is therefore impossible to properly account for the star-to-star differences in the data quality and provide a homogeneous set of uncertainties. Adopting various procedures for the determination of νmax and taking into account the different signal realisations arising from the stochastic nature of the oscillations, Hekker et al. (2011) inferred an uncertainty in the range 1-10 per cent for stars observed by the Kepler mission. Based on the type of data collected for the stars in our sample, we estimate a typical uncertainty of 5 per cent. This translates into an error in the seismic gravities of ∼0.03 dex only. These figures are supported by a comparison with the values for the three stars in binaries with dynamical masses and interferometric radii (Procyon A and α Cen A+B; Bruntt et al. 2010) : the gravities agree to within 0.02 dex.
THE CLASSICAL GRAVITY DIAGNOSTICS USED IN COOL STARS PUT TO THE TEST
As the stars in Table 1 are amongst the brightest in the sky and are even sometimes regarded as standards (e.g., α Boo or Procyon A), a large number of independent determinations from classical techniques can be found in the literature. This offers an opportunity to empirically assess the reliability of the most popular gravity diagnostics used in cool stars: ionisation balance of a given chemical species (usually iron), fitting the wings of pressure-sensitive, neutral metal lines or interpolation in theoretical isochrones. Discrepancies between the various indicators are known to exist in the case of unresolved, single-lined binaries (Fuhrmann et al. 2011) , but this should not be a concern in our sample. These three approaches suffer to different extents from drawbacks. First, the values obtained from ionisation equilibrium are strongly dependent on the atmospheric structure adopted (granulation is ignored in 1-D models) and can be biased by non-LTE effects, which become generally more important in stars with extended atmospheres and/or metal poor (see, e.g., the calculations of Mashonkina et al. 2011 applied to some stars in our sample). On the other hand, values obtained from fitting the wings of pressure-sensitive lines are generally affected by quite large uncertainties related, for instance, to blends and difficulties in continuum placement (e.g., Bruntt et al. 2010) . Finally, although for very nearby stars parallaxes and reddening are not a major concern, interpolation in theoretical isochrones is strongly model dependent and may suffer from degeneracy problems (as a result, the applicability of this method for stars on the red-giant branch is limited). The T eff , [Fe/H] and log g literature values for the stars in Table 1 were primarily extracted from the PASTEL catalogue (Soubiran et al. 2010 ), but were supplemented by data from several missing sources after a careful inspection of the vast literature for these objects. Only studies published after 1990 were considered, as older ones may be based on poor-quality data or inadequate model atmospheres. Each original reference was inspected to evaluate the method used for the log g determination. In some instances, a single value was quoted in PASTEL whereas estimates based on different techniques were reported in the original paper (e.g., Santos et al. 2005 where the gravities estimated from isochrone fitting are missing). These values were added. Finally, duplicate entries from the same authors were omitted; only the value in the most recent paper was used. This roughly totals to 360 individual measurements from 80 independent literature sources. The results are presented in Table 2 .
The comparison between the seismic log g values and those obtained through traditional techniques is shown in Fig.1 . Overall, there is a remarkably good agreement with systematic differences not exceeding 0.04 dex on average. The significant 1-σ dispersion of up to 0.19 dex with respect to the reference seismic value may have been expected considering the heterogeneous nature of the data and the diversity of analyses performed. It remains to be seen, however, if part of the observed scatter is not due to an intrinsic dispersion of equation (2), which is based on a simple scaling of νmax with the acoustic cut-off frequency in the atmosphere. By averaging results from a large number of independent studies (as is the case here for the ionisation and isochrone gravities, but not for the strong-line ones), one can hope that the systematic errors partly cancel out and that the mean offset with respect to the seismic values provides a better appraisal of the true accuracy of the method. It should be kept in mind that the systematic differences which may exist between the various analyses might not be completely related to the technique used, but instead to other assumptions in the modelling (especially the T eff scale). The results of the studies with the highest number of measurements are shown in Fig.2 . As can be seen, several of them can be in error by more than a factor 2.
It can readily be seen in Fig.1 that the scatter is lower for the gravities estimated from isochrone fitting. The same conclusion holds when considering for each star the average of the measurements obtained using a given method (Fig.3) , 1 especially when one excludes the evolved objects Figure 1 . Difference between the seismic log g values and those obtained through ionisation balance of iron (top panels), fitting of the wings of pressure-sensitive lines (middle panels) and isochrone fitting (bottom panels), as a function of the seismic gravities, effective temperature and metallicity. Representative error bars are indicated. (log g < 3.2) for which the determination through the position of the star with respect to evolutionary tracks is ill defined. In that case, the difference scatter is a mere ∼15 per cent: <∆ log g>=-0.006±0.065 dex (1σ, 29 stars). The evolutionary tracks used mostly fall in two categories differing in their physical ingredients (e.g., treatment of convection): either those from the Geneva (e.g., Schaller et al. 1992) or from the Padova (e.g., Bertelli et al. 1994) group. None the less, the gravity determination seems fairly robust against the choice of the set of models adopted (see assessing the quality of the studies performed and the inhomogeneous nature of the quoted uncertainties (which are often only internal and, as a result, appear unrealistically small).
Allende . Although this method is generally the most precise, it must be stressed that the mean difference with respect to the seismic gravities is less than 0.05 dex irrespective of the technique used.
No clear trends are discernible as a function of log g, T eff or [Fe/H] . An underestimation of log g through ionisation balance may be expected for very metal-poor stars ([Fe/H] -1) because of non-LTE effects (Allende ). We only have one such star in our sample (ν Ind), but the ionisation gravity does not appear discrepant. The log g values are systematically underestimated in the dwarfs by up to 0.3 dex when fitting the wings of strong metal lines. However, the bulk of the data comes from a single source Gonzalez et al. (2001) and Gonzalez, Carlson & Tobin (2010) ; red, filled triangles: Luck & Heiter (2006 ; magenta, open triangles: Ramírez, Allende Prieto & Lambert (2007) ; blue, filled squares: Santos, Israelian & Mayor (2001 , 2004 and Santos et al. (2005) ; green, open squares: Takeda et al. (2005 Takeda et al. ( , 2007 and Takeda, Sato & Murata (2008) . (Bruntt et al. 2010 ) and large line-to-line differences are observed (a weighted mean has been used here).
CONCLUSIONS AND PERSPECTIVES
The good agreement between the gravities inferred from asteroseismology and from classical methods supports the applicability of the scaling law linking log g and νmax for stars spanning a relatively wide range in temperature and evolutionary status, although its validity in the low-metallicity and low-gravity regimes cannot be meaningfully investigated here owing to the limited number of objects. For stars within the parameter space investigated here, our study hence supports the use of the seismic gravities as input in spectroscopic analyses (e.g., Batalha et al. 2011) . Gravities relying on asteroseismic information would be especially valuable for red giants in view of the fundamental difficulties plaguing the classical techniques in that case (significant departures from LTE, lack of sensitivity of strong metal lines and degeneracy of isochrone fitting). The spectroscopic gravities of the faint red-giant CoRoT targets are indeed found to be affected by large errors (Morel, Miglio & Valentini 2011) . Seismic information is now available for hundreds of stars in the CoRoT and Kepler fields (see, e.g., Verner et al. 2011 ).
It is therefore reasonable to assume that similar consistency checks as those presented in this paper will be extended to much larger samples in the future.
A comparison with data for eclipsing binaries has already illustrated the power of isochrone fitting as gravity indicator , and our study indeed identifies it as being the most precise classical method for nearby dwarfs. The release of the GAIA parallaxes will offer the opportunity to apply this technique to much fainter magnitudes, although reddening will remain an issue.
Several large-scale spectroscopic surveys are presently conducted or are being planned (e.g., RAVE, APOGEE or the follow up of the GAIA mission). The pipelines developed for that purpose should be able to recover the parameters determined for a set of training stars through completely different and, as much as possible, model-independent methods before embarking on the automatic analysis of large samples of potentially faint objects. The seismic gravities can hence constitute a valuable piece of information in this context. Of particular interest in this respect are the stars with an accurate T eff and log g estimate from interferometric and seismic observations, respectively (see Bruntt et al. 2010 ).
