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EXPONENTIAL SYNCHRONIZATION OF 2D CELLULAR
NEURAL NETWORKS WITH BOUNDARY FEEDBACK
LESLAW SKRZYPEK, CHI PHAN, AND YUNCHENG YOU
Abstract. In this work we propose a new model of 2D cellular neural networks
(CNN) in terms of the lattice FitzHugh-Nagumo equations with boundary feedback
and prove a threshold condition for the exponential synchronization of the entire
neural network through the a priori uniform estimates of solutions and the analysis
of dissipative dynamics. The threshold to be satisfied by the gap signals between
pairwise boundary cells of the network is expressed by the structural parameters
and adjustable. The new result and method of this paper can also be generalized
to 3D and higher dimensional FitzHugh-Nagumo type or Hindmarsh-Rose type
cellular neural networks.
1. Introduction
For the collective dynamic phenomena of many network systems that attract sci-
entific research interests, two of the most ubiquitous concepts for the relevant math-
ematical models presented by various differential equations are synchronization and
pattern formation [1, 2, 6, 8, 18, 21, 22]. The mechanisms of synchronization and
control depend on the spatiotemporal structures of the designed models.
In this work we shall focus on the two-dimensional cellular neural networks (briefly
CNN) modeled by the 2D lattice FitzHugh-Nagumo equations with the boundary
feedback and prove the exponential synchronization when the adjustable and explicit
threshold condition is satisfied by the pairwise boundary gap signals.
As well known, CNN was invented by Chua and Yang [7, 8] in 1988. CNN phys-
ically consists of network-like interacted analog or digital signal processors such as
VLSI. Mathematically, CNN is defined [9, 10] to be a 2D, 3D or higher dimensional
array of identical template dynamical systems (called cells), which satisfies two prop-
erties that the interactions (called the synaptic laws) are local within a neighborhood
of finite radius r > 0 and the state variables are all time-continuous signals. In a large
sense the dynamics of CNN can be studied as a lattice dynamical system generated
by lattice differential equations in time [5, 6, 9, 11, 30].
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The diversified cellular neural networks as well as the Hopfield neural networks
have found effective applications in many areas such as computational image process-
ing, medical visualization, data driven optimization, pattern recognition, associative
memory, and secure communications, cf. [6, 8, 11, 16, 20, 21, 26, 29, 30, 33].
In the expanding front of deep learning and artificial intelligence in general, the
theory of cellular neural networks, convolutional neural networks, and variants of
complex neural networks is closely linked to discrete nonlinear partial differential
equations and delay differential equations [5, 11, 16, 30].
This work aims to prove the exponential synchronization of the 2D FitzHugh-
Nagumo cellular neural networks with the new feature of the boundary feedback,
which is a substantial generalization of feedback synchronization for one-dimensional
FitzHugh-Nagumo cellular neural networks [28] shown by the authors. In this CNN
model, the cell template with the synapsis is described by the discrete version of the
2D partly diffusive FitzHugh-Nagumo equations with boundary feedback control.
We consider a cellular neural network of the 2D grid-structure, which consists of
the cells {N(i, k)} located at the grid points {(ihx, khy) : i = 1, 2, · · · , m and k =
1, 2, · · · , n} for given hx, hy > 0 along the x-row direction and the y-column direction,
respectively. We shall study synchronization problem of the following 2D lattice
FitzHugh-Nagumo equations:
dxik
dt
= a[(xi−1,k − 2xik + xi+1,k) + (xi,k−1 − 2xik + xi,k+1)]
+ f(xik)− b yik + puik,
dyik
dt
= c xik − δ yik,
(1.1)
where 1 ≤ i ≤ m, 1 ≤ k ≤ n, t > 0, the integers m,n ≥ 4, and the two-dimensional
discrete Laplacian operator [5, 7, 11, 30]
Dik(x) = a[(xi−1,k − 2xik + xi+1,k) + (xi,k−1 − 2xik + xi,k+1)]
= a(ui−1,k + ui+1,k + ui,k−1 + ui,k+1 − 4uik)
shows the synaptic law of cell coupling. The nonlinear function f(·) will be specified
below. In this 2D model of CNN, we consider the periodic boundary condition:
x0,k(t) = xm,k(t), xm+1,k(t) = x1,k(t), for 1 ≤ k ≤ n,
xi,0(t) = xi,n(t), xi,n+1(t) = xi,1(t), for 1 ≤ i ≤ m,
(1.2)
and the boundary feedback control {ui k : 1 ≤ i ≤ m, 1 ≤ k ≤ n}: For t ≥ 0,
u1,k(t) = um+1,k(t) = xm,k(t)− x1,k(t), for 1 ≤ k ≤ n,
ui,k(t) = 0, 2 ≤ i ≤ m− 1, for 1 ≤ k ≤ n,
um,k(t) = u0,k(t) = x1,k(t)− xm,k(t), for 1 ≤ k ≤ n,
(1.3)
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and
ui,1(t) = ui,n+1(t) = xi,n(t)− xi,1(t), for 1 ≤ i ≤ m,
ui,k(t) = 0, 2 ≤ i ≤ n− 1, for 1 ≤ i ≤ m,
ui,n(t) = ui,0(t) = xi,1(t)− xi,n(t), for 1 ≤ i ≤ m.
(1.4)
All the parameters a, b, c, δ, p can be any given positive constants, and p > 0 is
the adjustable coefficient of the boundary feedback signals. Here xm,k(t) − x1,k(t)
measures the boundary gap signal between the two boundary node cells on the same
row of the cellular neural network and xi,n(t) − xi,1(t) measures the boundary gap
signal between the two boundary node cells on the same column of the cellular neural
network. The initial conditions for the system (1.1) are denoted by
xik(0) = x
0
ik ∈ R and yik(0) = y
0
ik ∈ R, 1 ≤ i ≤ m, 1 ≤ k ≤ n. (1.5)
We make the following Assumption: The scalar function f ∈ C1(R,R) satisfies
f(s)s ≤ −λs4 + β, s ∈ R,
f ′(s) ≤ γ, s ∈ R,
(1.6)
where λ, β and γ can be any given positive constants. Note that the nonlinear term
in the original FitzHugh-Nagumo ordinary differential equations [13] is
f(s) = s(s− α)(1− s)
and the constant 0 < α < 1. It satisfies the Assumption (1.6):
f(s)s = −αs2 + (α + 1)s3 − s4 ≤ −αs2 +
(
1
2
s4 + 23(α + 1)4
)
− s4
≤ −
(
αs2 +
1
2
s4
)
+ 8(α+ 1)4 ≤ −
1
2
s4 + 8(α+ 1)4,
f ′(s) = −α + 2(α + 1)s− 3s2 ≤ −α + (α + 1)2 − 2s2 ≤ 1 + α + α2.
Synchronization and its control play a significant role for biological neural net-
works and for the artificial neural networks as well [2, 18, 34]. Fast and effective
synchronization may lead to enhanced functionality and performance of complex
neural networks.
For biological or artificial neural networks, synchronization topics have been stud-
ied with several mathematical models, including the FitzHuigh-Nagumo neural net-
works, typically with the synaptic coupling by clamped gap junctions [1, 2, 17, 35]
and the mean field couplings [25, 32]. For chaotic and stochastic neural networks
with various applications, the pinning control is usually exploited [20, 21, 26, 31, 37].
Exponential synchronization of neural networks with or without time delays has also
been studied in [3, 4, 14, 36].
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The methods commonly used in the reported researches on stability and synchro-
nization of CNN and complex neural networks are mainly based on the analysis of
eigenvalues for the coupled matrices, the linear matrix inequalities [11, 12, 15, 19, 21],
and the Lyapunov functionals [4, 18, 29], with many references therein.
Recently the authors proved results on the exponential synchronization for the
boundary coupled Hindmarsh-Rose neuron networks in [23, 24], the boundary cou-
pled partly diffusive FitzHugh-Nagumo neural networks in [27], and the feedback
synchronization of the one-dimensional FitzHugh-Nagumo CNN in [28].
The feature of this work is to present a new model of 2D FitzHugh-Nagumo CNN
with the computationally favorable boundary feedback and to prove a sufficient con-
dition for realization of its exponential synchronization. Moreover, this work is char-
acterized by a new mathematical approach of dynamical a priori estimates to show
the existence of absorbing set for the solution semiflow of this CNN, which leads to
the main result on the threshold condition for the exponential synchronization. The
threshold is explicitly expressed in terms of the neural network parameters and can
be adjusted by the strength coefficient p of the boundary feedback in applications.
2. Absorbing Set and Dissipative Dynamics
Define the following Hilbert space:
H = ℓ2(Zmn,R
2mn) = {(x, y) = ((xik, yik) : 1 ≤ i ≤ m, 1 ≤ k ≤ n)}
where Zmn = {1, 2, · · · , m}× {1, 2, · · · , n} and m,n ≥ 4. The norm in H is denoted
and define by ‖(x, y)‖2 =
∑m
i=1
∑n
k=1(|xik|
2 + |yik|
2). The inner-product of H or Rd
is denoted by 〈 ·, · 〉. The space of all continuous and bounded functions of time t ≥ 0
valued in H is denoted by C([0,∞), H), which is a Banach space with the sup-norm.
Since there exists a unique local solution in time of the initial value problem (1.1)-
(1.5) under the Assumption (1.6) because the right-hand side functions in (1.1) are
locally Lipschitz continuous, we shall first prove the global existence in time of all
the solutions in the space H . Then by the uniform estimates we show the dissipative
dynamics of the solution semiflow in terms of the existence of an absorbing set.
Theorem 2.1. Under the setting in Section 1, for any given initial state ((x0ik, y
0
ik) :
(i, k) ∈ Zmn) ∈ H, there exists a unique solution
((xik(t, x
0
ik), yik(t, y
0
ik)) : (i, k) ∈ Zmn, t ≥ 0) ∈ C([0,∞), H)
of the initial-boundary value problem (1.1)-(1.5) for this 2D FitzHugh-Nagumo cel-
lular neural network.
Proof. Multiply the xik-equation in (1.1) by C1xik(t) for (i, k) ∈ Zmn, where the
constant C1 > 0 is to be chosen, then sum them up and by the Assumption (1.6) to
get
SYNCHRONIZATION OF 2D CELLULAR NEURAL NETWORKS 5
C1
2
d
dt
m∑
i=1
n∑
k=1
|xik|
2 = C1
m∑
i=1
n∑
k=1
[ a(xi−1, k − 2xik + xi+1, k)xik
+a(xi, k−1 − 2xik + xi, k+1)xik + f(xik)xik − bxikyik + puikxik ]
≤C1
m∑
i=1
n∑
k=1
[ a(xi−1, k − 2xik + xi+1, k)xik + a(xi, k−1 − 2xik + xi, k+1)xik ]
+C1
m∑
i=1
n∑
k=1
[
−λ|xik|
4 + β +
b
2
|xik|
2 +
b
2
|yik|
2
]
−C1
m∑
i=1
n∑
k=1
p
[
(x1,k − xm,k)
2 + (xi,1 − xi,n)
2
]
,
(2.1)
for t ∈ Imax = [0, Tmax), which is the maximal existence interval of the solution. By
the discrete ’divergence’ formula and the boundary condition (1.2), we have
m∑
i=1
n∑
k=1
[ a(xi−1, k − 2xik + xi+1, k)xik + a(xi, k−1 − 2xik + xi, k+1)xik]
=
m∑
i=1
n∑
k=1
a[(xi+1,k − xik)xik − (xik − xi−1,k)xik]
+
m∑
i=1
n∑
k=1
a[(x,k+1 − xik)xik − (xik − xi,k−1)xik]
=
n∑
k=1
[
m−1∑
i=1
a(xi+1,k − xik)xik −
m∑
i=2
a(xik − xi−1,k)xik
]
+
n∑
k=1
[a(xm+1, k − xmk)xmk − a(x1, k − x0, k)x1, k]
+
m∑
i=1
[
n−1∑
k=1
a(xi, k+1 − xik)xik −
n∑
k=2
a(xik − xi, k−)xik
]
+
m∑
i=1
[a(xi, n+1 − xi n)xi n − a(xi, 1 − xi, 0)xi, 1]
= −
n∑
k=1
m∑
i=1
a(xik − xi−1, k)
2 −
m∑
i=1
n∑
k=1
a(xik − xi, k−1)
2 ≤ 0.
(2.2)
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Then (2.1) with (2.2) yields the differential inequality
C1
d
dt
m∑
i=1
n∑
k=1
|xik|
2 + 2C1p
m∑
i=1
n∑
k=1
[
(x1,k − xm,k)
2 + (xi,1 − xi,n)
2
]
≤C1
m∑
i=1
n∑
k=1
[
−2λ|xik(t)|
4 + 2β + b|xik(t)|
2 + b|yik(t)|
2
]
, t ∈ Imax.
(2.3)
Next multiply the yik-equation in (1.1) by yik(t) for 1 ≤ i ≤ m, 1 ≤ k ≤ n and
then sum them up. By using Young’s inequality, we obtain
1
2
d
dt
m∑
i=1
n∑
k=1
|yik(t)|
2 =
m∑
i=1
n∑
k=1
(cxik yik − δy
2
ik)
≤
m∑
i=1
n∑
k=1
[(
c2
δ
x2ik +
1
4
δ y2ik
)
− δ y2ik
]
=
m∑
i=1
n∑
k=1
[
c2
δ
|xik(t)|
2 −
3
4
δ |yik(t)|
2
]
, for t ∈ Imax.
(2.4)
Add up the inequalities (2.3) and doubled (2.4). We obtain
d
dt
m∑
i=1
n∑
k=1
[
C1|xik(t)|
2 + |yik(t)|
2
]
+ 2C1p
m∑
i=1
n∑
k=1
[
(x1,k − xm,k)
2 + (xi,1 − xi,n)
2
]
≤
m∑
i=1
n∑
k=1
[(
C1b+
2c2
δ
)
|xik(t)|
2 − 2C1λ|xik(t)|
4 + 2C1β
]
+
m∑
i=1
n∑
k=1
[(
C1b−
3δ
2
)
|yik(t)|
2
]
, t ∈ Imax = [0, Tmax).
(2.5)
We now choose the constant
C1 =
δ
2b
so that C1b−
3δ
2
= −δ. (2.6)
Then from (2.5) with the fact 2C1p
∑m
i=1
∑n
k=1[· · · ] ≥ 0 on the left-hand side and
from the choice of the constant C1 in (2.6), we have
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d
dt
m∑
i=1
n∑
k=1
(
C1|xik|
2 + |yik|
2
)
≤
m∑
i=1
n∑
k=1
[(
C1b+
2c2
δ
)
|xik(t)|
2 − 2C1(λ|xik(t)|
4 + β)− δ|yik(t)|
2
]
and consequently,
d
dt
m∑
i=1
n∑
k=1
(
C1|xik(t)|
2 + |yik(t)|
2
)
+ δ
m∑
i=1
n∑
k=1
(
C1|xik(t)|
2 + |yik(t)|
2
)
≤
m∑
i=1
n∑
k=1
[(
C1b+ C1δ +
2c2
δ
)
|xik(t)|
2 − 2C1(λ|xik(t)|
4 + β)
]
=
m∑
i=1
n∑
k=1
[(
δ
2
+
δ2
2b
+
2c2
δ
)
|xik(t)|
2 −
δλ
b
|xik(t)|
4 +
δβ
b
]
, t ∈ Imax.
(2.7)
Completing square shows that(
δ
2
+
δ2
2b
+
2c2
δ
)
|xik(t)|
2 −
δλ
b
|xik(t)|
4
= −
δλ
b
[
|xik(t)|
2 −
b
2δλ
(
δ2
2b
+
δ
2
+
2c2
δ
)]2
+ C2
and
C2 =
b
4δλ
(
δ2
2b
+
δ
2
+
2c2
δ
)2
. (2.8)
Therefore, (2.7) yields
d
dt
m∑
i=1
n∑
k=1
(C1|xik|
2+ |yik|
2)+ δ
m∑
i=1
n∑
k=1
(C1|xik|
2+ |yik|
2) ≤ mn
[
C2 +
δβ
b
]
, t ∈ Imax.
(2.9)
Apply the Gronwall inequality to (2.9). Then we have the following bounded estimate
for all the solutions of the system (1.1)-(1.5),
m∑
i=1
n∑
k=1
(
|xik(t, x
0
ik)|
2 + |yik(t, y
0
ik)|
2
)
≤
1
min{C1, 1}
[
e−δ t
m∑
i=1
n∑
k=1
(C1|x
0
ik|
2 + |y0ik|
2) +
mn
δ
(
C2 +
δβ
b
)]
, t ∈ [0,∞).
(2.10)
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Here we can assert that Imax = [0,∞) for all the solutions because the bounded
estimate (2.10) shows that the solutions will never blow up at any finite time. Thus
it is proved that for any given initial state in H there exists a unique global solution
((xik(t, x
0
ik), yik(t, y
0
ik)) : (i, k) ∈ Zmn), t ∈ [0,∞), in H . 
The global existence and uniqueness of the solutions to the initial-boundary value
problem (1.1)-(1.5) and their continuous dependence on the initial data enable us to
define the solution semiflow {S(t) : H → H}t≥0 of this system of the two-dimensional
FitzHugh-Nagumo cellular neural network:
S(t) : ((x0ik, y
0
ik) : (i, k) ∈ Zmn) 7−→ ((xik(t, x
0
ik), yik(t, y
0
ik)) : (i, k) ∈ Zmn).
We call {S(t)}t≥0 the semiflow of the FitzHugh-Nagumo CNN with the boundary
feedback.
Theorem 2.2. The semiflow {S(t)}t≥0 of the FitzHugh-Nagumo CNN with the
boundary feedback is dissipative in the sense that there exists a bounded ball in the
space H,
B∗ = {g ∈ H : ‖g‖2 ≤ Q} (2.11)
where the constant, which is independent of any initial data,
Q =
1
min{C1, 1}
[
1 +
mn
δ
(
C2 +
δβ
b
)]
(2.12)
such that for any given bounded set B ⊂ H, there is a finite time TB > 0 and all the
solutions with the initial state inside the set B will permanently enter the ball B∗ for
t ≥ TB. Then B
∗ is called an absorbing set of the semiflow in the space H.
Proof. The bounded estimate (2.10) implies that
lim sup
t→∞
m∑
i=1
n∑
k=1
(
|xik(t, x
0
ik)|
2 + |yik(t, y
0
ik)|
2
)
< Q (2.13)
for all the solutions of (1.1)-(1.5) with any initial data ((x0ik, y
0
ik) : (i, k) ∈ Zmn) ∈ H .
Moreover, for any given bounded set B = {g ∈ H : ‖g‖2 ≤ ρ} in H , there is a finite
time
TB =
1
δ
log+(ρ max{C1, 1})
such that
e−δ t
m∑
i=1
n∑
k=1
(
C1|x
0
ik|
2 + |y0ik|
2
)
< 1, for t ≥ TB,
which means all the solution trajectories started from the set B will uniformly and
permanently enter the bounded ball B∗ shown in (2.11) for t ≥ TB. Therefore, the
ball B∗ in (2.11) is an absorbing set and this semiflow of the FitzHugh-Nagumo CNN
with the boundary feedback is dissipative in H . 
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3. Synchronization of the 2D FitzHugh-Nagumo CNN
Define the difference of solutions for two adjacent double-indexed cells of this
FitzHugh-Nagumo CNN (1.1) to be
Γik(t) = xik(t)− xi−1,k(t), Vik(t) = yik(t)− yi−1,k(t), for (i, k) ∈ Zmn;
Πik(t) = xik(t)− xi,k−1(t), Wik(t) = yik(t)− yi,k−1(t), for (i, k) ∈ Zmn.
(3.1)
We shall consider the system of the row-differencing equations for this CNN:
∂Γik
∂t
= a(Γi−1,k − 2Γik + Γi+1,k) + a(Γi, k−1 − 2Γik + Γi, k+1)
+ f(xik)− f(xi−1,k)− bVik + p(uik − ui−1,k),
∂Vik
∂t
= cΓik − δVik, for 1 ≤ k ≤ n;
(3.2)
and the system of the column-differencing equations for this CNN:
∂Πik
∂t
= a(Πi−1,k − 2Πik +Πi+1,k) + a(Πi, k−1 − 2Πik +Πi, k+1)
+ f(xik)− f(xi,k−1)− bWik + p(uik − ui,k−1),
∂Wik
∂t
= cΠik − δWik, for 1 ≤ i ≤ m.
(3.3)
According to the periodic boundary condition (1.2), the corresponding boundary
condition for the equations (3.2) is
Γ0,k(t) = Γm,k(t), Γm+1,k(t) = Γ1,k(t), for 1 ≤ k ≤ n;
Πi,0(t) = Πi,n(t), Πi,n+1(t) = Πi,1(t), for 1 ≤ i ≤ m.
(3.4)
Here is the main result on the synchronization of this 2D FitzHugh-Nagumo CNN
with the boundary feedback.
Theorem 3.1. If the following threshold condition for the boundary gap signals of
the 2D FitzHugh-Nagumo cellular neural network (1.1)-(1.5) is satisfied,
lim inf
t→∞
[
n∑
k=1
|xm,k(t)− x1,k(t)|
2 +
m∑
i=1
|xi,n(t)− xi,1(t)|
2
]
> Q
[
1 +
1
p
(δ + γ + 2|c− b|)
]
(3.5)
where the constant Q is given in (2.12), then this cellular neural network is asymp-
totically synchronized in the space H at a uniform exponential rate. That is, for any
10 L. SKRZYPEK, C. PHAN, AND Y. YOU
initial data ((x0ik, y
0
ik) : (i, k) ∈ Zmn) ∈ H,
lim
t→∞
m∑
i=1
n∑
k=1
(
|xik(t)− xi−1,k(t)|
2 + |yik(t)− yi−1,k(t)|
2
)
+ lim
t→∞
m∑
i=1
n∑
k=1
(
|xik(t)− xi,k−1(t)|
2 + |yik(t)− yi,k−1(t)|
2
)
= lim
t→∞
m∑
i=1
n∑
k=1
(
|(Γik(t)|
2 + |Vik(t)|
2 + |Πik(t)|
2 + |Wik(t)|
2
)
= 0,
(3.6)
Proof. For any given 1 ≤ k ≤ n, multiply the first equation in (3.2) by Γik(t) and
the second equation in (3.2) by Vik(t). For any given 1 ≤ i ≤ m, multiply the first
equation in (3.3) by Πik(t) and the second equation in (3.3) by Wik(t). Then sum
all of them up for all (i, k) ∈ Zmn. We obtain
1
2
d
dt
m∑
i=1
n∑
k=1
(
|Γik(t)|
2 + |Vik(t)|
2 + |Πik(t)|
2 + |Wik(t)|
2
)
−
m∑
i=1
n∑
k=1
[a(Γi−1,k − 2Γik + Γi+1,k)Γik + a(Γi, k−1 − 2Γik + Γi, k+1)Γik]
−
m∑
i=1
n∑
k=1
[a(Πi−1,k − 2Πik +Πi−1,k)Πik + a(Πi, k−1 − 2Πik +Πi, k+1)Πik]
=
m∑
i=1
n∑
k=1
[(f(xik)− f(xi−1,k)− bVik + p(uik − ui−1,k)] Γik
+
m∑
i=1
n∑
k=1
[f(xik)− f(xi,k−1)− bWik + p(uik − ui,k−1)] Πik
+
m∑
i=1
n∑
k=1
[(cΓik − δVik)Vik + (cΠik − δWik)Wik]
=
m∑
i=1
n∑
k=1
[(f(xik)− f(xi−1,k))Γik + (f(xik)− f(xi,k−1)Πik]
+
m∑
i=1
n∑
k=1
[
(c− b)(ΓikVik +ΠikWik)− δ(|Vik|
2 + |Wik|
2)
]
+
m∑
i=1
n∑
k=1
p [(uik − ui−1,k)Γik + (uik − ui,k−1)Πik] .
(3.7)
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By the Assumption (1.6), from (3.7) it follows that
1
2
d
dt
m∑
i=1
n∑
k=1
(
|Γik(t)|
2 + |Vik(t)|
2 + |Πik(t)|
2 + |Wik(t)|
2
)
−
m∑
i=1
n∑
k=1
[a(Γi−1,k − 2Γik + Γi+1,k)Γik + a(Γi, k−1 − 2Γik + Γi, k+1)Γik] .
−
m∑
i=1
n∑
k=1
[a(Πi−1,k − 2Πik +Πi−1,k)Πik + a(Πi, k−1 − 2Πik +Πi, k+1)Πik] .
≤
m∑
i=1
n∑
k=1
[
γ(|Γik|
2 + |Πik|
2) + |c− b|(ΓikVik +ΠikWik)− δ(|Vik|
2 + |Wik|
2)
]
+
m∑
i=1
n∑
k=1
p [(uik − ui−1,k)Γik + (uik − ui,k−1)Πik] , t ∈ [0,∞),
(3.8)
because for any (i, k) ∈ Zmn, there are 0 ≤ ξik ≤ 1 and 0 ≤ ηik ≤ 1 such that
(f(xik)− f(xi−1,k))Γik + (f(xik)− f(xi,k−1))Πik
= f ′(ξikxik + (1− ξik)xi−1,k)Γ
2
ik + f
′(ηikxik + (1− ηik)xi,k−1)Π
2
ik ≤ γ(|Γik|
2 + |Πik|
2).
Then the further treatmant will go through the following steps.
Step 1. The two sums without the coefficient a > 0 on the left-hand side of (3.8)
can be expressed as
−
m∑
i=1
n∑
k=1
[(Γi−1,k − 2Γik + Γi+1,k)Γik + (Γi, k−1 − 2Γik + Γi, k+1)Γik]
−
m∑
i=1
n∑
k=1
[(Πi−1,k − 2Πik +Πi+1,k)Πik − (Πi, k−1 + 2Πik +Πi, k+1)Πik]
= −
m∑
i=1
n∑
k=1
[(Γi+1,k − Γik)Γik − (Γik − Γi−1,k)Γik]
−
m∑
i=1
n∑
k=1
[(Γi,k+1 − Γik)Γik − (Γik − Γi,k−1)Γik]
−
m∑
i=1
n∑
k=1
[(Πi+1,k −Πik)Πik − (Πik −Πi−1,k)Πik]
−
m∑
i=1
n∑
k=1
[(Πi,k+1 −Πik)Πik − (Πik −Πi,k−1)Πik] .
(3.9)
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The four sums on the right-hand side of (3.9) can be treated by using the periodic
boundary condition (3.4). Among them the first sum is
−
m∑
i=1
n∑
k=1
[(Γi+1,k − Γik)Γik − (Γik − Γi−1,k)Γik]
= −
n∑
k=1
(
m−1∑
i=1
(Γi+1,k − Γik)Γik −
m∑
i=2
(Γik − Γi−1,k)Γik
)
−
n∑
k=1
((Γm+1,k − Γm,k)Γm,k − (Γ1,k − Γ0,k)Γ1,k)
=
n∑
k=1
(
m∑
i=2
(Γik − Γi−1,k)
2 + (Γ21,k + Γ
2
m,k)− (Γm+1,k Γm,k + Γ0,k Γ1,k)
)
=
n∑
k=1
(
m∑
i=2
(Γik − Γi−1,k)
2 + (Γ21,k + Γ
2
0,k)− 2Γ1,k Γ0,k
)
=
n∑
k=1
(
m∑
i=2
(Γik − Γi−1,k)
2 + (Γ1,k − Γ0,k)
2
)
=
n∑
k=1
m∑
i=1
(Γik − Γi−1,k)
2 ≥ 0.
(3.10)
Similarly the three other sums on the right-hand side of (3.9) can be treated and
result in the following inequalities,
−
m∑
i=1
n∑
k=1
[(Γi,k+1 − Γik)Γik − (Γik − Γi,k−1)Γik] =
m∑
i=1
n∑
k=1
(Γik − Γi,k−1)
2 ≥ 0
−
m∑
i=1
n∑
k=1
[(Πi+1,k − Πik)Πik − (Πik −Πi−1,k)Πik] =
n∑
k=1
m∑
i=1
(Πik − Πi−1,k)
2 ≥ 0
−
m∑
i=1
n∑
k=1
[(Πi,k+1 − Πik)Πik − (Πik −Πi,k−1)Πik] =
m∑
i=1
n∑
k=1
(Πik − Πi,k−1)
2 ≥ 0.
(3.11)
Substitute the inequalities (3.10) and (3.11) into (3.9). Then the nonnegativity of
(3.9) shows that (3.8) implies
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1
2
d
dt
m∑
i=1
n∑
k=1
(
|Γik(t)|
2 + |Vik(t)|
2 + |Πik(t)|
2 + |Wik(t)|
2
)
+
m∑
i=1
n∑
k=1
δ(|Vik|
2 + |Wik|
2)
≤
m∑
i=1
n∑
k=1
[
γ(|Γik|
2 + |Πik|
2) + |c− b|(ΓikVik +ΠikWik)
]
+
m∑
i=1
n∑
k=1
p [(uik − ui−1,k)Γik + (uik − ui,k−1)Πik]
≤
m∑
i=1
n∑
k=1
[
γ(|Γik|
2 + |Πik|
2) +
1
2
|c− b|(|Γ2ik + |Vik|
2 + |Πik|
2 + |Wik|
2)
]
+
m∑
i=1
n∑
k=1
p [(uik − ui−1,k)Γik + (uik − ui,k−1)Πik] , t ∈ [0,∞),
(3.12)
Step 2. The boundary feedback (1.3)-(1.4) and (1.2) infer that
m∑
i=1
n∑
k=1
p(uik − ui−1,k)Γik =
n∑
k=1
[
m∑
i=1
p(uik − ui−1,k)(xik − xi−1,k)
]
= p
n∑
k=1
[(u1,k − u0,k)(x1,k − x0,k) + (u2,k − u1,k)(x2,k − x1,k)]
+ p
n∑
k=1
(um,k − um−1,k)(xm,k − xm−1,k)
= p
n∑
k=1
[(u1,k − u0,k)(x1,k − x0,k)− u1,k(x2,k − x1,k) + um,k(xm,k − xm−1,k)]
= p
n∑
k=1
2(xm,k − x1,k)(x1,k − xm,k)
− p
n∑
k=1
[(xm,k − x1,k)(x2,k − x1,k)− (x1,k − xm,k)(xm,k − xm−1,k)] (by (1.2))
= p
n∑
k=1
[
−3(xm,k − x1,k)
2 + (xm,k − x1,k)(xm−1,k − x2,k)
]
≤ p
n∑
k=1
[
−2(xm,k − x1,k)
2 + (xm−1,k − x2,k)
2
]
.
(3.13)
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Similarly we can deduce that
m∑
i=1
n∑
k=1
p(uik − ui,k−1)Πik =
m∑
i=1
[
n∑
k=1
p(uik − ui,k−1)(xik − xi,k−1)
]
≤ p
m∑
i=1
[
−2(xi,n − xi,1)
2 + (xi,n−1 − xi,2)
2
]
.
(3.14)
Substitute (3.13) and (3.14) into (3.12). Then we come up with the following differ-
ential inequality
d
dt
m∑
i=1
n∑
k=1
(
|Γik(t)|
2 + |Πik(t)|
2 + |Vik(t)|
2 + |Wik(t)|
2
)
+ 2δ
m∑
i=1
n∑
k=1
(|Γik(t)|
2 + |Πik(t)|
2 + |Vik|
2 + |Wik|
2)
≤
m∑
i=1
n∑
k=1
2
[
(δ + γ)(|Γik|
2 + |Πik|
2) + |c− b|(|Γ2ik + |Vik|
2 + |Πik|
2 + |Wik|
2)
]
+
m∑
i=1
n∑
k=1
2p [(uik − ui−1,k)Γik + (uik − ui,k−1)Πik] ,
≤
m∑
i=1
n∑
k=1
2
[
(δ + γ)(|Γik|
2 + |Πik|
2) + |c− b|(|Γ2ik + |Vik|
2 + |Πik|
2 + |Wik|
2)
]
− 4p
[
n∑
k=1
(xm,k − x1,k)
2 +
m∑
i=1
(xi,n − xi,1)
2
]
+ 2p
[
n∑
k=1
(xm−1,k − x2,k)
2 +
m∑
i=1
(xi,n−1 − xi,2)
2
]
, t ∈ [0,∞).
(3.15)
Step 3. Note that (2.12)-(2.13) in Theorem 2.2 confirms that for all solutions of
(1.1)-(1.5),
lim sup
t→∞
m∑
i=1
n∑
k=1
(
|xik(t, x
0
ik)|
2 + |yik(t, y
0
ik|
2
)
< Q
and the bounded ball B∗ shown in (2.11) is an absorbing set in the space H for the
semiflow of this 2D FitzHugh-Nagumo CNN with the boundary feedback. Therefore,
for any given bounded set B ⊂ H and any initial data ((x01, y
0
i ), · · · , (x
0
n, y
0
n)) ∈ B,
SYNCHRONIZATION OF 2D CELLULAR NEURAL NETWORKS 15
there is a finite time TB ≥ 0 such that
m∑
i=1
n∑
k=1
2
[
(δ + γ)(|Γik|
2 + |Πik|
2) + |c− b|(|Γ2ik + |Vik|
2 + |Πik|
2 + |Wik|
2)
]
+ 2p
[
n∑
k=1
(xm−1,k − x2,k)
2 +
m∑
i=1
(xi,n−1 − xi,2)
2
]
< 4 (δ + γ + 2|c− b|)Q+ 4pQ = 4 (δ + γ + 2|c− b|+ p)Q, for t ≥ TB.
(3.16)
Here we used (3.1) which implies that for t ≥ TB,
m∑
i=1
n∑
k=1
(|Γik|
2 + |Πik|
2) < 2Q,
m∑
i=1
n∑
k=1
(|Γ2ik + |Vik|
2 + |Πik|
2 + |Wik|
2) < 4Q,
and
n∑
k=1
(xm−1,k − x2,k)
2 +
m∑
i=1
(xi,n−1 − xi,2)
2 < 2Q.
Combining (3.15) and (3.16), we have shown that
d
dt
m∑
i=1
n∑
k=1
(
|Γik(t)|
2 + |Πik(t)|
2 + |Vik(t)|
2 + |Wik(t)|
2
)
+ 2δ
m∑
i=1
n∑
k=1
(|Γik(t)|
2 + |Πik(t)|
2 + |Vik(t)|
2 + |Wik(t)|
2)
+ 4p
[
n∑
k=1
(xm,k(t)− x1,k(t))
2 +
m∑
i=1
(xi,n(t)− xi,1(t))
2
]
< 4 (δ + γ + 2|c− b|+ p)Q, for t ≥ TB.
(3.17)
For any given initial state (x0, y0) = ((x01, y
0
1), · · · , (x
0
n, y
0
n)) ∈ H as a set of single
point, there exists a finite time T(x0, y0) > 0 such that the differential inequality (3.17)
holds for t ≥ T(x0, y0) as well as
m∑
i=1
n∑
k=1
(
|xik(t, x
0
ik)|
2 + |yik(t, y
0
ik)|
2
)
< Q, for t ≥ T(x0, y0).
Under the threshold condition (3.5) of this theorem, for t ≥ T(x0, y0),
4p
[
n∑
k=1
(xm,k(t)− x1,k(t))
2 +
m∑
i=1
(xi,n(t)− xi,1(t))
2
]
> 4 (δ + γ + 2|c− b|+ p)Q.
(3.18)
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It follows from (3.17) and (3.18) that
d
dt
m∑
i=1
n∑
k=1
(
|Γik(t)|
2 + |Πik(t)|
2 + |Vik(t)|
2 + |Wik(t)|
2
)
+2δ
m∑
i=1
n∑
k=1
(|Γik(t)|
2 + |Πik(t)|
2 + |Vik(t)|
2 + |Wik(t)|
2) < 0, t ≥ T(x0, y0).
(3.19)
Finally, the Gronwall inequality applied to (3.19) shows that
m∑
i=1
n∑
k=1
(|Γik(t)|
2 + |Vik(t)|
2) +
m∑
i=1
n∑
k=1
(|Πik(t)|
2 + |Wik(t)|
2)
≤e−2δ[t−T(x0, y0)]
n∑
i=1
[|Γik(T(x0, y0))|
2 + |Πik(T(x0, y0))|
2 + |Vik(T(x0, y0))|
2 + |Wik(T(x0, y0))|
2]
≤ 4e−2δ[t−T(x0, y0)]Q→ 0, as t→∞.
(3.20)
Thus it is proved that for all solutions of the problem (1.1)-(1.6) for this 2D FitzHugh-
Nagumo CNN with the boundary feedback, the following convergence holds at a
uniform exponential rate,
lim
t→∞
m∑
i=1
n∑
k=1
(
|(xik(t)− xi−1,k(t)|
2 + |(yik(t)− yi−1,k(t)|
2
)
= 0;
lim
t→∞
m∑
i=1
n∑
k=1
(
|(xik(t)− xi,k−1(t)|
2 + |(yik(t)− yi,k−1(t)|
2
)
= 0.
(3.21)
The convergence in (3.21) shows that this 2D FitzHugh-Nagumo CNN with the
boundary feedback is row synchronized and column synchronized. Therefore, it is
uniformly and exponentially synchronized. The proof is completed. 
Conclusions. We summarize the new contributions in this paper.
1. We propose a new mathematical model of 2D cellular neural networks, whose
cell template is the 2D lattice FitzHugh-Nagumo equations with boundary feedback
control (1.1)-(1.4). It features the synaptic coupling in terms of the 2D discrete
Laplacian operator and the more meaningful and implementable boundary feedback
instead of the pinning control or space-clamped feedback placed in all the interior
cell nodes of the network. The boundary feedback is computationally better than
the mean-field feedback structures studied in synchronization of neural networks.
2. For this new model of cellular neural networks, we tackle the global dynamics
of the solutions by the approach of dynamical system analysis instead of algebraic
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spectral analysis and Lyapunov functional. Through the uniform a priori estimates,
we proved the existence of an absorbing set in the state space H = ℓ2(Zmn,R
2mn),
which signifies that the CNN system is dynamically dissipative and paves the way
towards proof of the main result on sybchronization.
3. The main result stated in Theorem 3.1 provides a sufficient condition for the
exponential synchronization of the 2D FitzHugh-Nagumo cellular neural networks
with boundary feedback. The threshold condition (3.5) on
lim inf
t→∞
[
n∑
k=1
|xm,k(t)− x1,k(t)|
2 +
m∑
i=1
|xi,n(t)− xi,1(t)|
2
]
is to be satisfied by the boundary gap signals between the pairwise boundary cells of
the two-dimensional grid. The threshold in (3.5) with (2.12) is explicitly expressed by
the parameter and is adjustable by the feedback coefficient p designed in applications.
4. More importantly, the exponential synchronization result and the new method-
ology contributed in this paper can be directly generalized (through more tedious
steps though) to the 3D and even higher dimensional CNN modeled by the corre-
sponding cell template of lattice FitzHugh-Nagumo equations with boundary feed-
back or by some other type models such as the lattice Hindmarsh-Rose equations.
We comment on two related open problems. One is that we can change the or-
thogonal cellular network intercouplng defined by the neighborhood indices |˜i− i|+
|k˜ − k| = 1 of the cell N(i, k) shown in (1.1) to a different coupling neighborhood
|˜i − i| = |k˜ − k| = 1 for the two-dimensional CNN [5, 8, 30]. Then the discrete
Laplacian operator is to be adapted and we conjecture that the same kind of results
can still be achieved through the approach from dissipativity to synchronization.
Another challenging problem is whether the synchronization is achievable for the
same setting of the 2D FitzHugh-Nagumo CNN with the periodic boundary condi-
tions (1.2) but the boundary feedback (1.3) and (1.4) are exclusively restricted to
the equations associated with the four corner cells {N(i, k) : i = 1, m; k = 1, n}.
The presented modeling and synchronization of the cellular neural networks with
boundary feedback are expected to be useful and effective with potential applications
in the front of artificial intelligence.
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