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We dene quantum multiway channels for transmission of classical information, after recent work
by Allahverdyan and Saakian. Bounds on the capacity region are derived in a uniform way, which
are analogous to the classically known ones. For the single receiver case the exact capacity region
is determined.
Finally we comment on the case of noisy quantum channels with arbitrary input states.
I. INTRODUCTION
The multiway channel with s senders and r receivers in classical information theory was already studied by Shan-
non [1], Ahlswede [2,3] rst determined its capacity region. For a good overview on multiuser communication theory
consult [4]. In the present paper we will dene the corresponding quantum channel (after recent work by Allahverdyan
and Saakian [5]), extending Holevo’s denition of a classical{quantum channel in [6]. We will bound the capacity
region, the actual bounds being obtainable from the classical case by formally replacing Shannon entropy by von
Neumann entropy in the expressions, thus following a general principle or feeling in physics. We will also prove the
direct coding theorem for the multiple access channel (r = 1), using the result of Holevo [8], and Schumacher and
Westmoreland [9] for the single{sender case, (after Hausladen et.al. [7], who presented a quantum version of the
classical random coding method).
The outline of the paper is as follows: section II recalls the necessary denitions from [10], in particular quantum
multiway channels. In the following section III we essentially give the upper bounds for the capacity region of [10].
Sections IV and V are taken from [11] and are included for the sake of self{containedness. In section VI comes the
main contribution: the direct coding theorem for the quantum multiple access channel. The last section VII comments
on the quantum{quantum multiway channel which may be fed with arbitrary input states.
Notational issues: Finite sets will be denoted A;B; : : : , C{algebras X;Y; : : : . Hilbert spaces will be denoted
H;H1;H2; : : : , density operators (states) by ; ; : : : . Probability distributions will be written P;Q; : : : , and stochastic
matrices (classical channels) V;W; : : : (and also classical quantum channels), general quantum operations will be
written ’;  ; : : : .
H is the usual Shannon entropy, as well as the von Neumann entropy for density operators : H() = −Tr ( log ).
The functions log and exp are to basis 2.
II. QUANTUM MULTIWAY CHANNELS
The following we recall from [10], using also the notation introduced there. This is the simplest situation of multi{
user communication in general: consider s independent senders, sender i using an alphabet Xi, say with an a priori
probability distribution Pi. We describe this by the quantum state i =
P
xi2Xi Pi(xi)xi on the commuative C
{
algebra Xi = CXi generated by the xi which are mutually orthogonal idempotents (to distinguish these as generators
of this algebra we will sometimes write [xi]). The channel is then a map
W : X1      Xs ! S(Y)
with any (nite dimensional) C{algebra Y, which connects the input (x1; : : : ; xs) with the output Wx1:::xs . By linear
extension we may view W as a completely positive, trace preserving map from X1 ⊗    ⊗ Xs to Y. The receivers
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are modelled by compatibel {subalgebras Yj . If all the Wx1:::xs commute with each other (hence have a common
diagonalization) the channel is called classical.




P1(x1)   Ps(xs)[x1]⊗    ⊗ [xs]⊗Wx1:::xs
on X1⊗  ⊗Xs⊗Y (this serves as the quantum analogue of the joint distribution of the random variables representing
input and output letters in the classical case. Note that we are dealing only with memoryless channels).
For a J  [s] denote PJ =
N
i2J Pi, i.e. PJ (xiji 2 J) =
Q
i2J Pi(xi), and X (J) =
Q
i2J Xi (similarly X(J) =
N
i2J Xi).
Further dene a reduced channel PJcW : X (J) ! S(Y) by








PJ (xiji 2 J)[xiji 2 J ]⊗ (PJcW )(xiji2J)
An n{block–code is a collection (f1; : : : ; fs) of maps fi : Mi ! Xni , together with a collection of decoding observables
(D1; : : : ; Dr) with Dj  Y⊗nj , indexed by M01   M0s M1   Ms. There are r (average) error probabilities
of the code, the probability that the receiver j guesses wrongly any one of the sent words, taken over the uniform
distribution on the codebooks:





W⊗n(f(m1); : : : ; f(ms))Dj;m1:::ms

We call (f1; : : : ; fs; D1; : : : ; Dr) an (n; ){code if all ej(f1; : : : ; fs; Dj) are at most .
The rates of the code are the Ri = 1n log jMij. A tuple (R1; : : : ; Rs) is said to be achievable, if for any ;  > 0 there
exist for any large enough n a (n; ){code with i{th rate at least Ri − . The set of all achievable tuples (which is
clearly closed) is called the capacity region of the channel.
From [10] we use the denitions of various information quantities for observables and {subalgebras. With the
denitions above we have the (easily checked) identities:
I(X(J) ^YjX(Jc)) = I(X(J) ^YX(Jc))
= H(YjX(Jc))−H(YjX1   Xs)
= H(PJW jPJc)−H(W jP[s])
III. UPPER CAPACITY BOUNDS
We recall from [10] the following theorem (which we call the weak converse because of theorem VI.1 and note 2).
In the case r = 1, s = 2 it was already treated in [5].
Theorem 1 (Weak converse) The capacity region of the quantum multiway channel is contained in the closure of
all nonnegative (R1; : : : ; Rs) satisfying






quIγu (X(J) ^Yj jX(Jc))
for some channel states γu (belonging to appropriate input distributions) and qu  0,
P
u qu = 1.
Proof. Consider any (n; ){code (f1; : : : ; fs; D1; : : : ; Dr) with rate tuple (R1; : : : ; Rs). Then the uniform distribution
on the codewords induces a channel state γ on (X1   XsY)⊗n. Its restriction to the u{th copy in this tensor power
will be denoted γu. Let j 2 [r], J  [s]. By Fano inequality in the form of [10] we have
H(X⊗n(J)jY⊗nj X⊗n(Jc))  1 +   nR(J)
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With
H(X⊗n(J)jY⊗nj X⊗n(Jc)) = H(X⊗n(J)) − I(X⊗n(J) ^Y⊗nj X⊗n(Jc))
= nR(J)− I(X⊗n(J) ^Y⊗nj X⊗n(Jc))
we conclude (with subadditivity of mutual information, see [10])















Note 2 In the case of classical channels the region described in the theorem is the exact capacity region (i.e. all the
rates there are achievable), as was first proved by Ahlswede [2,3].
Note 3 The numeric computation of the above regions is not yet possible from the given description: we need a
bound on the number of different single–letter channel states one has to consider in the convex combinations. For
the multiple access channel (r = 1) this is easy: by Caratheodory’s theorem s will suffice. For general r there are
also classical bounds, which carry over unchanged to the quantum case (since the quantum mutual information has
properties similar to those of classical mutual information): r(2s − 1) always suffice, cf. [12].
IV. DISTORTION AND FIDELITY





on the states of a quantum system with the (pure state) delity F . First note that kk1 is indeed a distortion measure:
k1 ⊗ 2 − 1 ⊗ 2k1  k1 − 1k1 + k2 − 2k1
In contrast, the delity has a multiplicative law under tensor products, so we might consider the log of it:
− logF (1 ⊗ 2; 1 ⊗ 2) = − logF (1; 1)− logF (2; 2)
But since − logF is unbounded as F ! 0 we prefer to use 1− F . Obviously
1− F (1 ⊗ 2; 1 ⊗ 2)  1− F (1; 1) + 1− F (2; 2)
so 1− F is also a distortion measure.
Lemma 1 (Pure state) Let  = j ih j and  = jihj be pure states. Then
1− F (; ) = D(; )2
Proof. W.l.o.g. we may assume j i = j0i+j1i and ji = j0i−j1i (jj2 + jj2 = 1). A straightforward calculation
shows F = (jj2 − jj2)2, and D = 2jj. Now
1− F = 1− (jj2 − jj2)2 = (1 + jj2 − jj2)(1 − jj2 + jj2)
= 4jj2 = D2
2
Lemma 2 (Mixed state) Let  an arbitrary mixed state (and  pure as above). Then
D  1− F  D2
3
Proof. Write  =
P
j qj jjihjj. Then
1− F (; ) =
X
j








1A2  D(; )2
Conversely: extend j i to an orthonormal basis (jri)r (j0i = j i), and consider the trace preserving quantum operation




Then with the monotonicity of the trace norm:
2D = k− k1  k− k1 = k− k1
(since  = ). Hence with F = h jj i








= 2(1− F )
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Observe that the inequalities of this lemma still hold if only
P
j qj  1.
Lemma 3 (Ensembles) Let i pure states, i arbitrary states, and pi probabilities. Then the average fidelity F =P
i piF (i; i) and the average distortion D =
P
i piD(i; i) satisfy
D  1− F  D2
Proof. From lemma 2 the inequality D  1− F is immediate, and also the inequality 1− F  D2 (with the convexity
of the square function). 2
As a consequence, the average (pure state) delity is close to one, if and only if the average trace norm distortion
is small. In particular the conditions that 1 − F , D tend to zero, resp., are equivalent. Thus if comparing pure
states with mixed states we may freely use either concept, but we will prefer D, as it easily generalizes to mixed
states (whereas F is more involved, see e.g. [13]), and has some nice properties. E.g. it does not increase under trace
preserving quantum operations, as we already used above.
V. DECODING AS A QUANTUM OPERATION
In this section we will show that good measurements disturbe their ensemble little. Recall from [10] the denition
of Dtot and Dint.









Proof. Diagonalize :  =
P
k pkk with mutually orthogonal one{dimensional projectors k. Now with Y =
p
X
k− Y Y k21 
 X
k













pk(1− Tr (kY ))
= 8(1− Tr (Y ))
 8(1− Tr (X)) = 8
by triangle inequality, convexity of x 7! x2, lemma IV.2, 1− x2  2(1− x), and X  Y . 2
Lemma 2 (Tender measurement) Let a (a 2 A) be a set of states on A, and D an observable indexed by B. Let
further ’ : A −! B be any map and  > 0 such that
8a 2 A 1− Tr (aD’(a))  
(I.e. the observable recognizes ’(a) from a with maximal error probability ). Then the quantum operation Dint :
A ! A with adjoint







disturbes the states a only a little:
8a 2 A ka −Dintak1 
p
8+ 
Further the quantum operation Dtot : CB ⊗ A ! A with adjoint








has the property that
8a 2 A k[’(a)]⊗ a −Dtotak1 
p
8+ 
Proof. It suces to prove the second statement since the rst inequality is obtained from it by a partial trace which
does not increase k  k1. This is an easy calculation:


























using triangle inequality and lemma 1. 2
Note 3 If we modify the statement of the lemma to that the average error in recognizing ’(a) from a should be at most
 (relative a distribution on A), then also the distortion bound of the lemmas hold — on average (see lemma IV.3).
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VI. QUANTUM MULTIPLE ACCESS CHANNEL
Throughout this section we will assume r = 1 and else notation as before.




Ri  I (X(J) ^YjX(Jc))
Then for every ;  > 0 and all sufficiently large n there are (n; )–codes with rates
1
n
log jMij  Ri − .
Proof. It is sucient by the time sharing principle (see e.g. [12]) to prove the assertion only for the upper extremal
points of the region described, and by symmetry we may assume (for i = 1; : : : ; s) that
Ri = I(Xi ^YX1   Xi−1)
= H(YjX1   Xi−1)−H(YjX1   Xi)
= H(Pf>i−1gW jPfi−1g)−H(Pf>igW jPfig)
(that these are indeed the upper extremal points will be proved in appendix A).
Let ;  > 0, and consider s codebooks Ci of size Li = jCij = 2dn(Ri−)e drawn independently from Xni according to
the a priori distribution P⊗ni .
Now x i and dene the following channel: for xi 2 Xni
 : xi 7−! (i)xi =
1
L1   Li−1
X
8j<i: cj2Cj
0@c1 ⊗    ⊗ ci−1 ⊗ 1





(we denote these word states with , in contrast to the letter states W ).













Pf<ig(x1; : : : ; xi−1)[x1 : : : xi−1]⊗ (Pf>igW )x1:::xi
Construct a decoding observable Di for the channel V and codebook Ci (note that this way Di will be independent
from the other codes | and from their decoding observables!) as [8] or [9] indexed by Ci (note that the decoder thus
has always to make a guess). Then from [8] or [9] it follows that the average error probability eV n(Ci; Di) of decoding
incorrectly ci 2 Ci from the signal V n, averaged over the choice of Ci, is at most =s for all large enough n (because
I(Pi; V ) = I(Xi ^YX1   Xi−1) = Ri). Note that the technique of proof in [8] and [9] carries over without change to
the present case of an arbitrary C{algebra instead of the full operator algebra of a Hilbert space: the only thing to
check is that in the more general context there are still the \typical projectors" from [14], built up from a Schatten
decomposition of the state in question inside Y.
Now we confront the decoder Di with the signal , obtaining an average error probability





Obviously the code average over choice of Cj ; j 6= i is exactly eV n(Ci; Di), so from the previous
< e1 + : : :+ es >C1:::Cs 
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This means that there exist codebooks C1; : : : ; Cs with all the ei  . Now consider the corresponding total operations
Di;tot of the observables Di. By the tender measurement lemma V.2 for each i:
1
L1   Ls
X
8j:cj2Cj
k[c1 : : : ci]⊗Wnc1:::cs −Di;tot
(
[c1 : : : ci−1]⊗Wnc1:::cs
 k1  p8+ 
Their concatenation Dtot = Ds;tot      D1;tot, will be the decoder process, with distortion at most s(
p
8 + )
(since each step introduces a distortion of
p
8 + , and does not increase trace norm). This quantity also upper
bounds the error probability of TrY Dtot (which is the adjoint map of an observable indexed by C1      Cs), i.e.
of reading o c1; : : : ; cs after application of Dtot. 2
Now we may combine the (weak) converse theorem III.1 and the foregoing direct coding theorem 1 (together with
the time sharing principle by which the capacity region is convex) to obtain
Theorem 2 The capacity region of the quantum multiple access channel is the convex closure of all nonnegative




Ri  I (X(J) ^YjX(Jc))
for some input distributions. 2
VII. QUANTUM–QUANTUM MULTIWAY CHANNELS
Allahverdyan and Saakian in [5] dened from the outset the quantum multiway channel in more general form:
namely allowing in the denition of section II general C{algebras Xi (and not only commutative ones as we did).
Each sender i may then use any set of states on Xi for transmission. Formally, let
’ : X1 ⊗    ⊗ Xs −! Y
any completely positive trace preserving linear map, i.e. a quantum operation on states. A code for sender i now
consists of a map Vi : Mi ! S(X⊗ni ), the decoders are still observables in the algebras Yj . This allows for denition
of error probabilities and rates, thus we get also a capacity region.
By composition we can view this as a classical{quantum channel on n{blocks:
(m1; : : : ;ms) 7−! ’⊗n (V1(m1)⊗    ⊗ Vs(ms))
If we now make the restriction that in coding the senders have to use product states, i.e. Vi(mi) = Vi;mi;1⊗  ⊗Vi;mi;n,
we see immediately that the argument from section III carries over unchanged to give a general upper bound theorem
(with the slight dierence that now in the formation of the channel states γu instead of the states Wf1(m1)u:::fs(ms)u
there occur the output states ’(V1;m1;u ⊗    ⊗ Vs;ms;u)).1
Conversely: those input states and a distribution on them being chosen we can apply the coding theorem VI.1 to see
that these bounds can be approached | at least for the multiple access channel.
We have thus obtained the capacity region R(1) in the 1–separable case, i.e. for input states that are separable
(it is easy to see that best performance is for product states). Of course we could allow the sender to use blocks of




() (which even for the single sender case is unsolved): whether it be equal or strictly larger than
R(1).
1We note that the special argument in [9] for this situation is not correct, because it uses a modied | wrong | Fano
inequality. What is more: it is unnecessary. It only appeared necessary because in the previous section of that work too weak
a use of Fano inequality had been made.




We introduced quantum multiway channel and bounded its capacity region. In the case of the quantum multiple
access channel this led to complete characterization of the capacity region, formally identical to the result in the
classical case. This conrms the validity of the principle that in the theory of classical information transmission over a
quantum channel capacities are obtained from the classical formulas by replacing Shannon entropy by von Neumann
entropy.
The next step is of course to prove the direct coding theorem in the case of several receivers. It seems that for this
a renement of the methods used here or even a dierent approach is needed. Here a reduction showed that it is
enough to be able to decode the dierent senders sequentially, in each step using the information obtained so far. Even
in the classical case of two senders and two receivers this is no longer possible: one has to decode simultaneously.
It is not clear how to do so in the quantum world: we have dierent suboptimal decision rules (supplanting the
various maximum likelihood rules in the classical decoding), constructed after the manner of [8,9]. But they may be
noncommuting!
New idea: each of the guesses introduces small disturbance (for its own). So it should be possible to combine them
into one...
Another thing: we considered only deterministic encoding (preparation of pure states of the commutative input
algebras). Situation slightly changes when we allow also randomized encoding (at least in the classical case): we get
the same upper bounds for the capacity region, but now the achievability of these rates is with maximal error going
to zero (whereas the capacity regions of avergage and maximal error disagree for deterministic encoding)! Can we
imitate this for the quantum channel?
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APPENDIX A: EXTREMAL POINTS
We shall prove: any upper extremal point of the region of (R1; : : : ; Rs) which satisfy for all J  [s]
R(J)  I(X(J) ^YX(Jc)) (J)
for xed channel state is one of the (R1; : : : ; Rs) with
R(i) = I(X(i) ^YX(1)   X(i−1))
for some permutation  of the set [s], and any such tuple belongs to this region.
Let (R1; : : : ; Rs) an upper extremal point, hence s of the inequalities (for nonempty subsets K1; : : : ; Ks of [s])
are met with equality. We are done if we can prove that these can be chosen to form a strictly increasing chain
; 6= K1  K2  : : :  Ks = [s], w.l.o.g. Ki = fs; s− 1; : : : ; s− i+ 1g, because then
Ri = I(Xi   Xs ^YX1   Xi−1)− I(Xi+1   Xs ^YX1   Xi)
= I(Xi ^YX1   Xi−1) (A1)
Choose any one such set, say K 6= ;: R(K) = I(X(K) ^YX(Kc)). We would like to employ induction to extend this
K in both directions to a chain. That we can do so follows from the
Lemma 1 If R1; : : : ; Rs are such that with ; 6= K  [s]: R(K) = I(X(K) ^YX(Kc)) and (J) holds for all J  K
and for all K  J  [s]. Then (J) holds for all J  [s]
Proof. First let K  J  [s]. Then (J) together with (K) met with equality implies
R(J nK)  H(YjX(Jc))−H(YjX(Kc))
 H(YjX((J nK)c))−H(YjX([s]))
= I(X(J nK) ^YjX((J nK)c))
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(the second estimate by strong subadditivity applied to A1 = X(J nK), A2 = YX(Jc), A3 = X(K), see [10]).
Now let J  [s] arbitrary and write J = J1 _[J2 with J1 = J \K, J2 = J nK. Then by assumption and the previous
R(J) = R(J1) +R(J2)  H(YjX(Jc1))−H(YjX([s])) +H(YjX(Jc2 \Kc))−H(YjX(Kc))
= H(YX(Jc1)) +H(YX(K
c \ Jc2))−H(YX(Kc))−
−H(X((K n J1) _[(Kc n J2)))−H(YjX([s]))
 H(YX(Jc1 \ Jc2))−H(X(Jc1 \ Jc2))−H(YjX([s]))
= H(YjX(Jc1 \ Jc2))−H(YjX([s]))
= I(X(J) ^YjX(Jc))
(the second estimate again by strong subadditivity, with A1 = X(J2), A2 = YX(Kc \ Jc2), A3 = X(K n J1)). 2
It follows that if (K 0) is met with equality for any K 0, also (K 0\K) and (K 0[K) are met with equality. It is easily
seen that both below and above K there must occur equalities (except we are already on lowest or highest level).
It remains to show that (R1; : : : ; Rs) with (A1) belongs to the region. But this is clear by the same argument as
above, used top{down: the conjunction of all (J) with J  [s] is implied by the conjunction of all with J  [s − 1],
this in turn inductively by all with J  [s− 2] etc.
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