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a b s t r a c t
Validity of Wagle’s multivariate extension of the Durbin randomization device is directly
proved and some vague points of the original paper are clarified. The device is then used in a
non-standard way to obtain asymptotic distributions of some functions of themultivariate
Gaussian sample configuration. Applications comprise, e.g., null distributions of some
statistics naturally emerging in the context of invariant testing multivariate normality.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The Durbin randomization device, also called the method of random substitution, is based on the following general
idea proposed in [2]. Suppose that a random experimental outcome X has a distribution Pθ depending on a parameter θ
and that a one-to-one mapping X ←→ T (X) = [U(X), V (X)] exists such that U(X) is a sufficient statistic and U(X) and
V (X) are stochastically independent. Let Qθ denote the distribution of U(X) and let Us be a random element, independent
of X , with distribution Qθ0 , where θ0 is a fixed, known value. Then Z = T−1[Us, V (X)] is distributed according to Pθ0 .
Durbin suggested this idea as a means of elimination of nuisance parameters while testing goodness-of-fit and applied it to
testing univariate normality. In this specific application, X = (X1, . . . , Xn) is, under H0, a random sample from N(m, σ 2),
θ = (m, σ 2) ∈ R × R+, and U(X) = (X¯, S2), with X¯ = n−1i Xi, S2 = n−1i(Xi − X¯)2. The two components of
Us = (X¯s, S2s ) are generated from independent N(0, 1/n) and n−1χ2n−1 distributions. V (X) was defined in [2] via Helmert
and polar transformations of the so-called sample configuration Yi = (Xi − X¯)/S, i = 1, . . . , n. Using that, Durbin directly
proved that Zi = X¯s+SsYi, i = 1, . . . , n are then independentN(0, 1) variables. It should be noted thatU(X) is here sufficient
and complete and the sample configuration is ancillary, so that its independence from U(X) follows from the Basu theorem
and it can also be used as V (X) in the general method of random substitution.
Wagle [15] proposed the following extension of the idea to the multivariate case. Let X be a (p, n) random matrix of n
independent observations of a Np(m,Σ)-distributed random vector, i.e., with column-wise vectorization, X ∼ N(m1Tn, In⊗
Σ), wherem ∈ Rp, 1Tn = (1, . . . , 1) ∈ Rn,Σ is a positive definite (p, p)matrix, In is the (n, n) identity matrix, and⊗ stands
for the Kronecker product of matrices. Define the sample covariancematrix S = n−1(X− X¯)(X− X¯)T , where X¯ = n−1X1n1Tn .
In the whole paper we assume that n > p, which implies that S is non-singular with probability one. Let L be a square root
of S defined as a matrix satisfying S = LLT and let
Y = L−1(X− X¯).
As in the one-dimensional case, Y is called sample configuration. It should be noted that, because of the ambiguity in the
definition of L, Y is defined up to left multiplication by orthogonal matrices (c.f. related discussions in, e.g., [4,12]). Let As be
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a WishartWp(n− 1, Ip)-distributed randommatrix, let A1/2s be a square root of As, and letMs be a Np(0, n−1Ip)-distributed
random vector. Then,
Z = Ms1Tn + n−1/2A1/2s Y
should be distributed as an n-element sample from the Np(0, Ip) distribution, i.e., Z ∼ N(0, In⊗ Ip). Actually, this conjecture
was not formally provedbyWagle. The reasoning subsequent to formula (3.5) in [15] is heuristic and informal, and the results
of Section 2 of that paper only imply that the columns of n−1/2A1/2s Y are distributed as Np(0, (1− 1/n)Ip). Clearly, they are
not independent. That the addition ofMs1Tn removes the dependence, was not proved in [15]. Moreover, it is clear that the
choice of versions of L and A1/2s cannot be completely arbitrary. At least some sort of its independence of X and Y seems
indispensable. Otherwise, one could easily break the symmetry of the distribution of Z by performing random, orthogonal
transformations depending on Y (c.f., e.g., [4]). This aspect is completely ignored byWagle, who seems to erroneously allow
any version of L, although he uses some results by Khatri [6], in which the ambiguity is avoided by explicitly assuming a
triangular form of the square roots of matrices.
The reasoning in [15] involves complicated calculation based on some properties of a multivariate beta distribution. In
Section 2, we shall show that, with a specific form of the square roots of matrices, the direct derivation of the distribution
of Z can be made both formal and much simpler using some general facts well-known in multivariate analysis. Again, as
in the univariate case, it should be stressed that, with fixed versions of square roots of matrices, the distribution of Z also
follows from the general idea of random substitution due to completeness of (X¯, S), ancillarity of Y, and the Basu theorem.
Nevertheless, we do believe that the direct proof provides a new insight into the problem by filling gaps and clarifying vague
points in [15].
Although there are some recent attempts to relate the Durbin device to conditional Monte Carlo and Bayesian testing
(see [5]), the original idea of random substitution as a means of removing nuisance parameters in testing goodness-of-fit
has got somewhat forgotten, probably because of the much more natural and commonly accepted restriction to invariant
tests. On the technical level, those two approaches have some common elements: the sample configuration Ymay be used
as a maximal invariant statistic with respect to some natural groups of transformations. As invariant tests statistics are
functions of the maximal invariant, techniques of studying the distributions of such statistics are crucial for construction of
invariant tests. In Section 3 themain new results of this paper will be presented: a technique based on a non-standard usage
of the Durbin–Wagle randomization will be proposed and used for finding asymptotic distributions of some invariant test
statistics studied recently in [8,9] as approximations to the statistics of the most powerful invariant tests for multivariate
normality.
2. The randomization device in the multivariate normal case
Denote with Fn,p the set of (p, n) matrices with orthonormal rows and with U(Fn,p) the uniform distribution on Fn,p,
defined as the unique probability measure on Fn,p that is invariant under right multiplication by orthogonal matrices
(c.f., modulo transpositions, Example 6.16 in [3]). In what follows, UT (p)will denote the group of upper triangular matrices
with positive diagonal elements.
The following lemma, proved in Appendix A, is a multivariate analogue of the Lemma on p. 51 in [2] and will be used in
the derivation of the main result of this section.
Lemma 1. Let D ∈ Fn,n−1 be a fixed matrix with rows orthogonal to 1n and let M ∼ Np(0, n−1Ip), A ∼ Wp(n − 1, Ip) and
B ∼ U(Fn−1,p) be stochastically independent.With L ∈ UT (p) satisfying A = LLT , defineZ = M1Tn+LBD. ThenZ ∼ N(0, In⊗Ip).
Now, let X ∼ N(m1Tn, In ⊗ Σ) be the observation matrix. Recall that we use column-wise vectorization of matrices so
that, in particular, for non-randommatrices C1 and C2, the covariancematrix of C1XC2 takes the form (CT2C2)⊗(C1ΣCT1) (see,
e.g., [3], p. 90, with obvious modifications for column-wise vectorization). Let the sample configuration Y = L−1(X− X¯) be
defined as in Section 1, but with L ∈ UT (p). It is well-known that Y is a maximal invariant with respect to the group G∗ of
transformations acting on the space of (p, n)matrices according to g(X) = AX+ b1Tn , with A ∈ UT (p) and b ∈ R. Since the
induced group acts transitively on the family of N(m1Tn, In ⊗ Σ) distributions, the distribution of Y does not depend onm
andΣ and we assume without loss of generality that X ∼ N(0, In ⊗ Ip). For the discussion of the relevance of the group G∗
in testing multivariate normality, see, e.g., [12,13].
Let D ∈ Fn,n−1 be as in Lemma 1. It is instructive to note that the coefficients defining the Helmert transform in [2] may
also be used to form one particular form of D. Define U = XDT and notice that U ∼ N(0,DDT ⊗ Ip) = N(0, In−1 ⊗ Ip). As
the distribution of U is invariant under right multiplication by orthogonal matrices, it follows from Proposition 7.3 in [3]
(modulo transpositions, which makes no essential difference) that, with LU ∈ UT (p) satisfying UUT = LULTU , the random
matrix BU = L−1U U is uniformly distributed over Fn−1,p. Note that
UUT = XDTDXT = X(In − n−11n1Tn)XT = (X− X¯)(X− X¯)T
and, consequently, LU = n1/2L and BUD = L−1U UD = n−1/2L−1XDTD = n−1/2Y. An immediate consequence of the
representation n−1/2Y = BUD, the uniform distribution of BU , and of Lemma 1 is the following theorem on the validity
of the Durbin–Wagle randomization device in the multivariate normal case.
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Theorem 1. Let the sample configuration Y with L ∈ UT (p) be based on an observation matrix X ∼ N(m1Tn, In ⊗ Σ), with
some m ∈ Rp and some positive definite Σ, and let As ∼ Wp(n − 1, Ip) and Ms ∼ N(0, n−1Ip). Assume that X, As and Ms are
stochastically independent, write As = LsLTs , with Ls ∈ UT (p) and define Z = Ms1Tn + n−1/2LsY. Then, Z ∼ N(0, In ⊗ Ip).
Obviously, Lemma 1 and Theorem 1 remain valid with L and Ls being symmetric rather than triangular square roots of
matrices (in the proof of Lemma1 just replace reference to Proposition 7.3 in [3]with reference to Proposition 7.4 in the same
book). In that case, there seems to be, however, no natural interpretation of the sample configuration as amaximal invariant.
3. Distributions of some test statistics
For a matrix A, we shall denote with A(i) its i-th row. With the notation introduced in Section 2, Y(i) is thus the i-th row
of the sample configuration Y = L−1(X − X¯) constructed for X ∼ N(m1Tn, In ⊗ Σ), with L ∈ UT (p). In this section, the





where R : Rn → R. A motivation for studying such statistics is given in [8,9], where Laplace expansions for integrals
are used to obtain approximations of exact but possibly very complicated test statistics. For similar recent results, see, e.g.,
[1,10]. If R(x) = R1(x) = xmax−xmin is the range of x, then T (Y) approximates the statistic of themost powerful G∗-invariant
test for multivariate normality against multivariate uniform alternative and the likelihood ratio test statistic for the same
problem. If R(x) = R2(x) = xmean − xmin, where xmean is the arithmetic mean of the components of x, the same is true
for a multivariate exponential alternative. In view of a hardly tractable form of the statistics of the exact most powerful
G∗-invariant tests for those problems, obtained for p = 2 in [13], the simplicity of T (Y) is remarkable. It should also be
noted that exact tests obtained for p = 1 in [14] are also based on the statistics R1 and R2.
For any function R : Rn → R, one obviously has, for i = 1, . . . , p and with Z defined in Theorem 1,
R(Y(i)) = R(Z(i))+ [R((−√nL−1s Ms1Tn +
√
nL−1s Z)




and the asymptotics of T (Y) will depend on the asymptotics of R(Z(i)) and on the negligibility of the last two terms. The
following theorem, proved in Appendix B, handles the case of functions R that are Lipschitz with respect to the maximum
norm in Rn, with a common constant, say C , independent of n, i.e., functions for which
|R(x)− R(y)| ≤ C max
j
|xj − yj|, (1)
for all n and for all x = (x1, . . . , xn) and y = (y1, . . . , yn). Note that, strictly speaking, one should also index Rwith n, which
we do not do, to keep the notation simpler.
Theorem 2. Let the sample configuration Y, based on an observation matrix X ∼ N(m1Tn, In⊗Σ), with somem ∈ Rp and some
positive definite Σ, be defined as in Section 2. Assume that R : Rn → R satisfy condition (1) and that an[R(zn) − bn] has a
non-degenerated asymptotic distribution, say Q , when n →∞ and zn is an n-element random sample from N(0, 1). If both T (Y)
and R(zn) are almost surely positive, an →∞, anbn →∞ and an = o(√n/ log n), then, as n →∞,
anbn[log T (Y)− p log bn] d−→ Q⊗p,
where
d−→ denotes convergence in distribution.
The assumptions of Theorem 2 are satisfied both for R1 and for R2. In particular, for each of those statistics one has
|R(x)− R(y)| ≤ 2max
j
|xj − yj| := 2∆.
To see it for R1, note that, given∆ and x, R(x) can be maximally increased by shifting xmax to the right by∆ and shifting xmin
to the left by∆. The reasoning for R2 is similar.
For the statistic R1 and the standard normal sample, the proper scaling is an = √2 log n and bn = √8 log n− (log log n+
log 4π)/
√
2 log n. The density of Q has then the form 2 exp(−z)K0[2 exp(−z/2)], where K0 is the Bessel function ([11], Ch.
2.4 and Ch. 3.6).
For R2 and the standard normal sample, the proper scaling is an = √2 log n and bn = √2 log n − (log log n +
log 4π)/(2
√
2 log n) and Q is the Gumbel distribution with density exp[−z − exp(−z)] ([11], Ch. 2.4).
The normalizing constants are rather complicated and onemay try to find simpler, asymptotically equivalent sequences.
For example, for R1, one easily obtains anbn ∼ 4 log n, and
log bn = log

8 log n+ log

1− log log n+ log 4π
4 log n









and similarly for R2, which leads to the following theorem.
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Fig. 1. Asymptotic densities and histograms of 10,000 simulated values of anbn[log T (Y) − p log bn] with R = R1 (left) and R = R2 (right) for p = 2 and
two sample sizes: n = 50 (top) and n = 250 (bottom).
Theorem 3. Let the sample configuration Y, based on an observation matrix X ∼ N(m1Tn, In⊗Σ), with somem ∈ Rp and some
positive definiteΣ, be defined as in Section 2.
If R(x) = xmax − xmin, then
(4 log n)[log T (Y)− (p/2) log(8 log n)] + p(log log n+ log 4π) d−→ Q⊗p,
where Q is the distribution with density 2 exp(−z)K0[2 exp(−z/2)].
If R(x) = xmean − xmin, then
(2 log n)[log T (Y)− (p/2) log(2 log n)] + (p/2)(log log n+ log 4π) d−→ Q⊗p,
where Q is the Gumbel distribution with density exp[−z − exp(−z)].
However, as usual with the asymptotics of extremes, the convergence to the asymptotic distributions is very slow and
we found in simulations that the simplification of the normalizing constants makes it much worse. Even with the original
constants, the convergence to the asymptotic distribution is too slow from the practical point of view (see Fig. 1) and we
recommend to use simulated critical values of the tests, given in Tables 1 and 2. The null hypothesis ofmultivariate normality
is rejected when log T (Y) is smaller than the critical value. The powers of those tests against multivariate exponential and
multivariate uniform alternatives are only slightly lower (by 0.03–0.10) than those of the most powerful G∗-invariant tests,
given in Table 1 in [8]. More extensive power studies are beyond the scope of the present paper.
From the theoretical point of view, the existence of the asymptotic distributions given in Theorem 3 is important for
studies of asymptotic expansions for powers of quasi-most powerful invariant tests (c.f., [9]).
Finally, it should be stressed that Theorem 2 does not apply to functions R that exhibit standard
√
n-asymptotics under
Gaussian sampling. This is quite natural in view of the special structure of Y, the rows of which are not only mutually
orthogonal, but also orthogonal to 1n, so that, e.g., the sample means of the rows of Y degenerate to zero.
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Table 1
Simulated (100,000 repetitions) critical values of the test based on log T (Y) with R(x) = xmax − xmin for selected sample sizes n, vector dimensions p and
significance levels.
p n = 10 n = 15 n = 20 n = 25
0.01 0.05 0.10 0.01 0.05 0.10 0.01 0.05 0.10 0.01 0.05 0.10
2 2.072 2.165 2.217 2.251 2.344 2.394 2.370 2.462 2.513 2.455 2.547 2.598
3 3.199 3.311 3.374 3.459 3.578 3.642 3.642 3.755 3.818 3.770 3.885 3.949
4 4.327 4.464 4.537 4.682 4.822 4.897 4.924 5.059 5.132 5.099 5.235 5.309
5 5.471 5.622 5.703 5.917 6.072 6.156 6.213 6.370 6.453 6.435 6.588 6.670
6 6.613 6.783 6.874 7.157 7.329 7.420 7.515 7.684 7.777 7.778 7.943 8.034
7 7.754 7.943 8.043 8.395 8.582 8.684 8.815 8.996 9.097 9.115 9.300 9.399
8 8.905 9.107 9.214 9.640 9.838 9.945 10.116 10.315 10.422 10.475 10.668 10.772
Table 2
Simulated (100,000 repetitions) critical values of the test based on log T (Y)with R(x) = xmean − xmin for selected sample sizes n, vector dimensions p and
significance levels.
p n = 10 n = 15 n = 20 n = 25
0.01 0.05 0.10 0.01 0.05 0.10 0.01 0.05 0.10 0.01 0.05 0.10
2 0.260 0.478 0.592 0.514 0.706 0.804 0.675 0.850 0.946 0.799 0.957 1.048
3 0.603 0.858 0.994 0.944 1.183 1.309 1.181 1.399 1.513 1.350 1.551 1.663
4 0.963 1.253 1.411 1.403 1.676 1.820 1.696 1.953 2.091 1.920 2.158 2.287
5 1.342 1.670 1.838 1.883 2.183 2.345 2.250 2.530 2.681 2.506 2.777 2.923
6 1.734 2.082 2.269 2.372 2.698 2.875 2.808 3.114 3.276 3.119 3.405 3.562
7 2.127 2.506 2.708 2.861 3.218 3.408 3.362 3.693 3.874 3.711 4.034 4.205
8 2.528 2.936 3.151 3.368 3.740 3.943 3.917 4.279 4.468 4.328 4.667 4.854
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Appendix A. Proof of Lemma 1
It follows from Proposition 7.3 in [3] (modulo transpositions, whichmakes no essential difference) that, in parallel to the
well-known factorization X = TM of a (p, n − 1)matrix X, with T ∈ UT (p),M ∈ Fn−1,p, TTT = XXT ,M = T−1X, one has a
representation of the N(0, In−1 ⊗ Ip) distribution of X as the product of the distribution of T and of U(Fn−1,p). This implies
that LB ∼ N(0, In−1 ⊗ Ip) and, consequently, LBD ∼ N(0,DTD ⊗ Ip). Further, M1Tn ∼ N(0, n−11n1Tn ⊗ Ip) and, because
DTD = In − n−11n1Tn and LBD andM1Tn are independent, one obtains the conclusion.
Appendix B. Proof of Theorem 2
For the proof of Theorem 2, we need the following lemma.
Lemma 2. If {An} is a sequence of almost surely non-singular (p, p) matrices such that An = Ip + OP(n−1/2), then A−1n =
Ip + OP(n−1/2).
Proof of Lemma 2. Write An = Ip + Bn. Fix ϵ > 0 and, using Bn = OP(n−1/2), selectMϵ and nϵ such that P(Sn) > 1− ϵ for
n > nϵ , where Sn = {maxi,j |[Bn]i,j| ≤ Mϵ/(2√n)}. Without loss of generality assume that pMϵ/(2√n) < 1/2 for n > nϵ .
On Sn, with n > nϵ , the norm ∥Bn∥ = maxik |[Bn]i,k| is then smaller than 1/2 and one has
(Ip + An)−1 = Ip − Bn + B2n − . . .
(c.f., [7], Theorem 11.1.1). The elements of B2n are inner products of the rows and columns of Bn. Hence, by the Cauchy–
Schwarz inequality, their absolute values are upper bounded by pM2ϵ /(4n). Proceeding by induction, one obtains an upper
bound for the absolute values of the elements of Bkn in the form p
k−1Mkϵ/(2
√
n)k and, consequently, the absolute values of














which proves the lemma. 
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To start the proof of Theorem 2, denote n1/2L−1s with C, note that C ∈ UT (p) and write
|R((CZ)(i))− R(Z(i))| ≤ C max
j
|(CZ)ij − Zij| = C max
j
|((C− In)Z)ij|
≤ C |Ci,i − 1|max
j
|Zij| + C |Ci,i+1|max
j
|Zi+1,j| + . . .+ C |Ci,p|max
j
|Zp,j|.
It is known ([3], Example 7.1) that the off-diagonal elements of Ls are N(0, 1) distributed and the diagonal elements are
χ2n−1,

χ2n−2, . . . ,

χ2n−p distributed. Hence, the off-diagonal elements of C−1 are OP(n−1/2) and its diagonal elements are
1+ OP(n−1/2). For the latter, note that χ2n−k/n ∼ AN(1, 1/n) and use the delta method. In effect, C = [Ip + OP(n−1/2)]−1 =
Ip + OP(n−1/2), because of Lemma 2 and, consequently, |Ci,i − 1| = OP(n−1/2), for all i and |Ci,j| = OP(n−1/2) for j > i.
Because maxj |Zi,j|/√log n has an a.s. limit, we use an = o(√n/ log n) and obtain an|R((CZ)(i))− R(Z(i))| = oP(1). Similarly,
|R((−CMs1Tn + CZ)(i))− R((CZ)(i))| ≤ C maxj |(CMs1
T
n)ij|
= C |(CMs)i| = C |n−1/2([Ip + OP(n−1/2)]n1/2Ms)i| = OP(n−1/2).
This implies that



























because (1/x) log(1 + x) → 1, when x → 0. According to Lemma 1 in [9], if an[R(Z(i)) − bn] d−→ Q , then also
anbn log[R(Z(i))/bn] d−→ Q and the conclusion follows from the Slutsky lemma and the independence of the rows of Z.
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