In this paper, we propose a BlueGreen methodology to rethinking and redesigning network protocols, so as to satisfy the criteria of being service and energy efficiencies. The next generation networks (NGNs) are required to satisfy both extremely high levels of service resilience by the overprovision of redundant network resources (i.e., Blue criteria), and also minimising consumption of energy by switching off unnecessary network resources (i.e., Green criteria). Thus, there is an inherent contradiction involved in satisfying both these perspectives simultaneously. In effect these represent an optimisation problem, where the network elements and their energy consumption are considered as a resource and their utilisation should be minimised. The impact of turning off any nodes or links which might lead to disintegration of a given network topology are also studied. The case studies presented confirm that the BlueGreen approach shows promise for integrating service and energy efficiencies to achieve specified BlueGreen targets.
Introduction
After 40 years of existence, the internet has become one of the backbone systems of our civilisation, affecting all aspects of our human lives. It has reshaped audio and video telephony, created new forms of human interactions such as instant messaging and social networking and brought vast information resources to ordinary homes. More and more emerging new businesses and services in transport, health, energy, environment, banking and entertainment are moving to online, demanding extremely high degrees of service resilience. Moreover, these new applications contribute to exponentially rising volumes of data traffic as well as constantly growing levels of energy consumption. For example, the Telecom New Zealand (2010) energy management report showed that the electricity consumption of Telecom New Zealand continued to rise at over 4% year on year growth between 2005 and 2009 due to consumer demand for more and smarter telecommunication/internet technologies, and has currently reached 230 GWh/year, 93% of which goes to operating the network. It is evident that the power consumption is significantly contributing to the operational expenditure of telecommunications networks as well as making a non-negligible contribution to global warming in Roth et al. (2002) and Webb (2008) . Therefore, it has become increasingly obvious that the current network technologies and architectures will not be capable of supporting its sweeping evolution to become the global infrastructure underpinning the most critical functions of societies and sustainable economies worldwide. Meeting this challenge is the goal of Green ICT envisioned by OECD countries as stated in the OECD Report (2009) .
To build sustainable future telecommunication networks, termed as next generation networks (NGNs) (e.g., Chao and Hsu, 2005; Gomes et al., 2008) , we need energy-efficient planning of the resources to be provisioned for supporting the requested traffic demand, which can reduce considerably the overall energy consumption. Chowdhury et al. (2009) and Wu et al. (2009) have described that the basic concept in energy-efficient design is the idea of turning-off or switching to sleep mode network nodes and links that are lightly loaded, or rerouting the traffic through other nodes or links. In order to increase energy-efficiency, as much resources as possible should be switched to sleeping mode or even turned off completely. This may lead to a significantly increased traffic load on other nodes and links even though the total workload is kept below a threshold value. If one of the heavily loaded nodes or links carrying aggregated traffic flows fails, there will be a huge loss of data information. As a consequence of saving power consumption, an inherent feature of energy-efficient networks might make them more vulnerable to network failures, and cause violation of service resilience requirements. The service resilience, defined as the network's ability to recover from a failure, has also gained a critical role in the design of NGNs since a single component such as a fibre cut would lead to a huge loss of data in future multi-service NGNs environment. The resilient network design pre-plans the topology and over provisions diversity and backup network resources to meet a set of failure scenarios (e.g., Ho, 2004; Liu et al., 2001; Tapolcai et al., 2001 ). In the survivable network design problem, the data traffic needs to be distributed evenly among network nodes and links in order to maximise the amount of shared capacity in backup resources or to minimise the amount of data that would be lost in case of failures. These backup resources must be allocated properly so as to guarantee the survivability of the network. However, such resources are typically continuously active, independent of the network status, and consume power even in the absence of failures; thus they cause unnecessary extra power usage in a network.
It is imperative that the future NGNs satisfy both extremely high levels of service resilience by employing network survivability mechanisms, such as over-provisioning of diversity and backup network resources (i.e., blue criteria), while simultaneously minimising consumption of energy by switching off unused network resources as much as possible (i.e., green criteria). As NGNs are taking shape, it is recognised that, among the key aspects of network designing, the new BlueGreen criteria, i.e., integrating service resilience and energy efficiency, should pervade the NGNs' infrastructure as a whole to become the core network design criteria, and to be carried across multiple networking domains such as access, transport and core networks, for achieving the service resilient, energy efficient and eco-friendly targets. However, the currently available studies of green networking fail to address the issue of over-provisioning redundant resources as well as account for their corresponding energy consumption. Responding to these growing concerns of network resilience, and to compensate for the neglected aspect of service resilience in current green networking studies (e.g., Chiaraviglio and Neri, 2009; Restrepo et al., 2009; Wosinska et al., 2010) , this paper proposes a new BlueGreen network design methodology, focus on re-thinking and re-designing network protocols and architectures from more service-resilience, energysustainable and eco-friendly perspectives. In this paper, we investigate the possibility of switching off some network components such as nodes or links, while still guaranteeing the traffic demands and their previous degrees of service resilience. Moreover, the sensitivity and impact of turning off these nodes or links on the remaining network, such as the changes on topological connectivity and their capacity consumption, are also studied.
The remainder of this paper is organised as follows. Section 2 provides background on the shared backup path protection (SBPP), and then introduces the new BlueGreen methodology by examples. The integer linear programming (ILP) formulations of the BlueGreen problem are described in Section 3. Section 4 introduces the algebraic connectivity as survivability metric of networks, as it is shown to be more appropriate metric than the traditional average node degree metric. Then, it is used to evaluate the impact of turning off any nodes or links on the remaining network. Three case studies to evaluate BlueGreen performance and its further impact on the remaining network are considered with the help of AMPL/CPLEX optimisation tool, and the numerical results are discussed in Section 5. Section 6 draws conclusions and outlines the future works.
The BlueGreen methodology
The BlueGreen model developed in this paper is a set of node and link disjoint paths for each source-destination traffic flow pairs, which is inspired by the SBPP model as stated in Ho (2004) and Liu et al. (2001) . In SBPP, either backup link or path can be shared among different node and link-disjoint working paths. The sleeping mode is introduced here for the backup resources, assuming that the resources can be reactivated in a short time whenever a failure occurs. This mode is used for backup resources, such as nodes or links only if they are not employed by active traffic flows. The SBPP scheme is a promising approach to reduce the consumption of backup resources, and the amount of capacity sharing that can be achieved depends on how detailed is the capacity usage information available at the source nodes. This additional information is necessary for the source nodes to identify the dependencies between the working and backup capacities associated with each pair of links. A comparison between general backup and SBPP mechanism is illustrated in Figures 1(a) and 1(b) . It can be seen in Figure 1 , the working path is denoted by WP and the backup path is denoted by BP. We assume that there are two-requested traffic demands between nodes N1 and N7, each with a capacity requirement of 1 unit. In Figure 1 (a), in the general backup solution without capacity sharing, the two working paths WP 1 = WP 2 = (1, 5, 12) both use links 1, 5 and 12 in their primary paths, and links 3 and 10 in their backup paths, i.e., BP 1 = BP 2 = (3, 10). Under the single failure assumption, in other words, only a single link or node (except the source or destination node) can fail at a time, their corresponding backup paths need to reserve capacity of 1 + 1 units on each of links 3 and 10, i.e., BP 1 , BP 2 = 2. By contrast, with the SBPP mechanism in Figure 1 (b), after introducing capacity shareability, the disjoint working paths WP 1 = (1, 5, 12) and WP 2 = (2, 7, 11) are selected for the two traffic demands, respectively. Since these two paths are disjoint and would not fail at the same time upon a single failure, their corresponding backup paths would not to be used at the same time either, thus they can use the same backup path BP 1 = BP 2 =(3, 10) and BP 1 , BP 2 = 1. The total backup capacity that needs to be allocated on links 3 and 10 for the WP 1 and WP 2 is max {1, 1} in case (b) rather than 1 + 1 in case (a), because the backup capacity on links 3 and 10 can be shared without affecting the survivability of either connection.
Inspired by the SBPP, we introduce a new BlueGreen methodology by giving two simple examples to illustrate the main idea behind it, as well as to compare them in terms of energy efficiency and capacity efficiency. It integrates both service resilience and energy efficiency considerations into the optimal solution, and achieves a trade-off between energy consumption and total capacity usage in the network design. Thus, it is important to understand this BlueGreen methodology before tackling the general multi-objective optimisation problem. The BlueGreen follows two strategies to save energy: a switching off the redundant links whenever it is possible b and switching links purely used by backup capacity into sleep mode.
We still the first example shown in Figure 1 , which has two traffic demands (1 unit of capacity for each) from node N1 to node N7, routed through working paths WP1 and WP2 as shown in Figures 1(a) and 1(b). The SBPP approach shown in Figure 1 (b), aims to minimise the capacity usage and maximise the capacity sharing among backup paths. As a result, it selects two link-disjoint paths, i.e., WP 1 and WP 2 , in order to share the backup links 3 and 10 among BP1 and BP2. Thus, the total number of links used by working paths is 6 and backup path is 2. On the other hand, in the general backup solution as shown in Figure 1 (a), these two traffic demands are aggregated in one path, i.e., WP 1 = WP 2 = (1, 5, 12), which has the disadvantage of consuming more backup resources as mentioned before. While from the new BlueGreen perspective, it has the advantage of minimising the total number of operational links by turning off some redundant resources such as links 2, 7, 11. In other words, the number of links used by working paths is 3 and backup path is 2 in Figure 1 (a). It is resulting in the required backup capacity being increased by 1 on each link, in order to have a 50% reduction in the operational power consumed by working links. Therefore, in Figure 1 (a), it is interesting to see that the general backup mechanism is also good if energy efficiency is prioritised against backup capacity efficiency. Thus, this example shows a trade-off possible between shared backup capacity consumption and the number of working links used, which is strong correlated to the operational energy consumption of links. Furthermore, we use another example, shown in Figures 2(a) and 2(b), to show that, both capacity sharing and energy consumption actually could be improved by the BlueGreen methodology when service resilience and energy efficiency are considered together in the network design.
As shown in Figure 2 , a new traffic demand with 1 unit of capacity from nodes N1 to N4 enters the network. Thus, a total of three traffic demands are routed by SBPP and BlueGreen methodology, respectively. In order to route this new traffic demand from nodes N1 to N4, the SBPP scheme, in Figure 2 (a), has selected the shortest working path of link 3, which is also disjoint with the other two traffic demands. In this energy-unaware, but minimising backup resource approach, a total of 7 links (i.e., links 1, 2, 3, 5, 7, 11, 12) with 7 units of capacity are occupied by the working paths WP1, WP2 and WP3. In addition, four units of capacity (i.e., 1 unit each in links 3, 10, 2, 6) need to be allocated as backup resources. As a result, only link 10 can be switched into sleeping mode to save energy. On the other hand, in BlueGreen approach shown in Figure 2(b) , there are 5 links (i.e., links 1, 2, 5, 6, 12) with eight units of capacity are occupied by the working paths, as well as the same four units of backup capacity are reserved in links 3 and 10. As a result, links 7 and 11 can be turned off, and links 3 and 10 can be switched to sleeping mode. Thus, Figure 2 (b) shows clearly that the BlueGreen approach performs much better than the SBPP, in terms of energy efficiency, while having a similar performance as SBPP in capacity efficiency, in other words, it only increases 1 unit of working capacity usage to gain significant energy efficiency. This demonstrates the promise of the BlueGreen methodology which can integrate service resilience and energy efficiency for designing the future NGNs. 
BlueGreen problem formulations
As the examples of BlueGreen methodology introduced in Section 2 shows, there is an inherent contradiction involved in satisfying both blue and green design objectives simultaneously. Here, we model this problem as an optimisation problem, where the network working and backup components, and their energy consumption are considered as the resources, and the utilisation is minimised subject to the required degree of service resilience being guaranteed. This BlueGreen optimisation problem falls in the class of capacitated multi-commodity minimum cost flow problems, in which multiple commodities have to be routed over a graph with specified constraints. In this section, we propose the following ILP formulations for BlueGreen problem. Let us represent the network as a graph G = (V, E), where V is the set of nodes and E is the set of links. The total number of nodes and links is by N = | V | and L = | E |, respectively. Let c ij be the capacity of the link from node i to node j and let D be the set of traffic demands t sd from node s to node d. The other variables are defined as below: 
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The objective (1) is to minimise the total capacity as well as the number of network links occupied by the working traffic flows, which has a strong correlation to the operational energy consumption in the network. The weight β helps to adjust the trade-off between the two components: capacity consumption and energy consumption. The constraints (2) and (3) are flow conservation requirements for routing the traffic demands t sd from nodes s to d for working and backup paths, respectively. The constraint (4) guarantees link disjointedness of a failure in working path from the backup path, which assures that, if a link (i, j) fails, the traffic demand from s to d cannot be routed through link (i, j). Bifurcation is enabled for both flows so that different traffic demands between the same source and destination nodes can use different paths. The total amount of traffic used by working paths on a link is defined in constraint (5). The backup sharing constraint (6) defines the amount of backup capacity reserved on links and used by working paths passing through link (i, j). The amount of backup capacity that needs to be reserved on link (m, n) is defined in constraint (7) and the total capacity can be used on each link is limited by the constraint (8).
The impact of BlueGreen
Properties of network connectivity are crucial for understanding and predicting the performance, robustness, and scalability of network protocols. Routing in networks, with a level of immunity to failures of nodes and links, and spare capacity allocation strategies, all depend on the topological connectivity of networks. The proposed BlueGreen optimisation aims at switching off the unnecessary network nodes and/or links, so as to save energy, which has further impact on the topological connectivity and thus the capacity consumption of the remaining network. In this section, we elaborate on the topological measures that could be used as metrics for assessing the level of networks' connectivity in case of switching off their nodes and/or links. In the graph theory, the robustness of graphs, i.e., their resilience in terms of connectivity to the removal of edges or vertices is assessed by a variety of measures both in the structural and spectral domains, which can capture the different features of graphs. We refer to Mohar (1997) for an extensive survey of such metrics.
In general, topological measures are functions of the graph G (N, L) . The number of nodes N and the number of links L are the most important parameters of any graph, but they cannot be regarded as a satisfactory descriptor of its structure. Many measures depend on N and L though. For example, the degree d i of a node i in a graph defined as the number of links that are incident on the node i. The node degree represents an important characteristic of a node, as a node with larger d i can usually accommodate more streams of data. If D means a set of possible value of node degrees, then the node degree distribution in a graph can be defined as the set of probabilities Pr[D = k], for 1 ≤ k ≤ d max , where d max is the maximum node degree in the graph and Pr [D = k] represents the fraction of nodes with the node degree equal to k. In other words, it is the probability that a randomly chosen node has a node degree of k. Then, the average node degree, denoted as , d is defined as the mean value of D in a graph with N nodes and L links:
The average node degree has been the most widely used topological metric for quantifying the relationship between the connectivity and the amount of network capacity needed for achieving a satisfactory level of immunity against failures of nodes and/or links. On the other hand, the spectral analysis of graphs can also be used to reveal the fundamental properties of a graph through geometric and algebraic techniques. The graph G(N, L) can be represented by its adjacency matrix, A(G), which is the N × N matrix whose (i, j) th entry is '1' if node i is connected to node j, i. Laplacian matrix, Q(G) , of the graph G is defined as:
The set of eigenvalues of the Laplacian matrix Q(G) for a given graph G is called the Laplacian spectrum of G. It has been shown that the eigenvalues are closely related to almost all major invariants of a graph. In particular, an important role is played by the 2nd smallest eigenvalue λ 2 (G), known as the algebraic connectivity, or Fiedler value introduced by Fiedler (1973 Fiedler ( , 1975 . It has been shown that the algebraic connectivity can be used to characterise graph robustness, in the context of random walks on graphs. Bigdeli et al. (2009) show that the random walks can be generated more efficiently in topologies with larger algebraic connectivity, and the algebraic connectivity is only equal to zero if G is disconnected. If more eigenvalues of the Laplacian matrix Q(G) equal zero, then the number of such eigenvalues indicates the number of disconnected components of G. It has been also shown that the larger the algebraic connectivity of a graph is, the more difficult is to break up the graph into separate components. Thus, the algebraic connectivity is a commonly accepted metric for studying connectivity aspects of graphs. On this basis, we have proposed to use algebraic connectivity as a topological metric for quantifying the importance of a node or a link in a given network (e.g., Liu, 2010; Liu et al., 2011) . Note that the larger the algebraic connectivity of a network is, the more connected the network will be. Thus, the topological connectivity of the network affected by turning off a node can be quantified by the algebraic connectivity of the network resulting from removing that particular node, as well as all the links connected to that node, from the original network. The nodes or links that can cause more severe reduction in the algebraic connectivity have higher importance and needs more protection. This information can be used to make the decision on which node or link can be switched off as it has the least impact on the network connectivity, thus the capacity consumption of the remaining network. Therefore, we can formulate a hypothesis that by maximising the algebraic connectivity of the remaining network after switching off the most unnecessary or unimportant nodes or links can lead to the optimal BlueGreen solution both in energy consumption and capacity allocation sense.
Number results
In order to evaluate the performance of the new proposed BlueGreen methodology, we consider a core network scenario and the goal is to show that, for a given static topology and uniform traffic demands, it is possible to turn off some redundant network nodes or links, while still guarantee the same degree of service resilience, as well as enforcing energy efficiency in the overall network. We present three case studies:
1 continually switching off links till to the two-connected network 2 switching off single node 3 switching off single link, upon a master network topology selected from the SNDlib (2005), which is the COST266 network with 28 nodes and 64 links.
The ILP model used herein is implemented and solved using AMPL/CPLEX optimisation package.
In the first case study, we have investigated 12 derived versions of COST266 topologies by continually switching off three links at a time, until only the essential 31 links are left to guarantee the network is at least two-connected, so as to satisfy the service resilience requirement. The goal of this initial case study is to investigate the trade-off potentials between capacity consumption and energy consumption by applying the BlueGreen methodology. Figure 3 depicts two limiting cases considered in these COST266 networks: the densest topology with 64 links in Figure 3 (a) and the sparsest topology with 31 links in Figure 3(b) .We assume a uniform traffic flow pattern, i.e., one unit of traffic demand between any pair of nodes. The ILP numerical results are listed in Table 1 .
From Figure 4 , one can see that the total capacity, which is the sum of the working capacities and backup capacities, increases gradually and monotonically with the number of network links switched off; the latter corresponding to a continuing monotonic deduction on the operational energy consumption of the network. There is a significant increase in the total capacity usage: from 5,584 to 8,264 units when the 31st to 33rd links are switched off. This is an indication that more than an optimal number of links have been turned off. There are two possible reasons for this behaviour. Firstly, as the network connectivity decreases, or in other words, as more and more network links are switched off, both the predetermined working and backup path-pairs become longer and longer; this leads to an increase in both working and backup capacity consumption (illustrated by the blue and red curves). Secondly, the potential for capacity sharing among BPs is likely to decrease as the network connectivity decreases, which leads to a reduction in backup capacity consumption (i.e., the slope of backup capacity consumption is higher than the slope of working capacity consumption). Figure 5 depicts the percentage increase of the total capacity consumption and the decrease of the active links. By exploiting the potential of switching off redundant links, we observe that the ILP solution of the BlueGreen problem shows that up to 51% (i.e., 33 links out of 64 links) of the redundant links can be switched off while still meeting the traffic demands and also guaranteeing the service resilience under a single failure scenario. The price paid is an increase of 137.40% of capacity usage (8,264 units to 3,481 units) to achieve this energy saving on operational links. In other words, as more and more network links are switched off, the total capacity usage is increasing monotonically, but with reduction of energy needed by the operational links. Therefore, there is a significant and controllable trade-off optimal solution between the capacity efficiency and energy efficiency found using the new BlueGreen methodology.
Figure 4
The capacity consumption vs. the no. of links switched off in 1st case study (see online version for colours)
Figure 5
Trade-off between the total capacity consumption vs. the no. of links switched off in 1st case study (see online version for colours)
In the second case study, we investigate how the sensitivity and importance of turned-off nodes affect the total capacity allocated in the remaining network. It has been conducted on the COST266 network topology with 28 nodes and 41 links shown in Figure 6 . The solutions are derived from this master network by switching off different single nodes only, together with all links adjacent to that node. After switching off a node, we have calculated the algebraic connectivity and the average node degree of the remaining network, and also the total capacity consumption in each topology alternative, as listed in Table 2 . Firstly, we can identify some critical cases for which the feasible solutions cannot be found by the BlueGreen because no node-disjoint paths exist for a given traffic demand after the critical node has been turned off. For example, after switching off the 'Oslo' node in Figure 6 , its neighbouring nodes have only one adjacent link left, so no solution can be found. This is indicated by '---' in the column of the total capacity. In other words, these nodes cannot be turned off for energy saving, since it will violate the requirement of the Blue constraints. The optimal total capacities, average node degree and algebraic connectivity of the remaining network after switching off specific nodes from the reference network are listed in Table 2 . These results are also depicted in Figure 7 to Figure 8 , to show how the total capacity consumption varies with the average node degree and the algebraic connectivity metrics, respectively. It is evident that total capacity consumption is more strongly correlated with the algebraic connectivity metric than with the average node degree metric. There are two possible reasons for the sensitivity to network connectivity. Firstly, as the network connectivity increases, both the predetermined working and protection path-pairs become shorter. This leads to a decrease of both working and protection capacity. Secondly, the potential for capacity sharing among protection paths is likely to increase as the network connectivity increases, and this leads to a further decrease of the backup capacity. Looking at the obtained results in detail, we can see almost linear dependence of the total capacity consumption on the algebraic connectivity. By contrast, in the case of average node degree, its dependence on average node degree is not monotonic. For example, it can be seen in Figure 7 , it has seven different topologies that all have the same average node degree, i.e., 2.8148, d = but there are seven different total allocated capacities ranging from 4,572 to 5,814 units. This shows that the total capacity consumption associated with a given topology is insensitive to the average node degree that is therefore an unsuitable topological metric. On the other hand, Figure 8 shows that the total capacity of a network nearly monotonically varies with the algebraic connectivity. We can also see that, if the traffic demands are uniform, the nodes in the core region, for example, Hamburg, Milan, Frankfurt and Munich as shown in the Figure 6 , are more important than others, because they are more frequently being used by traffic flows. If any of these nodes is turned off for sole energy saving purpose, it would result in a severe reduction of algebraic connectivity, thus a significant addition on the capacity consumption would occur. Therefore, when selecting nodes to be switched into sleep/off modes, we need to consider the ones which cause smallest decrease in algebraic connectivity; in other words, that cause the smallest increase on capacity consumption, subject to the capacity constraint.
The third case study has been carried out for analysing the properties of the algebraic connectivity and average node degree while taking into account only slightly modified topological scenarios. In the second case study, we have investigated how each possible turned-off node affects the total capacity allocated according to BlueGreen methodology. Following a similar method of turning off nodes, we consider a family of network topologies, derived from the master reference network in Figure 6 by switching off only a single link at a time. Firstly, we can identify the critical links for which the practical BlueGreen solutions cannot be found because no link-disjoint paths existed for a given traffic demand after turning off this link, e.g., the link between 'Oslo' and 'Stockholm' in Figure 6 . This is indicated by '---' in the column of the total capacity. In other words, these links cannot be turned off for energy saving, since this would violate the blue constraints. The results are shown in Table 3 and Figure 9 . It can be seen that, the 41 different topologies all have the same value of average node degree, i.e., 2.857, d = because they have the same numbers of nodes and links left after turning off a single link. While the required total capacities are differ significantly. There are 25 feasible solutions, with the total capacity consumption ranging from 4,828 to 6,110 units. This shows again that the average node degree is a poor metric in this respect, as it is insensitive to changes in the total capacity consumption caused by the switching off single links. On the other hand, the algebraic connectivity remains sensitive to such changes. In addition, the links located in the network's core region are more important than those near the network topology boundaries, since they are more frequently used by the traffic flows. Therefore, if any of these links needs to be turned off for sole energy saving purpose, it would significantly result in weakening the network connectivity, thus causing a severe increase of the total capacity consumption. Therefore, when choosing links to be switched into sleep/off modes, we also need to consider the ones which only cause the smallest decrease in algebraic connectivity; in other words, this would mean the least impact such as additional capacity consumption for the remaining network.
Conclusions and future works
In this paper, we propose a new BlueGreen design methodology to integrate both service resilience and energy efficiency in core network design. The numerical results in the case studies confirm that, for a given static traffic demand and topology, it is possible to switch off some redundant network links while still satisfying network survivability requirements between sources and destinations, for achieving overall energy efficiency of the network. In addition, when selecting nodes or links to be switched into sleep/off modes, we need to carefully consider the ones which can make smallest decrease in network topological connectivity, as it will cause the smallest addition of capacity consumption in the remaining network.
More extensive studies of relationship between capacity efficiency and energy efficiency using BlueGreen in more complex topologies and traffic patterns are under way. Moreover, the trade-off studies between energy efficiency and other network performance factors such as packet delay, congestion and security are interesting to be explored.
