INTRODUCTION
In recent years, due to advances in hardware design and technology, it is now common to find Internet hosts with multiple network interfaces such as Ethernet, WiFi, and 3G. Nonetheless, most of these hosts are connected to network services through only one interface at a time. If these hosts simultaneously establish network connections using multiple interfaces, their performance would be considerably improved.
In order to gainfully exploit the multipath diversity from multiple network connections, a new transport protocol that can reliably and efficiently distribute data packets through multipath is highly desired. Most existing multipath transport protocols are based on TCP [1] and SCTP [2] , which rely on ARQ schemes for reliable data transfer. Under heterogeneous multipath environments, their performance decreases due to the "receive buffer blocking problem" in [2] . When a sender transmits a series of packets across multiple paths, out-oforder packets may arrive at the receiver due to the heterogeneous characteristics of multipaths. In this case, To overcome this problem, we propose a new multipath transport protocol -HMTP, which is based on fountain codes. Fountain codes [3] are forward error correction (FEC) codes for erasure channels. The fountain encoder endlessly generates new encoded packets by a modulo-2 addition of randomly selected original packets. Regardless of the order in which encoded packets are received, if a sufficient number of encoded packets are collected, the fountain decoder can recover the original packets [3] . Exploiting this feature of fountain codes, HMTP enables a sender to reliably and efficiently transmit packets through heterogeneous multipaths despite heterogeneous loss characteristics of different paths. It also make it possible for a receiver to correctly recover the original data only if a sufficient number of packets are received regardless of their arrival order.
PROPOSED TRANSPORT PROTOCOL
The proposed algorithm consists of a fountain layer and a transport layer. In HMTP, the transport layer is wrapped with the fountain layer. A multi-homed sender takes k original data packets from a data stream of application layer and then encodes them into independent fountain-encoded packets. These fountainencoded packets are concurrently transmitted over heterogeneous multipaths. Because the packets are transmitted over different paths, some may arrive at the receiver out-of-order with some missing packets due to heterogeneous characteristics (such as loss rate, end-toend delay etc.) of paths. In existing multipath protocols, these out-of-order packets cannot be delivered to the application layer until the lost packets are requested and retransmitted, resulting in increased transmission delays. In HMTP, the fountain-encoded packets received at the receiver are decoded and delivered immediately to the application layer regardless of their arrival order. When k(1 + ε) fountain-encoded packets have arrived, the original data packets can be successfully recovered. Here, ε is a small positive real number and is called decoding inefficiency [3] . The detailed operational procedure of the proposed heterogeneous multipath transport protocol is as follows:
(1) At the multi-homed sender, a continuous new-data stream from the application layer is divided into data chunks with k data packets.
(2) The packets in each chunk are encoded into independent fountain-encoded packets.
(3) The header of a fountain-encoded packet includes the chunk ID and the seed for the pseudo-random number generator.
(4) The fountain-encoded packets are delivered to the transport layer and then are continuously transmitted over multiple paths.
(5) At the receiver, the received fountain-encoded packets are delivered to the fountain layer regardless of their arrival order.
(6) The fountain decoder reconstructs the original data chunk and delivers it to the application layer. Then, the receiver sends a stop message to the sender.
The proposed HMTP can be easily implemented by disabling retransmission for in-order delivery of a ARQ scheme of TCP. However, unlike TCP sender, when a packet is lost, it simply generates a new fountainencoded packet and transmits it instead of retransmitting the previously lost packet.
PERFORMANCE EVALUATION
In order to evaluate the performance of the HMTP, we have conducted simulations using NS-2 simulator [4] and compared its performance against CMT-SCTP with the retransmission policy of RTX-CWND [2] . For HMTP, the parameters of δ and k for fountain layer are set 0.6 and 1000, respectively. Once the receiver receives 1095 fountain-encoded packets, it can reconstruct 1000 original packets [3] . Fig. 1 shows the simulation topology. The bandwidth is 1Mbps on both paths. While the end-to-end delay and loss rate on path 1 are kept constant, for path 2 they are varied from 40 to 80 ms and from 0.01 to 0.3, respectively.
We compare the throughput performance of CMT-CWND and HMTP when the loss rate of path 1 is fixed at 0.01 and that for path 2 is varied from 0.01 to 0.3. Fig. 2(a) and (b) show the throughput of CMT-CWND and HMTP, respectively. For CMT-CWND, the throughput of path 1 decreases as the loss rate of path 2 increases as shown in Fig. 2(a) . When the loss rate of path 2 is high, although the loss rate of path 1 is fixed, the throughput of path 1 decreases due to the receive buffer blocking caused by a lot of lost packets on path 2. To the contrary, the throughput of path 1 for HMTP is maintained at about 1Mb/s in Fig. 2(b) . It implies that the throughput of path 1 for HMTP is not affected by the loss rate of path 2.
CONCLUSIONS
The main objective of our algorithm is to improve the overall network performance by solving the receive buffer blocking problem. Towards this objective, we have proposed a new multipath transport protocol -HMTP, which is based on fountain codes. The proposed algorithm can reliably and efficiently transmit packets through heterogeneous multipath in multi-homing networks. The simulation results show that our proposed transport protocol achieves improved throughput performance and high path utilization.
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