A new method of pointwise adaptation has been proposed and studied in Spokoiny (1998) in context of estimation of piecewise smooth univariate functions. The present paper extends that method to estimation of bivariate grey-scale images composed of large homogeneous regions with smooth edges and observed with noise on a gridded design.
Introduction
One typical problem of image analysis is the reconstruction of an image from noisy data.
It has been intensively studied within the last years, see e.g. the books of Pratt (1978) , Grenander (1976 Grenander ( , 1981 , Rosenfeld and Kak (1982) , Blake and Zisserman (1987) , Korostelev and Tsybakov (1993) . There are two special features related to this problem.
First, the data is two-dimensional (or multi-dimensional). Second, images are often composed of several regions with rather sharp edges. Within each region the image preserves a certain degree of uniformity while on the boundaries between the regions it has considerable changes. This leads to the edge estimation problem.
A large variety of methods has been proposed for solving the image and edge estimation problem in different contexts. The most popular methods of image estimation are based on the Bayesian or Markov Random Field approach, see Haralick (1980) , Geman and Geman (1984) , Ripley (1988) , Winkler (1995) , among others. Nonparametric methods based on penalization and regularization have been developed in Titterington (1985) , Mumford and Shah (1989) and Girard (1990) .
Edge detection methods mostly do not assume any underlying parametric model.
Methods based on kernel smoothing with a special choice of kernels have been discussed in Pratt (1978) , Marr (1982) , Lee (1983) , Huang and Tseng (1988) , Müller and Song (1994) .
There is a number of proposals for nonparametric smoothing of images which allow for preserving the sharp edge structure. We mention modal regression, see e.g. Scott (1992) , the nonlinear Gaussian filter, see Godtliebsen et al. (1997) , the M-smoother of Chu et al. (1998) , the adaptive weights smoother from Polzehl and Spokoiny (2000) and different proposals based on wavelets, see e.g. Nason and Silverman (1994) , Engel (1994) or Donoho (1999) and references there. Tsybakov (1989) proposed a two step procedure with the first step for a preliminary image classification while the second step performs usual kernel smoothing over the classified regions, for some extensions in this direction see also Qiu (1998) . The method from Tsybakov (1989) leads to the near-optimal rate (n −1 log n) 1/2 of nonparametric estimation of piecewise constant images composed from several connected regions with piecewiseLipschitz boundaries, n −1/2 being the grid step. Unfortunately, this method leads to an only suboptimal quality of edge estimation for the case of images with smooth edges. It also requires some prior information about the image structure like the number of regions in the image and image contrasts. This motivates the further study of the problem of optimal edge estimation.
A general asymptotic minimax theory of edge estimation has been developed in Korostelev and Tsybakov (1993) , mostly for images composed of two homogeneous regions with a prespecified edge orientation (boundary fragment). In particular they showed that linear methods are not optimal for images with sharp edges. Imposing some smoothness restrictions on the boundary, they found the minimax rate n −γ/(γ+1) of edge estimation, γ being the degree of edge smoothness, and constructed rate-optimal estimators for images with the structure of a boundary fragment. The proposed methods are essentially nonlinear and they involve a local change-point analysis as a building block. For the most interesting case when γ > 1 , both the methods and results apply only under a random or "jittered" design. Barron, Birgé and Massart (1999) extended their results to edges from Sobolev-type classes applying a general theory of adaptive estimation on sieves. Hall and Raimondo (1998) and Donoho (1999) studied the quality of edge estimation under gridded design. They showed an essential difference in studying the edge estimation problem under a random and gridded design and established the global rate of edge estimation for the boundary fragment case.
In the present paper, we also restrict ourselves to the deterministic equispaced design focusing on the problem of image estimation at design points. Our results are stated for the case of piecewise constant images with smooth edges and they show that the estimation quality strongly depends on the distance from the point of estimation x to the closest edge and on edge smoothness and orientation. Our method is based on direct image estimation without any preliminary edge recovering. We apply a simple linear estimator which is the average of observations over a window selected in a data-driven way. In spite of the fact that linear methods are only suboptimal in edge estimation, the results of this paper show that a non-linearity which is incorporated in the linear method by an adaptive choice of an averaging window allows to get a near optimal quality of image and edge recovering.
The presented approach can be viewed as one more application of the idea of pointwise adaptive estimation, see Lepski (1990) , Lepski, Mammen and Spokoiny (1997) , , Spokoiny (1998) . The first three mentioned papers consider the problem of an adaptive choice of one estimator from a family of estimators which can be ordered by their variances. A typical example is given by kernel estimators with a fixed kernel and different bandwidths. Spokoiny (1998) discussed an adaptive choice of an asymmetric averaging window for local polynomial estimation including different one-sided windows.
The corresponding family is only partially ordered (i.e. there could be many estimators with the same or similar variance) and the original idea from Lepski (1990) does not apply. The main idea of the approach in Spokoiny (1998) can be expressed very easily: the procedure searches for a largest local vicinity of the point of estimation where the simple structural assumption fits well to the data.
We now apply this idea to the problem of image estimation. We focus on the case of piecewise constant images i.e. we assume that the image is composed of a finite number of regions and the image value is constant within each region. The number of regions, the difference between values of the image function f for different regions and the regularity of edges are unknown and may be different for different parts of the image. Therefore, our structural assumption is not very restrictive and allows to reasonably fit a large class of images. Moreover, our method can be extended to estimation of any function which can be well approximated by a constant function in a local vicinity of each point.
The pointwise approach has an obvious advantage of being able to express the quality of estimation in one specific grid point depending on local image characteristics like the distance to the closest edge, orientation and smoothness of this edge, image contrast and noise level. For the case of an image fragment, the method leads immediately to rate nearoptimal estimation in any global (integral) norm as studied in Hall and Raimondo (1998) or Donoho (1999) . But the inverse is not generally true: A global rate optimality does not guarantee a good local quality of estimation. A well known example is given by the so called "Gibbs effect" which is met for many methods that are asymptotically optimal in a global norm: an estimator has strong fluctuations near points of discontinuities.
We therefore focus on the pointwise estimation quality and refer to Lepski, Mammen and Spokoiny (1997) for relations between local and global accuracy of estimation in the univariate regression.
In what follows we consider the regression model
where
. . , n , are given design points and ξ i are individual independent random errors. Below we will suppose that ξ i , i = 1, . . . , n , are i.i.d. N (0, σ 2 ) with a given noise level σ . The procedure and the general "oracle" result from Section 3 apply for an arbitrary fixed design. In Section 4 and our numeric examples we assume the design points to form an equidistant grid in the square [0, 1] 2 . Next we suppose that the cube
. . , M each of them is a connected set with an edge (boundary) G m . The function f is assumed constant within each region A m :
where a 1 , . . . , a M are unknown constants. The problem is to estimate the image function f (x) or, equivalently, to estimate the values a 1 , . . . , a M and to decide for each point X i what the corresponding region is.
The idea of the proposed method is quite simple. We search for a window U , containing x 0 , of maximal size, in which the function f is well approximated by a constant. Further this constant is taken as the resulting estimate. Of course, the choice of the class of candidate windows plays the key role for such an approach. We will discuss this problem later. We suppose for a moment that we are given a class U of windows U , each of them being a subset of the unit cube [0, 1] d containing the point of interest x 0 . By N U we denote the number of design points in U . The assumption that f is constant in U leads to the obvious estimator f U of f (x 0 ) which is the mean of observations Y i over U .
To characterize the quality of the window U we compute the residuals ε U,i = Y i − f U and test the hypothesis that these residuals ε U,i can, within the window U , be treated as pure noise. Finally the procedure selects the maximal (in number of points N U ) window for which this hypothesis is not rejected.
The paper is organized as follows. In the next section we present the procedure, 
Estimation Procedure
Let data Y i , X i , i = 1, . . . , n obey model (1). We will estimate f (x 0 ) for a given x 0 .
Typically x 0 is a design point i.e. the image is recovered at the same points where it is observed.
Given a family of windows U and U ∈ U , set N U for the number of points X i in U ,
We will suppose that N U ≥ 2 for each U ∈ U . We assign to each U ∈ U the estimator
Here the sum over U means the sum over design points in U .
Our adaptation method is based on the analysis of the residuals ε U,i = Y i − f U . We introduce another family V(U ) of windows V , each of them is a subwindow of U , i.e.
V ⊂ U . One example for the choice of the families U and V(U ) in the two-dimensional case is presented in Section 4. By C U we denote the cardinality of V(U ) , C U = #V(U ) .
For each V ∈ V(U ) set
where V means summation over the index set {i : X i ∈ V } and σ U,V is the standard deviation of the difference
Define now
where t U is a threshold which may depend on U that determines the probability of a wrong classification.
We say that U is rejected if U,V = 1 for at least one V ∈ V(U ) i.e. if U = 1 with
The adaptive procedure selects among all non-rejected U 's one which maximizes N U ,
If there is more than one non-rejected set U attaining the maximum, then any of them can be taken. Finally we set
The algorithm involves a multiple testing procedure and the choice of thresholds t U is important. Particular examples of this choice will be given in Section 4. For the further exposition we keep this choice free. Our theoretical results only require the following two conditions to be fulfilled: for given α > 0
3 One "oracle" result
Below we describe some properties of the proposed estimation procedure and state the result about the corresponding accuracy of estimation.
Let x 0 be a given point. Our target is the image value f (x 0 ) . In the sequel we assume that x 0 is from region A that coincides with some A m for m ≤ M .
Let also a family U of windows containing x 0 and for each U ∈ U a family of test subwindows V(U ) be fixed. Our result is stated using the notion of an "ideal" (or "oracle") window U * from U . Namely, let U * stand for a "good" window from U in the sense that U * is contained in A and it is reasonably large (in the number of design points).
If this window U * were known from an "oracle" then one would apply the corresponding estimate f U * for recovering f (x 0 ) . Our first result claims that the accuracy of the adaptive estimator is essentially as good as the accuracy of the "oracle" estimator.
Similar results can be found in Lepski (1990) and U . To our knowledge, the first paper treating a pointwise adaptive estimation for a partially ordered family of estimators is Spokoiny (1998) where a univariate regression problem was considered but left-and right-sided kernels were admissible. The multivariate situation is even more complicated and requires a more careful definition of the considered set of windows U and V(U ) , U ∈ U . Namely, we require that the sets U and V(U ) fulfill the following conditions:
(U.2) For any U * ∈ U , there is an integer number K = K(U * ) such that for every U ∈ U with N U > N U * , the intersection U ∩ U * contains a testing window V ∈ V(U )
Conditions (U.1) and (U.2) rely only on the sets U and V . To state the result we need one more condition which also relies on the region A the point of estimation x 0 belongs to. Namely, it concerns windows U from U that are not "good" in the sense that they have a nontrivial part outside of A . We first introduce a subclass U = U (U * , A) of "bad" windows U such that U \A contains a "massive" testing window V from V(U ) :
with K from condition (U.2) . We will see (Lemma 7.2 below) that the procedure can select a "bad" window only with a small probability. However, selection of any "non-bad" window U is possible and our last condition relies exactly on such windows U / ∈ U with N U > N U * and it requires that the intersection U ∩ A is "massive".
(U.3) For any U * ∈ U and for every U ∈ U with N U > N U * and U / ∈ U (U * , A) , there is a V ∈ V(U ) such that V ⊆ A and N V ≥ νN U * with some fixed number ν > 0 .
Now we are in a position to state the main result. For an "ideal" window U * , define
with U (U * , A) from (6) and t U from the definition of the procedure, see (3).
Theorem 3.1 Let the image function f (x) be piecewise constant, see (2) . Let U * be an "ideal" window and conditions (U.1) through (U.3) be satisfied for this U * with some K > 0 and ν > 0 . Let also the thresholds t U fulfill (4) and (5). If x 0 ∈ A m and
Discussion. Here we briefly comment on the result of Theorem 3.1. Note first that the "oracle" estimator f U * has the accuracy of order N −1/2 U * . Due to the above result, the adaptive estimator f (x 0 ) has the same accuracy up to some fixed factor t * provided that conditions (U.1) through (U.3) and (8) are fulfilled. The value t * is typically of order √ log n , see examples in Section 4.1. This factor can be viewed as a payment for pointwise adaptation and it necessarily appears even in a simple one dimensional situation, Lepski (1990) and .
If the region A is large (i.e. A is comparable in size with the whole square) and if
x 0 is an internal point of A , then typically there are large windows U with of order n points inside, that is, N U * n . Therefore, inside each "large" region, the proposed procedure estimates the image value with the rate n −1/2 up to a log-factor. If x 0 lies near the boundary of the region A , then the size of U * depends on the distance of x 0
to the boundary of A and on the smoothness properties of this boundary. The same is valid for the quality of estimation. More detailed discussion can be found in Section 4.3.
Two-dimensional images with gridded design
In this section we specify our procedure and results to the two-dimensional case with the regular equidistant design in the unit square [0, 1] 2 . We also discuss the problem of edge estimation.
Suppose that we are given n design points X 1 , . . . , X n with
Without loss of generality we may assume that √ n is an integer and denote δ = n −1/2 . Now each design (or grid) point X i can be represented in the form
As previously we consider the problem of estimating the image value at a point x 0 by observations Y 1 , . . . , Y n described by the model equation (1) . In this section we restrict ourselves to estimation on the grid, i.e. we suppose additionally that x 0 is a grid point.
We begin by describing one possible choice of the set of windows U . Then we specify the result of Theorem 3.1 to this case and consider the problem of edge estimation. Finally we discuss the accuracy of estimation near an edge as a function of the noise level, image contrast and edge orientation and state the asymptotic optimality of the proposed method.
An example of a set of windows
Our construction involves two external integer parameters D and s which control the complexity of the algorithm. design points. First we describe the set U d of all windows U associated with this square.
In words, this set contains the whole square Q d and all its parts defined by linear splits with different orientations. Each orientation is determined by a pair of integers p, q such that the fraction p/q is unreducible. Define For every (p, q) ∈ R s , we define a subset U d,(p,q) of Q q by the linear split with the orientation (p, q) :
where the constant ρ d,(p,q) is introduced to ensure condition (U.2) . We define the value Let U d be the set of all such windows U d,(p,q) plus the whole square Q d :
We identify here every two windows which contain the same collection of the grid points.
It is obvious that every
Moreover, it is easy to check that
This construction can be viewed as a local version of the wedgelets proposed by Donoho (1999).
Let also V d be the set of intersections of two windows from U d :
Now, for U from U d we define a family of testing windows V(U ) by taking all windows
For the above defined set U , condition (U.1) is fulfilled by construction. Let U * be a window from U d . One can easily check that condition (U.2) for this U * and K = K d is fulfilled as well.
It is obvious that #V d ≤ r d (r d + 1)/2 and hence, the total number C U of windows in
We finally define
with some fixed positive constants λ, µ . The bound r d ≤ 4d(d + 1) easily yields
if e.g. µ ≥ 5 , so that the thresholds (11) with properly selected λ, µ fulfill conditions (4) and (5).
Further we discuss the properties of the estimate f (x 0 ) corresponding to the previously described sets U and V(U ) , U ∈ U and the thresholds t U from (11).
Accuracy of estimation inside a homogeneous region
We begin with the very simple situation when the point of interest x 0 lies inside a homogeneous region A = A m for some m ≤ M . We will see that in such a case the value f (x 0 ) is estimated at the rate n −1/2 up to a logarithmic factor. 
with t * from (7) and
This result is a straightforward corollary of Theorem 3.1. It suffices to note that the window U * coinciding with the square Q D belong to the family U and it is contained in
The condition (U.3) is fulfilled in this situation with ν = 0.5 . 
Accuracy of estimation near an edge
Now we apply Theorem 3.1 to the case when the point of interest x 0 lies near an edge of the corresponding region. We first illustrate the importance of a careful estimation near an edge by the following example.
Example 4.1 Let A be a circle inside the unit square with a radius r > 0 . We do not suppose that the center of this circle is at a grid point. The radius r may be also arbitrary. We set ρ = C/n with some constant C > 1 and consider a band of width ρ near the edge of A . Note that this width is essentially smaller than the grid step δ = n −1/2 , if C is not too large. The Lebesgue measure of this band is about 2π r ρ , so, for the uniform random design, the mean number of design points inside this band would be about 2π rρ n = 2π rC . It can be shown by using the arguments from the theory of continuous fractions, see Hall and Raimondo (1998) Let x 0 belong to a region A m and lie near the edge G with another region A m . We assume also that this edge is regular in the sense that it can be well approximated by a straight line in some small vicinity of the point x 0 .
Without loss of generality we may assume that the edge G can be parametrized in a neighborhood of the point x 0 by the equation x 2 = g(x 1 ) with some differentiable function g and that |g (x 0 1 )| ≤ 1 . (Otherwise another parametrization of the form x 1 = g(x 2 ) is to be used.) Now the image function f can, at least in a neighborhood of the point x 0 , be represented in the form
The distance from x 0 to the edge G of A m can be characterized by the value g(x 0 1 ) − x 0 2 . In the next result we suppose that the edge function g is smooth in the sense that it belongs to the Hölder class Σ(γ, P ) with some parameters γ ∈ (1, 2] and P > 0 . This means that g fulfills the condition
This setup is essentially as in Korostelev and Tsybakov (1993) with the only difference in the assumption of a gridded design and of γ ≤ 2 . Korostelev and Tsybakov (1993) proposed a polynomial approximation of the edge within a vertical strip of the width of order h * = (nP ) −1/(γ+1) around the point of estimation which leads to the optimal estimation rate n −γ/(γ+1) P 1/(γ+1) . It follows from the next theorem that the estimate f (x 0 ) delivers essentially the same quality of estimation. Moreover, our method for this special setup can also be reduced to local approximation of the boundary by a linear function.
We first describe the "ideal" window for this situation. Define d * as the minimal value
. For the ease of exposition we assume an equality in this relation for d = d * , that is,
The square Q d * has the side length d * δ which is of order h * . Let z = g (x 0 1 ) be the slope of the edge near the point of estimation, and let (p, q) be a pair from R d * minimizing the value |z − p/q| over R d * . The next result shows that if the distance g(x 0 1 ) − x 0 2 is sufficiently large (of order n −γ/(γ+1) ) then the smoothness of the edge ensures that the window U * = U d * ,(p,q) belongs to the region A . 
Discussion. The statement of Theorem 4.2 is essentially non-asymptotic, that is, it applies for a fixed image f and a fixed n . However, this result delivers some clear information about dependence of estimation accuracy on n . For our construction, it obviously holds t * ≤ max U t U ≤ C √ log n and condition (12) on K * implies
log n for some fixed constant C . Therefore, if we define the class of images which satisfy the conditions of Theorem 4.2 (that is, the class of images with the structure of a boundary fragment in a vicinity of the point x 0 and with the edge function g from Σ(γ, P ) ) then the proposed procedure provides a reasonable quality of estimation uniformly over this class for all points x 0 which are separated away from the edge with the distance of order ψ γ (n) = (n/ log n) −γ/(γ+1) .
Points lying on the edge or very close to the edge can be misclassified by the procedure.
The width of the "band of insensitivity" around the edge, that is, the minimal distance between the point x 0 and the edge G which is sufficient for estimation of f (x 0 ) with a small estimation error can be regarded as the accuracy of edge estimation. Korostelev and Tsybakov (1993) described the quality of recovering the edge function g which belongs to a Hölder class Σ(γ, 1) , and showed that the optimal rate of edge estimation, being measured in the Hausdorff metric, is (n/log n) −γ/(γ+1) which formally coincides in order with the accuracy delivered by our procedure. Note meanwhile, that Korostelev and Tsybakov (1993) stated their results for γ > 1 only under a random or "jittered" design, see p.92 there. Under the regular (gridded) design, the rate of edge estimation is equal to the grid step δ = n −1/2 , Korostelev and Tsybakov (1993, p.99). We proceed under the equispaced (gridded) design focusing on estimating the value of the image at a grid point.
The gridded structure of the design is essential for our results and the proofs are based on number-theoretical arguments similar to Hall and Raimondo (1998).
The result of Theorem 4.2 delivers some additional information about dependence of the quality of estimation near an edge on the noise level σ , the image contrast b and the orientation of the edge G described by the value z = g (x 0 1 ) .
Accuracy versus noise level and image contrast
It follows from Theorem 4.2 that the image value f (x 0 ) can be recovered with a sufficient precision if the point of interest x 0 is separated from the edge G with the distance of order (n −1 K * P ) −γ/(γ+1) . This expression depends on the noise level σ only through K * which must fulfill K * ≥ Cσ 2 b −2 log n with some constant C , see (12) . We see that when the noise level increases the quality of edge recognition decreases by the factor σ 2γ/(γ+1) .
All this remains valid for dependence of the quality of estimation on the value of image contrast b = max{|a m − a m |, m = m} . The only difference is that this dependence is with another sign: when the contrast increases the quality increases as well, and wise versa. Both these issues are in accordance with the one-dimensional case (Spokoiny 1998) and with similar results for a random design (Mammen and Tsybakov 1995).
Accuracy versus edge orientation
We now discuss a problem which appears only for the regular design. The issue is dependence of the quality of edge estimation on the edge orientation. This orientation is characterized by the edge slope z = g (x 0 1 ) . By inspecting the proof of Theorem 4.2 one can see that the quality of estimation depends critically on the quality of approximation of z by rational numbers with bounded denominators. It follows from the result that the worst case edge orientation leads just to the above indicated quality of estimation near an edge. At the same time, if z is a rational number, z = p/q , with a bounded q , or if z is very close to such a rational number, then a stronger result can be stated. Similar assertions can be found in Hall and Raimondo (1998) or Donoho (1999). 
then
As a corollary of this result we conclude that for an edge with a rational (e.g. with horizontal or vertical) orientation, the band of insensitivity is of order (n −1 log n) γ/2 that approaches n −1 for γ = 2 .
Rate optimality
The next natural question is about the optimality of the previous results on estimation near an edge. The next assertion shows that the accuracy ψ γ (n) = (n/ log n) −γ/(γ+1) cannot be essentially improved uniformly over the class of all boundary fragments.
From Theorem 4.3 we know that some improvement in the accuracy of estimation near an edge is still possible for images with a special edge orientation. We will see that the accuracy delivered by our procedure is at least near optimal in this situation too.
Let some grid point x 0 be fixed and let the underlying image have the structure of a smooth boundary fragment with an edge G determined by a function g = g(x 1 ) from the Hölder ball Σ(γ, 1) with γ ∈ (1, 2] . The function g determines the image function x 2 ) . We use G = G g for the corresponding edge i.e. G = {x : x 2 = g(x 1 )} .
We are interested in the minimal distance between the point x 0 and the edge G which allows for a sufficiently precise estimation of f (x 0 ) if the image function f is of the form f g with g from Σ(γ, 1) .
Theorem 4.4 Let K, D be integers and let z = p/q be an unreducible rational number with 0 ≤ p ≤ q . Let then ψ n stand for
Then there exist a constant κ > 0 depending only on γ and two functions g 0 and g 1
and such that for any estimator f
where c is some positive number depending only on K .
Remark 4.1 If we apply this theorem with a small q , then we get the lower bound for the result of Theorem 4.3. Maximizing ψ n with respect to q leads to the choice q ≈ K −γ/(γ+1) n (γ−1)/(2γ+2) and to the lower bound ψ n ≈ (K/n) γ/(γ+1) coinciding in order with the upper bound from Theorem 4.2.
Implementation, simulation results and applications
This section discusses some numerical properties of the presented method.
Algorithmic complexity
Here we give some hints about the implementation of the proposed method and present an upper bound for its numerical complexity.
Since the method is pointwise, the whole procedure is to be repeated at every design point. Hence, the whole complexity is roughly n times the complexity of the basic one- from R s , define φ = φ p,q = (−p, q) and
Next, compute a family of two dimensional "distribution" functions F φ (t, ρ) and N φ (t, ρ)
It is easy to see that every such function can be computed by O(n) operations, that is, the preprocessing step requires O(r s n) operations. As soon as all these functions have been computed, for every central point x 0 , the mean of observations over every
can be found by a finite number of arithmetic operations: with φ = φ p,q 
Parameter specification
The construction of the sets U and V(U ) depends upon two parameters s and D . These parameters are introduced only to control the complexity of the method and should be sufficiently large while still providing computational feasibility. Our experience indicates that the procedure delivers a reasonable quality of restoration with s ≥ 3 and D ≥ 8 .
The adaptive procedure (more precisely, the test on homogeneity for a particular V ⊂ U ) relies on the thresholds t U , see (3) , which are defined in (11) using two further parameters λ, µ . These parameters are similar to usual wavelet thresholds. In particular, the choice of large λ or µ would lead to oversmoothing of the image and a small value of λ + µ results in keeping too much noise in the restored image. Our theoretical results only require that λ, µ fulfill the conditions (4) and (5) . For a practical data-driven choice some cross-validation technique can be applied. Our experience with different artificial images indicates that the rule λ + µ log (D + 1) ≈ 2.5 leads to a reasonable quality of estimation in almost all cases with µ going to zero as the signal-to-noise ratio decreases.
Simulated results
The simulation results presented in this section are based on an implementation of the biased estimates, in the third case.
We have conducted the same simulation study with different settings of λ and µ , finding a very similar behaviour. Keeping λ+µ log (D) constant we observe slightly better results near the boundaries for small λ and very marginal losses within large regions.
We shortly illustrate the feasibility of the approach using a real life example. 
Conclusions and outlooks
The present paper offers a new approach to image denoising based on the idea of pointwise adaptation. The proposed procedure allows to estimate a wide class of images. It is fully adaptive, that is, no prior information about image structure is required to specify. The results claim near optimal accuracy of the method in the sense of estimation near an edge and inside a large homogeneous region. Reconstruction results for artificial and real images are in agreement with the theory and illustrate the applicability of the method.
Below we list some possibilities to extend the method.
Piecewise smooth images and relations with two-dimensional smoothing
The method we discussed is oriented towards (nearly) piecewise constant images. This assumption can be restrictive for some applications. Similarly to Spokoiny (1998), one can handle piecewise smooth images using a local linear (or polynomial) approximation and show that the resulting procedure provides both a spatially adaptive estimation of the image function and rate optimal edge recovering.
"Thin" objects and nonsmooth edges
Another important structural assumption for our method and results is that the image is composed of large regions with smooth edges. It can be seen from our simulations and applications to real data that the method leads to oversmoothing shape corners on edges and "thin" objects like lines. Note, however, that the general approach is very flexible and the procedure (more precisely, the set of windows) can be adjusted to detecting any specific structure in the image like "thin" objects or breakpoints of boundary curves. The related construction should be, of course, more involved.
Non-Gaussian errors
Our model equation (1) assumes Gaussian errors ε i . Since grey level images are usually coded by integers within a specified range, e.g. between 1 and 256, this assumption can be fulfilled only approximately. However, the assumption of Gaussian errors is reasonable in many real applications, and it is usually confirmed by any model check. Our theoretical results can easily be extended to sub-Gaussian errors satisfying some moment conditions.
Edge estimation and image classification
In many practical applications, image denoising is used only as a preliminary step for further image analysis, e.g. classification or pattern recognition. This would require edge estimation and image classification. Our approach can naturally be used for those purposes simply basing image classifications on the estimated image function. We consider this issue
as an important topic for further researches.
Proofs
In this section we present the proofs of Theorem 3.1 through 4.4.
Proof of Theorem 3.1
We begin with some preliminary results. The idea of the proposed procedure is to select adaptively the largest window among the considered class U which is contained in A .
A necessary property of every such procedure is to accept each window contained in A with a high probability. Our first result shows that the previously described procedure possesses this property.
Lemma 7.1 Let x 0 ∈ A and let U ∈ U be such that U ⊆ A . If (4) is fulfilled then
Proof. Let some U with the property U ⊆ A be fixed and let V ∈ V(U ) . The function f is constant on U and hence on V . Using the model equation (1) we obtain
Obviously we have E f T U,V = 0 . Recall now that the factor σ U,V was defined as the standard deviation of the stochastic term of the difference f V − f U . Hence E f T 2 U,V = 1 . Since T U,V is a linear combination of Gaussian variables ξ i , T U,V itself is Gaussian with zero mean and the unit variance, i.e. standard normal.
U /2} . This and condition (4) allow to bound the probability of rejecting U in the following way
The next statement can be viewed as a complement to Lemma 7.1. We now consider the case of a "bad" window containing two non-intersecting subwindows V 1 and V 2 with different values of the image function f . The result says that such a window will be rejected with a high probability.
Lemma 7.2 Let U ∈ U and let V 1 , V 2 ∈ V(U ) be such that the function f is constant
If
Remark 7.1 In view of the trivial inequalities σ U,V ≤ σN
, condition (18) is fulfilled if
Proof. By definition
Now using the fact that V 1 ∩ V 2 = ∅ , we get the following decomposition, cf. the proof of Lemma 7.1,
where ζ 1,2 is a standard normal random variable. Therefore,
Using the condition of the lemma, we obtain
as required.
We need one more technical result for the situation when a window U from U is not entirely contained in A but there is its subwindow V which is in A .
Lemma 7.3 Let x 0 ∈ A , U ∈ U and let V from V(U ) be such that V ⊆ A . If U,V = 0 , then the difference | f U − f (x 0 )| can be estimated in the following way: for any z ≥ 1
Proof. Let a be the image grey level within A . The event { U,V = 0} means that
is a standard Gaussian random variable, see the proof of Lemma 7.1. This gives
Now we turn directly to the proof of Theorem 3.1. First of all, since U * is contained in A , due to Lemma 7.1 the window U * will be rejected only with a very small probability, namely P f ( U * = 1) ≤ α . This obviously implies
and it suffices to consider only the situation when U * is accepted i.e. U * = 0 .
Let the window U be selected by the procedure. Then U = 0 and, since U * = 0 , by definition of U ,
Next, due to condition (U.2) , there is a subwindow V in U ∩ U * with at least K design points which is contained in A .
Let U = U (U * , A) be the class of all "bad" windows, see (6) . By Lemma 7.2 (see also Remark 7.1) the probability to accept a "bad" window U is very small. More precisely, Lemma 7.2 and condition (5) imply
and arguing as above we reduce our consideration to the case when U is not "bad", that is, U ∈ U = U\U . By condition (U.3) , for each U ∈ U with N U ≥ N U * , there is a V ∈ V(U ) such that V ⊆ U ∩ A and N V ≥ νN U * . We denote this V by V (U ) .
The definition of U ensures that U ,V = 0 and we conclude using Lemma 7.3 with z = t * = max U / ∈U t U and (5)
and the assertion follows.
Proof of Theorem 4.2
The statement of this theorem is a direct application of Theorem 3.1. The main problem is to verify that there is a window U * from U d * which is contained in A . Then automatically
and the assertion follows from Theorem 3.1.
Let z = g (x 0 1 ) . We known that |z| ≤ 1 . To be more definitive, we suppose that 0 ≤ z ≤ 1 . The case of a negative z can be considered in the same way. We denote also
so that ∆d * = 4K * δ , see (14) .
Proof. The smoothness condition g ∈ Σ(γ, P ) implies for all h > 0
for all |t| ≤ h . Now we apply h = δd * and the assertion follows because of
To define the "ideal" window U * , we utilize the following number-theoretical result. Proof. Suppose without loss of generality that z is an irrational number from the interval [0, 1] . Denote by (p k /q k ) k≥1 the sequence of rational numbers which gives the best rational approximation of z , see Khintchine (1949) . It can be defined as a sequence of continued fractions: we begin with r 0 = z −1 and define inductively n k = r k−1 ,
. . ; then p k /q k can be described as the following continued fraction
This approximation has the following properties, Khintchine (1949, Section 3,4):
Given a number d , denote
) and the assertion
follows.
An application of this lemma with z = g (x 0 1 ) and d = d * leads to a pair (p, q) ∈ R d * with |zq − p| ≤ 1/(d * + 1) . We define U * = U d * ,(p,q) , see (9) . The result of the theorem will follow from Theorem 3.1 if we check that U * ⊂ A , that is, U * lies below the curve G . To this end, we have to bound the quantity ρ d,(p,q) . Lemma 7.6 For every d and each (p, q) ∈ R s with |p| ≤ |q| ≤ d , it holds
Proof. It suffices to consider the case with 0 ≤ p ≤ q ≤ d and to show that there exist
There exist at least 2k 0 + 1 grid points on the line 
We also set m k = [d/q k ] and continue as previously until
The grid point X (k, ) = (x 0 1 + q k δ, x 0 2 + p k δ) with = 1, . . . , m k lies inside Q d and it holds p q k − q p k < 0 and that is, x ∈ A and hence, U * ⊂ A .
Since the set A has the structure of a boundary fragment within the square |x − x 0 | ≤ , condition (U.3) for the above U * is clearly fulfilled with ν = 0.5 . Since also N U * ≥ 2(d * ) 2 , an application of Theorem 3.1 leads exactly to the desired statement.
Proof of Theorem 4.3
The proof of this results can be derived along the same line as the proof of Theorem 4.2 and is even simpler. Indeed, we may take the line L passing through x 0 with the angle z = p/q . Then this line passes also through the design points X (k) = (x 0 1 + kq, x 0 2 + kp) for all integer k . The interval between the points X (−K) and X (K) on this line contains at least 2K + 1 design points and therefore the window U d,L with d = Kq is in U . The condition (15) provides that this window is also in A and we end similarly to Theorem 4.2.
Proof of Theorem 4.4
Different methods for obtaining the lower bound results in edge estimation are presented in Korostelev and Tsybakov (1993) . We cannot apply these methods directly since they are developed for a random design and we operate with the regular design. But we follow the same route and we therefore present only a sketch of the proof concentrating on the points specific for our situation. Each function g k determines the boundary fragment A k with the edge G k , A k = {x = (x 1 , x 2 ) : x 2 ≤ g k (x 1 )}, G k = {x = (x 1 , x 2 ) : x 2 = g k (x 1 )}, k = 1, 2.
Set also B = A 2 \A 1 = {x = (x 1 , x 2 ) : g 1 (x 1 ) < x 2 ≤ g 2 (x 1 )}.
Below we make use of the following technical assertion.
Lemma 7.7 The following assertions hold (i) g 1 , g 2 ∈ Σ(γ, 1) and g 1 (x 0 1 ) = g 2 (x 0 1 ) = q/p ;
(ii) |g(x 0 1 ) − x 0 2 | ≥ κh γ for some κ > 0 depending on φ only;
(iii) The number N of design points in the set B is at most 2K − 1 ,
Proof. Assertions (i) and (ii) are obvious. We comment on (iii) .
Let L be the line passing through x 0 with the angle z , i.e. L is described by the equation x 2 − x 0 2 = z(x 1 − x 0 1 ) . We fix two points x − = (x 0 1 − Kqδ, x 0 2 − Kpδ) and x + = (x 0 1 + Kqδ, x 0 2 + Kpδ) on this line. Since h ≤ qKδ , the interval passes exactly through 2K − 1 design points. We intend to show that there are no other design points in B which implies the assertion in view of property (c) of φ .
Let x = (x 1 , x 2 ) be a design point with coordinates (x 0 1 + q δ, x 0 2 + p δ) such that p /q = p/q . To verify that x ∈ B , it suffices to check that |p δ − q δp/q| > |φ h (q δ) − φ h (0)/2|.
Since p /q = p/q , then |p − q p/q| = q −1 |p q − q p| ≥ q −1
and hence |p δ − q δp/q| ≥ δ/q . In view of (b) , we have φ h (x 1 − x 0 1 ) ≤ φ h (0) ≤ h γ and by definition of h we have h γ ≤ δ/q and (iii) follows.
Denote f k (x) = 1(x ∈ A k ) = 1(x 2 > g k (x 1 )) for x = (x 1 , x 2 ) , k = 1, 2 . Note that f 1 (x 0 ) = 0 and f 2 (x 0 ) = 1 . Now for any estimator f (x 0 )
where E k stands for E g k , k = 1, 2 , and Z = dP 2 /dP 1 . It is easy to show that the optimal decision f (x 0 ) for the latter two-point problem is of the form f (x 0 ) = 1(Z ≥ 1) and hence R ≥ E 1 1(Z ≥ 1) = P 1 (Z ≥ 1).
Next, making use of the model equation (1) we get the following representation of the likelihood Z ,
where the sum over B means the sum over design points X i falling in B and the random errors ξ i are normal N (0, σ 2 ) . If we set
then Lemma 7.7, (ii) and (iii) implies that ζ is under P 1 a standard normal random variable and
where Φ is the standard normal cdf and the required assertion follows.
