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El estudio de las nanoestructuras ha contribuido al avance de una ciencia interdisciplinar como es
la nanotecnologı́a. Entre estas, el grafeno se ha destacado en los últimos años por sus interesantes
propiedades, en especial y de nuestro interés es la presencia de los conos de Dirac en la relación de
dispersión electrónica. Este material es considerado parte fundamental en la innovación cientı́fica
y tecnológica del futuro. En el presente trabajo se analizan sistemas con fase cristalográfica similar
a la del grafeno, tales como monocapas hexagonales monoatómicas (Si, Ge) y diatómicas (GaAs,
GaN), mediante un estudio teórico ab initio enmarcado en la Teorı́a del Funcional Densidad (DFT),
implementado en el código SIESTA y en la aproximación de gradiente generalizado (GGA). Se
reporta la estabilidad quı́mica, estructura y el parámetro de red, ası́ como la relación de dispersión
electrónica, la densidad de estados y la distribución de carga. Los resultados muestran la existencia
de conos de Dirac asimetrı́cos lateralmente en los sistemas monoatómicos. Se calcula la velocidad
de fermi para electrones y huecos. Los sistemas diatómicos corresponden a semiconductores con
una brecha de energı́a prohibida indirecta para el GaAs y directa para el GaN.
Palabras clave: Monocapas hexagonales, DFT, pseudopotenciales, SIESTA, GGA.
Abstract
The research on nanostructures has contributed to the development of nanotechnology as a inter-
disciplinary science. Among nanostructures, graphene has become attractive due to its interest-
ing properties. In particularly, the existence of Dirac cones on the electronic dispersion relation.
Graphene is considered as fundamental key for scientific and technological innovation in the future.
In this work, we analyze graphene-like crystal systems, such as monatomic (Si, Ge) and diatomic
(GaAs, GaN) hexagonal monolayers, using an ab initio theoretical approach in the framework of
Density Functional Theory (DFT), into the SIESTA code with the Generalized Gradient Approxi-
mation. We report chemical stability, structure, lattice parameters, electronic dispersion relation,
density of states and electronic charge distribution. Our results show laterally asymmetric Dirac
cones for monoatomic systems. We calculate Fermi-velocity for electrons and holes. Also, we con-
clude that diatomic systems correspond to indirect gap semiconductors in the case of GaAs, and to
a direct one in the case of GaN.
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Introducción
En los últimos años la nanotecnologı́a, como ciencia multidisciplinar, se ha convertido en un cam-
po de gran interés de investigación e innovación, esto se debe a los importantes avances que en
materia de aplicaciones tecnológicas se esperan obtener en el futuro.
El auge de la nanotecnologı́a se debe en principio a que las investigaciones se han centrado en
la construcción y caracterización de una amplia variedad de materiales de baja dimensionalidad
tales como: nanopartı́culas, nanotubos, fullerenos, monocapas hexagonales tanto de tipo orgánico
como inorgánico o mixto, entre otras [1, 2]. En el estudio de estas nanoestructuras se han utilizan-
do técnicas de análisis en microscopı́a de última generación1 y métodos de simulación molecular
que permiten manipular, diseñar y estudiar materiales a escala atómica bajo diferentes condiciones
[3, 4]. Los resultados obtenidos por medio de este “laboratorio virtual” no solo contribuyen al
ámbito puramente académico, sino también a la investigación industrial, porque permite visualizar
el campo de aplicación en el “mundo real”. Lo cual, facilita posiblemente los procesos de fabri-
cación y la optimización de dispositivos construidos a partir de estas nanoestructuras.
En el estudio de las propiedades quı́micas y fı́sicas de estos materiales nanoestructurados se han
encontrado propiedades excepcionales. En 1985 Richard Smalley, Robert Curl, James Heath, Sean
O’Brien de la Universidad de Rice y Harold Kroto de la Universidad de Sussex descubren unas na-
noestructuras conocidas como: buckyballs2, formadas por 60 átomos de carbono (C60) dispuestos
en los vértices de 20 hexágonos y 12 pentágonos, Kroto, Smalley y Curl reciben el premio nobel
en 1996 [5, 6, 7]. Se han investigado otras nanoestructuras de este tipo en diferentes tamaños como
por ejemplo: C20 compuesto de 12 pentágonos [8], C70 con 25 hexágonos y 12 pentágonos, cuya
estructura se asemeja a un balón de rugby. Las buckyballs se consideran estructuras estables, so-
portando temperaturas y presiones muy altas [9, 10, 11].
La molécula C60 es muy electronegativa facilitando ası́ la formación de compuestos con átomos
donadores de electrones. En su estado puro al exponerla a la luz ultravioleta se polimeriza forman-
do enlaces entre las esferas cercanas. Presenta propiedades superconductoras con temperaturas
entre los 10 K y 40 K [12]. También, se han realizado investigaciones con buckyballs dopadas con
otros elementos, por ejemplo, con Cerio (Ce) [13], entre otros [9, 12]. En el campo de las aplica-
1Microscopios utilizados en nanotecnologı́a tales como: AFM Atomic Force Microscope, STM Scanning Tunneling
Microscope, TEAM Transmission Electron Aberration-Corrected Microscope, etc.
2Fullereno esférico. Análogo al balón de fútbol.
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ciones se consideran útiles en la generación de energı́a fotovoltaica [14], en diversos campos de
la medicina [15], en el tratamiento del cáncer [16], en la biologı́a [17], para encapsular átomos y
moléculas como la del agua [18], como lubricantes, dispositivos de grabación, detectores de in-
frarrojos y otras aplicaciones ópticas o electrónicas [19]. Las buckyballs se detectaron por primera
vez en el espacio por un grupo de astrónomos en el 2010, utilizando datos del Telescopio Espacial
Spitzer de la NASA [20].
Otra nanoestructura de gran interés por la comunidad cientı́fica corresponde a los nanotubos de car-
bono. La estructura es de forma cilı́ndrica con diámetros menores a 10 nm y se clasifican en zig-zag,
brazo de silla o quiral [21]. Los primeros reportados son de capa múltiple (MWNT3) descubiertos
por Iijima en 1991 [22] y quién dos años después con su grupo del laboratorio NEC descubren
experimentalmente los nanotubos monocapa (SWNT4) [23], al igual que el grupo de Bethune del
laboratorio de Almaden de IBM. En estas nanoestructuras las propiedades electrónicas dependen
directamente de su estructura geométrica, pueden ser metales o semiconductores dependiendo del
diámetro y quiralidad, parámetros definidos a partir de los ı́ndices (n,m) [21, 24, 25]. Las investiga-
ciones entorno a las propiedades mecánicas y electrónicas de los nanotubos de carbono, establecen
una conductividad térmica más alta que el diamante.
La rigidez, la fuerza y la resistencia superan la de cualquier material actual, entre otras [26]. A nivel
de posibles aplicaciones se encuentra que por su carácter semiconductor o metálico, los nanotubos
de carbono se pueden emplear en nanocircuitos como cables, diodos, transistores o en dispositivos
optoelectrónicos, etc.[27, 28, 29, 30]. También han sido estudiados como sensores quı́micos en el
ámbito biológico y en la detección de contaminantes [31, 32]. Los nanotubos de carbono no son
los únicos investigados. Estos han motivado a buscar nuevas nanoestructuras similares morfológi-
camente pero de tipo inorgánico como los de nitruro de boro (BN) [33], óxido de titanio (TiO2)
[34] entre otros [35] o compuestos de material inorgánico con carbono [36].
Las anteriores nanoestructuras a base de carbono, corresponden a formas alotrópicas adicionales a
las ya conocidas hasta el siglo XX, como eran el diamante y el grafito. Sin embargo, en la estruc-
tura de este último se ocultaba otra forma alotrópica del carbono aún más interesante, el grafeno.
Esta monocapa hexagonal de átomos de carbono fue aislada y manipulada por primera vez en el
año 2004 en la Universidad de Manchester, por Andre Geim y Konstantin Novoselov, además de
estudiar sus propiedades estructurales y electrónicas. Por su trabajo se les otorga el premio nobel
de fı́sica del 2010 [37, 38].
En las investigaciones de este material, se establece la existencia de una alta conductividad térmica
y eléctrica [39], alta elasticidad, dureza y resistencia, considerada 200 veces la del acero [40, 41].
3Siglas en inglés: Multi-wall Nanotubes
4Siglas en inglés: Single-wall Nanotubes
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Actualmente se investiga el grafeno para mejorar la eficiencia de las celdas solares [42, 43]. El
Samsung’s Advanced Institute of Technology investiga el uso del grafeno en el desarrollo de tran-
sistores que pueden superar los lı́mites del silicio convencional, debido a que la movilidad de los
electrones en el grafeno es alrededor de 200 veces mayor que la del silicio, esto lo ubica como un
sustituto potencial [44]. También, se han generado fotodetectores de alta sensibilidad con grafeno,
que podrán ser empleados en sensores de luz, celdas solares, cámaras infrarrojas y en imágenes
biomédicas [45]. Otras aplicaciones se encaminan en la adsorción de sustancias tóxicas [46]. Es
por tanto, considerado el material que posiblemente revolucionará la industria y la tecnologı́a de
nuestra generación.
Por otro lado, las investigaciones realizadas con el grafeno desde el punto teórico y experimental
[47], evidencian un material sin brecha de energı́a prohibida con una caracterı́stica novedosa y no
observada antes en una estructura de bandas electrónica como es la linealidad de las bandas de
conducción y de valencia alrededor del nivel de Fermi y en este caso cerca al punto K. En esta
zona, los electrones se comportan como cuasipartı́culas sin masa, llamados fermiones de Dirac,
que se desplazan a la velocidad efectiva de Fermi Vf ≈ 106 m/s independiente de su vector de onda
[37, 38, 48] . Lo anterior conlleva a cuestionarse si ¿esta interesante propiedad es exclusiva para el
grafeno?.
En la búsqueda de respuestas a esta pregunta, se ha motivado el desarrollo del presente trabajo
explorando las propiedades estructurales y electrónicas de materiales que a través de los años han
tenido una gran diversidad de aplicaciones tecnológicas como son: Si (Silicio), Ge (Germanio),
GaN (Nitruro de galio) y GaAs (Arsenuro de galio), pero ahora en forma de monocapas hexa-
gonales (h-Si, h-Ge, h-GaAs, h-GaN). En la investigación de estos sistemas bidimensionales se
utiliza el formalismo de primeros principios o ab initio en su formulación DFT (Density Func-
tional Theory), implementado en el código SIESTA (Spanish Initiative for Electronic Simulations
with Thousands of Atoms) [49], donde la única información inicial que se requiere para la determi-
nación de las propiedades a analizar son el número y tipo de átomos que componen cada sistema 5,
junto con sus posiciones aproximadas en la estructura y el parámetro de red. En el grupo de inves-
tigación GOIC, este software se ha usado en trabajos relacionados con el estudio del ADN [50, 51].
En el presente trabajo se estudian las propiedades estructurales y electrónicas de monocapas hexag-
onales de C, Si, Ge, GaAs y GaN, cuyo objetivo general es analizar las propiedades estructurales y
electrónicas de monocapas hexagonales de Si, Ge, GaN y GaAs utilizando la teorı́a del funcional
densidad, DFT [52].
Los objetivos especı́ficos planteados para el desarrollo de este trabajo son: i) establecer la red
real, la celda unitaria, la red recı́proca y la primera zona de Brillouin para las monocapas hexa-
5Las monocapas hexagonales corresponden a sistemas periódicos por lo que se requiere conocer únicamente los
átomos de la celda unitaria.
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gonales. ii) Encontrar los pseudopotenciales para el Nitrógeno (N), Silicio (Si), Germanio (Ge),
Galio (Ga) y Arsenuro (As), incluyendo los efectos de polarización de espı́n. iii) Optimizar los
parámetros estructurales de las monocapas hexagonales, determinando la geometrı́a planar u on-
dulada. iv) Obtener la estructura de bandas y la densidad de estados para las diferentes monocapas
hexagonales. v) Calcular las velocidades de Fermi en las relaciones de dispersión lineal, existentes.
El documento se encuentra estructurado en cuatro capı́tulos, en el primero se establecen los fun-
damentos teóricos, especı́ficamente se establece la red real y la red recı́proca para las monocapas
hexagonales y se da una revisión breve de la Teorı́a del Funcional Densidad, ya que la teorı́a misma
no es el objetivo de este trabajo final. En esencia, DFT es un método ab initio enfocado en susti-
tuir la función de onda de muchas partı́culas por la densidad electrónica. La base de este método
está en los dos teoremas de Hohenberg y Kohn. El primero establece una relación biunı́voca entre
el potencial externo y la densidad electrónica de su estado fundamental y en el segundo la densi-
dad del estado fundamental será la que minimice el funcional de la energı́a total [53]. También,
se estudia la contribución al método que hacen Kohn y Sham [54] para evaluar el funcional de
energı́a total. El segundo capı́tulo versa sobre algunos detalles computacionales considerados en
nuestros cálculos. De forma general se explica la generación de pseudopotenciales, el funcional de
intercambio y correlación utilizado en los cálculos y algunas generalidades del código SIESTA;
software empleado en cálculos de estructura electrónica y simulaciones de dinámica molecular sin
necesidad de ajuste a ningún dato experimental, en sistemas tanto periódicos como no periódicos.
Además, emplea algoritmos eficientes que hacen que el costo computacional sea intermedio debido
a que el tiempo de cálculo escala linealmente con el número de átomos del sistema, permitiendo
la simulación de sistemas de gran tamaño (del orden de miles de átomos) [49, 55], dependiendo
de la capacidad de cómputo. El tercer capı́tulo se refiere a los resultados obtenidos con relación
a la estabilidad quı́mica para analizar la geometrı́a, la densidad de carga, la estructura de bandas
de energı́a y la densidad de estados. Estos se comparan con los de otros trabajos bajo esquemas
teóricos y/o computacionales y también resultados experimentales donde es posible hacerlo. Y el
cuarto capı́tulo se exponen las conclusiones de los resultados obtenidos y algunos interrogantes
que nos surgen de los mismos. De los que esperamos en un futuro dar respuesta.
Finalmente, el apoyo a la investigacion y desarrollo de este campo es, por tanto, fundamental para
el avance en las aplicaciones que permitan mejorar la calidad de vida.
La motivación personal para el desarrollo de este trabajo, está dada en dos caminos uno que corres-
ponde a la parte fundamental y el otro a la aplicación, especialmente en la posiblidad de emplear
estas nanoestructuras en la generación de dispositivos 6 que en el futuro permitan recuperar y
preservar nuestro medio ambiente [56].
6De mi gran interés sensores quı́micos o filtros que permitan atrapar y tratar elementos nocivos que generen daños
relevantes a ecosistemas y a la salud de los seres vivos.
1. Fundamentos teóricos
En la investigación de las propiedades fı́sicas de los sistemas de muchas partı́culas, la descrip-
ción del comportamiento estacionario de estos sistemas se determina mediante la solución de la
ecuación de Schrödinger independiente del tiempo, en donde la función de onda del sistema de
N partı́culas dependerá de 4N variables, tres espaciales y una de espı́n. El problema está en solu-
cionarla analı́ticamente ya que es imposible cuando el número de partı́culas del sistema es de
N > 1. Por tal razón, se recurre a aproximaciones de gran interés para los fı́sicos y quı́micos como
son los métodos semiempı́ricos y los de primeros principios.
La Teorı́a del Funcional Densidad, (DFT), es un método ab initio o de primeros principios, la cual
a lo largo del tiempo se ha convertido en el método más efectivo y riguroso en el estado sólido para
el cálculo de la estructura y propiedades electrónicas del estado fundamental de sistemas periódi-
cos y no periódicos de muchas partı́culas [39]. El avance de DFT también se debe al desarrollo
tecnológico en técnicas de procesamiento y almacenamiento requisitos indispensables.
El formalismo teórico en el cual se sustenta el método usado actualmente, tiene su origen a me-
diados de 1964 por Pierre Hohenberg y Walter Kohn[53], quienes establecen dos teoremas que
corresponden a la base de la teorı́a. En el primero demuestran que la energı́a del estado fundamen-
tal es un funcional de la densidad electrónica. En el segundo se cumple el principio variacional:
la densidad del estado fundamental será la que minimice el funcional de la energı́a total, es decir,
la energı́a que se obtiene de una densidad electrónica de prueba no puede ser menor a la energı́a
correcta del estado fundamental del sistema [57]. En esta primera parte de la teorı́a se presenta un
problema: no se conoce la forma completa de este funcional.
Por consiguiente, para evaluar el funcional de energı́a total, en 1965, Walter Kohn y Lu Sham [54]
proponen un método para obtener la densidad electrónica de manera autoconsistente utilizando
una aproximación indirecta: un sistema de electrones no interactuantes cuya densidad es igual a la
del sistema de electrones interactuantes.
Sin embargo, el funcional de intercambio y correlación se calcula por medio de aproximaciones.
De estas se mencionan de manera breve: LDA (local-density approximation), donde se asume que
la densidad es la de un gas de electrones homogéneo no interactuante y GGA (Generalized gradi-
ent approximations) en la que se considera el gradiente de la densidad electrónica [58, 59].
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DFT se ha convertido en uno de los métodos más versátiles, de costo intermedio y sus resultados
concuerdan bastante bien con los obtenidos en la parte experimental. No solo se aplica en la fı́sica
y la quı́mica su aplicación se extiende a otros campos como la bioquı́mica, la geofı́sica, etc.
En este capı́tulo además de tratar algunos aspectos generales del DFT, también se establece la es-
tructura general de las monocapas hexagonales, especificando los vectores de la red real y de la
recı́proca. Adicionalmente, se presentan algunos aspectos relevantes a nivel teórico y experimental
entorno al grafeno.
1.1. Sistema f́ısico
En general las monocapas hexagonales son nanoestructuras bidimensionales de átomos en un ar-
reglo tipo panal de abejas. Esta estructura se determina a partir de su celda primitiva generada
por los vectores unitarios a1 y a2, cuyo ángulo interno es de 60◦ y magnitudes equivalentes a:
|a1|= |a2|=a, donde a =
√











Figura 1.1. Espacio real. Monocapa hexagonal de átomos (1,2). Celda unitaria
definida por los vectores a1,a2. Red de Bravais.
Los vectores unitarios a1 y a2 se pueden escribir de la forma a1 = ax + ay y a2 = ax− ay, donde
ax =
√
3ax̂/2 y ay = aŷ/2 como se muestra en la figura 1.1. Los vectores primitivos (a1,a2) no
forman una base vectorial, como puede ser fácilmente verificado por cálculos directos tales como:
a1 ·a1 = a2 ·a2 = a2 y a1 ·a2 = a2/2. El área de la celda unitaria está dada por: | a1×a2 |=
√
3a2/2.
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La red recı́proca se establece a partir de los vectores unitarios b1 y b2 que se construyen con los
vectores de la red bravais a1 y a2 usando la definición ai · b j = 2πδi j, donde δi j es la delta de
Kronecker. En la red recı́proca b1 = bx +by y b2 = bx−by, con bx = 2π k̂x/(
√









Figura 1.2. Espacio recı́proco. a) Primera zona de Brillouin, b) Puntos de alta
simetrı́a Γ,K,M
Las propiedades electrónicas de las monocapas hexagonales se estudian a partir de la relación de
dispersión electrónica que se obtiene para la primera zona de Brillouin. De esta, se pueden tener
gráficas en 2-D cuando se recorren las lı́neas de alta simetrı́a que conectan los puntos
Γ = (0,0),K = ( 2π√
3a




zona irreducible de Brillouin (triángulo de lı́neas punteadas) figura 1.2b. O si se incluyen todas las
simetrı́as de rotación de la estructura sin reducción a una zona, es decir, si se considera completa
la primera zona de Brillouin figura 1.2a., se generan gráficas en 3-D [21, 60].
1.1.1. Monocapa hexagonal de átomos de carbono. Grafeno.
Durante un largo tiempo se consideró que las formas alotrópicas que existı́an para el carbono eran
el diamante y el grafito. Sin embargo, este último estaba compuesto de una nanoestructura de gran
interés para la comunidad cientı́fica a nivel de nanotecnologı́a, el grafeno. Dicho material corres-
ponde a una monocapa de átomos de carbono distribuidos en un arreglo bidimensional tipo panal
de abejas, cuyo parámetro de red es de a ≈ 2,46Å y de espesor de un átomo de carbono. La es-
tructura se caracteriza por dos tipos de enlace (σ ,π), construidos a partir de los cuatro orbitales de
valencia 2s2px2py2pz. Las propiedades electrónicas son determinadas por el enlace π y el antien-
lace π∗ , mientras que los enlaces σ coplanares dan firmeza y estabilidad quı́mica a la red.
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En la relación de dispersión electrónica del grafeno no existe brecha de energı́a prohibida, lo cual
corresponde a un material semimetal. También, se observa alrededor del nivel de Fermi una in-
tersección de la banda de conducción y de valencia, en este caso cerca al punto K, zona conocida
como punto de Dirac o conos de Dirac figura 1.3.
a. b.
Figura 1.3. a) Relación de dispersión para el grafeno. b) Ampliación del cono de
Dirac. Tomada de [1]
Pero ¿qué sucede cerca de los puntos de Dirac en la relación de dispersión?, se ha observado
una linealidad de la banda de valencia y de conducción dada por E = }v f |k|. Esto implica que
los electrones se comportan como cuasipartı́culas sin masa llamados fermiones de Dirac que se
desplazan a la velocidad de Fermi Vf ≈ 106 m/s independiente de su vector de onda [1, 37, 38].
Por lo tanto, para describir el comportamiento fı́sico de estos electrones es necesario recurrir a la
ecuación de Dirac en 2D dada por [1]
−iv f σ ·∇ψ(r) = Eψ(r) (1.1)
Experimentalmente el grafeno fue aislado por primera vez en el 2004, por medio de exfoliación
mecánica usando como precursor un HOPG (highly oriented pyrolytic graphite) del que se des-
prende el grafeno utilizando una cinta adhesiva. La monocapa se deposita en un lámina de SiO2
con espesor de 300 nm, con el fin de ser visible en un microscopio óptico [37]. También, se pueden
obtener muestras de grafeno por crecimiento epitaxial sobre una superficie aislante (SiC) [61],
deposición por vapor quı́mico (CVD) en superficies de Ni [62] o la descarga de arco del grafito
en condiciones adecuadas. El grafeno ha sido caracterizado por diferentes técnicas de análisis en
microscopı́a de última generación, AFM (atomic force microscopy), TEM (transmission electron
microscopy), STM (scanning tunneling microscopy), XRD ( X-ray diffraction) y espectroscopı́a
Raman.
Desde el punto experimental se ha encontrado que la velocidad de Fermi es aproximadamente
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v f ≈ 1,0×106 m/s [38, 63]. Utilizando ARPES (Angle-resolved photoemission spectroscopy) se
evidencia que el grafeno sobre una capa de SiC no presenta brecha prohibida de energı́a y se aprecia
la relación de dispersión electrónica lineal cerca a los puntos de Dirac, [64]. Sin embargo, en un
segundo experimento se encuentra una brecha prohibida para el grafeno [65], los investigadores
establecen como posible causa para este comportamiento las interacciones con el sustrato . A nivel
de transporte se reporta que la movilidad de los electrones es notablemente alta para temperatura
ambiente de 15,000 cm2V−1s−1 [47] y se han obtenido movilidades de 200,000 cm2V−1s−1 [66]
al realizar las mediciones con grafeno suspendido. También se ha observado el efecto Hall cuántico
anómalo en el grafeno de forma experimental por diversos grupos de investigación [38, 67], trabajo
de gran importancia porque establece la existencia de un sistema de electrones sin masa descrito
por la ecuación de Dirac.
1.2. Ecuación de Schrödinger para sistemas de muchos
electrones
Una visión predominante en el estudio de la estructura electrónica de los sólidos, es considerar el
sistema como un gas de fermiones interactuantes sujeto al potencial generado por los iones 1. Este











































donde las coordenadas de los electrones de valencia son ri,r j y las de los iones son Rα ,Rβ . La
ecuación (1.2) contiene las energı́as cinéticas de los electrones e iones, las interacciones coulom-
bianas electrón-electrón, ion-ion y electrón-ion, respectivamente. En el presente trabajo, se con-
sidera la ecuación de Schrödinger no relativista independiente del tiempo para un sistema de N
partı́culas:
Ĥ|Ψ〉= E|Ψ〉 (1.2)
La primera aproximación para los sistemas que se investigan, consiste en desacoplar en el hamilto-
niano, Ec. (1.2), la parte electrónica de los iones. Esto es posible teniendo en cuenta que los iones,
poseen una masa mayor comparada a la de los electrones, lo cual permite asumir que los tiem-
pos caracterı́sticos de la dinámica iónica son grandes, en comparación con los electrones (aproxi-
mación de Born-Oppenheimer). Por lo tanto, el hamiltoniano Ec. (1.2) se puede escribir como la
1Los iones se establecen en este modelo como el conjunto del núcleo atómico y electrones profundos
2}= 1
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Especı́ficamente en el hamiltoniano electrónico Ĥe, Ec. (1.3) se encuentran tres contribuciones: la
energı́a cinética de los electrones T̂ , la energı́a potencial interna Û (repulsión entre electrones) y la
energı́a potencial externa V̂ generada por la interacción entre los iones y los electrones [68].
1.3. Teoremas de Hohenberg - Kohn
El interés fundamental sobre el sistema de N electrones descrito por el Hamiltoniano (1.3), está en
determinar la energı́a del estado fundamental E para un potencial V̂ :
E = 〈Ψ|Ĥ|Ψ〉
= 〈Ψ|T̂ +Û +V̂ |Ψ〉.
Definiendo
F̂ = T̂ +Û , (1.4)
se obtiene
E = 〈Ψ|F̂ +V̂ |Ψ〉, (1.5)
en donde T̂ y Û son operadores universales, mientras que V̂ depende del sistema en estudio. El

















en donde no se considera la función de onda Ψ(r1, ...,rN) para los N electrones, sino un observable
fı́sico como es la densidad electrónica n(r)[57].
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1.3.1. La enerǵıa como un funcional de la densidad y el principio
variacional
El primer teorema establece una relación biunı́voca entre la densidad electrónica y el potencial
externo n(r)⇔ v(r), es decir, n(r) queda determinada unı́vocamente por v(r) y simétricamente
v(r) es determinada de manera unı́voca por n(r) [53].
Teorema 1. : Es imposible que dos potenciales externos diferentes den lugar a la misma distribu-
ción de densidad n(r) del estado fundamental.
Demostración
El teorema se prueba por reducción al absurdo. En principio se considera para un total de partı́culas
N =
∫
n(r)dr (gas de electrones) dos potenciales externos v(r) y v′(r), con sus correspondientes
Hamiltonianos, estados fundamentales, energı́as y densidades electrónicas, establecidos especı́fi-
camente como:
v : Ψ, E, n(r) v′ : Ψ′, E ′, n′(r)
Ĥ = F̂ +V̂ Ĥ ′ = F̂ +V̂ ′
con Ψ 6= Ψ′, n′(r)≡ n(r), E = 〈Ψ|Ĥ|Ψ〉, E ′ = 〈Ψ′|Ĥ ′|Ψ′〉
en donde el potencial externo v′ difiere de v en más de una constante v′− v 6=C.
Ahora bien, utilizando el principio variacional de Rayleigh Ritz se establece que:
E = 〈Ψ|Ĥ|Ψ〉< 〈Ψ′|Ĥ|Ψ′〉
= 〈Ψ′|Ĥ ′|Ψ′〉+ 〈Ψ′|Ĥ− Ĥ ′|Ψ′〉
= E ′+ 〈Ψ′|V̂ −V̂ ′|Ψ′〉
E < E ′+
∫
(v(r)− v′(r))n′(r)dr (1.7)
De manera similar se obtiene que :
E ′ = 〈Ψ′|Ĥ ′|Ψ′〉< 〈Ψ|Ĥ ′|Ψ〉
= 〈Ψ|Ĥ|Ψ〉+ 〈Ψ|Ĥ ′− Ĥ|Ψ〉
= E + 〈Ψ|V̂ ′−V̂ |Ψ〉
E ′ < E +
∫
(v′(r)− v(r))n(r)dr (1.8)
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Sumando las desigualdades (1.7) y (1.8) se establece que:
E +E ′ < E ′+E +
∫
(v(r)− v′(r))(n′(r)−n(r))dr
E +E ′ < E ′+E (1.9)
El término que corresponde a la integral se anula, ya que inicialmente se ha considerado que
n′(r) ≡ n(r). La desigualdad (1.9) conduce a una contradicción 0 < 0, demostrando ası́ que ca-
da potencial externo se le debe asociar de forma unı́voca una densidad electrónica, es decir, que
potenciales externos diferentes v(r) 6= v′(r) no pueden tener estados fundamentales con la misma
densidad electrónica.
En consecuencia, el potencial externo queda determinado por la densidad electrónica n(r). En-
tonces, esto implica que el estado fundamental asociado con v(r) se identifica especificando n(r),
ası́ que en dicho estado la energı́a E y la función de onda Ψ(r1, ...,rN) se pueden considerar como
funcionales de n(r) [57]:
E = E[n(r)] = 〈Ψ[n(r)]|Ĥ|Ψ[n(r)]〉
= F [n(r)]+V [n(r)]. (1.10)
El funcional F [n(r)] es universal en el sentido que es el mismo para todos los sistemas, cualquiera
que sea su número de electrones, ya que es independiente del potencial externo.
Teorema 2.: La densidad n(r) del estado fundamental será la que minimice el funcional de la en-
ergı́a total, es decir, que la energı́a que se obtiene de una densidad electrónica de prueba n′(r), no
puede ser menor a la energı́a correcta del estado fundamental del sistema.
Demostración
El teorema se prueba utilizando el principio variacional de Rayleigh-Ritz. Se establece que para
un sistema de N partı́culas existe una energı́a correcta E para su estado fundamental Ψ que es la
mı́nima. A este se asocia el estado fundamental Ψ′ con un potencial externo v′(r) 6= v(r) y energı́a
E ′.
Por el principio variacional se establece que:
E[n(r)]≤ 〈Ψ′|Ĥ|Ψ′〉
la igualdad Ψ = Ψ′ se da si y solo si Ĥ = Ĥ ′. Ahora bien, al sustituir Ĥ por Ĥ ′+V̂ −V̂ ′ se obtiene:
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La desigualdad 1.11 establece que el mı́nimo del funcional F̂ [n(r)] +
∫
v(r)n(r)dr se consigue
cuando n(r) es la densidad electrónica del estado fundamental asociada al potencial externo v(r).
La igualdad se cumple si y solo si v(r) = v′(r) en el caso en que las densidades sean iguales
n(r) = n′(r).
1.4. Ecuaciones de Kohn-Sham
Los teoremas de Hohenberg y Kohn establecen que es posible determinar la densidad electrónica
y la energı́a para el estado fundamental de un sistema dado, pero no presentan de forma explı́cita
el funcional universal F [n(r)] dado por la Ec. (1.4). Con el fin de evaluar el funcional de energı́a
total E[n(r)], en 1965 Walter Kohn y Lu Sham proponen un método para obtener la densidad elec-
trónica de manera autoconsistente utilizando una aproximación indirecta: un sistema de electrones
no interactuantes cuya densidad es igual a la del sistema de electrones interactuantes [54].
Es importante recordar que el funcional F [n(r)] = T [n(r)]+U [n(r)] de la Ec. (1.4), corresponde a
la parte no clásica, es decir, es la energı́a cinética y potencial del sistema de N electrones interactu-
antes. Kohn y Sham suponen un sistema de N electrones no interactuantes para el que se establece
un funcional universal F [n(r)] dado por:
F [n(r)] = Ts[n(r)]+ J[n(r)]+Exc[n(r)] (1.12)
El funcional en la Ec. (1.12) se compone de i) la energı́a cinética Ts[n(r)] del sistema de electrones
no interactuantes con densidad electrónica n(r), ii) J[n(r)] la energı́a de interacción electrostática







y iii) la energı́a de intercambio y correlación Exc[n(r)] que corresponde a la diferencia entre el
funcional de la Ec.(1.4) para electrones interactuantes y la energı́a cinética y potencial del sistema
no interacturante, ası́:
Exc[n(r)] = F [n(r)]−Ts[n(r)]− J[n(r)] (1.14)
La energı́a de intercambio y correlación se puede descomponer como Exc = Ex +Ec, donde la
energı́a de intercambio Ex se debe al principio de exclusión de Pauli, ya que dos ferminones idénti-
cos no pueden estar en la misma posición y estado, presentándose una energı́a de repulsión si son
iguales. La energı́a de correlación se compone de Ec = Tc+Uc con Tc = T −Ts y Uc =U−J. Estas
diferencias de energı́as corresponden a las cinéticas y potenciales para electrones interactuantes y
no interactuantes.
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La energı́a electrónica en el esquema de Kohn - Sham se establece como una expresión que reúne
las diferentes contribuciones ya mencionadas, ası́:
E[n(r)] = Ts[n(r)]+ J[n(r)]+Exc[n(r)]+V [v,n] (1.15)
Al disponer de nuevo del principio variacional este establece entonces que el mı́nimo valor de este
funcional de energı́a corresponderá al valor de energı́a del estado fundamental. Por consiguiente,
el funcional de energı́a debe cumplir con la condición de ser estacionario δE = 0 con relación a

































Al realizar las derivadas de los funcionales de la expresión (1.18), se establece un potencial externo
efectivo ve f (r) bajo el cual mueven los electrones del sistema no interactuante dado por:










+ ve f (r) = 0, (1.20)
esta tiene exactamente la forma de la de un sistema de electrones no interactuantes:
δTs[n(r)]
δn(r)
+ v(r) = 0. (1.21)
En conclusión, se establece que el sistema de electrones no interactuantes de Kohn - Sham con un
potencia efectivo ve f (r), ecuación 1.18, tiene la misma densidad electrónica del sistema interac-
tuante.
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Ahora, para calcular la energı́a del estado base del sistema no interactuante se introducen un con-
junto de orbitales φi(r) y energı́as εi de Kohn - Sham, con el fin de solucionar la ecuación de





φi(r)+ ve f (r)φi(r) = εiφi(r) (1.22)
en donde φi(r) y εi son cantidades auxiliares que no corresponden ni a la energı́a ni a las fun-
ciones de onda del sistema de electrones interactuantes, simplemente permiten encontrar n(r) para
el estado fundamental. Los orbitales de KS corresponden al sistema auxiliar de electrones no in-
teractuantes y de manera estricta no poseen significado fı́sico, simplemente permiten calcular la




en donde se consideran todos los estados ocupados y por cada orbital lleno existen dos electrones
de espı́n diferente. La ocupación de estos estados a temperatura cero se da en orden creciente











En las ecuaciones de KS no se ha considerado la densidad electrónica dependiente del espı́n σ , sin
embargo, de los resultados obtenidos se pueden generalizar estableciendo n(r,σ).
Finalmente, para solucionar la ecuación de Kohn-Sham, pero no se tiene conocimiento del poten-
cial efectivo Ve f , esto implica en principio asumir una densidad electrónica de prueba, la cual se
introduce en el diagrama de la figura 1.4 para generar el potencial efectivo Ve f , se da solución a
la ecuación de KS, se obtienen los orbitales de KS para calcular la nueva densidad electrónica. Si
ésta no es igual a la densidad de entrada, entonces el proceso se repite en forma iterativa hasta
establecer dicha igualdad. Al obtener la densidad electrónica se determina entonces la energı́a del
estado fundamental.
En el diagrama de la figura 1.4 se presenta un esquema del flujo para obtener la densidad elec-
trónica en el cual el proceso esta dado ası́:
Inserte la densidad electrónica para producir el potencial efectivo
Solucionar la ecuación de KS
Encontrar los orbitales para calcular la nueva densidad
Repetir el proceso hasta que converge
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Densidad electrónica
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 Solución de la ecuación de Kohn-Sham (KS)  
                      
Calcular densidad electrónica nueva 
Figura 1.4. Diagrama para calcular la densidad electrónica.
1.5. Aproximaciones para el funcional de intercambio y
correlación
La ecuación de Kohn-Sham cuya solución se da por autoconsistencia, ofrece la posibilidad de
recurrir a un sistema de partı́culas no interactuantes (KS) sujetas a un potencial efectivo, para cal-
cular la energı́a y densidad electrónica de un sistema de electrones interactuantes bajo un potencial
externo debido a los iones.
Dentro de los pasos seguidos en la teorı́a, aún existe un término desconocido como es el funcional
de intercambio y correlación. La idea ahora es tratar sobre las dos aproximaciones más empleadas
en DFT como son: la aproximación de densidad local (LDA) 3 y la aproximación de gradiente
3Local Density Aproximation
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generalizado (GGA)4.
1.5.1. La aproximación de densidad local
Es el método más simple para describir la energı́a de intercambio y correlación de un sistema
de electrones, considerando que el valor de dicha energı́a Exc por electrón en un punto r con
densidad electrónica n(r) es equivalente a la energı́a de intercambio y correlación para un sistema
homogéneo de electrones con densidad n(r). El funcional Exc[n(r)] se calcula integrando la energı́a





En LDA se asume que el funcional de energı́a de intercambio y correlación es puramente local,
ignorando en principio correcciones a dicha energı́a en un punto r debido a las inhomogeneidades
en la densidad electrónica.
1.5.2. La aproximación de gradiente generalizado
Es una aproximación donde se considera la densidad electrónica inhomogenea, empleando para
ello gradientes en cada punto (r) permitiendo establecer la variación de la densidad sobre cada
punto. GGA introduce en su fórmula las variaciones de la densidad ası́, el funcional de energı́a de




El problema que se encuentra en la Ec. (1.26) está en determinar la función f . Una de las prop-
uestas dadas en la literatura para esta función es el funcional PBE propuesto por Perdew, Burke
y Ernzerhof en 1996 [69]. De manera general se da una visión de este funcional. Inicialmente, se
separa la energı́a de correlación de la energı́a de intercambio tal que:





Los autores parten con el funcional de correlación en la forma:
EGGAxc [n(r,σ)] =
∫
n(r)[εchom(rs,ζ )+H(rs,ζ , t)] (1.28)
El término rs corresponde al radio de Seitz (n = 3/4πrs3), es el radio de la esfera, para un gas de
electrones homogéneo que contiene exactamente un electrón. ζ = (n↑− n↓/n) es la polarización
4Gradient Generalized Aproximation
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de espı́n relativa, t = |∇n|/2φκsn es un gradiente de densidad adimensional. Aquı́ φ(ζ ) = [(1+
ζ )2/3 +(1− ζ )2/3]/2 es un factor de espı́n-escala y κs =
√
aκF/πa0, corresponde al número de
onda de Fermi del sistema [69].
La función H se esta dada después de cumplir ciertas condiciones:






















con µ = β (π3/3)≈ 0,21951 y κ = 0,804.
2. El método SIESTA
El sistema auxiliar de electrones no interactuantes propuesto por Kohn-Sham [54] permite encon-
trar la densidad electrónica y la energı́a total del estado fundamental. La solución de la ecuación
KS se da de forma autoconsistente. Sin embargo esta requiere de métodos computacionales, que
abarcan una amplia gama de software dentro de los cuales se encuentra el código SIESTA (Spanish
Initiative for Electronic Simulations with Thousands of Atoms) [49]. El software es utilizado por
más de 800 grupos de investigación a nivel mundial y el número de publicaciones utilizando el
código asciende a más de 2000 a la fecha. Además, la calidad de los resultados que se obtienen
empleando el código ha permitido que sus publicaciones se realicen en revistas internacionales
indexadas. Es un software que permite realizar cálculos de estructura electrónica y simulaciones
de dinámica molecular sin necesidad de ajuste a ningún dato experimental. SIESTA emplea al-
goritmos eficientes que hacen que el costo computacional sea intermedio debido a que el tiempo
de cálculo escala linealmente con el número de átomos del sistema, permitiendo la simulación de
sistemas de gran tamaño (del orden de miles de átomos) [55].
SIESTA usa un conjunto de base formado por una combinación lineal de orbitales atómicos local-
izados (LCAO) y la generación de los pseudopotenciales atómicos se realiza por medio del pro-
grama ATOM, incluido en el paquete SIESTA [70]. En la construcción de los pseudopotenciales
de este trabajo se utiliza el esquema de Troullier-Martins (TM) que permite generar pseudopoten-
ciales suaves [71]. En SIESTA empleamos para el cálculo la energı́a de intercambio y correlación
la aproximación de gradiente generalizado (GGA), más concretamente se ha utilizado el funcional
estándar PBE (Perdew-Burke-Ernzerhof) [69]. Por lo anterior, en este capı́tulo se revisarán algunos
aspectos generales del método SIESTA y de construcción de los pseudopotenciales.
2.1. Generalidades del método SIESTA
Este software es libre para la comunidad académica, SIESTA se basa en el método DFT autocon-
sistente cuyo costo computacional escala linealmente con el tamaño del sistema en estudio. Realiza
cálculos de estructura electrónica y dinámica molecular para sólidos y moléculas. Sus principales
caracterı́sticas son [72]:
Los electrones internos y el núcleo se remplazan por pseudopotenciales que conservan la
norma en su forma completamente no local (Kleinman-Bylander) [73].
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Las aproximaciones de densidad local (LDA) o la aproximación de gradiente generalizado
(GGA) de la Teorı́a del Funcional Densidad se emplean para el cálculo de la energı́a de
intercambio y correlación, incluyendo polarización de espı́n.
Los orbitales atómicos numéricos (NAOs 1) localizados (estrictamente confinados) forman
las bases en donde se expanden las funciones propias.
2.2. Pseudopotenciales
Los átomos, moléculas y sólidos son sistemas de muchos electrones que están sujetos a un po-
tencial externo generado por los núcleos atómicos. Si se considera este sistema de forma directa
en la solución de la ecuación de Kohn-Sham se hace imposible. Por tal razón, se divide en dos
grupos el conjunto de electrones del sistema, uno que se compone de los electrones que están
fuertemente ligados al núcleo que no suelen participar en la formación de enlaces con otros áto-
mos considerándosen quı́micamente inertes y el segundo grupo corresponde a los electrones de
valencia responsables de los enlaces quı́micos. Por lo tanto, la interacción electrón-núcleo se susti-
tuye por un potencial adecuado que represente la interacción electrón-ion: el pseudopotencial.
Los electrones internos se reemplazan por los pseudopotenciales generados bajo el esquema de
Troullier-Martins [71] factorizados en la forma no local propuesta por Kleinman-Bylander [73].
La ventaja de utilizar pseudopotenciales a nivel de computo es que ahorra tanto memoria como
tiempo en el cálculo.
Con los pseudopotenciales se busca reproducir en lo posible los estados de valencia de la forma
más precisa, esto es con el fin que sea lo más transferible posible, es decir, que el pseudopotencial
generado para cada tipo de átomo sea capaz de describir los electrones de valencia en diferentes
entornos, ya sea en átomos, moléculas o sólidos. De forma general los pseudopotenciales se con-
struyen estableciendo un lı́mite radial rc que separa la región del ion de la de valencia. Inicialmente,
se resuelve el Hamiltoniano para el átomo aislado en donde se consideran todos los electrones 2,
obteniéndose las funciones de onda que describen a los estados interiores y de valencia, llamare-
mos funciones AE a estas soluciones. El siguiente paso es proponer un pseudopotencial que genere
de forma muy precisa las funciones de onda que describen los estados de valencia AE para radios
mayores a rc. De esta nueva solución se consiguen las pseudofunciones que se emplearan en los
cálculos. Es importante considerar que en las proximidades del núcleo se presentan grandes os-
cilaciones de los orbitales de valencia. Esto desaparece cuando los electrones internos del ion se
remplazan por una pseudofunción de onda que no contiene nodos al interior de rc.
1Siglas en inglés: Numerical Atomic Orbitals










Figura 2.1. Representación esquemática las funciones de onda ΨAE , pseudofun-
ciones ΨPS, potenciales VAE y pseudopotenciales VPS.
El pseudopotencial actúa sobre pseudofunciones de onda suaves que sustituyen las funciones de
onda reales que describen los electrones de valencia con un comportamiento igual más allá de
cierto radio de corte escogido rc, es decir, las pseudofunciones deben ser idénticas a las funciones
AE a partir del radio de corte establecido. Ası́, las pseudodensidades y las densidades reales de






Al considerar la normalización en la expresión 2.1, se establece entonces que la norma se conser-
va. Esto asegura que el potencial electrostático causado por la pseudodensidad y por la densidad
electrónica real son iguales por fuera de la región del ion. Las autoenergı́as deben ser iguales para
la función de onda AE y para la pseudofunción de onda PS [74].
2.2.1. Construcción de pseudopotenciales
En el trabajo realizado con las monocapas hexagonales los pseudopotenciales se generan con el
programa ATOM [70] del paquete SIESTA, bajo el esquema de Troullier-Martins [71]. En prin-
cipio para generar los pseudopotenciales se parte de una serie de configuraciones electrónicas de
las que se escoge la de menor energı́a por medio de cálculos AE. Al establecer la configuración de
mı́nima energı́a, se adicionan los radios asociados al orbital, de tal forma que las pseudofunciones
de onda generadas coincidan con las funciones AE. Los pseudopotenciales se construyen a partir
del potencial total v(r), los valores propios reales εl y las funciones de onda reales de los estados
de valencia ul = rφ(r) que se obtienen a partir del esquema de Troullier-Martins [71]. En ATOM
se realiza los cálculos AE, se construyen y se prueban los pseudopotenciales obtenidos por medio
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de test de transferencia, que consiste en hacer cálculos AE y PS de las autoenergı́as para diferentes
configuraciones de la utilizada para generar el pseudopotencial. Un buen test de transferencia se
da cuando la diferencia entre las energı́as AE y PS de cada configuración no supera 1mRy, lo que
implica que el pseudopotencial generado hace que los pseudoelectrones de valencia reproduzcan
el comportamiento de los reales en diferentes entornos quı́micos.
2.2.2. Base de orbitales atómicos numéricos
SIESTA usa una base formada por la combinación lineal de orbitales atómicos numéricos. El
usuario puede generar sus propias bases considerando el cumplimiento de las siguientes condi-
ciones: i) una función radial multiplicada por armónicos esféricos, ii) cada orbital atómico debe
volverse cero para un radio mayor al de corte elegido por el usuario. En el presente trabajo la base
fue generada directamente por el código para cada monocapa hexagonal.
2.2.3. Relajación de las monocapas hexagonales
El funcional de energı́a total de sistema electrónico depende de las posiciones de los iones. La
solución de la ecuación KS da la energı́a y la densidad electrónica asociadas a las posiciones
de los átomos utilizados en las monocapas hexagonales. Sin embargo, considerando la repulsión
electrostática de los iones, esto implica que la energı́a total calculada no corresponda a la más baja.
Por consiguiente, es importante establecer las posiciones óptimas para los iones que permitan
minimizar la energı́a del sistema.
3. Resultados
De los resultados obtenidos por las investigaciones sobre las propiedades estructurales y elec-
trónicas del grafeno nos condujo a cuestionarnos: ¿existen “nuevos” materiales tipo grafeno es-
tables? y ¿es posible que estos tengan una relación de dispersión lineal similar a la del grafeno?.
Para dar respuesta a estas preguntas exploramos materiales que a través de los años han tenido
una gran diversidad de aplicaciones tecnológicas como son: Si (Silicio), Ge (Germanio), GaN (Ni-
truro de galio) y GaAs (Arsenuro de galio) en forma de monocapas hexagonales, usando para ello
el formalismo de primeros principios o ab initio en su formulación de DFT (Density Functional
Theory) e implementado en el código SIESTA (Spanish Initiative for Electronic Simulations with
Thousands of Atoms).
En particular se analizó la estabilidad quı́mica de estos sistemas, las propiedades estructurales
y eléctricas tales como: la estructura de bandas, la densidad de estados y la densidad de carga.
Adicionalmente se calcula la velocidad de Fermi v f para los casos que lo permiten y se analiza la
estructura geométrica del grafeno con el fin de determinar la rugosidad u ondulación.
3.1. Generación de pseudopotenciales
La generación de los pseudopotenciales para los átomos que forman las monocapas hexagonales de
interés (Si, Ge, GaAs, GaN), es el proceso inicial para la implementación del método SIESTA [49].
En principio se calcula la energı́a total para diferentes configuraciones electrónicas en cada átomo,
con el fin de establecer la de mı́nima energı́a. Esto se realiza por medio de cálculos AE en el pro-
grama ATOM del paquete SIESTA. En la tabla 3.1 se muestran las configuraciones electrónicas
que se utilizan para generar los pseudopotenciales. En estas se especifican los orbitales consider-
ados como profundos, ion y los de valencia separados explı́citamente. En estos últimos el super
ı́ndice representa la población electrónica con espı́n arriba ↑ o abajo ↓. Una caracterı́stica de la
implementación usada y la posibilidad de tener orbitales con llenado parcial.
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Configuraciones - Electrónicas
Elemento Core Valencia Energı́a (Ry)
C 1s2 2s1↑2s1↓2p2↓ -75.59
N 1s2 2s1↑2s1↓2p3↑ -109.07
Si 1s22s22p6 3s1↑3s1↓3p1↑3p1↓ -578.41
Ga 1s22s22p63s23p63d10 4s1↑4s1↓4p0.5↑4p0.5↓ -3849.13
Ge 1s22s22p63s23p63d10 4s1↑4s1↓4p1↑4p1↓ -4153.27
As 1s22s22p63s23p63d10 4s0.5↑4s0.5↓4p2↑4p2↓ -4470.28
Tabla 3.1. Configuraciones electrónicas de mı́nima energı́a empleadas para la gen-
eración de los pseudopotenciales.
El pseudopotencial no es único para cada elemento quı́mico (C, N, Si, Ge, Ga, As), por lo cual, se
optimiza bajo las recomendaciones dadas en el manual de ATOM [70], además se utiliza la aprox-
imación de gradiente generalizado GGA y el funcional PBE para calcular la energı́a de correlación
e intercambio.
Con el fin de optimizar los pseudopotenciales calculamos los radios de corte rc para cada elemento
quı́mico como se muestran en la tabla 3.2.
Orbital
Elemento s p d f
C 1.45 1.45 1.58 1.58
N 1.10 0.71 1.20 1.20
Si 1.49 1.69 1.69 1.69
Ga 2.00 2.66 3.29 3.29
Ge 1.71 2.78 2.78 2.78
As 1.92 2.73 2.73 2.73
Tabla 3.2. Radios de corte rc (a.u.) óptimos empleados en la generación de los
pseudopotenciales.
En la figura 3.1 se presentan las funciones de onda AE y las pseudofunciones de onda para el car-
bono. Encontramos que son iguales más allá del radio de corte rc. En el caso del nivel s coinciden
efectivamente después de rc = 1,45 a.u. y en el nivel p ocurre lo mismo después de un radio de
rc = 1,58 a.u. Por lo tanto, las pseudodensidades y las densidades reales de carga son iguales para
r > rc
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Figura 3.1. Comparación entre las pseudofunciones de onda y las funciones de
onda AE para el carbono.
Por otro lado, para determinar si los pseudopotenciales generados son confiables, ATOM propone
realizar el test de transferencia en cada elemento. Los pseudopotenciales que conservan la nor-
ma garantizan un cierto grado de transferencia. Los resultados de estos se muestran en las tablas
3.4-3.8. EAE es la energı́a mediante el cálculo AE y EPS es la energı́a encontrada usando el pseu-
dopotencial generado. Las diferencias de estas energı́as ∆E = EAE −EPS no superan 1mRy en la
mayorı́a de los test de transferencia, esto implica que los pseudopotenciales generados son confi-
ables.
Con relación a la diferencia de energı́as entre EAE y EPS se puede considerar por ejemplo el test de
transferencia que corresponde al silicio 3.5. En la primera configuración para el nivel 3s↓ su valor
es de -0.845Ry y su correspondiente pseudoenergı́a es -0.845 Ry, la diferencia de estos valores es
de 0 Ry.
Al optimizarse los pseudopotenciales, estos pueden ser empleados en diversos cálculos molecu-
lares y de sólidos de tal forma que el comportamiento del pseudoátomo en diferentes entornos
quı́micos sea muy cercano al del átomo real.
Es de nuestro interés comparar la estructura y propiedades electrónicas de las monocapas hexa-
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Carbono
Configuración EAE (Ry) EPS (Ry)
Valencia 2s↓ 2s↑ 2p↓ 2p↑ 2s↓ 2s↑ 2p↓ 2p↑
2s↓1↑12p↓1↑1 -1.009 -1.009 -0.389 -0.389 -1.015 -1.015 -0.386 -0.386
2s↓1↑12p↓2↑0 -1.075 -0.872 -0.448 -0.265 -1.081 -0.867 -0.448 -0.264
2s↓1↑12p↓0↑2 -0.872 -1.075 -0.265 -0.448 -0.867 -1.081 -0.264 -0.448
2s↓1↑12p↓0,5↑1,5 -0.950 -1.051 -0.336 -0.426 -0.952 -1.058 -0.327 -0.426
2s↓1↑12p↓1,5↑0,5 -1.051 -0.952 -0.426 -0.336 -1.058 -0.952 -0.426 -0.327
Tabla 3.3. Test de transferencia para el Carbono
.
Nitrógeno
Configuración EAE (Ry) EPS (Ry)
Valencia 2s↓ 2s↑ 2p↓ 2p↑ 3s↓ 3s↑ 2s↓ 2s↑ 2p↓ 2p↑ 3s↓ 3s↑
2s↓1↑12p↓3↑0 -1.459 -1.123 -0.610 -0.303 -1.467 -1.115 -0.610 -0.272
2s↓1↑12p↓1↑13s↓1↑0 -1.947 -1.939 -1.086 -1.078 -0.180 -0.097 -1.952 -1.944 -1.077 -1.069 -0.181 -0.098
2s↓1↑12p↓1↑13s↓0,5↑0,5 -1.950 -1.950 -1.089 -1.089 -0.163 -0.163 -1.956 -1.956 -1.080 -1.080 0.163 0.163
2s↓0,5↑0,52p↓1↑13s↓1↑1 -2.512 -2.512 -1.656 -1.656 -0.263 -0.263 -2.516 -2.516 -1.642 -1.642 0.263 0.263
Tabla 3.4. Test de transferencia para el Nitrógeno
.
Silicio
Configuración EAE (Ry) EPS (Ry)
Valencia 3s↓ 3s↑ 3p↓ 3p↑ 3d↓ 3d↑ 3s↓ 3s↑ 3p↓ 3p↑ 3d↓ 3d↑
3s↓0,5↑0,53p↓1,5↑1,5 -0.845 -0.845 -0.343 -0.343 -0.845 -0.845 -0.343 -0.343
3s↓1↑13p↓1,5↑0,5 -0.816 -0.756 -0.324 -0.266 -0.817 -0.755 -0.324 -0.266
3s↓1↑13p↓1↑1 -0.791 -0.791 -0.300 -0.300 -0.791 -0.791 -0.300 -0.300
3s↓0,75↑0,753p↓1,5↑1 -0.833 -0.803 -0.335 -0.307 -0.833 -0.802 -0.336 -0.306
3s↓1↑13p↓0,5↑0,53d↓0,5↑0,5 -1.086 -1.086 -0.557 -0.557 -0.046 -0.046 -1.086 -1.086 -0.557 -0.557 -0.046 -0.046
Tabla 3.5. Test de transferencia para el Silicio
.
Galio
Configuración EAE (Ry) EPS (Ry)
Valencia 4s↓ 4s↑ 4p↓ 4p↑ 4s↓ 4s↑ 4p↓ 4p↑
4s↓0↑04p↓2↑1 -0.804 -0.751 -0.316 -0.263 -0.808 -0.756 -0.317 -0.265
4s↓1↑14p↓0,5↑0,5 -0.640 -0.640 -0.192 -0.192 -0.640 -0.640 -0.192 -0.192
4s↓1↑14p↓1↑0 -0.660 -0.608 -0.213 -0.158 -0.659 -0.609 -0.213 -0.158
4s↓1↑04p↓1↑1 -0.749 -0.679 -0.271 -0.219 -0.751 -0.683 -0.271 -0.220
Tabla 3.6. Test de transferencia para el Galio
.
Germanio
Configuración EAE (Ry) EPS (Ry)
Valencia 4s↓ 4s↑ 4p↓ 4p↑ 4s↓ 4s↑ 4p↓ 4p↑
4s↓0,5↑0,54p↓1,5↑1,5 -0.066 -0.066 -0.024 -0.024 -0.066 -0.066 -0.024 -0.024
4s↓0,5↑0,54p↓2↑1 -0.068 -0.064 -0.026 -0.022 -0.068 -0.063 -0.026 -0.022
4s↓1↑14p↓1↑1 -0.061 -0.061 -0.021 -0.021 -0.061 -0.061 -0.021 -0.021
4s↓1↑04p↓1,5↑1,5 -0.069 -0.063 -0.026 -0.022 -0.069 -0.062 -0.027 -0.022
Tabla 3.7. Test de transferencia para el Germanio
.
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Arsénico
Configuración EAE (Ry) EPS (Ry)
Valencia 4s↓ 4s↑ 4p↓ 4p↑ 5s↓ 5s↑ 4s↓ 4s↑ 4p↓ 4p↑ 5s↓ 5s↑
4s↓1↑14p↓1↑15s↓0,5↑0,5 -1.334 -1.334 -0.642 -0.642 -0.140 -0.140 -1.335 -1.335 -0.642 -0.642 -0.140 -0.140
4s↓0,5↑0,54p↓2↑15s↓0,5↑0,5 -1.426 -1.354 -0.716 -0.651 -0.146 -0.138 -1.422 -1.346 -0.716 -0.647 -0.147 -0.138
4s↓1↑14p↓2↑1 -1.057 -1.001 -0.408 -0.353 -1.060 -1.000 -0.409 -0.353
4s↓0,5↑0,52p↓2↑2 -1.093 -1.093 -0.429 -0.429 -1.093 -1.093 -0.429 -0.429
Tabla 3.8. Test de transferencia para el Arsénico
.
gonales sin y con espı́n. En el caso de no considerar el espı́n, empleamos los pseudopotenciales
de la base de SIESTA cuyos radios de corte se pueden apreciar en la tabla 3.9, calculados en la
aproximación de gradiente generalizado bajo el funcional PBE y el esquema de Troullier-Martins.
Orbital
Elemento s p d f
N 1.10 0.70 1.26 1.20
Si* 1.94 1.42 1.80 1.80
Ga 2.18 2.47 2.59 2.59
Ge* 2.08 1.62 1.79 1.79
As 2.05 2.26 2.21 2.56
Tabla 3.9. Radios de corte rc (a.u.) de los pseudopotenciales de la base de SIESTA.
*Pseudopotenciales sin espı́n generados por nosotros.
3.2. Propiedades estructurales
Después de establecer el pseudopotencial para cada elemento quı́mico, se da paso al proceso de re-
lajación del grafeno por dinámica molecular del paquete SIESTA. Se considera 200 interacciones
por paso, el número de estos fue de 2000, a temperatura de 0K y la tolerancia de fuerza en la
optimización de las coordenadas es de 0.04 eV/Å. El proceso se realiza bajo la aproximación de
gradiente generalizado (GGA) con el funcional PBE.
El interés primordial en el estudio de la estructura de este sistema es encontrar las posiciones ópti-
mas de los iones para minimizar la energı́a en la monocapa hexagonal de átomos de carbono.
En el programa Molekel inicialmente se construye una celda de 32 átomos de carbono. Al estable-
cer las coordenadas de este sistema se procede a incluirlas en el archivo tipo fdf para llevar a cabo




Figura 3.2. Grafeno considerando una celda de 32 átomos de carbono. a) Vista
superior, b) vista horizontal. Coordenada z multiplicada por un factor de 104.
El resultado con relación al grafeno es la presencia de ondulaciones o rugosidades que dan cuen-
ta de la estabilidad quı́mica de este material, en concordancia con el teorema de L. Landau y R.
Peierls quienes demuestran la imposibilidad de la existencia de sistemas bidimensionales perfecta-
mente planos. Esto se debe a la inestabilidad termodinámica generada a partir de las contribuciones
térmicas divergentes, es decir, las fluctuaciones térmicas de los fonones escalan logarı́tmicamente
con relación al tamaño del material en donde divergen en el lı́mite termodinámico. Lo anterior im-
plica un crecimiento sin lı́mites de los desplazamientos atómicos, ası́ las longitudes interatómicas
superan las longitudes de enlace, dando como resultado la no existencia del sistema bidimensional
plano [63, 75, 76, 77].
A continuación en la tabla 3.10 se presentan los valores de longitud de enlace a0 (Å), parámetro
de red a (Å) y tolerancia de fuerza ftol (eVÅ
−1
) para cada monocapa hexagonal y se comparan con
algunos reportados en la literatura en los que no se especifica si se incluyen o no los efectos de
espı́n.
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Monocapa a0 (Å) a (Å) ftol (eVÅ−1) Ref. [78]* Ref. [79]* Ref. [80]*
h-C (ss) 1.419 2.458 0.9×10−3
2.46 2.46
h-C (cs) 1.419 2.458 0.002
h-Si (ss) 2.230 3.860 0.3×10−3
3.83 3.89 3.86
h-Si (cs) 2.230 3.860 0.2×10−3
h-Ge (ss) 2.310 4.001 0.001
3.98 4.13 4.04
h-Ge (cs) 2.310 4.001 0.030
h-GaAs (ss) 2.290 3.966 0.5×10−4
3.97
h-GaAs (cs) 2.287 3.961 0.037
h-GaN (ss) 1.854 3.211 0.039
3.20
h-GaN (cs) 1.852 3.208 0.010
Tabla 3.10. Resultados de los parámetros electrónicos de las monocapas hexago-
nales,sin espı́n (ss) y con espı́n (cs): longitud de enlace a0, constante de red a y
tolerancia de fuerza máxima ftol del orden de 10−4eVÅ
−1. * Parámetros de red
reportados en la literatura en donde no se especifica si se incluyen o no los efectos
de espı́n.
3.3. Densidades de carga
La distribución de la densidad electrónica en el espacio real es de vital importancia en un sólido,
ya que de esta dependen los enlaces quı́micos y su geometrı́a. El equilibrio estructural se da por las
fuerzas de atracción entre los electrones y núcleos, es decir, las interacciones electrostáticas son
las responsables de la cohesión de los sólidos [81].
En las monocapas hexagonales se han establecido las configuraciones electrónicas correpondi-
entes, ahora el interés está en visualizar la distribución de la carga en el espacio real para estos
sistema. Por tal razón, usando el programa Denchar del paquete SIESTA, se construyen las gráfi-
cas de contorno en 2D y 3D con relación a la densidad de carga. Ver figuras 3.3-3.6.
En general de los resultados obtenidos se observan enlaces covalentes homopolares que se pre-
sentan en la unión de átomos de la misma especie como es el caso de la h-C fig.3.3, h-Si fig.3.4
y h-Ge fig.3.5, en donde los electrones compartidos estan simétricamente ubicados para ambos
átomos. Por otro lado, encontramos en la h-GaAs fig.3.6, el enlace es covalente heteropolar que
se caracteriza porque la distribucion de las cargas no es simétrica, existe una mayor densidad de




Figura 3.3. Distribución de la densidad de carga electrónica para el grafeno y con
una variación de ∆n = 0,2eÅ-3. a) Contorno y b) Mapa en relieve. Concentración
electrónica en función de la posición.
En el grafeno se puede observar una distribución de carga electrónica concentrada sobre la lı́nea
que une los iones, debido al enlace covalente homopolar. Cada curva en fig. 3.3a. indica que la
densidad de carga es constante. También, se observa una concentración elevada que aparece a
medio camino en el enlace C-C, como era de esperar dado el carácter covalente homopolar del
mismo ver fig. 3.3b. A medida que se va aproximando al núcleo se observa que la densidad de
carga disminuye presentándose un valle en 0 y una cresta para valores de 1eÅ-3 valor que indica una
alta concentración de carga. Se puede considerar entonces que las concentraciones entre 0,2eÅ-3 ≤
3.3 Densidades de carga 31
n ≤ 0,8eÅ-3 hacen parte del ion. Y las densidades n > 0,8eÅ-3 corresponden a los electrones de
valencia.










Figura 3.4. Distribución de la densidad de carga electrónica para el h-Si con una
variación de ∆n = 0,05eÅ-3. a) Contorno y b) Mapa en relieve. Concentración elec-
trónica en función de la posición.
En la monocapa hexagonal de Si se encuentra que la distribución electrónica con enlace Si-Si cova-
lente homopolar. La fig. 3.4a. muestra que cada contorno da cuenta de una densidad constante (for-
ma). Existe una alta densidad entre los núcleos Si-Si dada por un valor de 0,20eÅ-3 ≤ n≤ 0,25eÅ-3,
que corresponde a las crestas de la fig. 3.4b., la densidad disminuye cuando cerca al núcleo eso se
presenta para valores de n≤ 0,15eÅ-3 que corresponde a la concentración que conforma al ion.
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Figura 3.5. Distribución de la densidad de carga electrónica para el h-Ge con una
variación de ∆n = 0,05eÅ-3. a) Contorno y b) Mapa en relieve. Concentración elec-
trónica en función de la posición.
En la monocapa hexagonal del Ge se observa al igual que en le grafeno y en h-Si que los contornos
dan cuenta de la simetrı́a de la distribución de carga electrónica alrededor de los iones, por lo cual
el enlace es también covalente homopolar fig. 3.5a. La mayor densidad de carga se da en un valor
de 0,25eÅ-3que corresponde a las crestas en la fig. 3.5b., mientras que la menor densidad se da en
0.
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Figura 3.6. Distribución de la densidad de carga electrónica para el h-GaAs con
valores entre 0,05eÅ-3 ≤ n ≤ 0,3eÅ-3 y con una variación de ∆n = 0,05eÅ-3. a)
Contorno y b) Mapa en relieve. Concentración electrónica en función de la posi-
ción.
En la h-GaAs se encuentra una mayor distribución de carga hacia el elemento más electronegativo
que es el As cuyo valor es de 2.18, con una concentración entre 0,20eÅ-3 ≤ n ≤ 0,3eÅ-3, mientras
que la densidad disminuye para n≤ 0,15eÅ-3 alrededor del núcleo del Ga debido a su electronega-
tividad de 1.81, menor a la del As, ver fig. 3.6a. Se visualizan crestas para valores de alta densidad
especı́ficamente tres por hexagono y tres valles que estan relacionados directamente con los val-
ores menores de concentración ver fig. 3.6b. No se aprecia simetrı́a en los enlaces debido a que la
distribución de carga no es uniforme.
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3.4. Estructura de bandas de enerǵıa y densidad de
estados
En general los materiales se puede clasificar en aislante, semiconductor o conductor por su relación
de dispersión electrónica E(k) y por la posición del nivel de Fermi E f . Los materiales que con-
stituyen nuestras monocapas hexagonales, han sido estudiados en su forma tridimensional encon-
trando que son materiales semiconductores, que en el caso del Silicio (Si) y el Germanio (Ge)
presentan una estructura cristalina equivalente a la del diamante con brechas de energı́a prohibida
indirecta con valores de 1.12 eV y 0.67 eV, mientras que para el Arsenuro de galio (GaAs) y el
Nitruro de galio (GaN) su estructura es tipo zinc-blenda con brechas de energı́a prohibida directa
de 1.4 eV y 3.5 eV [82, 83, 81] útiles para la construcción de dispositivos optoelectrónicos.
En el campo de la nanotecnologı́a se han investigado las propiedades electrónicas de las mono-
capas hexagonales de estos materiales, en donde se encuentran algunos resultados contradictorios
como en el caso de la h-GaN, hasta nuestro conocimiento no se especı́fica si se considera el espı́n o
no es sus resultados. A nivel experimental se ha estudiado la h-Si [84, 85] y a nivel teórico se ha us-
ado el método semiempı́rico tight - binding para h-Si [86] o de primeros principios como la Teorı́a
del Funcional de la Densidad (DFT) [78, 87, 88] utilizando la aproximación LDA (local-density
approximation). Igualmente los resultados acerca de la estabilidad del GaN presentan contradic-
ciones [78, 88].
En nuestro estudio de las monocapas hexagonales de Si, Ge, GaAs, GaN y grafeno presentamos a
continuación las relaciones de dispersión electrónicas, las densidades de estados y las velocidades
de Fermi para el grafeno, h-Si y h-Ge.
3.4.1. Monocapas homopolares
En las relaciones de dispersión con y sin espı́n para las monocapas hexagonales de grafeno fig. 3.7
y fig.3.8, h-Si fig. 3.10 y fig. 3.11 y h-Ge fig. 3.13 y fig. 3.14 se encuentra que en las proximidades
del nivel de Fermi, las bandas de conducción y de valencia se intersectan sobre el punto K de la
primera zona de Brillouin. En esta zona se encuentran los conos de Dirac con una caracterı́stica
particular como es la asimetrı́a lateral, que se reporta por primera vez en la literatura especializada
hasta nuestro conocimiento.
A partir de este comportamiento se calculan las velocidades de Fermi para los electrones y los
huecos, en las regiones que comprenden de Γ→ K y M→ K. De la relación de dispersión también
se observa que estos sistemas son materiales semimetálicos, este resultado está acorde con los
reportados en la literatura.
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Figura 3.7. Relación de dispersión y densidad de estados DOS para una monocapa
hexagonal de grafeno sin espı́n.
















Figura 3.8. Relación de dispersión y densidad de estados DOS para una monocapa
hexagonal de grafeno con espı́n.
Los estados por encima del nivel de Fermi E f = 0 constituyen la banda de conducción. En esta
el transporte está dado por los electrones, y para las energı́as negativas que forman la banda de
valencia el transporte está dado por los huecos. Con el fin de conocer los valores de la velocidad de
los electrones y de los huecos decidimos ampliar la zona cercana al punto de Dirac en la relación
de dispersión ver figuras 3.9, en ellas se visualizan que las pendientes de las rectas por cuadrante
no son simétricas. Esto contradice los resultados obtenidos de la relación de dispersión por tight
binding [1]. A nivel experimental se observa una anisotropı́a en las bandas [64]. A partir de esta
situación se puede establecer que las velocidades tanto de electrones como de huecos no es la
misma. Realizamos las regresiones lineales para cada recta con el fin de determinar las velocidades
































Figura 3.9. Conos de Dirac para el grafeno sin espı́n y con espı́n.
Los resultados obtenidos con relación a la velocidad de los electrones y de los huecos se registran
en la tabla 3.11 con su correspondiente ecuación de energı́a en función del vector de onda k Se
electrones huecos
h-C v f (Γ → K) E(k) v f (K→M) E(k) v f (Γ → K) E(k) v f (K→M) E(k)
pb 1.406 −11,833k+19,94 0.998 8,397k−14,056 1.409 11,856k−19,903 0.996 −8,381k+14,062
pbs 1.365 −11,845k+19,330 0.999 8,410k−14,089 1.385 11,651k−19,563 1.076 −9,053k+15,23
Tabla 3.11. Velocidades de fermi Vf para el grafeno del orden de 106m/s y la
relación de dispersión E(k) para cada recta.
encuentra que la v f es mayor para h-C sin espı́n en Γ → K que con espı́n, con diferencias de
0,041m/s para los electrones y 0,024m/s para los huecos. Caso contrario se presenta para la región
K → M en donde las velocidades son mayores para h-C con espı́n, con diferencias de 0,001m/s
para los electrones y 0,08m/s para los huecos. En las monocapas hexagonales de Si y Ge, se exhibe
un comportamiento similar al grafeno con relación a la relación de dispersión electrónica.















Figura 3.10. Relación de dispersión y densidad de estados DOS para una monocapa
hexagonal h-Si sin espı́n.
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Figura 3.11. Relación de dispersión y densidad de estados DOS para una monocapa
hexagonal h-Si con espı́n.
En las figuras 3.10 y 3.10 para h-Si sin y con espı́n, se da una intersección de la banda de conduc-
ción y de valencia sobre el punto K de la primera zona de Brillouin.
Siguiendo el trabajo realizado con el grafeno se aumenta la zona próxima al punto de Dirac para
evaluar la velocidad de los portadores de carga ver fig. 3.12. En las dos gráficas sin y con espı́n se



























Figura 3.12. Conos de Dirac para h-Si sin espı́n y con espı́n.
Por tal razón, calculamos las velocidades de fermi para la monocapa hexagonal de Si. Los resulta-
dos obtenidos se registran en la tabla 3.12. Se mantiene que la velocidad de fermi para electrones
y huecos al igual que en el grafeno sea mayor para h-Si sin espı́n. Salvo para los electrones en
Γ → K que es mayor cuando se considera el espı́n con una diferencia de 0,031m/s.
electrones huecos
h-Si v f (Γ → K) E(k) v f (K→M) E(k) v f (Γ → K) E(k) v f (K→M) E(k)
pb 1.478 −7,915k+8,472 1.078 5,776k−6,156 1.550 8,302k−8,856 1.062 −5,686k+6,066
pbs 1.509 −8,0778k+9,299 0.935 5,007k−5,297 1.533 8,209k−8,758 0.973 −5,208k+5,540
Tabla 3.12. Velocidades de fermi Vf para el h-Si del orden de 106m/s y la relación
de dispersión E(k) para cada recta.
38 3 Resultados















Figura 3.13. Relación de dispersión y densidad de estados DOS para una monocapa
hexagonal h-Ge sin espı́n.















Figura 3.14. Relación de dispersión y densidad de estados DOS para una monocapa
hexagonal h-Ge con espı́n.
En h-Ge al igual que el grafeno y h-Si, también presenta una linealidad cerca del punto de Dirac.



























Figura 3.15. Conos de Dirac para h-Ge sin espı́n y con espı́n.
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Las velocidades resultantes consignadas en la tabla 3.13, muestran que la v f al contrario del h-C y
h-Si es mayor cuando no se considera el espı́n.
electrones huecos
h-Ge v f (Γ → K) E(k) v f (K→M) E(k) v f (Γ → K) E(k) v f (K→M) E(k)
pb 1.644 −8,498k+8,839 1.047 5,259k−5,319 1.569 8,113k−8,264 0.981 −5,071k+5,288
pbs 1.746 −9,027k+9,390 1.197 6,186k−6,296 1.639 8,474k−8,649 1.104 −5,705k+5,943
Tabla 3.13. Velocidades de fermi Vf para el h-Ge del orden de 106m/s y la relación
de dispersión E(k) para cada recta.
De nuestros resultados el interrogante que tenemos es ¿Cómo influye el espı́n en las diferentes
velocidades de fermi para cada monocapa hexagonal? y ¿Por qué las velocidades son diferentes
para h-C, h-Si y h-Ge? son algunos de los interrogantes que nos surgen durante este proceso.
Por otro lado, en la tabla 3.14 se recopilan las velocidades calculadas por diferentes grupos de
investigación para las monocapas hexagonales de Si y Ge.
Monocapa Ref.[78] Ref. [79] Ref.[89] Ref.[86] Ref.[85]
h-Si ≈ 1 0,58 - 0,46 0,1 1,3
h-Ge ≈ 1 0,59 0,69 1,7 8,474−8,649
Tabla 3.14. Tabla de las velocidades de fermi Vf del orden de 106(m/s) en la liter-
atura para el h-Si y h-Ge.
A nivel experimental la velocidad de Fermi Vf para el grafeno es de 1,1x106m/s [38] en el h-Si es
de 1,3x106m/s [85].
De la estructura de bandas de energı́a, además de considerar las velocidades de electrones y huecos,
se puede observar en h-Si y h-Ge que no presentan brecha de energı́a prohibida, comportamiento
similar al grafeno.
La razón entre las velocidades de Fermi en el grafeno en las zonas de Γ→ K y M→ K de 0.709
sin efectos de espı́n y 0.731 incluyéndolos; para los huecos estas relaciones son 0.706 y 0.776,
respectivamente. En el caso del h-Si se obtienen valores para los electrones de 0.729 y 0.619 y
para los huecos 0.685 y 0.634, tanto sin y con efectos de espı́n. De manera similar en el h-Ge las
razones de velocidades son de 0.637 y 0.686 para los electrones y en los huecos de 0.625 y 0.674.
Por otro lado, a cada relación de dispersión electrónica se le asigna su correspondiente densidad de
estados DOS. En en esta la literatura establece la existencia de singularidades de van Hove (vHs 1)
en un material si se cumple que [90, 91]:
1Siglas en inglés: Van Hove singularity
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∇k{Ec(k)−Ev(k)}= 0 (3.1)
en donde se tiene:
∇kEc(k) = ∇kEv(k) = 0 (3.2)
o
∇kEc(k) = ∇kEv(k) 6= 0 (3.3)
esto implica que la velocidad de grupo vg en la banda de valencia y de conducción sean iguales
vgc = vgv . Por lo tanto, se dan dos casos uno en el cual las velocidades sean cero y el otro en donde
tengan un valor constante.
En el caso donde la Vg = 0, existe una tangente horizontal en la curva de dispersión electrónica ver






Figura 3.16. a) Velocidad de grupo vg = 0, tangente horizontal en la curva de dis-
persión. b) Velocidad de grupo vg en función de k.
En el caso en el cual Vg 6= 0, las vHs se establecen para un valor constante, tanto en la velocidad
de la banda de valencia y de conducción ver fig. 3.17.




Figura 3.17. a) Velocidad de grupo vg 6= 0. b) Velocidad de grupo vg en función de
k.
En 1D la densidad de estados D(E) diverge en los puntos crı́ticos, lo cual implica la presencia de
singularidades van Hove [92]. En cambio en sistemas 3D la densidad de estados converge, es de-
cir, no se da la presencia de singularidades en la densidad de estados, esta permanece finita [81, 92].
Pero ¿qué sucede con estas singularidades en los materiales bidimensionales que presentan conos
de Dirac?, se establece entonces la no existencia de las singularidades de van Hove si los conos de
Dirac son perfectos, pero si una discontinuidad en la velocidad de grupo vg. Nuestros resultados
muestran una ausencia de singularidaes de Van Hove en los conos de Dirac para el h-C, h-Si y h-Ge.
3.4.2. Monocapas heteropolares
En la estructura de bandas de energı́a de la monocapa de GaAs sin y con espı́n, encontramos que
es un semiconductor indirecto en ambos casos. Los valores del ancho de banda prohibida sin espı́n
es de Eg ≈ 0,73eV , ver figura 3.18 y con espı́n Eg ≈ 1,31eV , figura 3.19. La monocapa h-GaAs es
un semiconductor indirecto con el máximo de la banda de valencia en el punto K y el mı́nimo de
la banda de conducción en el punto Γ.
42 3 Resultados















Figura 3.18. Relación de dispersión y densidad de estados DOS para una monocapa
hexagonal de GaAs sin espı́n.















Figura 3.19. Relación de dispersión y densidad de estados DOS para una monocapa
hexagonal de GaAs con espı́n.
Para la estructura de bandas de energı́a de la monocapa de GaN, se establece que un es semicon-
ductor directo, con un ancho de banda prohibida sin espı́n de Eg ≈ 2,33eV figura 3.20 y con espı́n
de Eg ≈ 2,45eV , figura 3.21. La monocapa h-GaN es un semiconductor directo en el punto Γ.
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Figura 3.20. Relación de dispersión y densidad de estados DOS para una monocapa
hexagonal de GaN sin espı́n.















Figura 3.21. Relación de dispersión y densidad de estados DOS para una monocapa
hexagonal de GaN con espı́n.
En la tabla 3.15 se comparan los valores del ancho de banda prohibida reportados en la literatura y
los nuestros. Inicialmente se aprecia en el caso de la h-Si un comportamiento semimetálico similar
al grafeno. Sin embargo, existe un resultado de brecha de energı́a de prohibida directa con un valor
de 0,064 eV, mientras comparado con la gran mayorı́a de resultados presentes se ajustan.
En el caso de la h-Ge, en nuestros resultados se reporta un material semimetal, aunque en dos se
ve el reporte de un ancho de banda prohibida diferente de cero.
Monocapa Ref. [78] Ref. [79] Ref. [89] Ref. [86] Ref. [93] Ref. [88] Ref. [94] Aquı́
h-Si Semimetal Semimetal Metal Metal 0.064 directo Semimetal Semimetal
h-Ge Semimetal Metal Metal Eg 6= 0 -0.444 Semimetal Semimetal Semimetal
h-GaN 2.27 No converge 2.41 2.33-2.45 directo
h-GaAs 1.29 2.47 indirecto 1.47 0.73-1.31 indirecto
Tabla 3.15. Valores del ancho de banda de energı́a prohibida en eV.
.
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En la h-GaN en nuestro caso converge y corresponde a un semiconductor directo. El valor para la
brecha de energı́a prohibida es de 2,33 eV sin espı́n y de 2,45 eV con espı́n. Con relación a los
valores reportados difieren los valores menores en en 0,06 eV y para los mayores en 0,04 eV.
Y finalmente, para h-GaAs obtenemos un semiconductor indirecto. El valor para la brecha de
energı́a prohibida es de 0,73 eV sin espı́n y de 1,31 eV con espı́n. Comparando el menor valor
reportado y el nuestro la diferencia es de 0,58 eV y para los mayores la diferencia es de 1,16 eV.
Conclusiones
El presente trabajo es un avance de un largo camino motivado en el conocimiento de las propiedades
fı́sicas y de las aplicaciones tecnológicas de las nanoestructuras en nuestro presente y futuro. A
continuación presentamos las principales conclusiones con relación a los resultados obtenidos en
el transcurso de este.
Se estudian las monocapas hexagonales de grafeno h-C, silicio h-Si, germanio h-Ge, nitruro de
galio h-GaN y arsenuro de galio h-GaAs, consideradas nanoestructuras cuyos átomos se encuen-
tran distribuidos en una configuración tipo panal de abejas.
Usando celdas con varios átomos, en particular con 32 o 50 átomos, para el grafeno observamos
las rugosidades u ondulaciones previamente reportadas en [95]. En el caso del germanio se obser-
van rugosidades equivalentes pero la estructura tipo panal aparentemente presenta dislocaciones.
Resultado que exige una correcta reproducibilidad y una mayor compresión. La monocapas de Si,
requieren una mayor capacidad de cómputo.
En relación con las densidades de carga, el grafeno presenta una hibridación sp2, esto hace que los
átomos de carbono estén fuertemente cohesionados. Los orbitales utilizados en la construcción de
las densidades de carga para cada monocapa hexagonal corresponden a los s y los p [90]. En los
materiales monoatómicos (enlace homopolar) fundamentalmente se da una hibridación sp2, como
es el caso de h-Si y h-Ge con una distribución de carga altamente simétrica en la lı́nea que une
los iones. Si el material es diatómico (enlace heteropolar) se observa una cierta asimetrı́a en la
distribución de carga o polaridad de los enlaces. Este es el caso de h-GaAs presentado una densi-
dad de carga mayor entorno al átomo más electronegativo: As y una menor distribución de carga
electrónica alrededor de Ga.
Por otro lado, de la estructura de bandas de energı́a para cada monocapa hexagonal encontramos
que el h-Si y el h-Ge son semimetales al igual que el grafeno, ya que no presentan ancho de banda
de energı́a prohibida. En el caso de h-GaAs, esta nanoestructura, corresponde a un semiconductor
de brecha de energı́a prohibida indirecta con valores de: 0,733 eV sin espı́n y 1,31 eV con espı́n.
En el caso de h-GaN encontramos un semiconductor directo con valores para el ancho de la banda
prohibida de energı́a de: 2,33 eV sin espı́n y 2,45 eV con espı́n. Nuestro resultado tene una difer-
encia de: 6% y 4% con los reportados [78, 94]. Además, contradice la no convergencia publicada
en [88]. En nuestro caso el h-GaN presenta una estabilidad quı́mica con un parámetro de red de
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3,20(Å).
Al considerar el espı́n en el caso de las monocapas para el h-GaAs y h-GaN se encuentra un ancho
de banda prohibida mayor con relación a las monocapas en donde no se considera el espı́n. Al
compararlas aparece una diferencia de: 12% en el h-GaAs, mientras que en el h-GaN es de 58%,
con relación a los reportados [78, 94]. Es de destacar que los resultados reportados en la literatura
para el h-GaN presentan un amplio espectro y en algunos casos son contradictorios. Los resultados
del presente trabajo puede servir como referencia en estas discrepancias.
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Figura 3.22. Brechas de energı́a para las h-GaAs y h-GaN, con sus correspondi-
entes parámetros de red.
En la fig. 3.22 se observa para el h-GaN cuyo parámetro de red es a = 3,20(Å), valores de bandas
de energı́a prohibidas mayores con relación al h-GaAs con un a = 3,97(Å). Y aumentan en ambos
casos cuando se considera el espı́n.
En la estructura de bandas de energı́a electrónica para el grafeno se reporta una linealidad de las
bandas de energı́a en el punto de Dirac, dando un valor de v f = 1,0×106m/s para los electrones.
Calculamos la relación de dispersión electrónica para esta monocapa y evidentemente obtenemos
dichos puntos de Dirac, salvo que existe una anisotropı́a en esta zona, es decir, la linealidad de las
bandas presentan diferentes pendientes tanto en la zona Γ −→ K como en K −→M. Las veloci-
dades para los electrones y huecos están entre 0,9×106m/s y 1,4×106m/s.
Un comportamiento similar encontramos en las estructuras de bandas de energı́a para el h-Si y
h-Ge, es decir, se observa la presencia de puntos de Dirac con anisotropı́a para la velocidad de
Fermi en esta zona. Las velocidades en la monocapa hexagonal de Si para los electrones y huecos
está entre 0,9× 106m/s y 1,5× 106m/s y en h-Ge los valores están entre 0,9× 106m/s y 1,7×
106m/s.
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Por otro lado, a cada relación de dispersión electrónica se le asigna su correspondiente densidad de
estados DOS. Se establece la existencia de singularidades de van Hove en un material si se cumple
que [90, 91]:
∇k{Ec(k)−Ev(k)}= 0 (3.4)
en donde se tiene:
∇kEc(k) = ∇kEv(k) = 0 (3.5)
o
∇kEc(k) = ∇kEv(k) 6= 0 (3.6)
esto implica que la velocidad de grupo vg en la banda de valencia y de conducción sean iguales
vgc = vgv . Por lo tanto, se dan dos casos uno en el cual las velocidades sean cero y el otro en donde
tengan un valor constante.
En 1D la densidad de estados D(E) diverge en los puntos crı́ticos, lo cual implica la presencia de
singularidades van Hove [92]. En cambio en sistemas 3D la densidad de estados converge, es de-
cir, no se da la presencia de singularidades en la densidad de estados, esta permanece finita [81, 92].
Pero ¿qué sucede con estas singularidades en los materiales bidimensionales que presentan conos
de Dirac?, se establece entonces la no existencia de las singularidades de van Hove si los conos de
Dirac son perfectos, pero si una discontinuidad en la velocidad de grupo vg. Nuestros resultados
muestran una ausencia de singularidaes de Van Hoove en los conos de Dirac para el h-C, h-Si y
h-Ge.
Se implementó el esquema de Troullier-Martins (TM) [71] para generar los pseudopotenciales con
buenos pruebas de transferencia para los átomos de: carbono, nitrógeno, silicio, germanio, galio y
arsénico.
Del programa SIESTA se exploraron diferentes órdenes y subprogramas, permitiendo un dominio
en el cálculo de pseudopotenciales, relajaciones estructurales, energı́a total, densidades de estados
y de carga. El transcurso del desarrollo del presente trabajo permitió al autor adquirir habilidades
para realzar cálculos ab initio en nanoestructuras (monocapas hexagonales y nanotubos).
Resultados parciales del presente trabajo se han sido presentado en el siguiente evento: ICPS 2010
30th International Conference on the Physics of Semiconductors, Seoul, Korea y publicado como:
Electronic Properties of Two-dimensional Hexagonal Systems en AIP Conference Proceedings,
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1399, 169-170, 2011, ver anexo.
El tema desarrollado en el presente trabajo ha generado la búsqueda de otros materiales bidi-
mensionales tipo panal de abeja como el óxido de zinc (ZnO) y el planteamiento de problemas
relacionados como la interacciòn de moléculas orgánicas e inorgánicas con estas hojas bidimen-
sionales. Trabajos producto de esto serán presentados en un futuro cercano en el ICPS 2012 31st
International Conference on the Physics of Semiconductors, Zurich y en el ICSNN 2012 Interna-
tional Conference on Superlattices, Nanostructures and Nanodevices., Dresden, Germany.
Los resultados de este trabajo fueron presentados en la V Escuela de Nanoestructuras y II Congreso
Nacional de Nanotecnologı́a, Valparaı́so, Chile, 2012
A. Anexo: Publicación de resultados.
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Electronic Properties of Two-dimensional Hexagonal Systems
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Abstract. Using the SIESTA code, a linear scalable implementation of first principles methods, we obtain the band
structure, the density of states (DOS) and the energy gap for some graphene-like lattices. We use the Generalized Gradient
Approximation (GGA), a Perdew, Burke, and Ernzerhof (PBE) scheme and non-local generation of the pseudopotentials. Si,
Ge, GaN and GaAs hexagonal monolayer lattices are studied. The Si and Ge monolayers present a semi-metal behavior while
GaAs and GaN monolayers are semiconductors. The dispersion relations for the Si and Ge have a semi-lineal behavior near
to the fermi level.
Keywords: Honeycomb lattices, Electronic properties, DFT, Siesta
PACS: 73.22.-f, 73.22.Pr, 73.61.Ey, 71.15.Mb
INTRODUCTION
In the last years, hexagonal networks have won great im-
portance in the development of the nanoscience and nan-
otechnology. The most studied has been the graphene.
It is an atomic monolayer of carbon in a honeycomb
lattice [1]. Due to the unusual electronic properties of
graphene, other possible materials with similar honey-
comb structure have been studied. In particular, lattices
form by atoms of the IV and III-V groups have attracted
the interests of many researchs [2, 3, 4].
Two questions rise here: Is it possible to obtain a lin-
ear dispersion relation with others materials different to
graphene? Are this materials stable as two-dimensional
crystal?. In order to try to answer these questions, in
this work we explore the stability and the electronic
properties of Si, Ge, GaN and GaAs two-dimensional
systems into an ab inito framework. We use localized
atomic orbital DFT formalism which is implemented in
the SIESTA code.
SYSTEMS
Si, Ge, GaAs and GaN are materials with technological
applications since a lot of years ago. However, recently
they have attracted great interest for the possibility to
grown hexagonal Single Monolayer (h-SL), in similar
form as the graphene. In Fig. 1 are shown the direct
an reciprocal lattices for h-SL. Atom 1 and atom 2 are
equals for monoatomic materials.
METHOD
The SIESTA code is one of most recently formulated ab












FIGURE 1. Top: Crystal lattices (filled line) and Bravais lat-
tice (dashed line) of honeycomb structure. Down: First Bril-
louin zone for h-SL. a0 is the lattice constant.
of atomic orbitals, localized wave functions, as basis that
allow us to analyze non-periodic systems. As a result of
the confinement, eigenenergies of pseudoatomic wave-
functions are increased from the isolated pseudoatomic
values. The difference between them, the energy shift,
provides a single parameter from which basis set can be
generated systematically. Atomic orbitals are constructed
from pseudopotential eigenfunctions with crescent num-
ber of nodes, while polarization wave functions are ob-
tained from the solution of the pseudoatoms inside a po-
larizing electric field.
The first step in a SIESTA calculation is the gener-
ation of the pseudopotentials for each chemical specie
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in the molecule or solid system. In our case, norm con-
serving pseudopotentials are obtained for Si, Ge, N, As
and Ga atoms following the generation scheme proposed
by Hamman et al [6]. Reliability of the pseudopotentials
is checked by means of a transferability test, in which
the eigenenergies of the atoms in several electronic con-
figurations are calculated using the pseudopotential and
the obtained values are compared to the results from all-
electron ab initio calculations for the same set of configu-
rations. If the energy difference is less than 1mRy for ev-
ery configuration, then the pseudopotential is considered
to be reliable. The stability of the honeycomb structures
is studied using a relaxation procedure and it is obtained
when the tolerance of the force is less than 0.04 eV/Å.
RESULTS
After the optimal geometries are achieved, calculations
are performed in order to obtain the dispersion relations
and the DOS for the selected honeycomb lattices. Our re-
sults about the GaAs and GaN band structures, left panel
of figs. 2 and 3, show that both h-SL are semiconduc-
tors. GaAs appears as a indirect semiconductor, with the
maximum of the valence band at K-point and the min-
imum of conduction band at Γ-point. GaN is a Γ-direct
semiconductor.






























FIGURE 2. Dispersion relation and DOS for a hexagonal
monolayer of GaAs




























FIGURE 3. Dispersion relation and DOS for a hexagonal
monolayer of GaN
Ge and Si band structures show that both h-SLs are
semimetals, see left panel of figs. 4 and 5. Also, this
preliminary results show a semi-lineal dispersion relation
around the K point. However, it deserves further work to
obtain a clearly answer.
DOS results are agree with the dispersion relations as
can be observed in the right panels of figs 2 to 5.





























FIGURE 4. Dispersion relation and DOS for a hexagonal
monolayer of Ge






























FIGURE 5. Dispersion relation and DOS for a hexagonal
monolayer of Si
CONCLUSIONS
The SIESTA code had been implement to study h-SLs.
We find a semimetal behavior for the Si and Ge mono-
layer honeycomb lattices. GaN and GaAs present a semi-
conductor characteristic. Si and Ge h-SL have a Dirac
point as its counterpart the graphene. We find a energy
gap of 2.41 eV for GaN and 1.47 eV for GaAs.
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