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1. Introduction 
In this paper, a statistical method is put forward for detecting parallel multiple cracks on plate-type 
structures utilizing measured dynamic responses. By following a model-based crack detection method, 
different classes of models are employed to model the plate with different numbers of cracks. It is clear 
that a more complex model class can fit the measured data better than a simple model class. As a result, if 
one wants to identify the number of cracks by minimizing the discrepancy between the measured and 
model predicted responses, the most complicated class of models will be selected. This result is of course 
misleading. To overcome this problem, the proposed method adopts the Bayesian model class selection 
method (Beck and Yuen 2004) to identify the most plausible class of models based on the set of measured 
dynamic response in order to identify the number of cracks on the plate. All deterministic crack detection 
method aims in pinpointing the crack location and crack depth. Owing to the problem of incomplete 
measurement, measurement noise and modeling error, the solution of crack detection may become non-
unique. There is no tool under the deterministic approach to solve this non-uniqueness problem. The 
proposed method follows the probabilistic approach. Instead of pinpointing the crack parameters, the 
proposed method focuses on the calculation of the posterior PDF of the crack characteristics following the 
Bayesian statistical identification framework (Beck and Katafygiotis 1998; Katafygiotis and Beck 1998) 
to explicitly handle the uncertainties and non-uniqueness problem of the crack detection results. Thus, the 
proposed method not only identifies the crack parameters but also estimates the confidence level of the 
identified results, which are extremely important for engineers to make judgments on remedial works. 
For most of the existing crack detection methods, the measurement at or close to the crack is critical to 
the success of the damage detection process. One of the outstanding advantages of the proposed method is 
that only dynamic measurement at a few points on the plate is required. As a result, the method is 
applicable even when the cracks are obstructed and measurement at or close to the cracks are not 
available. The results of numerical case studies are encouraging showing that the proposed method can 
correctly identify the number of cracks and the corresponding crack parameters. Several factors affecting 
the accuracy of the crack detection are discussed based on the case study results. 
2. Proposed method 
Figure 1(a) shows a rectangular thin plate under a set of dimensionless coordinate system (], K, w)
with CN  part-through cracks being parallel to one edge of the plate, and the plate is divided into 1CN 
regions by these cracks. To simplify the formulation for explanation purpose, the plate is assumed to be 
simply supported at all four edges. The plane dimensions of the plate are a and b in the x and y directions, 
respectively, and the thickness of the plate is H. Note that the plate dimension and thickness are all equal 
to unity under the dimensionless coordinate system. The length of the jth crack are 2 jC , for
1,2, , Cj N  , and the corresponding dimensionless half crack length is /j jc C a . It is assumed 
that the depth of a crack varies along the length of the crack, and the crack shape follows the shape of a 
Gaussian distribution as shown in Figure 1(b) and (c).As a result, a single parameter (i.e., the crack depth 
at its center j[ ) is good enough to quantify the crack extent. The corresponding dimensionless maximum 
crack depth at the crack center is /j jh H[  . The coordinate of the center of the jth crack is ( ,  )j jx y ,
and the corresponding dimensionless coordinate is (]j, Kj), where /j jx a]   and /j jy bK  . In the 
following part of the paper, the crack coordinate means the dimensionless crack coordinate at its center, 
and the crack depth represents the dimensionless maximum crack depth at its center. For the purpose of 
crack detection, the main objective of the proposed method is to calculate the posterior PDF of ]j, Kj, cj,
j[ , for j = 1 to NC.
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Eq. (1) is applicable for a given class of models, and a different model class is required to model a 
plate with different number of cracks. Therefore, the number of cracks must be identified before one can 
calculate the posterior PDF. As shown in Figure 2, the model class j0  is employed to model a plate 
with, in general, j cracks (for 0,1, , Mj N  ), and MN is the maximum number of cracks to be 
considered in the crack detection process. Specially, 00 and 10 corresponds to a plate with no crack 
and one crack, respectively. The jth crack can be described by the four dimensionless parameters, i.e., the 
crack coordinates in x- and y-direction ( j] and jK ), the half length of crack ( jc ), and the crack depth 
( j[ ). It is assumed that the system is classically damped with the same damping ratio for all modes ( D[ ).
The uncertain parameter vector for the class of models with j cracks ( j0 ) can be expressed in a general 
form as 
^ `T1 1 1 1 2 2 2 2 1, , , , , , , , , , , , , ,jj j j j j D Nc c c] K [ ] K [ ] K [ [ u a   (4) 
where 4 1jN j   is the number of uncertain parameters for the model class j0 , which consists of a 
set of model parameter vectors ja in the parameters space 
jN
j R4  . For example, the numbers of 
model parameters for 00 and 10 are 1 and 5, respectively. It is clear that a more complex model class 
with more model parameters can fit a given set of data better than a relatively simple model class with 
less model parameters. As a result, the problem of identifying the number of cracks (or the selection of 
the “best” model class) following a model-based method is not trivial. By following the concept of model 
updating, one may consider carrying out a minimization for each model class (i.e., j0  for 
0,1, , Mj N  ) to minimize the discrepancy between the measured and modeled responses, and “pick 
up” the “optimal” model class as that which can give the best fit to the measurement. However, this result 
will be very misleading because the most complex model class will always be selected. 
2.3. Bayesian model class selection 
To solve this problem, the proposed method follows the Bayesian model class selection method in 
identifying the most plausible model class out of 1MN   prescribed classes of models based on a given 
set of measurement data ' . Based on the Bayes’ theorem, the probability of a class of models 
conditional on the set of measurement data '  can be expressed as (Beck and Yuen 2004) 
      
| , P |
P | , ,    1, 2, , ,
|
j j
j M
p
j N
p
  
' 0 8 0 8
0 ' 8
' 8
 (5) 
where  1/ |p ' 8  is treated as a normalizing constant. 8  expresses the user’s judgment on the initial 
plausibility of the model classes, expressed as a prior probability  P |j0 8 on the model classes j0 ,
for 1,2, , Mj N  , where  1 P | 1M
N
jj 
 ¦ 0 8 . Since it assumed that there is no prior information 
about the number of cracks on the plate, the prior probability  P |j0 8  is taken as1/ MN . The factor 
( | , )jp ' 0 8  is the most important term in Eq. (5), and it is known as the evidence for the model 
class j0  based on the set of measured data ' . Generally, the class of models to be used is the one that 
maximizes the probability  | ,jP 0 ' 8 , i.e., maximizes the evidence  | ,jp ' 0 8 with respect 
to j0 equivalently. When the Bayesian model class selection method is employed to identify the 
number of cracks, j0  alone specifies the probability density function (PDF) for the data ' . Therefore, 
8 is dropped in  | ,jp ' 0 8 hereafter. As mentioned at the end of section 2.1, the posterior PDF of 
ja  for a given set of measured data '  under the globally identifiable cases (Beck and Katafygiotis 
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1998), can be approximated by a Gaussian distribution. Therefore, the evidence ( | )jp ' 0 can be 
asymptotically approximated as (Beck and Yuen 2004; Papadimitriou, Beck and Katafygiotis1997) 
         1/2/2ˆ ˆ ˆ| | , | 2 ,jNj j j j j j jp p p S

| a a H a' 0 ' 0 0  (6) 
where ˆ ja  is the most probable model parameters in model class j0 , and ˆ( )j jH a  is the Hessian 
matrix of    ln | , |j j j jp pª º ¬ ¼a a' 0 0  with respect to ja evaluated at ˆ ja . The calculation of 
the Hessian matrix is performed numerically by using the finite difference method at the optimal point 
ˆ ja . The evidence in Eq. (6) consists of two factors, i.e., the likelihood factor  ˆ| ,j jp a' 0 and the 
Ockham factor      1/ 2/ 2ˆ ˆ| 2 jNj j j jp S

a H a0 . Now, the most plausible model class can be 
selected by identifying the class of models that maximize the probability in Eq. (5), and it is equivalent to 
maximizing the evidence in Eq. (6) under the current assumptions. 
Note that if Eq. (5) is applied directly for identifying the number of cracks, the number of model 
classes to be considered in the identification process, MN , must be defined. It must be pointed out that if 
MN  is too small, the “optimal” model class may not be included in the study. However, if MN  is too 
large, the computational power required is tremendous. Instead of comparing MN  model classes and 
pick up the “optimal” one, the number of cracks is identified by following the computationally efficient 
algorithm (Lam, Ng and Veidt 2007; Lam and Ng 2008; Lam, Ng and Leung 2008) in this study: 
1. Initialize the index 0j  , and calculate the evidence ( | )jp ' 0 for the plate without crack 
( 00 ) by Eq. (3); 
2. Increase the index j by 1, and calculate the evidence for the plate with a single crack ( 10 ); 
3. Compare the evidence of 1( | )jp ' 0  with that of ( | )jp ' 0 . If 1( | )jp  !' 0
( | )jp ' 0 , then 1j0  is the “optimal” model class and the algorithm will stop. Otherwise, the 
algorithm will increase the index j by 1 and repeat this step. 
3. Numerical case studies 
A rectangular aluminum plate is employed to demonstrate and verify the proposed crack detection 
method. The plate is simply supported at all edges, and its dimensions and material properties are 
summarized in Table 1. The plate is excited by an impact hammer, and the system is assumed to be 
classically damped with 1% damping ratio for all modes. Six sensors are distributed on the plate surface 
to measure the time domain responses with a sampling frequency of 2500 Hz. The dimensionless 
coordinates (], K) of the six sensors are (0.2, 0.2), (0.2, 0.8), (0.5, 0.5), (0.8, 0.2), (0.8, 0.5), and (0.8, 0.8). 
Only 0.1 s of data is employed in the crack detection process, i.e., the total number of data points per 
sensor is 251. A 5% root mean square (RMS) Gaussian white noise is added to the calculated acceleration 
responses to simulate the effect of measurement noise. 
Table 1: Dimensions and material properties of the plate used in the case studies 
Properties Values 
Length in x direction (a) 0.3 m 
Length in y direction (b) 0.45 m 
Depth (H) 0.004 m 
Young’s modulus (E) 6.9ǘ1010 Pa 
Mass density (U) 2960 kg/m3
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Table 2: Summary of all cases in this numerical study 
Case
Number of 
cracks (NC)
Number of 
parameters (NJ)
Uncertain parameter vector ja  and corresponding true value 
1 0 1 ^ `0 D[ a = ^ `0.01
2 1 5 ^ `T1 1 1 1 1 5 1, , , , Dc] K [ [ u a = ^ `
T
5 1
0.6,0.4,0.15,0.4,0.01
u
3 1 5 ^ `T1 1 1 1 1 5 1, , , , Dc] K [ [ u a = ^ `
T
5 1
0.6,0.4,0.15,0.2,0.01
u
In this paper, three cases are presented. The sets of model parameters employed in simulating the 
measured responses for all case are summarized in Table 2, in which the second and third columns 
represent the number of cracks and the uncertain parameters for each case, respectively. Case 1 considers 
a plate without crack, and it is adopted to verify the proposed method when there is no crack on the plate. 
The only uncertain parameter in this case is the damping ratio. Cases 2 and 3 are used to test the 
performance of the proposed method when there is only one crack on the plate. The number of the 
uncertain parameters ( jN ) in ja  is 5. Case 2 is basically the same as Case 3 except that the relative 
crack depth in Case 2 is 0.4 while that in Case 3 is only 0.2. By comparing the results of these two cases, 
the effect of crack depth in crack detection can be studied. 
3.1. Identification of the number of cracks 
By the proposed algorithm, the results of model class selection (i.e., the identification of the number of 
cracks) for all cases are summarized in Table 3. Note that the relative evidence in the third column of 
Table 3 is normalized such that the maximum is equal to unity. It is clear from the table that the correct 
number of crack is identified in all cases. 
Table 3: Model class selection results for all cases 
Case Model class Relative Evidence 
Logarithm of the 
Evidence Likelihood factor Ockham factor 
1
M0 1 9083.18 9093.41 -10.23 
M1 3.56ǘ10-8 9066.03 9094.25 -28.22 
2
M0 8.29ǘ10-1062 6619.79 6628.22 -8.43 
M1 1 9063.03 9095.98 -32.96 
M2 2.87ǘ10-6 9050.27 9098.65 -48.38 
3
M0 7.52ǘ10-324 8320.65 8330.37 -9.72 
M1 1 9064.66 9094.82 -30.15 
M2 5.73ǘ10-14 9034.17 9096.18 -62.00 
The likelihood factor is a measure of the fitness between the predicted response for the model class 
and the measured data ' . Therefore, the likelihood factor is always larger for a model classes with more 
uncertainty parameters (i.e., more cracks). Table 3 shows that the penalty term (i.e., the Ockham factor) 
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case. The damping ratio is accurately identified with a COV value of less than 1%. In Case 2, the COV 
values for the half crack length (c1) and crack depth ([1) are much larger than those of the crack 
coordinates. Case 3 is employed to test the performance of the proposed crack detection method when the 
crack is small. Compared with the Case 2, the uncertainties associated with the identification results are in 
general increased. It can be concluded that the crack depth is an important factor affecting the uncertainty 
of the identified results in this case study. The marginal cumulative distributions of the half crack length 
for Cases 2 and 3 are calculated based on the updated PDF, and are shown in Figure 2 for comparison. It 
is clear from Figure 2 that the curve in Case 3 is much flatter than that in Case 2 implying that the 
uncertainty associated with the identified crack half length in Case 3 is higher. As a result, it reinforce the 
conclusion that the uncertainty of c is very sensitive to the crack depth. 
4. Conclusions 
The proposed method addresses a general situation when there are multiple cracks on the plate and the 
number of cracks is not known in advance. With the help of the probability theory, the proposed method 
explicitly handles the uncertainties of the crack detection results. The numerical case study results are 
very encouraging, and the proposed method successfully identifies the crack in all cases. From the case 
study results, it can be concluded that the crack depth is an important factor affecting the accuracy of the 
crack detection results. A reduction in crack depth can result in a significant increase in the uncertainty 
associated with the identified crack parameters. This result is understood as a smaller crack will certainly 
have a relatively smaller effect on the dynamic responses of the cracked plate. Therefore, the crack-
induced changes in dynamic responses will easily be contaminated by measurement noise resulting in a 
higher uncertainty. The proposed method not only detects cracks on a thin plate but also provides a means 
to quantify the uncertainties associated with the crack detection results. This information is valuable for 
engineers to make decision on possible remedial works. 
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