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We study conserved stochastic sandpiles (CSSs), which exhibit an active-absorbing phase transition
upon tuning density ρ. We demonstrate that a broad class of CSSs possesses a remarkable hydro-
dynamic structure: There is an Einstein relation σ2(ρ) = χ(ρ)/D(ρ), which connects bulk-diffusion
coefficient D(ρ), conductivity χ(ρ) and mass-fluctuation, or scaled variance of subsystem mass,
σ2(ρ). Consequently, density large-deviations are governed by an equilibriumlike chemical potential
µ(ρ) ∼ ln a(ρ) where a(ρ) is the activity in the system. Using the above hydrodynamics, we derive
two scaling relations: As ∆ = (ρ− ρc) → 0
+, ρc being the critical density, (i) the mass-fluctuation
σ2(ρ) ∼ ∆1−δ with δ = 0 and (ii) the dynamical exponent z = 2+(β− 1)/ν⊥, expressed in terms of
two static exponents β and ν⊥ for activity a(ρ) ∼ ∆
β and correlation length ξ ∼ ∆−ν⊥ , respectively.
Our results imply that conserved Manna sandpile, a well studied variant of the CSS, belongs to a
distinct universality - not that of directed percolation (DP), which, without any conservation law
as such, does not obey scaling relation (ii).
I. INTRODUCTION
Sandpiles [1, 2] were proposed three decades ago
as paradigmatic models of “self-organized criticality”
(SOC) [3], to explain ubiquitous scale-invariant struc-
tures in nature. Since then, they continued to capture
the imagination of physicists and mathematicians alike
[4, 5]. Indeed, sandpiles, and the SOC, produced a wealth
of results through exact [6, 7], numerical [8–17] and ex-
perimental studies [18, 19]; for reviews, see [20]. Yet,
by and large, they resisted attempts to construct a uni-
fied statistical mechanics framework. In this paper, we
discover, in a broad class of conserved-mass sandpiles, a
remarkable hydrodynamic structure, which could provide
useful insights into large-scale properties of such systems.
Sandpiles are threshold-activated systems of lattice-
gases, with sites having non-negative mass or number of
particles (or height). When the number of particles at a
site crosses a threshold value, the site becomes active and
a fixed number of particles are transferred to its neighbors
via toppling. In the original version of sandpile models
[1], the system is driven by slowly adding particles, while
it relaxes through loss or dissipation of particles at the
boundary. On the other hand, in its conserved (fixed-
energy) version [21], total mass remains constant, with-
out any loss or dissipation. However, local bulk-dynamics
is the same as in the original sandpiles. Interestingly,
upon tuning global density ρ, conserved-mass sandpiles
undergo an active-absorbing phase transition at a critical
density ρc [20–22]. Near criticality, they exhibit scale-
invariant structures - reminiscent of that in the original
version (dissipative) of sandpiles, without conservation
and maintained at criticality through drive and dissipa-
tion [20].
Here we consider only the conserved sandpiles, with
stochastic update rules, which we call conserved stochas-
tic sandpiles (CSSs) [11]. Various static and dynamic
properties of the CSSs have been studied extensively in
the past couple of decades, using simulations [9–13, 16]
as well as continuum field theories [23–26]. However,
particle-transport and density-fluctuations, though at
the heart of the problem, are far less studied [15, 16, 27–
30] and lack general theoretical understanding. Not sur-
prisingly, a long-standing question of universality, fiercely
debated over past several decades, is not yet settled
[2, 14, 24–26, 31–39]. Indeed, it poses a formidable
challenge to deal with the issues analytically, precisely
because such nonequilibrium many-body systems have
nontrivial spatio-temporal correlations; in fact, (quasi-
) steady-state probabilities of microscopic configurations
are not described by the Boltzmann-Gibbs distributions
and are a-priori not known. In this scenario, one usually
resorts to phenomenological field theories, based on sym-
metries and conservation laws, or to simulations. How-
ever, intricacies in simulations make it hard to compare
with the theories available and hence to draw a definitive
conclusion. Thus, it is highly desirable, and quite press-
ing at this stage, to understand large-scale properties of
sandpiles from the underlying microscopic dynamics it-
self.
In this paper, we derive hydrodynamics of a broad class
of conserved stochastic sandpiles. We demonstrate that
these systems, with unbounded state-space, possess a
‘gradient property’ [see Eq. (4)], which we use to uncover
a remarkable thermodynamic structure at large scales,
with far-reaching consequences: There is an equilibrium-
like Einstein relation,
σ2(ρ) =
χ(ρ)
D(ρ)
, (1)
which connects scaled variance
σ2(ρ) = lim
v→∞
(〈m2〉 − 〈m〉2)
v
of particle-number, or mass, m in a subsystem of volume
v, the bulk-diffusion coefficient D(ρ) and the conductiv-
ity χ(ρ). Here, the density-dependent transport coeffi-
cients, bulk diffusion coefficient D(ρ) and conductivity
2χ(ρ), are defined from diffusive and drift currents,
Jdiff = −D(ρ)
∂ρ
∂x
; Jdrfit = χ(ρ)F,
respectively, where ∂ρ/∂x is the spatial gradient in den-
sity and F is a small force applied in a particular direc-
tion. Most crucially, in our theory, the two transport
coefficients D(ρ) and χ(ρ) are related to a macroscopic
observable like the activity a(ρ), which is density of active
sites in the system. Consequently, probability distribu-
tions of subsystem mass is governed by an equilibrium-
like chemical potential µ(ρ), which is also related to the
activity density a(ρ).
We demonstrate our results mainly in the context of
discrete-mass conserved Manna sandpiles (CMSs) with
continuous-time dynamics [11] - a variant of CSSs which
has been studied vigorously in the past; we also extend
our results to several variants of the CMS as well as to a
continuous-mass CSS. For the CMSs, we have strikingly
simple relations between activity a(ρ), bulk-diffusion co-
efficient D(ρ) = a′(ρ), conductivity χ(ρ) = a(ρ), and
chemical potential µ(ρ) = ln a(ρ), leading to an alterna-
tive form of the Einstein relation Eq. (1),
σ2(ρ) =
a(ρ)
a′(ρ)
. (2)
To substantiate our claims, we first directly check the
ER in simulations [see Fig. (1)]. Then using the ER, we
compute the probabilities of density large-deviations, and
the corresponding large deviation functions. In all cases,
we find good agreement between theory and simulations.
The above hydrodynamic structure has important con-
sequences on the critical behavior of CSSs. As ∆ = (ρ−
ρc) → 0
+, with ρc being critical density, we obtain scal-
ing relation (i) where scaled variance σ2(ρ) ∼ (ρ−ρc)
1−δ
with exponent δ = 0; in the special case of a CMS near a
critical point, σ2(ρ) = (ρ − ρc)/β where the proportion-
ality constant is exactly 1/β (see inset of Fig. 1), with β
defined from critical behavior of the activity a(ρ) ∼ ∆β .
We obtain another remarkable scaling relation (ii) where
dynamical exponent z = 2 + (β − 1)/ν⊥ is expressed in
terms of two static exponents β and ν⊥; exponents z
and ν⊥ are defined from critical behaviors of correlation
length ξ ∼ ∆−ν⊥ and relaxation time τr ∼ ξ
z . Indeed,
previous estimates of β, ν⊥ and z in a broad class of the
CSS are in reasonably good agreement with scaling rela-
tion (ii) [see Table 1 in Sec. III]. Exponents β, ν⊥ and
z as in Table 1 for directed percolation (DP) [40, 41],
which have no particle-number conservation as such, vi-
olate scaling relation (ii), implying that the conserved
Manna sandpiles, and presumably the CSSs in general,
belong to a distinct universality, not that of DP.
II. MODELS
A. Conserved Manna sandpiles (CMS)
First we consider conserved Manna sandpiles (CMSs)
with continuous-time dynamics. We define the model,
for simplicity, on a d = 1 dimensional ring of L sites
(the model can be easily generalized to higher dimen-
sions, other dynamical rules and continuous-mass version
of sandpiles as discussed in Secs. II A 7, II A 8 and II B).
In the CMS, a site i is assigned an unbounded integer
variable mi = 0, 1, 2, . . ., called the number of particles
or the mass (such unbounded-mass models are referred
also as unrestricted-height sandpiles). A site i is active if
mi > 1. The continuous-time dynamics, or equivalently
random sequential update (RSU), can be implemented
as follows: A site is chosen at random from a list of Na
number of active sites present in the system and is top-
pled by independently transferring two particles to any
of its nearest neighbors, each with equal probability 1/2;
then, these steps are repeated. For large system sizes,
dynamics with RSU (where 〈Na〉 sites topple per unit
Monte Carlo time) approaches to the continuous-time
dynamics [11]. The total number of particles, or mass,
M =
∑L
i=1mi remains conserved, with density ρ = M/L.
The activity in the system is measured through active-
site density a(ρ) = 〈Na〉/L, which depends on density ρ,
with critical density being ρc ≈ 0.95 [11].
1. Biased conserved Manna sandpiles
As discussed in the introduction, the conductivity,
along with the bulk-diffusion coefficient, plays a crucial
role in characterizing fluctuations in CMSs. To calculate
the conductivity, we define a generalized (biased) version
of a CMS, where there is a constant biasing force ~F , cou-
pled to local particle-number and that accordingly mod-
ifies the particle-hopping rates in the CMS [45–47]. Dur-
ing a toppling in the biased CMS, two particles are trans-
ferred, still independently, but each with unequal proba-
bilities determined according to the transfer-direction of
the particle and the magnitude F of the biasing force field
~F = F xˆ present along xˆ (similar to stochastic dynamics
of a particle of mass m in a gravitational field). So, it is
less likely for a particle to go in the direction opposite to
the biasing force. The stochastic time-evolution of mi(t)
in the infinitesimal time-interval dt can be written as
mi(t+ dt) =


mi(t)− 2 prob. aˆi(c
F
i,0 + c
F
i,+ + c
F
i,−)dt,
mi(t) + 1 prob. aˆi−1c
F
i−1,0dt,
mi(t) + 1 prob. aˆi+1c
F
i+1,0dt,
mi(t) + 2 prob. aˆi−1c
F
i−1,+dt,
mi(t) + 2 prob. aˆi+1c
F
i+1,−dt,
mi(t) prob. [1− Σdt],
(3)
where random variable aˆi = 1 if a site is active and aˆi = 0
otherwise. The modified (biased) particle-hopping rates
3[45–47],
cFi,α = c
F=0
i,α exp

∑
j
∆eij/2

 ,
and Σ = [aˆi(c
F
i,0+ c
F
i,++ c
F
i,−) + aˆi−1c
F
i−1,0+ aˆi+1c
F
i+1,0+
aˆi−1c
F
i−1,+ + aˆi+1c
F
i+1,−]. Here, α ∈ {0,+,−} and the
corresponding modified rates cFi,0, c
F
i,+ and c
F
i,− denote
transfer of one particle to the left and one to the right,
that of both particles to the right and that of both parti-
cles to the left, respectively and ∆eij = ∆mi→jF (j − i)b
is an ‘energy cost’ [45–47] for moving a number ∆mi→j
number of particles from site i to j with b being the lattice
spacing (for simplicity, we take b = 1 throughout). The
case with F = 0 corresponds to the unbiased CMS, which
is of our interest here. Note that the particle-hopping
rates in the unbiased Manna sandpile, which is of our
interest in this paper, are actually given by cF=0i,0 = 1/2,
cF=0i,+ = c
F=0
i,− = 1/4.
2. Hydrodynamics
To calculate conductivity, we expand, as in linear-
response theory, the modified rates in linear order of bi-
asing force F as given below,
cFi,0 = c
F=0
i,0 exp[(F − F )/2] =
1
2
,
cFi,+ = c
F=0
i,+ exp(2F/2) ≃
(1 + F )
4
,
cFi,− = c
F=0
i,− exp(−2F/2) ≃
(1− F )
4
.
Using the dynamical rules as in Eq. (3), the infinitesimal-
time evolution equation for the first moment 〈mi〉 of mass
at site i can be written as
〈mi(t+ dt)〉 = 〈[mi(t)− 2]aˆi〉dt+ 〈[mi(t) + 1]aˆi−1〉
dt
2
+〈[mi(t) + 1]aˆi+1〉
dt
2
+ (1 + F )〈[mi(t) + 2]aˆi−1〉
dt
4
+(1− F )〈[mi(t) + 2]aˆi+1〉
dt
4
+ 〈mi(t)(1 − Σdt)〉.
Simplifying the above equation, we obtain the follow-
ing time-evolution equation for local number-density
〈mi(t)〉 = ρi(t),
∂ρi
∂t
= (ai−1 − 2ai + ai+1) + F
ai−1 − ai+1
2
. (4)
where the local activity 〈aˆi〉 = ai. Note that local diffu-
sive current in Eq. (4) can be expressed as gradient (dis-
crete) of a local observable (ai here), which we call the
‘gradient property’ [46]. As discussed below, the gradi-
ent property helps one to immediately identify the bulk-
diffusion coefficient and conductivity in the CMS.
Now, from a simple physical consideration in a large
system on a macroscopic scale, where density and ac-
tivity fields are slowly varying functions of space and
time, it would be quite reasonable to assume that the
local activity is not independent, but rather “slave” to
the local density. This is because, on the coarse-grained
level where a hydrodynamic theory is valid, the relax-
ation time-scales, within a subsystem, for a conserved
density field (a “slow” variable) and a nonconserved ac-
tivity field (a “fast” variable) are expected to be sepa-
rated and, therefore, local activity should take the value
corresponding to the instantaneous local density. In
other words, we assume here a property that there ex-
ists a local steady-state, where the average of any local
observable g(mi) could be replaced by its steady-state
average 〈g(mi)〉 = 〈g(mi)〉
st
ρi corresponding to the lo-
cal density ρi [42, 45–47]. Here, in our case, writing
g(mi) ≡ aˆi = (1 − δmi,0 − δmi,1), we could express lo-
cal activity as ai = 〈aˆi〉
st
ρi ≡ a[ρi(t)], which is now a
function of only local density ρi(t). It may be noted that
this particular property is somewhat analogous to that
of local equilibrium, where the average of any local ob-
servable on a macroscopic scale is equal to an equilibrium
average, which is calculated w.r.t. the Boltzmann-Gibbs
distribution corresponding to the local value of the den-
sity. However, the average of the local observable, i.e.,
the local activity, should be calculated here in a nonequi-
librium (quasi-) steady state, not in an equilibrium one;
for a nice exposition of the concept of local steady state,
we refer the reader to Refs. [42, 45, 46]. Consequently, af-
ter taking the continuum limit where one rescales space
i → x = i/L (therefore, also rescaling lattice spacing
b → 1/L) and time t → t/L2, Eq. (4) leads to the de-
sired hydrodynamic evolution of the density field ρ(x, t)
at position x and time t as given below,
∂ρ(x, t)
∂t
=
∂2a(ρ)
∂x2
− F
∂a(ρ)
∂x
≡ −
∂J
∂x
. (5)
From the above hydrodynamic evolution Eq. (5), which
is nothing but the continuity equation for locally con-
served mass, the local current J(ρ(x)) = Jdiff + Jdrift
can be immediately constructed through standard pre-
scription: The diffusion current,
Jdiff ≡ −D(ρ)
∂ρ
∂x
,
and the drift current,
Jdrift ≡ χ(ρ)F,
with the density-dependent bulk-diffusion coefficient
D(ρ) and conductivity χ(ρ) can be identified as D(ρ) =
da/dρ ≡ a′(ρ) and χ(ρ) = a(ρ), respectively.
The hydrodynamic structure as derived in Eq. (5) is
the first important result of this paper, and constitutes
the basis of the whole analysis here. Indeed, there are
certain similarities between hydrodynamic equation (5)
and the previously obtained coarse-grained field theories
4[21, 24, 26]. However, there are important differences
too: Eq. (5) here involves only a single field variable, i.e.,
conserved density field ρ(x, t); the activity a[ρ(x, t)], as
explained above, is not treated here as an independent
field variable, rather it evolves through its (nonlinear)
dependence on density field.
A mathematically rigorous proof of the existence of
hydrodynamic limit for interacting-particle systems is a
fundamental problem and, quite remarkably, have been
carried out in the past for several models [42–44]. How-
ever, rigorously establishing hydrodynamic equation (5)
for nontrivial models like sandpiles, for which microscopic
structure is not exactly known, is technically challenging
and presently beyond the scope of this work. Importantly
though, the hydrodynamics as in Eq. (5), and the local
steady-state property used to derive it, can be readily
tested by verifying its remarkable consequences, which
are discussed in the following sections.
3. Macroscopic fluctuation theory (MFT)
Following the prescription of macroscopic fluctuation
theory (MFT) [45, 46], we now use the above hydrody-
namics Eq. (5) to characterize fluctuations, on a coarse-
grained level, in the unbiased system with F = 0 (the ac-
tual CMS), solely in terms of the two density-dependent
transport coefficients - the bulk-diffusion coefficient D(ρ)
and conductivity χ(ρ). To elaborate on this point, we
consider a system, which is divided into ν = L/l large
subsystems of size l ≪ L. Then the joint probability
distribution P [ρˆ1, ρˆ2, . . . , ρˆν ] of the subsystem number-
densities {ρˆα = Mα/l}, with Mα being the particle-
number in the αth subsystem and α ∈ {1, 2, . . . , ν},
can be written as a product of subsystem weight-factors
[48, 49],
P [{ρα}] ≃
∏
α
exp[−{f(ρˆα − f(ρ)− µ(ρ)(ρˆα − ρ)}], (6)
with ρ = M/L being the global density. In a suit-
able coarse-grained limit, the joint distribution can also
be written as P ≃ exp{−H[ρˆ(x)]} where H[ρˆ(x)] =∫
dx[f(ρˆ(x)) − f(ρ) − µ(ρ)(ρˆ(x) − ρ)] with f(ρ) and
µ(ρ) = df/dρ being equilibrium-like free-energy density
and chemical potential, respectively. According to the
MFT, free-energy density f(ρ) can be determined by
solving a Hamilton-Jacobi equation [45, 46],
∫
dx
∂
∂x
(
δH
δρˆ
)
χ(ρˆ)
∂
∂x
(
δH
δρˆ
)
−
∫
dx
δH
δρˆ
∂Jdiff
∂x
= 0,
(7)
implying f ′′(ρ) = (dµ/dρ) = D(ρ)/χ(ρ). Now, as
the product form of joint subsystem mass distribution
P [{ρˆα = Mα/l}] in Eq. (6) implies a fluctuation-
response relation (FR) [48], involving an equilibrium-
like compressibility dρ/dµ and mass fluctuation σ2(ρ) =
liml→∞(〈M
2
α〉 − 〈Mα〉
2)/l,
dρ
dµ
= σ2(ρ), (8)
we arrive at the Einstein relation (ER) as in Eq. (1).
Remarkably, in the unbiased CMS with the biasing force
F = 0, we obtain, using the exact relations D(ρ) = a′(ρ)
and χ(ρ) = a(ρ), an alternative form of the ER, directly
connecting mass fluctuation to activity,
σ2(ρ) =
a(ρ)
a′(ρ)
. (9)
The above relation in Eq. (9) is the second important
result of this paper (for other variants of the CSS, see
Secs. II A 7, II A 8 and II B). By integrating dµ/dρ =
a′(ρ)/a(ρ), obtained from Eqs. (8) and (9), one immedi-
ately has the chemical potential as given below,
µ(ρ) = ln a(ρ) + c, (10)
with c being an arbitrary constant of integration.
In the following, we check the integrated form of the
ER Eq. (9) [or, equivalently, Eq. (1)]. We first calculate
from simulations both the scaled variance σ2(ρ) and the
activity a(ρ) as a function of density ρ. Then we calculate
chemical potential in two ways: µ(ρ) =
∫ ρ
ρ0
1/σ2dρ by
integrating the inverse of the lhs of Eq, (9) and µ(ρ) =∫ ρ
ρ0
a′(ρ)/a(ρ)dρ = [ln a(ρ) − ln a(ρ0)] by integrating the
inverse of the rhs of Eq. (9). In Fig. 1, both the chemical
potentials are plotted as a function of density ρ and, and
as seen in the plot, they are in excellent agreement with
each other, thus verifying the ER for the CMS.
4. Scaling relations
The above hydrodynamic structure has two important
consequences on the near-critical behavior of the CMSs.
(i) Since the chemical potential µ(ρ) = ln a(ρ) + c
as in Eq. (10) and the activity a(ρ) ∼ ∆β as
∆ = (ρ − ρc) → 0
+, we immediately obtain scaling
relation (i) by using Eq. (8) [or alternatively, by using
Eq. (9)]: The scaled variance
σ2(ρ) ≃ Const.∆1−δ
of subsystem-mass near criticality is proportional to (ρ−
ρc), with exponent
δ = 0 (11)
and the proportionality constant is exactly 1/β,
σ2(ρ) = (ρ − ρc)/β. In the inset of Fig. 1, we plot
scaled variance σ2(ρ) of subsystem mass as a function
of (ρ − ρc), which is in quite good agreement with
simulations.
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FIG. 1: Chemical potentials µ(ρ) =
∫ ρ
ρ
0
a′(ρ)/a(ρ)dρ [red
circles; integrating the inverse of the rhs of Eq. (9)] and
µ(ρ) =
∫ ρ
ρ
0
1/σ2(ρ)dρ [magenta squares; integrating the in-
verse of the lhs of Eq. (9)] are plotted as a function of density
ρ. Inset: The scaled variance σ2(ρ) vs. (ρ − ρc), is plotted
(magenta circles) where red line [theory, scaling relation (i)]
represents σ2 = (ρ− ρc)/β, with ρc ≈ 0.95 and β ≈ 0.42 [11].
(ii) We obtain the second scaling relation as fol-
lows. First we note that, in the unbiased CMS, Eq.
(5) with vanishing biasing force (F = 0) leads to the
hydrodynamic evolution equation
∂ρ(x, t)
∂t
=
∂
∂x
[
D(ρ)
∂ρ
∂x
]
.
Now, a simple dimensional analysis would imply the re-
laxation time τr ∼ ξ
2/D ∼ ξ2+(β−1)/ν⊥ where the spatial
correlation length ξ ∼ ∆−ν⊥ and the bulk-diffusion co-
efficient D(ρ) = a′(ρ) ∼ ∆β−1 ∼ ξ(1−β)/ν⊥ , all of them
diverging at criticality. Defining the dynamic exponent
z as τr ∼ ξ
z, we obtain scaling relation (ii),
z = 2 +
(β − 1)
ν⊥
, (12)
where dynamic exponent z is expressed in terms of static
exponents β and ν⊥, reminiscent of similar relations in
equilibrium critical phenomena [50].
5. Density large deviations
We can numerically compute, by integrating the FR
Eq. (8) to obtain µ(ρ) and f(ρ) [51], the probability of
large deviation,
Pv(m) ∼ e
−vh(ρˆ), (13)
where ρˆ = m/v is coarse-grained density defined over
a subsystem of volume v = ld in d dimensions and
the large deviation function (LDF) can be written as
h(ρˆ) = f(ρˆ) − µ(ρ)ρˆ, with ρ being the global density.
However, the LDF has sub-leading corrections, which can
also be obtained here by taking the asymptotic form of
σ2(ρ) ≃ ρ2/η, which is actually the case in the limit of
large density ρ ≫ ρc, with η a model-dependent pro-
portionality constant. This particular asymptotic form
of mass fluctuation is quite expected as the CMS, be-
ing defined in a unbounded state-space, behaves some-
what like a ‘Bose gas’, with repulsive interactions. This
form of σ2(ρ) then implies Legendre-Fenchel transform
λv(κ) = infρ[f(ρ) − κρ] of free energy density f(ρ), to
have an expression λv(κ) ≃ const.−vη lnκ, which is valid
for small κ or, equivalently, for large subsystem mass m.
Consequently, to leading order of m and v, we obtain
f(ρˆ) ≃ v[η ln(ρˆ) − lnm/v], implying a sub-leading cor-
rection to the leading-order term η ln(ρˆ). In other words,
we have Pv(m) ≃ const. exp[−vh(ρˆ)]/m with a 1/m cor-
rection at large m, which means that the large-mass be-
havior of Pv(m), even at lower densities, is essentially
determined by the large-density behavior of mass fluctu-
ations σ2(ρ).
In Fig. 2, for CMS in d = 1 dimension, we plot the
subsystem mass-distributions Pv(m) as a function of sub-
system mass m for various densities ρ = 0.99, 1.5, 2.0 and
2.5. Simulations (points) are in reasonably good agree-
ment, especially at larger densities, with theoretically ob-
tained subsystem mass distributions (lines); the small
deviations observed are presumably due to the finite size
effects, which come into play near criticality.
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FIG. 2: Probability Pv(m) ≃ const. exp[−vh(ρˆ)]/m of large
deviation in subsystem mass m, with the LDF h(ρˆ) = f(ρˆ)−
µ(ρ)ρˆ computed exactly by numerically integrating Eq. (8),
is plotted as a function of m for densities ρ = 0.99 (green
triangles), 1.5 (red squares), 2.0 (blue circles) and 2.5 (black
diamonds). Points - simulations, lines - theory.
66. Comparison with mean-field theory
To stress that the above hydrodynamic theory indeed
captures nontrivial correlations present in the systems,
here we perform a mean-field analysis, which ignores spa-
tial correlations, and then we compare the mean-field re-
sults with that obtained using our hydrodynamic theory.
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FIG. 3: Top panel: Chemical potential µ(ρ) is ob-
tained through µ(ρ) =
∫ ρ
ρ0
1/σ2dρ (simulations), µ(ρ) =
∫ ρ
ρ0
D(ρ)/χ(ρ)dρ and µ(ρ) =
∫ ρ
ρ0
1/σ2dρ [mean-field σ2, some-
what improved though, from Eq. 16 by estimating p(ρ) from
simulations]. Bottom panel: We compare subsystem mass
distributions Pv(m) obtained from simulations and hydrody-
namic theory to that obtained from the mean-field theory
(here, density value ρ = 2.5 is used). Simulations - red cir-
cles, mean field theory - black dotted lines, hydrodynamic
theory - violet lines. Clearly, hydrodynamic theory captures
the simulation results remarkably well and significantly better
than the mean-field theory.
The time evolution equation for the n-th moment 〈mni 〉
of mass at site i can be written as
〈mni (t+ dt)〉 = 〈[mi(t)− 2]
naˆi〉dt+ 〈[mi(t) + 1]
naˆi−1〉
dt
2
+〈[mi(t) + 1]
naˆi+1〉
dt
2
+ 〈[mi(t) + 2]
naˆi−1〉
dt
4
+〈[mi(t) + 2]
naˆi−1〉
dt
4
+〈mni (t)[1 − (aˆi +
3
4
aˆi−1 +
3
4
aˆi+1)dt)]〉. (14)
In the steady state, we must have 〈mni (t+dt)〉 = 〈m
n
i (t)〉,
i.e. d〈mni (t)〉/dt = 0. Note that there are indeed non-
trivial correlations between local mass mi and activity
aˆj (nearest neighbors j = i ± 1) as they are coupled in
Eq. 14. Now putting n = 2 in Eq. 14 and using the
steady-state condition 〈m2i (t+ dt)〉 = 〈m
2
i (t)〉, we get
〈m2i 〉 = [〈m
2
i aˆi〉 − 4〈miaˆi〉+ 4〈aˆi〉]dt+ [〈m
2
i aˆj〉+ 2〈miaˆj〉
+〈aˆj〉]dt+ [〈m
2
i aˆj〉+ 4〈miaˆj〉+ 4〈aˆj〉]dt/2
+〈m2i 〉 − 〈m
2
i (aˆi +
3
4
aˆi−1 +
3
4
aˆi+1)〉dt,
where nearest neighbors j = i ± 1 and the second mo-
ment 〈m2i 〉 cancels out. Then defining activity 〈aˆi〉 =
〈(1− δmi,0− δmi,1)〉 ≡ a(ρ) as the probability that a site
is atleast doubly occupied or active, and using the mean-
field approximation that two-point correlations vanish
for neighboring sites i 6= j (i.e., 〈miaˆj〉 = 〈mi〉〈aˆj〉 and
〈m2i aˆj〉 = 〈m
2
i 〉〈aˆj〉) and 〈mi〉 = ρ, 〈miδmi,1〉 = p(ρ) ≡
Prob.(mi = 1), we get
a(ρ) =
4(ρ− p)
(7 + 4ρ)
. (15)
Following the above procedure for n = 3, we get, from
Eq. 14,
〈m3i 〉 = [〈m
3
i aˆi〉 − 6〈m
2
i aˆi〉+ 12〈miaˆi〉 − 8〈aˆi〉]dt
+[〈m3i aˆj〉+ 3〈m
2
i aˆj〉+ 3〈miaˆj〉+ 〈aˆj〉]dt
+[〈m3i aˆj〉+ 6〈m
2
i aˆj〉+ 12〈miaˆj〉+ 8〈aˆj〉]
dt
2
+〈m3i 〉 − 〈m
3
i (aˆi +
3
4
aˆi−1 +
3
4
aˆi+1)〉dt,
leading to the mean-field expression for the second mo-
ment (m3i cancels out on the level n = 3),
〈m2i 〉 =
(14ρ2 − 10pρ+ 12ρ− 5p)
(7 + 4p)
,
and, accordingly, the variance σ2 = 〈m2i 〉 − ρ
2 as given
below
σ2(ρ) =
(7− 4p)ρ2 + (12− 10p)ρ− 5p
(7 + 4p)
. (16)
Note that, even on the mean-field level, it is still not easy
to solve the infinite hierarchy involving various moments
as determining p(ρ) as a function of ρ requires solution of
the full hierarchy (see Eq. 14), which will be addressed
elsewhere. However, it is easy to check the large-density
limit of the fluctuation, which is given by σ2(ρ) ≃ ρ2
where we use that Prob.(mi = 1) = p(ρ) should vanish
at large ρ. For conserved Manna sandpiles (and CSSs in
general), two-point spatial correlations, which have been
7ignored in the above mean-field analysis, are actually
nonzero at all densities (even at large density) and there-
fore cannot capture the actual fluctuations obtained from
simulations. On the other hand, our hydrodynamic the-
ory nicely captures these correlations and consequently
captures the actual fluctuations in the system remark-
ably well. The deviation from the mean-field theory and
the agreement between hydrodynamic theory and simu-
lations are quite evident in Fig. 3 where simulation, hy-
drodynamics and mean-field results for scaled variance
σ2(ρ) as a function of density ρ and subsystem mass dis-
tribution Pv(m), at a particular density ρ = 2.5, as a
function of subsystem mass m have been compared.
7. Higher dimensions
Here we generalize the biased version of a conserved
Manna sandpile with continuous-time dynamics (random
sequential updates) on a two dimensional (2D) lattice.
In the presence of a biasing force ~F = F xˆ in a particu-
lar direction (anti-clockwise, say), the modified particle-
hopping [45–47] rates can be written as
cFi,j,α,α′ = c
F=0
i,j,α,α′ exp

∑
(i′,j′)
F∆m(i,j)→(i′,j′)/2

 ,
where cFi,j,α,α′ is the rate for the toppling event at an
active site (i, j) where one particle goes to the αth di-
rection and the other to the α′th direction, with α, α′ ∈
{+xˆ,−xˆ,+yˆ,−yˆ}. The rates can be explicitly written in
linear order of biasing force F as given below,
CFi,j,+x,+x = C
F=0
i,j,+x,+x exp(2F/2) ≃
(1 + F )
16
,
CFi,j,−x,−x = C
F=0
i,j,−x,−x exp(−2F/2) ≃
(1− F )
16
,
CFi,j,+y,+y = C
F=0
i,j,+y,+y =
1
16
,
CFi,j,−y,−y = C
F=0
i,j,−y,−y =
1
16
,
CFi,j,+x,−x = C
F=0
i,j,+x,−x exp[(F − F )/2] =
1
8
,
CFi,j,+x,±y = C
F=0
i,j,+x,±y exp(F/2) ≃
(1 + F/2)
8
,
CFi,j,−x,±y = C
F=0
i,j,−x,±y exp(−F/2) ≃
(1− F/2)
8
,
CFi,j,+y,−y = C
F=0
i,j,+y,−y =
1
8
.
We define a set of random variable aˆi,j = 1 if a site is
active and aˆi,j = 0 otherwise. Then, the time-evolution
of mass mi,j(t) at site (i, j) at time t can be written in
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FIG. 4: Verification of Einstein relation (ER) in the conserved
Manna sandpile with continuous-time (random sequential)
update in two dimensions (2D): Chemical potentials µ(ρ) =∫ ρ
ρ0
D(ρ)/χ(ρ)dρ, with D(ρ) = (1/2)da(ρ)/dρ ≡ a′(ρ)/2 and
χ(ρ) = a(ρ)/2, and µ(ρ) =
∫ ρ
ρ0
1/σ2(ρ)dρ are plotted as func-
tion of density ρ [obtained by integrating the inverse of the rhs
and the lhs of Eq. (1) in the main text]. Inset: Scaled variance
σ2(ρ) vs. (ρ− ρc), is plotted (magenta circles) where red line
[theory, scaling relation (i)] represents σ2 = (ρ− ρc)/β, with
estimated critical density ρc ≈ 0.72 and exponent β ≈ 0.64
[9].
the infinitesimal time-interval dt,
mi,j(t+ dt) =


mi,j(t)− 2 prob. aˆi,jdt,
mi,j(t) + 1 prob. aˆ(i−1),j
(3+F )
8 dt,
mi,j(t) + 1 prob. aˆ(i+1),j
(3−F )
8 dt,
mi,j(t) + 1 prob. aˆi,(j−1)
3
8dt,
mi,j(t) + 1 prob. aˆi,(j+1)
3
8dt,
mi,j(t) + 2 prob. aˆ(i−1),j
(1+F )
16 dt,
mi,j(t) + 2 prob. aˆ(i+1),j
(1−F )
16 dt,
mi,j(t) + 2 prob. aˆi,(j−1)
1
16dt,
mi,j(t) + 2 prob. aˆi,(j+1)
1
16dt,
mi,j(t) prob. [1− Σdt]
(17)
where
Σ = aˆi,j + aˆ(i−1),j
(3 + F )
8
+ aˆ(i+1),j
(3− F )
8
+ aˆi,(j−1)
3
8
+aˆi,(j+1)
3
8
+ aˆ(i−1),j
(1 + F )
16
+ aˆ(i+1),j
(1− F )
16
+aˆi,(j−1)
1
16
+ aˆi,(j+1)
1
16
.
The local density variable ρi,j(t) = 〈mi,j(t)〉 at site (i, j)
and time t evolves through the following equation,
dρi,j
dt
=
1
2
[
a(i+1),j − 2ai,j + a(i−1),j
]
+
1
2
[
ai,(j+1) − 2ai,j + ai,(j−1)
]
−
F
4
[
a(i+1),j − a(i−1),j
]
, (18)
8which clearly has the gradient property. Now, in the con-
tinuum limit by rescaling space {i, j} → {x = i/L, y =
j/L} and time t → t/L2 and using the property of lo-
cal steady state discussed previously, the above equation
leads to the desired hydrodynamic evolution equation for
density field ρ(~r, t) at position ~r = {x, y} and time t,
∂ρ(~r, t)
∂t
=
1
2
∇2a(ρ)−
1
2
F
∂a(ρ)
∂x
≡ −∇. ~J(ρ(~r)). (19)
In the above hydrodynamic equation, the local current
~J = ~Jdiff + ~Jdrift has two parts: diffusive current
~Jdiff = −(1/2)∇a(ρ) ≡ −D(ρ)∇ρ and drift current
~Jdrift = χ(ρ)~F where bulk-diffusion coefficient D(ρ) =
a′(ρ)/2 and conductivity χ = a(ρ)/2; the two trans-
port coefficients are density-dependent in general. Now,
following macroscopic fluctuation theory [45, 46] as dis-
cussed in Sec. II A 3 in the case of one dimensional CMS,
we recover the Einstein relation σ2(ρ) = χ(ρ)/D(ρ) =
a(ρ)/a′(ρ) also in two dimensional CMS, or alternatively,
σ2(ρ) =
[
d(ln a)
dρ
]−1
. (20)
By integrating the above equation, we immediately ob-
tain an equilibrium-like chemical potential,
µ(ρ) = ln a(ρ)− ln a(ρ0), (21)
which would now govern the coarse-grained density fluc-
tuation in a subsystem. Note that mass-fluctuation σ2(ρ)
and chemical potential µ(ρ) in the one and two dimen-
sional CMS have the same dependence on the activity
a(ρ). In Fig. (4), we have plotted the chemical poten-
tials, µ(ρ) =
∫ ρ
ρ0
1/σ2dρ by integrating inverse of lhs of
Eq. (20) and µ(ρ) = [ln a(ρ)−ln a(ρ0)] by integrating the
inverse of the rhs of Eq. (20), as a function of density
ρ. As seen in the plot, the two chemical potentials are in
excellent agreement with each other, thus verifying the
ER for the CMS in two dimensions.
8. Parallel updates (PU)
In this section, we consider one dimensional conserved
Manna sandpile with parallel update rules, where all ac-
tive sites are updated simultaneously at each discrete
time step; generalization to higher dimension is straight-
forward. Let us define two random variables s
(1)
i = 0, 1
and s
(2)
i = 0, 1, indicating the direction of particle-hop:
If s
(1)
i = 1 (or s
(2)
i = 1), the first particle (or the sec-
ond particle) goes to right, and s
(1)
i , s
(2)
i = 0 otherwise.
The transition rate from a configuration {mi} to another
configuration {m′i} can be written as
Γ[{mi} → {m
′
i}] =
∏
i
φ(s
(1)
i , s
(2)
i ), (22)
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FIG. 5: Verification of Einstein relation (ER) in the conserved
Manna sandpile with parallel update (PU) in one dimension:
Chemical potentials µ(ρ) =
∫ ρ
ρ0
D(ρ)/χ(ρ)dρ, with D(ρ) =
da(ρ)/dρ ≡ a′(ρ) and χ(ρ) = a(ρ), and µ(ρ) =
∫ ρ
ρ0
1/σ2(ρ)dρ
are plotted as function of density ρ [obtained by integrating
the inverse of the rhs and the lhs of Eq. (1) in the main text].
Inset: Scaled variance σ2(ρ) vs. (ρ− ρc), is plotted (magenta
circles) where red line [theory, scaling relation (i)] represents
σ2 = (ρ−ρc)/β, with estimated critical density ρc ≈ 0.92 and
exponent β ≈ 0.43.
provided that the particular transition is allowed, i.e., the
particular sites are active, etc. The unbiased dynamics
with parallel update rules can be written as
mi(t+ 1) = [aˆi(mi − 2) + (1 − aˆi)mi]
+aˆi+1[(1− s
(1)
i+1) + (1− s
(2)
i+1)]
+aˆi−1[s
(1)
i−1 + s
(2)
i−1]. (23)
In the biased case, the energy cost ∆ei associated with
each of the toppling event at site i can be written as
∆ei = aˆi[(s
(1)
i + s
(2)
i )− {(1− s
(1)
i ) + (1− s
(2)
i )}]F,
which modifies the transition rate from a configuration
{mi} to another configuration {m
′
i} as
Γ[{mi} → {m
′
i}] =
∏
i
φ(s
(1)
i , s
(2)
i )e
∆ei/2
γ(F )
,
where the normalization factor γ(F ) =∑
s
(1)
i
,s
(2)
i
φ(s
(1)
i , s
(2)
i )e
∆ei/2 = 1 + O(F 2) ≈ 1 as we
only collect terms linear in F . Then the time evolution
of first moment of mass with biased dynamics can be
written as
〈mi(t+ 1)〉 = 〈[aˆi(mi − 2) + (1 − aˆi)mi]e
∆ei/2〉
+〈aˆi+1[(1 − s
(1)
i+1) + (1− s
(2)
i+1)]e
∆ei+1/2〉
+〈aˆi−1[s
(1)
i−1 + s
(2)
i−1]e
∆ei−1/2〉.
9Expanding the rhs of the above equation in linear order of
F , we obtain the time evolution equation for local density
ρi(t+ 1)− ρi(t) = (ai−1 − 2ai + ai+1) + F
(ai−1 − ai+1)
2
where 〈aˆi〉 = ai. In large spatio-temporal scales where
observables are slowly varying function of space and time,
local observable like activity ai[ρi(t)] ≡ a[ρ(x, t)], we ob-
tain hydrodynamic evolution of density ρ(x, t) at position
x and time t in the CMS with parallel updates,
∂ρ(x, t)
∂t
=
∂2a(ρ)
∂x2
− F
∂a(ρ)
∂x
. (24)
From the above equation, we get the expressions of dif-
fusion current Jdiff ≡ −D(ρ)∂ρ/∂x and drift current
Jdrift ≡ χ(ρ)F where density-dependent bulk-diffusion
coefficient and conductivity can be written as D(ρ) =
da/dρ ≡ a′(ρ) and χ(ρ) = a(ρ), respectively. As dis-
cussed before, following macroscopic fluctuation theory
[45, 46], we recover the ER σ2(ρ) = χ(ρ)/D(ρ) =
a(ρ)/a′(ρ), or alternatively,
σ2(ρ) =
[
d(ln a)
dρ
]−1
. (25)
In Fig. (5), we have plotted chemical potentials, µ(ρ) =∫ ρ
ρ0
1/σ2dρ obtained by integrating inverse of lhs of Eq.
(25) and µ(ρ) = [ln a(ρ)− ln a(ρ0)] obtained by integrat-
ing the inverse of the rhs of Eq. (25), as a function of
density ρ. As seen in the plot, the two chemical poten-
tials are in reasonably good agreement with each other,
thus verifying the ER for the CMS with parallel update
in one dimension.
B. Continuous-mass stochastic sandpile
In this section, we discuss the results in a continuous-
mass version of the conserved stochastic sandpiles [34],
which, for simplicity, we define on a periodic one-
dimensional lattice of L sites with mi ≥ 0 being a con-
tinuous (and unbounded) mass variable assigned to site
i. Also, we consider here only the continuous-time dy-
namics (random sequential updates). The model can be
straightforwardly generalized to higher dimensions and
other update rules such as parallel updates. Total mass
M =
∑L
i=1mi remains conserved in the process, with
mass-density ρ = M/L fixed. Provided mi ≥ 1, site i
becomes active and topples with rate unity, by transfer-
ring a uniformly distributed random fraction ξi ∈ [0, 1]
of mass mi to its left nearest neighbor and the rest of the
mass to its right nearest neighbor. The system undergoes
an active to absorbing phase transition below a critical
density ρc ≈ 0.66.
To calculate the conductivity, we now bias the system
by applying a small constant force ~F = F xˆ, which leads
to the following evolution of mass mi(t) in the infinitesi-
mal time interval dt,
mi(t+ dt) =


mi(t)− ξimi(t) prob. aˆic
F
i dt,
mi(t) + ξi+1mi+1(t) prob. aˆi+1c
F
i+1dt,
mi(t) + ξ˜i−1mi−1(t) prob. aˆi−1c
F
i−1dt,
mi(t) otherwise,
(26)
where the random variable aˆi = 1 if a site is active and
aˆi = 0 otherwise, ξ˜i = (1 − ξi), modified (biased) mass-
transfer rates cFi = c
F=0
i exp[
∑
j ∆eij/2] from site i to
nearest neighbors, with the corresponding unbiased (F =
0) mass-transfer rates cF=0i = 1, ∆eij = ∆mi→jF (j− i)b
being an ‘energy cost’ to transfer ∆mi→j amount of mass
from site i to j (lattice spacing b = 1). Now, by keeping
only the terms linear in biasing force F ,
cFi = aˆi
[
1 +
mi(1− 2ξi)
2
F
]
, (27)
we arrive at the time-evolution equation of local mass-
density 〈mi(t)〉 = ρi(t),
∂ρi
∂t
=
[
u
(1)
i−1 − 2u
(1)
i + u
(1)
i+1
]
+ F
[
u
(2)
i−1 − u
(2)
i+1
]
, (28)
where we denote u
(1)
i = 〈miaˆi〉/2 and u
(2)
i = 〈m
2
i aˆi〉/12.
Note that the gradient property is still satisfied by the
time-evolution equation as the rhs can be written as gra-
dients (discrete) of the two local observables u(1) and u(2).
Now, in large spatio-temporal scales where observables
are slowly varying functions of space and time, local ob-
servables u(α) = u(α)[ρi(t)] ≡ u
(α)[ρ(x, t)], with α = 1, 2,
are functions of only local density ρ(x, t). Therefore, us-
ing the property of local steady state and in the contin-
uum limit, we obtain, from Eq. 28, the hydrodynamic
evolution of density field ρ(x, t) at position x and time t,
∂ρ(x, t)
∂t
=
∂2u(1)
∂x2
−
∂u(2)
∂x
≡ −
∂J
∂x
. (29)
In the above equation, the local current J(ρ(x)) =
Jdiff + Jdrift can be decomposed into two parts: Dif-
fusive current
Jdiff = −
∂u(1)
∂x
,
and drift current
Jdrift = u
(2)F,
leading to the expressions for bulk-diffusion coefficient
D(ρ) = du(1)/dρ and conductivity χ(ρ) = u(2), both
of which are density-dependent. Then, by using macro-
scopic fluctuation theory [45, 46], via Eqs. (6) and (7), we
obtain an Einstein relation (ER) as in Eq. (1), between
scaled variance σ2(ρ) of subsystem mass, bulk-diffusion
coefficient D(ρ) and conductivity χ(ρ).
In Fig. 6, we have plotted chemical potentials µ(ρ) =∫ ρ
ρ0
(1/σ2)dρ and µ(ρ) =
∫ ρ
ρ0
(D/χ)dρ, obtained by nu-
merically (simulations) calculating u(1)(ρ) [thus also
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FIG. 6: Verification of Einstein relation in the continuous-
mass CSS: Chemical potentials µ(ρ) =
∫ ρ
ρ0
D(ρ)/χ(ρ)dρ,
with D(ρ) = du(1)/dρ and χ(ρ) = u(2)(ρ), and µ(ρ) =∫ ρ
ρ0
1/σ2(ρ)dρ are plotted as function of density ρ [obtained
by integrating the inverse of the rhs and lhs of Eq. (1)]. Inset:
The scaled variance σ2(ρ) is plotted as a function (ρ−ρc) with
ρc ≈ 0.66, demonstrating σ
2(ρ) ∝ (ρ − ρc). Points - simula-
tions, red line - theory [scaling relation (ii) without theoretical
determination of the proportionality constant].
du(1)/dρ) and u(2)(ρ)] as a function of ρ and then numer-
ically integrating the inverse of Eq. (1). Both chemical
potentials are in reasonably good agreement with each
other, thus verifying the ER Eq. (1) in the continuous-
mass CSS.
Now, assuming that, near criticality, singularities in
the quantities u(1)(ρ) = (1/L)
∑
i〈miaˆi〉/2 and u
(2)(ρ) =
(1/L)
∑
i〈m
2
i aˆi〉/12 come from the singular contribution
of only the activity a(ρ) ∼ (ρ− ρc)
β , i.e., as ρ→ 0+,
u(1)(ρ) ≃ const.a(ρ) ; u(2)(ρ) ≃ const.a(ρ),
we recover scaling relations (i) σ2(ρ) ∝ (ρ − ρc) and
(ii) z = 2 + (β − 1)/ν⊥ as in the case of the con-
served Manna sandpiles. Here we use the ER Eq.
(1) and the fluctuation-response relation Eq. (8) to
have bulk-diffusion coefficient D(ρ) ∼ a′(ρ), conductiv-
ity χ(ρ) ∼ a(ρ), and consequently chemical potential
µ(ρ) =
∫
1/σ2dρ =
∫
D(ρ)/χ(ρ)dρ ∼ ln a(ρ). The above
analysis is however valid only near criticality. Note that,
in the case of continuous-mass CSS, the proportionality
constant in scaling relation (i) however could not be de-
termined. In the inset of Fig. 6, we plot scaled variance
σ2(ρ) of subsystem mass as a function of (ρ− ρc), which
is in quite good agreement with simulations.
III. SUMMARY AND CONCLUSIONS
We derive an exact hydrodynamic structure of a broad
class of conserved-mass (fixed-energy) stochastic sand-
piles (CSS). Importantly, these systems possess a ‘gra-
dient property’, where local diffusive current and, there-
fore, time-evolution of local densities [see the rhs of Eq.
(4)], can be written as a gradient (discrete) of local ob-
servable like the activity. The gradient property essen-
tially originates from the fact that, in the sandpiles stud-
ied here, the particle hopping rates depend only on the
departure site, but not on the destination sites. We use
the property, and recently developed macroscopic fluc-
tuation theory [45, 46], to uncover a remarkable ther-
modynamic structure, where bulk-diffusion coefficient
D(ρ), conductivity χ(ρ) and mass fluctuations σ2(ρ) are
shown to be connected to the activity a(ρ), through an
equilibrium-like Einstein relation σ2(ρ) = χ(ρ)/D(ρ).
In particular, in the conserved Manna sandpiles
(CMS), we have strikingly simple relations D(ρ) = a′(ρ),
χ(ρ) = a(ρ) and therefore
σ2(ρ) =
a(ρ)
a′(ρ)
.
Moreover, in the CMS, we compute probabilities of
density large deviations, which is governed by an
equilibrium-like chemical potential µ(ρ) directly related
again to the activity a(ρ) as
µ(ρ) = ln a(ρ) + const.
Our theoretical results, predicted by the hydrodynamics
as described in Eq. (5), are in quite good agreement with
simulations and have been generalized to higher dimen-
sions, other update rules (e.g., parallel update), and a
continuous-mass version of the CSS.
The hydrodynamic structure obtained here has far-
reaching consequences on the critical behaviors of the
CSSs, through the two scaling relations (i) and (ii),
which, we believe, could help settle the long-standing
issue of universality in such systems. As evident from
Table 1, a broad class of the CSSs - restricted-height ver-
sions [31], conserved lattice gases (CLGs) [10] and con-
served threshold transfer processes (CTTPs) [13] - all
obey reasonably well scaling relation (ii). The scaling
relation is manifestly violated for directed percolation
(DP), which does not have any conservation law as such,
thus ruling out DP universality for the conserved Manna
sandpiles (CMSs) in particular and, presumably, for the
CSSs in general. However, unlike the CMSs, many of the
CSSs, with bounded state-space, can have ‘non-gradient’
structures in density evolution, where local current can-
not be written as a gradient of a local variable. The
issue of putting the latter assertion regarding universal-
ity in the CSS on a firmer ground requires further studies
and remains open, and intriguingly poised.
Interestingly, assuming the equivalence between the
CSS and the quenched Edwards-Wilkinson (qEW) inter-
face model - a long-standing conjecture [9, 17, 37, 52] -
and that between the SOC sandpiles and the conserved
sandpiles at criticality, one might argue in support of
scaling relation (ii) (see [53]). However, it should also
be noted that no rigorous connection has so far been
11
TABLE I: Previous estimates of z are compared with z, cal-
culated from scaling relation (ii) [using previously estimated
static exponents β and ν⊥ in (ii)].
Models: Conserved
stochastic sandpiles
(CSS) and directed
percolation (DP)
β ν⊥ z z from
scaling
relation
(ii)
1D unrestricted-height
MS, from Ref. [11]
0.42 1.81 1.66 1.68
2D unrestricted-height
MS, from Ref. [9]
0.64 0.82 1.57 1.56
1D restricted-height MS,
from Ref. [31]
0.29 1.36 1.50 1.48
2D restricted-height MS,
from Ref. [15]
0.64 0.82 1.51 1.56
1D conserved lattice gas
(CLG), from Ref. [10]
0.63 0.78 1.52 1.53
2D conserved thresh-
old transfer process
(CTTP), from Table 1
in Ref. [15]
0.64 0.80 1.53 1.55
1D DP, from Table 1 in
Ref. [25]
0.28 1.10 1.58 1.35
2D DP, from Table 1 in
Ref. [15]
0.58 0.73 1.77 1.42
established between the CSS and the interface models
[9, 17, 37], or between the SOC version and conserved
version of sandpiles. In this scenario, our hydrodynamic
theory could provide useful insights into the above pos-
sible connections, especially the latter one where the hy-
drodynamic description could be applicable with appro-
priate open boundary conditions.
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