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Abstract
One of the ways to increase the efficiency of the process of managing continuous
dynamic objects is to develop new or improve existing control systems based on modern methods
involving the achievements of information technology. The article deals with the creation of
highly efficient control algorithms for technological objects, operating in conditions of
uncertainty, designed to manage real-life objects. An algorithm is proposed for the structuralparametric adaptation of the PID parameters (proportional-integral-differential) -regulator,
which allows to reduce the number of iterations in the learning process of the fuzzy-logical
inference algorithm by reducing empty solutions. To determine the empty solutions, hybrid
algorithms are used, which include modernized genetic and immune algorithms, which in turn
allow you to configure the adaptation parameters of artificial neural network models. A block
diagram of an automated control system for executive mechanisms is proposed, which includes a
block for adapting the correction of not only parameters, but also the structure of the control
system, which allows to reduce the error in the results of training a neuro-fuzzy network from 8
to 1%. The proposed algorithm is simple to implement on microcontrollers, which allows it to
be implemented in the tasks of process control in the conditions of information uncertainty in
real conditions at the operation stage.
Key words: fuzzy-logical inference, algorithm, fuzzy variables, iterations, adaptation,
controller synthesis.
One of the main requirements for modern technological facilities is the presence of high-speed
modes of operation of technological units. Recently, the so-called fuzzy control algorithms have
increasingly been used in process control systems. Regulators built on the basis of this
innovative concept are, in some cases, capable of providing higher transient quality indicators as
compared to classical regulators. In addition, using the synthesis technology of fuzzy control
algorithms, it is possible to optimize complex control loops without conducting comprehensive
mathematical research.
The development of a control system for many technological processes capable of supporting
the main operating parameters within specified limits is a complex multi-criteria optimization
task in the conditions of uncertainty in the operating characteristics of the control object and
environmental parameters. To solve such a difficult task, the introduction of technology for the
development of intelligent control systems based on a fuzzy controller with adaptive properties is
promising.
Changing the parameters of the functional converter allows you to adjust both the dynamic and
static characteristics of control systems. This structure of the controller, combined with the
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optimal choice of fuzzy controller parameters, allows for adaptive control systems for uncertain
and non-stationary mechanisms to be implemented with a minimum of settings, regardless of
their structure.
Currently, in automated process control systems based on traditional mechanisms of fuzzy logic
inference (FLI), the calculation process has a low efficiency of the resulting value, while all
informational signs are not taken into account.
Up to now, PMS controllers or controllers implemented on robust control principles have been
used in technological systems in industrial control systems. The most significant drawback of
the above methods is their low speed. For example, if the process flow is controlled using 10-bit
sensors and the number of words coming from two sensors is 1024 * 1024 = 1048576 words,
then to select a control action in order to transfer it to the actuators and select the optimal
parameters, you must complete the order 20 million operations per unit of time.
It should be noted that with an increase in the number of controlled parameters, the system
performance also decreases. To overcome the above problems, the principles of fuzzy-logical
control are currently widely used, which allow real-time effective control of the process in the
presence of random errors. In this case, the speed of fuzzy-logical systems does not exceed
several tenths of microseconds, since in order to find the control parameter it is necessary to
manipulate only the only value coming from the sensor system at a given time.
It should be noted that currently the most promising direction in solving this problem is the use
of universal approximators of a wide class of multidimensional nonlinear functions - adaptive
models of fuzzy inference and adaptive fuzzy neural networks [1]. The parameters of adaptive
models of both types are tuned by optimizing them in the sense of a certain criterion formed
from data from the training sample.
Solving this optimization problem is a difficult task for a number of reasons. Firstly, this is a
large dimension of the vector of parameters of the fuzzy model. Secondly, the large dimension
of the search space is closely related to the problem of multiextremality of the objective function.
In addition, the nature of the function depends entirely on the data of the training sample, which
change with each new simulated process or object. At present, a large arsenal of tools has been
accumulated for solving optimization problems, but the search for new, more effective methods
continues. Gradient optimization methods are standard and well studied [2]. This group of
methods uses the value of the gradient of the function to search for the extremum. The
disadvantage of these methods is the need to calculate the gradient of the function, the
dependence on the initial approximation. Optimization based on random search is widespread
when the gradient of a function is replaced by a random vector. Genetic algorithms as part of the
paradigm of evolutionary computing can solve many problems of classical optimization
methods.
In [3], the use of genetic algorithms in optimization problems for fuzzy inference systems was
considered. However, classical GAs and their varieties are not always effective in solving the
multimodal optimization problem. Evolutionary computing is developed to improve the
efficiency of fuzzy model learning algorithms along the path of creating new methods that use
the ability to dynamically change the parameters of optimization algorithms and various options
for parallelizing fuzzy information processing processes. Artificial immune systems (AIS)
satisfy these requirements, which are characterized by such properties as recognition, diversity,
learning, memory, distributed detection, self-regulation, metadynamics, network organization,

155

Electrical and Computer Engineering
and more [4].
In [5], the application of AIS in fuzzy classification systems was considered, in particular, for
generating a base of fuzzy rules. Also considered is the tuning of adaptive models of fuzzy
inference implemented in the form of a fuzzy inference system and a fuzzy neural network based
on AIS. To evaluate the effectiveness of the proposed immune algorithms, their work is tested
on test examples. The experiments performed show that the proposed immune algorithms are
capable of adapting fuzzy models for identifying nonlinear objects.
On the other hand, the implementation of traditional fuzzy-logical algorithms used in various
intelligent automated control systems has a number of disadvantages, which include a reduction
in the output time of the resulting value.
Solution methods.
The above is due to the fact that, firstly, there are empty solutions, the number of which
increases with the increase in the number of fuzzy rules that form the basis of knowledge bases.
Empty solutions appear in the conclusions of fuzzy-logical conclusions during the enumeration
of terms of input variables depending on specific control rules, while they do not participate in
further mathematical calculations, but significantly reduce the speed of the fuzzy-logical control
system.
Secondly, the presence of zero sections in terms describing the input and output fuzzy variables
that appear during the software implementation of FLI algorithms. That is, when it is necessary
to perform the operation of taking the maximum and / or minimum between two terms, the
program sequentially iterates over the abscissa through a certain step all possible values of the
fuzzy variable specified on the universal set, and not just those values of the universal set where
the value of the membership function (values along the ordinate) is nonzero.
Thus, one of the urgent tasks is to eliminate the appearance of empty solutions and zero
sections.
Based on the above, this fuzzy-logic inference algorithm consists of the following steps:
1.Creation of membership function (MF) for input and output variables
2.Compilation of fuzzy control rules (FCR) describing the relationship between input and
output parameters
3. The calculation of the values of the degree of truth for each FLI
4. Creating a knowledge base that describes the relationship between input and output
variables of the system
5. Entering information from sensors
6. Determination of cutoff coefficients for conclusions
7. Calculation of cut-off levels to determine the FLI mechanism
8. Determination of the truncated membership functions of the conclusions of the FLI
mechanism
9. The union of truncated MF
10. Defuzzification
Output parameter output. In view of the above, a structural diagram of an automated control
system for actuators is proposed (Fig. 1), which includes an adaptation block that is presented to
correct not only parameters, but also the structure of control stages.

156

Electrical and Computer Engineering

Measuring systems

Technological process

Executive
mechanisms

Verifier
Output mechanism

Knowledge base

Face,
decision maker

Rule 1
Rule 2
... ..
Rule N

Adaptation
mechanism

Assessment of the
state
of the control
object

Elements
Formation of FLI
and MF

Expert group

Knowledge
block

Fig. 1. Block diagram of an automatic control system for actuators
In the “adaptation block”, not only the parameters are corrected, but also the structure of
the control stages, that is, the entire control system as a whole. The adaptation block consists of
the following blocks "Output mechanism"; "Assessment of the condition of the OS";
"Knowledge base"; "The mechanism of adaptation."
The disadvantage of the scheme is the large error of the learning results of the neurofuzzy network, which is 8%. This means that if the output of the control system should be a
result of 100, then an 8 percent error will form a result equal to 92 (Takagi-Sugeno model).
Solution Results
In order to reduce the learning outcomes, the following neuro-fuzzy network was developed
based on the proposed high-speed algorithm of fuzzy logical inference.
Its advantage is that the 4th layer has fewer conclusions, which increases the efficiency of
decision-making. At the same time, in the fourth layer there is a reduction in operations in an
adaptive neuro-fuzzy inference system, operating on the basis of the mechanism of a high-speed
algorithm of fuzzy-logical inference (M), by 2 times compared to traditional ANFIS.
This network works as follows.
In the control process, information from the sensors enters the output unit and the state
assessment unit. Then, from the output unit and the state evaluation unit, the obtained values of
the control parameter are sent to the “adaptation” block, in which, in turn, the reference value of
the control parameter is set. The adaptation unit calculates the control parameter in real time and
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compares the calculated and reference values. And if they do not match, it adapts the results to
reference values, after which it generates control signals. A neuro-fuzzy network based on a
high-speed algorithm of fuzzy-logical inference is presented in Figure 2.

Fig. 2. The scheme of a neuro-fuzzy network based on a high-speed algorithm of fuzzy-logical
inference
Let the following data be received from the active control system of the equipment of the
facility: a = 15, b = 26. The degrees of membership for each premise will be:
 11=1;  12=0,04;  13=0,76;
 21=1;  22=0,15;  23=0,94.
The cut-off levels for each premise of the FLI are found:
 1=min(1, 0,04, 0,76)=0,04;
 2=min(1, 0,04, 0,94)=0,04;
 3=min(1, 0,15, 0,76)=0,15;
 4=min(1, 0,15, 0,94)=0,15;
 5=min(1, 0,04, 0,76)=0,04;
 6=min(1, 0,04, 0,94)=0,04;
 7=min(1, 0,15, 0,76)=0,15;
 8=min(1, 0,15, 0,94)=0,15.
The clipping levels are calculated:
y1 =0,04;
y2 =min (0,04, 0,15, 0,04)=0,04;
y3 =min (0,15, 0,04, 0,15)=0,04;
y4 =0,15.
Next, truncated (MF) are found and, based on the center of gravity method, control
decisions are determined:
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y  32,25 ;
p  86,98  0,13  15,6s .
Let the set value be, the output value y зад  38 of the neuro-fuzzy network is calculated:
y1  39,83 . It can be seen that after the first iteration of training, the error between the two
values is already 39,83-38=1,83.
  36,98 .
The resulting value is y10
Findings
The results showed that after 10 iterations, the accuracy of training is about 5%, therefore, it is
necessary to carry out the correction of one parameter. In this case, it is advisable to change the
fuzzy-logical operations in the third or fourth layer of the neuro-fuzzy network - instead of min,
use the max operation y зад  38 , then 15 iterations will be required to get the given result, which
is one more than in the considered example.
Thus, the proposed structural-parametric adaptation in the problems of controlling technological
equipment allows one to reduce the number of iterations in the process of learning the fuzzy
logic inference algorithm, speed up the learning process of the system due to the high-speed
fuzzy logic inference algorithm, and reduce the error in the results of learning a neuro-fuzzy
network from 8 to 1 %.
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