Abstract. An analysis is given of the computational properties of Fisher's method of scoring for maximizing likelihoods and solving estimating equations based on quasi-likelihoods. Consistent estimation of the true parameter vector is shown to be important if a fast rate of convergence is to be achieved, but if this condition is met then the algorithm is very attractive. This link between the performance of the scoring algorithm and the adequacey of the underlying problem modelling is stressed. The e ect of linear constraints on performance is discussed, and examples of likelihood and quasi-likelihood calculations are presented.
Introduction
Two basic paradigms play important roles in the material developed in this paper. These are:
(1) Newton's method for function minimization, and (2) the method of maximum likelihood for parameter estimation in data analysis problems.
The main aim is to examine aspects of the structure and performance of Fisher's method of scoring, a minimization technique based on the rst paradigm, which provides a general approach to minimizing objective functions formulated using estimation strategies based on the second. The context is one in which the structure of the objective function depends on assumptions of a stochastic nature made about the problem, and it will be important to show how these a ect the performance of the minimization algorithm.
The main assumptions made about the estimation problem are:
(1) The data set on which the estimation problem is based consists of event outcomes y t 2 R m ; t 2 T where T contains the labelling information which identi es the particular events. Typically, y t is a vector of a measurements on a system, while T could be an index set, the times at which particular observations are made, or a set of coordinates describing the possible con gurations of a piece of apparatus. Events associated with distinct elements of T are assumed to be independent. The restriction to a single event type is made for simplicity.
(2) A quantity N, the e ective sample size, is associated with the data set. It is assumed there is a systematic procedure which associates the particular data set with a realization of one of a family of experiments (each characterised by a distinct value of N) in such a way that the limiting behaviour as N ? ! 1 can be described. Let T N label the particular event set. Then`systematic' means that there is a measureable set E R k , T N E, and a increasing weight function !(u) de !(u) = u, and E = 0; 1]. Note that just the mechanism of sampling is being discussed here. That the mechanism is appropriate, so that information in the system increases without limit as N ? ! 1, involves further assumptions.
(3) The`true' probability density (mass for discrete distributions) associated with the event y t is g(y t ; (t; ); t). Here 2 R p is a vector of parameters which is to be estimated from the given data, and (t; ) : R p T ? ! R q expresses the dependence on parametric and covariate data. That is provides a model for the underlying data. It will always be assumed that quantities are smooth enough and that r has its maximum rank (this serves to get obvious regularity conditions out of the way). (4) The negative of the log likelihood function used for the estimation of is
?L t ; L t = log(f(y t ; (t; ); t)) (1.2) where f is the density hypothesised for the event y t , and may not be the same as g (but it will have similar smoothness properties). Note that the same appears in both f and g so that the belief that a`true model' belongs to a particular parametric class of possible models is not questioned explicitly. However, such cases as = 1 2 ; = 1 0 are not excluded. Remark 1.1. Our developement of scoring is essentially from the same point of view as that presented in 1], 11], 12] in considering generalised linear models and the statistical language GLIM. In this setting the implicit assumption is made that the appropriate limiting behaviour corresponds to m=N ? ! 0 as N ? ! 1. Together with the assumption of the independence of the events y t , this makes practical an important connection between the basic scoring step (4.1) and a linear least squares problem (4.19) . This provides an e ective method for implementing the scoring algorithm with distinct numerical advantages in terms of scaling and stability. It also puts an emphasis on the form of the sampling strategy de ned by T N , and in subsequent argument involving appeals to the law of large numbers it will be assumed that appropriate regularity conditions are satis ed. A minimum condition on T is that it serves to identify in the case that y t , t 2 T is given without error. Example 1.1. One important model for the event data y t is that of a signal observed in the presence of noise. In this case it is assumed that there is a parametric model for the signal given by E g(t; ) fy t g = (t; )
where E is the expectation operator (for the density speci ed), and the mean vector (t; ), 2 B, describes the parametric family of possible signals. Typically, = in (1.2).
The purpose of this paper is to show not only that scoring provides a very satisfactory computing algorithm, but also that the performance of the algorithm provides important insights into the underlying problem modelling. This is done by establishing a connection between the two questions of the convergence of the computed estimates N as N ! 1, and the asymptotic rate of convergence of the scoring algorithm. This link is provided by Newton's method.
The plan of the paper is as follows. The necessary properties of Newton's method for function minimization are sketched in the next section. It is used to show consistency of maximum likelihood and quasi-likelihood estimates in section 3. The case for scoring is presented in section 4. The argument in 16], which shows that the natural extension of the Levenberg algorithm for nonlinear least squares to scoring possesses both good global convergence properties and a fast rate of convergence in the case of likelihoods based on the exponential family of distributions provided the problem data is adequate, extends to the more general case (1.2) with only minor modi cation. For this reason, discussion is concentrated on the numerical properties of quasi-likelihood based estimation procedures. These have the novel property that it is the derivative of the objective function which is directly available rather than the function values themselves, and this consideration a ects the numerical detail of the method.
The emphasis on the rate of convergence of the scoring method complements the discussion of quasi-likelihoods in 11] and exponential dispersion models in 8]. It does this by stressing the nexus between e cient performance of the scoring algorithm and adequacey of the problem modelling. In other words, if scoring does not work well then the results are likely not of interest. The treatment of linear constraints on is considered in section 5, and some numerical results are presented in section 6.
Newton's method
In this section properties of Newton's method for function minimization are summarised as a preliminary to a comparison with Fisher's method of scoring. The method seeks to estimate a stationary point of the log likelihood by making a quadratic approximation to the objective function at the current point. Let and updates by + h (2.5) where is chosen to satisfy the conditions 0 < < ( ; h; ) < 1 ? ; (2.6) where typically is chosen small (say 10 ?4 ). Newton's method has the particular advantages:
(1) It has a fast (second order) rate of ultimate convergence to a zero b of rK provided J is nonsingular (but this does not imply convergence to a minimum of K).
(2) It is invariant under constant, nonsingular, linear transformations. Close enough to the solution it is invariant to rst order under general, nonsingular transformations.
However, there are also potential problems with Newton's method:
(1) Selection of a suitable monitor may not be straightforward. For example, it is not necessarily true that K is reduced in making a small enough step in the direction determined by h (a su cient condition is that r 2 K be positive de nite). Thus the simple tactic of setting Q = K in (2.4) may not be available for the Newton correction. Also, while h is downhill in the sense of (2.3) for minimizing Q = krKk 2 which is minimized at all stationary points of K; the use of this modi ed objective function can introduce further di culties (the scaling may not be appropriate 2]). A possibility that needs to be explored further is that negative curvature in K is informative, and that the appropriate action needs to take this into account.
(2) Calculation of h requires a knowledge of second derivatives of K. But often it is believed to be either uneconomical or inconvenient to compute these. For this reason it is conventional wisdom to seek methods which use at most rst derivatives.
Newton's method has an advantage of a di erent kind in that it can be used to prove existence theorems. Consider, for example, the iteration started from an initial point 0 contained within some ball B = f ; k ? 0 k < g in which something is known (or is going to be assumed) about the regularity properties of the problem data. If 3 ). An application of this result is made in the next section in discussing the convergence of the minima of K N as N ? ! 1. The idea is to use the stochastic properties to identify a limiting value L . This is then used as 0 in showing that N and N are small provided N is large enough.
Consistency
Consistency has to do with the question of how the parameter estimates b N obtained by minimizing (1.2) behave as N ? ! 1. Newton's method nds stationary points so the assumption of a minimizing sequence involves a further condition. Here it is essential because the standard consistency results for maximum likelihood are results about global minima. A further question concerns the manner in which convergence behaviour is a ected if the true probability density of the events y t is unknown and guessed incorrectly; and this leads in turn to a third question which asks what kind of procedure can be employed to ensure that correct limiting behaviour of the computed estimates is not too critically dependent on guessing the right probability structure.
It is convenient to consider these questions here:
(1) because the convergence result for Newton's method permits a simple discussion of consistency (but one limited by quite strong smoothness requirements). A discussion under weaker conditions is given in Huber 6] . (2) because this approach provides the results in a form which permits them to be related directly to the numerical performance of the scoring method.
Remark 3.1. To discuss consistency it is necessary to identify rst an appropriate limiting value L (assumed to exist). We associate the two ideas b N ? ! L in the sense of almost sure convergence, and b N is a consistent estimator of L under the assumed probability model. Also it is important to characterise the case L = . Here we will say that b N is consistent without further quali cation.
Assume that the true density is g. Then, indicating dependence on the current sample by subscript N and on the labelling within the sample by subscript t, 
where !(u) is de ned in (1.1) and describes the limiting distribution of data events and t = t(u).
Thus the relevant limiting value L for the minimizers of K N for nite N solves the system of shows that L = provided is an isolated solution of (3.3) and we recover the usual result. The limit of the rst term is (3.3). To analyse the second term note that the strong law now
where use has been made of the identity
The rst term on the right hand side of (3.7) has the limiting value
The second term has the limiting value
It is clear that (3.9) will fail to meet the bounded, positive de nite requirement only under rather unusual circumstances so that b N being a consistent estimate of L under the hypothesised model will be ensured provided the relative size of the contribution of (3.11) is su ciently small. That is provided the averaged contribution of the di erence g( )?f( L ) is su ciently small. Of course, if the Hessian is inde nite a.s. for N large enough then the corresponding stationary points cannot be minima and the whole discussion loses its point. In practice, positive de niteness of J will likely be recognised from the performance of the minimization algorithm (this point is made explicit in the next section).
In many cases it is not di cult to construct consistent estimators of . The idea is to copy the form of K n and prescribe the quasilikelihood function W = P t2T ?W t by starting with a gradient speci cation analogous to (3.4) where V t ( ) is given by (3.10), and use has been made of the standard identities (3.4) and (3.8).
It follows immediately that:
(1) I is positive (semi) de nite so that rKh < (=)0 showing that the scoring step is necessarily downhill for minimizing K when I is nonsingular, and that the choice of monitor function Q = K is available in (2.4) -a distinct advantage over Newton's method, (2) scoring has the same transformation invariance properties as Newton's method, and (3) scoring requires only rst derivative information for its implementation.
On This equation may have to be solved fairly accurately to ensure that the stability condition that W be reduced in the current step is satis ed.
The above discussion shows that scoring inherits most of the good properties of Newton's method, and the most serious remaining questions concern its convergence behaviour. Here too there are satisfactory answers. To summarise these assume that (4.1) is used to generate the scoring step, the monitor function is Q = K, the step is chosen to satisfy (2. 
Similar results hold for the scoring step based on (4.5) with Q = W as an (implicitly de ned) monitor corresponding to the strategy based on nding a zero of (4.6).
Remark 4.1. Note that I having full rank in D is not too di cult a global condition. It does not imply that J has full rank so that it does not su ce to guarantee a single stationary point in D. It may suggest superior global convergence properties for the scoring algorithm.
To make further progress it is convenient to assume convergence to a local minimum b which is a consistent estimate of the true parameter vector . This need not be too extreme an assumption in the likelihood case when the objective function can have good convexity properties 18]. The rate of convergence can now be estimated using essentially the same argument as in 16], 17]. For this reason only the estimating equation case is considered here. The argument goes in two stages. In the rst it is shown that = 1 will satisfy the step choice criterion when the current iterate is close enough to b N and N is large enough. In the second stage it is assumed that = 1 is allowable, and the rate of convergence of the full step method is discussed.
In the rst stage note that satis es (4.6) when khk is small provided This shows that the rate of convergence of the scoring algorithm increases as the e ective sample size N increases. The consequence is that scoring is an attractive algorithm, in the sense that it has a fast rate of ultimate convergence, provided the measure N of the e ective sample size is large enough. Arguing as in the derivation of (3.6), (3.7), the e ect of the misidenti cation is to give the almost sure limiting value F 0
Comparing (4.16) with (3.6), (3.7) it will be seen that the condition for L to be an attractive xed point for the scoring algorithm implies the condition for J ( L ) , the sample information, can frequently be estimated from the ratiokh i+1 k=kh i k in the case that the largest eigenvalue in modulus of F 0 ( ) is isolated. This just corresponds to an application of the classical power method for determining eigenvalues and will work best when the convergence rate is slow -but in the contrary case it will return a small number as required. (4.19) Note that this system has a standardised right hand side at = if W t is the correct covariance matrix. This suggests that this formulation corresponds to an e cacious scaling.
Scoring under constraints
Discussion of general constrained problems is not attempted. But, as a general rule, local behaviour can be predicted on the basis of quadratic approximation of the objective function and linear approximation of the active constraints; and linear constraints of one form or another are never too far away from the class of problems we are considering. The point to be made here is that scoring usually maintains its good properties when applied to constrained problems. Examples of constraints include:
(1) constraints de ning discrete probability distributions. are imposed to remove the obvious ambiguities. (3) constraints can express additional information about the problem. For example, information that some parameters must be non-negative could be the expression of some physical law. Constraints of this kind are called bound constraints; (4) Sometimes it is convenient to x certain components of the parameter vector in exploratory calculations involving controlling and setting parameter values in testing a range of models. Scoring may not be too robust with respect to this kind of activity which could introduce inconsistency if the complexity is understated, and exaggerate any tendency towards ill-conditioning in I if it is overstated.
Frequently problems of the rst kind are eliminated by introducing a suitable parametrization (this point is illustrated in the next section where we consider an application involving a multinomial likelihood). Linear equality constraints (for example (5.3)) can be used to eliminate variables, but this can cause ll-in in sparse matrix structures such as (5.2) and so may not be an optimal strategy. To discuss the e ect of linear equality constraints on the performance of the scoring algorithm consider the constrained maximum likelihood problem (there is a corresponding quasi-likelihood development) min K N ( ) subject to C = d: and this can readily be put into the form (4.
the consistency arguments (they are based on the distribution of y rather than of ) although an extension of the Newton result is needed and second order su ciencey becomes the right property in showing is isolated. A discussion of consistency for bound constraints under much weaker conditions is given in Moran 14] . He derives the distribution of in Moran 15] . There is no real restriction in assuming lower bounds only, and in this case the maximum likelihood problem becomes min 2B K( ); B = f ; bg The algorithm could proceed as follows:
(1) compute h, at the current point This quantity is small under the same conditions that obtain in the unconstrained case.
Numerical Examples
Here numerical results illustrating a number of the points made in previous sections are given. Two problems are considered. The rst is an example of a multinomial likelihood and illustrates a successful application of the scoring method. The second example is a quasilikelihood calculation taken from Wedderburn's original paper 19] . Here the scoring method is only moderately successful and gives rise to some doubts about the modelling of the problem. Both examples involve constraints of the types previously considered. In the likelihood problem they are removed by reparametrization. In the quasi-likelihood problem which is solved iteratively it is convenient to use the transformed subproblem (5.9). where y i is the number of times that the i'th outcome occurred and P m i=1 y i = n. Consider now the case in which the multinomial distribution governs the outcome of n(t) trials for each t, t 2 T. Here the y i (t) are observed and the quantities to be modelled are the i . Assuming that the outcomes of each group of trials are mutually independent then the log likelihood is additive, and the contribution from each group of trials is given by
y i (t)log( i (t)) + const:; (6.2) and this can be put in the form (1.2) by setting ( t ) i = i ( ; t); i = 1; 2 ; m ? 1; m ( ; t) = 1 ? e T t : (6. 3)
The reduction of a scoring step to a linear least squares problem is straightforward in this case. Di erentiating (6.2) An example of trinomial data (m = 3) is given in Table 6 .1. It derives from a study of the e ects of a cattle virus on chicken embryos. Starting values were provided with the data. Results obtained using the scoring algorithm implemented in the manner described in 16] are given in Table 6 .2. Table 6 .2 near here It will be seen that the performance of the algorithm is very satisfactory. It is stressed that the fast rate of convergence achieved provides persuasive evidence also that the modelling strategy is satisfactory.
The direct application of scoring to multinomial data is discussed in Green 5] Table 6 .3 percentage of leaf blotch infection (R.secalis) is given for 10 varieties of barley grown on 9 sites. This corresponds to a balanced design so that h can be written down immediately. In the numerical results reported below, the secant algorithm was used to nd an approximate zero of (4.6), and a standard linear least squares t to the data used to set initial values. The behaviour of the iteration is detailed in Table 6 .4 which gives, for each iteration, DX = khk, DF = W 0 ( : h), the number of steps needed to bracket the minimum NB, the number of secant algorithm steps NR, and the computed step XINC. The convergence test for terminating the algorithm is based on the size of DX. The test on the linesearch is less extreme and takes account both of the size of DX and the convergence of XINC. Table 6 .4 about here
The secant algorithm is quite well behaved with the root being bracketed quickly, and the choice of a unit scale being clearly satisfactory. Equally clearly the calculation could be economized (taking = 1 in the line search step except possibly in the rst iteration would almost certainly be satisfactory). However, the overall rate of convergence is not very fast, and with the scoring algorithm this is a good indication of shortcomings in the modelling procedure. In this case the power method gives a useful indication of the limiting value of $. The successive ratios are given in the nal column of Table 6 .4. The residuals in the t are displayed in Table 6 .5. 
