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We present the results of an improved Monte Carlo Glauber (MCG) model of relevance for collisions involving
nuclei at center-of-mass energies of BNL RHIC (
√
sNN = 0.2 TeV), CERN LHC (
√
sNN = 2.76–8.8 TeV), and
proposed future hadron colliders (
√
sNN ≈ 10–63 TeV). The inelastic pp cross sections as a function of √sNN
are obtained from a precise data-driven parametrization that exploits the many available measurements at LHC
collision energies. We describe the nuclear density of a lead nucleus with two separated 2-parameter Fermi
distributions for protons and neutrons to account for their different densities close to the nuclear periphery.
Furthermore, we model the nucleon degrees of freedom inside the nucleus through a lattice with a minimum
nodal separation, combined with a “recentering and reweighting” procedure, that overcomes some limitations of
previous MCG approaches. The nuclear overlap function, number of participant nucleons and binary nucleon–
nucleon collisions, participant eccentricity and triangularity, overlap area and average path length are presented
in intervals of percentile centrality for lead–lead (PbPb) and proton–lead (pPb) collisions at all collision energies.
We demonstrate for collisions at
√
sNN = 5.02 TeV that the central values of the Glauber quantities change by up
to 7% in a few bins of reaction centrality, due to the improvements implemented, though typically remain within
the previously assigned systematic uncertainties, while their new associated uncertainties are generally smaller
(mostly below 5%) at all centralities than for earlier calculations. Tables for all quantities versus centrality
at present and foreseen collision energies involving Pb nuclei, as well as for collisions of XeXe at
√
sNN =
5.44 TeV, and AuAu and CuCu at
√
sNN = 0.2 TeV, are provided. The source code for the improved Monte
Carlo Glauber model is made publicly available.
Revisions && changes of the arXiv document and code:
v1, 19 Oct 2017: initial document, code v3.0
v2, 24 May 2018: published version, code v3.1 includes fixes for spherical nuclei
v3, 15 Feb 2019: fixes tables in appendix with correct overlap calculation consistent with erratum,
v3, 15 Feb 2019: latest code v3.2 includes changes from v2.7.
I. INTRODUCTION
The interpretation of many results measured in high-energy
heavy ion collisions relies on the use of a model of the ini-
tial matter distribution resulting from the overlap of the two
colliding nuclei at a given impact parameter b. Indeed, quan-
tities such as (i) the centrality dependence, expressed by the
number of participating nucleons in the collision Npart(b), of
any observable, (ii) the nuclear overlap function TAA(b) or the
number of binary nucleon-nucleon collisions Ncoll(b) used to
derive the nuclear modification factor (RAA) from the ratio of
AA over pp spectra, (iii) the elliptic and triangular flow pa-
rameters v2 and v3 normalized by the eccentricity ε2(b) and
triangularity ε3(b) of the overlap region, the average (iv) sur-
face area AT(b) and (v) path-length L(b) of the interaction re-
gion, all depend on a realistic model of the collision geome-
try [1].
The standard method employed in high-energy heavy-ion
collisions describes the initial transverse shape of the nu-
clei in terms of 2-parameter Fermi (2pF) distributions (also
often called Wood-Saxon distributions) with half-density ra-
dius R and diffusivity a parameters obtained from fits to elas-
tic lepton-nucleus data [2, 3], and determines the underlying
multi-nucleon interactions in the overlap area between the nu-
clei through a Glauber eikonal approach [4]. In the Monte
Carlo Glauber (MCG) models (e.g. [5–10]), individual nu-
cleons are sampled event-by-event from the underlying 2pF
distributions and the collision properties are calculated by av-
eraging over multiple events. However, neutron-rich nuclei,
such as 208Pb may have differing proton and neutron density
distributions at the nuclear periphery. Indeed, measurements
have recently been able to extract the neutron profile of several
nuclei that show differences with respect to their proton dis-
tribution [11, 12], and various works have already studied its
impact on different isospin–dependent observables in nuclear
collisions [13–15].
In this article, we present the results of improved Glauber
Monte Carlo model calculations for Ncoll(b), Npart(b), TAA(b),
ε2(b), ε3(b), AT(b) and L(b) in PbPb and pPb collisions at
LHC (
√
sNN = 2.76, 5.02, 5.5, 8.16 and 8.8 TeV), High-
Energy LHC (
√
sNN = 10.6, 17 TeV), and Future Circular
Collider FCC (
√
sNN = 39 and 63 TeV) [16] energies, by
considering for the first time separated transverse profiles for
protons and neutrons in the lead nucleus. The corresponding
values for the inelastic pp cross section are obtained from a
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2data-driven parametrization with reduced uncertainties thanks
to the many available measurements at LHC collision ener-
gies. The nucleon degrees of freedom inside a nucleus are
modeled using a lattice with a minimum nodal separation,
that mimics hard-core repulsion between nucleons without
distorting the nuclear density. Residual small distortions in
the generated nuclear densities resulting from adjusting the
nucleon center-of-mass (c.m.) with that of the nucleus are
overcome by reweighting the original nuclear density. We ex-
emplify for collisions at
√
sNN = 5.02 TeV that the central
values of Ncoll(b), Npart(b), TAA(b), and ε2(b) change due to
the inclusion of the separated proton and neutron transverse
distributions, but typically remain within the previously as-
signed systematic uncertainties. Their new associated uncer-
tainties are generally smaller than for earlier calculations ex-
cept for mid-peripheral events where they are slightly larger
in some cases. Tables for all quantities versus centrality at
present and foreseen collision energies involving Pb nuclei are
provided. Results for other studied systems, such as AuAu
and CuCu collisions at
√
sNN = 0.2 TeV and XeXe colli-
sions at
√
sNN = 5.44 TeV, are provided also for complete-
ness. As for previous versions of the model, the source code
for “TGlauberMC” (v3.2) has been made publicly available at
HepForge [17].
The paper is organized as follows: Section II describes the
basic quantities of interest computed in the article. Section III
presents a parametrization of the c.m. energy dependence of
the nucleon inelastic cross section (σNN) based on existing
proton–proton (pp) and proton–antiproton (pp¯) data. Sec-
tion IV introduces the basic details of the MCG calculation.
Section V discusses the improvements of the MCG model-
ing, namely using a more realistic nuclear matter density with
separated protons and neutrons profiles (Sec. V A), incorpo-
rating a minimum inter-nucleon separation without distorting
the nuclear profile (Sec. V B), reweighting the nuclear den-
sity to compensate residual distortions introduced by the nu-
cleon center-of-mass recentering (Sec. V C), and using a more
precise parameterization of the σNN (Sec. V D). Section VI
presents the results of the improved MCG calculation and Sec-
tion VII summarizes our main conclusions. Appendix A illus-
trates the difference between an optical and a Monte Carlo
Glauber calculation. Appendix B briefly discusses the inclu-
sion of subnucleonic degrees of freedom in the MCG cal-
culation. Appendix C provides an updated user’s guide for
running the publicly available MCG code. Appendix D pro-
vides tables with calculated quantities for all relevant colli-
sion energies involving Pb nuclei, including XeXe collisions
at
√
sNN = 5.44 TeV as well as AuAu and CuCu collisions at√
sNN = 0.2 TeV.
II. GLAUBER FORMALISM
The standard procedure to determine the transverse over-
lap area, and other derived quantities in a generic proton–
nucleus (pA) or nucleus–nucleus collision (AB) at impact
parameter b, is based on a simple Glauber multi-scattering
eikonal model that assumes straight-line trajectories of the nu-
cleons from the two colliding nuclei [4]. A review that de-
scribes the basic formalism can be found in [1], of which we
briefly summarize the main concepts here.
To simplify the mathematical description, the reaction
plane of the two colliding nuclei, i.e. the plane defined by the
impact parameter and the beam direction, is given by the x-
and z-axes, while the transverse plane is given by the x- and
y-axes. The collision impact parameter b is distributed as-
suming dN/db ∝ b, and the centers of the nuclei are shifted to
(− b2 , 0, 0) and ( b2 , 0, 0).
In “optical” Glauber calculations a smooth nuclear matter
density, ρ, for each nucleus is used and properties of the re-
action zone and all derived quantities are analytically calcu-
lated. In Monte Carlo based approaches individual nucleons
are distributed for each nucleus according to ρ in an event-by-
event basis and collision properties as well as derived quanti-
ties are calculated by averaging over multiple events. In both
cases, following the eikonal ansatz, the nucleons are assumed
to move in straight trajectories along the beam axis. The nu-
clear reaction is modeled by successive independent interac-
tions between two nucleons from different nuclei, where the
interaction strength between two nucleons is typically mod-
eled using the nucleon–nucleon inelastic cross section (σNN)
in the transverse plane. The transverse positions of nucleons
are assumed to be constant during the short passage time of
the two high-energy nuclei, while their longitudinal coordi-
nate does not play a role in the calculation.
The optical calculations are based on the thickness function
of a nucleus which quantifies the transverse nucleon density
as T (x, y) =
∫
ρ(x, y, z) dz, which is usually normalized to the
number of nucleons in the nucleus A. The nuclear overlap
function of nuclei A and B colliding at impact parameter b,
TAB (b), can then be expressed as the convolution of the corre-
sponding thickness functions of A and B
TAB (b) =
∫
ρcoll(x, y, b) dxdy
=
∫
TA
(
x − b
2
, y
)
TB
(
x +
b
2
, y
)
dxdy (1)
usually normalized so that
∫
TAB (b) b db = AB.
The number of nucleons in the target and projectile nuclei
that interacted at least once in a collision at impact parameter b
is called the number of participants (or “wounded nucleons”),
and calculated as [18, 19]
Npart(b) =
∫
ρpart(x, y, b) dxdy
= A
∫
T−A
(
1 − [1 − σNNT+B ]B) dxdy
+ B
∫
T+B
(
1 − [1 − σNNT−A]A) dxdy (2)
with T±X ≡ TX(x ± b2 , y). Similarly, the total number of bi-
nary nucleon–nucleon collisions at impact parameter b is cal-
culated as
Ncoll(b) = σNN
∫
ρcoll(x, y, b) dxdy
= σNNTAB (b) . (3)
3Hence, the nuclear overlap function, TAB (b) = Ncoll(b)/σNN,
can be thought of as the nucleon-nucleon luminosity (reaction
rate per unit cross section) in an AB collision at a given impact
parameter b.
MCG calculations obtain the quantities (2) and (3) by sim-
ply counting either the number of nucleons that interacted at
least once (Npart), or the total number of individual nucleon–
nucleon collisions (Ncoll), where the collisions between the
nucleons of the two incoming nuclei are determined by a σNN-
dependent interaction probability in the transverse plane.
The second moment, also called eccentricity [20], the
third moment, also called triangularity [21], and higher mo-
ments [22] of the collision region at impact parameter b,
which are used to characterize the initial geometrical shape,
are given by
εn(b) =
〈rn cos(nφ − nψ)〉
〈rn〉 (4)
where n denotes the moment (n = 2 for eccentricity, n = 3 for
triangularity), r =
√
x2 + y2 and ψ = tan−1 yx . The averages
are performed by considering the central positions of either,
participant nucleons or binary nucleon–nucleon collisions, or
of an admixture of the two.
The effective transverse overlap area between the two nu-
clei is often taken to be proportional to the widths of the par-
ticipant distributions
A⊥(b) ∝
√〈
x2
〉 〈
y2
〉
(5)
where the averages are taken over participant nucleons. There
is no commonly accepted definition of the absolute normaliza-
tion of the overlap area. Historically, either pi [23] or 4pi [24]
have been used, where the latter essentially coincides with the
geometrical overlap area of two uniform disks. Recently, it
was proposed to directly calculate the area in the MCG by
evaluating the area of wounded nucleons with a fine-grained
grid [10].
The average path-length through a static medium with a
density parameterized with ρpart can be calculated using
L(b) =
∫
l ρpart(x0 + l cos φ0, y0 + l sin φ0, b) dl dP0
0.5
∫
ρpart(x0 + l cos φ0, y0 + l sin φ0, b) dl dP0
(6)
where the initial point (x0, y0) is usually distributed according
to ρcoll, and the azimuthal direction φ0 uniformly [25, 26].
The total inelastic cross sections for pA or AB collisions
are
σpA = 2pi
∫
b
[
1 − e−σNN TA(b)
]
db , (7)
and
σAB = 2pi
∫
b
[
1 − e−σNN TAB (b)
]
db . (8)
MCG calculations obtain the cross sections by simply multi-
plying the fraction of accepted events with pib2max, where bmax
is the maximum generated impact parameter (usually 20 fm).
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FIG. 1. Inelastic pp cross section as a function of c.m. energy in
the range
√
s = 0.2–100 TeV. Experimental data points at vari-
ous colliders and cosmic-ray energies from UA5 [28], E710 [29,
30], CDF [31, 32], ALICE [33], ATLAS [34–37], CMS [38, 39],
LHCb [40], TOTEM [41–43] and AUGER [44]. Fits of ln s, ln2 s
and lnn s to the data are shown (for details see text).
Type A B n χ2/Ndof
ln s −3.33 ± 1.58 4.195 ± 0.103 1 (fixed) 1.52
ln2 s 25.0 ± 0.9 0.146 ± 0.004 2 (fixed) 0.97
lnn s 29.8 ± 4.7 0.038 ± 0.060 2.43 ± 0.50 0.98
TABLE I. Fit values and χ2/Ndof for the collision-energy dependence
of σNN parameterized by Eq. 9 and displayed in Fig. 1.
Observables are often studied in intervals of cross sections,
called “centrality percentiles”, whose experimental ranges are
typically obtained by ordering the events according to their
particle multiplicity or transverse energy and, in the case of
AA collisions, can be translated into equivalent ranges of im-
pact parameter (see e.g. [27]). Instead of reporting results as
a function of centrality percentiles, often the mean number
of participants in the centrality interval is used, which, like
all quantities in a Glauber calculation, can be obtained by per-
forming the calculation over their respective impact parameter
range.
III. PARAMETERIZATION OF THE INELASTIC
NUCLEON–NUCLEON CROSS SECTION
A fundamental ingredient of any Glauber calculation is
the inelastic nucleon-nucleon cross section, σNN, at the same
c.m. energy
√
sNN of the nuclear collision under considera-
tion. The value of σNN includes particle production contri-
butions from both (semi)hard parton-parton scatterings, com-
putable above a given pT ≈ 2 GeV cutoff by perturbative
QCD approaches, as well as from softer “peripheral” scat-
terings of diffractive nature, with a scale not very far from
ΛQCD ≈ 0.2 GeV. Today, σNN cannot be computed from first-
principle QCD calculations (although future developments in
4√
s (TeV) σNN (mb)
0.2 41.6 ± 0.6
0.9 52.2 ± 1.0
2.76 61.8 ± 0.9
5.02 67.6 ± 0.6
5.44 68.4 ± 0.5
5.5 68.5 ± 0.5
7 70.9 ± 0.4
8 72.3 ± 0.5
8.16 72.5 ± 0.5
8.8 73.3 ± 0.6
10.6 75.3 ± 0.7
13 77.6 ± 1.0
14 78.4 ± 1.1
17 80.6 ± 1.5
27 86.0 ± 2.4
39 90.5 ± 3.3
63 96.5 ± 4.6
100 102.6 ± 6.0
TABLE II. Values of the nucleon-nucleon inelastic cross sectionσNN
extracted from the ln2 fit, with the uncertainties estimated from the
difference of the ln s and lnn s (n = 2.43) fits at collision-energies
√
s
relevant for RHIC, LHC, and FCC.
lattice QCD computations could improve this situation) and
one resorts to phenomenological approaches to fit the ex-
perimental data and predict their evolution as a function of√
sNN [45]. At high c.m. energies, above a few tens of GeV,
pp and pp¯ (as well as nn and np) collisions all feature the same
inelastic cross sections. Any potential differences due to their
different valence-quark structure are increasingly irrelevant,
and all existing experimental measurements can be combined
to extract σNN. The
√
s dependence of the inelastic cross sec-
tion σNN is shown in Fig. 1 for all the available data from pp¯
and pp colliders, and the AUGER result at
√
s = 57 TeV de-
rived from cosmic-ray data [44]. We include pp¯ measurements
from UA5 [28] at
√
s = 200 and 900 GeV, E710 [29, 30] and
CDF [31, 32] at
√
s = 1.8 TeV, as well as pp results from AL-
ICE at 7 TeV [33], ATLAS at 7, 8 and 13 TeV [34–37], CMS
at 7 and 13 TeV [38, 39], LHCb at 7 TeV [40], and TOTEM
at 7 and 8 TeV [41–43]. The experimental σNN values plotted
are either obtained (i) from the subtraction σinel = σtot − σel,
where σtot and σel have been accurately measured in ded-
icated forward Roman pot detectors (TOTEM [41–43] and
ALFA [35–37]), or (ii) from measurements of inelastic par-
ticle production data in the central detectors collected with
“minimum bias” triggers. The latter measurements are less ac-
curate than the former, as they require an extrapolation, domi-
nated by diffractive contributions, to forward regions of phase
space not covered by detectors, and therefore have larger un-
certainties.
The collision-energy dependence of σNN has been fit to the
parameterization
σNN(s) = A + B lnn(s) , (9)
where n was fixed to either n = 1 or n = 2, or otherwise
left free in the fit. The values and χ2/Ndof for the three cases
are given in Table I. The n = 2 case, which represents the
asymptotic
√
s-dependence expected to saturate the Froissart
bound [46], is used as central value for the interpolation (and
extrapolation) of σNN versus
√
s, listed in Table II for relevant
LHC and FCC energies. The difference (normalized by 2.4 to
account for the full width at half maximum) of the so-derived
σNN values to those obtained for n = 1, 2.43 is assigned as sys-
tematic uncertainty (shown as a band in Fig. 1). The resulting
cross section at 100 TeV of σNN = 102.6±6.0 mb is consistent
with the value 105.1 ± 2.0 mb, obtained from the average of
various model calculations [45]. The value extracted for the
top RHIC energy of
√
sNN = 0.2 TeV is 41.6 ± 0.6 mb and is
consistent with the typically used value of 42 ± 3 mb [23].
Other more complicated functional forms were also tried,
motivated by the Ansatz used by the COMPETE collabora-
tion [47], such as σNN(
√
s) = A + B ln2(s) + C s−η, and
σNN(
√
s) = A + B ln2(s) + D ln(s). The corresponding fits
resulted in A = 24.4 ± 1.4, B = 0.1008 ± 0.1537, C =
1.454 ± 1.768, η = 0.131 ± 0.0180 with χ2/Ndof = 1.09, and
A = 39.7±1.4, B = 0.2212±0.0708, D = −2.154±2.035 with
χ2/Ndof = 0.96, respectively. Both parameterizations turned
out to be numerically close to Eq. 9 for n ≈ 2.43 as determined
by the simpler lnn s-fit.
From the obtained values of σNN, one can then easily de-
rive the corresponding proton-nucleus and nucleus-nucleus in-
elastic collisions making use of Eq. 7 and Eq. 8. The com-
puted σpA and σAB results for all relevant collision systems in
this work are listed in Table V. The Glauber calculation gives
σMCPbPb = 7.57±0.03 b andσMCpPb = 2.08±0.01 b for the hadronic
PbPb and pPb cross sections, in good agreement with the mea-
sured values of σPbPb = 7.7 ± 0.6 b at √sNN = 2.76 TeV [48]
and σpPb = 2.06± 0.08 b [49] as well as σ = 2.10± 0.07 [50]
at
√
sNN = 5.02 TeV, respectively.
IV. DETAILS OF THE MCG CALCULATION
The implementation of the MCG calculation is described in
detail in [6, 7]. It consists of two steps: first, constructing the
nuclei and, second, colliding the nuclei.
To construct a nucleus, the position of each nucleon is de-
termined according to a probability density function usually
taken from measurements of the charge density distribution of
the nucleus [2, 3]. For spherical nuclei, the nucleon positions
can be determined in polar coordinates with a uniform distri-
bution for the azimuthal and polar angles, coupled with a 2pF
distribution in the radial direction
ρ(r) =
ρ0
1 + exp [(r − R)/a] , (10)
where ρ0 is a normalization constant so that
∫
d3r ρ(r) = 1.
The half-density or central radius R describes the mean loca-
tion of the nucleus area (i.e. R is indicative of the extension of
the bulk part of the density distribution). The diffusivity pa-
rameter a describes the tail of the density profile. Values for
Pb nuclei are listed in Table IV, while a complete list of pa-
rameters for other nuclei can be found in Ref. [7]. To mimic
a hard-core repulsion potential between nucleons, a minimum
inter-nucleon separation (dmin) of usually 0.4 fm between their
5centers is enforced when sampling the positions of the nucle-
ons inside a nucleus. In order to ensure that the center-of-
mass of each constructed nucleus is at (0, 0, 0), the nucleons
are individually “recentered” through a procedure discussed
in more detail later.
To simulate the collision, the centers of the nuclei are then
shifted to (−b/2, 0, 0) and (b/2, 0, 0). The collision of two nu-
clei is then modeled by assuming that the nucleons of each
nucleus travel in a straight line along the beam axis in the
transverse plane (eikonal approximation), ignoring their lon-
gitudinal coordinates in the calculation. The impact parame-
ter of the collision is chosen randomly from dN/db ∝ b up to
some large maximum bmax ' 20 fm, chosen to be significantly
greater than twice the nuclear radius. Two nucleons from dif-
ferent nuclei are usually assumed to collide if their relative
transverse distance is less than a diameter given by
D =
√
σNN/pi (11)
which geometrically parameterizes the interaction strength
of two nucleons for a given value of σNN. If no nucleon–
nucleon collision is registered for any pair of nucleons, then
no nucleus–nucleus collision occurred. Counters for determi-
nation of the total (geometric) cross section are updated ac-
cordingly. The inelastic nucleon-nucleon cross section σNN
is either directly taken from measurements in pp collisions,
or extracted from interpolations of the available data, as ex-
plained in Sec. III.
Constructing the nucleus is a principal ingredient of the
MCG model and the dominant source of systematic uncertain-
ties in the Glauber quantities, in particular after reducing the
uncertainties of the interpolated σNN values. In the following,
we will discuss improvements of the MCG model aiming at
achieving a more accurate baseline description with reduced
systematic uncertainties. The new results will be labeled im-
proved MCG, and discussed in detail in the next Section. In
order to compare with previous baseline results, we compare
the results of our new calculations with those from a set of
traditional parameters of the MCG model, typically used in
previous studies [10, 27, 51], given by σNN = 64 mb for√
sNN = 2.76 TeV and σNN = 70 mb for
√
sNN = 5.02 TeV
with an uncertainty of ±5 mb, with charge radius and diffusiv-
ity of the nuclear density profile varied within their measured
1σ uncertainties, and minimum inter-nucleon separation dis-
tance varied by 100%, i.e. between 0 and 0.8 fm. The algorith-
mic definitions, as well as central values and uncertainties of
the parameters, for the traditional and improved MCG setups
are summarized in Table III.
V. IMPROVEMENTS OF THE MCGMODELING
A. Nuclear matter density
The nuclear density parameters used for the 2pF distribu-
tions are typically taken from the Atomic Data and Nuclear
Data Tables (ADND) [2, 3, 52–54]. They are extracted via
Coulomb scattering in electron–nucleus and muon–nucleus
MCG model Traditional Improved
Density for Pb Charge, 2pF (“Pb”) Point, D2pF (“Pbpnrw”)
NN separation (fm) dmin = 0.4 ± 0.4 dnode = 0.4 ± 0.4
σNN (mb) 70 ± 5 67.6 ± 0.5
Recentering Shift dmax = 0.1 fm + reweight
TGlauberMC ≡v2.x ≡v3.x
TABLE III. Parameters with corresponding uncertainties for the tra-
ditional and improved MCG model used to compute Glauber quan-
tities for nuclear collisions at a reference c.m. energy of
√
sNN =
5.02 TeV.
r (fm)
0 2 4 6 8 10
)3
D
en
si
ty
 (1
/fm
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
Pb point density (D2pF)208
Pb charge density (2pF)207
FIG. 2. Nuclear density of 208Pb for the charge distribution (2pF)
as well as the sum of the proton and neutron point density distribu-
tions (D2pF), corresponding to the parameters listed in Table IV. The
grey band indicates the 1σ uncertainty for the D2pF distribution.
Charge density Name R (fm) a (fm)
207Pb [3] Pb 6.620 ± 0.060 0.546 ± 0.010
208Pb [2] Pb* 6.624 ± 0.035 0.549 ± 0.008
Point density
208Pb Pbpn
proton [11] 6.68 ± 0.02 0.447 ± 0.01
neutron [11, 12] 6.69 ± 0.03 0.560 ± 0.03
TABLE IV. Nuclear density parameters of Pb for charge and point
density distributions. For the neutron point density, the values are
averaged as explained in the text. The name of the corresponding
profile in the TGlauberMC implementation [17] is also listed.
measurements and therefore dominantly probe the charge
density of the nucleus. Since 208Pb is a “doubly-magic” nu-
cleus (both the number of protons, 82, and number of neu-
trons, 126, are arranged in fully closed energy shells), it is
rather immune to shape deformations, and hence its charge
density is well described by a 2pF distribution, with R and a
determined to within 1 and 2%, respectively. Traditionally, the
values for 207Pb from [3] have been used instead of those for
208Pb from [2] when modeling 208Pb in MCG calculations. 1
1 There is no clear reason for that, and we speculate that it may simply be
an oversight because the 208Pb parameters were only collected in the ear-
liest, but not in the later ADND publications. In any case, the two sets of
parameters are essentially the same, as can be seen in Table IV.
6However, since the MCG uses the charge density to place
the central locations of each nucleon, a preferred representa-
tion is the point density distribution, which parameterizes the
2pF function for the centers of the nucleons. Transforming
from the charge to point distribution involves parameter un-
folding which is performed using the proton root-mean-square
(rms) charge radius
√〈r2〉 = 0.875 fm [55] via the prescrip-
tion given in [11, 56]. The point density 2pF parameter val-
ues are slightly smaller than the charge density ones due to
the proton’s finite spatial extension. The corresponding uncer-
tainties on the proton radius density Rp have become smaller
over the years and are now below 0.5% [52–54]. However,
the diffusivity parameter for protons, ap, is no longer quoted
in the more recent ADND tables. Moreover, it has been shown
that at very large radii (distances greater than ≈ R + 3a) the
2pF parameterization begins to fail as the measured density
falls off faster than a Woods-Saxon distribution [57]. This ob-
servation can be modeled by letting the diffusivity parameter
shrink with increasing r, and while the authors provide a(r)
for 40Ca and 48Ca, they do not provide it for 208Pb. Thus, we
maintain the constant-a 2pF form and, in turn, sustain the tra-
ditional relatively large uncertainty on the diffusivity parame-
ter of about 2% (±0.01 fm).
Using the nucleon point density distribution leads to a more
realistic placement of the nucleons. However, there is evi-
dence that the proton and neutron distributions may not be ex-
actly the same at the surface of heavy stable nuclei [58]. This
effect is particularly important in neutron-rich nuclei, such as
208Pb with a neutron excess of N/Z ≈ 1.5. Protons near the
center of the nucleus feel electrostatic repulsion from all di-
rections resulting in an electrostatic equilibrium and a con-
stant charge density. However, at r&6 fm, where the nucleon
density begins to drop, the outermost protons need additional
“skin” or “halo” neutrons in the periphery to counteract the
outward Coulomb repulsion and maintain a sufficient nuclear
surface tension thereby increasing the overall binding energy.
To extract the 2pF parameters for neutrons, the Crystal
Ball collaboration has performed a measurement via coher-
ent pion photoproduction [12] while the Low Energy Proton
Ring (LEAR) at CERN has investigated antiproton–nucleus
interactions coupled with radiochemistry techniques [11]. The
former extracts neutron point density parameters of Rn =
6.70±0.03 (stat.) fm and an = 0.55±0.01 (stat.)+0.02−0.03 (syst.) fm,
while the latter reports comparable values of Rn = 6.684 ±
0.020 (stat.) fm and an = 0.571 fm. These data favor the pe-
ripheral neutron distribution in the form of a neutron “halo”
rather than a neutron “skin”, i.e. the neutron distribution is
slightly broader than the proton distribution because of its
larger diffusivity (an − ap ≈ 0.1 fm), but has the same half-
radius as the proton distribution (Rp ≈ Rn ≈ 6.7 fm). For the
LEAR measurement no uncertainty was explicitly reported for
an though the central value is consistent with [12] and we as-
sume ±0.03 fm; both use the same proton charge density pa-
rameters taken from the ADND. The neutron parameters are
then averaged and listed in Table IV together with the proton
point 2pF parameters. The combined point density distribu-
tion for proton and neutrons is then the weighted sum of the
individual 2pF distributions, which we simulate in the MCG
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FIG. 3. Relative change in Ncoll in PbPb and pPb collisions at√
sNN = 5.02 TeV due to the updated nuclear density profile. The
baseline uses the standard 2pF charge density, while the new results
are obtained with the D2pF density.
by drawing 82 protons from the proton point 2pF and 128 neu-
trons from the neutron point 2pF. The D2pF distribution is
displayed in Fig. 2 with its corresponding 1σ uncertainty and
compared to the traditionally-used charge density distribution.
The relative change in Ncoll due to switching from the 2pF
charge density to the D2pF point density representation (while
everything else is computed in the traditional approach) is
illustrated in Fig. 3. In mid-peripheral PbPb collisions, the
change results in a maximum ∼ 4% increase in Ncoll and ap-
proximately 2% for pPb collisions. This is largely driven by
the increase of the central radius in the D2pF compared to the
2pF parameterization.
B. Minimum nucleon separation
Prior to this work, varying the inter-nucleon separa-
tion from the default value (0.4 fm) to its assumed upper
limit (0.8 fm) led to uncertainties of about 2% in the de-
rived Glauber quantities. Such a result is somewhat surprising
given that, if uniform spherical packing is naı¨vely assumed for
nucleons near the center of the nucleus, the typical distance
between any two nucleons should be 1.5–2 fm, significantly
larger than dmin, and hence the results should not be dramat-
ically affected when varying the latter. Traditional MCG im-
plementations place nucleons by first sampling the 2pF dis-
tribution and then checking the dmin requirement with respect
to the already placed nucleons. When the dmin requirement
is not satisfied, the algorithm discards that nucleon and re-
samples the 2pF probability distribution. This approach re-
sults in an overall bias in the constructed radial distribution
that propagates to all computed quantities. Figure 4 shows
the resulting deformation in the radial profile due to this bias,
which increases with increasing dmin. Nucleons are prefer-
entially pushed to larger radii where there is more physical
phase-space to fill.
One approach to overcome this effect is to rescale the input
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FIG. 4. Nuclear radial density distributions for various values of the
inter-nucleon distance dmin using the “traditional” MCG implemen-
tation (top panel) and their ratio to the 2pF profile (bottom panel).
The deviations from 1 at large r increase with increasing dmin.
profile parameters until the bias brings the resulting density
back to the desired 2pF distribution [59, 60]. This iterative
procedure is cumbersome, unphysical, and not universal for
all collisions systems. Instead, to remove this bias, we in-
troduce a uniform three-dimensional lattice with a minimum
nodal separation (dnode) equivalent to dmin. The full physi-
cal phase space is sampled by pre-calculating all lattice nodes
within a cubic space of 40 × 40 × 40 fm3. These nodes are
sampled uniformly in Cartesian space and subsequently pop-
ulated with a nucleon according to the 2pF probability distri-
bution. Once a node has been populated, it is removed from
the sampling. By apriori restricting the allowable phase-space
to exclude overlapping nucleons, the 2pF probability distri-
bution can be sampled without introducing artificial distor-
tions. To ensure that regularities in the lattice are avoided,
the lattice is randomized event-by-event in azimuthal and po-
lar orientation in addition to being randomly translated lat-
erally in Cartesian space. After the implementation of the
lattice framework, the density profile remains largely intact
and subsequently the centrality variables become stable with
respect to dmin variations. This is demonstrated in Fig. 5,
which shows the resulting density profiles when varying dmin
by 100% (0.4± 0.4 fm). The results are insensitive to the spe-
cific lattice basis used [61]: Hexagonal Close Packing (HCP),
Face Centered Cubic, Body Centered Cubic, and Simple Cu-
bic. Generally, lattices with packing fractions above about
50% are indistinguishable for dmin < 1.2 fm. The HCP lat-
tice was used as the default configuration as it has the most
optimal packing fraction of 74%. The insensitivity to the lat-
tice structure is intuitive when considering that less than 0.5%
of nodes inside a radius of about 6.7 fm are populated when
dmin = 0.4 fm. As either dmin is increased to larger than 1.2 fm
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FIG. 5. Nuclear radial density distributions for various values of the
inter-nucleon lattice distance dnode (≡ dmin) using the lattice MCG
implementation (top panel) and their ratio to the 2pF profile (bottom
panel).
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FIG. 6. Relative change in Ncoll for PbPb and pPb collisions at√
sNN = 5.02 TeV after introducing the nucleon lattice placement al-
gorithm with dnode = 0.4 fm. The baseline uses the traditional MCG
implementation with dmin = 0.4 fm.
or the packing fraction drops significantly below 50%, the
fraction of nodes available will be greatly reduced and dis-
tortions start to impact the density distribution. It should be
noted that, from a technical standpoint, the same result can
be achieved with the traditional MCG implementation by dis-
carding the entire nucleus in the event of two nucleons over-
lapping (rather than only the offending nucleon). This, how-
ever, is computationally prohibitive and therefore impractical.
Figure 6 quantifies the relative change in Ncoll with respect
to the traditional MCG implementation for dmin = 0.4 fm for
PbPb and pPb collisions. The mean value of Ncoll as a function
of centrality changes by less than 0.2%. Since the radial pro-
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FIG. 7. Ratio of radial density distributions constructed with the
standard MCG for dmin = 0 fm over that from the 2pF profile for
different methods to recenter the nucleons. The green distribution is
obtained with the standard approach including recentering, while the
grey distribution is without recentering. The other two cases impose
dmax = 0.1 fm (as explained in the text). The red distribution is
obtained by dividing (reweighting) the Pb nucleus radial profile with
the 2nd-order polynomial (blue line).
file is not affected by variations of dmin, introducing the lattice
to construct the nuclei effectively removes the uncertainty due
to the minimum distance between nucleons (see Sec. VI).
C. Recentering
Inspecting the bottom panel of Fig. 5 closely, reveals that
there are still residual differences of up to a few percent in
the radial profile, even when the lattice is used. Indeed, even
for dmin = 0 fm, i.e. without a requirement on the nucleon–
nucleon separation, a non-monotonic structure emerges, as
can be seen in the “zoomed-in” ratio relative to the 2pF pro-
file displayed in Fig. 7. It originates from the recentering
algorithm that is usually applied in MCG calculations, since
without recentering the ratio relative to the 2pF is exactly one.
The traditional MCG approaches [6–10], except the HIJING
model [5], recenter the nucleons by the average of the dis-
placement after having distributed them individually accord-
ing to the nuclear density profile. This is also the case for
the advanced MC calculation of Ref. [62], which includes
realistic nucleon–nucleon correlations [63]. The recentering
step is applied to ensure that the center-of-mass of the con-
structed nucleus coincides with that of the nuclear density
from which the nucleon positions were stochastically deter-
mined. Shifting the nucleons by the average displacement,
however, introduces a distortion of the radial profile, which
increases with decreasing degrees of freedom. This effect
has been recently discussed in Glauber approaches account-
ing for subnucleonic degrees of freedom, where the distortion
is particularly large when only three partons (quarks) are dis-
tributed inside a proton [64]. For a 208Pb nucleus, the width
of the center-of-mass shift is about 0.2 fm in each direction,
and the effect of the associated distortions have so far been
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FIG. 8. Relative change in Ncoll in PbPb and pPb collisions at√
sNN = 5.02 TeV using the reweighted profile for dmin = 0.1 fm and
dmin = 0.4. The baseline uses the traditional MCG implementation
with dmin = 0.4 fm.
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FIG. 9. Relative change in Ncoll in PbPb and pPb collisions at
√
sNN =
5.02 TeV due to the updated nucleon-nucleon cross section. The
baseline uses σNN = 70 mb, while the updated value is 67.6 mb.
ignored. In order to ensure that the center-of-mass of the
constructed nucleus is at (0, 0, 0), one can only accept con-
structed nuclei where the average displacement in each direc-
tion is small, e.g. smaller than dmax = 0.1 fm. This require-
ment leads to more (less) dense radial distributions than the
2pF profile for small (large) radii, as can be seen in the corre-
sponding ratio (blue curve) in Fig. 7. The corresponding ratio
can be empirically described by a second-order polynomial as
f (r) = 1.00863−0.00045r−0.00021r2. Reweighting the orig-
inal radial profile with f , i.e. using ρ/ f to distribute nucleons
in the radial direction, allows to correct for the residual bias.
The ratio of the resulting radial distribution relative to the 2pF
deviates by less than 0.2% from unity.
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FIG. 10. Ratio of Ncoll, Npart, TAA and ε2 as a function of centrality
obtained using the improved approach (including
√
sNN, lattice, and
D2pF changes) over the same quantities obtained with the traditional
approach, for PbPb collisions at
√
sNN = 5.02 TeV. The grey band
illustrates the traditionally reported uncertainties.
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FIG. 11. Ratio of Ncoll, Npart, TAA and ε2 as a function of centrality
obtained using the improved approach (including
√
sNN, lattice, and
D2pF changes) over the same quantities obtained with the traditional
approach, for pPb collisions at
√
sNN = 5.02 TeV. The grey band
illustrates the traditionally reported uncertainties.
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FIG. 12. Relative uncertainties in Ncoll, Npart, TAA and ε2 arising from
varying σNN, as well as inter-nucleon separation and density param-
eters for the improved and traditional approaches in PbPb collisions
at
√
sNN = 5.02 TeV.
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FIG. 13. Relative uncertainties in Ncoll, Npart, and TAA and ε2 aris-
ing from varying σNN as well as inter-nucleon separation and density
parameters for the improved and traditional approaches in pPb colli-
sions at
√
sNN = 5.02 TeV.
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The effect on Ncoll of the reweighted radial profile rela-
tive to the standard 2pF profile is quantified in Fig. 8, and
leads to variations below 1%. In particular, for pPb collisions
the residual change from recentering to reweighting is much
smaller than the modification introduced by recentering alone,
which for peripheral collisions is larger than 10% (see Fig. 20
in the Appendix).
D. Nucleon–nucleon collision modeling
Given that the nucleon-nucleon interaction probability de-
pends on the condition given by Eq. 11, the improved
√
s-
parameterization and uncertainty of σNN discussed in Sec-
tion III leads to Glauber quantities that are both more accurate
and more precise than before. To demonstrate the effect of this
change for
√
sNN = 5.02 TeV, the relative change of Ncoll with
respect to the previously used σNN value is shown in Fig. 9.
The baseline uses the value of σNN = 70 mb, commonly used
at the LHC, while the updated value is 67.6 mb. As expected,
the change is largest for central collisions, namely equal to the
ratio of 67.6/70 ≈ 0.97, while for the most peripheral colli-
sions there is no observable numerical change.
VI. RESULTS
The improvements considered here, including the
√
s-
parameterization of σNN, the use of the D2pF profile, plus lat-
tice regularization as well as the recentering and reweighting
approach, comprise the improved MCG approach [17], whose
parameters are summarized in Table III. To illustrate the dif-
ferences with the traditional approach, we compare the values
of Ncoll, Npart, TAA and ε2 computed with both approaches
for PbPb and pPb collisions at
√
sNN = 5.02 TeV in Figs. 10
and 11. The uncertainties due to the 2pF and D2pF param-
eters, given in Table IV, were calculated by running 100k
MCG events for 100 parameter set variations. Each varia-
tion allowed each parameter to take a random value within a
Gaussian distribution with a width of the 1σ uncertainty on
each parameter. The spread of the resulting values quanti-
fied by their standard deviation was used as the reported re-
sulting 1σ uncertainty due to the 2pF and D2pF parameters.
The uncertainties due to σNN as well as due to the minimum
inter-nuclear separation (dmin and dnode), given in Table III,
were obtained by running with nominal settings varying each
one of the parameters by ±σ at a time, and assigning half of
the difference as the corresponding 1σ uncertainty. To obtain
the total uncertainties the individual uncertainties due to den-
sity profile, σNN, and inter-nucleon separation were added in
quadrature.
Figures 10 and 11 quantify the changes as the ratio of Ncoll,
Npart, TAA and ε2 in 5%-wide centrality intervals using the im-
proved and traditional approach for PbPb and pPb collisions
at
√
sNN = 5.02 TeV, respectively. The ratios are compared to
the total uncertainties of the traditional approach to illustrate
that the central values of the improved results are generally
within the previously assigned uncertainties, which were typ-
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FIG. 14. Average fraction of pp, pn, and nn collisions for PbPb
and pPb collisions at
√
sNN = 5.02 TeV obtained with our improved
MCG model.
√
sNN (TeV) σNN (mb) System σ (b) Table
2.76 61.8 ± 0.9 PbPb 7.57 ± 0.03 Table IX
5.02 67.6 ± 0.6 PbPb 7.66 ± 0.03 Table X
5.5 68.5 ± 0.5 PbPb 7.67 ± 0.03 Table XI
10.6 75.3 ± 0.7 PbPb 7.77 ± 0.03 Table XII
39 90.5 ± 3.3 PbPb 7.90 ± 0.03 Table XIII
5.02 67.6 ± 0.6 pPb 2.08 ± 0.01 Table XIV
8.16 72.5 ± 0.5 pPb 2.12 ± 0.01 Table XV
8.8 73.3 ± 0.6 pPb 2.13 ± 0.01 Table XVI
17 80.6 ± 1.5 pPb 2.18 ± 0.01 Table XVII
63 96.5 ± 4.6 pPb 2.28 ± 0.01 Table XVIII
5.44 68.4 ± 0.5 XeXe 5.67 ± 0.02 Table XIX
0.2 41.6 ± 0.6 AuAu 6.80 ± 0.03 Table XX
0.2 41.6 ± 0.6 CuCu 3.43 ± 0.03 Table XXI
TABLE V. Values for total PbPb and pPb cross sections (with statisti-
cal uncertainties) at collision energies relevant for the LHC and FCC.
For completeness, results for XeXe at
√
sNN = 5.44 TeV, as well as
as AuAu and CuCu collisions at
√
sNN = 0.2 TeV are also included.
The values for σNN are from Table II. For every collision system the
corresponding centrality dependent Glauber quantities can be found
in the specified table provided in Appendix D.
ically dominated by the large uncertainty on σNN, except in
the case of TAA for peripheral PbPb collisions. Since in TAA
the quite large uncertainties on σNN cancel out, this quantity is
especially sensitive to other small changes introduced by the
improvements. Our results indicate that, for the relevant cen-
trality classes, previous experimental results on RAA would
have to be scaled up by up to 3–5%, however ratios of re-
sults taking at
√
sNN = 5.02 and
√
sNN = 2.76 would not be
affected because TAA would change similarly in both cases.
We checked that the lattice and traditional approaches lead to
identical results for identical settings. Hence, since it is less
computationally intensive, one can also use dmin = 0.4 fm
in the traditional way (i.e. without the lattice) but ignoring the
uncertainties introduced from variation to dmin = 0 and 0.8 fm.
Figures 12 and 13 show the respective individual and total
uncertainties as dotted lines for the traditional and full lines
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FIG. 15. Number of binary collisions (Ncoll), number of participants
(Npart), and overlap function (TAA) as a function of centrality for PbPb
collisions at
√
sNN = 2.76, 5.02 and 39 TeV (left columns) and for
pPb collisions at
√
sNN = 5.02, 8.16 and 63 TeV (right columns)
using the improved MCG.
for the improved model. The 2pF uncertainties and the min-
imum inter-nucleon separation (dmin) reach up to about 2%,
while the (previously) large uncertainty on σNN propagated
into up to 7% on Ncoll for central collisions and TAA for pe-
ripheral collisions, and typically dominated the final uncer-
tainty . In contrast, the uncertainties due to the minimum sep-
aration enforced between nucleons by the lattice as well as
due to the more precise parameterization of σNN(
√
sNN) are
quite small, and, in particular, for the inter-nucleon separation
nearly negligible in the improved approach. This is particu-
larly apparent in the case of ε2, where the uncertainty related
to dmin was substantial in central collisions for the traditional
approach. The uncertainty due to the D2pF parameters, how-
ever, have grown. Since the uncertainty on the neutron diffu-
sivity has actually increased to about 5% and there are about
50% more neutrons than protons in 208Pb, the inclusion of the
D2pF nuclear density description results in a more accurate,
though less precise, determination of Glauber quantities. For
this reason, coupled with the fact that traditional 2pF forms
represented the charge density rather than the point density,
previously quoted uncertainties based on the 2pF parameters
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FIG. 16. Overlap area (AT), average path length (L), participant ec-
centricity (ε2) and triangularity (ε3) as a function of centrality for
PbPb collisions at
√
sNN = 2.76, 5.02 and 39 TeV (left columns) and
for pPb collisions at
√
sNN = 5.02, 8.16 and 63 TeV (right columns)
using the improved MCG.
were slightly underestimated. For pPb collisions, other exper-
imental uncertainties become dominant, such as those result-
ing from the event activity class used to determine the cen-
trality [51]. Furthermore, it is important to realize that the
spread of the computed quantities in each centrality class is
rather large, in particular for peripheral collisions, where the
ratios of the standard deviation over the mean of each Glauber
quantity can reach up to 80% (as can be seen in the Tables of
Appendix D).
Figure 14 shows the average fraction of pp, pn, and nn col-
lisions for PbPb and pPb collisions at
√
sNN = 5.02 TeV from
the D2pF calculation. In peripheral collisions, the pn and
nn interactions become more probable due to the extended
12
neutron “halo” or “skin”, and therefore are particularly rel-
evant for precision measurements involving isospin– (or elec-
tric charge–) dependent observables, such as electroweak bo-
son production, in nuclear collisions [13–15].
Finally, we present the number of binary collisions (Ncoll),
number of participants (Npart), and overlap (TAA) in Fig. 15,
as well as the overlap area (AT), average path length (L), par-
ticipant eccentricity (ε2), and triangularity (ε3) in Fig. 16 as
a function of centrality for PbPb collisions at
√
sNN = 2.76,
5.02 and 39 TeV (left plots), and in pPb collisions at
√
sNN =
5.02, 8.16 and 63 TeV (right plots) using the improved MCG.
The inelastic cross sections for all collision systems computed
with the improved approach are given in Table V. Appendix D
provides detailed tables for the corresponding quantities in
5%-wide centrality classes.
VII. SUMMARY
We have presented the results of an improved Monte Carlo
Glauber model for the calculation of quantities of relevance
for collisions involving nuclei at center-of-mass energies of
BNL RHIC (
√
sNN = 0.2 TeV), CERN LHC (
√
sNN = 2.76–
8.8 TeV), and proposed future hadron colliders (
√
sNN ≈ 10–
63 TeV). The corresponding values for the inelastic pp cross
section are obtained from a data-driven parametrization result-
ing in a tenfold reduction of the uncertainties due to the many
available measurements at LHC collision energies (Fig. 1).
We describe the nuclear transverse density with two indepen-
dent 2-parameter Fermi distributions for protons and neutrons
to account for their different densities close to the nuclear pe-
riphery. Furthermore, we model the nucleon degrees of free-
dom inside a nucleus using a lattice with a minimum nodal
separation to enforce the exclusion of overlapping nucleons
without distorting the nuclear density. Residual small distor-
tions in the generated nuclear densities, resulting from adjust-
ing the nucleon center-of-mass with that of the nucleus, are
overcome by appropriately reweighting the original nuclear
density. We demonstrate for collisions at
√
sNN = 5.02 TeV
that the central values of the first four quantities change due
to the inclusion of the separated proton and neutron trans-
verse distributions, though they remain typically within the
previously assigned systematic uncertainties, while their new
associated uncertainties are generally smaller than for ear-
lier calculations (Figs. 10–13). The number of participant
nucleons, binary nucleon–nucleon collisions, nuclear over-
lap function, participant eccentricity and triangularity, overlap
area and average path length are presented in intervals of per-
centile centrality for lead–lead (PbPb) and proton–lead (pPb)
collisions at all collisions energies (Figs. 15 and 16). Ta-
bles for all quantities versus centrality at present and fore-
seen collision energies involving Pb-nuclei, but also for XeXe
at
√
sNN = 5.44 TeV, and for AuAu and CuCu collisions at√
sNN = 0.2 TeV, are provided (see Table V). The source code
for the Monte Carlo Glauber program is made publicly avail-
able in Ref. [17]. The authors welcome comments on the code
and suggestions on how to make it more useful to both exper-
imentalists and theorists.
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Appendix A: Comparison with optical Glauber
As described in Sec. II, the underlying Glauber formalism
is the same for optical and MC calculations. Nevertheless,
as discussed in Ref. [1], there are differences in their results,
in particular in peripheral collisions. This is demonstrated in
Fig. 17, where Ncoll in peripheral collisions deviates strongly
between an optical and the Monte Carlo Glauber calculation.
The optical Glauber calculation [65] was performed with the
same parameters for the 2pF distribution of Pb. Similarly, the
proton was described in the same way, namely with an expo-
nential distribution exp (−r/R) with R = 0.234 fm based on
the measured form factor of the proton [66]. For peripheral
PbPb collisions beyond 60% centrality the two calculations
differ by more than 20%, and in the case of pPb collisions the
ratio is even non-monotonous. Optical calculations, which as-
sume a smooth matter distribution, and by construction can-
not capture event-by-event fluctuations, should not be trusted
in this regime.
Appendix B: Subnucleonic degrees of freedom
Potential improvements can be added to the MCG model to
take into account subnucleonic dynamics in the nuclear colli-
sion, by adding parton degrees of freedom [10], or fluctuations
in the nucleon shape (also known as Glauber-Gribov fluctua-
tions) [67]. The TGlauberMC includes the possibility that pp
collisions themselves have an impact parameter dependence,
as e.g. regularly taken into account in the PYTHIA event gen-
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FIG. 17. Relative change in Ncoll in PbPb and pPb collisions at√
sNN = 5.02 TeV due to the use of optical Glauber model. The
baseline uses the traditional MCG approach with σNN = 70 mb.
erator [68]. A convenient way to include the bNN dependence
in MCG models is to replace the hard-sphere collision condi-
tion, P(bNN) = Θ(D − bNN) from Eq. 11, with
P(bNN) = Γ
1/ω, b2NND2ω
 /Γ (1/ω) (B1)
where bNN is the difference between two nucleon centers in the
transverse plane, Γ is the Gamma function, and ω a parameter
which covers from the hard-sphere (ω = 0) to the Gaussian
(ω = 1) limits.
As can be seen in Fig. 18, the resulting probability distribu-
tion approaches the hard-sphere step function for ω → 0 and
a Gaussian for ω → 1. The proposed value, ω = 0.4, for the
collisions at the LHC energies reproduces the measured values
of both the total and elastic pp cross sections [9, 69]. Using
ω = 0.4 leads to an effective reduction of the number of col-
lisions relative to the hard-sphere condition, by about 5% and
10% in peripheral pPb and PbPb collisions, respectively, as
shown in Fig. 19. Since the MCG calculation uses P(bNN) to
determine whether there is a NN collision, usingω > 0 in such
calculations will impact the set of generated nucleus–nucleus
collisions, and hence all Glauber quantities will change with
respect to the typically applied hard-sphere (ω = 0) condi-
tion, not only Ncoll. The resulting change in Ncoll is quali-
tatively similar to earlier studies [70] on the influence of the
nucleon–nucleon collision geometry on the determination of
the RAA. However, a realistic modeling of the number of hard
collisions per NN collision, and in general of the correlation
between soft and hard particle production, is needed to be able
to compare experimental data with calculations [71].
Appendix C: User’s guide
The source code, which relies on the ROOT [72] frame-
work (version 4.00/08 or higher), can be obtained at the
TGlauberMC page on HepForge [17]. All functionality is im-
plemented in the macro runglauber vX.Y.C, where version
 (fm)NNb
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FIG. 18. Nucleon–nucleon collision impact parameter dependence
P(bNN) from Eq. B1 for various values of ω, at 5.02 TeV. The vertical
dashed line (ω = 0) corresponds to the hard-sphere limit.
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FIG. 19. Relative change in Ncoll in PbPb and pPb collisions at√
sNN = 5.02 TeV due to the use of ω = 0.4 in Eq. B1 instead of
the hard-sphere condition.
“X.Y==3.0” described here. For generating events with 3H
or 3He, the additional text files called “h3 plaintext.dat” or
“he3 plaintext.dat” are needed. Compiling the code is done
as in earlier versions, namely by executing
root [0] gSystem->Load("libMathMore")
root [1] .L runglauber_3.0.C+
Three classes, TGlauNucleon, TGlauNucleus
and TGlauberMC and three functions (macros)
runAndSaveNtuple(), runAndSaveNucleons(), and
runAndSmearNtuple() are defined in the provided macro.
In the following, we only describe the improved functionality,
see Ref. [7] for the complete guide.
Executing the program can be steered by the provided
runAndSaveNtuple() macro that takes the following argu-
ments:
Int_t n, = number of events
char *sysA = name of nucleus A
char *sysB = name of nuclear B
Double_t signn = inelastic pp cross section
16
Nucleus Name R (fm) a (fm)
63Cu Cu 4.20 ± 0.02 0.596 ± 0.008
129Xe Xe 5.36 ± 0.10 0.590 ± 0.070
197Au Au 6.38 ± 0.06 0.535 ± 0.027
TABLE VI. Nuclear density parameters for charge density distri-
butions of Cu, Xe and Au (see Ref. [7]). The name of the corre-
sponding profile in the TGlauberMC implementation is also listed.
See Table IV for Pb. Separate proton/neutron point densities are not
known. The values for xenon are obtained from R = 5.4 ± 0.1 fm
and a = 0.61+0.07−0.09 fm for
132Xe from Ref. [73], where the radius was
scaled down by 0.99 = (129/132)1/3 and a was reduced by 0.02 fm to
symmetrize the uncertainty and to approximate the smaller neutron
skin of 129Xe.
Double_t sigwidth = width of signn
Double_t mind = minimum distance
Double_t omega = parameter for NN collision
Double_t noded = node distance
char *fname = file name
The macro will generate n many Monte Carlo events and store
event-by-event computed quantities in a ROOT tree, further
described below, saved on disk for a given file name. If no
argument for the file name is given, the code will provide it
based on values given for the other arguments. The names for
various nuclear profiles are listed in Table IV and Table VI,
and for the corresponding reweighted profiles in Table VII,
and Table VIII. A complete list for other nuclei can be found
in Ref. [7]. All implemented cases can also be found in the
TGlauNucleus::Lookup function in the code. The value for
σNN is given in mb, and a variety of values for high energy
collisions can be found in Table II. In case a positive value
for the width of σNN is given, then Glauber-Gribov fluctua-
tions (useful for pA collisions studies) will be simulated. As
a default, a minimum separation distance of dmin = 0.4 fm
is recommended. If a positive value for the node distance is
given, then the nucleons will be placed on a lattice (HCP, if
not otherwise specified). For values below 1 fm the results
do not depend on the node distance, but is is recommended to
use 0.4 fm for consistency with dmin. By default no lattice will
be used, and the calculation will be identical to version 2 of
the code. If a positive value of ω is given, as per Eq. B1, the
determination of the number of NN collisions will use an NN-
dependent impact parameter distribution as shown in Fig. 18.
Otherwise, by default, the hard-sphere condition is used.
In addition to quantities described in Ref. [7], the following
quantities are stored in the ROOT tree:
• Nhard: Number of hard collisions (based on fHardFrac)
• Ncollpp: Number of pp collisions
• Ncollpn: Number of pn collisions
• Ncollnn: Number of nn collisions
• AreaW: Area defined by width of participants
• AreaO: Area by ”or” of participants in grid
Nucleus Name p0 p1 · 104 p2 · 104
63Cu Curw 1.0090 −7.9040 −3.8990
129Xe Xerw 1.0091 −7.2230 −2.6630
197Au Aurw 1.0090 −5.9091 −2.1050
207Pb Pbrw 1.0086 −4.4808 −2.0587
208Pb Pbpnrw 1.0087 −4.6148 −2.0357
TABLE VII. Values for the coefficients of the 2nd-order polynomial
used to correct the radial nuclear density distribution to cancel the
effects of the recentering. The name of the corresponding profile
in the TGlauberMC implementation is also listed. In case one of the
reweighted parameterizations is chosen, the code will by default only
generate events with dmax < 0.1 fm.
Name β2 β4 p0 p1 · 103 p2 · 105
Cu2rw 0.162 −0.006 1.0127 −2.9808 −9.9722
Xe2arw 0.18 0 1.0125 −2.4851 −5.7246
Au2rw −0.131 −0.031 1.0126 −2.2552 −3.7151
TABLE VIII. Same as Table VII for deformed nuclear profiles cor-
responding to density parameters given in Table VI.
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FIG. 20. Relative change in Ncoll in PbPb and pPb collisions at√
sNN = 5.02 TeV for dmin = 0.4 fm without recentering com-
pared to recentering, using the traditional MCG implementation with
dmin = 0.4 fm.
• AreaA: Area by ”and” of participants in grid
• X0: Production point in x
• Y0: Production point in y
• Phi0: Direction in φ
• Length: Length in φ0
The following set of functions controls additional behav-
ior of the TGlauberMC class: SetHardFrac(Double t)
sets the fraction of cross section used for the calculation of
hard collisions (by default 0.65). SetCalcArea(Bool t)
and SetCalcLength(Bool t) enable the calculation of the
overlap area using a fine grid and the length (starting from
a randomly chosen binary collision with (x0, y0) in a ran-
dom direction φ0 of the transverse plane). They are by
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default not computed since the calculation is rather slow.
SetRecenter(Int t) specifies if and how to recenter nu-
cleons in a nucleus, where 0 means no recentering, 1 (de-
fault) means recentering by shifting all nucleons by the av-
erage displacement, 2 means recentering by shifting only
one nucleon, and 3 recentering by shifting only along the
z-direction after rotating the nucleus to align the x and y
coordinates of its center with 0. Figure 20 demonstrates
the relative change of Ncoll in PbPb and pPb collisions at√
sNN = 5.02 TeV for dmin = 0.4 fm without recentering com-
pared to recentering using the traditional MCG implementa-
tion with dmin = 0.4 fm. SetShiftMax(Double t) speci-
fies the maximum displacement (dmax) of the nucleon center-
of-mass in every direction from zero (by default any shift is
accepted). SetLattice(Int t) specifies the lattice type to
use (HCP by default), and SetSmearing(Double t) spec-
ifies the width of a Gaussian by which the nucleon position
will be smeared around the lattice node position (by default
not done). SetBMin(Double t) and SetBMax(Double t)
can be used to restrict the impact parameter (by default be-
tween 0 and 20 fm). SetDetail(Int t) allows one to re-
strict the number of variables written to the ROOT tree (by
default everything is written). SetMinDistance(Double t)
defines the minimum separation distance (by default 0.4 fm).
SetNodeDistance(Double t) sets the node separation in
the lattice mode. This value should be as large as dmin. By de-
fault it is negative, i.e. the lattice mode is not enabled. Using
SetNNProf(TF1 *) one can set another profile than that de-
fined by Eq. B1. See the code how it is done for getNNProf.
Appendix D: Tables for all computed MCG quantities
in 5%-wide centrality classes
In the following, we present the results for Ncoll, Npart, TAA, ε2, ε3, AT, and L in 5%-wide centrality classes for all systems,
summarized in Table V. The centrality classes are defined by slicing the impact parameter (b) distribution. For all systems at
least 5M events were computed. For each quantity, the average and the standard deviation (labeled as rms) of the quantity in the
centrality class are reported. The settings for the improved MCG model are given in Table III.
PbPb at
√
sNN = 2.76 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 3.47 1615 ± 135 382 ± 17.1 26.1 ± 2.2 0.0737 ± 0.0401 0.0853 ± 0.0455 5.15 ± 3 144 ± 4.67
5–10% 3.47 4.91 1268 ± 104 328.1 ± 17.6 20.5 ± 1.7 0.116 ± 0.059 0.113 ± 0.059 4.85 ± 2.85 133 ± 7.96
10–15% 4.91 6.01 1002 ± 86 280 ± 16.7 16.2 ± 1.4 0.163 ± 0.0745 0.135 ± 0.0699 4.54 ± 2.71 117 ± 8.14
15–20% 6.01 6.94 790.1 ± 74.4 238.2 ± 15.8 12.8 ± 1.2 0.208 ± 0.087 0.154 ± 0.0802 4.26 ± 2.57 103 ± 7.89
20–25% 6.94 7.76 618.1 ± 66 201.5 ± 15.1 10 ± 1.1 0.25 ± 0.0986 0.173 ± 0.0899 4 ± 2.45 91.3 ± 7.65
25–30% 7.76 8.5 478.9 ± 59.1 169.4 ± 14.4 7.75 ± 0.96 0.29 ± 0.11 0.193 ± 0.0993 3.74 ± 2.33 80.5 ± 7.43
30–35% 8.5 9.18 366.3 ± 52.7 141.4 ± 13.9 5.93 ± 0.85 0.325 ± 0.121 0.213 ± 0.11 3.5 ± 2.2 70.6 ± 7.22
35–40% 9.18 9.81 275.5 ± 46.7 116.8 ± 13.4 4.46 ± 0.76 0.36 ± 0.132 0.235 ± 0.12 3.27 ± 2.1 61.7 ± 7.02
40–45% 9.81 10.4 203.1 ± 40.5 95.12 ± 12.9 3.29 ± 0.65 0.393 ± 0.143 0.258 ± 0.13 3.03 ± 1.99 53.4 ± 6.85
45–50% 10.4 11 146.6 ± 34.3 76.37 ± 12.2 2.37 ± 0.56 0.426 ± 0.155 0.283 ± 0.14 2.81 ± 1.89 45.8 ± 6.68
50–55% 11 11.5 103.4 ± 28.6 60.3 ± 11.5 1.67 ± 0.46 0.458 ± 0.168 0.31 ± 0.151 2.58 ± 1.78 38.8 ± 6.49
55–60% 11.5 12 70.98 ± 22.9 46.59 ± 10.7 1.15 ± 0.37 0.492 ± 0.179 0.339 ± 0.162 2.35 ± 1.68 32.3 ± 6.32
60–65% 12 12.5 47.54 ± 18.2 35.15 ± 9.8 0.769 ± 0.29 0.529 ± 0.191 0.366 ± 0.171 2.12 ± 1.56 26.4 ± 6.15
65–70% 12.5 13 31.04 ± 14.1 25.84 ± 8.79 0.502 ± 0.23 0.567 ± 0.201 0.392 ± 0.181 1.88 ± 1.43 21 ± 5.94
70–75% 13 13.4 19.78 ± 10.6 18.46 ± 7.65 0.32 ± 0.17 0.606 ± 0.21 0.408 ± 0.192 1.64 ± 1.29 16.2 ± 5.61
75–80% 13.4 13.9 12.43 ± 7.85 12.89 ± 6.43 0.201 ± 0.13 0.645 ± 0.219 0.414 ± 0.211 1.42 ± 1.12 12.1 ± 5.09
80–85% 13.9 14.4 7.794 ± 5.62 8.928 ± 5.12 0.126 ± 0.091 0.683 ± 0.231 0.409 ± 0.241 1.22 ± 0.935 8.98 ± 4.33
85–90% 14.4 14.9 4.958 ± 3.94 6.224 ± 3.9 0.0802 ± 0.064 0.724 ± 0.243 0.388 ± 0.278 1.06 ± 0.756 6.67 ± 3.45
90–95% 14.9 15.6 3.206 ± 2.68 4.405 ± 2.8 0.0519 ± 0.043 0.775 ± 0.25 0.346 ± 0.312 0.94 ± 0.579 5.02 ± 2.53
95–100% 15.6 20 2.007 ± 1.67 3.078 ± 1.76 0.0325 ± 0.027 0.849 ± 0.238 0.252 ± 0.326 0.844 ± 0.408 3.76 ± 1.54
0–100% 0 20 353.3 ± 464 112.5 ± 115 5.72 ± 7.5 0.447 ± 0.278 0.273 ± 0.206 2.76 ± 2.35 50.7 ± 41.7
TABLE IX. Various quantities for PbPb collisions at
√
sNN = 2.76 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Typical
uncertainties, due to the MCG model parameters for each quantity at any centrality bin, can be read off from Fig. 12.
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PbPb at
√
sNN = 5.02 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 3.49 1762 ± 147 384.3 ± 16.6 26.1 ± 2.2 0.072 ± 0.0391 0.0843 ± 0.0451 5.19 ± 3 145 ± 3.9
5–10% 3.49 4.93 1380 ± 113 331.2 ± 17.7 20.4 ± 1.7 0.112 ± 0.0575 0.112 ± 0.0585 4.89 ± 2.85 136 ± 7.48
10–15% 4.93 6.04 1088 ± 93.4 283 ± 16.8 16.1 ± 1.4 0.158 ± 0.073 0.134 ± 0.0697 4.6 ± 2.71 122 ± 8.42
15–20% 6.04 6.98 855.3 ± 80.8 240.9 ± 16 12.7 ± 1.2 0.202 ± 0.086 0.154 ± 0.0797 4.32 ± 2.57 108 ± 8.19
20–25% 6.98 7.8 667.6 ± 71.6 204 ± 15.3 9.88 ± 1.1 0.243 ± 0.0977 0.173 ± 0.0895 4.06 ± 2.45 95.3 ± 7.95
25–30% 7.8 8.55 515.7 ± 63.9 171.6 ± 14.7 7.63 ± 0.95 0.282 ± 0.109 0.192 ± 0.0992 3.81 ± 2.33 84.2 ± 7.73
30–35% 8.55 9.23 392.9 ± 57 143.2 ± 14.1 5.81 ± 0.84 0.318 ± 0.12 0.212 ± 0.109 3.57 ± 2.21 74.1 ± 7.52
35–40% 9.23 9.87 294.5 ± 50 118.3 ± 13.6 4.36 ± 0.74 0.352 ± 0.131 0.234 ± 0.119 3.33 ± 2.1 64.8 ± 7.34
40–45% 9.87 10.5 216.4 ± 43.3 96.49 ± 13 3.2 ± 0.64 0.385 ± 0.142 0.257 ± 0.129 3.1 ± 1.99 56.4 ± 7.15
45–50% 10.5 11 155.5 ± 36.6 77.48 ± 12.4 2.3 ± 0.54 0.418 ± 0.154 0.281 ± 0.139 2.88 ± 1.89 48.6 ± 6.99
50–55% 11 11.6 109.2 ± 30.2 61.19 ± 11.7 1.62 ± 0.45 0.45 ± 0.166 0.307 ± 0.15 2.65 ± 1.79 41.3 ± 6.84
55–60% 11.6 12.1 74.73 ± 24.3 47.31 ± 10.9 1.11 ± 0.36 0.484 ± 0.177 0.335 ± 0.159 2.42 ± 1.68 34.6 ± 6.67
60–65% 12.1 12.6 49.88 ± 19.1 35.74 ± 9.96 0.738 ± 0.28 0.52 ± 0.189 0.362 ± 0.169 2.2 ± 1.58 28.3 ± 6.5
65–70% 12.6 13.1 32.38 ± 14.7 26.26 ± 8.95 0.479 ± 0.22 0.557 ± 0.2 0.385 ± 0.179 1.96 ± 1.45 22.6 ± 6.3
70–75% 13.1 13.5 20.54 ± 11.1 18.75 ± 7.79 0.304 ± 0.16 0.596 ± 0.209 0.402 ± 0.19 1.72 ± 1.31 17.6 ± 6.02
75–80% 13.5 14 12.85 ± 8.16 13.09 ± 6.55 0.19 ± 0.12 0.634 ± 0.219 0.409 ± 0.209 1.49 ± 1.14 13.2 ± 5.48
80–85% 14 14.4 8.006 ± 5.82 9.038 ± 5.22 0.118 ± 0.086 0.672 ± 0.232 0.407 ± 0.239 1.28 ± 0.963 9.81 ± 4.69
85–90% 14.4 14.9 5.084 ± 4.08 6.304 ± 3.98 0.0752 ± 0.06 0.715 ± 0.245 0.39 ± 0.277 1.12 ± 0.784 7.32 ± 3.76
90–95% 14.9 15.6 3.27 ± 2.77 4.452 ± 2.86 0.0484 ± 0.041 0.766 ± 0.254 0.349 ± 0.313 0.993 ± 0.608 5.51 ± 2.76
95–100% 15.6 20 2.035 ± 1.72 3.103 ± 1.8 0.0301 ± 0.025 0.844 ± 0.241 0.255 ± 0.328 0.889 ± 0.428 4.13 ± 1.69
0–100% 0 20 382.2 ± 506 113.8 ± 116 5.65 ± 7.5 0.439 ± 0.277 0.272 ± 0.205 2.82 ± 2.35 51.9 ± 41.9
TABLE X. Various quantities for PbPb collisions at
√
sNN = 5.02 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Typical
uncertainties, due to the MCG model parameters for each quantity at any centrality bin, can be read off from Fig. 12.
PbPb at
√
sNN = 5.5 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 3.5 1782 ± 150 384.3 ± 16.7 26 ± 2.2 0.0719 ± 0.0391 0.0843 ± 0.0451 5.19 ± 3 145 ± 3.81
5–10% 3.5 4.95 1395 ± 114 331.2 ± 17.6 20.4 ± 1.7 0.112 ± 0.0574 0.112 ± 0.0583 4.9 ± 2.85 137 ± 7.38
10–15% 4.95 6.05 1100 ± 94.5 283.3 ± 16.9 16.1 ± 1.4 0.157 ± 0.0732 0.134 ± 0.0697 4.61 ± 2.7 122 ± 8.43
15–20% 6.05 6.99 864.6 ± 81.8 241.1 ± 16.1 12.6 ± 1.2 0.201 ± 0.0859 0.154 ± 0.0798 4.31 ± 2.57 108 ± 8.21
20–25% 6.99 7.81 674.2 ± 72.4 204.1 ± 15.3 9.84 ± 1.1 0.243 ± 0.0974 0.173 ± 0.0895 4.06 ± 2.44 95.8 ± 8.03
25–30% 7.81 8.56 520.4 ± 64.6 171.7 ± 14.7 7.6 ± 0.94 0.281 ± 0.109 0.192 ± 0.0993 3.82 ± 2.32 84.7 ± 7.79
30–35% 8.56 9.25 396 ± 57.6 143.2 ± 14.2 5.78 ± 0.84 0.317 ± 0.12 0.212 ± 0.109 3.58 ± 2.21 74.5 ± 7.57
35–40% 9.25 9.89 296.1 ± 50.5 118.2 ± 13.6 4.32 ± 0.74 0.351 ± 0.131 0.233 ± 0.119 3.34 ± 2.1 65.3 ± 7.39
40–45% 9.89 10.5 217.9 ± 43.6 96.51 ± 13.1 3.18 ± 0.64 0.385 ± 0.142 0.256 ± 0.129 3.11 ± 2 56.8 ± 7.22
45–50% 10.5 11 156.7 ± 36.8 77.59 ± 12.4 2.29 ± 0.54 0.416 ± 0.154 0.281 ± 0.139 2.88 ± 1.89 48.9 ± 7.06
50–55% 11 11.6 109.9 ± 30.4 61.26 ± 11.7 1.6 ± 0.44 0.449 ± 0.166 0.307 ± 0.149 2.66 ± 1.79 41.6 ± 6.89
55–60% 11.6 12.1 75.17 ± 24.5 47.38 ± 10.9 1.1 ± 0.36 0.482 ± 0.178 0.335 ± 0.159 2.44 ± 1.69 34.9 ± 6.7
60–65% 12.1 12.6 50.13 ± 19.3 35.75 ± 9.99 0.732 ± 0.28 0.518 ± 0.189 0.362 ± 0.169 2.21 ± 1.57 28.6 ± 6.58
65–70% 12.6 13.1 32.49 ± 14.8 26.26 ± 8.95 0.474 ± 0.22 0.557 ± 0.2 0.385 ± 0.178 1.97 ± 1.46 22.8 ± 6.36
70–75% 13.1 13.5 20.62 ± 11.2 18.75 ± 7.81 0.301 ± 0.16 0.595 ± 0.209 0.401 ± 0.19 1.73 ± 1.31 17.7 ± 6.08
75–80% 13.5 14 12.85 ± 8.18 13.08 ± 6.56 0.188 ± 0.12 0.633 ± 0.219 0.409 ± 0.209 1.5 ± 1.15 13.4 ± 5.52
80–85% 14 14.4 8.045 ± 5.86 9.056 ± 5.23 0.117 ± 0.086 0.67 ± 0.232 0.406 ± 0.239 1.3 ± 0.976 9.92 ± 4.73
85–90% 14.4 15 5.114 ± 4.11 6.325 ± 3.99 0.0747 ± 0.06 0.713 ± 0.246 0.39 ± 0.276 1.13 ± 0.786 7.4 ± 3.8
90–95% 15 15.6 3.284 ± 2.78 4.466 ± 2.87 0.0479 ± 0.041 0.765 ± 0.254 0.35 ± 0.313 1 ± 0.615 5.56 ± 2.78
95–100% 15.6 20 2.037 ± 1.72 3.104 ± 1.81 0.0297 ± 0.025 0.845 ± 0.242 0.255 ± 0.327 0.896 ± 0.431 4.19 ± 1.72
0–100% 0 20 386.1 ± 512 113.8 ± 116 5.64 ± 7.5 0.438 ± 0.277 0.272 ± 0.205 2.83 ± 2.35 52.1 ± 41.9
TABLE XI. Various quantities for PbPb collisions at
√
sNN = 5.5 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Typical
uncertainties, due to the MCG model parameters for each quantity at any centrality bin, can be read off from Fig. 12.
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PbPb at
√
sNN = 10.6 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 3.51 1954 ± 163 386.7 ± 16 26 ± 2.2 0.0703 ± 0.0381 0.0832 ± 0.0445 5.24 ± 2.99 146 ± 3.17
5–10% 3.51 4.97 1528 ± 125 334.8 ± 17.5 20.3 ± 1.7 0.107 ± 0.0556 0.111 ± 0.0581 4.96 ± 2.84 140 ± 6.55
10–15% 4.97 6.08 1202 ± 103 286.8 ± 17 16 ± 1.4 0.151 ± 0.0712 0.133 ± 0.0692 4.67 ± 2.7 127 ± 8.61
15–20% 6.08 7.02 943.1 ± 89 244.5 ± 16.2 12.5 ± 1.2 0.194 ± 0.0843 0.153 ± 0.0795 4.4 ± 2.57 113 ± 8.53
20–25% 7.02 7.85 734.5 ± 78.8 207.4 ± 15.6 9.75 ± 1 0.234 ± 0.0962 0.172 ± 0.0889 4.13 ± 2.45 100 ± 8.33
25–30% 7.85 8.6 565.5 ± 70.4 174.7 ± 14.9 7.51 ± 0.93 0.272 ± 0.107 0.191 ± 0.0986 3.88 ± 2.32 88.6 ± 8.11
30–35% 8.6 9.29 429 ± 62.6 145.8 ± 14.4 5.7 ± 0.83 0.308 ± 0.118 0.211 ± 0.108 3.65 ± 2.22 78.3 ± 7.92
35–40% 9.29 9.93 320.2 ± 54.8 120.5 ± 13.9 4.25 ± 0.73 0.342 ± 0.129 0.232 ± 0.118 3.41 ± 2.11 68.8 ± 7.72
40–45% 9.93 10.5 234.2 ± 47.1 98.36 ± 13.3 3.11 ± 0.63 0.375 ± 0.14 0.254 ± 0.128 3.19 ± 2 60 ± 7.55
45–50% 10.5 11.1 167.6 ± 39.6 79.08 ± 12.7 2.23 ± 0.53 0.407 ± 0.152 0.278 ± 0.138 2.96 ± 1.9 51.9 ± 7.41
50–55% 11.1 11.6 117 ± 32.5 62.42 ± 12 1.55 ± 0.43 0.439 ± 0.164 0.303 ± 0.147 2.74 ± 1.8 44.4 ± 7.23
55–60% 11.6 12.2 79.64 ± 26 48.3 ± 11.1 1.06 ± 0.35 0.473 ± 0.176 0.329 ± 0.157 2.52 ± 1.69 37.3 ± 7.1
60–65% 12.2 12.7 52.8 ± 20.4 36.49 ± 10.2 0.701 ± 0.27 0.508 ± 0.188 0.355 ± 0.166 2.28 ± 1.58 30.8 ± 6.95
65–70% 12.7 13.1 34.12 ± 15.6 26.81 ± 9.15 0.453 ± 0.21 0.544 ± 0.199 0.378 ± 0.175 2.05 ± 1.47 24.8 ± 6.78
70–75% 13.1 13.6 21.54 ± 11.7 19.15 ± 7.98 0.286 ± 0.16 0.584 ± 0.208 0.395 ± 0.188 1.81 ± 1.34 19.3 ± 6.5
75–80% 13.6 14.1 13.34 ± 8.53 13.32 ± 6.7 0.177 ± 0.11 0.62 ± 0.219 0.405 ± 0.207 1.58 ± 1.18 14.6 ± 5.96
80–85% 14.1 14.5 8.321 ± 6.12 9.216 ± 5.36 0.111 ± 0.081 0.659 ± 0.233 0.404 ± 0.238 1.36 ± 0.999 10.9 ± 5.13
85–90% 14.5 15 5.26 ± 4.28 6.423 ± 4.09 0.0698 ± 0.057 0.701 ± 0.248 0.392 ± 0.276 1.2 ± 0.823 8.14 ± 4.14
90–95% 15 15.7 3.364 ± 2.89 4.526 ± 2.94 0.0447 ± 0.038 0.756 ± 0.258 0.353 ± 0.313 1.06 ± 0.641 6.14 ± 3.05
95–100% 15.7 20 2.071 ± 1.78 3.135 ± 1.85 0.0275 ± 0.024 0.838 ± 0.246 0.26 ± 0.329 0.947 ± 0.449 4.62 ± 1.89
0–100% 0 20 420.7 ± 561 115.4 ± 117 5.59 ± 7.4 0.429 ± 0.275 0.269 ± 0.203 2.9 ± 2.35 53.4 ± 42
TABLE XII. Various quantities for PbPb collisions at
√
sNN = 10.6 TeV obtained with the improved MCG model for centrality classes
defined by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Typical
uncertainties, due to the MCG model parameters for each quantity at any centrality bin, can be read off from Fig. 12.
PbPb at
√
sNN = 39 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 3.55 2334 ± 196 390.9 ± 14.8 25.8 ± 2.2 0.0675 ± 0.0362 0.0808 ± 0.0432 5.34 ± 2.97 147 ± 2.31
5–10% 3.55 5.02 1817 ± 150 341 ± 17.4 20.1 ± 1.7 0.0991 ± 0.0522 0.109 ± 0.057 5.06 ± 2.84 144 ± 4.79
10–15% 5.02 6.15 1422 ± 123 293.1 ± 17.3 15.7 ± 1.4 0.139 ± 0.0679 0.131 ± 0.0683 4.8 ± 2.7 135 ± 7.95
15–20% 6.15 7.11 1109 ± 106 250.3 ± 16.6 12.2 ± 1.2 0.18 ± 0.0811 0.151 ± 0.0784 4.52 ± 2.57 122 ± 9
20–25% 7.11 7.94 857.8 ± 93 212.6 ± 16 9.48 ± 1 0.219 ± 0.093 0.17 ± 0.0883 4.28 ± 2.45 109 ± 8.91
25–30% 7.94 8.7 655.9 ± 82.5 179.3 ± 15.4 7.25 ± 0.91 0.255 ± 0.104 0.189 ± 0.0975 4.03 ± 2.33 96.9 ± 8.76
30–35% 8.7 9.4 494.6 ± 72.8 149.8 ± 14.8 5.47 ± 0.8 0.29 ± 0.115 0.207 ± 0.106 3.79 ± 2.22 86 ± 8.56
35–40% 9.4 10 366.4 ± 63.3 124 ± 14.3 4.05 ± 0.7 0.323 ± 0.126 0.227 ± 0.116 3.56 ± 2.1 76 ± 8.38
40–45% 10 10.7 265.8 ± 54 101.3 ± 13.8 2.94 ± 0.6 0.355 ± 0.137 0.249 ± 0.125 3.33 ± 2 66.7 ± 8.24
45–50% 10.7 11.2 189 ± 45 81.63 ± 13.1 2.09 ± 0.5 0.386 ± 0.148 0.271 ± 0.134 3.11 ± 1.9 58.1 ± 8.07
50–55% 11.2 11.8 131 ± 36.7 64.58 ± 12.4 1.45 ± 0.41 0.418 ± 0.16 0.295 ± 0.143 2.89 ± 1.8 50 ± 7.93
55–60% 11.8 12.3 88.42 ± 29.2 49.99 ± 11.5 0.977 ± 0.32 0.451 ± 0.172 0.319 ± 0.152 2.68 ± 1.71 42.5 ± 7.82
60–65% 12.3 12.8 58.06 ± 22.6 37.76 ± 10.6 0.642 ± 0.25 0.485 ± 0.184 0.344 ± 0.161 2.45 ± 1.6 35.3 ± 7.7
65–70% 12.8 13.3 37.12 ± 17.1 27.71 ± 9.47 0.41 ± 0.19 0.522 ± 0.196 0.366 ± 0.171 2.21 ± 1.5 28.7 ± 7.57
70–75% 13.3 13.8 23.23 ± 12.7 19.78 ± 8.27 0.257 ± 0.14 0.559 ± 0.206 0.383 ± 0.182 1.97 ± 1.38 22.6 ± 7.35
75–80% 13.8 14.2 14.37 ± 9.28 13.82 ± 6.97 0.159 ± 0.1 0.595 ± 0.218 0.395 ± 0.202 1.74 ± 1.23 17.3 ± 6.84
80–85% 14.2 14.7 8.862 ± 6.59 9.532 ± 5.59 0.0979 ± 0.073 0.635 ± 0.233 0.401 ± 0.234 1.52 ± 1.06 13 ± 5.99
85–90% 14.7 15.2 5.539 ± 4.6 6.606 ± 4.28 0.0612 ± 0.051 0.681 ± 0.251 0.393 ± 0.273 1.33 ± 0.877 9.76 ± 4.87
90–95% 15.2 15.9 3.517 ± 3.1 4.641 ± 3.09 0.0389 ± 0.034 0.74 ± 0.263 0.359 ± 0.313 1.18 ± 0.696 7.39 ± 3.62
95–100% 15.9 20 2.15 ± 1.93 3.204 ± 1.99 0.0238 ± 0.021 0.828 ± 0.253 0.267 ± 0.332 1.05 ± 0.488 5.6 ± 2.27
0–100% 0 20 494.1 ± 668 118.1 ± 119 5.46 ± 7.4 0.412 ± 0.272 0.265 ± 0.201 3.04 ± 2.36 55.9 ± 42.2
TABLE XIII. Various quantities for PbPb collisions at
√
sNN = 39 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Typical
uncertainties, due to the MCG model parameters for each quantity at any centrality bin, can be read off from Fig. 12.
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pPb at
√
sNN = 5.02 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 1.82 13.68 ± 3.51 14.68 ± 3.51 0.202 ± 0.052 0.299 ± 0.157 0.328 ± 0.168 1.23 ± 0.434 9.51 ± 1.2
5–10% 1.82 2.58 13.11 ± 3.4 14.11 ± 3.4 0.194 ± 0.05 0.307 ± 0.161 0.337 ± 0.171 1.22 ± 0.436 9.37 ± 1.22
10–15% 2.58 3.16 12.5 ± 3.3 13.5 ± 3.3 0.185 ± 0.049 0.315 ± 0.166 0.345 ± 0.175 1.21 ± 0.437 9.22 ± 1.24
15–20% 3.16 3.65 11.83 ± 3.18 12.83 ± 3.18 0.175 ± 0.047 0.326 ± 0.17 0.356 ± 0.179 1.2 ± 0.439 9.04 ± 1.27
20–25% 3.65 4.08 11.13 ± 3.07 12.13 ± 3.07 0.165 ± 0.045 0.338 ± 0.176 0.369 ± 0.184 1.19 ± 0.442 8.81 ± 1.3
25–30% 4.08 4.47 10.36 ± 2.96 11.36 ± 2.96 0.153 ± 0.044 0.354 ± 0.183 0.384 ± 0.19 1.17 ± 0.443 8.56 ± 1.34
30–35% 4.47 4.83 9.529 ± 2.83 10.53 ± 2.83 0.141 ± 0.042 0.373 ± 0.191 0.402 ± 0.196 1.15 ± 0.445 8.25 ± 1.37
35–40% 4.83 5.16 8.646 ± 2.7 9.646 ± 2.7 0.128 ± 0.04 0.396 ± 0.201 0.422 ± 0.203 1.12 ± 0.445 7.88 ± 1.41
40–45% 5.16 5.47 7.721 ± 2.57 8.721 ± 2.57 0.114 ± 0.038 0.424 ± 0.212 0.445 ± 0.21 1.1 ± 0.444 7.43 ± 1.45
45–50% 5.47 5.77 6.766 ± 2.41 7.766 ± 2.41 0.1 ± 0.036 0.459 ± 0.224 0.467 ± 0.218 1.06 ± 0.439 6.95 ± 1.46
50–55% 5.77 6.05 5.836 ± 2.25 6.836 ± 2.25 0.0863 ± 0.033 0.498 ± 0.236 0.488 ± 0.227 1.03 ± 0.433 6.43 ± 1.46
55–60% 6.05 6.32 4.949 ± 2.07 5.949 ± 2.07 0.0732 ± 0.031 0.539 ± 0.248 0.504 ± 0.24 0.989 ± 0.425 5.9 ± 1.43
60–65% 6.32 6.58 4.132 ± 1.87 5.132 ± 1.87 0.0611 ± 0.028 0.586 ± 0.261 0.508 ± 0.259 0.952 ± 0.412 5.39 ± 1.39
65–70% 6.58 6.84 3.415 ± 1.66 4.415 ± 1.66 0.0505 ± 0.025 0.636 ± 0.271 0.497 ± 0.284 0.919 ± 0.396 4.91 ± 1.32
70–75% 6.84 7.1 2.802 ± 1.45 3.802 ± 1.45 0.0415 ± 0.021 0.689 ± 0.276 0.47 ± 0.314 0.89 ± 0.379 4.49 ± 1.22
75–80% 7.1 7.36 2.294 ± 1.23 3.294 ± 1.23 0.0339 ± 0.018 0.745 ± 0.275 0.42 ± 0.342 0.866 ± 0.361 4.11 ± 1.1
80–85% 7.36 7.65 1.877 ± 1 2.877 ± 1 0.0278 ± 0.015 0.805 ± 0.262 0.349 ± 0.357 0.845 ± 0.341 3.8 ± 0.964
85–90% 7.65 7.99 1.55 ± 0.784 2.55 ± 0.784 0.0229 ± 0.012 0.865 ± 0.234 0.26 ± 0.348 0.828 ± 0.324 3.54 ± 0.814
90–95% 7.99 8.49 1.287 ± 0.556 2.287 ± 0.556 0.019 ± 0.0082 0.923 ± 0.188 0.159 ± 0.303 0.816 ± 0.307 3.33 ± 0.649
95–100% 8.49 14.7 1.082 ± 0.295 2.082 ± 0.295 0.016 ± 0.0044 0.976 ± 0.109 0.0516 ± 0.189 0.805 ± 0.291 3.15 ± 0.451
0–100% 0 14.7 6.723 ± 4.87 7.723 ± 4.87 0.0994 ± 0.072 0.543 ± 0.306 0.378 ± 0.271 1.03 ± 0.433 6.5 ± 2.53
TABLE XIV. Various quantities for pPb collisions at
√
sNN = 5.02 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Typical
uncertainties, due to the MCG model parameters for each quantity at any centrality bin, can be read off from Fig. 13.
pPb at
√
sNN = 8.16 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 1.84 14.65 ± 3.59 15.65 ± 3.59 0.202 ± 0.05 0.286 ± 0.151 0.315 ± 0.162 1.29 ± 0.445 10.4 ± 1.24
5–10% 1.84 2.6 14.01 ± 3.51 15.01 ± 3.51 0.193 ± 0.048 0.295 ± 0.155 0.325 ± 0.166 1.28 ± 0.447 10.3 ± 1.27
10–15% 2.6 3.19 13.34 ± 3.4 14.34 ± 3.4 0.184 ± 0.047 0.304 ± 0.159 0.333 ± 0.169 1.27 ± 0.45 10.1 ± 1.29
15–20% 3.19 3.68 12.62 ± 3.27 13.62 ± 3.27 0.174 ± 0.045 0.314 ± 0.164 0.344 ± 0.174 1.26 ± 0.451 9.91 ± 1.33
20–25% 3.68 4.11 11.87 ± 3.16 12.87 ± 3.16 0.164 ± 0.044 0.326 ± 0.17 0.357 ± 0.179 1.24 ± 0.453 9.67 ± 1.36
25–30% 4.11 4.51 11.01 ± 3.03 12.01 ± 3.03 0.152 ± 0.042 0.341 ± 0.177 0.372 ± 0.185 1.22 ± 0.456 9.38 ± 1.4
30–35% 4.51 4.87 10.07 ± 2.91 11.07 ± 2.91 0.139 ± 0.04 0.361 ± 0.186 0.391 ± 0.192 1.2 ± 0.457 9.03 ± 1.44
35–40% 4.87 5.2 9.116 ± 2.78 10.12 ± 2.78 0.126 ± 0.038 0.384 ± 0.196 0.413 ± 0.199 1.18 ± 0.459 8.61 ± 1.49
40–45% 5.2 5.52 8.091 ± 2.62 9.091 ± 2.62 0.112 ± 0.036 0.413 ± 0.207 0.437 ± 0.207 1.14 ± 0.456 8.12 ± 1.52
45–50% 5.52 5.82 7.06 ± 2.46 8.06 ± 2.46 0.0974 ± 0.034 0.449 ± 0.219 0.461 ± 0.215 1.11 ± 0.454 7.58 ± 1.54
50–55% 5.82 6.1 6.064 ± 2.29 7.064 ± 2.29 0.0836 ± 0.032 0.486 ± 0.232 0.485 ± 0.224 1.07 ± 0.448 6.99 ± 1.55
55–60% 6.1 6.38 5.108 ± 2.1 6.108 ± 2.1 0.0705 ± 0.029 0.529 ± 0.246 0.503 ± 0.237 1.03 ± 0.438 6.4 ± 1.52
60–65% 6.38 6.64 4.241 ± 1.9 5.241 ± 1.9 0.0585 ± 0.026 0.575 ± 0.258 0.51 ± 0.256 0.992 ± 0.425 5.84 ± 1.48
65–70% 6.64 6.9 3.49 ± 1.69 4.49 ± 1.69 0.0481 ± 0.023 0.627 ± 0.27 0.501 ± 0.281 0.958 ± 0.41 5.32 ± 1.41
70–75% 6.9 7.15 2.856 ± 1.47 3.856 ± 1.47 0.0394 ± 0.02 0.681 ± 0.277 0.474 ± 0.312 0.929 ± 0.391 4.83 ± 1.3
75–80% 7.15 7.42 2.328 ± 1.24 3.328 ± 1.24 0.0321 ± 0.017 0.738 ± 0.277 0.426 ± 0.341 0.903 ± 0.373 4.43 ± 1.18
80–85% 7.42 7.71 1.905 ± 1.02 2.905 ± 1.02 0.0263 ± 0.014 0.798 ± 0.265 0.357 ± 0.358 0.881 ± 0.355 4.1 ± 1.04
85–90% 7.71 8.05 1.556 ± 0.787 2.556 ± 0.787 0.0215 ± 0.011 0.862 ± 0.237 0.265 ± 0.351 0.861 ± 0.335 3.81 ± 0.869
90–95% 8.05 8.55 1.291 ± 0.56 2.291 ± 0.56 0.0178 ± 0.0077 0.921 ± 0.191 0.162 ± 0.306 0.849 ± 0.316 3.57 ± 0.688
95–100% 8.55 14.8 1.083 ± 0.296 2.083 ± 0.296 0.0149 ± 0.0041 0.976 ± 0.11 0.0517 ± 0.189 0.838 ± 0.302 3.39 ± 0.483
0–100% 0 14.8 7.085 ± 5.19 8.085 ± 5.19 0.0977 ± 0.072 0.534 ± 0.306 0.374 ± 0.269 1.08 ± 0.448 7.09 ± 2.78
TABLE XV. Various quantities for pPb collisions at
√
sNN = 8.16 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Typical
uncertainties, due to the MCG model parameters for each quantity at any centrality bin, can be read off from Fig. 13.
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pPb at
√
sNN = 8.8 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 1.84 14.83 ± 3.63 15.83 ± 3.63 0.202 ± 0.05 0.285 ± 0.15 0.314 ± 0.161 1.3 ± 0.447 10.6 ± 1.25
5–10% 1.84 2.6 14.18 ± 3.52 15.18 ± 3.52 0.193 ± 0.048 0.293 ± 0.154 0.322 ± 0.165 1.29 ± 0.447 10.4 ± 1.27
10–15% 2.6 3.19 13.49 ± 3.41 14.49 ± 3.41 0.184 ± 0.047 0.301 ± 0.158 0.331 ± 0.168 1.28 ± 0.45 10.3 ± 1.29
15–20% 3.19 3.68 12.75 ± 3.29 13.75 ± 3.29 0.174 ± 0.045 0.312 ± 0.164 0.342 ± 0.173 1.26 ± 0.454 10 ± 1.33
20–25% 3.68 4.12 11.97 ± 3.16 12.97 ± 3.16 0.163 ± 0.043 0.324 ± 0.169 0.355 ± 0.179 1.25 ± 0.457 9.8 ± 1.37
25–30% 4.12 4.51 11.11 ± 3.04 12.11 ± 3.04 0.152 ± 0.041 0.34 ± 0.177 0.369 ± 0.184 1.23 ± 0.457 9.52 ± 1.4
30–35% 4.51 4.87 10.18 ± 2.93 11.18 ± 2.93 0.139 ± 0.04 0.36 ± 0.184 0.389 ± 0.191 1.21 ± 0.46 9.16 ± 1.46
35–40% 4.87 5.21 9.179 ± 2.78 10.18 ± 2.78 0.125 ± 0.038 0.383 ± 0.195 0.411 ± 0.199 1.18 ± 0.461 8.72 ± 1.5
40–45% 5.21 5.53 8.151 ± 2.64 9.151 ± 2.64 0.111 ± 0.036 0.411 ± 0.206 0.435 ± 0.207 1.15 ± 0.459 8.23 ± 1.53
45–50% 5.53 5.83 7.113 ± 2.47 8.113 ± 2.47 0.097 ± 0.034 0.446 ± 0.218 0.461 ± 0.215 1.11 ± 0.455 7.68 ± 1.56
50–55% 5.83 6.11 6.082 ± 2.29 7.082 ± 2.29 0.083 ± 0.031 0.487 ± 0.232 0.481 ± 0.224 1.07 ± 0.45 7.07 ± 1.56
55–60% 6.11 6.38 5.148 ± 2.11 6.148 ± 2.11 0.0702 ± 0.029 0.527 ± 0.245 0.501 ± 0.237 1.03 ± 0.44 6.48 ± 1.54
60–65% 6.38 6.65 4.266 ± 1.91 5.266 ± 1.91 0.0582 ± 0.026 0.574 ± 0.258 0.509 ± 0.256 0.999 ± 0.427 5.9 ± 1.49
65–70% 6.65 6.91 3.496 ± 1.69 4.496 ± 1.69 0.0477 ± 0.023 0.625 ± 0.27 0.501 ± 0.281 0.964 ± 0.413 5.37 ± 1.42
70–75% 6.91 7.16 2.858 ± 1.47 3.858 ± 1.47 0.039 ± 0.02 0.679 ± 0.278 0.475 ± 0.312 0.934 ± 0.395 4.9 ± 1.32
75–80% 7.16 7.43 2.328 ± 1.24 3.328 ± 1.24 0.0318 ± 0.017 0.737 ± 0.277 0.428 ± 0.341 0.909 ± 0.375 4.49 ± 1.19
80–85% 7.43 7.72 1.898 ± 1.01 2.898 ± 1.01 0.0259 ± 0.014 0.8 ± 0.264 0.354 ± 0.357 0.888 ± 0.357 4.14 ± 1.04
85–90% 7.72 8.06 1.557 ± 0.79 2.557 ± 0.79 0.0212 ± 0.011 0.863 ± 0.236 0.263 ± 0.349 0.869 ± 0.338 3.85 ± 0.884
90–95% 8.06 8.56 1.294 ± 0.564 2.294 ± 0.564 0.0177 ± 0.0077 0.921 ± 0.191 0.163 ± 0.306 0.854 ± 0.319 3.61 ± 0.695
95–100% 8.56 14.4 1.08 ± 0.292 2.08 ± 0.292 0.0147 ± 0.004 0.977 ± 0.109 0.0508 ± 0.188 0.843 ± 0.302 3.43 ± 0.487
0–100% 0 14.4 7.146 ± 5.25 8.146 ± 5.25 0.0975 ± 0.072 0.532 ± 0.307 0.373 ± 0.269 1.08 ± 0.45 7.18 ± 2.82
TABLE XVI. Various quantities for pPb collisions at
√
sNN = 8.8 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Typical
uncertainties, due to the MCG model parameters for each quantity at any centrality bin, can be read off from Fig. 13.
pPb at
√
sNN = 17 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 1.86 16.26 ± 3.78 17.26 ± 3.78 0.202 ± 0.047 0.27 ± 0.143 0.297 ± 0.153 1.38 ± 0.461 12 ± 1.3
5–10% 1.86 2.63 15.54 ± 3.65 16.54 ± 3.65 0.193 ± 0.045 0.278 ± 0.146 0.305 ± 0.157 1.37 ± 0.464 11.8 ± 1.33
10–15% 2.63 3.23 14.75 ± 3.54 15.75 ± 3.54 0.183 ± 0.044 0.285 ± 0.15 0.315 ± 0.161 1.36 ± 0.467 11.6 ± 1.36
15–20% 3.23 3.73 13.92 ± 3.42 14.92 ± 3.42 0.173 ± 0.042 0.296 ± 0.155 0.327 ± 0.166 1.34 ± 0.47 11.4 ± 1.4
20–25% 3.73 4.17 13.01 ± 3.27 14.01 ± 3.27 0.161 ± 0.041 0.307 ± 0.16 0.34 ± 0.172 1.33 ± 0.472 11.1 ± 1.44
25–30% 4.17 4.56 12.02 ± 3.14 13.02 ± 3.14 0.149 ± 0.039 0.324 ± 0.169 0.355 ± 0.178 1.31 ± 0.473 10.7 ± 1.48
30–35% 4.56 4.93 10.98 ± 3.01 11.98 ± 3.01 0.136 ± 0.037 0.343 ± 0.177 0.375 ± 0.186 1.28 ± 0.477 10.3 ± 1.55
35–40% 4.93 5.27 9.849 ± 2.87 10.85 ± 2.87 0.122 ± 0.036 0.368 ± 0.188 0.398 ± 0.194 1.25 ± 0.478 9.81 ± 1.6
40–45% 5.27 5.59 8.701 ± 2.7 9.701 ± 2.7 0.108 ± 0.034 0.398 ± 0.2 0.424 ± 0.202 1.22 ± 0.478 9.23 ± 1.65
45–50% 5.59 5.89 7.539 ± 2.53 8.539 ± 2.53 0.0935 ± 0.031 0.433 ± 0.212 0.451 ± 0.212 1.18 ± 0.473 8.58 ± 1.67
50–55% 5.89 6.18 6.412 ± 2.36 7.412 ± 2.36 0.0796 ± 0.029 0.473 ± 0.226 0.477 ± 0.221 1.14 ± 0.468 7.91 ± 1.68
55–60% 6.18 6.46 5.376 ± 2.17 6.376 ± 2.17 0.0667 ± 0.027 0.517 ± 0.24 0.497 ± 0.233 1.09 ± 0.459 7.23 ± 1.67
60–65% 6.46 6.73 4.425 ± 1.95 5.425 ± 1.95 0.0549 ± 0.024 0.562 ± 0.255 0.508 ± 0.251 1.05 ± 0.447 6.58 ± 1.62
65–70% 6.73 6.98 3.626 ± 1.73 4.626 ± 1.73 0.045 ± 0.021 0.609 ± 0.268 0.507 ± 0.276 1.02 ± 0.429 5.96 ± 1.54
70–75% 6.98 7.24 2.938 ± 1.49 3.938 ± 1.49 0.0365 ± 0.019 0.665 ± 0.279 0.483 ± 0.308 0.988 ± 0.413 5.43 ± 1.44
75–80% 7.24 7.51 2.37 ± 1.27 3.37 ± 1.27 0.0294 ± 0.016 0.729 ± 0.279 0.434 ± 0.34 0.958 ± 0.392 4.96 ± 1.3
80–85% 7.51 7.8 1.925 ± 1.03 2.925 ± 1.03 0.0239 ± 0.013 0.793 ± 0.268 0.363 ± 0.358 0.934 ± 0.371 4.57 ± 1.14
85–90% 7.8 8.14 1.575 ± 0.801 2.575 ± 0.801 0.0195 ± 0.0099 0.857 ± 0.24 0.272 ± 0.353 0.917 ± 0.354 4.25 ± 0.967
90–95% 8.14 8.64 1.295 ± 0.561 2.295 ± 0.561 0.0161 ± 0.007 0.919 ± 0.193 0.166 ± 0.309 0.902 ± 0.335 3.99 ± 0.767
95–100% 8.64 14.9 1.084 ± 0.298 2.084 ± 0.298 0.0134 ± 0.0037 0.976 ± 0.112 0.0529 ± 0.191 0.891 ± 0.319 3.78 ± 0.533
0–100% 0 14.9 7.677 ± 5.72 8.677 ± 5.72 0.0952 ± 0.071 0.52 ± 0.308 0.367 ± 0.266 1.14 ± 0.47 8.06 ± 3.19
TABLE XVII. Various quantities for pPb collisions at
√
sNN = 17 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Typical
uncertainties, due to the MCG model parameters for each quantity at any centrality bin, can be read off from Fig. 13.
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pPb at
√
sNN = 63 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 1.91 19.37 ± 4.11 20.37 ± 4.11 0.201 ± 0.043 0.244 ± 0.129 0.27 ± 0.139 1.54 ± 0.493 15 ± 1.38
5–10% 1.91 2.7 18.45 ± 3.96 19.45 ± 3.96 0.191 ± 0.041 0.251 ± 0.133 0.277 ± 0.144 1.53 ± 0.494 14.8 ± 1.43
10–15% 2.7 3.31 17.47 ± 3.8 18.47 ± 3.8 0.181 ± 0.039 0.259 ± 0.136 0.286 ± 0.148 1.52 ± 0.496 14.6 ± 1.47
15–20% 3.31 3.81 16.39 ± 3.64 17.39 ± 3.64 0.17 ± 0.038 0.27 ± 0.141 0.297 ± 0.153 1.5 ± 0.497 14.3 ± 1.52
20–25% 3.81 4.26 15.24 ± 3.5 16.24 ± 3.5 0.158 ± 0.036 0.281 ± 0.147 0.312 ± 0.159 1.49 ± 0.503 13.9 ± 1.58
25–30% 4.26 4.67 13.97 ± 3.34 14.97 ± 3.34 0.145 ± 0.035 0.298 ± 0.155 0.328 ± 0.166 1.46 ± 0.505 13.5 ± 1.65
30–35% 4.67 5.04 12.61 ± 3.18 13.61 ± 3.18 0.131 ± 0.033 0.318 ± 0.164 0.35 ± 0.174 1.43 ± 0.509 12.9 ± 1.73
35–40% 5.04 5.39 11.19 ± 3.02 12.19 ± 3.02 0.116 ± 0.031 0.346 ± 0.175 0.374 ± 0.184 1.39 ± 0.512 12.2 ± 1.8
40–45% 5.39 5.72 9.76 ± 2.83 10.76 ± 2.83 0.101 ± 0.029 0.377 ± 0.188 0.403 ± 0.193 1.35 ± 0.513 11.4 ± 1.88
45–50% 5.72 6.03 8.359 ± 2.66 9.359 ± 2.66 0.0866 ± 0.028 0.413 ± 0.201 0.433 ± 0.204 1.3 ± 0.508 10.6 ± 1.92
50–55% 6.03 6.32 7.046 ± 2.45 8.046 ± 2.45 0.073 ± 0.025 0.451 ± 0.214 0.462 ± 0.215 1.26 ± 0.504 9.7 ± 1.93
55–60% 6.32 6.6 5.837 ± 2.26 6.837 ± 2.26 0.0605 ± 0.023 0.492 ± 0.23 0.488 ± 0.227 1.21 ± 0.494 8.85 ± 1.91
60–65% 6.6 6.88 4.771 ± 2.03 5.771 ± 2.03 0.0494 ± 0.021 0.534 ± 0.246 0.508 ± 0.243 1.17 ± 0.484 8.02 ± 1.89
65–70% 6.88 7.14 3.856 ± 1.79 4.856 ± 1.79 0.04 ± 0.019 0.583 ± 0.265 0.513 ± 0.269 1.13 ± 0.467 7.25 ± 1.8
70–75% 7.14 7.4 3.088 ± 1.56 4.088 ± 1.56 0.032 ± 0.016 0.642 ± 0.28 0.494 ± 0.303 1.09 ± 0.446 6.59 ± 1.69
75–80% 7.4 7.67 2.467 ± 1.31 3.467 ± 1.31 0.0256 ± 0.014 0.709 ± 0.284 0.45 ± 0.337 1.06 ± 0.426 6.02 ± 1.53
80–85% 7.67 7.96 1.976 ± 1.06 2.976 ± 1.06 0.0205 ± 0.011 0.779 ± 0.274 0.378 ± 0.36 1.04 ± 0.408 5.53 ± 1.36
85–90% 7.96 8.31 1.599 ± 0.819 2.599 ± 0.819 0.0166 ± 0.0085 0.849 ± 0.246 0.283 ± 0.357 1.02 ± 0.385 5.13 ± 1.14
90–95% 8.31 8.8 1.309 ± 0.578 2.309 ± 0.578 0.0136 ± 0.006 0.915 ± 0.198 0.173 ± 0.314 1 ± 0.366 4.81 ± 0.898
95–100% 8.8 14.9 1.085 ± 0.301 2.085 ± 0.301 0.0112 ± 0.0031 0.975 ± 0.114 0.0546 ± 0.195 0.988 ± 0.35 4.55 ± 0.626
0–100% 0 14.9 8.789 ± 6.74 9.789 ± 6.74 0.0911 ± 0.07 0.5 ± 0.309 0.357 ± 0.263 1.27 ± 0.509 9.99 ± 4.02
TABLE XVIII. Various quantities for pPb collisions at
√
sNN = 63 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Typical
uncertainties, due to the MCG model parameters for each quantity at any centrality bin, can be read off from Fig. 13.
XeXe at
√
sNN = 5.44 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 3.01 942.5 ± 92.1 236.5 ± 10 13.8 ± 1.3 0.116 ± 0.06 0.112 ± 0.059 4.33 ± 2.52 111 ± 6.89
5–10% 3.01 4.26 734.1 ± 72.8 206.1 ± 11.7 10.7 ± 1.1 0.141 ± 0.0734 0.145 ± 0.0748 4.11 ± 2.42 99.5 ± 7.5
10–15% 4.26 5.22 571.9 ± 62 177.1 ± 12.2 8.36 ± 0.91 0.173 ± 0.0887 0.173 ± 0.0887 3.89 ± 2.32 88.5 ± 7.64
15–20% 5.22 6.02 443.9 ± 55.5 151.1 ± 12.4 6.49 ± 0.81 0.207 ± 0.103 0.199 ± 0.101 3.67 ± 2.23 78.7 ± 7.63
20–25% 6.02 6.73 341.7 ± 50.8 127.9 ± 12.6 5 ± 0.74 0.243 ± 0.117 0.223 ± 0.113 3.45 ± 2.13 69.8 ± 7.59
25–30% 6.73 7.38 260.5 ± 46.2 107.4 ± 12.6 3.81 ± 0.68 0.278 ± 0.13 0.247 ± 0.124 3.24 ± 2.03 61.7 ± 7.5
30–35% 7.38 7.97 196.1 ± 41.7 89.36 ± 12.6 2.87 ± 0.61 0.314 ± 0.143 0.271 ± 0.134 3.05 ± 1.95 54.2 ± 7.42
35–40% 7.97 8.52 145.5 ± 36.8 73.53 ± 12.4 2.13 ± 0.54 0.349 ± 0.156 0.295 ± 0.145 2.85 ± 1.86 47.4 ± 7.36
40–45% 8.52 9.04 106.5 ± 31.7 59.75 ± 12.1 1.56 ± 0.46 0.386 ± 0.168 0.32 ± 0.154 2.64 ± 1.77 41.1 ± 7.28
45–50% 9.04 9.53 76.83 ± 26.8 47.94 ± 11.6 1.12 ± 0.39 0.424 ± 0.18 0.343 ± 0.162 2.45 ± 1.69 35.2 ± 7.2
50–55% 9.53 9.99 54.64 ± 22.1 37.9 ± 10.9 0.799 ± 0.32 0.463 ± 0.191 0.366 ± 0.17 2.26 ± 1.6 29.8 ± 7.09
55–60% 9.99 10.4 38.28 ± 18 29.43 ± 10.1 0.56 ± 0.26 0.504 ± 0.202 0.386 ± 0.178 2.05 ± 1.5 24.8 ± 6.98
60–65% 10.4 10.9 26.61 ± 14.4 22.56 ± 9.17 0.389 ± 0.21 0.545 ± 0.211 0.401 ± 0.186 1.85 ± 1.39 20.2 ± 6.75
65–70% 10.9 11.3 18.25 ± 11.3 16.98 ± 8.06 0.267 ± 0.16 0.588 ± 0.218 0.41 ± 0.198 1.65 ± 1.27 16.3 ± 6.38
70–75% 11.3 11.7 12.49 ± 8.7 12.68 ± 6.89 0.183 ± 0.13 0.626 ± 0.226 0.414 ± 0.216 1.47 ± 1.14 12.9 ± 5.83
75–80% 11.7 12.1 8.627 ± 6.62 9.503 ± 5.74 0.126 ± 0.097 0.663 ± 0.235 0.41 ± 0.24 1.31 ± 0.995 10.2 ± 5.12
80–85% 12.1 12.5 6.011 ± 4.93 7.152 ± 4.61 0.0879 ± 0.072 0.7 ± 0.244 0.399 ± 0.267 1.17 ± 0.848 8.11 ± 4.3
85–90% 12.5 13.1 4.232 ± 3.64 5.422 ± 3.6 0.0619 ± 0.053 0.74 ± 0.25 0.375 ± 0.295 1.06 ± 0.706 6.47 ± 3.46
90–95% 13.1 13.8 2.967 ± 2.58 4.116 ± 2.67 0.0434 ± 0.038 0.786 ± 0.252 0.333 ± 0.319 0.965 ± 0.568 5.18 ± 2.58
95–100% 13.8 20 1.95 ± 1.64 3.007 ± 1.72 0.0285 ± 0.024 0.857 ± 0.235 0.241 ± 0.324 0.88 ± 0.414 4.06 ± 1.63
0–100% 0 20 199.6 ± 270 71.26 ± 72 2.92 ± 3.9 0.455 ± 0.288 0.303 ± 0.215 2.42 ± 2.01 41.2 ± 33.5
TABLE XIX. Various quantities for XeXe collisions at
√
sNN = 5.44 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Deformed profile
for Xe was used.
23
AuAu at
√
sNN = 0.2 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 3.31 1053 ± 92.2 351 ± 17.8 25.3 ± 2.2 0.0989 ± 0.0518 0.0941 ± 0.05 4.76 ± 2.91 123 ± 7.49
5–10% 3.31 4.68 831.4 ± 72.1 298.1 ± 17 20 ± 1.7 0.14 ± 0.0704 0.122 ± 0.0633 4.43 ± 2.76 106 ± 7.22
10–15% 4.68 5.73 660.1 ± 61 252.7 ± 16 15.9 ± 1.5 0.186 ± 0.0861 0.144 ± 0.0741 4.12 ± 2.61 92.5 ± 6.91
15–20% 5.73 6.61 523 ± 54.4 213.8 ± 15.4 12.6 ± 1.3 0.231 ± 0.0985 0.164 ± 0.0846 3.86 ± 2.48 80.8 ± 6.65
20–25% 6.61 7.39 412 ± 49.5 180.1 ± 14.9 9.9 ± 1.2 0.273 ± 0.11 0.184 ± 0.0949 3.6 ± 2.36 70.6 ± 6.43
25–30% 7.39 8.1 321.1 ± 45.3 150.8 ± 14.6 7.72 ± 1.1 0.313 ± 0.121 0.205 ± 0.105 3.35 ± 2.24 61.4 ± 6.26
30–35% 8.1 8.75 247.2 ± 41.3 125.1 ± 14.3 5.94 ± 0.99 0.349 ± 0.132 0.227 ± 0.116 3.1 ± 2.13 53.2 ± 6.09
35–40% 8.75 9.35 187.8 ± 37 102.8 ± 13.9 4.51 ± 0.89 0.384 ± 0.143 0.251 ± 0.127 2.87 ± 2.03 45.8 ± 5.95
40–45% 9.35 9.92 139.9 ± 32.5 83.36 ± 13.4 3.36 ± 0.78 0.418 ± 0.154 0.277 ± 0.139 2.64 ± 1.91 39.1 ± 5.79
45–50% 9.92 10.5 102.4 ± 27.8 66.65 ± 12.7 2.46 ± 0.67 0.452 ± 0.166 0.305 ± 0.151 2.41 ± 1.8 33 ± 5.66
50–55% 10.5 11 73.35 ± 23.4 52.37 ± 11.9 1.76 ± 0.56 0.485 ± 0.178 0.337 ± 0.163 2.18 ± 1.69 27.4 ± 5.49
55–60% 11 11.5 51.45 ± 19.2 40.39 ± 11 1.24 ± 0.46 0.522 ± 0.19 0.367 ± 0.174 1.95 ± 1.57 22.3 ± 5.29
60–65% 11.5 11.9 35.33 ± 15.4 30.5 ± 9.95 0.849 ± 0.37 0.56 ± 0.202 0.397 ± 0.184 1.72 ± 1.43 17.9 ± 5.07
65–70% 11.9 12.4 23.74 ± 12 22.5 ± 8.79 0.571 ± 0.29 0.603 ± 0.211 0.42 ± 0.194 1.49 ± 1.28 13.9 ± 4.75
70–75% 12.4 12.8 15.64 ± 9.17 16.23 ± 7.5 0.376 ± 0.22 0.646 ± 0.218 0.431 ± 0.207 1.28 ± 1.11 10.6 ± 4.31
75–80% 12.8 13.2 10.22 ± 6.83 11.55 ± 6.17 0.246 ± 0.16 0.688 ± 0.223 0.427 ± 0.226 1.1 ± 0.944 7.95 ± 3.75
80–85% 13.2 13.7 6.699 ± 4.96 8.193 ± 4.86 0.161 ± 0.12 0.728 ± 0.229 0.41 ± 0.253 0.943 ± 0.777 5.92 ± 3.09
85–90% 13.7 14.2 4.426 ± 3.49 5.852 ± 3.67 0.106 ± 0.084 0.767 ± 0.233 0.378 ± 0.283 0.828 ± 0.624 4.43 ± 2.42
90–95% 14.2 14.9 2.949 ± 2.38 4.216 ± 2.6 0.0709 ± 0.057 0.81 ± 0.235 0.329 ± 0.31 0.739 ± 0.48 3.34 ± 1.75
95–100% 14.9 20 1.867 ± 1.43 2.957 ± 1.57 0.0449 ± 0.034 0.874 ± 0.218 0.231 ± 0.316 0.665 ± 0.335 2.48 ± 1.04
0–100% 0 20 235.1 ± 304 100.9 ± 105 5.65 ± 7.3 0.477 ± 0.284 0.285 ± 0.213 2.4 ± 2.24 41.1 ± 36.5
TABLE XX. Various quantities for AuAu collisions at
√
sNN = 0.2 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Deformed
profile for Au was used.
CuCu at
√
sNN = 0.2 TeV
Centrality bmin (fm) bmax (fm) 〈Ncoll〉 ± rms 〈Npart〉 ± rms 〈TAA〉 ± rms (mb−1) ε2 ± rms ε3 ± rms L± rms (fm) A⊥± rms (fm2)
0–5% 0 2.34 203.6 ± 24.9 106.5 ± 6.21 4.9 ± 0.6 0.164 ± 0.0849 0.181 ± 0.0933 3.12 ± 2.08 51.8 ± 4.11
5–10% 2.34 3.31 162.9 ± 20.6 91.68 ± 6.41 3.91 ± 0.5 0.199 ± 0.102 0.218 ± 0.11 2.92 ± 2 45.5 ± 4.18
10–15% 3.31 4.06 130.1 ± 18 78.42 ± 6.52 3.13 ± 0.43 0.236 ± 0.119 0.251 ± 0.124 2.73 ± 1.91 40 ± 4.15
15–20% 4.06 4.68 103.7 ± 16.3 66.83 ± 6.65 2.49 ± 0.39 0.274 ± 0.135 0.282 ± 0.138 2.54 ± 1.83 35 ± 4.12
20–25% 4.68 5.24 82.13 ± 15 56.58 ± 6.78 1.97 ± 0.36 0.313 ± 0.149 0.312 ± 0.151 2.36 ± 1.74 30.6 ± 4.08
25–30% 5.24 5.73 64.7 ± 13.8 47.63 ± 6.86 1.56 ± 0.33 0.353 ± 0.164 0.34 ± 0.162 2.19 ± 1.66 26.6 ± 4.03
30–35% 5.73 6.19 50.63 ± 12.5 39.83 ± 6.86 1.22 ± 0.3 0.393 ± 0.177 0.367 ± 0.171 2.02 ± 1.57 23 ± 4
35–40% 6.19 6.62 39.28 ± 11.3 33.03 ± 6.8 0.944 ± 0.27 0.434 ± 0.19 0.394 ± 0.179 1.85 ± 1.48 19.7 ± 3.96
40–45% 6.62 7.02 30.23 ± 10.2 27.14 ± 6.66 0.727 ± 0.24 0.477 ± 0.202 0.416 ± 0.187 1.69 ± 1.39 16.8 ± 3.9
45–50% 7.02 7.4 23.11 ± 8.95 22.11 ± 6.43 0.556 ± 0.22 0.522 ± 0.213 0.433 ± 0.193 1.53 ± 1.29 14.1 ± 3.82
50–55% 7.4 7.77 17.54 ± 7.79 17.84 ± 6.08 0.422 ± 0.19 0.567 ± 0.22 0.444 ± 0.199 1.38 ± 1.18 11.8 ± 3.71
55–60% 7.77 8.11 13.25 ± 6.69 14.3 ± 5.65 0.318 ± 0.16 0.612 ± 0.225 0.447 ± 0.208 1.24 ± 1.07 9.78 ± 3.54
60–65% 8.11 8.45 9.988 ± 5.67 11.4 ± 5.13 0.24 ± 0.14 0.654 ± 0.228 0.443 ± 0.22 1.11 ± 0.954 8.04 ± 3.3
65–70% 8.45 8.78 7.576 ± 4.75 9.111 ± 4.56 0.182 ± 0.11 0.692 ± 0.23 0.431 ± 0.236 1 ± 0.84 6.59 ± 3
70–75% 8.78 9.11 5.774 ± 3.9 7.305 ± 3.94 0.139 ± 0.094 0.726 ± 0.231 0.413 ± 0.255 0.91 ± 0.738 5.45 ± 2.66
75–80% 9.11 9.47 4.453 ± 3.18 5.906 ± 3.34 0.107 ± 0.076 0.757 ± 0.233 0.391 ± 0.276 0.832 ± 0.633 4.52 ± 2.31
80–85% 9.47 9.86 3.465 ± 2.55 4.822 ± 2.78 0.0833 ± 0.061 0.787 ± 0.233 0.362 ± 0.295 0.774 ± 0.553 3.78 ± 1.93
85–90% 9.86 10.3 2.703 ± 2 3.953 ± 2.23 0.065 ± 0.048 0.818 ± 0.231 0.325 ± 0.311 0.721 ± 0.457 3.18 ± 1.57
90–95% 10.3 11 2.116 ± 1.52 3.261 ± 1.7 0.0509 ± 0.037 0.852 ± 0.223 0.277 ± 0.319 0.679 ± 0.377 2.69 ± 1.19
95–100% 11 19.1 1.582 ± 1.06 2.629 ± 1.15 0.038 ± 0.025 0.902 ± 0.2 0.191 ± 0.304 0.639 ± 0.292 2.26 ± 0.774
0–100% 0 19.1 47.93 ± 59 32.51 ± 31.7 1.15 ± 1.4 0.537 ± 0.3 0.346 ± 0.233 1.61 ± 1.54 18.1 ± 15.4
TABLE XXI. Various quantities for CuCu collisions at
√
sNN = 0.2 TeV obtained with the improved MCG model for centrality classes defined
by slicing the impact parameter (b) distribution. The mean and standard deviation of each quantity (denoted as rms) are given. Deformed
profile for Cu was used.
