Rayner et al. (2007) argued that our corpus-analytic evidence for distributed processing during reading should not be accepted, because (1) there might be problems of multicollinearity, (2) the distinction between content and function words and the skipping status of neighboring words was ignored, and (3) there are inconsistencies with experimental results. Re-analyses with linear-mixed effect models demonstrate that (1) regression coefficients are stable across nine samples, (2) lexical status and skipping status (and their interactions) are highly significant but do not account for the effects of word frequency for content and for function words, and (3) there is strong evidence for lexical processing of content words while fixating function words to the left of them. A critical result about fixation durations prior to skipped words is replicated in an experiment. The distinction between "correlational analyses" and "wellcontrolled" experiments and questions about generalizability of results are discussed. I argue for a complementary role of corpus analysis, computational modeling, and experiments in reading research.
evidence for distributed processing during reading fixations is due to (1) multicollinearity between predictors, (2) the inclusion of fixations on function words, or (3) ignoring whether words next to the fixated word were fixated or skipped. They also (4) argue that distributed processing is inconsistent with results from well-controlled experiments. In the present Reply, I address these concerns with new corpus analyses of single-fixation durations and with an experiment, leading to new empirical constraints for computational models of reading.
The Comment also raised epistemological and methodological issues that reach beyond the study of eye movements in reading. For example, at the end, the authors remind us of the at times difficult relation between the two disciplines of scientific psychology (Cronbach, 1957 (Cronbach, , 1975 , namely its "experimental" and "correlational" branch. In the Reply, I argue that linear mixed-effects models are an effective way to take into account simultaneously differences between persons and differences between sentences. Such models can also test effects of many more (quasi-)experimental variables than traditional multipleregression or ANOVA models. Moreover, the Comment highlighted the role of computational models of eye-movement control in reading. Some of them already generate complete fixation-saccade sequences for reading of isolated sentences. Their further development will be guided by answers to empirical questions about distributed lexical processing or about the relative autonomy of cognitive and oculomotor processes.
They are likely to serve as a platform for general models of visual and attentional control. In fact, computational modeling may turn into the "third discipline" of scientific psychology. The current exchange offers a view on how the three "disciplines" complement each other.
The goal of research on distributed processing in reading is to determine reliable effects on fixation durations due to properties of the fixated word and those of its immediate neighbors (e.g., frequency, Distributed processing in reading 4 lexical status). In addition, there are effects of the prevailing visuo-motor characteristics (e.g., saccade amplitudes, fixation location). I will analyze all these effects and various interactions between them simultaneously in a single 78-predictor regression analysis. The three words cover most of the perceptual span, which is a region of roughly 4 characters to the left and at most 15 characters to the right of the point of fixation, initially mapped out by McConkie and Rayner (1975; Rayner & Bertera, 1979) .
Re-Analysis of the Potsdam Sentence Corpus

Reliability and generalizability across samples
Changes in Potsdam eye-movement corpus since original publication. Kliegl et al. reported a reading-fixation corpus comprising data from 9 independent samples of readers (total N=222), varying widely in age and experimental condition who read the 144 sentences of the Potsdam Sentence Corpus while both eyes were monitored. Analyses were based on single-fixation and gaze durations identified on the same word in both eyes in first-pass reading. Binocular saccade detection was recently improved (Engbert & Mergenthaler, 2006) , leading to a larger number of single fixations (N=71,097 vs. 67,260).
We now also use case-sensitive word-frequency norms from the 125-million DWDS corpus (Geyken, in press; Kliegl, Geyken, Hanneforth, & Würzner, 2006) rather than those from the 5.6-million CELEX corpus (Baayen, Piepenbrock, & Rijn, 1993) . All continuous predictors, like frequencies and predictabilities within readers, are centered prior to statistical analyses (Pinheiro & Bates, 2000) .
From rmMRA to lme. For statistical analyses, there is a necessary switch from repeated-measures multiple regression analysis (rmMRA) to linear mixed-effects models (lme; e.g., Pinheiro & Bates, 2000) , using the lmer program (lme4 package; Bates & Sarkar, 2006) in the R system for statistical computing (R Development Core Team, 2006 ). The baseline model estimates 21 free parameters, that is 19 fixed effects (including the intercept) as in Kliegl et al.' s rmMRA, plus a random effect for readers (i.e., the variance of the intercept between readers assuming normal distribution and zero mean), and the variance of the residual error. The large ratio of 71,097 fixations to only 21 free parameters permits model estimation across all readers and separately for each of the nine independent samples. Table 1 , the results are significant and stable for independent samples comprising 18 to 33 readers, quite typical of experimental psycholinguistic research. So our Distributed processing in reading 5 results do not depend on a "huge" amount of data (Rayner et al., p. 21) . They are also not due to uncontrolled heterogeneity (e.g., the inclusion of young and older readers; Rayner et al., p. 17) . To the contrary, they generalize nicely across these very different groups. The collinearity of variables (e.g., between frequency and word length) or suppressor constellations (e.g., between word length and incoming saccade amplitude) may lead to unstable regression coefficients across studies. By this criterion, we simply do not have this problem. The controversial lag and successor effects of frequency and predictability are reliably observable empirical facts. Of course, the reliability of a result is only a necessary, not a sufficient condition for the validity of its theoretical explanation.
Reliability of effects. As shown in
Validation with computational models and with extended regression models
There are three avenues towards establishing the validity of reliable results. First, computational models are implementations of principled accounts of reading dynamics. Thus, current models are examined to see whether they can account for small but reliable effects in reading, based on all words of sentences. Second, new variables are included in the regression model. Third, a critical result is tested with an experiment.
Validation via computational models. Computational models aspire to account for reading of all words of sentences, not only for reading of experimentally controlled target words. They must account not only for frequency effects of the fixated word, but also for frequency effects of the last word or for predictability effects of the next word. Rayner et al. reported an existence proof that E-Z Reader can generate the inverted n+1-predictability effect if an ignored covariate (i.e., a confound) is introduced into the reading material. Indeed, a confound may lead to a change in the sign of the regression coefficient; this problem exists for computational models just as it exists in regression analyses. E-Z Reader faces the challenge to predict reliable successor frequency and predictability effects of corpus data based on reading all words of sentences (see Engbert, Nuthmann, Richter, & Kliegl, 2005 , for a partial success with SWIFT).
Validity problem: unobserved covariates. Computational models are useful tools to check whether theoretical reasoning is in line with the complexity of new results. To this end, we can also include new variables in the regression model. Sometimes inclusion of a new variable may render a formerly Distributed processing in reading 6 significant effect as insignificant; in suppressor constellations, it may boost its significance or even cause a change in the sign of its regression coefficient. The emphasis is on "may" because the inclusion of a new variable may also explain additional variance or change nothing at all. Rayner et al. proposed to include variables that code whether one or both of the words next to the fixated word were skipped; they also mentioned the lexical status of words, that is whether the fixated word and its neighbors are function or content words. Actually, we had considered these variables (and had done so in supplementary analyses), but left them out because frequency and lexical status are highly correlated at 0.75. Thus, the proposal raised the problem of multicollinearity, the very issue Rayner et al. found problematic in Kliegl et al.. Also with 18 predictors, we were pushing the limits of rmMRA because some readers contributed only around 100 fixations. Finally, none of the computational models currently uses information about the lexical status of words; they all assume that most of the variance related to lexical processing is captured with word frequency. Thus, it is common and sometimes unavoidable to start with a limited set of variables.
An extended linear mixed-effects model. Nevertheless, lexical status and skipping status are important variables, and with an lme model the effects of five additional moderator variables can be examined simultaneously, including also interactions between these variables and with a subset of the other variables already in the model. I also suggest how to deal with the multicollinearity of lexical status and frequency. The general framework for this analysis is shown in Figure 1 . The dependent variable is the single-fixation duration on word n occurring between two saccades in the direction of reading. The neighboring words (i.e., word n-1 and word n+1) are either fixated (coded as 0) or skipped (coded as 1); this dummy coding of skipping yields tests of the effect of skipping on fixation duration. Similarly, dummy coding of lexical status of words n, n-1, and n+1 (i.e., whether they are content or function words) with three additional predictors tests the effects of these variables on fixation duration on word n. Finally, a new proposal here is to center frequencies within levels of lexical status for each reader to circumvent their collinearity. This recoding yields six main effects of frequencies, that is frequency nested within content words and frequency nested within function words for each of the three words n-1, n, and n+1 (see 
Effects of lexical status and skipping
Single-fixation duration depends on lexical status and skipping status of the word triplet. The results are summarized succinctly with two 3-factor interactions displayed in Figure 2 ; these interactions also qualify related main effects and simple interactions (see Online Supplement).
Skipping status of word n-1 and lexical status of words n-1 and word n.
The source of the first 3-factor interaction is easily spotted (see Figure 2a ; model 1: b=0. 027, SE=0.010, t=2.6 ; the 3-factor interaction is not significant in the final model 5, but the three simple interactions still are; see Table 3 in Online Supplement). In general, fixation durations are longer after skipped words n-1-a well-known result reproduced by E-Z Reader on the assumption of a smaller preview benefit after skipping. Also shorter fixation durations in the right than the left panel are compatible with longer parafoveal preprocessing of word n during a fixation on a function word n-1 than a content word n-1-as predicted by both E-Z Reader and SWIFT. Surprisingly, significant skipping cost is observed only after function words (26 ms); they are not reliable after content words (4 ms). In addition, there is one fixation pattern opposite to the general relation: Fixations are a reliable 8 ms shorter if the fixated word n is a function word and the skipped word n-1 is a content word. This complex interaction is quite stable. Across the nine samples, there are only 3 of 36 possible violations of the ordinal relations depicted in Figure 2a (see Table   2 ).
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Skipping benefit. The triple interaction is a challenge for all current models. Our interpretation of the above skipping benefit is in terms of saccadic overshoot of an intended content word. Such errors may trigger an immediate start of the next saccade program and result in shorter fixation durations . The immediate restart of a saccade program does not imply that the missed target is selected again (i.e., the next saccade is not necessarily corrective); rather the next saccade target is stochastically selected according to the prevailing lexical activations of all candidate words; in the SWIFT model, target selection occurs on average after 108 ms (range: 50 to 150 ms; Engbert et al., 2005) .
At that point in time, word n or word n+1 may often be a more competitive candidate than word n-1.
Skipping status of word n+1 and lexical status of words n+1 and word n.
The second 3-factor interaction is displayed in Figure 2b (b=-0.077, SE=0. 011, t=6.8) . In general, fixation durations are shorter before skipped words n+1, counter to an architectural prediction of the E-Z Reader Model and also counter to simulation results of the SWIFT model . The results are consistent with the assumption of a quick restart of saccade programs as described above. In the present case, skipping of n+1 may be due to saccadic undershoot of the intended target word n+1. The result is very problematic for E-Z Reader because skipping requires canceling a default saccade program to word n+1 in this model. The restart of a new program, targeting word n+2, leads to enhanced fixation durations prior to skipped words.
2
Skipping cost. One pattern in Figure 2b (left panel) appears to be consistent with the E-Z Reader prediction: Fixation durations on word n are longer if the fixated word n is a function word and if the word to be skipped is a content word. Again, there is a high stability of this result across the nine samples (see Table 3 , also for percentages of fixations in the cells). This pattern, however, is also a problem for the E-Z Reader model, because saccade programs are cancelled by an attention shift from word n+1 to word n+2, which depends on an easy word n+1; indeed this mechanism allows E-Z Reader to skip function words more frequently than content words. In contrast, here fixation durations are longest prior to skipped difficult content words n+1. There is a straightforward interpretation of this particular skipping cost.
Readers fixate a function word, say a determiner, but they process the noun or adjective to the right of it, Distributed processing in reading 9 that is, there is genuine lexical processing of parafoveal words in the perceptual span (i.e., Radach's, 1996, "word-group" hypothesis). This result accounts for the interaction between word length of word n and frequency of word n+1, reported by Kliegl et al., Figure 4c , as well as Kennedy and Pynte (2005) .
Interestingly, this effect is not present for gaze durations (see Online Supplement, Figure 3b , left panel).
E-Z Reader must assume that these fixations result from failed skipping of the function word (i.e., an undershoot of the intended content word) and that word recognition proceeds as if word n+1 were fixated (i.e., causing normal lexical access). The question then is: Why should "mislocated" fixations occur only on function words prior to content words that are subsequently skipped? And why are they shorter?
Experimental evidence. Critical corpus-analytic results must be followed up with experiments. In a recent one, modeled after Rayner, Juhasz, and Brown (2007) , Kliegl, Risse, and Laubrock (2007) presented word n+2 normally or as a random letter string until the eyes crossed from word n to word n+1.
In this experiment, word n+1 (after the boundary, but always visible) was either a three-letter function word or a three-letter content word; word n+2 was almost always a content word. I analyzed log of firstfixation durations on three-letter words n+1, contingent on skipping status of word n+2. In agreement with the corpus analysis, there is skipping "cost" in the function-word condition (fixate n+2: 201 ms; skip n+2: 222 ms) and skipping "benefit" in the content-word condition (fixate n+2: 195 ms; skip n+2: 190 ms). In addition, denial of preview of word n+2 increased the skipping "cost" measured on word n+1(with preview: 16 ms, without preview: 27 ms); the statistic for the three-factor interaction of lexical status, skipping status, and preview was b=0.159, SE =0.058, t=2.7. The "inconsistency" between corpusanalytic and experimental evidence identified by Rayner et al. has been reduced with this experiment.
Summary. In perspective, the distinction between function and content words needs to be addressed with experiments and with computational modeling. There is statistically significant evidence against E-Z Reader's saccade cancellation mechanism, but SWIFT also does not adequately reconstruct the pattern of results, as already described and discussed in Engbert et al. (2005) . In the latter model, the delay of saccade programs (i.e., modulation of single-fixation durations) is linked strictly to the lexical activation of the fixated word. Possibly, other words in the perceptual span exert a much stronger control than currently allowed for.
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Effect of frequency of content word n-1
Is the n-1-CW-frequency effect due to lexical status and skipping status of word n-1? Given the coding of Figure 1 , the n-1-CW-frequency main effect represents only fixation patterns where the eyes fixated on three successive content words, including a single fixation on word n (i.e., three content words, no skipping). The n-1-CW-frequency effect for this pattern, typical of psycholinguistic experiments, is b=-0.032 (SE=0.002, t=-14) . Thus, fixation duration on content word n strongly depend on the frequency of content word n-1, even after statistical control of the other word properties, the incoming and outgoing saccade amplitudes, and the effect of fixation position within word.
Estimates of interactions with n-1-CW-frequency inform about fixation patterns that differ from the baseline pattern (see Online Supplement for details). For example, if word n-1 is skipped, the n-1-CWfrequency effect is !b=+0.039, SE=0.004, t=11. This value must be added to the baseline coefficient, yielding a b= -0.032+0.039=0.007, which is no longer significant. Thus, apparently the frequency of skipped content words n-1 does not contribute to the n-1-CW-frequency effect. In contrast, for function words n, the n-1-CW-frequency effect is significantly reduced (!b=+0.019, SE=0.003, t=5.6 ), but still significantly negative (b= -0.032+0.019=-0.013). Thus, the n-1-CW-frequency effect is weaker in the presence of function words n and possibly even absent for skipped content words n-1. The Online Supplement lists the reliable interactions for the various fixation patterns, also those relating to the n-1-FW-frequency effect.
Effect of frequency of word n+1
Similarly, the n+1-CW-frequency effect cannot be reduced to the three-factor interaction displayed in Figure 2b . First, the effect is reliable for the baseline pattern (i.e., three content words, no skipping; b=-0. 0035, SE=0.0016, . Second, the effect is magnified if word n+1 is skipped SE=0.004, . Adding this value to the baseline term yields a coefficient b=-0.004+ (-0.018 
Thus, skipping of words n+1 is a primary source of the n+1-CW-frequency effect, in agreement with the results suggesting parafoveal processing of content words.
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Effect of predictability of word n+1
The n+1-predictability effect is b=0.0036 (SE= 0.0016, t=2.3) . This effect is significantly stronger for fixations on function words n (!b=+0.009, SE=0.003, t=3.0, model 5) or if word n+1 is a function word (!b=+0.008, SE=0.002, t=3.6, model 5) . Both effects are in agreement with the retrieval account.
These two n+1-predictability effects are underadditive: if both word n and word n+1 are function words, then !b=-0.031, SE=0.004, t=-6.1), yielding a negative (!) net n+1-predictability effect of b=0.004+0.009 +0.008-.031=-0.1. There is no reliable statistical evidence that skipping status of word n+1 moderates this effect. As function words are rarely manipulated, previous experiments may easily have missed the effect.
Limitations
The present model specification is not the only conceivable one. experiments are defined by a random assignment of units to levels of the independent variables. Words (like people) can be randomly assigned to levels of a genuine experimental variable such as preview/nopreview, high/low monitor contrast. Words (like people) cannot be randomly assigned to levels of dimensions inherent to them (words: frequency, predictability, etc.; persons: gender, age, etc.). Only random assignment allows us to draw inferences about the causal role of an experimental factor, within limits of false-positive errors. Quasi-experimental variables afford only correlational inference and no Distributed processing in reading 12 amount of control will convert them into experimental factors. Moreover, interactions with such a variable (e.g., frequency by preview; age by preview) also yield only correlational results.
Lag frequency, parafoveal predictability, etc. are quasi-experimental variables and, therefore, they do not allow any stronger causal inferences in experiments than in corpus analyses; they always yield correlational evidence. Frequency effects may be due to correlations with sublexical properties of word beginnings, but this applies to all frequency effects, irrespective of whether they are measured in an orthogonal design or in a corpus analysis and irrespective of whether they are determined with ANOVA, rmMRA, or lme.
Rayner et al. presumably grant that most psycholinguistic research is correlational in this strict sense. I agree with their concerns about interpreting regression coefficients of correlated predictors-who would deny the beauty of an orthogonal (quasi-)experimental design? Typically, regression analysis ignores the shared variance in the dependent variable for significance tests, and this increases the danger of a false-negative error (i.e., reduces the power of the test). In other words, with correlated predictors one is in a very weak position to argue the null hypothesis. Our "problem" (according to Rayner et al.) , however, is not so much the absence, but the presence and size of significant lag and successor effects. To the contrary, I suspect that some of these inconsistencies relate to low statistical power for participants or items in some of the experiments. I also have shown for the case of lexical status and frequency how nesting of a factor can help to circumvent a serious problem of collinearity.
Generalizability of words and issues of data selection
Rayner et al. perceived it as "a problem … that [we] include all words" (p. 17), because this way short words dominate. This argument can be turned around because experiments carry their own biases.
For example, one source of inconsistency in results between corpus analysis and experiments may be the restricted range of word frequency of experimental target words with negative consequences for statistical power. Such a restriction may be necessary if specific aspects of word recognition during reading are the focus of the research. It is equally legitimate and necessary to look at the complete range of word properties if the interest is in the dynamics of reading. Given that reading for the most part involves short and highly frequent words, computational models of reading should respect regularities related to them.
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There are differences between experiments and corpus analysis relating to data selection. In Kliegl et al., we separately examined single-fixation and multiple-fixation cases (dominated by long words) and did not hide a "bias" in the respective analyses. Our Table 1 provides information about characteristics of eye movements and words selected for the various types of analyses. So researchers inclined to compare their results with ours can do so. We reported on similarities and differences of lag/successor effects between single-fixation and gaze durations; new ones are presented in the Online Supplement, including descriptive statistics and the result of the lme analysis of gaze durations. What is needed next is an integrative data-analytic framework to test explicitly differences of distributed processing in singlefixation and multiple-fixation cases.
Conclusion
The ultimate goal of reading research is to understand how we read normal text. An immediate goal
is to understand what information becomes available when from where in the perceptual span. A wide range of techniques is available for studying this process: (1) experiments on visual, oculomotor, language-related, and neural correlates of reading, (2) computational models of eye-movement control, and-last not least-(3) regression analyses of eye movements during reading of texts and sentences.
Experiments and computational models are indispensable tools for the validation of theoretical principles; they are not ends in themselves. Regression analysis is not only also a legitimate tool, sometimes it may be the only way forward and even set the pace for experiments and computational models, if we want to understand the full complexity of the multidimensional space being studied. Footnotes 1. The intended meaning of "natural reading" in Kliegl et al. was "reading of natural texts" (Rayner et al., in press, p. 30) , contrasting analyses of fixations from texts or sentences with varying difficulty and many short words, on the one hand, with analyses of fixations on a priori specified experimentally manipulated target words, often only content words, on the other hand; we certainly do not think of the latter as unnatural reading. Erratum: We cited Plourde and Besner (1997) as support of a frequency(n) by visual-degradation interaction, although the point of their paper was to demonstrate an additive relation.
2. Drieghe, Rayner, and Pollatsek (2005, p. 956; also Rayner, Reichle, & Pollatsek, 2005, p. 141) discount skipping benefit as "correlational" and speculate that it is due to fluctuations of attention or text difficulty; Pollatsek et al. (2006, simulation A4, p. 46) ignore them. Their position may be valid for early reports, including, for example, Schilling et al. (1998) . In Kliegl and Engbert (2005) , however, we employed matching and resampling procedures to guard exactly against these possible confounds and a few more (e.g., fixation position within words). Of course, this does not render our data as experimentally well controlled, but they certainly are statistically well controlled-barring new evidence to the contrary. Note. Non-significant coefficients (b < 2 SE) are set in bold; models were fit by restricted maximum likelihood.
Distributed processing in reading 20 Table 2 . Mean fixation durations on word n after fixated and after skipped words n-1, broken down by lexical status of word n and word n-1. "given", that is, for example, "frequency given content word n-1" (otherwise frequency is set to zero).
Thus, frequencies are specified as nested within lexical status; predictability is specified as crossed with lexical status. (…) = additional predictors (e.g., Table 1 , for complete list see Online Supplement). 
