Abstract-This paper shows that the working set parameter-real memory and real memory-fault rate anomalies mentioned by Franklin, Graham, and Gupta in [131 do occur in traces generated by real programs. The results of the detailed investigation of this anomalous behavior in four Fortran programs are presented. In some cases a drop of a factor of two in the average real-time memory allotment is observed when the window size is increased. In some instances a bigger real-time memory allotment means an order of magnitude increase in page faults.
I. INTRODUCTION
FRANKLIN, Graham, and Gupta have shown in [13] that the page fault frequency policy of memory management [71 can exhibit anomalous behavior for some reference strings.
They gave short example reference strings to illustrate their ideas and pointed out that real programs exhibit this anomalous behavior [14] , [16] . For the working set policy WS [8] they gave an example reference string to demonstrate that certain anomalous behavior is also possible. However, nothing was mentioned about encountering these anomalies of the WS in real programs. The WS anomalies were encountered experimentally in the spring of 1978 by one of us while working on the development of automatic program transformations to improve program behavior in a virtual memory environment [4] , [1] , [2] .
Before proceeding, we will describe the notation used in this paper and define the two types of anomalies to be considered. The WS policy keeps in memory the pages referenced during the previous r memory references, where r is the WS control parameter. This set of pages is the working set and is denoted by W(r, t) at time t. Its size is w(r, t). The average real-time memory allocated to a program during its execution is given by /R Af(r) M(, L) = w(T, t) + L -L (r, ti) (R + L -f(T)) t=l i=l (1) Manuscript received March 10, 1981 where R = the length of the reference string, L = the mean page fault service time, f(r)= the total number of page faults generated by the reference string, wi(r, ti) = the working set size at the ith page fault.
We say that there is a parameter-real memory anomaly when M(r1, L) >M(-2, L) for some rl < K2 and some L, and a real memory-fault rate anomaly when, for some r, * r2 and some L,M(i1, L) <M(r2, L) andf(r1) <f(r2) [13] .
In the 1978 experiments mentioned above some programs showed both anomalies. In those experiments only references to array elements were considered. The page size was 256 bytes and we used three values for L: 32, 320, and 3200 references. Table I summarizes some of our findings for these programs. In Table I we can see that the two anomalies defined above arise in the three programs listed for at least one value of L. Consider, for example, the program INIT when L = 32. When r is 448, the average real-time memory used is 32.38 and the number of page faults is 437. When r is increased to 512, the average real-time memory decreases to 26.55 pages and the number of page faults decreases drastically to 245. The decrease in average real-time memory when r increases illustrates the parameter-real memory anomaly, and the decrease in the number of page faults when the average memory decreases, illustrates the real memory-fault rate anomaly.
Recently, Denning [11] argued that it is unlikely that any nonlook-ahead policy better than the WS will be discovered. Thus, it seems that WS dispatchers should be widely used in future computer systems. However, load control of a multiprogrammed system which is based on an anomalous memory management policy may be unstable since a change of a given sign in the parameter might not produce changes of corresponding sign in the controlled variable [13] . This has convinced us of the importance of making a thorough investigation and analysis of the WS anomalies in real programs which is the subject of this paper.
Specifically, we will study in detail four programs: BASE, FOURTR, INIT, and PAPUAL. Fig. 2(b) shows this curve when all references are included in the string. Figs. 3, 4 , and 5 show similar curves for the rest of the programs. We notice that the graphs for all the programs share some common characteristics.
The general shape of the page fault curves does not change when references to scalar variables and instructions are included. This is obvious when comparing Fig. 2 (a) and (b). Thus, the paging behavior of our programs, and numerical programs in general, is mainly controlled by references to array variables. This same argument was made in [17] . This is expected because the number of array pages referenced in numerical programs is much larger than the number of scalar and instruction pages (Table II) . However, there is around an order of magnitude difference between the total number of references and the references to array elements. This explains the order of magnitude shift alon-g the window size axis between the curves in Fig. 2 (a) and (b). In the remaining part of this paper we will present and discuss our results only for array references.
The results for all references lead to similar conclusions and can be found in [3] . In [10] , [11] , and elsewhere, it is suggested that to maximize T the-throughput of a multiprogrammed system using a given (2) is nondecreasing with r. Thus, if ST(r1, L) will be less than ST(r*, L) for any rl > r*, then this will be due to a drop in the value of the second term. This term is the spacetime product at page faults. We note that when r is increased from r* to r1, no new faults will occur but some page faults might disappear. The maximum number of the page faults which might disappear is (f(r*) -n). The maximum number of pages which might have been assigned to the program at each of these page faults is equal to n. Thus, the maximum possible drop in the space-time product for any rl > r* is ((f7(r*) -n) * n * L). Hence, the lower bound of the spacetime product function for all r > r* is as given by (3). Table IV shows ST(r, 2000), LB(r*, 2000), and the position of the anomalies relative to r. From this table we see that the absolute minimum space-time product occurs at r for programs BASE, INIT, and PAPUAL. We can also see that anomalies occur for window sizes both smaller and larger than those where the minimum space-time product occur.
A final note: (2) gives the exact expression for the space-time product. The first sum is equal to R * M(r, 0). The second sum is equal to f() -M(r, o). In the literature [10] , [12] , [15] , the second sum is sometimes approximated by f(-r) M(r, 0). Thus, an approximate expression for ST is given by
While ST(r, L) can be easily calculated for all r from statistics generated after one scan of a reference string, this is not possible for ST(r, L). Thus, calculating ST is much more expensive than ST. Graham reports that this approximation can be in error by as much as 20 percent [14] . In [3] we show the curves of this error versus r for our programs ((ST -ST)/ST versus r). In Table V When ST is used to approximate ST, the VMIN algorithm [19] is used as the optimal algorithm to minimize space-time product. This algorithm actually minimizes the page fault rate at a given average virtual time memory allotment. For a given 'r and after each page reference, VMIN removes from main memory the page just referenced if and only if the page will not be referenced again for more than references. The accurate algorithm for minimizing space-time product, DMIN, was developed using real-time analysis in [5] . DMIN is a complex algorithm and is not easy to explain in a few sentences. In [6] it is shown that the DMIN algorithm outperforms VMIN. 
