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Abstrat
We present a multigrid nite element method for the deep quenh obstale Cahn
Hilliard equation. The nonsmooth nature of this highly nonlinear fourth order partial
dierential equation make this problem partiularly hallenging. The method exhibits
mesh-independent onvergene properties in pratie for arbitrary time step sizes. In
addition, numerial evidene shows that this behaviour extends to small values of the
interfaial parameter γ. Several numerial examples are given, inluding omparisons
with existing alternative solution methods for the CahnHilliard equation.
Keywords: CahnHilliard equation, obstale free energy, nite elements, multigrid
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1 Introdution
The CahnHilliard equation
γ ∂u
∂t
= ∇ . ( b(u)∇w), w = −γ∆u+ γ−1Ψ′(u) (1.1)
was originally introdued to model spinodal deomposition and oarsening phenomena in
binary alloys, see [7, 9℄. Here u is dened to be the dierene of the loal onentrations of
the two omponents of an alloy and hene u is restrited to lie in the interval [−1, 1]. More
reently, the CahnHilliard equation has been used e.g. as a phase eld model for sharp
interfae evolutions and to study phase transitions and interfae dynamis in multiphase
uids, see e.g. [5, 19, 23℄ and the referenes therein. We note that in (1.1) we have used a
time saling, so that in the limit γ → 0, we reover the well known sharp interfae motions
by MullinsSekerka and by surfae diusion, respetively, for the onstant and degenerate
mobilities b(u) = 1 and b(u) = max{0, 1− u2}; see below for details.
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The theory of Cahn and Hilliard is based on the following GinzburgLandau free energy
E(u) :=
∫
Ω
(
γ
2
|∇u|2 + γ−1Ψ(u)
)
dx ,
where γ > 0 is a parameter and a measure for the interfaial thikness. The rst term
in the free energy penalizes large gradients and the seond term is the homogeneous free
energy. In this paper, we onsider the so-alled zero temperature deep quenh limit, when
a possible hoie is
Ψ(u) := 1
4
(u2 − 1)2 , (1.2)
whih has the advantage of being smooth but the disadvantage that physially non-admis-
sible values with |u| > 1 an be attained during the evolution. As an alternative, it was
suggested in [6℄ to take the following obstale potential of the form
Ψ(u) :=
{
1
2
(1− u2) |u| ≤ 1
∞ |u| > 1
, (1.3)
see also [4℄.
We note that (1.1) an be derived from mass balane onsiderations as a gradient
ow for the free energy E(u), with the hemial potential w := δE
δu
being the variational
derivative of the energy E with respet to u. Together with initial and boundary onditions,
this yields the following system of equations.
γ
∂u
∂t
= ∇ . (b(u)∇w) in ΩT := Ω× (0, T ) , (1.4a)
w = −γ∆u + γ−1Ψ′(u) in ΩT , (1.4b)
∇u · ν = b(u)∇w · ν = 0 on ∂Ω× (0, T ) , (1.4)
u(·, 0) = u0 in Ω , (1.4d)
where Ω is a onvex polyhedral domain in Rd, d = 2, 3 with outer unit normal ν and T > 0
is a xed positive time.
For notational onveniene in (1.4) it was impliitly assumed that the free energy Ψ is
dierentiable. However, in this paper we will from now on onsider the obstale free energy
(1.3), whih is nonsmooth. Hene the hemial potential w needs to be omputed with the
help of a variational inequality. In partiular, the identity (1.4b) only holds in the region
where u is stritly less than one, and the solution w in all of ΩT is obtained with the help
of a variational inequality, where variations are taken over all funtions with modulus less
than or equal to one, see e.g. (2.1b) below. Of ourse, the obstale free energy Ψ fores the
phase variable u to stay within the interval [−1, 1] of physially meaningful values. This is
a lear advantage over a formulation involving (1.2).
Typial evolutions of (1.4) starting from a well mixed initial state begin with a relatively
short early phase, alled spinodal deomposition, in whih the loal onentrations u grow
towards the minimizers ±1 of (1.3). This leads to a setup, where large parts of the domain
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are oupied by regions where u = ±1, whih are separated by interfaial regions where
|u| < 1, in whih u smoothly varies from −1 to 1. Then follows a muh slower evolution
phase, in whih the total volume of these interfaial regions is dereased. This phase is
alled oarsening. The thikness of the interfaial regions, i.e., the region where |u| < 1, is
asymptotially of order O(γ). It an be shown that in the sharp interfae limit (i.e., when
γ → 0) the long time dynamis of the equations (1.1) orrespond to the MullinsSekerka
equation, when the mobility b(u) is onstant, b(u) = 1, see, e.g., [1, 10℄, and they orrespond
to motion by surfae diusion when the mobility is degenerate, e.g. b(u) = 1− u2, see e.g.
[8℄. In partiular, the formal asymptoti analysis yields that the interfae prole is given
by
sin (γ−1 x) , (1.5)
see e.g. [8℄. Hene the interfae thikness is asymptotially given by piγ, whih has to be
onsidered when hoosing the spatial disretization parameters.
Finite element methods for the equation (1.1) have been proposed and analyzed in
[6, 4, 5℄. In this paper, we will onsider the fully disrete nite element approximation
from [3℄ and propose a multigrid solver for the system of nonlinear algebrai equations
arising at eah time level. To our knowledge, this is the rst multigrid method for an
obstale CahnHilliard equation in the literature.
It should be noted that as the CahnHilliard equation is a fourth order nonlinear par-
tial dierential equation, expliit methods need to satisfy the prohibitively severe time step
onstraint τ ∼ h4 in order to be stable. Hene only unonditionally stable semi-impliit
time disretization are eient, and the disretization from the papers ited above are all
suh approximations. Commonly, traditional iterative solution methods, suh as nonlinear
GaussSeidel and nonlinear SOR, have been used to solve the algebrai system in pra-
tie, see e.g. [5℄, but these suer from deteriorating onvergene rates as the number N
of unknowns grows to innity. In partiular, the amount of work to ompute a disrete
solution for a new time level is O(N2), sine eah iteration step amounts to work of or-
der O(N). Very reently, a Uzawa-type iteration method, that uses a multigrid solver for
a linear substep, has been proposed in [12℄. This method was implemented for a nite
element approximation of (1.1) with (1.3) in [3℄, see also [2℄, where it exhibits superior on-
vergene properties to traditional iterative solvers. However, these improved onvergene
rates annot be expeted to be mesh-independent, and rst numerial evidene suggests
that the number of iterations inreases slowly as the mesh size is redued, see e.g. [12℄. Here
we want to improve on that, in proposing a full nonlinear multigrid solver that exhibits
mesh-independent onvergene rates, and so leads to an amount of work of order O(N)
for eah time step. Here we will make use of ideas in [21, 20℄, where multigrid solvers for
disretizations of seond order ellipti and paraboli obstale problems were onsidered.
Reall that multigrid methods for suh seond order obstale problems have been studied
extensively in the literature, see e.g. [14, 16, 17, 27℄ for some examples and also [11℄ for a
reent review artile. Finally, we note that multigrid solvers for the smooth CahnHilliard
equation, (1.1) with (1.2), are by now also well established. We refer to [19℄ and [18℄ for
two examples. On the disrete level, the hoie (1.2) indues a system of linear and smooth
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(ubi) nonlinear equations, whereas (1.3) leads to a oupled system of linear equations
and variational inequalities, see e.g. (2.3) below. Hene the former an easily be solved
with standard multigrid methods for systems of nonlinear equations, suh as the Full Ap-
proximation Storage (FAS) multigrid method, see e.g. [26℄. Of ourse, these methods do
not extend to the obstale energy ase (1.3) onsidered in this paper.
This paper is organized as follows. In Setion 2 we desribe the nite element method for
the approximation of (1.1) with (1.3). In Setion 3 we propose a full nonlinear multigrid
solver for the solution of the system of algebrai equations arising at eah time level.
Moreover, in Setions 4 and 5 we perform numerial experiments to investigate the mesh-
independent onvergene rates. In addition, we ompare our multigrid solver to alternative
solution methods in the literature.
2 Finite element disretization
For simpliity, onsider a uniform partitioning of [0, T ] into time steps of size τ . Then
a ontinuous in spae semi-disrete approximation of (1.4) with (1.3) is given by: Find
funtions un ∈ K = {ψ ∈ H1(Ω); |ψ| ≤ 1} and wn ∈ H1(Ω) suh that
(un − un−1, φ) + τ
γ
(b(un−1)∇wn,∇φ) = 0 ∀φ ∈ H1(Ω) (2.1a)
γ (∇un,∇(ψ − un))− (wn, ψ − un) ≥ ( 1
γ
un−1, ψ − un) ∀ψ ∈ K , (2.1b)
where u0 := u0 and (·, ·) denotes the L2 inner produt over Ω.
We now introdue linear nite elements in spae. Let T h be a regular partition of
Ω into disjoint open simplies κ, with hκ = diam(κ) and h = maxκ∈T h hκ. With T
h
we
assoiate the spae of ontinuous pieewise linear funtions
V h =
{
φ ∈ C0(Ω); ∀κ ∈ T h, φ|κ ∈ P
1(κ)
}
⊂ H1(Ω),
and
Kh =
{
ψ ∈ V h; |ψ| ≤ 1 in Ω
}
⊂ K.
Let N be the set of nodes of T h and let {χp}p∈N be the standard basis funtions for V h;
that is χp ∈ V h and χp(q) = δpq for all p, q ∈ N . We introdue Ih : C(Ω) → V h, the
interpolation operator, suh that (Ihη)(p) = η(p) for all p ∈ N . A disrete semi-inner
produt on C(Ω) is then dened by
(η1, η2)h :=
∫
Ω
Ih(η1(x) η2(x)) dx
with the indued disrete semi-norm given by |η|h := [ (η, η)h ]
1
2
, for η ∈ C(Ω).
The disrete problem then reads as follows. Find Un ∈ Kh and W n ∈ V h suh that
(Un, φ)h +
τ
γ
(Ih[b(U
n−1)]∇W n,∇φ) = (Un−1, φ)h ∀φ ∈ V h,
γ (∇Un,∇(ψ − Un))− (W n, ψ − Un)h ≥
1
γ
(Un−1, ψ − Un)h ∀ψ ∈ K
h.
(2.2)
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For details on the existene and unonditional stability of solutions to (2.2), we refer to
[4, 3℄ and the referenes therein.
Adopting the obvious notation, the system (2.2) an be rewritten as: Find {Un,W n} ∈
K × RJ , where J := |N | and K := [−1, 1]J , suh that
M Un + τ
γ
AW n = r (2.3a)
γ (V − Un)T BUn − (V − Un)T MW n ≥ (V − Un)T s ∀ V ∈ K, (2.3b)
where M, B and A are symmetri J × J matries with entries
Mij := (χi, χj)h, Bij := (∇χi,∇χj), Aij := (Ih[b(U
n−1)]∇χi,∇χj)
and r :=M Un−1 ∈ RJ , s := γ−1M Un−1 ∈ RJ .
3 Multigrid method
3.1 Blok GaussSeidel sheme
We reall the following blok GaussSeidel type iterative method to solve (2.3) from [5℄.
On letting A ≡ AD − AL − ATL, with AL and AD being the negative lower triangular and
diagonal parts of the matrix A, similarly for B, the method an be formulated as follows.
Given {Un,0,W n,0} ∈ K × RJ , for l ≥ 1 nd {Un,l,W n,l} ∈ K ×RJ suh that
M Un,l + τ
γ
(AD − AL)W
n,l = r + τ
γ
ATLW
n,l−1
(3.1a)
(V − Un,l)T (γ (BD − BL)U
n,l −MW n,l) ≥ (V − Un,l)T (s+ γ BTL U
n,l−1)
∀ V ∈ K. (3.1b)
With a straightforward extension of the method used in [5, Theorem 4.1℄, it is possible to
proof onvergene of the projeted GaussSeidel method (3.1) to solutions of the nonlinear
system (2.3).
We note that (3.1) an be solved expliitly for j = 1 → J . In partiular, let rˆ :=
r + τ
γ
(ALW
n,l +ATLW
n,l−1) and sˆ := s+ γ (BL U
n,l +BTL U
n,l−1). Then, for |Ajj| > 0, we
set for j = 1→ J
[Un,l]j =
[
Mjj rˆj+τ Ajj sˆj
γ [Mjj ]2+τ γ Ajj Bjj
]
K
and [W n,l]j =
rˆj−γ Mjj [U
n,l]j
τ Ajj
, (3.2)
where we dene
[s]K := max{−1,min{s, 1}} ∀ s ∈ R . (3.3)
For the degenerate ase b(u) = 1− u2, we have that Ajj = 0 for some j ∈ N , i.e. when
j ∈ Ndeg :=
{
p ∈ N : Ihb(U
n−1) ≡ 0 on supp(χp)
}
. (3.4)
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For those j, one needs to replae (3.2) with
[
Un,l
]
j
=
[
Un−1
]
j
, while
[
W n,l
]
j
is not uniquely
dened and not required. However, for the multigrid solvers introdued below, a meaningful
value for
[
W n,l
]
j
is desirable, and hene, in view of (3.1b), we set
[
W n,l
]
j
=
γ Bjj
[
Un−1
]
j
− sˆj
Mjj
,
and from now on when referring to (3.2), we assume that this speial treatment is applied
to nodes with Ajj = 0.
For later purposes, we now desribe how the above method an be extended from the
onstant obstale ase, |Un| ≤ 1, to the ase of general pieewise linear obstales. Then we
an use this method as a smoother in a multigrid solver also on the oarser meshes, where
the obstale will in general not be onstant. Let c, d ∈ V h be two pieewise linear obstale
funtions with c ≤ d and set
K
c,d
:= {s ∈ RJ ; c(pj) ≤ sj ≤ d(pj) j = 1→ J} .
Then the solution to the system: Find {Un,W n} ∈ K
c,d
× RJ suh that
M Un + τ
γ
AW n = r (3.5a)
γ (V − Un)T B Un − (V − Un)T MW n ≥ (V − Un)T s ∀ V ∈ K
c,d
, (3.5b)
an be iteratively omputed by (3.2), with [·]K replaed by [·]Kc,d,j, where similarly to (3.3)
we dene
[s]
K
c,d
,j
:= max{c(pj),min{s, d(pj)}} ∀ s ∈ R .
Clearly, (2.3) orresponds to the speial ase c ≡ −1 and d ≡ 1.
Remark 1 The onvergene of the projeted blok GaussSeidel method desribed above,
was shown in [5℄ for the speial ase of obstales c ≡ −1, d ≡ 1. The extension of the
proof to general obstales is straightforward. But we note that the smoothing property, one
of the key ingredients of the theoretial onvergene proofs of (linear) multigrid methods,
has not yet been proven for projeted blok GaussSeidel methods. Moreover, no proof of
the smoothing property is known for the projeted GaussSeidel method applied to ellipti
obstale problems, a simpler situation than onsidered in this paper.
For later referene we reall that a proof of the smoothing property for a lass of blok
Jaobi and blok GaussSeidel smoothers applied to linear saddle-point problems was given
in [25℄ and [22℄, respetively.
3.2 The multigrid algorithm
We onsider a sequene of triangulations Tk, k = 0 → K, of Ω. Let T0 be a given maro
triangulation, and let Tk be obtained from Tk−1, k = 1 → K, by possibly several loal
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edge bisetion steps, i.e. the edge midpoints of hosen edges on hosen elements in Tk−1
are onneted with the opposite vertex to form two new elements; see [24℄ for details.
Typially, in pratie for uniform meshes Tk−1 we perform d suh edge bisetion steps
on eah element, in order to obtain a new uniform triangulation Tk. This results in so-
alled regular renement and means that in this ase, Tk will ontain four times as many
elements as Tk−1 for d = 2, and eight times as many elements for d = 3. Furthermore, let
V hk ⊂ H
1(Ω) be the spae of C0 pieewise linear funtions with respet to Tk. We then
have Tk−1 ⊂ Tk, V hk−1 ⊂ V
h
k . We denote by N
k
the set of all verties from Tk, nk = |N k|,
and by Ek the set of all edges from Tk. We have nk ≥ nk−1 ≥ · · · ≥ n0.
The proposed multigrid method will onsist of the usual pre- and post-smoothing steps,
as well as restrition and prolongation of residuals and updates, respetively. A ruial
ingredient of the method will be a suitable denition of the onstraint spae Kh on the
oarser grids. First, let us assume that we are given suh a spae Khk for every grid Tk,
k = 0→ K.
We dene the nonlinear problem to solve on the grid Tk as follows: Find Unk ∈ K
h
k ,
W nk ∈ V
h
k
(Unk , φ)h +
τ
γ
(Ih[b(Un−1)]∇W nk ,∇φ) = (fk, φ)h ∀φ ∈ V
h
k ,
γ (∇Unk ,∇(ψ − U
n
k ))− (W
n
k , ψ − U
n
k )h ≥ (gk, ψ − U
n
k )h ∀ψ ∈ K
h
k ,
(3.6)
with e.g. fK = U
n−1
, gK =
1
γ
Un−1 and KhK = K
h
. For k = 0 → K − 1, the unknowns Unk
and W nk orrespond to updates or orretions of the solutions U
n
k+1 and W
n
k+1 on the next
ner grids, while fk and gk are the orresponding (restritions of) residuals.
In matrix-vetor notation the system (3.6) an be written as: Find {Unk ,W
n
k} ∈ Kk ×
R
nk
suh that
MkUnk +
τ
γ
AkW nk = fk
γ(ψ − Unk)
TBkUnk − (ψ − U
n
k)
TMkW nk ≥ (ψ − U
n
k)
Tg
k
∀ψ ∈ Kk
(3.7)
where Kk ⊂ Rnk is the vetor ounterpart of the spae Khk .
The multigrid algorithm onsists of two steps: the smoothing on V hk , K
h
k and the oarse
grid orretion on V hk−1, K
h
k−1.
For later purposes, we introdue the following intergrid transfer operators. Let Πk :
R
nk → V hk be the anonial bijetion. Following [15, $ 3.6℄ we then dene the oarse to
ne intergrid transfer operator
Ikk−1 : R
nk−1 → Rnk
by Ikk−1 := Π
−1
k Πk−1. This orresponds to the anonial prolongation operator
Ikk−1 : V
h
k−1 → V
h
k ,
dened by
Ikk−1ψ = ψ ∀ψ ∈ V
h
k−1.
Now the orresponding ne to oarse intergrid transfer operator
Ik−1k : R
nk → Rnk−1
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is dened by Ik−1k := (I
k
k−1)
∗
, the adjoint of Ikk−1 with respet to the Eulidian inner produt
on R
nk
and (·, ·) on V hk . The operator I
k−1
k is usually alled the anonial restrition
operator.
Based on the above denitions, it is not diult to show that the stiness- and mass-
matrix operators on the oarser grids in (3.7) satisfy
Ak−1 := Ik−1k A
kIkk−1, B
k−1 := Ik−1k B
kIkk−1 (3.8)
and
Mk−1 := Ik−1k M
kIkk−1 ,
for k = K → 1; see e.g. [15℄. The above dened linear oarse grid operators are ommonly
alled Galerkin oarse grid approximations. We note that the matriesMk, k = 0→ K−1,
are in general no longer diagonal. Hene the blok GaussSeidel smoother from Setion 3,
when applied to the oarser grids, needs to be adapted in the obvious fashion.
The onstrution of the oarse level spaes Khk−1, for k = K → 1, requires speial atten-
tion. We postpone the desription of these oarse grid spaes until after the introdution
of the multigrid algorithm.
We dene MGk(Unk,0,W
n
k,0, fk, gk) as the approximate solution of the following system:
MkUnk +
τ
γ
AkW nk = fk
γ(ψ − Unk)
TBkUnk − (ψ − U
n
k)
TMkW n ≥ (ψ − Unk)
Tg
k
∀ψ ∈ Kk
(3.9)
obtained from the k-th level iteration with the initial guess Unk,0, W
n
k,0. Furthermore,
PGSk(m,Unk,0,W
n
k,0, fk, gk) represents the solution of (3.9) after m iterations of the pro-
jeted blok GaussSeidel method with initial guess Unk,0, W
n
k,0.
For k = 0, MG0(Un0,0,W
n
0,0, f0, g0) denotes the exat solution of the system (3.9), i.e.,
we assume that we solve the system exatly on the oarsest grid level.
For k > 0, MGk(Unk,0,W
n
k,0, fk, gk) onsists of the following steps:
• Presmoothing step {Unk,l,W
n
k,l} = PGS
k(m,Unk,l−1,W
n
k,l−1, fk, gk)
• Coarse grid orretion Let
rw = Ik−1k
(
f
k
−MkUnk,l −
τ
γ
AkW nk,l
)
,
ru = Ik−1k
(
g
k
− γBkUnk,l +M
kW nk,l
)
be the residuals of the two equations. Let vu0 = v
w
0 = 0 and for i = 1→ p nd
{vui , v
w
i } =MG
k−1(vui−1, v
w
i−1, r
w, ru).
Update (orret) the solution on the ne level k by
Unk,l+1 := U
n
k,l + I
k
k−1v
u
p ,
W nk,l+1 := W
n
k,l + I
k
k−1v
w
p .
(3.10)
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• Postmoothing step {Unk,l+2,W
n
k,l+2} = PGS
k(m,Unk,l+1,W
n
k,l+1, fk, gk).
When p = 1 we have the V-yle method, p = 2 is alled the W-yle method. A ommon
hoie for the number of pre- and post-smoothing steps are m = 1, . . . , 4.
Now we onsider in detail the denition of the spaes Khk , k = 0→ K − 1. Reall from
(3.10) that by denition Unk,l, U
n
k,l+1 ∈ K
h
k and v
u
p ∈ K
h
k−1. We therefore see that the spaes
Khk = {ψ ∈ V
h
k ; c
k ≤ ψ ≤ dk, ck, dk ∈ V hk }, k = 0→ K − 1 ,
have to be onstruted in suh a way that
Unk,l+1 = U
n
k,l + I
k
k−1v
u
p ∈ K
h
k .
This onstrution is done reursively, and it will depend on the urrent approximation
of the solution Unk+1 on the next higher grid level. For the nest grid, k = K, the denition
of KhK is naturally given by the lower and upper obstales as: c
K ≡ −1 and dK ≡ 1. Hene
from now on, we assume that the spae Khk and the approximation U
n
k,l ∈ K
h
k are given,
and we now onstrut Khk−1.
Sine Unk,l+1 is required to be an element of K
h
k , we need to dene K
h
k−1 in suh a way
that
ck − Unk,l ≤ I
k
k−1v ≤ d
k − Unk,l ∀ v ∈ K
h
k−1 . (3.11)
A natural onsideration would be to set ck−1 := Ik−1k (c
k−Unk,l), and d
k−1 := Ik−1k (d
k−Unk,l).
However, it is easy to see that this denition is not suient. In partiular, with this
denition there will exist v ∈ Khk−1 suh that U
n
k,l + I
k
k−1v 6∈ K
h
k .
Hene, a more sophistiated approah is needed. First we onsider the method intro-
dued in [21℄, where a multigrid solver for linear omplementary problems was onsidered.
Following [21℄, we set
ck−1 := Qk−1
k
(ck − Unk,l) and d
k−1 := Rk−1k (d
k − Unk,l) , (3.12)
where Qk−1k , R
k−1
k : V
h
k → V
h
k−1 are nonstandard restrition operators dened by[
Qk−1k v
]
(p) = max
{
v(q); q ∈ N k ∩ int suppχk−1p
}
,[
Rk−1k v
]
(p) = min
{
v(q); q ∈ N k ∩ int suppχk−1p
}
p ∈ N k−1, v ∈ V hk ,
where χk−1p ∈ V
h
k−1 is the anonial basis funtion an the (k−1)-st grid assoiated with the
vertex p, i.e. χk−1p (q) = δpq for all p, q ∈ N
k
. ThenQk−1
k
, Rk−1k : R
nk → Rnk−1 are the natural
Eulidian analogues to Qk−1k , R
k−1
k , i.e. Q
k−1
k
:= Π−1k−1Q
k−1
k Πk and R
k−1
k := Π
−1
k−1R
k−1
k Πk.
With this denition of the lower and upper obstales, it is easy to show that the
ondition
ck−1 ≤ vu ≤ dk−1
implies that (3.11) holds. However, it turns out that the denition (3.12) is too pessimisti,
and a less restritive alternative is possible, whih leads to a more eient multigrid method
in pratie.
9
Therefore we look at an alternative way to dene the obstales on the oarser grid levels.
Here we follow [20℄, where a multigrid solver for ellipti obstale problems was introdued
and where a less restritive obstale denition on the oarse grids was onsidered. Denote
by Ek−1∗ = {e0, . . . , es} ⊂ E
k−1
the set of biseted edges from Ek−1 with midpoints pe ∈ N k.
We present the denition of the restrition operator for the lower obstale Qk−1k : V
h
k →
V hk−1, the restrition operator for the upper obstale R
k−1
k : V
h
k → V
h
k−1 then follows
analogously. We set
Qk−1k v = I
k−1
h ◦Qe0 ◦ · · · ◦Qesv, v ∈ V
h
k ,
where Ik−1h is the interpolation operator onto V
h
k−1. The operators Qe : V
h
k → V
h
k are of
the form
Qev = v + ω1χ
k
p1
+ ω2χ
k
p2
.
Here p1 and p2 are the verties of e = (p1, p2) ∈ Ek−1∗ , and the salars ω1, ω2 ∈ R are hosen
suh that
[Qev](p) ≥ v(p), ∀ p ∈ {p1, p2, pe}.
In partiular, we set ω1 = 0 if v(p1) > v(pe) or v(p1) + v(p2) ≥ 2v(pe), and otherwise we
set
ω1 =
{
2v(pe)− v(p1)− v(p2) if v(p2) ≥ v(pe) ≥ v(p1),
v(pe)− v(p1) if v(pe) ≥ v(p), p = p1, p2.
The value of ω2 is dened symmetrially. Again it an be veried by diret omputation
that (3.11) is satised when using
ck−1 = Qk−1
k
(ck − Unk,l) and d
k−1 = Rk−1k (d
k − Unk,l) , (3.13)
where Qk−1
k
:= Π−1k−1Q
k−1
k Πk and R
k−1
k := Π
−1
k−1R
k−1
k Πk, see [20℄ for details.
This ompletes the desription of our multigrid method. In pratie we will always
employ the denition (3.13). Moreover we will use a W-yle (p = 2) with m = 1 or m = 4
throughout. In addition, in order to ompute an exat solution on the oarsest grid T0,
we will use the blok GaussSeidel smoother. In most ases, the method proved robust in
pratie with a maximum of 30 GaussSeidel iterations on the oarsest grid.
Remark 2 We stress that we are unable to prove onvergene of the proposed multigrid
solver. This is in line with existing approahes for the smooth potential ase, (1.2), see
[19, 18℄. As outlined in Remark 1, no smoothing property is known for the projeted
blok GaussSeidel solver. Moreover, existing onvergene proofs for multigrid methods for
ellipti obstale problems are based on monotoniity arguments, see e.g. [21, 20℄. Extending
these tehniques to the fourth order problem onsidered here does not appear to be possible.
An exeption is the ase when |Un| < 1 in Ω, whih ours for omputations of spinodal
deomposition. Then (2.3) redues to a linear problem, and so onvergene of the multigrid
method is guaranteed in this ase, f. Remark 1.
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In pratie, the onvergene of our multigrid algorithm in general depends ritially on
the hoie of oarsest triangulation T0. Clearly, when K = 0 then T0 = T h and our method
ollapses to the blok GaussSeidel solver (3.1), for whih onvergene is guaranteed; reall
[5, Theorem 4.1℄. It is important to note that our oarse grids should be ne enough
in order to resolve the main features of the disrete solution Un−1. In partiular, we
observed in pratie, that as long as the oarsest mesh T0 is still ne enough to have on
average at least one mesh point aross the disrete interfaial region {|Un−1| < 1}, then
our multigrid method onverged. For an appliation in a dierent ontext of a very similar
oarsening strategy, in order to obtain a sequene of multigrid level triangulations that
ensures onvergene of the onsidered multigrid algorithm in pratie, we refer to [13℄.
In pratie it is straightforward to ensure that the hosen oarsest triangulation T0
satises our stated riterion. Here we reall that the asymptoti interfae thikness is γ pi,
see (1.5). Hene the hoie of T0 will depend on γ, and the number of levels used in the
multigrid algorithm will depend on the given nest triangulation T h. In pratie we often
employ a triangulation T h that ensures that the interfaial region is on average resolved
by eight mesh points aross it, as is ommonly done in the literature, see e.g. [5, 2℄. Then
setting K = 2, whih results in a 3-level method, and using regular oarsening, in pratie
ensured that our stated riterion was satised. Of ourse, there is no restrition on the
neness of the triangulation T h, and so higher level methods, that involve more than three
multigrid levels, an easily be obtained. We refer to Setion 4.2 for some examples. In
addition, we note that the oarsest mesh T0 an be hosen arbitrarily oarse in omputations
for spinodal deomposition. Here reall, as stated in Remark 2, that if |Un| < 1 in Ω then
onvergene of the multigrid method is guaranteed.
Remark 3 (Initial iterates) A natural hoie for the initial iterates UnK,0, W
n
K,0 at a
given time level n is to take the omputed solution from the previous time level, i.e. we set
UnK,0 = U
n−1
and W nK,0 = W
n−1
. Here U 0 is dened via U0 = Ih u0, and, as motivated by
(2.3b), we set W 0 = γ M−1BU 0 − 1
γ
U 0.
Remark 4 (The stopping riterion) We stop the iterations of the multigrid algorithm
when the riterion
‖r −M UnK,l −
τ
γ
AW nK,l‖2 < tol (3.14a)
and ‖UnK,l − U
n
K,l−1‖2 < tol (3.14b)
is satised, where tol = 10−8 throughout. We note that (3.14a) monitors the size of the
linear residual in (2.3a), while (3.14b) ensures that in addition the usual pseudo residual
is small. One (3.14) is satised, we set Un := UnK,l and W
n := W nK,l as the solution to
(2.3).
4 Numerial experiments  onstant mobility
In this setion we report on numerial experiments for the proposed multigrid solver for
(2.2), when the mobility is onstant: b(u) = 1. Our omputational ode is based on the
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Figure 1: Spinodal deomposition: solution at times t = 0, 5× 10−9, 8× 10−9, 10−8.
adaptive nite element toolbox ALBERTA [24℄. For all the omputations in 2D we take
Ω = (−1
2
, 1
2
)2, and use the adaptive mesh strategy introdued in [5℄. For an example of
these adapted meshes, we refer to Figure 3 in Setion 5.1, below. Throughout this paper,
unless stated otherwise, the initial data u0 ∈ C(Ω) is hosen with a well developed interfae
of width γ pi, in whih u0 varies smoothly. Details of suh initial data an be found in e.g.
[5, 3, 2℄.
For all the omputations we used the W (4, 4) version of our multigrid algorithm, i.e.
the W -yle with four pre- and four post-smoothing step, with at most 30 iterations of
the projeted GaussSeidel method on the oarsest grid. Of ourse, other hoies for the
solution method on the oarsest grid are also possible. E.g. the Uzawa multigrid method
mentioned in Setion 5.2, see [3, 2℄, an be used as an alternative oarse level solver within
our multigrid method.
4.1 Spinodal deomposition
We perform an example omputation of spinodal deomposition using a xed uniform mesh
and a xed time step. The initial ondition is a random perturbation of magnitude 0.05
around zero. Other parameters for the omputation were γ = 1
64pi
, h = 1
512
, τ = 10−9,
T = 10−8. Sine |Un| < 1 for the whole omputation, the method redues to a linear
multigrid method and the multigrid onvergene and eieny is guaranteed theoretially,
f. Remark 2. The omputed solution is displayed in Figure 1. The omputation onrms a
linear behaviour of the multigrid method for spinodal deomposition, the method onverged
after at most 2 iterations and the total iteration ount for the whole omputation, i.e. over
ten time steps, was 18. Clearly, the linear nature of spinodal deomposition makes this
not a very hallenging problem for our multigrid method. Hene from now on, we only
onsider nonlinear example omputations, i.e. examples, where the solution Un touhes the
obstale ±1.
4.2 Coarsening
To demonstrate mesh size independent onvergene rates of the multigrid method, we
ompute the evolution of the unit square shown in Figure 3 for T = 10−5 with a xed time
step size τ = 10−6 and γ = 1
12pi
. First we ompute the solution for a sequene of uniform
12
h DOFs no. of grids min max total CPU time
1/128 33025 3 3 16 77 64s
1/256 131585 4 4 8 50 189s
1/512 525313 5 4 6 35 365s
1/1024 2099201 6 3 4 39 1342s
Table 1: Multigrid onvergene on uniform meshes.
hmin DOFs min max total CPU time
1/128 4213 423 1010 6212 2s
1/256 13173 1360 1969 14893 41s
1/512 49777 3668 7576 51364 835s
1/1024 183989 13886 27149 156207 16551s
Table 2: GaussSeidel for adaptive meshes.
meshes with h = 1
2k128
for k = 0, . . . , 3. The oarsest grid in the multigrid algorithm was a
uniform grid with h = 1
32
, whih resulted in a (3+k)-level method for a given k. In Table 1
we report on the minimum and maximum iterations per time step and the total iteration
ount for the whole omputation. We also report on the mesh size and, in addition, state
the number of verties of the uniform meshes, whih for our problem is equivalent to the
number of degrees of freedom (DOFs) of the nite element spae V h. The results onrm
the mesh size independent behaviour of our method. In fat, the number of multigrid
iterations dereases with ner meshes. This ould be aounted to the inuene of the
inreased number of levels available to the multigrid solver for smaller h.
Next, we investigated the onvergene of the multigrid method on adaptive meshes
and ompared the results to the GaussSeidel sheme (3.1). The adaptive meshes were
onstruted in suh a way, that we had hmin =
1
2k128
in the interfaial region and hmax ≈
1
2k
outside of the interfaial region (k = 0, . . . , 3), see Figure 3 for an example of some adapted
meshes.
In Tables 2 and 3 we report on the maximum and minimum number of iterations taken
per time level for the rst 10 time steps for the GaussSeidel and the multigrid method.
As in Table 1, we also state the mesh size and the total number of verties in the initial
adaptive triangulation at time t = 0. We note one again that the number of iterations
for the multigrid solver remains onstant for dierent mesh sizes, while the GaussSeidel
method, as expeted, needs inreasingly more iterations for smaller h.
To test the robustness of the algorithm with respet to variable time step sizes, we
ompute the evolution of the previously used square initial prole for one time step, i.e.
T = τ , for dierent values of τ . In this example, in order to eliminate the eet of
the inexat oarse grid solver on the overall onvergene of the multigrid algorithm, we
omputed the solution on the oarsest grid exatly, i.e. until the tolerane is reahed. The
other parameters for the omputation were γ = 1
12pi
, hmin =
1
128
. In Table 4 we ompare the
iteration ounts of the multigrid method to the iteration ounts of the projeted Gauss
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hmin DOFs min max total CPU time
1/128 4213 3 4 31 2s
1/256 13173 3 4 35 7s
1/512 49777 3 4 35 30s
1/1024 183989 3 4 34 122s
Table 3: Multigrid for adaptive meshes.
τ MG iterations GS iterations
10−3 5 262135
10−4 4 45197
10−5 4 6059
10−6 4 1010
10−7 4 478
Table 4: Multigrid iterations and GaussSeidel iterations for variable τ .
Seidel method for dierent values of τ . The number of multigrid iterations remains almost
onstants for all values of the time step size. On the other hand, the number of the
GaussSeidel iterations exhibits linear dependene on the size of the time step.
The next experiment is to test the behaviour of the algorithm with respet to variable
interfaial parameters γ. We omputed the evolution of the square on adapted meshes for
the rst 10 time steps with the following parameters: hmin =
1
1024
, τ = 5 × 10−8. Note,
that in general the number of usable grid levels in the multigrid algorithm depends on
the value of γ; reall the disussion after Remark 2. In Table 5 we show the minimum,
maximum, and total multigrid iteration ounts per respetive omputation together with
the number of grid levels used in the multigrid algorithm. The slight inrease in iteration
ounts is to be expeted and is due to the faster evolution of the solution for dereasing
γ. In other words the solution from the previous time level provides a worse initial guess
for the multigrid iterations for dereasing γ, whih leads to an inrease in iteration ounts,
however the robustness of the algorithm is not aeted.
In the following example we ompute an evolution of two squares, where the left square
is hosen slightly larger than the right one, for γ = 1
12pi
, hmin =
1
128
, τ = 10−6, T = 10−3.
The initial ondition and the omputed solution at dierent times are shown in Figure 2.
The nal solution for the onstant mobility ase is a single irle. The multigrid algorithm
onverged after at most 5 iteration and only 1 iteration was needed for the onvergene as
γ min max total grids
1
12pi
2 3 29 6
1
24pi
3 4 32 5
1
48pi
2 4 32 4
Table 5: Multigrid iterations for variable γ, onstant mobility.
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Figure 2: Evolution of two squares to a irle at times t = 0, 10−4, 7× 10−4, 10−3.
h no. of grids min max total CPU time
1/128 3 3 4 37 15s
1/256 4 4 5 41 69s
1/512 5 4 4 40 296s
1/1024 6 3 4 38 1249s
Table 6: Multigrid onvergene on uniform meshes, degenerate mobility.
the evolution approahed the steady state.
5 Numerial experiments  degenerate mobility
In this setion we report on numerial experiments for the proposed multigrid solver for
(2.2), when the mobility is degenerate: b(u) = 1−u2. All of the remaining parameters and
data is kept unhanged, as in Setion 4.
5.1 Surfae diusion
Here we present omputations for the degenerate CahnHilliard equation with initial data
u0 that exhibits well developed interfaial regions. For small values of γ the CahnHilliard
equation an then be viewed as a phase eld approximation to motion by surfae diusion,
see e.g. [8, 5℄ for details.
We onsider the evolution of a square to a irle, for γ = 1
12pi
. The evolution for
hmin =
1
128
an be seen in Figure 3, where we also show the evolution of the underlying
adaptive triangulation. We used three grid levels in the multigrid algorithm, the sequene
of the three meshes at time t = 0 is displayed in Figure 4.
To demonstrate mesh independent onvergene rates of the multigrid method we then
omputed the evolution for T = 10−5 with xed time step τ = 10−6 on a sequene of
uniform meshes with h = 1
2k128
for k = 0, . . . , 3, similarly to the experiments in Table 1. In
Table 6 we report on the minimum and maximum iterations per time step and the total
iteration ount for the whole omputation. The results onrm the mesh size independent
behaviour of our method in the ase of degenerate mobility.
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Figure 3: Evolution of a square to a irle at times t = 0, 10−4. Below the orresponding
triangulations.
Figure 4: Sequene of multigrid meshes at time t = 0.
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hmin min max total CPU time
1/128 433 595 4451 2s
1/256 1356 2025 14335 64s
1/512 4040 6660 48028 815s
1/1024 15432 26480 167245 17129s
Table 7: GaussSeidel for adaptive meshes.
hmin min max total CPU time
1/128 3 4 32 2s
1/256 3 4 31 9s
1/512 3 4 31 39s
1/1024 3 3 30 156s
Table 8: Multigrid for adaptive meshes.
Next, we investigate the onvergene behaviour of the multigrid method on adaptive
meshes and ompare the results to the GaussSeidel sheme. The parameters for the
adaptive mesh renement were taken as in the ase of onstant mobility, see Setion 4.
In Tables 7 and 8 we report on the maximum and minimum number of iterations taken
per time level for the rst 10 time steps for the GaussSeidel and the multigrid method.
The next experiment is to test the robustness of the algorithm with respet to variable
γ in the ase of degenerate mobility. We omputed the evolution of the square on adapted
meshes for the rst 10 time levels with the following parameters: hmin =
1
1024
, τ = 5×10−8.
In Table 9 we show the minimum, maximum, and the total number of multigrid iteration
ounts per respetive omputation together with the number of grids used in the algorithm
for dierent γ. Similarly as in the ase of onstant mobility, there is a slight inrease in the
iteration ounts due to the dierently fast time evolution for dereasing γ, but the method
remains robust.
In the following example, we ompute the evolution of the two squares as in Figure 2
now for the degenerate mobility, for γ = 1
12pi
, hmin =
1
128
, τ = 10−6, T = 10−3. The initial
ondition and the omputed nal solution are shown in Figure 5. The nal solution for
the degenerate mobility ase onsists of two irles, the evolution diers from the solution
omputed with onstant mobility ase, f. Figure 2. The multigrid algorithm onverged
after at most 5 iterations in the initial stage of the omputation. Only 1 iteration was
needed for the onvergene as the evolution approahed the steady state.
γ min max total grids
1
12pi
2 3 21 6
1
24pi
3 3 30 5
1
48pi
3 4 31 4
Table 9: Multigrid iterations for variable γ, degenerate mobility.
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Figure 5: Evolution of two squares to two irles at times t = 0, 10−3.
Figure 6: Zero level set of the solution and a 2D ut through the mesh at z = 0 for t = 0
(left), t = T onstant mobility (middle) and t = T degenerate mobility (right).
5.2 Comparison with other solvers
In this subsetion, we ompare our multigrid method to alternative, existing solution meth-
ods.
In the rst experiment we ompare the performane of the multigrid method to the
projeted GaussSeidel sheme desribed in Setion 3.1. We ompute an evolution of a
ube in R
3
with side length 0.5 for T = 10−5 with τ = 10−6, γ = 1
9pi
, hmin =
1
128
. The zero
level set of the initial ondition and the omputed solution for the onstant and degenerate
mobility at the nal time are displayed in Figure 6. The results from Table 10 show a lear
superiority of the multigrid algorithm over the projeted GaussSeidel method.
method min max CPU time (m)
GS (onst) 783 1551 102
MG (onst) 4 5 10
GS (deg) 957 1423 103
MG (deg) 3 4 10
Table 10: 3-level MG vs. GaussSeidel, onstant mobility (onst), degenerate mobility
(deg).
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Next, we investigate how ompetitive the multigrid method is in terms of CPU time
used ompared to an alternative solution method, the Uzawa multigrid method from [2℄,
see also [3℄, whih is based on the approah in [12℄. Here we reall that the Uzawa multigrid
solver onsists of two steps. In the rst step of the k-th Uzawa iteration, a seond-order
ellipti variational inequality with a double obstale needs to be solved, in order to nd the
disrete oinidene set Jˆ(Un,k) =
{
p ∈ N :
∣∣Un,k(p)∣∣ = 1}. Here the monotone multigrid
method [20℄ an be employed. Cruially, one the oinidene set Jˆ(Un,k) and the values of
Un,k on it are known, then solving for Un,k,W n,k satisfying the k-th iteration analogue of
(2.3) redues to a linear saddle point problem, whih an be solved with a linear multigrid
solver, see e.g. [25℄. For more details about our implementation of this method, we refer
to [2, 3℄. As a stopping riterion for the linear multigrid solve in the seond step of the
Uzawa method we used the analogue of (3.14a), with tol = 10−8. In pratie, the Uzawa
multigrid method proves to be vastly superior to the projeted blok GaussSeidel method
(3.1), both in the nondegenerate and degenerate mobility ase; see [12℄ and [2℄ for details,
respetively.
We ompute the evolution in R
3
of an initial prole with a zero level set of the form of
an 8×1×1 brik with minor side length 0.3 on the time interval [0, T ] with T = 10−3. Here
we employed the adaptive mesh strategy from [3, 2℄. Other parameters were τ = 10−6,
hmax =
1
2
, hmin =
1
128
, γ = 1
9pi
. The zero level set of the initial ondition and the zero
level set of the omputed solution at the nal time are depited in Figure 7. In Figure 8
we display the sequene of meshes at three dierent levels that were used in the multigrid
algorithm for t = 0.
We ompared the performane of our multigrid method to the Uzawa multigrid method
with a W (1, 1) linear multigrid and a W (4, 4) linear multigrid, respetively.
In Table 11 we present the minimum, maximum and the total number of multigrid
iterations, and the overall CPU time for the omputation. Note that the total number of
iterations for the Uzawa-MG method, is the sum of all iterations of the linear multigrid
performed in the seond substep, whih is the omputationally most expensive part of the
the Uzawa-MG method. We see that the overall CPU time for the W (4, 4) MG method is
about 1.5 times smaller than the best overall CPU time for the Uzawa-MG method (the
W (1, 1) ase).
method yle min max total CPU time (m)
MG W (4, 4) 3 6 46 24
Uzawa-MG W (1, 1) 10 19 131 38
Uzawa-MG W (4, 4) 5 8 60 41
Table 11: 3-level MG vs. Uzawa-MG for an experiment in 3D.
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Figure 7: Zero level sets for Un(x, t), with a ut through the mesh at x3 = 0, at times
t = 0 and t = 10−5.
Figure 8: Sequene of multigrid meshes at time t = 0, 2D ut at x3 = 0.
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Conlusion
We presented a multigrid method for the solution of the CahnHilliard equation with non-
smooth potential in two and three spae dimensions both for degenerate and nondegenerate
mobility. Numerial experiments indiate that the method has mesh size and time step size
independent onvergene properties. Moreover, the onvergene of the proposed method
is robust with respet to the interfae thikness, an important onsideration when wanting
to approximate the sharp interfae limit γ → 0. Finally, the numerial experiments show
that our multigrid method with inexat solution of the problem on the oarsest level is
faster then the existing Uzawa multigrid method.
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