Smoothed functional (SF) schemes for gradient estimation are known to be efficient in stochastic optimization algorithms, especially when the objective is to improve the performance of a stochastic system. However, the performance of these methods depends on several parameters, such as the choice of a suitable smoothing kernel. Different kernels have been studied in the literature, which include Gaussian, Cauchy, and uniform distributions, among others. This article studies a new class of kernels based on the q-Gaussian distribution, which has gained popularity in statistical physics over the last decade. Though the importance of this family of distributions is attributed to its ability to generalize the Gaussian distribution, we observe that this class encompasses almost all existing smoothing kernels. This motivates us to study SF schemes for gradient estimation using the q-Gaussian distribution. Using the derived gradient estimates, we propose two-timescale algorithms for optimization of a stochastic objective function in a constrained setting with a projected gradient search approach. We prove the convergence of our algorithms to the set of stationary points of an associated ODE. We also demonstrate their performance numerically through simulations on a queuing model.
INTRODUCTION
Optimization problems, where the objective function does not have an analytic expression, are quite common in engineering and the financial world. Such problems are often encountered in discrete event simulations such as queuing systems, allocation problems, or financial forecasting. In many of these scenarios, the data, obtained via statistical survey or simulation, contains only noisy estimates of the objective function to be optimized, and hence, one is compelled to resort to stochastic techniques. One of the most commonly used solution methodologies involves stochastic approximation algorithms, originally due to Robbins and Monro [1951] , which are used to find Authors' address: D. Ghoshdastidar, A. Dukkipati, and S. Bhatnagar, Department of Computer Science & Automation, Indian Institute of Science, Bangalore -560012, India; email: {debarghya.g, ad, shalabh}@ csa.iisc.ernet.in. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. c 2014 ACM 1049-3301/2014/06-ART17 $15.00 DOI: http://dx.doi.org/10.1145/2628434 the zeros of a given function. Based on this approach, gradient descent algorithms have been developed, in which the parameters controlling the system track the zeros of the gradient of the objective. However, these algorithms require an estimate of the cost gradient. One can employ direct gradient estimation techniques [Fu 2006] such as infinitesimal perturbation analysis (IPA) [Suri 1987 ], which require problemspecific analysis and, hence, have limited applicability. In the general setting, Kiefer and Wolfowitz [1952] provide a gradient estimate that requires a number of parallel simulations of the system to be linear in the dimension of the parameter. More efficient techniques for gradient estimation have been developed based on the smoothed functional (SF) approach [Katkovnik and Kulchitsky 1972] , simultaneous perturbation stochastic approximation (SPSA) [Spall 1992] , and likelihood ratio [L' Ecuyer and Glynn 1994] , among others. Stochastic variations of Newton-based optimization methods, also known as adaptive Newton-based schemes, have also been studied in the literature [Ruppert 1985; Spall 2000; Bhatnagar 2007] .
When the aforementioned schemes for gradient estimation are employed in optimization methods involving the long-run average cost objective, the time complexity of the algorithms increases as the long-run average cost needs to be estimated after each parameter update. A more efficient approach is to simultaneously perform the longrun averaging and parameter updates using different step-size schedules. This class of algorithms constitutes the multi-timescale stochastic approximation algorithms [Bhatnagar and Borkar 1998 ]. Two-timescale gradient-based optimization algorithms have also been developed using SPSA and SF schemes [Bhatnagar and Borkar 2003 ].
In Bhatnagar [2007] , the performance of two-timescale gradient SF schemes based on Gaussian perturbations is studied on a queuing system. The results presented there indicate that the performance of the SF algorithms can be significantly improved by tuning a number of parameters, such as the variance of the Gaussian distribution and the step sizes. In addition to these parameters, it is also known that improved performance can be attained when the perturbations follow other distributions, such as Cauchy distribution [Styblinski and Tang 1990] . In fact, the general theory of SF methods indicates that a variety of distributions can be used to construct smoothed functionals as long as they satisfy certain conditions [Rubinstein 1981] . A number of smoothing kernels have been studied in the literature [Rubinstein 1981 ; Rubinstein 1988, 1992; Styblinski and Tang 1990] .
Summary of Our Contributions
The goal of this article is to propose a new class of smoothing kernels that encompasses most of the aforementioned kernels as special cases. This class of kernels is based on the q-Gaussian distributions, which has been studied extensively in the field of nonextensive statistical mechanics [Prato and Tsallis 1999; Vignat and Plastino 2007] .
One of our main contributions is to show that the q-Gaussian family of multivariate distributions satisfies the sufficient conditions for smoothing kernels discussed in Rubinstein [1981] . This allows us to work with a larger class of distributions in SF algorithms, in a unified way, where the "shape parameter" of the q-Gaussian controls behavior of the distribution. This parameter also controls the smoothness of the convolution, thereby providing additional tuning in the form of the appropriate smoothing kernel, which can coincide with the currently known smoothing kernels (listed in Table I ).
We derive, for the first time, smoothed functional algorithms with q-Gaussian perturbations that exhibit a power-law nature in certain cases. We present estimators for gradients of a function using the q-Gaussian smoothing kernel. We also propose multi-timescale algorithms for stochastic optimization using the q-Gaussian-based SF that incorporates gradient-based search procedures and prove the convergence of the proposed algorithms to the neighborhood of a local optimum. The convergence analysis presented in this article differs from the approaches that have been studied earlier [Bhatnagar 2007 ]. Here, we provide a more straightforward technique using standard results from Borkar [2008] and Kushner and Clark [1978] . Furthermore, we perform simulations on a queuing network to illustrate the benefits of the q-Gaussian-based SF algorithms compared to their Gaussian counterparts. A shorter version of this article containing only the one-simulation q-Gaussian SF algorithm, and without the convergence proof, has been presented in Ghoshdastidar et al. [2012] .
The rest of the article is organized as follows. The framework for the optimization problem and some preliminaries on SF and q-Gaussians are presented in Section 2. Section 3 validates the use of q-Gaussian as a smoothing kernel and presents gradientbased algorithms using q-Gaussian SF. The convergence analysis of the proposed algorithms is discussed in Section 4. Section 5 presents simulations based on a numerical setting. Section 6 provides the concluding remarks. The appendix describes a sampling technique for multivariate q-Gaussians that is used in the proposed algorithms.
BACKGROUND AND PRELIMINARIES

Problem Framework
Let {Y n (θ ) : n ∈ N} ⊂ R d be a parameterized Markov process, depending on a tunable parameter θ ∈ C, where C is a compact and convex subset of R N . Let P θ (x, dy) denote the transition kernel of {Y n (θ )}. We assume the following.
Assumption I. For any fixed parameter θ ∈ C, the process {Y n (θ )} is ergodic and has a unique invariant measure ν θ .
We consider a Lipschitz continuous cost function h :
associated with the process. Our objective is to choose an appropriate θ ∈ C in order to minimize the long-run average cost
where E[·] denotes the expectation of "·". The existence of this limit is ensured by Assumption I and the fact that h is continuous, hence measurable. We use a gradient search procedure to optimize the average cost J(θ ), and hence, the following technical requirement is necessary.
Assumption II. The function J(.) is continuously differentiable for all θ ∈ C.
This assumption provides the existence of ∇ θ J(θ ), which we will estimate via the smoothed functionals. However, verification of this assumption depends on the underlying process and is nontrivial in most cases. One can observe that under certain conditions (for instance, when cost function h(·) is bounded), Assumption II can be translated to impose the condition of continuous differentiability of the stationary measure ν θ for all θ ∈ C. This, in turn, would depend on a similar condition on the transition kernel P θ (x, dy). Discussions on such conditions for finite state Markov processes can be found in Schweitzer [1968] , and similar results for general state systems were presented in Vazquez-Abad and Kushner [1992] . However, in the general case, such conditions are difficult to verify. In addition to the previous assumption, we also assume the existence of a stochastic Lyapunov function. This requires the notion of a nonanticipative sequence, defined later.
Definition 2.1. A random sequence of parameter vectors, (θ n ) n 0 ⊂ C, controlling a process {Y n (θ n )} ⊂ R d , is said to be nonanticipative if the conditional probability
It can be seen that the sequence of parameters obtained using the algorithms proposed in this article forms a nonanticipative sequence.
Assumption III. Let (θ n ) be a nonanticipative sequence of random parameters controlling the process {Y n (θ n )}, and
n), n 0 be a sequence of associated σ -fields. There exists 0 > 0, a compact set K ⊂ R d , and a continuous function V :
One may note that the definition of the function V does not depend on the parameter sequence. Assumption III ensures that the process under a tunable parameter remains stable and is not required, for instance, if the single-stage cost function h is bounded.
Smoothed Functionals
We present the idea behind the smoothed functional approach proposed by Katkovnik and Kulchitsky [1972] . For a function f :
for all θ ∈ C, provided the integral exists. Here G β : R N → R is called a smoothing kernel. The map S 1 β is called an SF, where the parameter β ∈ R controls the smoothing properties of S 1 β . Technically, one may allow the domain of S 1 β f to be R N , but for the purpose of this article, we restrict the domain to C. The superscript 1 has been used to indicate that S 1 β is a one-sided SF. A two-sided form of SF also exists, defined as
The idea behind using smoothed functionals is that if f is not well behaved, then S i β f is "better behaved" (where i = 1, 2); that is, it is easier to compute the derivative of S i β f . Hence, one wishes S i β to be differentiable and also retain the desirable properties of f , such as convexity (if f is also convex). Rubinstein [1981] established that the SF achieves the aforementioned properties if the kernel function satisfies the following:
is a probability distribution function; that is, (S i β f )(θ ) can be written as an expectation for i = 1, 2, (P4) lim β→0 G β (η) = δ(η), where δ(η) is the Dirac delta function, and
The Gaussian distribution satisfies the aforementioned conditions and has been used as a smoothing kernel [Katkovnik and Kulchitsky 1972; Styblinski and Tang 1990] . Here, in the multivariate (N-dimensional) case, the smoothing kernel G β is given by an N-dimensional Gaussian distribution with zero mean and covariance matrix β 2 I N×N . The control of β over the smoothing effect can be intuitively seen as for a lower value of β, the distribution is concentrated about its mean, and hence, S i β f is close to f . As β increases, S i β f tends to become more smooth as local fluctuations are averaged.
The SF approach provides a useful method for estimating the gradient of any function f as discussed in Rubinstein [1981] . For the particular case of Gaussian smoothing, the gradient of S 1 β f can be derived by taking the derivative on G β (θ − η). This interchange of derivative and integral is ensured by the Leibnitz rule and property (P2). A simple change of variables shows that the gradient can be written as
Bhatnagar and Borkar [2003] used this approach to estimate the gradient of the long-run average cost J in terms of the single-stage cost h. The authors also showed that for small β, ∇ θ S 1 β J and ∇ θ J are close. Thus, the gradient estimator is of the form
for large M, L and small β, where for each n, the parameter of the process {Y m (θ n + βη n )} m 0 includes a standard Gaussian perturbation (η n ) of the tuning parameter θ n ∈ C. A two-timescale argument (discussed in Section 3) allows us to use a single simulation of the process for obtaining Equation (5). A similar two-simulation gradient estimator, based on the two-sided SF Equation (3), was derived by Bhatnagar [2007] as
for large M, L and small β, where the two processes Y
However, the Gaussian distribution is not the only smoothing kernel. A few other alternatives that have been studied in the literature are listed in Table I . The last column of the table indicates the condition under which these kernels can be retrieved as special cases of q-Gaussian distribution, introduced in the next section. The table provides a clear motivation for studying the smoothing properties of q-Gaussians as we can obtain most of the existing kernels through a suitable choice of q. In addition, we can have infinitely many kernels at our disposal by tuning q, which is a continuous real-valued parameter. To the the best of our knowledge, this is the first work on comparison of existing smoothing kernels.
The Multivariate q-Gaussian Distribution
The q-Gaussian class of distributions was developed to describe the process of Lévy super-diffusion [Prato and Tsallis 1999] but was later studied in other fields, such as finance [Sato 2010 ] and statistics [Suyari 2005 ]. The origin of this distribution is associated with the nonextensive generalization of Shannon entropy, introduced by Tsallis [1988] in thermodynamics. It results from maximizing Tsallis entropy under certain "deformed" moment constraints, known as normalized q-expectation [Tsallis et al. 1998 ]. This form of an expectation has been shown to be compatible with the foundations of nonextensive statistics, and it coincides with the usual notion of expectation in the limiting case of q → 1, a situation when Shannon entropy is also retrieved from Tsallis entropy. 
Kernel in random search [Rubinstein 1981] 1
Uniform [Kiefer and Wolfowitz 1952] 
Dirac delta [Kreimer and Rubinstein 1988] 
Beta [Kreimer and Rubinstein 1992] (a+b)(β+η) a−1
Following the fact that the Gaussian distribution maximizes Shannon entropy under mean and variance constraints, Prato and Tsallis [1999] maximized Tsallis entropy under the following constraints:
which are known as q-mean and q-variance, respectively. These are generalizations of standard first and second moments and tend to the usual mean and variance, respectively, as q → 1. The Tsallis entropy maximizer under the constraints in Equation (7) is the univariate q-Gaussian distribution that has the form
where y + = max(y, 0) is called the Tsallis cut-off condition, which ensures that the this expression is well defined, and K q,1 is the normalizing constant for the univariate distribution. The function defined in Equation (8) is not integrable for q 3, and hence, q-Gaussian is a probability density function only when q < 3. A multivariate form of the q-Gaussian distribution has been discussed in Vignat and Plastino [2007] . As with the case of the Gaussian smoothing kernel, here also we are only interested in the case when the N-dimensional q-mean is zero, and the q-covariance matrix (generalization of the usual covariance matrix that follows from Equation (7)) is β 2 I N×N . Then the N-variate q-Gaussian distribution can be expressed as
for all η ∈ R N , where the normalizing constant is
In this multidimensional case, the distribution is only defined for q < 1+ 2 N , q = 1, with Gaussian distribution being obtained in the limit of q → 1. However, its usual moments are finite over a smaller range of qs. For instance, the mean is defined (and is finite) only for q < (1 + 2 N+1 ), and variance terms are finite for q < (1 +
N+2
). Some useful facts about the moments can be inferred from Proposition 4.1, presented in Section 4. Apart from the special cases mentioned in Table I , one can see that the distribution has one-one correspondence with the Student's t distribution for q ∈ (1, 1 + 2 N ), and q = −1 provides the semicircle distribution.
In this article, we study the multivariate q-Gaussian distribution as a smoothing kernel and develop smoothed functional algorithms based on it. In general, we will denote the kernel by G q,β as in Equation (9). However, as in the Gaussian SF methods presented in Bhatnagar [2007] , we will often use the "standard" distribution, that is, when β = 1. Unlike common notions of Gaussian distribution, here the standard case does not imply that the components are independent. However, Proposition 4.1 will show that the components will be uncorrelated in this case. We will refer to the standard case as G q ≡ G q,1 for convenience. One can verify that the support set of G q is given by
For the case when we consider G q,β centered at μ, we will simply use the notation μ + β q to denote the support of the distribution.
q-GAUSSIAN-BASED SMOOTHED FUNCTIONAL ALGORITHMS 3.1. q-Gaussian as a Smoothing Kernel
The first step in applying q-Gaussians for SF algorithms is to ensure that the distribution satisfies the Rubinstein conditions (properties (P1)-(P5) in Section 2.2). The rest of the article uses the multivariate form of q-Gaussian, G q,β , given in Equation (9), and the corresponding smoothed functionals (one and two sided) are given by
For q < 1, Equation (12) holds when η ∈ β q (the support set). On the other hand, whenever η / ∈ β q , we have G q,β (η) = 0 and hence, ∇ η G q,β (η) = 0. Thus, G q,β (η) is differentiable for q > 1, and piecewise differentiable for q < 1.
) and hence, the corresponding one-sided SF, S 1 q,β , can be written as (
(P5) This property trivially holds due to convergence in mean as
This claims hold in a similar manner for S 2 q,β , and hence, the result.
From this result, it follows that q-Gaussian can be used as a kernel function, and hence, given a particular value q ∈ (−∞, 1)
(1, 1 + 2 N ) and some β > 0, the one-sided and two-sided SFs of any function f ∈ R C for compact C ⊂ R N are respectively given by
where the nature and smoothing properties of the SFs are controlled by both q and β.
Gradient Estimation via q-Gaussian SF
The objective is to estimate the gradient of the average cost ∇ θ J(θ ) using the SF approach, where existence of ∇ θ J(θ ) follows from Assumption II. For the one-sided SF, the gradient of the SF (smoothed gradient) can be obtained simply by considering the derivative of Equation (13), where the change of the integral and derivative can be done by the Leibnitz rule since G q,β (θ − η) is differentiable with respect to θ . For q > 1, the support set (θ + β q ) ≡ R N , and hence, the one-sided smoothed gradient can be written as
For q < 1, we observe that the support set is a function of θ . So an additional integral term should be present due to Leibnitz rule, where the integration is over the surface of the set (θ + β q ). However, the integrand involves the term G q,β (θ − η), which is zero over this surface, and hence, the additional term turns out to be zero. As there is no functional relationship between θ and η, that is, dη ( j) dθ (i) = 0 for all i, j, the i th coordinate of the gradient of G q,β is expressed as
where
, and using the symmetry of G q,β (.) and ρ(.), we can write
In the sequel (Proposition 4.7), we show that
Hence, for large M and small β, the form of gradient estimate suggested by Equation (17) is
where η 0 , η 1 , . . . , η M−1 are independent identically distributed standard q-Gaussian distributed random vectors. Considering that in two-timescale algorithms (discussed later), the value of θ is updated concurrently with the gradient estimation procedure, we estimate ∇ θ n J(θ n ) at each stage. By ergodicity assumption (Assumption I), we can write Equation (18) as
for large L, where the process {Y m (θ n + βη n )} has the same transition kernel as defined in Assumption I, except that it is governed by parameter (θ n + βη n ).
In a similar manner, based on Equation (3), the gradient of the two-sided SF can be written as
From this, we can obtain the gradient as a conditional expectation as
In the sequel (Proposition 4.9), we show that
, which can be used to approximate Equation (21), for large M, L and small β, as
where two processes Y 1 m (·) and Y 2 m (·) are respectively controlled by the parameters (θ n + βη n ) and (θ n − βη n ).
Proposed Gradient Descent Algorithms
We propose two-timescale algorithms based on the estimates obtained in Equations (19) and (22). Let (a n ) n 0 and (b n ) n 0 be two step-size sequences satisfying the following. Assumption IV. (a n ) n 0 , (b n ) n 0 are positive sequences satisfying the following:
It must be noted that in the algorithms, although M is chosen to be a large quantity (to ensure convergence), the quantity L is arbitrarily picked and can be any finite positive number. The averaging of the inner summation in Equations (19) and (22) is obtained in our algorithms using two-timescale stochastic approximation. In principle, one may select L = 1. However, it is generally observed that a value of L typically between 5 and 500 results in better performance [Bhatnagar 2007 ]. Further, the algorithms require generation of N-dimensional random vectors, consisting of uncorrelated q-Gaussian distributed random variates. This method is described in the appendix.
For θ ∈ R N , let P C (θ ) represent the projection of θ onto the set C. For simulation, we need to project the perturbed random vectors (θ n + βη n ) onto C using this projection. However, for convenience, we will refer to the process as {Y m (θ n + βη n )} without explicitly mentioning the projection. (Z n ) n 0 are N-dimensional vectors used to estimate ∇ θ J(θ ) in the recursions. Note that the term within brackets in Step 7 is a scalar.
The Gq-SF1 Algorithm 1 Fix M, L, q, and β; 2 Set Z 0 = 0 ∈ R N , and fix the initial parameter vector θ 0 ∈ C; 3 for n = 0 to M − 1 do 4 Generate a random vector η n from a standard N-dimensional q-Gaussian distribution;
Update parameter vector θ n+1 = P C (θn − a n Z nL) ; 10 end 11 Output θ M as the final parameter vector;
The Gq-SF2 algorithm is similar to the Gq-SF1 algorithm, except that we use two parallel simulations Y 1 nL+m (θ n + βη n ) and Y 2 nL+m (θ n − βη n ) and update the gradient estimate using the single-stage cost function of both simulations as in Equation (22) 
CONVERGENCE OF THE PROPOSED ALGORITHMS
We prove that the algorithms converge to stationary points of an associated ODE. The techniques we use are more straightforward as compared to Bhatnagar [2007] . Before presenting the details of convergence analysis, we present the following result on q-Gaussians. It provides an expression for the moments of an N-variate q-Gaussian distributed random vector. This is a consequence of the results presented in Gradshteyn and Ryzhik [1994] . This result plays a key role in the proofs discussed later.
random vector, where the components are uncorrelated and identically distributed, each being distributed according to a q-Gaussian distribution with zero q-mean and unit q-variance, with parameter q
1 Fix M, L, q, and β; 2 Set Z 0 = 0 ∈ R N , and fix the initial parameter vector θ 0 ∈ C; 3 for n = 0 to M − 1 do 4 Generate a random vector η n from a standard N-dimensional q-Gaussian distribution;
Generate two simulations Y 1 nL+m (θ n + βη n ) and Y 2 nL+m (θ n − βη n ) governed with parameters P C (θ n + βη n ) and P C (θ n − βη n ), respectively;
exists only if the arguments in the these gamma functions are positive, which holds for k < (1 + 1 1−q ) if q < 1, and (
PROOF. Since q = I N×N , and ρ(X) is nonnegative over q , we have
The second equality in Equation (23) can be easily proved. If for some i = 1, . . . , N, k i is odd, then the previous function is odd, and its integration is zero over q , which is symmetric with respect to any axis by definition. For the other cases, since the function is even, the integral is the same over every orthant. Hence, we may consider the integration over the first orthant, that is, where each component is positive. For q < 1, we can reduce the previous integral, using Gradshteyn and Ryzhik [1994, Eq. (4.635)] , to obtain
where we setk = (
). One can observe that the integral in Equation (25) is in the form of a beta function. Since k i s are even, we can expand (
) using the expansion of the gamma function of half-integers to get (
claim can be obtained by substituting K q,N from Equation (10) and using the relation
. It is easy to verify that all the gamma functions in the equality are positive provided k < (1 + 1 1−q ). The result for the interval 1 < q < (1 + 2 N ) can be proved in a similar way (see Equations (4.635) and (4.636) of Gradshteyn and Ryzhik [1994] ). However, in this case, the gamma functions are positive if
satisfy the mentioned condition. It may be noted here that this is always true for any
since q-Gaussians are defined only when
It is easy to verify the following result in the limiting case of q → 1 as
This ensures that the subsequent convergence analysis also holds for Gaussian SF.
Convergence of Gq-SF1 Algorithm
First, let us consider the update of the gradient along the faster timescale, that is,
Step 7 of the Gq-SF1 algorithm. We rewrite this as the update iteration
where we use g(Y p ) to denote
The purpose of rewriting the update as in Equation (26) is to emphasize that the gradient estimation at each stage is not carried out in a disjoint manner; rather, the previous estimate is updated at each epoch. Here, for each n 0 and nL p < (n+ 1)L, we use the notationθ
We also note that ρ(.) is defined as in Equation (16), and {Y p (θ p + βη p ) : p ∈ N} is a Markov process parameterized by
denote the σ -field generated by the mentioned quantities. We can observe that (G p ) p 0 is a filtration, where g(Y p ) is G p -measurable.
We summarize the results presented in Borkar [2008, Chapter 6, Lemma 3 -Theorem 9] in the following theorem. This result leads to the stability and convergence of the iteration in Equation (26) 
We rewrite the update in Equation (26) as
where 
Applying conditional Jensen's inequality on the second term, we obtain
For q ∈ (−∞, 1), we use Holder's inequality to write Equation (28) as
and ρ(η) 1 for all η ∈ q . By Lipschitz continuity of h, there exists α 1 > 0 such that |h(Y p )| α 1 (1 + Y p ) for all p, and hence, by Assumption III, we can claim On the other hand, for q ∈ (1, 1 + 2 N ), we apply Cauchy-Schwartz inequality for each of the components in Equation (28) to obtain
where η ( j) denotes the j th coordinate of η. The second expectation can be shown to be finite as in Equation (29), while we apply Proposition 4.1 to study the existence of E[
. We can observe that in this case, k = 4 and k i = 4 if i = j; otherwise, k i = 0, and
. Proposition 4.1 ensures that the term is finite, and hence, the claim.
For the slower timescale, we write the parameter update (Step 9 of Gq-SF1) as
where ζ n = a ñ b n Z nL = o(1) since a n = o(b n ). Thus, the parameter update recursion can be seen to track the ODE .
Hence, the recursion (θ n ) n 0 appears quasi-static when viewed from the timescale of (b n ), and hence, in the update in Equation (27), one may letθ p ≡ θ andη p ≡ η for all p 0. Consider the following ODE:
LEMMA 4.4. The sequence (Z p ) is uniformly bounded with probability 1. Further,
PROOF. It can be easily verified that the iteration in Equation (27) satisfies all the conditions of Theorem 4.2. Thus, by Theorem 4.2, (Z p ) p 0 converges to the stable point of ODE (30) as
.
We can also see that
All the conditions in Theorem 4.2 are seen to be verified and the claim follows.
From Lemma 4.4, Step 9 of Gq-SF1 can be rewritten as
where the error in the gradient estimate is given by
and the noise term is
which is a martingale difference term. Let F n = σ (θ 0 , . . . , θ n , η 0 , . . . , η n−1 ) denote the σ -field generated by the mentioned quantities. We can observe that (F n ) n 0 is a filtration, where ξ 0 , . . . , ξ n−1 are F n measurable for each n 0. We state the following result due to Kushner and Clark [1978, Theorem 5.3.1, pp. 189-196] , adapted to our scenario, which leads to the convergence of the updates in Equation (32).
LEMMA 4.5. Given the iteration,
(1) P C represents a projection operator onto a closed and bounded constraint set C, (2) f (.) is a continuous function, (3) (γ n ) n 0 is a positive sequence satisfying γ n ↓ 0, ∞ n=0 γ n = ∞, and (4) m n=0 γ n ξ n converges a.s. Under these conditions, the update (x n ) converges almost surely to the set of asymptotically stable fixed points of the ODĖ
A note on the previous definition ofP C is necessary. Observe that we may set y = f (x)for any function f : R N → R N , and if x lies in the interior of C, thenP C (x, f (x)) = f (x). On the other hand, if x lies on the boundary of C and (x + f (x)) / ∈ C for any small > 0, then P C (x, f (x)) is the projection of f (x) onto C, which is unique as C is convex. The next result shows that the noise term ξ n satisfies the last condition in Lemma 4.5, while the subsequent result proves the error (θ n ) is considerably small. PROOF. We can easily observe that for all k 0,
n∈N is a martingale difference sequence, and hence (M n , F n ) n∈N is a martingale sequence. Now, use of conditional Jensen's inequality leads to 
The claim follows from the martingale convergence theorem [Williams 1991, p. 111] .
PROPOSITION 4.7. For a given q < (1 + 2 N ), q = 1, and for all θ ∈ C, the error term
PROOF. For small β > 0, using Taylor series expansion of J(θ + βη) around θ ∈ C,
So we can write Equation (17) as
We consider each term in Equatioin (36). The i th component in the first term is
] = 0 by Proposition 4.1 for all i = 1, . . . , N. Similarly, the i th component in the third term can be written as
It can be observed that in all cases, each term in the summation is an odd function, and so from Proposition 4.1, we can show that the third term in Equation (36) is zero. Using a similar argument, we claim that the off-diagonal terms in
are zero, while the diagonal terms are of the form
], which exists for all q ∈ (−∞, 1) (1, 1 + 2 N ) as the conditions in Proposition 4.1 are always satisfied on this interval. Further,
The claim follows by substituting the previous expression in Equation (36) . Now, we consider the following ODE for the slowest timescale recursion .
whereP C is as defined in Lemma 4.5. It can be seen that the stationary points of Equation (38) lie in the set K = {θ ∈ C|P C (θ, −∇ θ J(θ )) = 0 . We have the following key result, which shows that iteration in Equation (32) tracks ODE in Equation (38).
THEOREM 4.8. Under Assumptions I -IV, given > 0 and q ∈ (−∞, 1) (1, 1 + 2 N ), there existsβ > 0 such that for all β ∈ (0,β], the sequence (θ n ) n 0 obtained from Gq-SF1 converges to the -neighborhood of the stable attractor set of Equation (38), defined as K = {x : x − x 0 < , x 0 ∈ K} with probability 1 as n → ∞.
PROOF. It immediately follows from Lemmas 4.5 and 4.6 that the update in Equation (32) converges to the stable fixed points of the ODE .
Now starting from the same initial condition, the trajectory of Equation (39) converges to that of Equation (38) uniformly over compacts, as (θ (t)) → 0. Since from Proposition 4.7 we have (θ n ) = o(β) for all n, the claim follows. It may be noted that we can arrive at the same claim more technically using Hirsch's lemma [Hirsch 1989 ].
Remark. Under certain "richness" conditions on the noise, one can show that, with probability 1, the previous iterations can asymptotically avoid unstable stationary points and converge to the set of stable equilibria of Equation (38) [Brandiere 1998; Borkar 2008, Chapter 4.3] . However, in practice, due to the inherent randomness of the scheme, the recursions converge to the set of stable equilibria even without any additional noise conditions.
Convergence of Gq-SF2 Algorithm
Since the proof of convergence here is along the lines of Gq-SF1, we only provide a sketch of it. We just briefly describe the modifications that are required in this case. Along the faster timescale, as n → ∞, the updates given by Z nL track the function
So we can rewrite the slower timescale update for the Gq-SF2 algorithm, in a similar manner as Equation (32), where the noise term ξ n has two components, due to the two parallel simulations, each being bounded (as in Lemma 4.6). We have the following proposition for the error term
PROPOSITION 4.9. For a given q < (1 + 2 N ), q = 1, and for all θ ∈ C,
. One can prove the previous claim by using Taylor's expasion of J(θ + βη) − J(θ − βη), and arguments similar to Proposition 4.7. Finally, we have the main convergence result for the Gq-SF2 algorithm. Hence, to achieve arbitrarily small, one may decrease β as the algorithm proceeds. This is allowed as long as the sequences ( a n β n ) and ( b n β n ) satisfy Assumption IV. The previous results would still hold ifβ sup n β n = β 0 (considering β n to be nonincreasing sequence). However, in practice, it is quite difficult to tune the rate of decrease of β n appropriately. Moreover, these results do not give the precise value ofβ. We also make a note on the analysis for Gaussian SF algorithms. Though the previous results exclude the case q = 1, it is easy to verify that all the claims hold as q ↓ 1 as Proposition 4.1 also holds in the limiting case. Hence, the previous convergence analysis also provides an alternative to the analysis presented in Bhatnagar [2007] for Gaussian SF algorithms.
SIMULATIONS USING THE PROPOSED ALGORITHMS
Numerical Setting
We consider a multinode network of M/G/1 queues with feedback as shown in Figure 1 . There are K nodes, which are fed with independent Poisson external arrival processes with rates λ 1 , λ 2 , . . . , λ K , respectively. After departing from the i th node, a customer either leaves the system with probability p i or enters the (i + 1) th node with probability (1 − p i ). Once the service at the K th node is completed, the customer may rejoin the 1 st node with probability (1 − p K ). The service time processes of each node,
where R i , i = 1, 2, . . . , K, are constants and {U i n : i = 1, . . . , K, n 0} are independent samples drawn from the uniform distribution on (0, 1). The service time of each node depends on the N i -dimensional tunable parameter vector θ i , whose individual components lie in a certain interval [α min , α max ]. θ i n represents the n th update of the parameter vector at the i th node, andθ i represents the target parameter vector corresponding to the i th node. The cost function is chosen to be the sum of the total waiting times of all the customers in the system. For the cost to be minimum, T i n (θ i ) should be minimum, and hence, we should have θ
In order to compare the performance of the various algorithms, we consider the performance measure to be the ratio of the Euclidean distances of θ n and θ 0 from the vectorθ , that is,
The choice for such a performance measure is due to the fact that when the distance, θ n −θ , is low, the queuing network provides optimal performance. The ratio is considered to make the performance measure independent of the dimension of θ . A low value of the ratio implies that the algorithm converges to a closer proximity of the global minimum. A similar measure was used by Spall [1992] to evaluate performance of SPSA methods. All the results presented later are averaged over 100 independent runs. In addition to the mean value of the estimated ratios (performance measure), we also indicate the coefficient of variation of the estimates (c.o.v.), which is basically the ratio of the standard deviation and the mean of the estimates. This is used to indicate the consistency of the obtained results. The use of c.o.v. is more appropriate than standard deviation since the latter is often less for a smaller mean.
Experimental Results
We begin with the simple case of a one-node network, where the service time is controlled by a scalar parameter θ ∈ [0.1, 0.6] ⊂ R. The arrival rate at the node is λ 1 = 0.2, and the probability of leaving the system after service is p 1 = 0.4. We also fix the constant R 1 = 0.1, and the target parameter atθ = 0.3. All simulations reported here were performed on an Intel Core i5 machine with 3.7GB memory space and Linux operating system. A total of 100 trials took about 10 seconds in this setting when we set M = 5000 and L = 100.
The effect of SFs is illustrated in Figure 2 . For this, we consider a few different kernels: Cauchy (q = 2), Gaussian (q → 1), and the kernel in random search method (q = 0). The first and third rows show plots of the one-and two-sided SFs, respectively, estimated for each θ ∈ [0.1, 0.6] in steps of 0.01 using the relations
We use T = 100 independent trials with independent q-Gaussian variates η n and L = 10,000 simulations in each trial. The plots clearly indicate that fluctuations are less in the estimated two-sided SFs. They also demonstrate the effect of q and β. The first Step Sizes a n = 1 n , b n = three columns consider the Cauchy kernel with increasing β values and show how the SF becomes more flat for higher β. The last three columns consider the same β = 0.15, but three kernels with decreasing q values (q = 2, q → 1, and q = 0), which indicates that the SFs become more flat as q increases. The second and fourth rows indicate the convergence of the Gq-SF1 and Gq-SF2 algorithms in M = 1,000 updates starting from θ 0 = 0.6. Here, we use only L = 100 gradient updates on the faster timescale (as suggested in Bhatnagar [2007] ). The plots, averaged over 100 runs, show that Gq-SF2 exhibits better convergence behavior compared to Gq-SF1, which can be directly attributed to the less jittery nature of the two-sided SFs. The effect of smoothing parameters, q and β, on the convergence behavior is quite obvious from the plots. Before discussing further these parameters, we resolve the effect of the step-size sequence used in the two-timescale updates.
In the convergence plots of Figure 2 , we considered the step sizes to be a n = 1 n and b n = 1 n 0.75 . However, we may consider b n to be of the form b n = 1 n γ , where for any γ ∈ (0.5, 1), Assumption IV is satisfied. For a smaller value of γ , the timescales will be well separated and it appears that gradient updates converge much faster. This contrast reduces as γ increases. In Table II , we study the effect of γ for particular values of q and β. Here, q = 1.0 denotes Gaussian smoothing obtained in the limit of q → 1. Since Figure 2 suggests that the algorithm almost converges to some θ in about 1,000 iterations, we further perform our analysis using the value of (q, β) pairs, Gq-SF2 always achieves the minimum ratio value and the minimum c.o.v. is achieved in 15 cases. Hence, we observe that Gq-SF2 exhibits better performance. Hence, the rest of the presented results are based on the Gq-SF2 algorithm. Similar experiments were performed with Gq-SF1 and the observed trends were similar to the ones for Gq-SF2 discussed later. We arrive at the main segment of our discussion: the effect of choosing the appropriate smoothing kernel. Table I provides a list of kernels and how these kernels can be retrieved from the q-Gaussian distribution. So the choice of kernel is essentially same as the choice of the parameter q. Table III provides the mean and c.o.v. of the ratio after M = 5,000 iterations for a wide range of q and β values. Here, we use the previously described one-dimensional setting with constants mentioned before. We note that while any β > 0 is applicable, q is restricted to q < (1 + 2 N ) = 3. The case of G-SF2 [Bhatnagar 2007 ] is denoted by q = 1.0, while Cauchy smoothing is for q = 2.0, and random search for q = 0.0 and very low values of q, such as q = −10, yields performance quite similar to uniform smoothing. The results presented in Table III show that the best performance in the mean sense is observed for q = 0.5 and β = 0.075. One can also observe the trend that as β increases, smaller values of q provide better convergence. At the same time, results for larger q and β values seem to be more consistent as the c.o.v. is smaller in such cases. We see that, in this particular setting, the performance of the algorithm is quite good for β ∈ [0.025, 0.1] and q ∈ [−0.5, 2]. The c.o.v. in this range is also not very high, but one may prefer β to be close to 0.1 to achieve consistent performance, and hence, choosing q < 1 may prove more efficient in such a scenario. For the Gq-SF1 algorithm, a similar nature of results was observed (not presented here).
We now analyze the observations made in Table III . One may relate the nature of the SFs with the convergence behavior of the Gq-SF2 algorithm for different values of q and β. But it appears more justified to analyze the performance based on the basic idea of stochastic optimization algorithms, that is, finding the zeros of the estimated gradient. The theoretical analysis in Section 4 guarantees convergence of the algorithm Fig. 3 . Nature of estimated two-sided smoothed gradients (y-axis) for different parameter values θ (x-axis). The vertical line corresponds to θ =θ, and the horizontal line corresponds to zero of the gradient estimate, i.e., Z = 0. All plots are drawn using the same scale for y-axis.
to a zero of the cost gradient. Hence, the smoothing parameter should ideally be tuned such that a unique zero of the gradient function is realized at the global optimum. Though it is difficult to derive the optimal (q, β) pair theoretically, we numerically validate the fact that better performance is indeed achieved when the cost gradient has a small number of zeros (may be only one) close to the global optimum, which is θ = 0.3 in the current setting. Figure 3 contains plots of the cost gradient estimated at different values of θ . The estimates are based on the relation in Equation (22), where we consider 100 independent trials, with the process in each trial being governed by a q-Gaussian perturbed parameter and running for L = 10,000 steps. The plots in Figure 3 indicate that for lower values of q and β, the estimated gradient has a fluctuating nature and hence, has multiple zero crossings. This results in relatively poor convergence and also higher c.o.v. since it may converge to different local minima in different runs. As β increases, fluctuations reduce, but this reduction (in fluctuations) is less prominent for lower values of q (q = −5). The middle column (β = 0.05) exhibits cases (q = 0, 1, and 2) with only one zero crossing at some θ very close toθ . This also corresponds to the better performance observed in Table III . For larger values of q and β, the plots become smoother, but the zero crossing often occurs at some θ distant from θ . Further, the gradient becomes closer to zero for almost all values of θ , and hence, the steepest descent approach does not provide sufficient exploration. Hence, the algorithm converges to some nearby optimum resulting in less c.o.v., but poor performance (larger mean value).
We verify whether the previous observations hold in a higher-dimensional setting. For this, we consider a four-node network with λ i = 0.2 and p i = 0.2 for all i = 1, . . . , 4. The service process of each node is controlled by a five-dimensional parameter T . Thus, we have a 20-dimensional parameter to be tuned. We let M = 5,000 and L = 100, and each component in the initial parameter vector, θ 0 , is at set at 0.6. The chosen step sizes are a n = 1 n and b n = 1 n 0.75 . For each (q, β) tuple, 100 independent runs were performed, which took (entirely) about 80 seconds. We observe in Table IV that again the best mean values are concentrated in the range β ∈ [0.025, 0.1] and q ∈ [0, 1.095], the upper limit coinciding with a 20-dimensional Cauchy kernel. We also observe an overall improved c.o.v. in this case compared to the one-dimensional setting. A similar set of experiments were performed where instead of the waiting times of customers, we chose the single-stage cost functions to be the instantaneous queue lengths. The results obtained in this experiment (not presented here) were observed to be quite similar to the ones in Table IV .
To ensure that these trends are not specific to the particular service time defined in Equation (40), we modify the service time of each node T i n (θ i ) to be exponentially distributed with a mean at θ i n −θ i 2 , where a smaller mean ensures better performance. The other constants in the setting and the algorithm are the same as before. Table V confirms that even in varying scenarios of the same queuing network setting, we can expect a reasonable performance of the algorithm for β ∈ [0.025, 0.1] and q ∈ [−0.5, 1 +
N+1
]. One may operate beyond this range, since the performance of the algorithm decays gradually for both the continuous parameters q and β, and a larger value of the latter may be preferred to ensure that the c.o.v. is less. However, if β is too large, then the algorithms do not converge (Theorems 4.8 and 4.10). In simulations, it was observed that for large β and q close to (1 + 2 N ), the simulation time increased drastically.
CONCLUSIONS
The origin and popularity of the q-Gaussian distribution is based on the notion that it generalizes the Gaussian distribution. This article builds on this fact and shows that it also generalizes most of the kernels studied in the context of smoothed functional algorithms. Thus, tuning the parameter q is equivalent to choosing the appropriate smoothing kernel. We have extended the smoothed functional approach for gradient estimation to the q-Gaussian case. Based on this, we developed two-timescale gradientbased search procedures that incorporate q-Gaussian smoothing. The convergence of the proposed methods to the stationary points of an associated ODE is proved.
The significance of q-Gaussian smoothing is demonstrated via numerical simulations of a queuing network. The results show that tuning the parameter q along with the smoothing parameter β improves the performance of the algorithm in the sense of both its convergence behavior and consistency. Appropriate ranges of q and β are provided, which do not vary much under various modifications of the setting considered. Developing rules for choosing q and β, adaptively, would be an interesting future work. We conclude by noting that this idea can be extended to derive Hessian estimators using q-Gaussian SFs and develop Newton-based algorithms along these lines.
