Introduction

17
The Fourier transform has had a tremendous impact on various fields of mathematics including 18 analysis, algebra and probability theory. It has a broad range of applied fields such as signal and random walks (or rather 'drunk man's drives') and an iso-contour of the limiting diffusion kernel, for the case d = 2 studied in previous works (see e.g. [33,68,69] ). Bottom: random walks (or rather 'drunk man's flights') and a visualization of the limiting distribution for the case d = 3. This limiting distribution is a hypo-elliptic diffusion kernel (x, n) → K α=1 t (x, n) that we study in this article. We visualize the kernel K α=1 t by a spatial grid of surfaces, where all surfaces are scaled by the same µ > 0.
Introduction to the Fourier Transform on the Homogeneous Space of Positions and Orientations
155
Let G = SE(3) denote the Lie group of rigid body motions, equipped with group product: g 1 g 2 = (x 1 , R 1 )(x 2 , R 2 ) = (R 1 x 2 + x 1 , R 1 R 2 ), with g k = (x k , R k ) ∈ G, k = 1, 2.
(1)
Here x k ∈ R 3 and R k ∈ SO(3). Note that SE(3) = R 3 SO(3) is a semi-direct product of R 3 and SO(3). ' [24, thm.3.3 .1]) is given by
for all f ∈ L 1 (G) ∩ L 2 (G).
164
The Plancherel theorem states that
for all f ∈ L 2 (G), and we have the inversion formula f = F −1
For details see [22, 24] 166 and for detailed explicit computations see [4] .
167
In this article, we will constrain and modify the Fourier transform F G on G = SE(3) such that we obtain a suitable Fourier transform F G/H defined on a homogeneous space 2 R 3 S 2 := G/H with subgroup H = {0} × Stab SO(3) (a)
of left cosets, where Stab SO(3) (a) = {R ∈ SO(3) | Ra = a} denotes the subgroup of SO(3) that 168 stabilizes an a priori reference axis a ∈ S 2 , say a = e z = (0, 0, 1) T . In the remainder of this article we 169 set this choice a = e z .
170
1 Lie group SE(3) is unimodular since the left-invariant Haar measure and the right-invariant Haar measures coincide. Furthermore, it is of type I (i.e. dual group and quasi dual group coincide) and thereby admits a Plancherel theorem [22, 24] .
2
Although the semi-direct product notation R 3 S 2 is formally not correct as S 2 is not a Lie group, it is convenient: It reminds that G/H denotes the homogeneous space of positions and orientations.
Remark 1. (notation and terminology)
Elements in (3) denote equivalence classes of rigid body motions g = (x, R n ) ∈ SE(3) that map (0, a) to (x, n):
In Subsection 1.5 below, we will show that the common technical representation (8) is not really 183 needed for our setting. In fact, it will be very easy to account for α ∈ (0, 1] in the solutions; by a spectral 184 decomposition we only need to take fractional powers of certain eigenvalues in the Fourier domain.
185
For the moment the reader may focus on the case α = 1, where system (6) becomes an ordinary elliptic 186 diffusion system which is hypo-elliptic (in the sense of Hörmander [70] ) if D 11 = 0.
187
The PDEs 6 have our interest as they are Forward-Kolmogorov equations for α-stable Lévy 188 processes on G/H. See Appendix A for a precise formulation of discrete and continuous stochastic 189 processes. This generalizes previous works on such basic processes [54, 57] with applications in financial 190 mathematics [71] and computer vision [58, [72] [73] [74] , from Lie group R 3 to the Lie group quotient R 3 S 2 .
191
See Figure 1 for a visualization of sample paths from the discrete stochastic processes explained in
192
Appendix A. Roughly speaking, they represent 'drunk man's flights' rather than 'drunk man's walks '. 193 1.4. Reformulation of the PDE on the Lie Group SE(3)
194
Now we reformulate and extend our PDEs (6) to the Lie group G = SE(3) of rigid body motions, equipped with group product (1). This will help us to better recognize symmetries, as we will show in Subsection 2.1. To this end, the PDEs are best expressed in a basis of left-invariant vector fields {g → A i | g } 6 i=1 on G. Such left-invariant vector fields are obtained by push forward from the left-multiplication L g 1 g 2 := g 1 g 2 as
where A i := A i | e form an orthonormal basis for the Lie algebra T e (G). We choose such a basis typically such that the first 3 are spatial generators A 1 = ∂ x , A 2 = ∂ y , A 3 = ∂ z = a · ∇ R 3 and the remaining 3 are rotation generators, in such a way that A 6 is the generator of a counter-clockwise rotation around the reference axis a. This means that for allŨ ∈ C 1 (G) and g ∈ G one has
where A → e A denotes the exponent that maps Lie algebra element A ∈ T e (G) to the corresponding
195
Lie group element. The explicit formulas for the left-invariant vector fields in Euler-angles (requiring 2 196 charts) can be found in Appendix B, or in [4, 75] .
197
Now we can re-express the PDEs (6) on the group G = SE(3) as follows:
where the generatorQ
is again a fractional power (α ∈ (0, 1]) of the diffusion generatorQ given bỹ
where A 2 i = A i • A i for all i ∈ {1, . . . , 5}. The initial condition in (10) is given bỹ
Similar to the previous works [37, 76] one has
that holds for all t ≥ 0, (x, R) ∈ SE(3).
198
Remark 3. The above formula (13) relates the earlier PDE formulation (6) on the quotient G/H to the PDE formulation (10) on the group G. It holds since we have the relations
so that the generator of the PDE (10) on G and the generator of the PDE (6) on G/H indeed stay related viã
A Preview on the Spectral Decomposition of the PDE Evolution Operator and the Inclusion of α 199
Let U be in the domain of the generator Q α given by (7), of our evolution (6). For a formal definition of this domain we refer to [77, Eq. 9] . Let its spatial Fourier transform be given by
To the operator Q α we associate the corresponding operator −(−B) α in the spatial Fourier domain by
Then direct computations show us that
where for each fixed ω ∈ R 3 , the operator −(−B ω ) α :
In this article, we shall employ Fourier transform techniques to derive a complete orthonormal basis
in L 2 (S 2 ) for the operator −(−B ω ) := −(−B ω ) α=1 . Then clearly, this basis is also an ONB of eigenfunctions for −(−B ω ) α , as we only need to take the fractional power of the eigenvalues. Indeed once eigenfunctions (18) and the eigenvalues
are known, the exact solution of (6) is given by (shift-twist) convolution on R 3 S 2 as defined below
with the probability kernel given by
Here the inner product in L 2 (S 2 ) is given by
where µ S 2 is the usual Lebesgue measure on the sphere S 2 .
200
Remark 4. The eigenvalues λ l,m r only depend on r = ω due to the symmetry Φ l,m
one directly recognizes from (17) and (19).
202
Remark 5. The kernels K α t are the probability density kernels of stable Lévy processes on R 3 S 2 , see
203
Appendix A.1. Therefore, akin to the R n -case [54, 58] , we refer to them as the α-stable Lévy kernels on R 3 S 2 .
204
Symmetries of the PDEs of Interest
205
Next we employ PDE-formulation (10) on the group G = SE(3) to summarize the symmetries for 206 the probability kernels K α t : R 3 S 2 → R + . For details see [78] and [37] . 
PDE symmetries
208
Consider PDE system (10) on the group G = SE(3). Due to left-invariance (or rather left-covariance) of the PDE, linearity of the mapŨ(·) →W α (·, t), and the Dunford-Pettis theorem [79] , the solutions are obtained by group convolution with a kernelK α t ∈ L 1 (G):
where we took the convention that the probability kernel acts from the left. In the special case U = δ e 209 with unity element e = (0, I) we getW α (g, t) =K α t (g).
210
Thanks to the fundamental relation (13) that holds in general, we have in particular that
Furthermore, the PDE system given by (10) is invariant under A i → −A i , and, since inversion on the Lie algebra corresponds to inversion on the group, the kernels must satisfy
and for the corresponding kernel on the quotient this means
Finally, we see invariance of the PDE w.r.t. right actions of the subgroup H. This is due to the isotropy of the generatorQ α in the tangent subbundles span{A 1 , A 2 } and span{A 4 , A 5 }. This due to (A11) in Appendix B. Note that invariance of the kernel w.r.t. right action of the subgroup H and invariance of the kernel w.r.t. inversion (24) also implies invariance of the kernel w.r.t. left-actions of the subgroup H, since (g −1 (h ) −1 ) −1 = h g for all h ∈ H and g ∈ G. Therefore, we have
Remark 6. (notations, see also the list of abbreviations at the end of the article)
211
To avoid confusion between the Euler angle α and the α indexing the α-stable Lévy distribution, we put an 212 overline for this specific angle. Henceforth R v,ψ denotes a counter-clockwise rotation over axis v with angle ψ.
213
This applies in particular to the case where the axis is the reference axis v = a = (0, 0, 1) T and ψ = α. Recall 214 that R n (without an angle in the subscript) denotes any 3D rotation that maps reference axis a onto n. In [37, cor.2.5] it was deduced that for α = 1 the elliptic diffusion kernel (D 11 > 0) directly follows from the hypo-elliptic diffusion kernel (D 11 = 0) in the spatial Fourier domain via Henceforth, we set D 11 = 0. 
The Fourier Transform on SE(3)
223
The group G = SE(3) is a unimodular Lie group (of type I) with (left-and right-invariant) Haar measure dg = dxdµ SO(3) (R) being the product of the Lebesgue measure on R 3 and the Haar-Measure µ SO(3) on SO(3). Then for all f ∈ L 1 (G) ∩ L 2 (G) the Fourier transform F G f is given by (2). For more details see [22, 24, 26] . One has the inversion formula:
In our Lie group case of SE (3) 
where pS 2 denotes a 2D sphere of radius p = u ; ∆ s is a unitary irreducible representation of SO (2) 228 (or rather of the stabilizing subgroup Stab SO(3) (a) ⊂ SO(3) isomorphic to SO(2)) producing a scalar.
In (28), R u p denotes a rotation that maps a onto
shows us that it is a rotation around the z-axis (recall a = e z ), say about angle α. This yields character 
Mackey's theory [25] relates the UIR σ p,s to the dual orbits pS 2 of SO(3). Thereby, the dual measure ν can be identified with a measure on the family of dual orbits of SO (3) given by {pS 2 | p > 0}, and
For details see [24, ch. 3.6.] .
230
The matrix elements off = F G f w.r.t. an orthonormal basis of modified spherical harmonics {Y l,m
where the L 2 inner product is given by 2) they have a specific rotation transformation property in view of (28): 
with P l m m a generalized associated Legendre polynomial given in [4, eq.9.21].
Moreover, we have inversion formula ([4, Eq.10 .46]):
with matrix coefficients (independent of f ) given by
Note that σ p,s is a UIR so we have Throughout this manuscript we shall rely on a Fourier transform on the homogeneous space of 242 positions and orientations that is defined by the partition of left-cosets: R 3 S 2 := G/H, given by (3).
243
Note that subgroup H can be parameterized as follows:
where we recall, that R a,α denotes a (counter-clockwise) rotation around the reference axis a = e z . The reason behind this construction is that the group SE(3) acts transitively on R 3 S 2 by (x , n ) → g (x , n ) given by (4). Recall that by the definition of the left-cosets one has
The latter equivalence simply means that for g 1 = (x 1 , R 1 ) and g 2 = (x 2 , R 2 ) one has
The equivalence classes [g] = {g ∈ SE(3) | g ∼ g} are often just denoted by (x, n) as they consist of all rigid body motions g = (x, R n ) that map reference point (0, a) onto (x, n) ∈ R 3 S 2 :
where we recall R n is any rotation that maps a ∈ S 2 onto n ∈ S 2 . Now we can define the Fourier transform F G/H on the homogeneous space G/H. Prior this, we 246 specify a class of functions where this transform acts.
247
Definition 4. Let p > 0 be fixed and s ∈ Z. We denote 
To each function U : G/H → C we relate an axially symmetric functionŨ :
Definition 8. We define the Fourier transform of function U on
Standard properties of the Fourier transform F G on SE ( . it relates to a unique function U :
relative to the modified spherical harmonic basis {Y 
thenŨ satisfies the axial symmetry (37).
261
Proof. Item 1: Uniqueness of U follows by the fact that the choice of R n of some rotation that maps a 262 onto n does not matter. Indeed U(x, n) =Ũ(x, R n R a,α ) =Ũ(x, R n ).
Item 2: Assumption (37) can be rewritten asŨ(g) =Ũ(gh α ) for all h α ∈ H, g ∈ G. This gives:
where we recall that σ is a UIR and that the Haar-measure on G is bi-invariant. In the first step we used the 3rd property whereas in the final step we used the 2nd property of Proposition 1 together with
We conclude that (1
264
Item 3: Due to the 2nd property in Proposition 1 we have
Thereby the projection P sym p is given by
Now the projection P Conversely, if (40) holds one has by inversion formula (31) that
dp, so then the final result follows by the identity
So it remains to show why Eq. (44) holds. It is due to σ
and (42), as one has
, and Y l,0
and thereby Eq.(44) follows by Eq.(32).
267
Lemma 2. IfK ∈ L 2 (G) is real-valued and satisfies the axial symmetry (37), and moreover the following holds
Proof. The proof follows by Eq.(33) and inversion invariance of the Haar measure on G, see [77] .
269
The next lemma shows that (46) is a sufficient but not a necessary condition for the Fourier 270 coefficients to vanish for both the cases m = 0 and m = 0.
271
Lemma 3. LetK ∈ L 2 (G) and K ∈ L 2 (G/H) be related by (38). Then we have the following equivalences:
vanish for m = 0 and for m = 0.
(47)
b ⇒ c: By Lemma 1 we know that the Fourier coefficients vanish for m = 0. Next we show they also vanish for m = 0. Similar to (45) we have
which gives the following relation for the matrix-coefficients:
The implication can be directly verified by Proposition 1, (30), (48), and
From (49) we deduce that: it relates to a unique kernel on G/H via K(x, n) =K(x, R n ) and the result follows by (26). (38) . Then the matrix elements of F G/H K are given bŷ
admit an analytic expression in terms of elementary functions [4, Eq.10.34] and the Wigner D-functions (30). Furthermore, we have the following Plancherel and inversion formula:
| 2 p 2 dp,
p 2 dp, with matrix coefficients given by (for analytic formulas see [4, eq.10 and where we note that they are independent on the choice of R n ∈ SO(3) mapping a onto n.
284
Corollary
where the 1st equality is given by (39) and the 3rd equality follows by Lemma 3 and (43). Our objective is to solve PDE system (6) on the homogeneous space of positions and orientations G/H. Recall that we extended this PDE system to G in (10). As the cases D 11 > 0 follow from the case D 11 = 0 (recall Subsection 2.2), we consider the case D 11 = 0 in this section. From the symmetry consideration in Section 2 it follows that the solution of (10) is given byW α (g, t) = (K α t * Ũ)(g) with a probability kernelK α t : G → R + , whereas the solution of (6) is given by 
Application of the Fourier
W α (x, n, t) = (K α t * U)(x, n) := S 2 R 3 K α t (R T n (x − x ), R T n n) U(x , n ) dx dµ S 2 (n ),
293
Remark 7. For the underlying probability theory, and sample paths of discrete random walks of the α-Stable
294
Lévy stochastic processes we refer to Appendix A. To get a general impression of how Monte Carlo simulations of 295 such stochastic processes can be used to approximate the exact probability kernels K α t , see Fig.1 . In essence, such 296 a stochastic approximation is computed by binning the endpoints of the random walks. A brief mathematical 297 explanation will follow in Subsection 5.2.
298
For now let us ignore the probability theory details and let us first focus on deriving exact analytic 299 solutions to (6) and its kernel K α t via Fourier transform F G/H on G/H = R 3 S 2 . 
Exact Kernel Representations by Spectral Decomposition in the Fourier Domain
301
Let us consider evolution (6) for α-stable Lévy process on the quotient G/H = R 3 S 2 . Then the mapping from the initial condition W(·, 0) = U(·) ∈ L 2 (G/H) to the solution W(·, t) at a fixed time t ≥ 0 is a bounded linear mapping. It gives rise to a strongly continuous (holomorphic) semigroup [59] . We will conveniently denote the bounded linear operator on L 2 (G/H) as follows:
In the next main theorem we will provide a spectral decomposition of the operator using both a 
Eigenfunctions and Preliminaries
305
In order to formulate the main theorem we need some preliminaries and formalities. First of all let us define F R 3 :
Recall (15). Then we re-express the generator in the spatial Fourier domain:
where β ω denotes the angle between n and r −1 ω, see Fig.2 . This re-expression is the main reason for 306 the following definitions. 
310
Definition 9. Let l ∈ N 0 . Let m ∈ Z such that |m| ≤ l. Let ω ∈ R 3 be a frequency vector. We define
where we take the rotation which maps a onto r −1 ω whose matrix representation in the standard basis is:
r −1 ω for r −1 ω = a, and R a = I, and R 0 = I.
Recall the standard spherical angle formula n(β, γ) = (sin β cos γ, sin β sin γ, cos β) T from Proposition 1. These are Euler-angles relative to the reference axis a = e z . For the Euler-angles relative to the (normalized) frequency r −1 ω one has (see also Fig. 2 ):
Definition 10. Let l ∈ N 0 . Let m ∈ Z such that |m| ≤ l. We define the functions 
where S l,m ρ (·) denotes the L 2 -normalized spheroidal wave function.
311
Remark 8. The spheroidal wave function arises from application of the method of separation on operator B ω in (53) where basic computations (for details see [37] ) lead to the following singular Sturm-Liouville problem:
with p(x) = (1 − x 2 ), q(x) = −ρ 2 x 2 − for the spheroidal wave equation.
316
As a result standard Sturm-Liouville theory (that applies the spectral decomposition theorem for compact self-adjoint operators to a kernel operator that is the right-inverse of L), provides us (for each ω fixed) a complete orthonormal basis of eigenfunctions {Φ l,m ω } in L 2 (S 2 ) with eigenvalues of our (unbounded) generators: 
where
, r = ω and where M m is the tri-diagonal matrix (that can be computed analytically [37, eq. 106]) given by
As a result, we see from (56), (58) that the coefficients d l,m (r) for our eigenfunctions are eigenvectors of a matrix
This matrix (and its diagonalization) will play a central role for our main spectral decomposition theorem both in 
The Explicit Spectral Decomposition of the Evolution Operators
320
In Theorem 2 we will present the explicit spectral decompositions both in the spatial Fourier Prior to this theorem we explain the challenges that appear when we apply F G/H to the PDE of interest (6) on the quotient G/H. In order to get a grip on the evolution operator and the corresponding kernel, we set the initial condition equal to a delta distribution at the origin, i.e. we consider
In this case, the necessary condition (47) in Lemma 3 for application of F G/H is indeed satisfied, due to the symmetry property of the kernel, given by (26). Now due to linearity
we just need to study the generator in the Fourier domain.
323
For the moment we set α = 1 (the hypo-elliptic diffusion case) and return to the general case later on (recall Subsection 1.5 and Subsection 2.2). Then it follows that (for details see [37, App.D])
with the kernelK 1
Here ∆ pS 2 u denotes the Laplace-Beltrami operator on a sphere pS 2 = {u ∈ R 3 u = p} of radius p > 0. We recall that u ∈ pS 2 is the variable of the functions on which σ p,s acts. Recall Eq.(28). So the first part in the righthand side of (61) denotes a multiplier operator M given by
, and almost every u ∈ pS 2 .
As a result we obtain the following PDE system forK α t (now for general α ∈ (0, 1]):
Remark 11. There is a striking analogy between the operators
R 3 given by (53), where the role of rR T ω/r n corresponds to u. This correspondence ensures that the multipliers of the multiplier operators in the generator coincide and that the roles of p and r coincide: 
Proof. Recall (59) that defines matrix M m (for analytic formulas of this tri-diagonal matrix see [37] ). This may be re-written as follows:
Now fix s ∈ Z and set m = s and n = p −1 u and we have:
where again l = |s| + j, l = |s| + j and j, j ∈ N 0 . for fixed s ∈ Z onto itself, which explains direct sum decomposition (62).
326
Next we formulate the main result, where we apply a standard identification of tensors a ⊗ b with linear maps:
Theorem 2. We have the following spectral decompositions for the Forward-Kolomogorov evolution operator of 327 α-stable Levy-processes on the homogeneous space G/H = R 3 S 2 :
328
• In the Fourier domain of the homogeneous space of positions and orientations we have:
pa (p −1 ·) p 2 dp (64) • In the spatial Fourier domain we have
where W(ω, ·, t) = F R 3 W(ω, ·, t) and U(ω, ·) = F R 3 U(ω, ·), recall (52). Proof. The first identity (64) follows by:
pa (p −1 ·) p 2 dp .
In the last equality we use the fact that Φ Recently, exact formulas for the (hypo-elliptic) heat-kernels on G = SE(3) and on G/H = R 3 S 2 337 (i.e. the case α = 1) have been published in [37] . In the next theorem we
338
• extend these results to the kernels of PDE (6), which are Forward Kolmogorov equations of 339 α-stable Lévy process with α ∈ (0, 1],
340
• provide a structured alternative formula via the transform F G/H characterized in Theorem 1.
341
Theorem 3. We have the following formulas for the probability kernels of α-stable Lévy processes on R 3 S 2 :
342
• Via conjugation with F R 3 S 2 :
2 dp. (66) where
can be derived analytically (see [77, Rem.16] ).
343
• Via conjugation with F R 3 :
Proof. Formula (66) follows by
follows by setting U = δ (0,a) (or more precisely, by taking U a sequence that is a bounded 345 approximation of the unity centered around (0, a)) in Theorem 2, where we recall the inversion 346 formula from the first part of Theorem 1.
347
Formula (67) follows similarly by
δ a and the result follows from the second part of Theorem 1 (again by 348 taking U a sequence that is a bounded approximation of the unity centered around (0, a)). 
Monte-Carlo Approximations of the Kernels
353
A stochastic approximation for the kernel K α t is computed by binning the endpoints of discrete random walks simulating α-stable processes on the quotient R 3 S 2 that we will explain next. Let us first consider the case α = 1. For M ∈ N fixed, we have the discretization 
2) stochastically independent Gaussian distributed on R with t = 1; with uniformly distributed γ k ∼ Unif (R/(2πZ) ≡ [−π, π)); and β k ∼ g, where g : R → R + equals g(r) = |r| 2 e − r 2 4 in view of the theory of isotropic stochastic processes on Riemannian manifolds by Pinsky [86] . By the central limit theorem for independently distributed variables with finite variance it is only the variances of the distributions for the random variables g and G R t=1 that matter. One may also take
These processes are implemented recursively, for technical details and background see Appendix A.
354
Proposition 2. The discretization (68) can be re-expressed, up to order 1 M for M 0, as follows:
with i k ∼ G R t=1 stochastically independent normally distributed variables with t = 1 2 σ 2 = 1, and D 44 = D 55 .
355
Proof. In our construction, β k and γ k can be seen as the polar radius and the polar angle (on a periodic
) of a Gaussian process with t = 1 on a plane spanned by rotational generators A 4 and A 5 . The key ingredient to obtain (69) from (68) is given by the following relation:
which we use for u = β k tD 44
M .
356
The second ingredient is given by the Campbell-Baker-Hausdorff-Dynkin formula:
for all a i = O( 1 √ M ) and for M large, we have e a 3 A 3 e a 4 A 4 e a 5 A 5 = e
that allows to decompose the stochastic process in SE(3) into its spatial and angular parts.
357
For the binning we divide R 3 into cubes c ijk , i, j, k ∈ Z, of size ∆s × ∆s × ∆s:
We divide S 2 into bins B l , l = {1, . . . , b} for b ∈ N, with surface area σ B l and maximal surface area σ B . The number of random walks in a simulation with traveling time t that have their end point x M ∈ c ijk with their orientation n M ∈ B l is denoted with # ijkl t . Furthermore, we define the indicator function
When the number of paths N → ∞, the number of steps in each path M → ∞ and the bin sizes tend to zero, the obtained distribution converges to the exact kernel: The convergence is illustrated in Figure 3 . 
359
Let q t,α : R + → R + be the temporal probability density given by the inverse Laplace transform q t,α (τ) = L −1 λ → e −tλ α (τ), with in particular:
√ πτ e − t 2 4τ , for α ↑ 1 we find q t,α (·) → δ t in distributional sense . (73) For explicit formulas in the general case α ∈ (0, 1] see [59] . Then one can deduce from Theorem 3 that
This allows us to directly use the Monte-Carlo simulations for the diffusion kernel α = 1 for several 
Comparison of Monte-Carlo Approximations of the Kernels to the Exact Solutions
364
In this section we compute the probability density kernels K α t via the analytic approach of into n 2 new triangles and projects the vertex points to the sphere. We set n = 4 to obtain 252 (almost) 370 uniformly sampled points on S 2 .
371
The exact solution is computed using (truncated) spherical harmonics with l ≤ 12. To obtain the 372 kernel we first solve the solution in the spatial Fourier domain and then do an inverse spatial Fast
373
Fourier Transform. The resulting kernel K α t (where we literally follow (67)) is only spatially sampled 374 and provides for each (x i , y j , z k ) an analytic spherical distribution expressed in spherical harmonics.
375
For the Monte-Carlo approximation we follow the procedure as described in Subsection 5.2. The 376 kernel K α t is obtained by binning the end points of random paths on the quotient R 3 S 2 (cf. Eq. (68) with K α=0.5 t we set t = 2 and t = 3.5 respectively in order to match the full width at half maximum 382 value of respectively the distributions. In Figures 1, 3 and 5 we set α = 1 and t = 2. In Figures 1, 3 , 4 383 we sample the grid (71) with |i|, |j| ≤ 4, |k| ≤ 8.
384 Figure 5 shows that the Monte-Carlo kernel closely approximates the exact solution and since the 385 exact solutions can be computed at arbitrary spherical resolution, it provides a reliable way to validate 386 numerical methods for α-stable Lévy processes on R 3 S 2 . 
Conclusions
388
We have set up a Fourier transform F G/H on the homogeneous space of positions and orientations.
389
The considered Fourier transform acts on functions that are bi-invariant with respect to the action of 390 subgroup H. We provide explicit formulas (relative to a basis of modified spherical harmonics) for the 391 transform, its inverse, and its Plancherel formula, in Theorem 1.
392
Then we used this Fourier transform to derive new exact solutions to the probability kernels of 393 α-stable Lévy processes on G/H, including the diffusion PDE for Wiener processes which is the special 394 case α = 1. They are obtained by spectral decomposition of the evolution operator in Theorem 2.
395
New formulas for the probability kernels are presented in Theorem 3. There the general case 396 0 < α < 1 followed from the case α = 1 by taking the fractional power of the eigenvalues. In 397 comparison to previous formulas in [37] for the special case α = 1 obtained via a spatial Fourier 398 transform, we have more concise formulas with a more structured evolution operator in the Fourier 399 domain of G/H, where we rely on ordinary spherical harmonics, and where we reduced the dimension 400 of the manifold over which is integrated from 3 to 1 (as can be seen in Theorem 3).
401
We introduced stochastic differential equations (or rather stochastic integral equations) for the 402 α-stable Lévy processes in Appendix A.1, and we provide simple discrete approximations where we 403 rely on matrix exponentials in the Lie group SE(3) in Proposition 2.
404
We verified the exact solutions and the stochastic process formulations, by simulations that confirm to give the same kernels, as is shown in Figure 5 . We also observed the 406 expected behavior that the probability kernels for 0 < α < 1 have heavier tails, as shown in Figure 4 .
407
The PDEs and the probability kernels have a wide variety of applications in image analysis
408
(crossing-preserving, contextual enhancement of diffusion-weighted MRI, cf. [38, 39, 42, 85, [87] [88] [89] The modified spherical harmonics according to [4] Proposition 1 Y l,m ω
The generalized spherical harmonics according to [37] Definition 9 Φ l,m ω
The spheroidal wave basis function for L 2 (S 2 ) Definition 10 (α, β, γ) ZYZ Euler angles.
In the next definition, we define Lévy processes on our manifold of interest G/H = R 3 S 2 . Recall, that the action of G = SE(3) on G/H is given by (4). As a prerequisite, we define the 'difference' of 2 random variables P 1 = (X 1 , N 1 ) and P 2 = (X 2 , N 2 ) in R 3 S 2 :
where we relate random variables on G/H and in G via P = G (0, a), according to (35).
436
We will assume that P 1 and P 2 are chosen such that the distribution of G 
446
Let us consider the solutions
of our linear PDEs of interest (6) for α ∈ (0, 1] fixed. Let us consider the case where U ∼ δ (0,a) , so that the solutions are the probability kernels K α t themselves. We consider the random variables P α t such that their probability densities are given by
Proposition A1. The stochastic process {P α t : t ≥ 0} is a Lévy processes on R 3 S 2 .
447
Proof. First, address items 1, 2. On G = SE(3), one has for two stochastically independent variables:
In particular, for
which is due to e tQ α • e sQ α = e (t+s)Q α , recall (51). Similarly, on the quotient G/H we have
Furthermore, the choice of G s such that G s (0, a) = (0, a) does not matter, since Proof. The infinite divisibility directly follows from Corollary 1 and
which is clear due to (66).
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Remark A1. Recall that on R n a Lévy process X t is called α-stable if
This convention and property applies to all n ∈ N, cf.
[54]. Next we will come to a generalization of α-stability 452 but then for the processes P t . Here an embedding of R 3 S 2 into R 6 = R 3 × R 3 will be required in order to
453
give a meaning to α-stability and a scaling relation on P t = (X t , N t ) that is similar to (A3). 
Note that Φ * = DΦ = I,
. Here I denotes the identity map on R 3 .
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Let us first concentrate on α = 1. In this case, our PDE (6) becomes a diffusion PDE that is the 460 forward Kolmogorov equation of a Wiener process P t = (X t , N t ) on R 3 S 2 . Next we relate this
461
Wiener process to a Wiener process (W (1)
t ) in the embedding space R 3 × R 3 . We will write 462 down the stochastic differential equation (SDE) and show that (68) boils down to discretization of the 463 stochastic integral (in Îto sense) solving the SDE.
464
Next, we define P t = (X t , N t ) by the SDE in the embedding space:
t ), with W
t and W
t being Wiener processes in R 3 ; and where
Here index (1) stands for the spatial part and (2) stands for the angular part.
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Now we define a corresponding process on R 3 S 2 :
Then the SDE for 
So, integrating the SDE, we obtain the following stochastic integral (in Îto form):
(A6) Here exp S 2 (V)n 0 denotes the exponential map on a sphere, i.e. its value is the end point (for t = 1) of a geodesic starting from n 0 ∈ S 2 with the tangent vector V ∈ T n 0 S 2 . Note that in the formula above, the symbol ∏ denotes the composition
1 , i.e. k ∼ G t=1 .
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For M ∈ N fixed, we propose a discrete approximation for the stochastic integrals in (A6): 
with k ∼ G R t=1 ∼ N (0, σ = √ 2) stochastically independent Gaussian distributed on R with t = 1; with uniformly distributed γ k ∼ Unif (R/(2πZ) ≡ [−π, π)); and with β k ∼ g, where g : R → R + equals g(β) = |β| 2 e − β 2 4 . The choice of g is done by application of the theory of isotropic stochastic processes on Riemannian manifolds by Pinsky [86] , where we note that G R 2 t (β cos γ, β sin γ) = g(β) Unif ([−π, π)) (γ), β ∈ R, γ ∈ [−π, π). Now, in the numerical simulation we can replace g by G R t=2 due to the central limit theorem on R and
Appendix A.2.1 From the diffusion case α = 1 to the general case α ∈ (0, 1]
469
For the case α ∈ (0, 1] we define the (fractional) random processes by their probability densities P(P α t = (x, n)) = ∞ 0 q t,α (τ) P(P τ = (x, n)) dτ, P(P α t = (x, n)) = ∞ 0 q t,α (τ) P(P τ = (x, n)) dτ.
(A8) We need two charts to cover SO(3). When using the following coordinates (ZYZ-Euler angles) for SE(3) = R 3 SO(3) for the first chart: g = (x, y, z, R e z ,γ R e y ,β R e z ,α ), with β ∈ (0, π), α, γ ∈ [0, 2π),
formula (9) (A10) We observe that A gh α ≡ (R e z ,α ⊕ R e z ,α ) T A g , where A g = A 1 | g , . . . , A 6 | g .
The above formula's do not hold for β = π or β = 0. So we even lack expressions for our left-invariant vector fields at the unity element (0, I) ∈ SE(3) when using the standard ZYZ-Euler angles. Therefore, one formally needs a second chart, for example the XYZ-coordinates in [75, 78, 91] : g = (x, y, z, R e x ,γ R e y ,β R e z ,α ), withβ ∈ [−π, π), α ∈ [0, 2π),γ ∈ (−π/2, π/2),
formula (9) 
