Most 3D shape analysis methods use triangular meshes to discretize both the shape and functions on it as piecewise linear functions. With this representation, shape analysis requires fine meshes to represent smooth shapes and geometric operators like normals, curvatures, or LaplaceBeltrami eigenfunctions at large computational and memory costs.
Introduction
Many shape analysis tasks describe shapes as smooth manifolds and analyze them with respect to their geometry in terms of normals, curvatures, and geodesics that require accurate estimates of fist-and second-order derivatives over the shape to compute tangent spaces, the Riemannian metrics, or Laplace-Beltrami operators [28, 18, 34, 19] . When the surface is represented as a mesh or point cloud, these differential operators can only be computed approximately at large memory and computational costs.
Once these differential operators have been used to compute normals or metrics, most of the high resolution information is discarded by operating only with the leading eigenfunctions of the Laplace-Beltrami operator necessary to estimate geodesics [7] , compute shape descriptors [1, 28, 18, 19] or shape matches [25] with tractable problem sizes. This creates a paradox, as shapes are first discretized with fine meshes or large pointclouds to estimate high-dimensional shape operators that are mostly discarded to analyze the shape. This paradox appears because we only need large meshes or dense pointclouds to discretize accurate differential operators over the shape, not for shape analysis.
We propose a paradigm shift that avoids this paradox by representing a shape with a subdivision surface [24] that parametrizes the surface with a small set of smooth base functions. Differentiability is then intrinsic to the shape representation and does not require large bases to compute principal curvatures, wave-kernel signatures, or LaplaceBeltrami eigenfunctions. Subdivision surfaces are a generalization of splines to surfaces of arbitrary topology that provide set of base functions to compactly parametrize the surface as well as smooth functions over it. As a result, subdivision surfaces provide a compressed shape representation well suited to shape analysis.
Our first contribution (Section 3) is a method to estimate a subdivision surface from the triangular meshes common in shape analysis [2] . This kind of manifold meshes, however, are far from the meshes or pointclouds obtained from range measurements or computer-vision models. As these low-level representations proliferate, they create a challenge for shape analysis to adapt to the characteristics of raw data (irregular surface sampling, noise, and outliers) that cause havoc in the estimation of differential operators. Up until now, raw measurements have been largely ignored in shape analysis by estimating a mesh representation from a pointcloud and performing analysis on this representation. This avoids dealing with noise and outliers but ignores the direct measurements and makes Figure 1 : Computation of approximate geodesic g with different surface representations by the Heat method [7] . Column 1: input Kinect pointcloud. Column 2: representation of the surface with a high-resolution mesh obtained with Poisson reconstruction [15] (row 1), a low-resolution triangular mesh obtained by quadratic edge collapse [9] of the high-resolution mesh (row 2), and with our subdivision surface (row 3). Columns 3 and 4: level lines of the geodesic visualized as cos( g). Our subdivision surface is comparable to the surface obtained by Poisson reconstruction and faithfully represent geodesics at low and high resolution with 2% of vertices. Compressing the Poisson mesh by edge collapse looses all the small scale details of the surface and its geodesic, as highlighted by high-frequency level lines of the geodesic.
shape analysis dependent on the model used to estimate the surface.1.For this reasons, our second contribution is a robust method that fits a subdivision surface to a noisy pointcloud and estimates the geometric operators required to do shape analysis on it. Our model is robust to both noise and outliers in the pointcloud and to erroneous correspondences between the input points and the subdivision 1Least-squares models [15, 4] , for instance, oversmooth surface edges and require less eigenfunctions to match than the 1 models [31, 8] that emphasize corners.
surface. This is a critical aspect of fitting a parametric surface to raw data without developing the non-manifold artifacts that prevent shape analysis.
Our third contribution is a fast optimization algorithm (Section A) that combines a sequential quadratic approximation with a good initialization strategy. This is important because fitting a subdivision surface is not a convex problem and vanilla initializations [13] oversmooth the surface to avoid small-scale local minima and prevent self-intersections.
Our fourth contribution (Section 2) describes how to accurately compute many shape operators with a subdivision surface. We focus on Laplace-Beltrami operator, wave kernel signatures [1] , approximate geodesics [7] and prove its efficacy in the full-pipeline task of shape matching [25] . Our experiments show state-of-the-art performance at a fraction of the memory requirements of shape representations with triangular meshes.
Smooth Shapes
In this paper, a 3D shape is a smooth2, compact oriented surface S ⊂ R 3 without boundaries. For computational purposes, shapes are usually discretized by a mesh M = (V, F ) in terms of two matrices: the i-th row of V ∈ R n×3 stores the location of the i-th vertex of the mesh, while each row of F ∈ N m×k stores the indices of the vertices of a face of M. We focus on quad meshes with k = 4.
In shape analysis, quad meshes usually discretize a smooth surfaces as a piecewise C 1 surface that is not smooth. Subdivision surfaces, on the other hand, only use meshes to discretize the domain of a smooth surface parametrization. To formally introduce this parametrization, we first revisit the topological space associated to a quad mesh and show how it can be used to define a smooth subdivision parametrization.
Meshes -Piecewise Bilinear Surfaces
The regular quad mesh parametrization of a surface S M consists of quadrilaterals "glued" together along their edges. Each quadrilateral in S M is modeled by a bilinear patch that fits the fours vertices of a facet in M and is glued to its neighboring facets. This topological gluing extends the independent parametrization of each quadrilateral to the whole mesh and is formalized by the topological space, T M , that defines the domain of the parametrization [14] .
Formally, given a quad mesh M = (V, F ), the topological space T M is defined by a set of quads that is indexed by the mesh facets I F = {1, . . . , m} and glued together by the equivalence relation ∼, that is T M := × I F / ∼. 2 We call a C 1 object smooth if it is C 2 except for a finite subset. This differs from the mathematical notion, which identifies smoothness with C ∞ .
The reference quad = [0, 1] × [0, 1] parametrizes each quadrilateral patch while the equivalence relation ∼ connects neighboring faces along their common edge.
A parametrization of the surface is then obtained by defining a piecewise bilinear function
With such a piecewise C 1 paremetrization, Riemannian quantities like the first or second fundamental form can only be approximated and need large meshes with small quadrilaterals for accurate approximations. This limits their use in real-time applications and calls for other shape representations.
Smooth Subdivision Surfaces
A subdivision surface represents a smooth surface S by a coarse control mesh M 0 = (V 0 , F 0 ) and a subdivision scheme. The subdivision scheme transforms a mesh
such that if we start with M 0 := (V, F ), we obtain the smooth surface as the limit of iterating subdivision ad infinitum:
In this paper we follow the Catmull-Clark subdivision scheme M k → M k+1 consisting of two steps: First, the topology of the new mesh M k+1 is defined by subdividing each quad in T k M into its four quadrants that define four adjacent facets in T k+1 M . Second, the location of each vertex of the new mesh M k+1 is computed as a linear combination of the positions of the nearby vertices. Figure  2 illustrates this subdivision process.
This produces a compressed surface representation because the topology of M k+1 is completely determined by the topology of M k . Similarly, the space of bilinear functions over T M k+1 created by subdivision is determined by the space of bilinear functions over T M k . This means that we can parametrize the i-th function created by subdivision B i M k+1 over the domain T 
Using this linear dependency, we can parametrize a surface approximation S M k resulting from k subdivisions directly over T M as follows:
By iterating this process, the subdivision surface of the limit S = lim k→∞ S M k can be formulated as a limit of functions defined over the topological space T M . Evaluating the limit surface at the location of the vertex thus amounts to computing the base functions
The existence of this limit and the smoothness of the limit functions is guaranteed by the subdivision scheme. All the limit base functions Φ j are compactly supported because the subdivision rules act locally and converge to spline basis functions. This equivalence provides analytic derivatives and fast evaluation techniques [29] for smooth functions or tangent vectors defined over the surface and makes subdivision surfaces well-suited for shape analysis.
We focuses on Catmull-Clark subdivision [6] for simplicity. This scheme ensures the existence and C 2 smoothness of the basis functions everywhere except at extraordinary vertices (vertices with valence different than four). This scheme is designed for control grids with quadrilateral connectivity, but our compression generalizes to any subdivision schemes that parametrizes C 2 surfaces.
Robust Fitting Model
We formulate the problem of fitting a subdivision surface S to a set of surface samples P = {p 1 , . . . , p N } and a set of normals T = {t 1 , . . . , t N } as the minimization problem:
where α, β ≥ 0 are model parameters. The different terms take different information into account: dist(S, P) fits the surface S to the points P, T (S, T) matches the tangent plane of S to the normal information T, and R(S) regularizes the discrete representation of S to avoid degenerate faces in M. If no normal information is provided, α = 0.
Point Fit
Let D S (p) = min s∈S s − p denote the Euclidean distance between a point p ∈ R 3 and the compact surface S, we define the point fit energy as
Using the q-th power of the distance with q ∈ (1, 2), instead of the common squared distance, makes our model robust to outliers and scanning artifacts in the input samples. The minimization in u 1 , . . . , u N results from the parametric representation of the surface S = Φ(T M ) and introduces a large number of additional variables over which the objective function is not convex. We avoid the optimization of the correspondence parameters u 1 , . . . , u N by using a second-order approximation of the squared distance function to a surface in Section A.
1701 Control Points 6798 Vertices 27186 Vertices 108738 Vertices Figure 2 : Different subdivision levels M k of Catmull-Clark subdivision scheme applied to a control mesh and a smooth function defined over the mesh (its 18-th ∆ eigenfunction). M 3 is already a good approximation of the smooth surface S = M ∞ .
Tangent Fit
To obtain a surface that also matches the normals, we include the tangent energy
where t j is the input surface normal at point p j and ∂ i Φ(u j ) the i-th base vector of the tangent space T Φ(uj ) S. Each term in T aligns the tangent space of the subdivision surface in the direction orthogonal to the sample normal. This penalty is designed to be independent of the orientation of the normals to account for noisy point clouds where estimating consistent normal orientations is prone to fail. The q -norm makes this term robust to noise and outliers in the normals and the correspondence parameters u 1 , . . . , u N .
Regularization
The regularizer R(S) penalizes the squared distance between the vertices of the mesh M incident to the same quad. This keeps the size and shape of the quads regular and avoids skewed elements that cause instabilities in finite-element computations. The regularizer is thus a simple quadratic penalty that can be described by a sparse matrix R that has a row for each edge in the mesh with entries ±1 at the columns of the vertices incident to the edge. We choose this regularizer for its simplicity.
Initialization and Surface Topology
A major challenge of fitting any explicit parametrization to a set of points is the lack of convex formulations for the optimization problem. Non-convexity introduces the difficulty of finding a suitable initialization that leads to a good local minimum. It is an important step of the algorithm that conditions the topology of the surface. By parameterizing S with a subdivision surface, our optimization problem is formulated in terms of the control mesh M = (V, F ). To avoid solving a combinatorial problem, we fix the topology of the control mesh, and thus the topology of the surface, and only optimize for the location of the vertices V . We design the control mesh to satisfy two properties: it determines a surface with the same topology as the input data, and it has a small number of vertices to represent the surface compactly. Depending on the input data, we apply different methods to obtain a good initialization.
If the point samples P are the vertices of a mesh M, the topology of the surface is already encoded by the mesh. Without loss of generality, we assume that M is a triangular mesh without boundaries and use quadratic edge-collapse [9] to reduce the number of vertices in the mesh and preserve the surface topology. We then transform this triangular mesh into a quad mesh by solving a perfect matching problem that pairs triangles of the collapsed mesh to create quads [27] . For each edge e, let α 1 (e), . . . , α 4 (e) ∈ S 1 be the angles of the quad that results from removing e and η(e) ∈ S 1 the angle between the normals of the triangles incident to e. We set the cost to assign infinity costs to edges that connect strongly bent triangles (η(e) > π 2 ) or edges that would create quads with straight or reflex angles. The cost favors rectangular quads to obtain a subdivision surface where finite-element computations are accurate and numerically stable. We solve the perfect matching and find the quad mesh with minimum cost with the Blossom V method [16] .
When the input is a point cloud, we use an implicit representation to estimate the topology of the surface from the point samples and only then extract a control mesh. Estimating first the topology of the surface with an implicit representation avoids explicitly handling topology changes during the compression process. We use the popular Poisson reconstruction [15] for simplicity but other techniques like voxel hashing work well. From this implicit representation, we extract a closed triangular mesh with marching cubes [21] and create a compact quad mesh with the collapse and blossom techniques described for meshes.
Efficient Optimization
Our optimization algorithm exploits the properties of subdivision surfaces, namely, the compact support of the basis functions and the ability to analytically evaluate its geometry, with a sequential quadratic program that is more efficient than the gradient-based algorithms proposed by [5, 12, 13] . We solve (9) as a sequence of convex problems
that approximate the original energy around the current surface estimate by a least-squares problem. The approximation is derived from the surface geometry, while the sparsity of Q m results from compactness of the subdivision basis.
We follow a Majorize-Minimize (MM) principle to minimize E(S) by iterating two steps until convergence. The first step finds an upper envelop of the objective function E(S|S 0 ) ≥ E(S) that coincides with E at S 0 . We derive an upper envelop of the data and tangent fits from the inequality
The second step of the MM algorithm minimizes the upper envelop the upper envelop and drives the value of the original function downwards by solving
In our case, the envelop
defines a weighted least-squares problem where the weights w 
To simplify the minimization step of MM, we approximate
2 with a quadratic function that parametrizes the squared distance to a surface in terms of its geometry as follows:
where p is a point on the surface S close to x (but not necessarily the projection of x onto S), d := x − p is the signed distance from x to this point, and ρ i , τ i , ν are the principal curvature radii, the principal curvature directions and the normal to the surface at p. This approximation is due to [26] and coincides with the second order Taylor approximation within the radius of curvature of the surface at p, where it can be relaxed into a positive definite quadratic form by taking the absolute values of d, ρ 1 , ρ 2 . Incorporating this approximation into the upper envelop corresponds to using a quasi-Newton algorithm for optimizing jointly the control vertices of the subdivision surface and the parametric coordinates of the surface point closest to x [32, 20] . The approximation let us thus work with approximate correspondences between surface samples and input points, instead of explicitly finding the correspondences by solving a larger optimization problem.
It also makes our model robust to erroneous correspondences by taking into account their approximate nature in the objective function. The approximation, however, can affect the majorizing property and puts our algorithm into the category of sequential quadratic programs instead of MM algorithms.
The combination of the MM upper envelope with the quadratic approximation of the squared distance to S reduces to weighted least-squares problems in the vertices V (c.f. Appendix) that we solve efficiently with conjugate gradient solver warm-started with the solution of the previous MM minimization step.
After optimizing V at iteration m, we update the parameter values U where we approximate the squared distance to the surface by sampling the surface S m = Φ m (T M ) uniformly and creating a kd-tree from these samples to find the parameter of the sample closest to each input point.This results in an efficient algorithm that avoids the slow convergence rates of coordinate descent algorithms and the large optimization problems of the Levenberg-Marquard solvers advocated by [5, 12, 13] .
Smooth Shape Analysis
We have showed how to obtain smooth shapes from nonsmooth input data like point clouds or meshes. We now show how to do smooth shape analysis with a subdivision surface S. To this purpose, we focus on the computation of the Laplace-Beltrami operator and its eigenfunctions and use them to match shapes, compute shape descriptors, and approximate geodesics.
Laplace-Beltrami-Operator
Given a smooth shape S, the Laplace-Beltrami-Operator ∆ maps a twice continuously differentiable function g ∈ C 2 (S) to a continuous function
If g satisfies Neumann boundary conditions, then Stokes' theorem
defines a weak formulation of ∆ for Sobolev functions g ∈ H 1 (S). The Galerkin method uses this identity to define a discretization of ∆ in the ansatz space H 1 n (S) spanned by Sobolev functions Φ 1 , . . . , Φ n ∈ H 1 (S). Using H 1 n (S) as test space, g, h and ∆g are represented by vectors α, β, γ ∈ R n as follows
and the weak formulation of
The Laplace-Beltrami operator in H 1 n (S) thus depends on the mass and stiffness matrices D 0 , D 1 ∈ R n×n whose entries
compute the scalar product of functions and tangent vectors in the surface S.
From (4), the Laplace-Beltrami operator in H 
To particularize this construction to functions defined on a subdivision surface S, we consider the mapping
that parametrizes the surface as a linear combination of n limit basis functions Φ 1 , . . . , Φ n and n mesh vertices v 1 , . . . , v n . Similarly, we can parametrize Sobolev funcctions over the surface g ∈ H 1 (S) by n scalar values g 1 , . . . , g n ∈ R with a mapping
that depends on each basis function Φ i twice, once to describe the function g and once to describe the function 12 th ∆-eigenfunction and wave-kernel signature of the a surface point in red computed with fine (blue line) and coarse triangular meshes (red line) and a subdivision surface (yellow). The subdivision surface obtains a wake signature comparable to the fine mesh while the signature of the coarse mesh lacks detail.
domain S. As a result, the gradient of a surface function is
where JX is the Jacobian of the surface mapping X with respect to u. When we use this parametrization to compute the mass and stiffness matrix, we need to evaluate the first fundamental form of S at a point x ∈ S explicitly. Let f ∈ I F be an arbitrary face index, then the first fundamental form at surface point X(u, f ) is
We compute the surface integrals in the mass and stiffness matrices by pulling-back the integrand to the reference quad as follows:
We can compute the integral over the quad with arbitrary accuracy with high-order quadrature approximations. Experimentally, we obtain reliable mass and stiffness matrices with simple 3 × 3 Gaussian quadrature. Note that when the subdivision surface S is derived from a control mesh with n vertices,
n×n . An eigenfunction g v of ∆ is then obtained by solving an n × n generalized eigen problem and by parameterizing 
Geodesic Distances
The classic approach to computing the geodesic distance χ to a surface point S(u 0 ) is to solve the eikonal equation
subject to boundary conditions χ(u 0 ) = 0. This results in a nonlinear hyperbolic PDE that is computationally expensive to solve. To alleviate the computational burden, [7] proposes a method to approximately solve (8) in terms of the Heat equation. This method first computes a function f ∈ H 1 (S) whose gradient is parallel to ∇χ by integrating the Heat flowḟ = ∆f . It then approximates ∇χ by the vector field X = − ∇f ∇f by observing that ∇χ is parallel to ∇f and has unit norm as a result of (8). The method then finds an approximate χ by minimizing S ∇χ − X 2 through its Euler-Lagrange equation ∆χ = ∇ · X. As all the computations are formulated in terms of the Heat kernel ∆, the method can be directly use to compute approximate geodesics in our subdivision surface framework. We refer to [7] for the details of the method.
Related Work
Subdivision surfaces are a standard representation of shapes in computer graphics and animation, but they have largely been neglected in vision due to the challenges of working with noisy measurements that favor convex formulations and implicit representations.
Computer graphics techniques fit a subdivision surface by minimize the sum of squared distances between the subdivision surface and the vertices of a clean and regular mesh [11, 22] . Research has focused into efficient ways of minimizing this non-convex energy by gradient-based techniques [35] , quasi-Newton methods [23, 32, 20] , and sequential convex programing [23, 17] . A very effective approach iteratively approximates the squared distance to the surface with a quadratic penalty [26] and minimizes the resulting convex energy. Our method method adapts this strategy to the robust energies necessary to fit a surface to noisy data and outperform the squared distance penalty of [23] in three points: 1) We use robust data terms to account for noise and outliers in the input data. A robust energy also reduces the effects of errors in the correspondences (between input samples and the surface point closest them) and the quadratic distance approximation. This is improves the accuracy of the surface independently of the noise present in the data, as our experiments show. 2) We use a second-order approximation to the squared distance function, instead of the first order of [23] , to take into account curvature information and fit better the smallscale structures of the surface. 3) We penalize deviations of the tangent space to improve the appearance of sharp creases.
Computer Vision, on the other hand, has focused on developing energy models to fit subdivision surfaces to noisy data [30, 5, 12, 13] , but has ignored the impact of outliers and the optimization on the accuracy of the surface. [12] fits a sub vision surface to range data by solving a weighted least-squares problem that assumes optimal correspondences between input point and domain parameters. This assumption is removed in [30, 5, 13] by explicitly optimizing the correspondences with least-squares models that preprocess the data to eliminate outliers and can only handle gross outliers. These methods also assume the topology of the surface to be know and initialize it with a manually-designed control mesh [30, 5] or a sphere [13] . The sphere initialization is flexible but oversmooths the surface because to prevents self intersections as surface evolves. In terms of optimization, all these techniques use a Levenberg-Marquardt (LM) algorithm that estimates jointly the vertices of the control mesh and the correspondences between the input points and surface samples. This increases the size of the problem and slows the optimization because gradient-based techniques, like LM, only update the surface correspondences to adjacent faces of the control mesh. Our majorize-minimize (MM) algorithm places no limits on these updates and can jump to different valleys of the energy landscape.
Our application of subdivision surfaces to shape analysis builds on the work of [14, 3, 33, 10] that investigate the accuracy of computing mass and stiffness matrices on a subdivision surface, but do not consider the estimation of wave-kernel signatures, geodesics, or shape matches in the subdivision framework.
Experiments Experiments on Surface Compression
Our experiments compare our subdivision representation to triangular meshes with two different settings: reconstructing a surface from noisy Kinect pointclouds, and approximating a fine artifact-free mesh with small-scale structures. For all our experiments we set q = 1.3 and manually choose α, β to fit each shape and model ( either our model or the state-of-the-art methods we compare to ). When the input is a mesh, we set these parameters to minimize the Haussdorff distance between the subdivsision surface and the input mesh. Figures 1, 4 show that our subdivision surface reconstructs a surface from a noisy pointcloud as accurately as the mesh obtained by the state-of-the-art reconstruction technique [15] but reduces the number of representation variables to 2% of the mesh size. Our subdivision surfaces preserve the smooth regions and sharp corners (torso and hands of Figure 4) , and texture details (human hair in Figure 1) of the fine mesh that are lost in a triangular mesh of the same size obtained by quadratic edge collapse.
For all our experiments with meshes, we use the highresolution versions of the TOSCA dataset and fitted a subdivision surface with 1700 and 1000 vertices. Tables 1-2 report the execution time and the Hausdorff distance between the input mesh and our compressed subdivision representation for 72 high-resolution TOSCA meshes. Figures 5-7 show the subdivision surfaces fitted to the input meshes with the different models for a qualitative comparison.
Comparison to State-of-the-Art Models When the input is a noisy pointcloud, our surfaces avoid the artifacts of [23] Figure 4 : Surfaces reconstructed from a Kinect point cloud (columns 1) with a state of the art Poisson surface reconstruction method [15] (column 2) and with the proposed subdivision surface (columns 5). Our technique reconstructs and represents the surface with an accuracy comparable to a high-resolution mesh while compressing the representation to less than 2%. We reconstruct the nozzle of the bottle with higher accuracy thanks to our robust emery model. The subdivision surface of [23] (columns 4) shrinks the statue's V-shaped torso while it oversmooths its hands and produces artifacts at the base of the bottle where samples are irregularly spaced and overlap.
spondences in thin structures of clean meshes. We also fit better small curved structures because we use a secondorder distance approximation, instead of the first-order of [23] , that takes into account curvature information. This is highlighted in the representation of mouths, eyes, and ears of Figures 5-7 .
Comparison to State-of-the-Art Optimization
We compare the subdivision surfaces obtained by optimizing our energy model with the proposed algorithm and by employing Levenberg-Marquardt to minimize the MM majorizer with respect to the mesh vertices and the correspondence parameters. Our optimization is an order of magnitude faster and less sensitive to local minima than the LM approach proposed by [30, 5, 12, 13] . As a result, our surfaces evolve further away from their initialization to reproduce the small-scale details of the input meshes (ears and mouths of Figure 5 ).
Our fitting technique is moderately slower than the quadratic model of [23] as a result of our robust energy, as expected. This speed loss is compensated by our improved surface quality, see Table 1 .
Effects of the different terms in our energy model: Our model always benefits from the robust term while the tangent-fit is slightly detrimental in rare cases, see columns 1-3 in Table 1 . Figure 3 compares the wave kernel signature [1] at a surface point w x with three different discretizations: a fine triangular mesh, a coarse triangular mesh, and our subdivision surface. This signature is a shape descriptor that assigns to each point x ∈ S a function w x that depends on the value of the ∆-eigenfunctions and their eigenvalues Hausdorff distance (as a ‰of the bounding box diagonal) between the input mesh and a subdivision surface with 1000 and 1700 control vertices. Columns 1-3 and 6-8 show the importance of each term in the energy model, while columns 4-5 and 9-10 compare our algorithm to state-of-the-art model of [23] and to the Levenberg-Marquardt (LM) optimization advocated by [30, 5, 13] . The functional map framework [25] formulates the problem of matching points of two shapes as matching smooth functions over them. The problem is invariant to isometric transformations by representing smooth function with ∆-eigenfunctions and by finding a linear map between these eigenfunctions. Figure 8 shows the computed matching with respect to two different shape representations: a fine mesh with 27894 vertices and a subdivision surface with 1700 control vertices. Our experiments show comparable matching results with a slight loss of accuracy at the tails of some cats, but this is compensated by a surface representation and matching problem of 10% of the original size. To visualize the results, we show a template shape with a color map that interprets the three spatial coordinates of every point as RGB color information and transfer this color map to each target shape with the matching estimated with functional maps [25] . In this experiment, using a coarse triangular mesh to do the shape matching simply fails. [25] . After the matching is determined, the color information of the target shape is transferred to the matched shape with the mapping estimated by functional maps [25] .
Experiments on Shape Analsysis
obtained by the Poisson reconstruction method [15] and compare it to two compressed surface representations of the same size: a low-resolution triangular mesh obtained by quadratic edge collapse [9] of the high-resolution mesh and our subdivision representation. Our subdivision surface is comparable to the high-resolution mesh and can be used to compressed both the shape and its geodesics functions. In contrast, the low-resolution triangular mesh provides a discretization too coarse to represent the small scale details of the surface and its geodesic. To highlight the loss of small-scale structure on the geodesic, we represent the level lines of the geodesic at high and low resolution and demonstrate how the geodesic estimated from the coarse triangular mesh is unable to capture the high-frequency information of the geodesic (as estimated from the high-resolution mesh) while our surface representation captures both low and high frequency information accurately.
Conclusions
We have presented a method to compress surfaces with a representation well suited for shape analysis. To this purpose, we fit a subdivision surface to low-level surface representations and develop standard shape analysis operators with it. Our surface fitting model is robust to noise and outliers and can handle both clean input meshes and noisy point cloud obtained from real data. The resulting subdivision surfaces let us represent smooth shapes at high accuracy with a fraction of the variables used in triangular meshes and use the same subdivision schemes to parametrize functions over the surface and compute tangent spaces or curvatures analytically. Our experiments show how the smoothness of the representation reduces the size of the Laplace-Beltrami operator and its eigenfunctions without loss of accuracy and allows us to compute wave-kernel signatures, approximate geodesics, and shape matches in a compact representation.
A Appendix: Quadratic Solver
We optimize the objective energy Figure 9 : Computation of approximate geodesics by the Heat method [7] with different surface representations fitted to a Kinect pointcloud. Column 1: representation of the surface with a high-resolution mesh obtained with Poisson reconstruction [15] (row 1), a low-resolution triangular mesh obtained by edge collapse of the high-resolution mesh (row 2), and with our subdivision surface (row 3). Column 2: approximate geodesic g estimated with the Heat method [7] on each surface representation. Columns 3 and 4: level lines of the geodesics visualized as cos( g), with = 30π in column 3 and = 5π in column 4. Our subdivision surface is comparable to the surface obtained with the Poisson reconstruction method [15] and can faithfully represent geodesics at both low and high resolution even though it has 2% of its vertices. In contrast, compressing the state-of-the-art mesh with the quadratic edge collapse method of [9] looses all the small scale details of the surface and its geodesics. This is highlighted by representing the level lines of the geodesic on the mesh at high resolution (column 3) where we show how the discretization associated with a coarse triangular mesh representation cannot estimate the high-frequency information of the geodesic accurately.
that fits a subdivision surface S to a set of point P and normal data T by solving a sequence of convex problems
over the vertices V = [v 1 , . . . , v n ] of the control mesh M.
In this section, we show how to obtain the quadratic objective function V (Q m V − b m ) that approximates the original energy at iteration m.
Following a majorize-minimize (MM) principle, at iteration m we substitute our robust energy by the weighted least-squares problem
over the mesh vertices V and the correspondence parameters u 1 , . . . , u N ∈ T M . The parametrization of the sub-triangular mesh from [15] approximate Figure 10 : Computation of approximate geodesics by the Heat method [7] with different surface representations fitted to a Kinect pointcloud. Column 1: representation of the surface with a high-resolution mesh obtained with Poisson reconstruction [15] (row 1), a low-resolution triangular mesh obtained by edge collapse of the high-resolution mesh (row 2), and with our subdivision surface (row 3). Column 2: approximate geodesic g estimated with the Heat method [7] on each surface representation. Columns 3 and 4: level lines of the geodesics visualized as cos( g), with = 30π in column 3 and = 5π in column 4. Our subdivision surface is comparable to the surface obtained with the Poisson reconstruction method [15] and can faithfully represent geodesics at both low and high resolution even though it has 2% of its vertices. In contrast, compressing the state-of-the-art mesh with the quadratic edge collapse method of [9] looses all the small scale details of the surface and its geodesics. This is highlighted by representing the level lines of the geodesic on the mesh at high resolution (column 3) where we show how the discretization associated with a coarse triangular mesh representation cannot estimate the high-frequency information of the geodesic accurately.
division surface
depends linearly on the mesh vertices and can be described compactly with an N × n sparse matrix L with L ji = Φ i (u j ) that samples the surface as
Analogously, we define L 1 and L 2 for the partial deriva-tives of the basis functions
and introduce the auxiliary variables x ij = ∂ i Φ(u j ) that sample the tangent plane of the surface by
We remove the variables u j from the optimization by approximating the squared distance with the quadratic expression in V where the symmetric positive definite matrix
is determined by the approximation to the squared distance to the surface S m at p j . In particular, x j is a surface point close to p j (but not necessarily its projection onto S m ), d is the distance from p j to this point, and ρ 1 , ρ 2 , τ 1 , τ 2 , ν are the absolute values of the principal curvature radii, the principal curvature directions, and the normal to the surface S m at x j . Considering D m j independent of x j at iteration m, the data fit term defines a quadratic problem.
The tangent fit energy
is also quadratic in V . Due to non-negative α m ij this expression is positive semi-definite. As the regularization RV 2 = V R RV is also quadratic and positive semidefinite, we can efficiently solve the linear system that characterizes its unique minimum with the conjugate gradient method. This method is well suited to the problem at hand, because the matrices that define our quadratic objective are sparse and we can use the MM iterations to warm start the optimization at iteration m with the solution at iteration m − 1. In particular, we sample the surface S m = Φ m (T M ) uniformly and create a kd-tree from these samples to find quickly the parameters u j ∈ T M of the surface sample closest to each input point p j ∈ P. Although this update strategy might seem reminiscent of coordinate descent, our combination of coordinate updates with the quadratic approximation corresponds to applying a quasi-Newton algorithm [32, 20] to the majorizer to avoid the slow convergence rates of coordinate descent. This removes the correspondence parameters from the optimization but can affect the majorizing property of (11) and puts our algorithm into the category of quadratic sequential programs instead of majorize-minimize algorithms. For this reason, we stop the process as soon as the original energy E(·) does not decrease any more. Our experiments indicate that this method provides better results than state-of-theart methods.
