Abstract-A detector of targets behind walls and in enclosed structures is presented. The detector is applied to through-the-wall radar images obtained by wideband delay and sum beamforming. We consider the detection problem using single-and multiple-view imaging. The statistics of noise, clutter, and target images are examined and formulated using sample scenes. The effects of wall parameter errors on the image statistics are shown. An iterative detection scheme, which adapts itself to the image statistics, is presented. The proposed detection schemes are evaluated using real data.
The scene image is generated using wideband synthetic aperture beamforming. Multiviewing operations, in which different images of the same scene using different positions of the imaging system, are considered.
Section II provides a problem formulation and derives the likelihood ratio test (LRT) when observing the scene of interest from an arbitrary number of vantage points. In Section III, we examine the statistics of typical TTW radar images and find appropriate probability density functions for modeling noise and target returns. The effect of the wall, represented by its thickness and dielectric constant, is discussed in Section IV. Section V provides a robust iterative detection scheme for targets behind walls under unknown image statistics. Validation of our proposed detector with experimental data is provided in Section VI.
II. DETECTION SCHEMES FOR SINGLE-AND MULTIPLE-VIEWING SCENARIOS

A. Imaging From Single and Multiple Views
We consider the scenario shown in Fig. 1 . A 3-D scene of interest (a cuboid of size N x × N y × N z ) is located behind a concrete wall, where N x , N y , and N z represent the number of pixels in cross-range, range, and height, respectively. The scene is illuminated by a TTW radar system placed at the other side of the wall from d x in horizontal distance and d y standoff distance with respect to a wall reference point. The 2-D B-Scan images (downrange versus cross-range) are obtained by considering a particular height of interest.
As shown in respect to the center point, where m denotes the mth TTW radar system position. If access to p walls is possible [7] , [8] , the radar system can be placed facing different walls-again with arbitrary horizontal and standoff distances from the respective center points d Fusing the images from multiple vantage points is performed through translation and rotation operations such that the individual coordinate systems are aligned to a single reference coordinate system. The details of aligning TTW radar images have been presented in [9] . In the sequel, we assume that the set of the TTW radar images {X m (i, j)} M m=1 have already been aligned and image registration has been performed.
B. Simple Thresholding Scheme
Consider M TTW radar images of the same scene obtained from multiple views. It is the aim of the detection scheme to process the images in such a way that information of the presence of targets and their locations becomes apparent.
We note that X m (i, j) assumes normalized values by scaling, with respect to the largest image value. Further, we only consider the absolute value of the complex array response, such that X m (i, j) ∈ [0, 1], where (i, j) represents the pixel position with i and j denoting the range and cross-range indices, respectively. A simple and intuitive way to perform detection is to binarize each TTW radar image for m = 1, . . . , M, i = 1, . . . , N x and j = 1, . . . , N y as
where κ is the image threshold. The individual images can be fused by applying, for example, a simple pixelwise multiplication in order to obtain a single reference image [9] 
where M is the total number of TTW radar images available for detection. The advantage of the pixelwise multiplication scheme is the reduction of clutter in the resulting binary ref-
When illuminating the scene of interest from multiple views, clutter assumes different RF signatures, whereas targets appear at the same location in all images, provided that they have a small physical cross-sectional area in the x-y plane and are visible from all views. Applying (2), a pixel F A (i 0 , j 0 ) is said to correspond to a target if and only if a strong reflection at location (i 0 , j 0 ) is observed in each radar image. Strong reflections, which can only be observed in one or a few TTW radar images, are attributed to clutter and will be mitigated by the multiplication operation. The disadvantages of the pixelwise multiplication scheme are given as follows.
1) Choosing a "good" threshold κ is a nontrivial task.
2) When considering image formation from multiple views, a target might only be visible from a few vantage points and is overshadowed, partially or completely, by other targets, e.g., due to masking. Pixelwise multiplication is only effective when targets are visible from all vantage points and have a small physical cross-sectional area in the x-y plane.
C. Neyman-Pearson Test
An alternative to the simple thresholding scheme, proposed in [9] and presented in Section II-B, is to formulate a hypothesis test and to derive a Neyman-Pearson test [6] . We define the pixelwise null and alternative hypotheses as
Assuming the data to be independent and identically distributed, the LRT is given by
where p(X m (i, j)|H 0 ) and p(X m (i, j)|H 1 ) are the conditional probability density functions (pdfs) of the acquired image, given the null and alternative hypotheses, respectively. The parameter γ is the LRT threshold which maximizes the probability of detection while controlling the probability of false alarm. Given the image statistics p(X m (i, j)|H 0 ) and p(X m (i, j)|H 1 ) and the threshold γ, the fused binary image can easily be calculated as
Using the Neyman-Pearson theorem [6] , the false-alarm rate can be fixed by evaluating
where α and f L (L|H 0 ) are, respectively, the false-alarm rate (Type I error) and the distribution of the likelihood ratio under the null hypothesis. The advantages of this detector compared with the thresholding scheme from Section II-B are as follows. 1) The statistics of the TTW radar images can be incorporated in the detection scheme by choosing appropriate conditional density functions p(X m (i, j)|H 0 ) and
There is a meaningful way to choose the threshold γ by considering an acceptable false-alarm rate. 3) A target, at location (i 0 , j 0 ), which is invisible or masked from one or few vantage points, may still appear in the fused image, given that the likelihood ratio in (3) is higher than γ. This requires a sufficiently likely reflection amplitude at (i 0 , j 0 ) from a single view corresponding to one position of the imaging system. The same statement holds for targets with a large cross-sectional area, which are illuminated in a different way from each vantage point.
III. STATISTICAL PROPERTIES OF TTW RADAR IMAGES
When using the detector presented in Section II-C, the information about the image statistics, i.e., the conditional pdfs of the image pixels under the null and alternative hypotheses should be known. In the absence of this knowledge, one may resort to, for example, resampling techniques, such as the bootstrap, to extract this information [10] . This approach is being investigated but is not presented here. Instead, we proceed as described in the following. We consider the setup for a typical indoor scenario, shown in Fig. 3 , consisting of a table with metal legs, a chair, a metal sphere, and a metal dihedral mounted on a high foam column. The last two items represent indoor symmetric objects and objects of corner reflection properties, respectively.
For imaging, a 57 × 57 element planar array has been synthesized by using a single horn antenna. The interelement spacing is 0.875 in. A stepped-frequency continuous-wave (CW) signal is used to illuminate the scene. The bandwidth is 2.4 GHz, with a center frequency of 1.9 GHz. Each image consists of 117 × 117 pixels with a resolution of 1.23 in. The targets occupy approximately 108 pixels (dihedral), 69 pixels (sphere), and 144 pixels (table legs). A wideband synthetic aperture beamformer is used to generate the radar image. We briefly present its fundamental equations, while referring to [9] is the reflectivity of the point target, ω l denotes the lth frequency of the stepped-frequency CW signal, and τ kp is the two-way signal propagation delay given by [9] 
where denotes the dielectric constant of the wall; c is the speed of light; and l kp,air,1 , l kp,wall , and l kp,air,2 represent the traveling distances of the electromagnetic wave before, through, and beyond the wall, respectively. The complex amplitude corresponding to an image voxel of interest x q = (x q , y q , z q ) can then be calculated as
with L and K denoting the total number of radar frequency bins and array elements, respectively. Equation (7) considers monostatic data collection, where transmit-receive pairs are equal to the number of antenna elements. It is performed for all voxels in the 3-D scene of interest. When focusing the array on various heights h in the 3-D scene image, different statistics can be obtained. In particular, we consider the following four cases with different clutters.
1) Case 1)
, h = h 1 (−2 in). "No target": We examine the image at the height between the dihedral and the metal sphere where no target is present, and only a small amount of clutter due to targets at other heights can be observed. 2) Case 2), h = h 2 (+7 in). "Dihedral": The image at the height of the dihedral is examined. At this height, no other targets are present, and only a small amount of clutter contributed by targets at other heights is expected. 3) Case 3), h = h 3 (−20.5 in). " Table" : The image at the height of the table legs is examined. A medium amount of clutter is expected due to, for example, the metal sphere, the chair, and reflections from the ground. Note that the height at the top of the table legs is focused such that the chair leg is considered as clutter, not a target. 4) Case 4), h = h 4 (−15 in). "Metal sphere": The image at the height of the center of the metal sphere is examined. A large amount of clutter is expected, mainly due to the table legs.
The four resulting background-subtracted B-Scan images [11] , which are obtained by scanning the indoor scene behind the solid concrete wall, are shown in Fig. 4 . The background subtraction has been performed by making use of reference or background data (here, a room without objects) and performing coherent subtraction. This reference data may be secured in long-term surveillance operations where new targets emerge over time. Targets of interest [e.g., the four table legs in Case 3) or the metal sphere in Case 4)] are indicated by red circles. Given the precise locations of these targets of interest in each of the aforementioned cases, the target image can be described as
denote the total set of image values at height h. This set can be divided into a set of target samples T h and a set of noise samples N h
The sets T h , N h associated with the aforementioned experiment with h = h 1 , h 2 , h 3 , h 4 are now used to evaluate the statistics of noise and target data in background-subtracted TTW radar images. For simplicity, we use two vantage points (M = 2), one from the front wall and one from the side wall, to form the two sets of noise and target samples. The resulting estimated probability density functions, which have been obtained using kernel density estimation [12] , are shown in Fig. 5 . In the kernel density estimation, a pdf is estimated by placing a kernel, e.g., a Gaussian kernel, at each data point. The estimate of the pdf is then obtained by summation over all kernels and subsequent normalization. This method is particularly effective when only a few data points are available, which is the case for the target data in the images shown earlier.
It is shown in Fig. 5 that the image statistics vary significantly from one case to another. In Cases 1) and 2), the amount of noise and clutter is relatively small; their pdf is well separated from the target data pdf, which improves detection. On the other hand, in Cases 3) and 4), the amount of noise and clutter is relatively large, yielding strong overlapping pdfs, which complicates detection. It can be observed that, in Case 4), approximately 12% of the strongest reflections obtained are not due to targets but rather due to clutter.
The pdfs, shown in Fig. 5 , strongly suggest modeling the noise as a truncated Rayleigh distribution. The target pdf is highly dependent on the target size, material, and shape, which makes it difficult to draw general conclusions on its image statistics. From the experimental data, however, the target image pdf appears to consistently follow a truncated Gaussian distribution. Both the noise Rayleigh and the target Gaussian pdfs have also been shown to be valid assumptions in extensive experiments we have conducted using different targets. These experiments maintained the same semicontrolled lab environment and included various room items, such as chairs, tables, and file cabinets, as well as metal objects, such as cylinders, with different shapes. When evaluating the pdf, all these objects were illuminated by the same array aperture. It is noted that truncated Gaussian pdfs have also been used in [13] for describing the target distribution in multiple-location SAR/ISAR image fusion. The assumed pdfs under the null and alternative hypotheses are then
where S(·) is an operation for truncation and normalization such that
with m = 1, . . . , M,i = 1, . . . , N x , and j = 1, . . . , N y . In (14) , erf(·) represents the error function. Given p(X m (i, j)|H 0 ) and p(X m (i, j)|H 1 ), the LRT from (3) can be written as 
Since the noise and target pdfs can be, respectively, modeled as a truncated Rayleigh and a truncated Gaussian pdf, one can obtain the maximum-likelihood estimates of the respective parametersσ 0 ,μ, andσ 1 aŝ 
with m = 1, . . . , M, i = 1, . . . , N x , and j = 1, . . . , N y , where the superscript NT stands for nontruncated. In Table I , the maximum-likelihood estimates for the four considered cases are shown. It is clear that the estimates obtained using the nontruncated pdfs are close to those which are generated with the truncated pdfs. As shown by the results of Fig. 5 , the image statistics may change dramatically, depending on the scene. Since detailed knowledge of the scene is unavailable in practice, the detection scheme needs to be robust against errors in the parameter values of the assumed pdfs. It should also be noted that the conditional distributions depend on the image resolution, i.e., the array aperture and the bandwidth of the signal used to illuminate the scene. A high image resolution will lead to narrow pdfs, representing target and noise distributions. A low image resolution, on the other hand, yields blurring effects, leading to broader pdfs.
It is noted that background subtraction affects the statistics of targets, and thus, different conclusions have to be drawn when secondary data are not available.
IV. WALL EFFECTS
When acquiring the TTW radar images using, for example, the wideband beamformer presented in [11] , it is assumed that the wall parameters, such as the wall thickness d and dielectric constant , are known. However, in practice, due to operation logistics and safety factors, these quantities are generally unknown or difficult to discern accurately. Accordingly, the estimatesd andˆ are subject to errors. The effects of errors in the wall parameters on the TTW radar image and methods to accurately estimate these parameters have been treated in [14] - [17] and are not discussed in this paper. The two main effects in assuming the incorrect wall parameters d ± Δd and ± Δ stem from the changes in the focusing delays when applying the wideband beamforming algorithm, i.e., 1) target displacement (targets will be shifted away from their true positions); 2) target blurring (the targets will be out of focus, i.e., blurred). When considering the detection approach from Section II-C based on the conditional pdfs p(X m (i, j)|H 0 ) and p (X m (i, j)|  H 1 ), m = 1, . . . , M, i = 1, . . . , N x , j = 1, . . . , N y , a pure displacement of targets does not affect the distribution of target and noise samples. Blurring, however, will lead to a change of the pdfs' shape and can cause a problem for a detector, which relies on correct assumptions.
We demonstrate, in the following, the impact of wall parameter errors on the pdfs under the null and alternative hypotheses. As previously inferred, the noise and clutter samples are assumed to follow a truncated Rayleigh distribution, whereas target samples are assumed to follow a truncated Gaussian distribution.
For the "no-target" case [Case 1), Section III], the effect of wrong wall parameters d ± Δd and ± Δ is shown in Fig. 6(a) . The true wall parameters for the experiment are d = 5.625 in and = 7.66 (indicated by a black arrow). shows the change in the maximum-likelihood estimate of the scale parameterσ 0 of the Rayleigh distribution. It can be seen that when Δ > 0 and/or Δd > 0, the scale parameter increases, implying that the LRT threshold γ will mistakenly be chosen smaller. In this case, the resulting false-alarm rate will be higher than the desired α, based on (5). When Δ < 0 and/or Δd < 0, the scale parameter decreases, yielding a smaller false-alarm rate than α. Both cases are undesirable. Similar results can be obtained for the "target" case [Case 2) in Section III], which is shown in Fig. 6(b) . The sensitivity of the aforementioned detector to wall parameter ambiguities is considered a drawback, and a practical detection scheme for TTW radar images should be devised to properly cope with these effects.
Apart from image degradations due to incorrect wall parameters, one should also note that, due to multiple reflections inside the wall, "ghost targets" are likely to appear. These "ghost targets" may have similar statistics to those of real targets; however, are displaced in the image. This effect is shown in Fig. 4 .
V. ITERATIVE DETECTION APPROACH
A shortcoming of the Neyman-Pearson test presented in Section II-C is that the statistics of the TTW radar images of interest need to be known, i.e., one assumes the conditional density functions p(X m (i, j)|H 1 ) and p(X m (i, j)|H 0 ) to be available for m = 1, . . . , M, i = 1, . . . , N x and j = 1, . . . , N y . This information is target and scene dependent, which is unknown in practice, and, as such, the proposed detector may be inapplicable. We present an extension of the aforementioned detector, which iteratively adapts the parameters of the Neyman-Pearson test to the TTW radar image statistics. 
Initial values of the parametersθ
T are assumed, describing the density functions under the null and alternative hypotheses, as well as the desirable false-alarm rate α to be achieved. The Neyman-Pearson test can be applied to obtain an initial estimate of the fused binary image F NP,I (i, j), i = 1, . . . , N x , j = 1, . . . , N y , yielding the first rough indication of target locations. It is expected that, due to the pixelwise detection scheme,
. . , N y will generally be subject to outliers, i.e., isolated pixels or small regions of pixels whose intensity is higher than the average intensity of their surrounding. These outliers occur due to Type I errors. Using a preprocessing scheme, such as 2-D order-statistics filters [18] , a cleaned binary reference image F 
with i = 1, . . . , N x , j = 1, . . . , N y . T and N represent the set of target and the set of noise/clutter samples, respectively. Assuming these sets to be representative for the target and noise/clutter distributions, the maximum-likelihood estimates can be obtained, as discussed in Section III and given by (17)-(22)
where n and t are vectors containing all elements from N and T , respectively. can, in turn, be used to obtain the newly revised estimateŝ θ H 0 andθ H 1 . This procedure is continued until convergence is achieved, which is indicated by a vanishing difference between the current and the previous parameter estimates or the current and the previous fused image. A block diagram of the iterative scheme is shown in Fig. 7 . Considering the initial parameter estimates of the aforementioned iterative technique, it is preferred to have the two assumed conditional density functions p(
. . , N y of considerable overlap. This will, in essence, lead to a rather small image threshold 0 ≤ κ ≤ 1, allowing a large number of target samples in F NP,I (i, j) to be generated and used to obtainθ 
VI. EXPERIMENTAL RESULTS
In order to evaluate the performance of the Neyman-Pearson test and the proposed iterative detection scheme, we consider the problem of detecting and estimating the location of the four table legs, as has already been presented in Section III. We consider single-and multiple-view imaging using backgroundsubtracted TTW radar images.
In addition to a comparison between the standard NeymanPearson test and the proposed iterative detection scheme, we also compare the proposed detector to the order statistic constant-false alarm rate (OSCFAR) detector introduced by Rohling [19] , which has also been derived under the assumption of Rayleigh distributed clutter. As suggested by Rohling, the 75th percentile has been used to obtain the image threshold.
The image acquisition is performed using a wideband synthetic aperture TTW radar system. We consider singlepolarization arrays to be used, although the work can be extended to dual-polarization arrays [20] . The experiment was set up in the Radar Imaging Lab at Villanova University, Villanova, PA. An Agilent network analyzer, model ENA 5071B, has been chosen for synthesizing a stepped-frequency CW signal (801 × 3 MHz frequency steps, covering the 0.7-3.1-GHz band) and collecting the data. A horn antenna, model ETSLindgren 3164-04, has been used to synthesize a 57 × 57 element planar array (element distance is 0.875 in). A concrete wall with thickness d = 5.625 in and dielectric constant = 7.66 is placed in front of the TTW radar system with standoff distances d y = 40 in and d x = 0 in. In order to perform multiple-view imaging, the objects are mounted on a turntable and have been turned by 90
• to emulate imaging from a side wall.
A. Single-View Imaging, Standard Approach
When considering a single vantage point, the LRT reduces to
with i = 1, . . . , N x , j = 1, . . . , N y , where λ is defined in (16) . It is easier to evaluate the log LRT (LLRT), which can be written as
with i = 1, . . . , N x , j = 1, . . . , N y . Using a desired false-alarm rate α, the parameter γ can be calculated, as per (5). The maximum-likelihood estimates for μ, σ 0 , and σ 1 are obtained from the statistical evaluation of the true target and noise/clutter samples, as described in Section III (μ = 0.53,σ 0 = 0.19,σ 1 = 0.18). For the case considered, the wall parameters d and are assumed to be known. In Fig. 8 , the resulting binary images for various false-alarm rates (α = 0.001, 0.01, 0.05, and 0.1) are shown. The circles indicate the true position of the table legs [Case 3)]. It is evident from this specific example that a false-alarm rate of at least 1% is needed in order to identify all four table legs. Further, a strong amount of clutter, even for small false-alarm rates, can be observed in all the images.
For a more objective measure of quality of the proposed method, the receiver operating characteristic (ROC) obtained from the experimental data is evaluated, representing the probability of detection p D as a function of the probability of false alarm p FA . This empirical ROC can be obtained by choosing various nominals p FA and estimating the corresponding probability of detection p D based on the true target locations and the estimated pdfs shown in Fig. 5 . The empirical ROC is then compared with the theoretical ROC, derived using the likelihood ratio distributions f L (L|H 0 ) and f L (L|H 1 ), as well the relationships for p FA and p D
Both ROC curves are shown in Fig. 9 . It can be observed that the empirical ROC closely follows the theoretical ROC, which may suggest that the chosen pdfs under the null and alternative hypotheses reasonably match the estimated functions experimentally.
B. Single-View Imaging, Iterative Approach
One should note that the parameter estimatesμ,σ 0 , and σ 1 , which were chosen for the Neyman-Pearson test, are the maximum-likelihood estimates, given the true target and noise/ clutter data. In practice, these parameters are usually unknown.
In the following, we demonstrate the performance of the iterative detection scheme from Section V. To detect the location of the four table legs, the iterative detection scheme is applied using the following initial parameter estimates:μ 0 = 0.3,σ 0 0 = 0.1, andσ 0 1 = 0.1. Note that these initial parameters largely differ from the maximum-likelihood estimates obtained from the true target and noise/clutter data.
In Fig. 10 , the resulting binary images of the proposed scheme obtained after 1-5 iterations are shown for a falsealarm rate p FA = 0.01. In Fig. 10(a) , the initial target indication image F NP,I (i, j), i = 1, . . . , N x , j = 1, . . . , N y is shown. It can be seen that, due to the large errors introduced when using a wrong distribution parameter set, the image threshold assumes a very low value such that the targets of interest cannot be detected (the actual false-alarm ratep FA is ≈26%). After applying a 2-D order statistics filter (we chose a 5 × 5 2-D median filter for this purpose), a cleaned version F NP,I C (i, j) is obtained, as shown in Fig. 10(b) . Note that, due to the outlier removal, the false-alarm rate can already be decreased by 2%. When estimating the parameter set based on the first rough target and noise indication image F NP,I C (i, j), i = 1, . . . , N x , j = 1, . . . , N y , the Neyman-Pearson test can be used to extract a revised binary image shown in Fig. 10(c) . The four table legs, as indicated by circles, are now visible and separated from the clutter contributions (the actual false-alarm rate is ≈5%). In Fig. 10(d) , the revised binary image is shown after five iterations, giving an even better visibility of the targets and approaching the desired false-alarm rate of 1%. However, we still note significant false detections, particularly in the bottom right part of the image. These false detections, which have similar intensity and structure of those of the targets, are most likely to be "ghost targets" stemming from multipath propagation effects. Fig. 11 shows the detection result obtained when using the OSCFAR. It can be seen that the amount of clutter is higher compared with the end result of the iterative detection scheme. However, we note that the OSCFAR result could be used as an initialization step to improve the performance of the iterative detection scheme.
The convergence of the iterative detection scheme can be shown by observing the parameter estimatesμ,σ 0 , andσ 1 ; the empirical probability of false-alarmp FA ; and the empirical probability of detectionp D versus the number of iterations. These plots are shown in Fig. 12(a) and (b) . Convergence can be observed after 3-5 iterations. The parameter estimates obtained after convergence are close to the maximum-likelihood estimates; further,p FA converges to the desired probability of false alarm.
C. Multiple-View Imaging
In addition to the presentation of the Neyman-Pearson test and the iterative detection scheme, we will now consider the scenario when the scene of interest is illuminated by M = 2 vantage points, rotated by 90
• . In this case, the LRT can be written as
with i = 1, . . . , N x , j = 1, . . . , N y , where λ is defined in (16) . The LLRT, which is used for implementation purposes, can be written as with i = 1, . . . , N x and j = 1, . . . , N y . The image fusion result using the LRT is shown in Fig. 13(a) for a false-alarm rate of α = 0.01. Compared with Fig. 8(b) , a reduction of clutter can be observed when using two TTW radar images. Fig. 13(b) shows the resulting binary image one would obtain when using the simple multiplication scheme described in Section II-B. It can be seen that, in this specific case, the four table legs cannot be detected because strong reflections occur only in one of the TTW radar images and will thus be blanked out by simple multiplications.
The LRT allows for more flexibility, as detailed in Section II-C. The ROC for the multiview imaging scenario is shown in Fig. 14 . It is clear that, although the (dashed-dotted curve) ROC of the side-wall image is considerably worse than the (dotted curve) ROC of the front-wall image, fusion provides superior results. Additionally, the theoretical ROC for M = 2 is shown, which can be derived using the relation from (29).
D. 3-D Imaging
The Neyman-Pearson test, as well as the iterative approach and the OSCFAR, can easily be extended to 3-D imaging by performing the proposed detection techniques on a set of B-Scan images at different heights [21] . We consider the 3-D scene shown in Fig. 3 , using the complete height from −40 in (bottom of the table) to +20 in (top of the dihedral) with respect to the antenna array center. Fig. 15(a) shows the 3-D detection result when using the LRT with a false-alarm rate of 1% and only considering the data measured from the front wall (M = 1).
The parameter set used to tune the LRT consists of the maximum-likelihood estimates obtained in Section III, Case 3) (μ = 0.53,σ 0 = 0.19,σ 1 = 0.18), which represent the ideal parameters for the table legs' height. These can be seen as the average statistics of the whole 3-D scene (medium amount of clutter, still visible targets). It can be seen that the 3-D detection result is rather poor, which is due to the fact that the same statistics are used for every height of the 3-D image. Although the dihedral at height 0 in < h < +15.5 in is resolved (indicated by a green circle), the amount of clutter at the table's height (−40 in < h < −20 in, indicated by a red circle) is rather large. This coincides with the 2-D results described earlier.
When extending the LRT to M = 2, i.e., also considering the data measured at the side wall, the 3-D detection result is shown in Fig. 15(b) . As already demonstrated for the 2-D case, the amount of clutter is reduced, and the (red circle) table response is now visible at approximately 12-14 ft downrange. The drawback, however, is that the dihedral is no longer resolved. This is due to the fact that the parameter choice for the LRT is "tuned" to the pdfs expected at the table height. As shown in Section III, the ideal parameters for the dihedral height significantly differ from those at other heights.
The performance of the iterative approach is shown in Fig. 15(c) . The main advantage of this procedure is that it adapts itself to the image statistics which vary with height. It is clear that both the (green circle) dihedral and the (red circle) table can be resolved. Further, one can observe an additional response above the table, which is due to the (yellow circle) metal sphere. This object is not shown in either Fig. 15(a)  or (b) . However, we also observe an increasing amount of clutter at a height h > 0 in. This requires further extensions of the iterative approach to better cope with highly varying image statistics.
The 3-D result when using the OSCFAR detector is shown in Fig. 15(d) . As for the 2-D case, we observe an increased amount of clutter, which complicates detection. However, it shall be noted that one iteration of the proposed scheme needs approximately as much computation time as the OSCFAR, i.e., for 4-5 iterations, which was sufficient in our experiments, the iterative detection scheme needs 4-5 times more computations compared with the OSCFAR.
VII. CONCLUSION
In this paper, the target detection of objects behind walls has been considered. A Neyman-Pearson test has been derived for single-and multiple-view TTW radar imaging. Experimental results have been used to motivate the use of probability density functions to describe the null and alternative hypotheses. Furthermore, the effect of wall parameter errors on these pdfs has been examined. An iterative detection scheme has been developed which adapts the detector parameters to the radar image statistics. Both detection schemes have been evaluated using real data in a semicontrolled environment. It was shown that the ROCs of the detector can be improved by using multiple vantage points for image acquisition. The proposed iterative detection scheme has shown good performance when applied to the experimental data, where the detector parameters are unknown.
