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bouligand–levenberg–marquardt iteration for a
non-smooth ill-posed inverse problem
Christian Clason∗ Vu Huu Nhu†
Abstract In this paper, we consider a modied Levenberg–Marquardt method for solving an
ill-posed inverse problem where the forward mapping is not Gâteaux dierentiable. By relaxing the
standard assumptions for the classical smooth setting, we derive asymptotic stability estimates that
are then used to prove the convergence of the proposed method. This method can be applied to an
inverse source problem for a non-smooth semilinear elliptic PDE where a Bouligand subdierential
can be used in place of the non-existing Fréchet derivative, and we show that the correspond-
ing Bouligand–Levenberg–Marquardt iteration is an iterative regularization scheme. Numerical
examples illustrate the advantage over the corresponding Bouligand–Landweber iteration.
1 introduction
We consider the inverse problems of the form
(1.1) F (u) = yδ ,
where F : D(F ) ⊂ U → Y is a non-smooth (i.e., not necessarily Gâteaux dierentiable) nonlinear opera-
tor between Hilbert spaces and the available data yδ are some approximations of the corresponding
true data y† := F (u†). Furthermore, D(F ) denotes the domain of F and u† is the unknown true solution
that needs to be reconstructed.
A typical example of problem (1.1) is the case whereU = Y := L2(Ω) and F is the solution operator
of the non-smooth semilinear elliptic equation
(1.2) −∆y + max(0,y) = u in Ω, y ∈ H 10(Ω)
with u ∈ L2(Ω) and a bounded domain Ω ⊂ Rd , d ∈ {2, 3}. In this case, F is not Gâteaux dierentiable
at u† if the set of x ∈ Ω such that y†(x) = 0 has positive measure; see [3, Prop. 3.4]. Moreover, F is
completely continuous (see [3, Lem. 3.2]), and (1.1) is therefore ill-posed in the sense that the solution
to (1.1) does not depend continuously on the data. A stable solution of (1.1) thus needs regularization
techniques. Here we consider iterative regularization techniques, which construct a sequence {uδn } of
approximations to u† and ensure stability by early stopping at an iteration index N (δ ,yδ ) chosen, e.g.,
according to Morozov’s discrepancy principle; see, e.g., [4, 15]. Iterative methods have the advantage
over variational methods such as Tikhonov regularization that the selection of the regularization
parameter (in this case, the stopping index) is part of the method and does not have to be performed
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by, e.g., checking a sequence of candidates or using additional information on the smoothness of the
forward operator that is often not available. An iterative regularization method for (1.2) of Landweber
type (which can be interpreted as a generalized gradient descent) was proposed and analyzed in [3].
However, like any rst-order scheme, it usually requires a large number of iterations to satisfy the
discrepancy principle, especially for small noise. This motivates considering iterative regularization
methods of Newton type.
Recall that the Newton method for the smooth version of (1.1) with a continuously Fréchet dieren-
tiable operator F reads as
F ′(uδn )(uδn+1 − uδn ) = yδ − F (uδn ),
where F ′(u) : U → Y denotes the Gâteaux derivative of F at u ∈ D(F ). However, if (1.1) is ill-posed, this
equation is generally ill-posed as well and needs to be regularized. Applying Tikhonov regularization
leads to the Levenberg–Marquardt method
(1.3) uδn+1 = argminu ∈D(F ) ‖F ′(uδn )(u − uδn ) − yδ − F (uδn )‖2Y + αn ‖u − uδn ‖2U
or, equivalently,
(1.4) uδn+1 = uδn +
(
αnI + F
′(uδn )∗F ′(uδn )
)−1
F ′(uδn )∗
(
yδ − F (uδn )
)
,
where αn > 0 is the Tikhonov parameter. For a linear operator, this method coincides with the non-
stationary iterated Tikhonov method studied in, e.g., [1, 7]. As noted above, for noisy data the iteration
has to be terminated at a stopping index Nδ := N (δ ,yδ ) < ∞ in order to be stable. Assuming that
‖yδ − y†‖Y ≤ δ and that the Tikhonov parameters αn are chosen via a Morozov discrepancy principle,
[6] showed the regularization property uδNδ → u† as δ → 0 as well as the logarithmic estimate
(1.5) Nδ = O (1 + | log(δ )|) ,
provided that
(1.6) ‖F (u1) − F (u2) − F ′(u2)(u1 − u2)‖Y ≤ c ‖u1 − u2‖U ‖F (u1) − F (u2)‖Y
for all u1,u2 ∈ BU (u†, ρ) and for some constants c, ρ > 0. In [9], the regularization property as well
as the logarithmic estimate (1.5) of the Levenberg–Marquardt method was shown under the a priori
choice
(1.7) αn = α0rn , n = 0, 1, . . .
with α0 > 0 and r ∈ (0, 1) and under the assumption that for any u1,u2 ∈ BU (u†, ρ), there exists a
bounded linear operator Q(u1,u2) : Y → Y satisfying
(1.8) F ′(u1) = Q(u1,u2)F ′(u2) and ‖I −Q(u1,u2)‖L(Y ) ≤ L‖u1 − u2‖U
for some constant L > 0. It is noted that the convergence analysis in [6, 9] requires the stability of the
method, that is, there holds
uδn → un as δ → 0 for all n ≤ N (δ ,yδ )
with δ small enough, where uδn and un are generated by the method corresponding to the noisy
(δ > 0) and the noise-free (δ = 0) situations, respectively. The continuity of the derivative F ′ (or more
specically, of the linear operator in the right-hand side of (1.4)) with respect to u is therefore essential.
The purpose of this work is to present a modied Levenberg–Marquardt method for solving (1.1) in
the spirit of [24, 3], where we replace the – possibly nonexistent – Fréchet derivative F ′(u) in (1.4) by
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another suitable bounded linear operator Gu . Our main aim is to show the regularization property
of the proposed algorithm under the choice (1.7) of Tikhonov parameters and conditions that relax
(1.6) and (1.8). We also prove the logarithmic estimate (1.5) of the stopping index. However, unlike the
situation in [6, 9], we lack the continuity of the mapping D(F ) 3 u 7→ Gu ∈ L(U ,Y ). To overcome this
essential diculty, we shall combine a technique from [9] with the approach in [3] to prove asymptotic
stability estimates of iterates uδn ; see Section 2.3 and Proposition 2.19 in place of the missing stability of
the method. The proposed method is then applied to a non-smooth ill-posed inverse problem where
the forward operator is the solution mapping of (1.2). In this case, the operator Gu can be taken from
the Bouligand subdierential of the forward mapping and explicitly characterized by the solution
of a suitable linearized PDE, see Proposition 3.1 below. We refer to this special case of the modied
Levenberg–Marquardt method as Bouligand–Levenberg–Marquardt iteration.
Let us briey comment on related literature. Newton-type methods, and in particular the Levenberg–
Marquardt method, for approximately solving smooth nonlinear ill-posed problems have been exten-
sively investigated in Hilbert spaces; see, e.g. [4, 6, 15, 25, 18, 23, 22, 21] and the references therein. More
recently, inverse problems in Banach spaces have attracted increasing attention, and corresponding
iterative regularization methods of Newton-type have been developed, e.g., in [10, 13, 11, 12, 20, 19, 16, 14].
Considering (1.3) in Banach spaces (in particular, L1 or the space of functions of bounded variation) or
including additional constraints can lead to non-smooth optimization problems; however, none of the
works so far has focused on inverse problems for non-smooth forward operators.
Organization. This paper is organized as follows. After briey summarizing basic notation, we present
the convergence analysis of the modied Levenberg–Marquardt method in Section 2: Section 2.1 is
devoted to its well-posedness and the logarithmic estimate of the stopping index Nδ ; in Section 2.2, we
prove its convergence in the noise-free case; in Section 2.3 we verify its asymptotic stability estimates,
which are crucial for the proof of the regularization property of the iterative method in Section 2.4.
Section 3 introduces an application of the modied Levenberg–Marquardt method to the non-smooth
ill-posed inverse source problem for (1.2). Finally, some numerical examples are provided in Section 4.
Notation. For a Hilbert space X , we denote by (·, ·)X and ‖ · ‖X , respectively, the inner product and
the norm on X . For a given z belonging to a Banach space Z and ρ > 0, by BZ (z, ρ) and BZ (z, ρ) we
denote, respectively, the open and closed balls in Z of radius ρ centered at z. For each measurable
function u on Ω and a subset T ⊂ R, the notation {u ∈ T } stands for the sets of almost every x ∈ Ω at
which u(x) ∈ T . Similarly, given measurable functions u,v on Ω and subsets T1,T2 ⊂ R, we denote the
set of a.e. x ∈ Ω such that u(x) ∈ T1 and v(x) ∈ T2 by {u ∈ T1,v ∈ T2}. For a measurable set S in Rd ,
we write |S | for the d-dimensional Lebesgue measure of S and denote by 1S the characteristic function
of the set S , i.e., 1S (s) = 1 if s ∈ S and 1S (s) = 0 if s < S . The adjoint operator, the null space, and the
range of a linear operator G will be denoted by G∗, N(G), and R(G), respectively. Finally, we denote
by L(X ) and L(X ,Y ) the set of all bounded linear operators from Hilbert space X to itself and from X
to another Hilbert space Y , respectively.
2 a modified levenberg–marquardt method
LetU andY be real Hilbert spaces and F a non-smooth mapping fromU toY with its domain D(F ) ⊂ U .
We consider the non-smooth ill-posed problem
(2.1) F (u) = yδ ,
where the noisy data yδ satisfy
(2.2) ‖yδ − y†‖Y ≤ δ
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with y† ∈ R(F ). From now on, let u† be an arbitrary, but xed, solution of (2.1) corresponding to the
exact data y†. For a given number ρ > 0, we denote by Sρ (u†) the set of all solutions in BU (u†, ρ) of
(2.1) corresponding the exact data, that is,
Sρ (u†) :=
{
u∗ ∈ D(F ) : F (u∗) = y†, ‖u∗ − u†‖U ≤ ρ
}
.
Throughout this work, we make the following assumptions on F .
(a1) There exists a constant ρ0 > 0 such that BU (u†, ρ0) ⊂ D(F ). Furthermore, there exists a family
of bounded linear operators {Gu : u ∈ BU (u†, ρ)} ⊂ L(U ,Y ) such that for all ρ ∈ (0, ρ0] and u, uˆ
in BU (u†, ρ), there holds the generalized tangential cone condition
(GTCC) ‖F (uˆ) − F (u) −Gu (uˆ − u)‖Y ≤ η(ρ)‖F (uˆ) − F (u)‖Y
for some non-decreasing function η : (0, ρ0] → (0,∞) satisfying
(2.3) η0 := η(ρ0) < 1.
Moreover, for any pairu1,u2 ∈ BU (u†, ρ0), there exists a bounded linear operatorQ(u1,u2) ∈ L(Y )
such that
(2.4) Gu1 = Q(u1,u2)Gu2
and that for all ρ ∈ (0, ρ0],
(2.5) ‖I −Q(u, uˆ)‖L(Y ) ≤ κ(ρ) for all u, uˆ ∈ BU (u†, ρ)
and for some non-negative and non-decreasing function κ on (0, ρ0] with κ0 := κ(ρ0).
(a2) The operator Gu† : U → Y is compact.
We will furthermore require that κ(ρ) and η(ρ) can be made suciently small by choosing ρ small
enough; we will make this more precise during the analysis in this section. In Section 3.2, we will
verify that this is possible for the Bouligand–Levenberg–Marquardt method applied to the non-smooth
PDE (1.2).
Remark 2.1. If (GTCC) is valid, then for all ρ ∈ (0, ρ0] and u, uˆ ∈ BU (u†, ρ), there hold
‖F (uˆ) − F (u) −Gu (uˆ − u)‖Y ≤ η(ρ)1 − η0 ‖Gu (uˆ − u)‖Y(2.6)
and
‖F (uˆ) − F (u)‖Y ≤ 11 − η0 ‖Gu (uˆ − u)‖Y ,(2.7)
where the last inequality leads to the continuity of F at u and hence on BU (u†, ρ). Moreover, if (2.5)
holds, then it holds that
(2.8) ‖Q(u1,u2)‖L(Y ) ≤ κ0 + 1
for all u1,u2 ∈ BU (u†, ρ0). In addition, if Assumptions (a1) and (a2) are satised, then all of Assump-
tions (a1) and (a2) are fullled with F and Gu replaced, respectively, by tF and tGu for some positive
number t small enough.
Clason, Nhu Bouligand–Levenberg–Marquardt iteration for a non- . . .
arxiv: 1902.10596, 2019-06-23 page 5 of 40
We shall consider the modied Levenberg–Marquardt method dened as
(2.9) uδn+1 = uδn +
(
αnI +G
∗
uδn
Guδn
)−1
G∗
uδn
(
yδ − F (uδn )
)
, n = 0, 1, . . . ,
where uδ0 := u0 and {αn} is given by
(2.10) αn = α0rn , n = 0, 1, . . .
for some constants α0 > 0 and r ∈ (0, 1). We will assume that α0 is chosen such that
(2.11) ‖Gu† ‖L(U ,Y ) ≤ α 1/20 .
Note that according to Remark 2.1, this condition can be enforced for any α0 > 0 by scaling the problem
(1.1) as well as Gu accordingly.
The iteration is terminated via the discrepancy principle
(2.12) ‖yδ − F (uδNδ )‖Y ≤ τδ < ‖yδ − F (uδn )‖Y for all 0 ≤ n < Nδ ,
where τ > 1 is a given number. Here Nδ := N (δ ,yδ ) stands for the stopping index of the iterative
method.
By {un}, we denote the sequence of iterates dened by (2.9) corresponding to the noise free case
(δ = 0), i.e.,
(2.13) un+1 = un +
(
αnI +G
∗
unGun
)−1
G∗un
(
y† − F (un)
)
, n = 0, 1, . . .
For ease of exposition, from now on, we use the notations
eδn := uδn − u†, Gδn := Guδn , Aδn := Gδ∗n Gδn , Bδn := GδnGδ∗n ,
en := un − u†, Gn := Gun , An := G∗nGn , Bn := GnG∗n ,
G† := Gu† , A := G∗†G†, B := G†G
∗
†.
Remark 2.2. If F is smooth and if Gu = F ′(u), then (2.9) coincides with the classical Levenberg–
Marquardt method; see, e.g., [15, 25, 6, 9].
2.1 well-posedness
We rst show the well-posedness of the proposed iterative method as well as the logarithmic estimate
of the stopping index Nδ .
The rst lemma gives a useful tool to estimate the dierence between iterates.
Lemma 2.3 (cf. [9, Lem. 2]). Assume that (2.4) and (2.5) are fullled. Let ρ ∈ (0, ρ0]. For any u,v ∈
BU (u†, ρ), let Au := G∗uGu and Av := G∗vGv . Then for any α > 0, the following identities hold
(α I +Au )−1 − (α I +Av )−1 = (α I +Av )−1G∗vRα (u,v)(2.14)
and
(α I +Au )−1G∗u − (α I +Av )−1G∗v = (α I +Av )−1G∗vSα (u,v),(2.15)
where Rα (u,v) : U → Y and Sα (u,v) : Y → Y are bounded linear operators satisfying
(2.16) ‖Rα (u,v)‖L(U ,Y ) ≤ α−1/2κ(ρ) and ‖Sα (u,v)‖L(Y ) ≤ 3κ(ρ).
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Proof. The proof is analogous to that in [9]. We see from (2.4) that
(α I +Au )−1 − (α I +Av )−1
= (α I +Av )−1 (Av −Au ) (α I +Au )−1
= (α I +Av )−1
(
G∗v (Gv −Gu ) + (G∗v −G∗u )Gu
) (α I +Au )−1
= (α I +Av )−1 (G∗v (Q(v,u) − I )Gu +G∗v (I −Q(u,v)∗)Gu ) (α I +Au )−1
= (α I +Av )−1G∗v ((Q(v,u) − I ) + (I −Q(u,v)∗))Gu (α I +Au )−1
= (α I +Av )−1G∗vRα (u,v)
with
Rα (u,v) := ((Q(v,u) − I ) + (I −Q(u,v)∗))Gu (α I +Au )−1 .
Easily, (2.5) and Lemma a.4 ensure that Rα (u,v) satises the rst inequality in (2.16). On the other
hand, using (2.4) and the above representation yields
(α I +Au )−1G∗u − (α I +Av )−1G∗v = (α I +Av )−1 (G∗u −G∗v ) +
[(α I +Au )−1 − (α I +Av )−1] G∗u
= (α I +Av )−1G∗v (Q(u,v)∗ − I ) + (α I +Av )−1G∗vRα (u,v)G∗u
= (α I +Av )−1G∗vSα (u,v)
with
Sα (u,v) := Q(u,v)∗ − I + Rα (u,v)G∗u
= Q(u,v)∗ − I + ((Q(v,u) − I ) + (I −Q(u,v)∗)) (αI + Bu )−1 Bu
and Bu := GuG∗u . From the denition of Sα , (2.5) and Lemma a.3 lead to the second inequality in
(2.16). 
To simplify the notation in the following proofs, we introduce the constants
(2.17) c0 :=
1√
r
, c1 :=
1
1 − √r , c2 :=
1√
r (1 − √r ) , c3 :=
√
r
1 − r , c4 :=
1
1 − r ,
as well as
(2.18) K0(r ,ν ) := 1√
r
(
rν−1/2 − 1) , K1(r ,ν ) := 1r (rν−1/2 − 1)
for 0 ≤ ν < 12 .
Let now N˜δ ∈ N be such that
(2.19) αN˜δ ≤
(
δ
γ0‖e0‖U
)2
< αn for all 0 ≤ n < N˜δ ,
for a constant
γ0 >
2c0
(1 − η0)(τ − τ0)
with τ > τ0 > 1. We can now prove a logarithmic estimate for N˜δ , which will later be used to obtain
the corresponding estimate for the actual stopping index Nδ .
Lemma 2.4. Let N˜δ be dened by (2.19). Then there holds
N˜δ = O(1 + | log(δ )|).
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Proof. From (2.19) and (2.10), we conclude that(
δ
γ0‖e0‖U
)2
< α0r
N˜δ−1,
which, together with the fact that 0 < r < 1, directly gives
N˜δ < 1 + 2 logr δ − 2 logr (γ0‖e0‖U ) − logr α0
and hence the desired estimate. 
We now show a uniform bound on the iterates and the error by, if necessary, further restricting the
radius ρ of the neighborhood of u†.
Lemma 2.5 (cf. [9, Lem. 4]). Let {αn} be dened by (2.10) and (2.11). Assume that Assumption (a1) holds.
Assume further that there exists a positive constant ρ1 ≤ ρ0 such that
(2.20)

2κ(ρ1) + c01 − η0 (1 + 3κ0)η(ρ1) ≤
c0
2c2
(c1 + 3)κ(ρ1) + 2c21 − η0 (1 + 3κ0)η(ρ1) ≤ 1.
Let ρ ∈ (0, ρ1] be arbitrary and let u0 ∈ U be such that (2 + c1γ0)‖e0‖U < ρ. Then there hold
(i) uδn ∈ BU (u†, ρ);
(ii) ‖eδn ‖U ≤ (2 + c1γ0) ‖e0‖U < ρ;
(iii) ‖G†eδn ‖Y ≤ (c0 + 2c2γ0) ‖e0‖Uα 1/2n
for all 0 ≤ n ≤ N˜δ , where the constants ci , i = 0, 1, 2, are given by (2.17).
Proof. It is sucient to show (ii) and (iii) by induction on n with 0 ≤ n ≤ N˜δ . Obviously, (ii) and (iii)
are fullled with n = 0. Now for any xed 0 ≤ l < N˜δ , we assume that (ii) and (iii) hold true for all
0 ≤ n ≤ l . We shall prove these assertions for n = l + 1. To this end, we set for any 0 ≤ m ≤ l
(2.21) zδm := F (uδm) − y† −Gδmeδm .
Moreover, we see from (2.9) and the identity I = α(α I +T )−1 + (α I +T )−1T that
eδm+1 = u
δ
m+1 − u†
= eδm +
(
αnI +A
δ
m
)−1
Gδ∗m
(
yδ − F (uδm)
)
= αm
(
αmI +A
δ
m
)−1
eδm +
(
αmI +A
δ
m
)−1
Aδme
δ
m +
(
αmI +A
δ
m
)−1
Gδ∗m
(
yδ − F (uδm)
)
= αm
(
αmI +A
δ
m
)−1
eδm +
(
αmI +A
δ
m
)−1
Gδ∗m
(
yδ − F (uδm) +Gδmeδm
)
= αm
(
αmI +A
δ
m
)−1
eδm +
(
αmI +A
δ
m
)−1
Gδ∗m
(
yδ − y† − zδm
)
,
which together with Lemma 2.3 gives
eδm+1 = αm (αmI +A)−1
[
I +G∗†Rαm (uδm ,u†)
]
eδm
+ (αmI +A)−1G∗†
[
I + Sαm (uδm ,u†)
] (
yδ − y† − zδm
)
.
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Consequently, it holds that
(2.22) eδm+1 = αm (αmI +A)−1 eδm + (αmI +A)−1G∗†wδm
with
(2.23) wδm := αmRαm (uδm ,u†)eδm +
[
I + Sαm (uδm ,u†)
] (
yδ − y† − zδm
)
.
The denition of wδm and the estimates (2.16) imply that
‖wδm ‖Y ≤ κ(ρ)α 1/2m ‖eδm ‖U + (1 + 3κ(ρ))
(
δ + ‖zδm ‖Y
)
.
Furthermore, (GTCC) and (2.7) give
(2.24) ‖zδm ‖Y ≤
η(ρ)
1 − η0 ‖G†e
δ
m ‖Y .
We thus have
(2.25) ‖wδm ‖Y ≤ κ(ρ)α 1/2m ‖eδm ‖U + (1 + 3κ(ρ))
(
δ +
η(ρ)
1 − η0 ‖G†e
δ
m ‖Y
)
.
By telescoping (2.22), we obtain
(2.26) eδl+1 =
l∏
m=0
αm (αmI +A)−1 e0 +
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I +A
)−1
G∗†w
δ
m
and thus
(2.27) G†eδl+1 =
l∏
m=0
αm (αmI + B)−1G†e0 +
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I + B
)−1
Bwδm ,
where we have used that identityG† (α I +A)−1 = (αI + B)−1G†. Applying Lemmas a.3 and a.4 to (2.26)
and using (2.25) yields
‖eδl+1‖U ≤ ‖e0‖U +
1
2
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2
‖wδm ‖Y
≤ ‖e0‖U + 12
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2 [
κ(ρ)α 1/2m ‖eδm ‖U + (1 + 3κ(ρ))
(
δ +
η(ρ)
1 − η0 ‖G†e
δ
m ‖Y
)]
.
We now use the induction hypothesis to deduce that
‖eδl+1‖U ≤ ‖e0‖U +
1
2
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2
κ(ρ)α 1/2m (2 + c1γ0) ‖e0‖U
+
1
2
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2 [
(1 + 3κ(ρ))
(
δ +
η(ρ)
1 − η0 (c0 + 2c2γ0) ‖e0‖Uα
1/2
m
)]
.
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From the choice of N˜δ , there holds that δ ≤ γ0‖e0‖Uα 1/2m for all 0 ≤ m ≤ l < N˜δ . The above estimates
and Lemma a.1 imply that
‖eδl+1‖U ≤ ‖e0‖U +
1
2
l∑
m=0
α−1/2m
(
l∑
j=m
α−1j
)−1/2
κ(ρ) (2 + c1γ0) ‖e0‖U
+
1
2
l∑
m=0
α−1/2m
(
l∑
j=m
α−1j
)−1/2 [
(1 + 3κ(ρ))
(
γ0 +
η(ρ)
1 − η0 (c0 + 2c2γ0)
)]
‖e0‖U
≤ ‖e0‖U + 12c1‖e0‖U
[
κ(ρ) (2 + c1γ0) + (1 + 3κ(ρ))
(
γ0 +
η(ρ)
1 − η0 (c0 + 2c2γ0)
)]
= ‖e0‖U
[
1 + c12 H1(ρ) +
c1
2 γ0(1 + H2(ρ))
]
with
H1(ρ) := 2κ(ρ) + (1 + 3κ(ρ))c0η(ρ)1 − η0 , H2(ρ) := (c1 + 3)κ(ρ) +
2c2η(ρ)
1 − η0 (1 + 3κ(ρ)).
Combining this with the monotonic growth of κ,η on (0, ρ0], the fact that c0/(2c2) ≤ 2/c1, and (2.20)
yields
(2.28) ‖eδl+1‖U ≤ ‖e0‖U (2 + c1γ0) .
On the other hand, (2.27) along with Lemmas a.3 and a.4 gives
‖G†eδl+1‖Y ≤
1
2
(
l∑
j=0
α−1j
)−1/2
‖e0‖U +
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1
‖wδm ‖Y .
From this, Lemma a.1, and (2.25), the induction hypothesis and the choice of N˜δ satisfying (2.19) lead to
‖G†eδl+1‖Y ≤
1
2c0α
1/2
l+1‖e0‖U + ‖e0‖U
l∑
m=0
α−1/2m
(
l∑
j=m
α−1j
)−1
·
[
κ(ρ)(2 + c1γ0) + (1 + 3κ(ρ))
(
γ0 +
η(ρ)
1 − η0 (c0 + 2c2γ0)
)]
≤ ‖e0‖Uα 1/2l+1
{
1
2c0 + c2
[
κ(ρ)(2 + c1γ0) + (1 + 3κ(ρ))
(
γ0 +
η(ρ)
1 − η0 (c0 + 2c2γ0)
)]}
≤ ‖e0‖Uα 1/2l+1
[
1
2c0 + c2H1(ρ) + c2γ0 (1 + H2(ρ))
]
.
From this, the monotonic growth of κ,η on (0, ρ0] and (2.20), we have that
‖G†eδl+1‖Y ≤ (c0 + 2c2γ0) ‖e0‖Uα 1/2l+1,
which together with (2.28) implies that (ii) and (iii) are fullled with n = l + 1. 
By using a similar argument for {un} dened by (2.13), we obtain the following result.
Lemma 2.6 (cf. [9, Lem. 5]). Let {αn} be dened by (2.10) and (2.11). Assume that Assumption (a1) and
the rst condition in (2.20) hold. Then, for any u0 ∈ U such that 2‖e0‖U < ρ with ρ ∈ (0, ρ1], there hold
(i) un ∈ BU (u†, ρ);
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(ii) ‖en ‖U ≤ 2‖e0‖U < ρ;
(iii) ‖G†en ‖Y ≤ c0‖e0‖Uα 1/2n
for all n ≥ 0.
The next lemma is a crucial tool in our analysis to prove the well-posedness of the method as well
as the asymptotic stability estimates.
Lemma 2.7. Assume that all assumptions in Lemma 2.5 are satised. Then
(2.29) uδn+1 − un+1 = αn (αnI +A)−1 (uδn − un) +
5∑
i=1
s(i)n for all 0 ≤ n < N˜δ ,
where
(2.30) s(i)n = (αk I +A)−1G∗†ξ (i)n , i = 1, . . . , 5
with some ξ (i)n ∈ Y satisfying
(2.31)
4∑
i=1
‖ξ (i)n ‖Y ≤ L1(ρ)
(
α 1/2n ‖en ‖U + α 1/2n ‖uδn − un ‖U + ‖G†en ‖Y + ‖G†(uδn − un)‖Y
)
and
(2.32) ξ (5)n = (yδ − y†) + ξ˜ (5)n with ‖ξ˜ (5)n ‖Y ≤ L1(ρ)δ
for
(2.33) L1(ρ) := max
{
3κ(ρ), (1 + 3κ0)
(
2 + 3η01 − η0
)
κ(ρ), (1 + 3κ0)(1 + κ0)1 − η0 η(ρ)
}
.
Proof. For anym ∈ N, we dene
(2.34) zm := F (um) − y† −Gmem .
We thus obtain from (2.9), (2.13), (2.21), and (2.34) that
uδn+1 − un+1 = uδn − un +
(
αnI +A
δ
n
)−1
Gδ∗n
(
yδ − F (uδn )
)
− (αnI +An)−1G∗n
(
y† − F (un)
)
= uδn − un +
(
αnI +A
δ
n
)−1
Gδ∗n
(
yδ − y† − zδn −Gδneδn
)
+ (αnI +An)−1G∗n (zn +Gnen)
= uδn − un +
(
αnI +A
δ
n
)−1
Gδ∗n
(
yδ − y†
)
−
(
αnI +A
δ
n
)−1
Gδ∗n z
δ
n
+ (αnI +An)−1G∗nzn +
[
(αnI +An)−1 Anen −
(
αnI +A
δ
n
)−1
Aδne
δ
n
]
.
Furthermore, using the identity (α I +T )−1T = I − α(αI +T )−1 gives
(αnI +An)−1 Anen −
(
αnI +A
δ
n
)−1
Aδne
δ
n
= (αnI +An)−1 An(un − uδn ) +
[
(αnI +An)−1 An −
(
αnI +A
δ
n
)−1
Aδn
]
eδn
= (αnI +A)−1 A(un − uδn ) + αn
[(αnI +An)−1 − (αnI +A)−1] (uδn − un)
+ αn
[(
αnI +A
δ
n
)−1 − (αnI +An)−1] eδn
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and thus
(αnI +An)−1 Anen −
(
αnI +A
δ
n
)−1
Aδne
δ
n = (αnI +A)−1 A(un − uδn )
+ αn
[(
αnI +A
δ
n
)−1 − (αnI +A)−1] (uδn − un) + αn [(αnI +Aδn)−1 − (αnI +An)−1] en .
Dening
s(1)n := αn
[(
αnI +A
δ
n
)−1 − (αnI +A)−1] (uδn − un),
s(2)n := αn
[(
αnI +A
δ
n
)−1 − (αnI +An)−1] en ,
s(3)n :=
[
(αnI +An)−1G∗n −
(
αnI +A
δ
n
)−1
Gδ∗n
]
zn ,
s(4)n :=
(
αnI +A
δ
n
)−1
Gδ∗n (zn − zδn ),
s(5)n :=
(
αnI +A
δ
n
)−1
Gδ∗n (yδ − y†)
yields (2.29). We now verify (2.30), (2.31), and (2.32). To this end, we use Lemma 2.3 and obtain that
s(1)n = αn (αnI +A)−1G∗†Rαn (uδn ,u†)(uδn − un),
and so (2.30) holds for i = 1 with
ξ (1)n := αnRαn (uδn ,u†)(uδn − un).
Note that uδn ,un ∈ B(u†, ρ), according to Lemmas 2.5 and 2.6. We thus deduce from (2.16) that
(2.35) ‖ξ (1)n ‖Y ≤ κ(ρ)α 1/2n ‖uδn − un ‖U .
Similarly, we obtain
(2.36)

ξ (2)n := αn
[
I + Sαn (un ,u†)
]
Rαn (uδn ,un)en ,
ξ (3)n := −
[
I + Sαn (un ,u†)
]
Sαn (uδn ,un)zn ,
ξ (4)n :=
[
I + Sαn (uδn ,u†)
] (zn − zδn ),
ξ (5)n :=
[
I + Sαn (uδn ,u†)
] (yδ − y†)
and (2.30) then follows. Obviously, (2.32) is veried with ξ˜ (5)n := Sαn (uδn ,u†)(yδ − y†). It remains to
prove the estimate (2.31). First, it is easy to see from (2.16) and the denition of ξ (2)n in (2.36) that
(2.37) ‖ξ (2)n ‖Y ≤ (1 + 3κ(ρ))κ(ρ)α 1/2n ‖en ‖U .
As a result of (GTCC), we have
‖zn ‖Y ≤ η(ρ)1 − η0 ‖G†en ‖Y ,
which together with (2.16) and the denition of ξ (3)n yields
(2.38) ‖ξ (3)n ‖Y ≤ 3κ(ρ)η(ρ)(1 + 3κ(ρ))1 − η0 ‖G†en ‖Y .
Clason, Nhu Bouligand–Levenberg–Marquardt iteration for a non- . . .
arxiv: 1902.10596, 2019-06-23 page 12 of 40
Furthermore, we can conclude from the denitions of zδn and zn , (GTCC), (2.4), and (2.5) that
‖zδn − zn ‖Y ≤ ‖F (un) − F (uδn ) −Gδn (un − uδn )‖Y + ‖(Gn −Gδn )en ‖Y
≤ η(ρ)1 − η0 ‖Gn(un − u
δ
n )‖Y + ‖Q(un ,u†) −Q(uδn ,u†)‖L(Y )‖G†en ‖Y
≤ η(ρ)1 − η0 ‖Q(un ,u
†)G†(un − uδn )‖Y + ‖Q(un ,u†) −Q(uδn ,u†)‖L(Y )‖G†en ‖Y
≤ η(ρ)1 − η0 (1 + κ(ρ))‖G†(un − u
δ
n )‖Y + 2κ(ρ)‖G†en ‖Y .
This, the denition of ξ (4)n , and (2.16) therefore imply that
‖ξ (4)n ‖Y ≤ (1 + 3κ(ρ))
[
1 + κ(ρ)
1 − η0 η(ρ)‖G†(un − u
δ
n )‖Y + 2κ(ρ)‖G†en ‖Y
]
.
From this, (2.35), (2.37), (2.38), and the monotonic growth of κ on (0, ρ0], we obtain (2.31). 
Lemma 2.8. Let all assumptions of Lemma 2.7 be satised. Then there hold
(2.39) ‖uδl+1 − ul+1‖U ≤
1
2c3 (1 + L1(ρ))
δ√
αl+1
+
L1(ρ)
2
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2
σm
and
(2.40) ‖G†(uδl+1 − ul+1) − yδ + y†‖Y ≤ δ (1 + c4L1(ρ)) + L1(ρ)
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1
σm
for all 0 ≤ l < N˜δ with L1(ρ) dened as (2.33) and
σm := α 1/2m ‖em ‖U + α 1/2m ‖uδm − um ‖U + ‖G†em ‖Y + ‖G†(uδm − um)‖Y .
Proof. Telescoping (2.29) and (2.30) gives
(2.41) uδl+1 − ul+1 =
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I +A
)−1
G∗†
5∑
i=1
ξ (i)m
and thus
(2.42) G†(uδl+1 − ul+1) − (yδ − y†)
=
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I + B
)−1
B
[ 4∑
i=1
ξ (i)m + ξ˜
(5)
m
]
+
[
I −
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I + B
)−1
B
]
(y† − yδ )
=
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I + B
)−1
B
[ 4∑
i=1
ξ (i)m + ξ˜
(5)
m
]
+
l∏
j=0
α j
(
α j I + B
)−1 (y† − yδ ),
where we have used the identity
I −
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I + B
)−1
B =
l∏
j=0
α j
(
α j I + B
)−1
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to obtain the last equality. Applying Lemma a.4 to (2.41) and exploiting the estimates (2.31) as well as
(2.32) yields
‖uδl+1 − ul+1‖U
≤ 12
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2 5∑
i=1
‖ξ (i)m ‖Y
≤ L1(ρ)2
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2 (
α 1/2m ‖em ‖U + α 1/2m ‖uδm − um ‖U + ‖G†em ‖Y + ‖G†(uδm − um)‖Y
)
+
1
2δ (1 + L1(ρ))
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2
.
The estimate (2.39) then follows from the above estimate and Lemma a.1. Similarly, applying Lemma a.3
to (2.42), using Lemma a.1, and exploiting the estimates (2.31) as well as (2.32) yield
‖G†(uδl+1 − ul+1) − yδ + y†‖Y
≤ δ +
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1 [ 4∑
i=1
‖ξ (i)m ‖Y + ‖ξ˜ (5)m ‖Y
]
≤ L1(ρ)
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1 (
α 1/2m ‖em ‖U + α 1/2m ‖uδm − um ‖U + ‖G†em ‖Y + ‖G†(uδm − um)‖Y
)
+ δ (1 + c4L1(ρ)) ,
which gives (2.40). 
Corollary 2.9. Under the assumptions in Lemma 2.8, there hold that
(2.43) ‖G†(uδl − ul ) − yδ + y†‖Y ≤ δ (1 + c4L1(ρ)) + L1(ρ)c2 [(6 + 3c0) + γ0(c1 + 2c2)] ‖e0‖Uα 1/2l
and
(2.44) ‖F (uδl ) − F (ul ) − yδ + y†‖Y ≤ δ (1 + c4L1(ρ)) + (L2(ρ) + γ0L3(ρ)) ‖e0‖Uα 1/2l
for all 0 ≤ l ≤ N˜δ with
(2.45)

L2(ρ) := c2(6 + 3c0)L1(ρ) + 2c0
[ (1 + κ0)
1 − η0 η(ρ) + κ(ρ)
]
,
L3(ρ) := c2(c1 + 2c2)L1(ρ) + 2c2
[ (1 + κ0)
1 − η0 η(ρ) + κ(ρ)
]
.
Proof. It suces to prove (2.43) and (2.44) for all 1 ≤ l ≤ N˜δ . According to (2.40), Lemmas 2.5 and 2.6,
we have
‖G†(uδl − ul ) − yδ + y†‖Y ≤ δ (1 + c4L1(ρ))
+ L1(ρ) [(6 + 3c0) + γ0(c1 + 2c2)] ‖e0‖U
l−1∑
m=0
α−1/2m
(
l−1∑
j=m
α−1j
)−1
,
Clason, Nhu Bouligand–Levenberg–Marquardt iteration for a non- . . .
arxiv: 1902.10596, 2019-06-23 page 14 of 40
which along with Lemma a.1 gives (2.43). On the other hand, we can deduce from Assumption (a1)
and (2.8) that
‖F (uδl ) − F (ul ) − yδ + y†‖Y ≤ ‖G†(uδl − ul ) − yδ + y†‖Y
+ ‖F (uδl ) − F (ul ) −Gl (uδl − ul )‖Y + ‖(Gl −G†)(uδl − ul )‖Y
≤ ‖G†(uδl − ul ) − yδ + y†‖Y
+
η(ρ)
1 − η0 ‖Gl (u
δ
l − ul )‖Y + ‖(Q(ul ,u†) − I )G†(uδl − ul )‖Y
≤ ‖G†(uδl − ul ) − yδ + y†‖Y
+
η(ρ)
1 − η0 ‖Q(ul ,u
†)G†(uδl − ul )‖Y + κ(ρ)‖G†(uδl − ul )‖Y
≤ ‖G†(uδl − ul ) − yδ + y†‖Y
+
[ (1 + κ0)
1 − η0 η(ρ) + κ(ρ)
]
‖G†(uδl − ul )‖Y .
From this, (2.43), Lemmas 2.5 and 2.6, and the monotonic growth of κ, a simple computation veries
(2.44). 
We nish this subsection by providing the logarithmic estimate of the stopping index Nδ , where we
again may have to further restrict the radius ρ of the neighborhood of u†.
Lemma 2.10. Let Assumption (a1) and (2.20) be fullled and let {αn} be dened by (2.10) and (2.11).
Assume that τ > τ0 > 1, γ0 ≥ 2c0(1−η0)(τ−τ0) . Assume further that there exists a positive constant ρ2 ≤ ρ1,
with ρ1 given as in Lemma 2.5, such that
(2.46) c4L1(ρ2) + L3(ρ2) ≤ τ0 − 1 and L2(ρ2) ≤ c01 − η0
with Li , 1 ≤ i ≤ 3, dened as in (2.33) and (2.45). Let ρ ∈ (0, ρ2] and u0 ∈ U be arbitrary such that
(2 + c1γ0)‖e0‖U < ρ. Then the modied Levenberg–Marquardt iteration (2.9)–(2.12) terminates after Nδ
steps with
Nδ = O(1 + | log(δ )|).
Proof. As a result of Lemma 2.4, it suces to prove Nδ ≤ N˜δ . If N˜δ = 0, then by denition we have
α 1/20 ‖e0‖U ≤ δγ0 . The estimate (2.7) thus gives
‖F (u0) − yδ ‖Y ≤ ‖y† − yδ ‖Y + ‖F (u0) − y†‖Y
≤ δ + 11 − η0 ‖G†e0‖Y
≤ δ + 11 − η0 ‖e0‖Uα
1/2
0
≤ δ
(
1 + 1(1 − η0)γ0
)
< τδ .
In the following we shall assume N˜δ > 0. We deduce from (2.44) for l = N˜δ that
‖F (uδ
N˜δ
) − F (uN˜δ ) − yδ + y†‖Y ≤ δ (1 + c4L1(ρ)) + (L2(ρ) + γ0L3(ρ)) ‖e0‖Uα
1/2
N˜δ
.
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Using (2.7), Lemma 2.6, and noting that α 1/2
N˜δ
‖e0‖U ≤ δγ0 , we derive
‖yδ − F (uδ
N˜δ
)‖Y ≤ ‖F (uδN˜δ ) − F (uN˜δ ) − y
δ + y†‖Y + ‖F (uN˜δ ) − y†‖Y
≤ ‖F (uδ
N˜δ
) − F (uN˜δ ) − yδ + y†‖Y +
1
1 − η0 ‖G†eN˜δ ‖Y
≤ δ (1 + c4L1(ρ)) + (L2(ρ) + γ0L3(ρ)) ‖e0‖Uα 1/2N˜δ +
c0
1 − η0 ‖e0‖Uα
1/2
N˜δ
≤ δ
[
1 + (c4L1(ρ) + L3(ρ)) + 1
γ0
(
c0
1 − η0 + L2(ρ)
)]
.
Combining this with (2.46), the denitions of Li , 1 ≤ i ≤ 3, and the monotonic growth of κ,η, we obtain
‖yδ − F (uδ
N˜δ
)‖Y ≤ δ
(
τ0 +
1
γ0
2c0
1 − η0
)
≤ δτ .
From this and the denition of Nδ , we have Nδ ≤ N˜δ . 
2.2 convergence in the noise free setting
In this subsection we will show the convergence of the sequence {un} dened via (2.13), provided that
e0 ∈ N(G†)⊥ and that the parameter η(ρ) and κ(ρ) are small enough if the radius ρ can be chosen
accordingly.
We rst derive some estimates on en and G†en under the generalized source condition
(2.47) e0 = Aνw
for some ν ∈ (0, 12 ) and some w ∈ U , where A = G∗†G†. Again, we may have to restrict ρ further.
Lemma 2.11. Let all assumptions in Lemma 2.6 hold. Assume further that there exists a constant ρ¯1 ∈
(0, ρ1], with ρ1 given as in Lemma 2.5, satisfying
(2.48) κ(ρ¯1) + c0 1 + 3κ01 − η0 η(ρ¯1) ≤
c0
2K1(r ,ν )
for some constant ν ∈ (0, 12 ). Let ρ ∈ (0, ρ¯1] be arbitrary and letu0 ∈ U satisfy 2‖e0‖U < ρ and e0 = Aνw
for somew ∈ U . Then there hold
(2.49) ‖en ‖U ≤ 2c0ανn ‖w ‖U and ‖G†en ‖Y ≤ 2c20αν+1/2n ‖w ‖U
for all n ≥ 0.
Proof. We shall prove the lemma by induction on n. Obviously, (2.49) is valid for n = 0. We now assume
that (2.49) holds for all 0 ≤ n ≤ l and prove it is also true for n = l + 1. An argument similar to the one
used to obtain (2.26) and (2.27) yields
(2.50) el+1 =
l∏
m=0
αm (αmI +A)−1 e0 +
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I +A
)−1
G∗†wm
and
(2.51) G†el+1 =
l∏
m=0
αm (αmI + B)−1G†e0 +
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I + B
)−1
Bwm ,
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where, analogous to (2.23),
wm := αmRαm (um ,u†)em −
[
I + Sαm (um ,u†)
]
zm
for all 0 ≤ m ≤ l with zm dened via (2.34). Similarly to (2.25), we have
‖wm ‖Y ≤ κ(ρ)α 1/2m ‖em ‖U + (1 + 3κ(ρ)) η(ρ)1 − η0 ‖G†em ‖Y .
This and the induction hypothesis yield
(2.52) ‖wm ‖Y ≤ Q1(ρ)αν+1/2m ‖w ‖U
for all 0 ≤ m ≤ l with
Q1(ρ) := 2c0κ(ρ) + 2c20
1 + 3κ(ρ)
1 − η0 η(ρ).
Inserting e0 = Aνw into (2.50) and then applying Lemmas a.3 and a.4, we deduce
‖el+1‖U ≤ ‖w ‖U
(
l∑
j=m
α−1j
)−ν
+
1
2
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2
‖wm ‖Y
≤ c2ν0 ανl+1‖w ‖U +
1
2Q1(ρ)‖w ‖U
l∑
m=0
αν−1/2m
(
l∑
j=m
α−1j
)−1/2
≤ c0ανl+1‖w ‖U +
1
2Q1(ρ)K0(r ,ν )α
ν
l+1‖w ‖U ,
where we used (2.52) and Lemma a.1 to obtain the second inequality and exploited Lemma a.2 to obtain
the last inequality. By virtue of (2.48), the fact that c0/(2K1(r ,ν )) ≤ 1/K0(r ,ν ), and the monotonic
growth of κ and η, it holds that
(2.53) ‖el+1‖U ≤ 2c0ανl+1‖w ‖U .
Moreover, by inserting e0 = Aνw into (2.51), Corollary a.5 and Lemma a.3 and (2.52) reveal that
‖G†el+1‖Y ≤ ‖w ‖U
(
l∑
j=0
α−1j
)−ν−1/2
+
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1
‖wm ‖Y
≤ c2ν+10 αν+1/2l+1 ‖w ‖U +Q1(ρ)‖w ‖U
l∑
m=0
αν−1/2m
(
l∑
j=m
α−1j
)−1
≤ c20αν+1/2l+1 ‖w ‖U +Q1(ρ)K1(r ,ν )α
ν+1/2
l+1 ‖w ‖U .
Here the second estimate is derived using Lemma a.1 while the last estimate is obtained using Lemma a.2.
Then there holds
(2.54) ‖G†el+1‖Y ≤ 2c20αν+1/2l+1 ‖w ‖U .
From (2.53) and (2.54), we conclude that (2.49) is fullled with n = l + 1. 
We now take uˆ0 ∈ U to be a perturbation of u0 ∈ U and denote by {uˆn} the iterates given by (2.13)
with u0 replaced by uˆ0, that is,
(2.55) uˆn+1 = uˆn +
(
αnI +G
∗
uˆnGuˆn
)−1
G∗uˆn
(
y† − F (uˆn)
)
, n = 0, 1, . . .
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For ease of exposition, from now on, we use the notations
eˆn := uˆn − u†, Gˆn := Guˆn , Aˆn := Gˆ∗nGˆn , Bˆn := GˆnGˆ∗n , zˆn := F (uˆn) − y† − Gˆneˆn .
The next lemma is analogous to Lemma 2.7.
Lemma 2.12. Let all assumptions in Lemma 2.6 be fullled and let ρ¯1 ∈ (0, ρ1] and ν ∈ (0, 12 ) satisfy
(2.48). Assume that ρ ∈ (0, ρ¯1] and that u0, uˆ0 ∈ U satisfy min{2‖e0‖U , 2‖eˆ0‖U } < ρ and eˆ0 = Aνw for
somew ∈ U . Then for all k ≥ 0, there holds
(2.56) uk+1 − uˆk+1 = αk (αk I +A)−1 (uk − uˆk ) +
4∑
i=1
t (i)k ,
where
(2.57) t (i)k = (αk I +A)−1G∗†h
(i)
k , i = 1, 2, 3, 4
with some h(i)k ∈ Y satisfying
(2.58)
4∑
i=1
‖h(i)k ‖Y ≤ C(ρ)
[
‖w ‖Uαν+1/2k + ‖uk − uˆk ‖Uα
1/2
k + ‖G†(uk − uˆk )‖Y
]
for
(2.59) C(ρ) := (1 + 3κ0)max
{
2c0
(
3c0η0
1 − η0 + 1 + 2c0(1 + κ0)
)
κ(ρ), (1 + κ0)1 − η0 η(ρ)
}
.
Proof. Analogous to (2.29), we see from (2.13), (2.55), (2.34), and the denition of zˆk that (2.56) is satised
with
t (1)k := αk
[(αk I +Ak )−1 − (αk I +A)−1] (uk − uˆk ),
t (2)k := αk
[
(αk I +Ak )−1 −
(
αk I + Aˆk
)−1]
eˆk ,
t (3)k :=
[(
αk I + Aˆk
)−1
Gˆ∗k − (αk I +Ak )−1G∗k
]
zˆk ,
t (4)k := (αk I +Ak )−1G∗k (zˆk − zk ).
We now prove (2.57) and (2.58). To verify these relations, we use Lemma 2.3 to obtain
t (1)k = αk (αk I +A)−1G∗†Rαk (uk ,u†)(uk − uˆk )
and thus h(1)k := αkRαk (uk ,u†)(uk − uˆk ) veries (2.57) for i = 1. The estimate (2.16) then implies that
(2.60) ‖h(1)k ‖Y ≤ κ(ρ)‖uk − uˆk ‖Uα
1/2
k .
Furthermore, we have
t (2)k = αk
(
αk I + Aˆk
)−1
Gˆ∗kRαk (uk , uˆk )eˆk
= αk (αk I +A)−1G∗†
[
I + Sαk (uˆk ,u†)
]
Rαk (uk , uˆk )eˆk ,
and so (2.57) is valid for i = 2 with
h(2)k := αk
[
I + Sαk (uˆk ,u†)
]
Rαk (uk , uˆk )eˆk .
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This and (2.16) yield
(2.61)
‖h(2)k ‖Y ≤ (1 + 3κ(ρ))κ(ρ)α
1/2
k ‖eˆk ‖U
≤ 2c0(1 + 3κ0)κ(ρ)‖w ‖Uαν+1/2k ,
where we have used Lemma 2.11 and the monotonic growth of κ to obtain the last estimate. Noting
that uk , uˆk ∈ B(u†, ρ), according to Lemma 2.6, we have
t (3)k = (αk I +A)−1G∗†
[
I + Sαk (uk ,u†)
]
Sαk (uˆk ,uk )zˆk
and therefore h(3)k :=
[
I + Sαk (uk ,u†)
]
Sαk (uˆk ,uk )zˆk . The estimate (2.16) then yields
‖h(3)k ‖Y ≤ 3(1 + 3κ0)κ(ρ)‖zˆk ‖Y .
On the other hand, as a result of (GTCC) and Lemma 2.11, we have
‖zˆk ‖Y ≤ η(ρ)1 − η0 ‖G†eˆk ‖Y ≤ 2c
2
0
η(ρ)
1 − η0 ‖w ‖Uα
ν+1/2
k .
The two estimates above show that h(3)k satises
(2.62) ‖h(3)k ‖Y ≤ 6c20(1 + 3κ0)κ(ρ)
η(ρ)
1 − η0 ‖w ‖Uα
ν+1/2
k .
Finally,
t (4)k = (αk I +A)−1G∗†
[
I + Sαk (uk ,u†)
] (zˆk − zk )
= (αk I +A)−1G∗†h(4)k
with h(4)k :=
[
I + Sαk (uk ,u†)
] (zˆk − zk ). From this and (2.16), we obtain
(2.63) ‖h(4)k ‖Y ≤ (1 + 3κ0) ‖zˆk − zk ‖Y .
From the denitions of zk and zˆk , it follows that
‖zˆk − zk ‖Y = ‖F (uˆk ) − F (uk ) −Gk (uˆk − uk ) + (Gk − Gˆk )eˆk ‖Y
≤ ‖F (uˆk ) − F (uk ) −Gk (uˆk − uk )‖Y + ‖(Gk − Gˆk )eˆk ‖Y
≤ η(ρ)1 − η0 ‖Gk (uˆk − uk )‖Y + ‖(Gk − Gˆk )eˆk ‖Y .
Here we used (2.6). Combining this with (2.4), (2.5), and (2.8), we obtain
‖zˆk − zk ‖Y ≤ η(ρ)1 − η0 (1 + κ0)‖G†(uˆk − uk )‖Y + 2κ(ρ)(1 + κ0)‖G†eˆk ‖Y
≤ (1 + κ0)
[
η(ρ)
1 − η0 ‖G†(uˆk − uk )‖Y + 4c
2
0κ(ρ)‖w ‖Uαν+1/2k
]
,
where we have used (2.49) to get the last inequality. This together with (2.63) shows that
(2.64) ‖h(4)k ‖Y ≤ (1 + 3κ0) (1 + κ0)
[
η(ρ)
1 − η0 ‖G†(uˆk − uk )‖Y + 4c
2
0κ(ρ)‖w ‖Uαν+1/2k
]
.
Summing up from (2.60)–(2.62) to (2.64) yields (2.58). 
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Lemma 2.13. Let all assumptions in Lemma 2.6 be fullled and let ρ¯1,ν be dened as in Lemma 2.11.
Assume that there exists a constant ρ¯2 ∈ (0, ρ¯1] satisfying
(2.65) C(ρ¯2) ≤ min
{
c0
2c2(2 + c0) ,
1
K0(r ,ν ) + 2K1(r ,ν )
}
,
whereC(ρ) is dened by (2.59). Let ρ ∈ (0, ρ¯2] be arbitrary. Assume in addition that u0, uˆ0 ∈ U are such
that min{2‖eˆ ‖U , 2‖eˆ0‖U } < ρ and eˆ0 = Aνw for somew ∈ U . Then there hold
‖un − uˆn ‖U ≤ 2‖u0 − uˆ0‖U + pi1(ρ)‖w ‖Uανn(2.66)
and
‖G†(un − uˆn)‖U ≤ c0α 1/2n ‖u0 − uˆ0‖U + pi2(ρ)‖w ‖Uαν+1/2n(2.67)
for all n ≥ 0. Here
pi1(ρ) := C(ρ)K0(r ,ν ), pi2(ρ) := 2C(ρ)K1(r ,ν ).
Proof. We show (2.66) and (2.67) by induction on n. Easily, these estimates hold for n = 0. Assume that
(2.66) and (2.67) are satised for all 0 ≤ n ≤ l . We shall prove these estimates also hold for n = l + 1.
To that purpose, we apply Lemma 2.12 to obtain
(2.68) ul+1 − uˆl+1 =
l∏
m=0
αm (αmI +A)−1 (u0 − uˆ0) +
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I +A
)−1
G∗†
4∑
i=1
h(i)m
and
(2.69) G† (ul+1 − uˆl+1) =
l∏
m=0
αm (αmI + B)−1G†(u0 − uˆ0) +
l∑
m=0
α−1m
l∏
j=m
α j
(
α j I + B
)−1
B
4∑
i=1
h(i)m .
Applying Lemma a.3 and Lemma a.4 to (2.68) and using Lemma 2.12, we obtain
‖ul+1 − uˆl+1‖U ≤ ‖u0 − uˆ0‖U + 12
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2 4∑
i=1
‖h(i)m ‖Y
≤ ‖u0 − uˆ0‖U + 12C(ρ)
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2
·
[
αν+1/2m ‖w ‖U + α 1/2m ‖um − uˆm ‖U + ‖G†(um − uˆm)‖Y
]
,
which together with the induction hypothesis as well as Lemmas a.1 and a.2 shows that
‖ul+1 − uˆl+1‖U ≤ ‖u0 − uˆ0‖U + 12C(ρ)(2 + c0)‖u0 − uˆ0‖U
l∑
m=0
α−1/2m
(
l∑
j=m
α−1j
)−1/2
+
1
2C(ρ)(1 + pi1(ρ) + pi2(ρ))‖w ‖U
l∑
m=0
αν−1/2m
(
l∑
j=m
α−1j
)−1/2
≤ ‖u0 − uˆ0‖U
[
1 + 12C(ρ)(2 + c0)c1
]
+
1
2C(ρ)K0(r ,ν )(1 + pi1(ρ) + pi2(ρ))‖w ‖Uα
ν
l+1.
Thanks to (2.65), the denition ofC(ρ), the fact that c0/(2c2) ≤ 2/c1, and the monotonic growth of κ,η,
we obtain
‖ul+1 − uˆl+1‖U ≤ 2‖u0 − uˆ0‖U +C(ρ)K0(r ,ν )‖w ‖Uανl+1.
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This veries (2.66) for n = l + 1. It remains to prove (2.67) for n = l + 1. To this end, using similar
argument as above, we obtain from (2.69), (2.58), Lemmas a.3 and a.4 that
‖G†(ul+1 − uˆl+1)‖Y ≤ 12
(
l∑
j=0
α−1j
)−1/2
‖u0 − uˆ0‖U +
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1 4∑
i=1
‖h(i)m ‖Y
≤ 12c0α
1/2
l+1‖u0 − uˆ0‖U +C(ρ)
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1
·
[
αν+1/2m ‖w ‖U + α 1/2m ‖um − uˆm ‖U + ‖G†(um − uˆm)‖Y
]
.
The induction hypothesis as well as Lemmas a.1 and a.2 then imply that
‖G†(ul+1 − uˆl+1)‖Y ≤ 12c0α
1/2
l+1‖u0 − uˆ0‖U +C(ρ)(2 + c0)‖u0 − uˆ0‖U
l∑
m=0
α−1/2m
(
l∑
j=m
α−1j
)−1
+C(ρ)(1 + pi1(ρ) + pi2(ρ))‖w ‖U
l∑
m=0
αν−1/2m
(
l∑
j=m
α−1j
)−1
≤ ‖u0 − uˆ0‖Uα 1/2l+1
[
1
2c0 +C(ρ)(2 + c0)c2
]
+C(ρ)K1(r ,ν )(1 + pi1(ρ) + pi2(ρ))‖w ‖Uαν+1/2l+1
≤ c0‖u0 − uˆ0‖Uα 1/2l+1 + 2C(ρ)K1(r ,ν )‖w ‖Uα
ν+1/2
l+1 ,
where the last inequality follows from (2.65), the denition of C(ρ), and the monotonic growth of κ,η.
We thus obtain the desired conclusion. 
The following corollary is a direct consequence of Lemmas 2.11 and 2.13.
Corollary 2.14. Under the assumptions of Lemma 2.13, there hold
‖en ‖U ≤ 2‖u0 − uˆ0‖U + (2c0 + pi1(ρ))ανn ‖w ‖U(2.70)
and
‖G†en ‖Y ≤ c0α 1/2n ‖u0 − uˆ0‖U +
(
2c20 + pi2(ρ)
)
αν+1/2n ‖w ‖U(2.71)
for all n ≥ 0.
In the remainder of this subsection, we show the convergence to u† of the sequence {un}.
Theorem 2.15. Let {αn} be dened by (2.10) and (2.11). Assume that Assumption (a1) holds and that
there exists a constant ρ¯2 satisfying (2.65) corresponding to ν = 14 . Let ρ ∈ (0, ρ¯2] and u0 ∈ U satisfy
4‖e0‖U < ρ and e0 ∈ N(G†)⊥. Then, there holds
(2.72) ‖en ‖U → 0 and ‖G†en ‖Y√
αn
→ 0 as n →∞.
Proof. Let ε > 0 be such that 4ε < ρ. Since e0 ∈ N(G†)⊥ and
N(G†)⊥ = R(G∗†) = R(A1/2) ⊂ R(A1/4),
there exists an element uˆ ∈ U such that ‖uˆ0 −u0‖ < ε and uˆ0 −u† = A1/4w for some w ∈ U . Obviously,
2‖eˆ0‖U < ρ with eˆ0 := uˆ0 − u†. Applying Corollary 2.14 to the case ν = 1/4 leads to the estimates
‖en ‖U ≤ 2‖u0 − uˆ0‖U + (2c0 + pi1(ρ))α 1/4n ‖w ‖U(2.73)
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and
‖G†en ‖Y ≤ c0α 1/2n ‖u0 − uˆ0‖U +
(
2c20 + pi2(ρ)
)
α3/4n ‖w ‖U(2.74)
are satised. Since αn → 0 as n →∞, there exists a number n0 := n0(ε, ‖w ‖U ) such that
(2c0 + pi1(ρ))α 1/4n ‖w ‖U ≤ ε for all n ≥ n0.
This and (2.73) give ‖en ‖U ≤ 3ε for all n ≥ n0. The rst limit in (2.72) then follows. The second limit in
(2.72) is similarly obtained from (2.74). 
2.3 asymptotic stability estimates
This subsection provides some estimates on ‖uδn −un ‖U and ‖G†(uδn −un)‖Y with 0 ≤ n ≤ N˜δ that are
crucial to prove the regularization property of the modied Levenberg–Marquardt method.
Proposition 2.16. Let all assumptions in Lemma 2.13 hold true. Assume furthermore that a positive con-
stant ρ3 ≤ min{ρ2, ρ¯2} exists such that
(2.75)

T1(ρ3) +T2(ρ3) ≤ 2 + c0,
pi1(ρ3) + pi2(ρ3) +T1(ρ3) +T2(ρ3) ≤ 2c0(1 + c0),
L1(ρ3)(3 + c3 +T3(ρ3)) ≤ 1,
T3(ρ3) ≤ 3 + c3
with
T1(ρ) := (2c0 + 2c20)K0(r ,ν )L1(ρ), T2(ρ) := 4c0(1 + c0)K1(r ,ν )L1(ρ), T3(ρ) := 2c4(3 + c3)L1(ρ),
L1(ρ) dened as in Lemma 2.7, and pi1(ρ) and pi2(ρ) given in Lemma 2.13. Let ρ ≤ ρ3 and u0, uˆ0 ∈ U be
such that min{2‖e0‖U , 2‖eˆ0‖U } < ρ and eˆ0 = Aνw for somew ∈ U . Then there hold
‖uδn − un ‖U ≤ T1(ρ)
(‖u0 − uˆ0‖U + ανn ‖w ‖U ) + c3 δ√αn(2.76)
and
‖G†(uδn − un)‖Y ≤ T2(ρ)
(
‖u0 − uˆ0‖Uα 1/2n + αν+1/2n ‖w ‖U
)
+ (2 +T3(ρ))δ .(2.77)
Proof. We show (2.76) and (2.77) by induction on 0 ≤ n ≤ N˜δ . It is easy to see that these estimates
are valid for n = 0. Now for any xed 0 ≤ l < N˜δ we assume that (2.76) and (2.77) are fullled for
all 0 ≤ n ≤ l and show that these estimates also hold true for n = l + 1. To this end, using (2.39), the
induction hypothesis, and Corollary 2.14, we estimate
‖uδl+1 − ul+1‖U
≤ L1(ρ)2
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2
‖u0 − uˆ0‖Uα 1/2m (2 + c0 +T1(ρ) +T2(ρ))
+
L1(ρ)
2
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2
‖w ‖Uαν+1/2m
(
2c0 + 2c20 + pi1(ρ) + pi2(ρ) +T1(ρ) +T2(ρ)
)
+
L1(ρ)
2
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1/2
δ (2 + c3 +T3(ρ)) + 12c3 (1 + L1(ρ))
δ√
αl+1
,
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which together with Lemmas a.1 and a.2 leads to
‖uδl+1 − ul+1‖U ≤
1
2L1(ρ)‖u0 − uˆ0‖U (2 + c0 +T1(ρ) +T2(ρ)) c1
+
1
2L1(ρ)‖w ‖U
(
2c0 + 2c20 + pi1(ρ) + pi2(ρ) +T1(ρ) +T2(ρ)
)
K0(r ,ν )ανl+1
+
1
2L1(ρ)(2 + c3 +T3(ρ))c3δα
−1/2
l+1 +
1
2c3 (1 + L1(ρ))
δ√
αl+1
,
or, equivalently,
‖uδl+1 − ul+1‖U ≤
1
2c3 [1 + L1(ρ)(3 + c3 +T3(ρ))]
δ√
αl+1
+
1
2L1(ρ)‖u0 − uˆ0‖U (2 + c0 +T1(ρ) +T2(ρ)) c1
+
1
2L1(ρ)‖w ‖U
(
2c0 + 2c20 + pi1(ρ) + pi2(ρ) +T1(ρ) +T2(ρ)
)
K0(r ,ν )ανl+1.
From this and (2.75), the monotonic growth of κ and η gives
‖uδl+1 − ul+1‖U ≤ T1(ρ)
(‖u0 − uˆ0‖U + ανl+1‖w ‖U ) + c3 δ√αl+1 .
The estimate (2.76) is thus veried for n = l + 1. Similarly, from (2.40), the induction hypothesis, and
Corollary 2.14, we obtain
‖G†(uδl+1 − ul+1) − yδ + y†‖Y
≤ L1(ρ)
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1
‖u0 − uˆ0‖Uα 1/2m (2 + c0 +T1(ρ) +T2(ρ))
+ L1(ρ)
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1
‖w ‖Uαν+1/2m
(
2c0 + 2c20 + pi1(ρ) + pi2(ρ) +T1(ρ) +T2(ρ)
)
+ L1(ρ)
l∑
m=0
α−1m
(
l∑
j=m
α−1j
)−1
δ (2 + c3 +T3(ρ)) + δ (1 + c4L1(ρ)) ,
which together with Lemmas a.1 and a.2 leads to
‖G†(uδl+1 − ul+1) − yδ + y†‖Y
≤ δ [1 + L1(ρ)c4(3 + c3 +T3(ρ))] + L1(ρ)‖u0 − uˆ0‖U (2 + c0 +T1(ρ) +T3(ρ)) c2α 1/2l+1
+ L1(ρ)‖w ‖U
(
2c0 + 2c20 + pi1(ρ) + pi2(ρ) +T1(ρ) +T2(ρ)
)
K1(r ,ν )αν+1/2l+1 .
By virtue of (2.75) and the monotonicity of κ and η, we have that
(2.78) ‖G†(uδl+1 − ul+1) − yδ + y†‖Y ≤ L1(ρ)‖u0 − uˆ0‖U (4 + 2c0) c2α 1/2l+1
+ L1(ρ)‖w ‖U
(
4c0 + 4c20
)
K1(r ,ν )αν+1/2l+1
+ δ [1 + 2L1(ρ)c4(3 + c3)]
≤ T2(ρ)
(
‖u0 − uˆ0‖Uα 1/2l+1 + ‖w ‖Uα
ν+1/2
l+1
)
+ δ (1 +T3(ρ)).
Noting that L1(ρ)(4+ 2c0)c2 ≤ L1(ρ)(4c0 + 4c20)K1(r ,ν ) =: T2(ρ), the estimate (2.77) is therefore satised
for n = l + 1. 
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As a result of (2.78) and Proposition 2.16, we have the following corollary, whose proof is similar to
that of (2.44).
Corollary 2.17. Let all assumptions of Proposition 2.16 be satised. Then there holds
‖F (uδn ) − F (un) − yδ + y†‖Y ≤ T4(ρ)
(
‖u0 − uˆ0‖Uα 1/2n + ‖w ‖Uαν+1/2n
)
+ δ (1 +T5(ρ))
for all 0 ≤ n ≤ N˜δ , where
T4(ρ) := T2(ρ)
(
1 + κ(ρ) + 1 + κ01 − η0η(ρ)
)
, T5(ρ) := T3(ρ) +
(
κ(ρ) + 1 + κ01 − η0η(ρ)
)
(2 +T3(ρ))
and T2(ρ) and T3(ρ) are dened as in Proposition 2.16.
2.4 regularization property
This subsection is concerned with the convergence of the sequence {uδNδ } as δ → 0, provided that
e0 ∈ N(G†)⊥ and that u0 is suciently close to u†. Let {δk } be a positive zero sequence. To simplify
the notation, from now on we write Nk := Nδk . The next lemma will be used to show the convergence
of subsequences of {uδkNk } for the case where {Nk } is bounded.
Lemma 2.18. Assume that all assumptions of Lemma 2.5 are satised. Let N ∈ N be arbitrary but xed
and let {δk } be a positive zero sequence such that N˜δk ≥ N for all k ≥ 1. Assume in addition that
Assumption (a2) holds. Then for any subsequence of {δk } there exist a subsequence {δki } and elements
u˜j ∈ BU (u†, ρ) for 0 ≤ j ≤ N such that
(2.79) uδkij → u˜j as i →∞
for all 0 ≤ j ≤ N .
Proof. We shall show by induction on j the existence of a subsequence {δki } and elements u˜j ∈ BU (u†, ρ)
for 0 ≤ j ≤ N that satisfy (2.79).
First, (2.79) holds for j = 0 with u˜0 := u0. By a slight abuse of notation, we assume {δki } itself is a
subsequence satisfying uδkij → u˜j as i →∞ for some u˜j ∈ BU (u†, ρ) and some 0 ≤ j < N . To simplify
the notation, we write
u(i)j := u
δki
j , u
(i)
j+1 := u
δki
j+1 , A
(i)
j := A
δki
j , and G
(i)
j := G
δki
j .
It follows from (2.9) and Lemma 2.3 that
u(i)j+1 = u
(i)
j +
(
α j I +A
(i)
j
)−1
G(i)∗j
(
yδki − F (u(i)j )
)
= u(i)j +
(
α j I +A
)−1
G∗†
[
I + Sα j
(
u(i)j ,u
†
)] (
yδki − F (u(i)j )
)
= u(i)j +
(
α j I +A
)−1
G∗†
[
I + Sα j
(
u(i)j ,u
†
)] (
y† − F (u˜j )
)
+
(
α j I +A
)−1
G∗†
[
I + Sα j
(
u(i)j ,u
†
)] (
yδki − F (u(i)j ) − y† + F (u˜j )
)
and thus
(2.80) u(i)j+1 = u
(i)
j + ai + bi ,
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where
ai :=
(
α j I +A
)−1
G∗†hi ,
bi :=
(
α j I +A
)−1
G∗†
[
I + Sα j
(
u(i)j ,u
†
)] (
yδki − F (u(i)j ) − y† + F (u˜j )
)
with
hi :=
[
I + Sα j
(
u(i)j ,u
†
)] (
y† − F (u˜j )
)
.
Applying Lemma a.4 withm = l and using (2.16) gives
‖bi ‖U ≤ 12√α j (1 + 3κ(ρ)) ‖y
δki − F (u(i)j ) − y† + F (u˜j )‖Y .
Letting i →∞ and employing the continuity of F yields
(2.81) bi → 0 as i →∞.
Furthermore, (2.16) ensures the boundedness of sequence {hi } in Y . Moreover, as a result of Assump-
tion (a2), the operator
(
α j I +A
)−1
G∗† is compact. This implies that {ai } is compact inU . There thus
exist a subsequence of {ai }, denoted by the same symbol, and an element a ∈ U such that
(2.82) ai → a as i →∞.
From (2.80), (2.81), (2.82), and the induction hypothesis, we deduceu(i)j+1 → u˜j +a =: u˜j+1. Consequently,
(2.79) holds for j + 1. From Lemma 2.5, we have u(i)j+1 ∈ B(u†, ρ) for all i ≥ 0 and so u˜j+1 ∈ B(u†, ρ). The
proof is complete. 
Before representing our main theorem, we give a result on the asymptotic stability of the modied
Levenberg–Marquardt method. The denition of this notion in the following proposition generalizes
that in [3, Def. 2.1].
Proposition 2.19. Let Assumptions (a1) and (a2) be fullled. Assume that there exists a constant ρ3 satis-
fying (2.75) in Proposition 2.16 corresponding to ν = 14 . Let ρ ∈ (0, ρ3] and u0 ∈ U satisfy e0 ∈ N(G†)⊥
and 2(2 + c1γ0)‖e0‖U < ρ. Then the modied Levenberg–Marquardt method (2.9)–(2.12) is asymptoti-
cally stable in the following sense: For any subsequence of a positive zero sequence {δk }, there exist a
subsequence {δki } and elements u˜n ∈ BU (u†, ρ) for all 0 ≤ n ≤ N := limi→∞Nki (where the last inequality
is strict if N = ∞) such that
(2.83) lim
n→N
(
lim sup
i→∞
‖uδkin − u˜n ‖U
)
= 0
and
(2.84) u˜n → u∗ as n → N
for some u∗ ∈ Sρ (u†).
Proof. Let {δk } itself be a subsequence. Since {Nk } is a sequence of integers, there exists a subsequence
{Nki } such that either it is a constant sequence or it tends to innity. For the rst case whereNki = N for
some integer N and for all i ≥ 0, Lemma 2.18 and the discrepancy principle (2.12) give the conclusion of
the proposition. For the second case where Nki →∞, we shall show that the elements u˜n := un , n ≥ 0,
any subsequence {δki }, and u∗ := u† satisfy (2.83) and (2.84). To this end, we rst see that Theorem 2.15
implies (2.84). Let ε > 0 be arbitrary small but xed such that 2(2 + c1γ0)ε ≤ ρ. Since e0 ∈ N(G†)⊥
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and N(G†)⊥ = R(G∗†) = R(A1/2) ⊂ R(A1/4), there is an element uˆ ∈ U such that ‖uˆ0 − u0‖ < ε and
eˆ0 := uˆ0 − u† = A1/4w for some w ∈ U . Obviously, we have (2 + c1γ0)‖eˆ0‖U < ρ. From this and the
choice of ρ, we thus can apply Proposition 2.16 to obtain the estimate
‖uδkin − un ‖U ≤ T1(ρ)
(
‖u0 − uˆ0‖U + α 1/4n ‖w ‖U
)
+ c3
δki√
αn
for all 0 ≤ n ≤ Nki and for all i ≥ 0. By letting i →∞ and then n →∞, we therefore have
lim sup
n→∞
(
lim sup
i→∞
‖uδkin − un ‖U
)
≤ T1(ρ)ε .
The limit (2.83) then follows. 
We are now well prepared to derive the main result of the paper, where some lines in the proof
follow the ones in [8].
Theorem 2.20 (regularization property). Let {αn} be dened by (2.10) and (2.11) and let {δk } be a positive
zero sequence. Assume that Assumptions (a1) and (a2) hold and that τ > τ0 > 1, γ0 > 2c0(1−η0)(τ−τ0) . Assume
further that a constant ρ3 ≤ ρ0 exists and satises (2.75) corresponding to ν = 14 as well as
(2.85) T5(ρ3) < τ − 1
with T5(ρ) dened as in Corollary 2.17.
Let ρ ∈ (0, ρ3] and u0 ∈ U satisfy 2(2 + c1γ0)‖u0 − u†‖U < ρ. Then the method (2.9)–(2.12) is well-
dened and the integer Nδk dened by the discrepancy principle (2.12) satises
(2.86) Nδk = O (1 + | log(δk )|) .
Moreover, if u0 − u† ∈ N(G†)⊥, then
(2.87) uδkNδk → u
† as k →∞.
Proof. Under the assumptions, the well-posedness of the method follows from Lemma 2.5, while the
logarithmic estimate (2.86) is shown in Lemma 2.10. It is therefore sucient to prove (2.87).
To this end, we rst assume that there exists a subsequence δki such that Nki = N for all i ≥ 0.
By virtue of Lemma 2.18, there exist a subsequence {km} of {ki } and elements u˜j ∈ BU (u†, ρ) with
j = 0, 1, . . . ,N such that
(2.88) uδkmj → u˜j as m →∞
for all 0 ≤ j ≤ N . Moreover, from the discrepancy principle (2.12), we obtain
‖F (uδkm
N
) − yδkm ‖Y ≤ τδkm .
Lettingm →∞ and using the continuity of F yields
F (u˜N ) = y†,
which together with (2.88) yields that
(2.89) uδkm
N
→ u˜N asm →∞
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with u˜N ∈ Sρ (u†). We now show that u˜N = u†. According to (2.9), it holds for all 0 ≤ n ≤ N − 1 and
m ≥ 0 that
u
δkm
n+1 − u
δkm
n = G
δkm ∗
n
(
αnI +G
δkm
n G
δkm ∗
n
)−1 (yδkm − F (uδkmn )) ⊂ R (Gδkm ∗n )
Combining this with (2.4), we have uδkmn+1 − u
δkm
n ⊂ R(G∗†) ⊂ N(G†)⊥ for allm ≥ 0 and 0 ≤ n ≤ N − 1.
Consequently, using u0 − u† ∈ N(G†)⊥, there holds uδkmN − u
† ⊂ R(G∗†) ⊂ N(G†)⊥. From this and
the limit (2.89), we have u˜N − u† ∈ N(G†)⊥. On the other hand, as a result of (GTCC) and the fact
that u†, u˜N ∈ Sρ (u†), it holds that u˜N − u† ∈ N(G†). We thus have u˜N − u† ∈ N(G†) ∩ N(G†)⊥ = {0}.
Therefore, a subsequence-subsequence argument can conclude that
(2.90) uδki
N
→ u† as i →∞.
We next assume that there exists a subsequence δki such that Nki →∞ as i →∞. In this case, let
ε > 0 be arbitrary but xed such that 0 < 2(2 + c1γ0)ε < ρ. Since e0 ∈ N(G†)⊥ andN(G†)⊥ = R(G∗†) =
R(A1/2) ⊂ R(A1/4), there exists an element uˆ ∈ U such that ‖uˆ0 − u0‖ < ε and uˆ0 − u† = A1/4w for
some w ∈ U . Easily, 2‖eˆ0‖U ≤ (2 + c1γ0)‖eˆ0‖U < ρ with eˆ0 := uˆ0 − u†. From Proposition 2.16 and
Corollary 2.17, we have
‖uδkij − uj ‖U ≤ T1(ρ)
(
‖u0 − uˆ0‖U + α 1/4j ‖w ‖U
)
+ c3
δki√
α j
(2.91)
and
‖F (uδkij ) − F (uj ) − yδki + y†‖Y ≤ T4(ρ)
(
‖u0 − uˆ0‖Uα 1/2j + α3/4j ‖w ‖U
)
+ (1 +T5(ρ))δki(2.92)
for all 0 ≤ j ≤ Nki and for all i ≥ 0. On the other hand, we can conclude from the discrepancy principle
(2.12) and the estimate (2.7) for all 0 ≤ j < Nki that
τδki < ‖F (u
δki
j ) − yδki ‖Y
≤ ‖F (uδkij ) − F (uj ) − yδki + y†‖Y + ‖F (uj ) − y†‖Y
≤ ‖F (uδkij ) − F (uj ) − yδki + y†‖Y +
1
1 − η0 ‖G†ej ‖Y .
Combining this with (2.92) yields for all 0 ≤ j < Nki that
δki (τ − (1 +T5(ρ))) ≤ T4(ρ)
(
‖u0 − uˆ0‖Uα 1/2j + α3/4j ‖w ‖U
)
+
1
1 − η0 ‖G†ej ‖Y
and thus
(τ − (1 +T5(ρ))
δki√
αNki
≤ T4(ρ)
(
1
r 1/2
‖u0 − uˆ0‖U + 1
r 3/4
α 1/4Nki ‖w ‖U
)
+
1√
r (1 − η0)
‖G†eNki −1‖Y√
αNki −1
.
Letting i →∞, employing (2.85), and using the second limit in (2.72) gives
(τ − (1 +T5(ρ))) lim sup
i→∞
δki√
αNki
≤ T4(ρ)
r 1/2
‖u0 − uˆ0‖Y ≤ T4(ρ)
r 1/2
ε .
Noting that Nki →∞ as i →∞, this implies that
lim sup
i→∞
δki√
αNki
= 0.
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This and (2.91) yield
lim sup
i→∞
‖uδkiNki − uNki ‖U ≤ T1(ρ)‖u0 − uˆ0‖U ≤ T1(ρ)ε
and hence, since ε > 0 was arbitrary,
lim sup
i→∞
‖uδkiNki − uNki ‖U = 0.
Together with (2.72), this implies that
u
δki
Nki
→ u† as i →∞.
From this, (2.90), and a subsequence-subsequence argument, we obtain (2.87). 
3 iterative regularization for a non-smooth forward operator
In this section, we study the solution operator to (1.2) based on previous results from [2, 3]. In particular,
we show that this operator together with one of its Bouligand subderivatives satises the assumptions
in Section 2.
3.1 well-posedness and directional differentiability
Let Ω ⊂ Rd , 2 ≤ d ≤ 3, be a bounded domain with Lipschitz boundary ∂Ω. For u ∈ L2(Ω), we consider
the equation
(3.1)
{
−∆y + y+ = u in Ω,
y = 0 on ∂Ω,
where y+(x) := max(y(x), 0) for all x ∈ Ω. From [27, Thm. 4.7], we obtain for each u ∈ L2(Ω) a unique
weak solution yu belonging to H 10(Ω) ∩C(Ω) and satisfying the a priori estimate
‖yu ‖H 10(Ω) + ‖yu ‖C(Ω) ≤ c∞‖u‖L2(Ω)
for some constant c∞ > 0 independent of u.
Let us denote by F : L2(Ω) → H 10(Ω) ∩C(Ω) ↪→ L2(Ω) the solution operator of (3.1). As shown in [3,
Prop. 3.1] (see also [2, Prop. 2.1]), F is Lipschitz continuous as a function from L2(Ω) to H 10(Ω) ∩C(Ω),
that is,
‖F (u) − F (v)‖H 10(Ω) + ‖F (u) − F (v)‖C(Ω) ≤ CF ‖u −v ‖L2(Ω)(3.2)
for all u,v ∈ L2(Ω) and for some constantCF . Moreover, F is completely continuous as a function from
L2(Ω) to H 10(Ω) and from L2(Ω) to itself. However, F is in general not Gâteaux dierentiable, but it is
Gâteaux dierentiable at u if and only if |{F (u) = 0}| = 0.
Similarly to [3], we shall use as a replacement for the Fréchet derivative a Bouligand subderivative
of F as the operator Gu in Section 2. We rst dene the set of Gâteaux points of F as
D := {v ∈ L2(Ω) : F : L2(Ω) → H 10(Ω) is Gâteaux dierentiable in v}.
Denoting the Gâteaux derivative of F at u ∈ D by F ′(u) ∈ L(L2(Ω),H 10(Ω)) by F ′(u), the (strong-strong)
Bouligand subdierential at u ∈ L2(Ω) is then dened as
∂BF (u) := {Gu ∈ L(L2(Ω),H 10(Ω)) : there exists {un}n∈N ⊂ D such that
un → u in L2(Ω) and F ′(un)h → Guh in H 10(Ω) for all h ∈ L2(Ω)}.
We have the following convenient characterization of a specic Bouligand subderivative of F .
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Proposition 3.1 ([2, Prop. 3.16]). Given u ∈ L2(Ω), let Gu : L2(Ω) → H 10(Ω) ↪→ L2(Ω) be the solution
operator mapping h ∈ L2(Ω) to the unique solution ζ ∈ H 10(Ω) of
(3.3)
{
−∆ζ + 1{yu>0}ζ = h in Ω,
ζ = 0 on ∂Ω,
where yu := F (u). Then Gu ∈ ∂BF (u).
In general, for a given h ∈ L2(Ω), the mapping L2(Ω) 3 u 7→ Guh ∈ L2(Ω) is not continuous (see,
e.g., [3, Exam. 3.8]), and the mapping L2(Ω) 3 u 7→ Gu ∈ L(L2(Ω)) is thus not continuous.
3.2 verification of assumptions
We now verify that the solution mapping for our example together with the mapping Gu dened as in
Proposition 3.1 satises Assumption (a1) as well as allowing ρ to be taken suciently small to satisfy
the conditions of Theorems 2.15 and 2.20. We begin with the verication of the generalized tangential
cone condition (GTCC).
Proposition 3.2. Let u¯ ∈ L2(Ω), y¯ := F (u¯), and ρ > 0. Then there holds
‖F (uˆ) − F (u) −Gu (uˆ − u)‖L2(Ω) ≤ η(ρ)‖F (uˆ) − F (u)‖L2(Ω)
for all u, uˆ ∈ BL2(Ω)(u¯, ρ) with
(3.4) η(ρ) := CΩ |{|y¯ | ≤ CF ρ}|1/14
for some constant CΩ > 0.
Proof. Applying to [3, Lem. 3.9] for p = 74 yields
(3.5) ‖F (uˆ) − F (u) −Gu (uˆ − u)‖L2(Ω) ≤ CΩM(u, uˆ)1/14‖F (uˆ) − F (u)‖L2(Ω)
for some constantCΩ andM(u, uˆ) := |{yu ≤ 0,yuˆ > 0} ∪ {yu > 0,yuˆ ≤ 0}|. According to (3.2), we thus
have that
‖y¯ − yu ‖C(Ω) ≤ CF ‖u¯ − u‖L2(Ω) ≤ CF ρ =: ε
for all u ∈ BL2(Ω)(u¯, ρ) and yu := F (u). This implies, for any u ∈ BL2(Ω)(u¯, ρ), that
−ε + yu (x) ≤ y¯ ≤ ε + yu (x)
for all x ∈ Ω with yu := F (u). We then have for any u, uˆ ∈ BL2(Ω)(u¯, ρ) that
{yu > 0,yuˆ ≤ 0} ⊂ {−ε ≤ y¯ ≤ ε},
{yu ≤ 0,yuˆ > 0} ⊂ {−ε ≤ y¯ ≤ ε}
with yu := F (u) and yuˆ := F (uˆ). It therefore holds that
(3.6)
1{yu>0} − 1{yuˆ>0} = 1{yu>0,yuˆ ≤0} − 1{yuˆ>0,yu ≤0} ≤ 1{−ε ≤y¯ ≤ε } .
From this, we have
M(u, uˆ) ≤ |{|y¯ | ≤ ε}| = |{|y¯ | ≤ CF ρ}| ,
which together with (3.5) deduces the desired result. 
We next construct, for any u1,u2 ∈ L2(Ω), a bounded linear operator Q(u1,u2) : L2(Ω) → L2(Ω) that
satises (2.4) and (2.5).
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Lemma 3.3. Let u1,u2 ∈ L2(Ω) be arbitrary and let Gui , i = 1, 2, be dened as in Proposition 3.1. Then
there exists a bounded linear operator Q(u1,u2) : L2(Ω) → L2(Ω) such that
(3.7) Gu1 = Q(u1,u2)Gu2
and
(3.8) ‖I −Q(u1,u2)‖L(L2(Ω)) ≤ C(u1,u2),
where
C(u1,u2) := C∗‖1{F (u1)>0} − 1{F (u2)>0}‖L3(Ω)
with some constant C∗ > 0 independent of u1 and u2.
Proof. To prove the existence of the bounded linear operator Q(u1,u2), we rst construct this operator
on H 10(Ω) and then extend it to L2(Ω) by density. To this end, we set yi := F (ui ) with i = 1, 2. We now
dene the linear operator Q(u1,u2) : H 10(Ω) → H 10(Ω) ↪→ L2(Ω) as follows: for any v ∈ H 10(Ω), we set
w := Q(u1,u2)v dened as the unique solution in H 10(Ω) to
−∆w + 1{y1>0}w = −∆v + 1{y2>0}v in Ω.
We now show that
(3.9) ‖Q(u1,u2)v ‖L2(Ω) ≤ C ‖v ‖L2(Ω) for all v ∈ H 10(Ω)
and for some constant C independent of v . First, we have for any v ∈ H 10(Ω) that
(3.10) − ∆(w −v) + 1{y1>0}(w −v) =
[
1{y2>0} − 1{y1>0}
]
v in Ω.
It follows that
‖w −v ‖H 10(Ω) ≤ C ‖v ‖L2(Ω)
for some constant C > 0. This and the continuous embedding H 10(Ω) ↪→ L2(Ω) give
‖w −v ‖L2(Ω) ≤ C‖v ‖L2(Ω),
which along with the triangle inequality yields (3.9). From the estimate (3.9) and the density of H 10(Ω)
in L2(Ω), the operator Q(u1,u2) has a unique continuous extension, also denoted by Q(u1,u2), from
L2(Ω) to L2(Ω).
It remains to show (3.7) and (3.8). It is easy to obtain the identity (3.7) from the denition ofQ(u1,u2)
and the uniqueness of solutions to (3.3). By density, to prove (3.8) we only need to show that
(3.11) ‖v −Q(u1,u2)v ‖L2(Ω) ≤ C(u1,u2)‖v ‖L2(Ω) for all v ∈ H 10(Ω).
Since Ω is bounded in Rd with d ∈ {2, 3}, one has H 10(Ω) ↪→ L6(Ω). Testing (3.10) by w − v and
exploiting the Hölder inequality yield
‖∇(w −v)‖2L2(Ω) ≤
∫
Ω
[
1{y2>0} − 1{y1>0}
]
v(w −v)dx
≤ ‖1{y2>0} − 1{y1>0}‖L3(Ω)‖v ‖L2(Ω)‖w −v ‖L6(Ω).
From this and the continuous embedding H 10(Ω) ↪→ L6(Ω), we obtain
‖∇(w −v)‖L2(Ω) ≤ C‖1{y2>0} − 1{y1>0}‖L3(Ω)‖v ‖L2(Ω)
for some constant C independent of u1 and u2. The Poincaré inequality thus implies that
‖w −v ‖L2(Ω) ≤ C∗‖1{y2>0} − 1{y1>0}‖L3(Ω)‖v ‖L2(Ω),
which is identical to (3.11). 
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Proposition 3.4. Let Q : L2(Ω)2 → L(L2(Ω)) be the mapping dened as in Lemma 3.3, let u¯ ∈ L2(Ω) be
arbitrary, and let ρ be a positive number. Then, for any u1,u2 ∈ BL2(Ω)(u¯, ρ), there holds
‖I −Q(u1,u2)‖L(L2(Ω)) ≤ κ(ρ),
where
(3.12) κ(ρ) := C∗ |{|y¯ | ≤ CF ρ}|1/3
with y¯ := F (u¯) and C∗ dened as in Lemma 3.3.
Proof. Set y¯ = F (u¯). According to (3.2), we thus have that
‖y¯ − yu ‖C(Ω) ≤ CF ‖u¯ − u‖L2(Ω) ≤ CF ρ =: ε
for all u ∈ BL2(Ω)(u¯, ρ) and yu := F (u). Similar to (3.6), it holds that1{y1>0} − 1{y2>0} ≤ 1{−ε ≤y¯ ≤ε },
which together with the denition of C(u1,u2) yields
C(u1,u2) ≤ C∗ |{|y¯ | ≤ ε}|1/3.
This and Lemma 3.3 give the desired conclusion. 
From (3.4) and (3.12), we immediately obtain thatκ(ρ) andη(ρ) can be made arbitrarily small provided
that |{y¯ = 0}| is small enough. In particular, we deduce that (GTCC) holds with the required bound on
the constant η(ρ).
Corollary 3.5. Let functions κ and η be, respectively, dened by (3.12) and (3.4). Let u¯ ∈ L2(Ω) be such
that |{F (u¯) = 0}| is suciently small. Then (2.3) holds.
3.3 bouligand–levenberg–marquardt iteration
The results obtained so far indicate that the solution mapping F of (3.1) and the mapping u 7→ Gu with
Gu the Bouligand subderivative dened as in Proposition 3.1 satisfy Assumption (a1), provided that{F (u†) = 0} is small enough. We note that in this case F is injective, i.e.,u† is the unique solution to (2.1).
We can therefore exploit Gu in the Levenberg–Marquardt method (2.9)–(2.12) to obtain a convergent
Bouligand–Levenberg–Marquardt iteration for the iterative regularization of the non-smooth ill-posed
problem F (u) = y .
Corollary 3.6. Let u† ∈ L2(Ω) be such that {y† = 0} is small enough with y† := F (u†). Let {αn} be
dened by (2.10) with α 1/20 ≥ ‖Gu† ‖L(L2(Ω)). Then there exists ρ∗ > 0 such that for all starting points u0 ∈
BL2(Ω)(u†, ρ∗), the Bouligand–Levenberg–Marquardt iteration (2.9) stopped according to the discrepancy
principle (2.12) is a well-posed and strongly convergent regularization method.
Proof. Take U = Y = L2(Ω) and note that N(Gu†) = {0} and so N(Gu†)⊥ = L2(Ω). Then, Assump-
tion (a1) is satised according to Propositions 3.2 and 3.4, Lemma 3.3, and Corollary 3.5. Assumption (a2)
follows directly from Proposition 3.1 together with the compactness of the embedding H 10(Ω) ↪→ L2(Ω).
Finally, the various requirements on the smallness of constants involving η(ρ) and κ(ρ) are satised
due to Proposition 3.4. The claim now follows from Theorem 2.20. 
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We point out that the assumption on the support of F (u†) does not entail a similar requirement
on F (uδn ), and that this non-dierentiability of F at the iterates is the primary source of diculty in
showing convergence.
To close this section, we comment on the practical implementation of the Bouligand–Levenberg–
Marquardt iteration (2.9) for the non-smooth PDE (3.1). Let yδ ∈ L2(Ω). For any uδn ∈ L2(Ω), we set
yδn := F (uδn ) and dene the correction step
(3.13) sδn :=
(
αnI + (Gδn )∗Gδn
)−1 (Gδn )∗ (yδ − yδn ) .
From this, (2.9) can be rewritten as uδn+1 = uδn + sδn with
αns
δ
n = (Gδn )∗
(
−Gδnsδn + yδ − yδn
)
.
By introducing zδn := Gδnsδn and bδn := yδ − yδn , we deduce that sδn and zδn satisfy
(3.14)

−∆zδn + 1{y δn >0}zδn = sδn in Ω, zδn = 0 on ∂Ω,
−∆sδn + 1{y δn >0}sδn =
1
αn
(
−zδn + bδn
)
in Ω, sδn = 0 on ∂Ω.
A Bouligand–Levenberg–Marquardt step can thus be performed by solving a coupled system of two
elliptic equations.
4 numerical experiments
This section provides numerical results that illustrate the performance of the Bouligand–Levenberg–
Marquardt iteration. In the rst subsection, we give a short description of our discretization scheme
and the solution of the non-smooth PDE using a semismooth Newton (SSN) method. The second
subsection reports the results of numerical examples.
4.1 discretization
In the following, we restrict ourselves to the case where Ω is an open bounded convex polygonal
domain in R2. We shall use the standard continuous piecewise linear nite elements (FE), see, e.g.,
[17, 5], to discretize the non-smooth semilinear elliptic equation (3.1) as well as the linear system
(3.14). In [2, 3], the discrete version of (3.1) as well as its equivalent nonlinear algebraic system were
obtained by employing a mass lumping scheme for the non-smooth nonlinearity. We shall use the
same technique to discretize the system (3.14). Let Th stand for the triangulation of Ω corresponding to
parameter h, where h denotes the maximum length of the edges of all the triangles of Th . For each
triangulation Th , let Vh ⊂ H 10(Ω) be the space of piecewise linear nite elements on Ω. We denote
by dh and {φ j }dhj=1, respectively, the dimension and the basis of Vh corresponding to the set of nodes
Nh := {x1, . . . ,xdh }. For each T ∈ Th , we write T for the closure of T (i.e., the inner sum is over all
vertices of the triangle T ).
We rst consider the nonlinear equation (3.1). Let yh and uh ∈ Vh be the FE approximations of y and
u, respectively, with y and u satisfying (3.1). As shown in [3, 2], the discrete equation of (3.1) is given by
(4.1)
∫
Ω
∇yh · ∇vh dx + 13
∑
T ∈Th
|T |
∑
xi ∈T∩Nh
max(0,yh(xi ))vh(xi ) =
∫
Ω
uhvh dx , vh ∈ Vh ,
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and its equivalent nonlinear algebraic system is dened as
(4.2) Ay + Dmax(y , 0) = Mu,
where A := ((∇φ j ,∇φi )L2(Ω))dhi, j=1 is the stiness matrix, M := ((φ j ,φi )L2(Ω))dhi, j=1 is the mass matrix,
D := 13 diag(ω1, . . . ,ωdh ) with ωi := |{φi , 0}| is the lumped mass matrix, and max(·, 0) : Rdh → Rdh
is the componentwise max-function. According to [3], the equation (4.2) is semismooth in Rdh and
can be solved via a SSN method. Here, with a slight abuse of notation, we write y ∈ Rdh and u ∈ Rdh ,
respectively, instead of (yh(xi ))dhi=1 and (uh(xi ))dhi=1.
We now turn to the system (3.14). According to [5, Sec. 2.5] (see also [28, Sec. 9.1.3]), for a xed δ > 0,
the discrete linear system of (3.14) is given by
∫
Ω
∇zh · ∇vh dx + 13
∑
T ∈Th
|T |
∑
xi ∈T∩Nh
1{y δn >0}(xi )zh(xi )vh(xi ) =
∫
Ω
shvh dx ,∫
Ω
∇sh · ∇wh dx + 13
∑
T ∈Th
|T |
∑
xi ∈T∩Nh
1{y δn >0}(xi )sh(xi )wh(xi ) = −
1
αn
∫
Ω
(zh − bh)wh dx
for all vh ,wh ∈ Vh , where zh , sh , and bh stand for the FE approximations of zδn , sδn , and bδn , respectively.
By standard computations, the above variational system can be reformulated as
(4.3)

Az + Kyz = Ms,
As + Kys = − 1
αn
M(z − b)
with
Ky =
1
3 diag
(
ωi1{yi>0}
)
∈ Rdh×dh , yi := yδn (xi ) for all 1 ≤ i ≤ dh .
Here, again, we denote the coecient vectors (zh(xi ))dhi=1, (sh(xi ))dhi=1, and (bh(xi ))dhi=1 by z ∈ Rdh , s ∈ Rdh ,
and b ∈ Rdh , respectively. A standard argument shows that (4.3) is uniquely solvable.
4.2 numerical examples
In this subsection, we consider Ω := (0, 1) × (0, 1) ⊂ R2 and employ a uniform triangular Friedrichs–
Keller triangulation with nh × nh vertices for nh = 512 unless noted otherwise. A direct sparse solver
is used to solve the SSN system (4.2) and the linear system (4.3). The SSN iteration for solving (4.2)
is initiated at y0 = 0 and terminated if the active sets ACk := {i : yki > 0} at two consecutive
iterates coincide. The Python implementation used to generate the following results (as well as a Julia
implementation) can be downloaded from hps://github.com/clason/bouligandlevenbergmarquardt.
The timings reported in the following were obtained using an Intel Core i7-7600U CPU (2.80 GHz) and
16 GByte RAM.
As in [3], we choose the exact solution
u†(x1,x2) := max(y†(x1,x2), 0)
+
[
4pi 2y†(x1,x2) − 2
((2x1 − 1)2 + 2(x1 − 1 + β)(x1 − β)) sin(2pix2)] 1[β,1−β ](x1)
where
y†(x1,x2) :=
[(x1 − β)2(x1 − 1 + β)2 sin(2pix2)] 1[β,1−β ](x1)
for some β ∈ [0, 0.5] is the corresponding exact state. Obviously, y† ∈ H 2(Ω) ∩ H 10(Ω) and satises
(3.1) for the right-hand side u†. Moreover, y† vanishes on a set of measure 2β . The forward operator
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F : L2(Ω) → L2(Ω) is therefore not Gâteaux dierentiable at u† whenever β ∈ (0, 0.5]; see, e.g., [3,
Prop. 3.4]. Let us denote by y†h the discrete projection of y
† to Vh . We now add a random Gaussian
noise componentwise to y†h to create noisy data y
δ
h corresponding to the noise level
δ := ‖y†h − yδh ‖L2(Ω).
Here and below, all norms for discrete functions vh are computed exactly by ‖vh ‖2L2(Ω) = vThMvh
(identifying again the function vh with its vector of expansion coecients). From now on, to simplify
the notation, we omit the subscript h. In the following, we consider dierent choices of the parameter
β and two dierent choices of starting points: the trivial point u0 ≡ 0 and the discrete projection of
(4.4) u¯ := u† − 20 sin(pix1) sin(2pix2).
We point out that for the second starting point, u† satises the generalized source condition
(4.5) u† − u¯ ∈ R
[(
G∗u†Gu†
) 1/2] ⊂ R [(G∗u†Gu† )ν ]
for some ν ∈ (0, 1/2). Note also that u¯ is far from the exact solution u† and that u0 ≡ 0 is not close to
u† when the parameter β is far from 0.5. For the case β = 0.005, the exact solution u† and the starting
point u¯ are shown in Figure 1 and Figure 2, respectively. The corresponding noisy data yδ and the
reconstructions uδNδ with respect to the noise level δ ∈ {1.056 · 10−2, 1.058 · 10−4} are presented in
Figure 3 for parameters α0 = 1, r = 0.5, β = 0.005, τ = 1.5 and for the starting point u0 = u¯.
We now address the regularization property of the Bouligand–Levenberg–Marquardt iteration from
Corollary 3.6. We rst illustrate the eects of the starting guess on the convergence of the iteration.
Table 1 displays for the same parameters α0 = 1, r = 0.5, β = 0.005, τ = 1.5, a decreasing sequence of
noise levels, and both starting points (for the same realization of the random data) the stopping index
Nδ = N (δ ,yδ ), the logarithmic rate of the stopping index
LRδ :=
Nδ
1 + | log(δ )| ,(4.6)
the relative error
Eδ :=
‖u† − uδNδ ‖L2(Ω)
‖u†‖L2(Ω)
,(4.7)
the empirical convergence rate
Rδ :=
‖u† − uδNδ ‖L2(Ω)√
δ
,(4.8)
as well as the nal Tikhonov parameterαNδ from (1.7). This table indicates that the speed of convergence
of the iteration for the starting pointu0 = u¯ is faster than that for the trivial starting pointu0 ≡ 0. While
the growth of the stopping index Nδ for the trivial starting point is slightly faster than that for u¯, the
logarithmic rates (4.6) for both starting points are stable. This ts Theorem 2.20. For the starting guess
u0 = u¯, the empirical convergence rate Rδ is not greater than 0.4 as δ is small enough. This agrees with
the convergence rateO(√δ ) expected from the classical source conditionu†−u0 ∈ R
[(F ′(u†)∗F ′(u†)1/2] .
To show the dependence on parameter β of the performance of the Bouligand–Levenberg–Marquardt
iteration, we summarize in Table 2 the results obtained for β ∈ {0, 0.15, 0.3}, α0 = 1, r = 0.5, τ = 1.5,
and u0 = u¯. Table 2 indicates that the stopping index seems not to be signicantly inuenced by the
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Figure 1: exact solution u† for β = 0.005 Figure 2: starting point u0 = u¯ for β = 0.005
(a) yδ , δ = 1.056 · 10−2 (b) uδNδ , Nδ = 14
(c) yδ , δ = 1.058 · 10−4 (d) uδNδ , Nδ = 16
Figure 3: noisy data yδ and reconstructions uδNδ for u0 = u¯ and α0 = 1, r = 0.5, β = 0.005, τ = 1.5
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Table 1: regularization property for α0 = 1, r = 0.5, β = 0.005, τ = 1.5: noise level δ ; stopping index
Nδ ; logarithmic rate LRδ from (4.6); relative error Eδ from (4.7); empirical convergence rate
Rδ from (4.8); nal Tikhonov parameter αNδ
u0 ≡ 0 u0 = u¯
δ Nδ LRδ E
δ αNδ Nδ LRδ E
δ Rδ αNδ
1.06 · 10−2 12 2.2 4.70 · 10−1 4.1 · 10−9 14 2.5 1.55 · 10−1 2.3 1.6 · 10−10
1.06 · 10−3 16 2.0 2.36 · 10−1 6.6 · 10−12 15 1.9 2.07 · 10−2 1.0 3.3 · 10−11
1.06 · 10−4 20 2.0 1.44 · 10−1 1.0 · 10−14 16 1.6 1.57 · 10−3 0.2 6.6 · 10−12
1.05 · 10−5 25 2.0 7.33 · 10−2 3.4 · 10−18 17 1.4 3.57 · 10−4 0.2 1.3 · 10−12
1.06 · 10−6 30 2.0 3.55 · 10−2 1.1 · 10−21 18 1.2 1.85 · 10−4 0.3 2.6 · 10−13
1.06 · 10−7 34 2.0 2.77 · 10−2 1.7 · 10−24 21 1.2 6.47 · 10−5 0.3 2.1 · 10−15
Table 2: regularization property for α0 = 1, r = 0.5, τ = 1.5, u0 = u¯: noise level δ ; stopping index
Nδ = N (δ ,yδ ); relative error Eδ from (4.7)
β = 0 β = 0.15 β = 0.3
δ Nδ E
δ Nδ E
δ Nδ E
δ
1.06 · 10−1 11 3.10 11 1.13 · 101 11 6.41 · 101
1.06 · 10−2 14 1.50 · 10−1 14 5.47 · 10−1 14 3.10
1.06 · 10−3 15 1.96 · 10−2 15 7.11 · 10−2 15 4.11 · 10−1
1.06 · 10−4 16 1.50 · 10−3 16 5.75 · 10−3 16 3.52 · 10−2
1.06 · 10−5 17 3.43 · 10−4 17 3.56 · 10−3 17 1.02 · 10−2
1.06 · 10−6 18 1.81 · 10−4 19 3.74 · 10−3 18 5.29 · 10−3
parameter β . However, it is not surprising that the relative error Eδ increases with respect to β since
|{y† = 0}| → 0 as β → 0+.
Finally, the stopping index as well as the total CPU time (in seconds) of the proposed Bouligand–
Levenberg–Marquardt (BLM) iteration and of the Bouligand–Landweber (BL) iteration from [3] are
compared in Figure 4. Recall that the BL iteration is dened by
(4.9) uδn+1 = uδn +wnG∗uδn
(
yδ − F (uδn )
)
, n ≥ 0
with parameterwn > 0 and is terminated via the discrepancy principle (2.12). To compare the numerical
results, we set α0 = 1, r = 0.5, β = 0.005, τ = 1.5, wn = (2 − 2µ)/L¯2 for all n ≥ 0 with µ = 0.1 and
L¯ = 0.05. Figure 4 shows the stopping index of the two iterative methods versus the noise level δ
for both u0 = u¯ and u0 ≡ 0. Figures 4a and 4c indicate that for the BLM iteration, in both cases
Nδ = O(1 + | log(δ )|) as δ → 0, as expected from Theorem 2.20. On the other hand, Figures 4b and 4d
show that for the BL iteration, Nδ = O(δ−1) for u0 = u¯ and Nδ = O(δ−2) for u0 ≡ 0 as δ → 0. As also
shown in these gures, the total CPU time to run each method is almost directly proportional to their
stopping indices (approximately 52 seconds per step for the BLM iteration and 16 seconds per for the
BL iteration, corresponding to the size of (4.3) compared to that of the discretization of (4.9)). For
u0 ≡ 0 and δ ≈ 5 · 10−5, the total CPU time of the BLM iteration is only 1136 seconds while that of the
BL iteration is nearly 41337 seconds. Similarly, for u0 = u¯ and δ ≈ 10−7, it takes 1087 seconds for the
BLM iteration and approximately 18054 seconds for the BL iteration to terminate. Hence even though
the cost of each step of the two iterations is dierent, the BLM iteration is signicantly faster also in
terms of CPU time for small values of δ .
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615
1136
10−410−310−2
12
22 Nδ
O(log δ )
time [s]
(a) u0 = 0, BLM
47
41337
10−410−310−2
3
2634
Nδ
O(δ−2)
time [s]
(b) u0 = 0, BL
570
1087
10−710−610−510−410−310−210−1
11
21
Nδ
O(log δ )
time [s]
(c) u0 = u¯, BLM
40
18054
10−710−610−510−410−310−210−1
2
1105
Nδ
O(δ−1)
time [s]
(d) u0 = u¯, BL
Figure 4: comparison of stopping index Nδ and total CPU time (in seconds) for Bouligand–Levenberg–
Marquardt (BLM) and Bouligand–Landweber (BL) iterations
5 conclusion
We have proposed a novel Newton-type regularization method for non-smooth ill-posed inverse
problems that extends the classical Levenberg–Marquardt iteration. Using a family of bounded operators
{Gu } to replace the Fréchet derivative in the classical Levenberg–Marquardt iteration, we proved under
a generalized tangential cone condition the asymptotic stability of the iterates and from this derived
the regularization property of the iteration. In particular, when considering ill-posed inverse problem
where the forward operator corresponds to the solution of a non-smooth semilinear elliptic PDE, we
can take Gu from the Bouligand subdierential of the forward operator. If the non-dierentiability of
the forward mapping is suciently “weak” at the exact solution, these operators satisfy the required
assumptions, and the resulting Bouligand–Levenberg–Marquardt iteration thus provides a convergent
regularization method. As the numerical example illustrates, this iteration requires signicantly less
iterations and can be much faster than rst-order methods such as the Bouligand–Landweber iteration
from [3].
This work can be extended in several directions. First, it would be interesting to derive convergence
rates under the generalized source condition (2.47). Of particular interest would be the extension of the
proposed iteration for non-smooth ill-posed inverse problems with additional constraints such as non-
negativity of the unknown parameter. Finally, similar non-smooth extensions of other Newton-type
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methods such as the iteratively regularized Gauss-Newton method could be derived.
appendix a auxiliary lemmas
This section provides some estimates on the sequence of parameters dened by (2.10) and on bounded
linear operators between Hilbert spaces.
Lemma a.1 ([9]). Let {αn} be dened via (2.10). Then there hold for all k ≥ 0(
k∑
j=0
α−1j
)−1
≤ c20αk+1,
k∑
m=0
α−1/2m
(
k∑
j=m
α−1j
)−1/2
≤ c1,
k∑
m=0
α−1/2m
(
k∑
j=m
α−1j
)−1
≤ c2α 1/2k+1,
k∑
m=0
α−1m
(
k∑
j=m
α−1j
)−1/2
≤ c3α−1/2k+1 ,
k∑
m=0
α−1m
(
k∑
j=m
α−1j
)−1
≤ c4,
where the constants ci , i = 0, . . . , 4, are dened in (2.17).
The next lemma provides some more estimates on sequence {αn} dened via (2.10) with exponent
ν ∈ [0, 1/2). Its proof is standard and thus is omitted.
Lemma a.2. Let {αn} be dened via (2.10) and let 0 ≤ ν < 12 . Then there hold for all k ≥ 0
(a.1)
k∑
m=0
αν−1/2m
(
k∑
j=m
α−1j
)−1/2
≤ K0(r ,ν )ανk+1
and
(a.2)
k∑
m=0
αν−1/2m
(
k∑
j=m
α−1j
)−1
≤ K1(r ,ν )αν+1/2k+1
with K0(r ,ν ) and K1(r ,ν ) dened in (2.18).
The next lemmas give useful estimates of a bounded linear operator between Hilbert spaces and
generalize the corresponding results in [7]. Their proofs are based on the spectral theory and functional
calculus of self-adjoint operators; see, e.g. [4, 26].
Lemma a.3 ([9, Lem. 2]). Let {αk } be a sequence of positive numbers and let T : H1 → H2 be a bounded
linear operator between Hilbert spaces. Then, for any 0 ≤ ν ≤ 1 and any integers 0 ≤ m ≤ l , there holds l∏
j=m
α j
(
α j I +T
∗T
)−1 (T ∗T )ν 
L(H1)
≤
(
l∑
j=m
α−1j
)−ν
.
This result can be improved for the specic case ν = 12 to be sharp as shown by the choicem = l .
Lemma a.4. Let {αk } be a sequence of positive numbers and letT : H1 → H2 be a bounded linear operator
between Hilbert spaces. Then, for any integers 0 ≤ m ≤ l , there holds l∏
j=m
α j
(
α j I +T
∗T
)−1
T ∗

L(H2,H1)
≤ 12
(
l∑
j=m
α−1j
)−1/2
.
Proof. Set t0 := ‖T ‖2L(H1,H2) and dene the continuous function
д(t) :=
l∏
j=m
α j
(
α j + t
)−1
, t ≥ 0.
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From the spectral theory of self-adjoint operators, see, e.g. [4, Chap. 2], we have that
(a.3) ‖д(T ∗T )T ∗‖L(H2,H1) ≤ sup
{√
t |д(t)| : 0 ≤ t ≤ t0
}
.
On the other hand, a simple computation and the Cauchy–Schwarz inequality give
l∏
j=m
(
α j + t
) ≥ l∏
j=m
α j
(
1 + t
l∑
j=m
α−1j
)
≥ 2√t
l∏
j=m
α j
(
l∑
j=m
α−1j
) 1/2
,
which leads to
√
t |д(t)| ≤ 12
(
l∑
j=m
α−1j
)−1/2
for all t ≥ 0. Combining this with (a.3) yields the desired estimate. 
Finally, we have the following direct consequence of Lemmas a.3 and a.4.
Corollary a.5. Let {αk } be a sequence of positive numbers and let T : H1 → H2 be a bounded linear
operator between Hilbert spaces. Then, for any 0 ≤ ν ≤ 12 and any integers 0 ≤ m ≤ l , there holds l∏
j=m
α j
(
α j I +T
∗T
)−1 (T ∗T )νT ∗
L(H2,H1)
≤
(
l∑
j=m
α−1j
)−ν−1/2
.
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