Weighted fourth moments of Hecke zeta functions with groessencharacters by Watt, Nigel
ar
X
iv
:1
30
7.
53
33
v2
  [
ma
th.
NT
]  
5 A
ug
 20
13
Weighted fourth moments
of Hecke zeta functions with groessencharacters
Nigel Watt
Abstract: By using recently obtained bounds for certain sums of Kloosterman sums we prove new bounds
for the sum
∑
−D≤d≤D
∫D
−D |ζ
(
1/2 + it, λd
) |4|∑0<|µ|2≤M A(µ)λd((µ))|µ|−2it|2dt, where λd is the groessen-
character satisfying λd((α)) = λd(αZ[i]) = (α/|α|)4d, for 0 6= α ∈ Z[i], and ζ(s, λd) is the Hecke zeta function
that satisfies ζ(s, λd) = (1/4)
∑
06=α∈Z[i] λ
d((α))|α|−2s for ℜ(s) > 1, while the numbers D,M ∈ (0,∞) and
function A : Z[i]−{0} → C are arbitrary (though it is only in respect of cases in whichM is relatively small,
compared to D, that our results are new and interesting). One of our new bounds may have an application
in enabling a certain improvement of a result of P. A. Lewis on the distribution of Gaussian primes.
Keywords: mean value, zeta function, Gaussian number field, gro¨ssencharakter, Hecke character, Gaussian
primes, prime ideals, approximate functional equation, Kloosterman sum, sum formula, spectral theory,
Hecke congruence group, Selberg eigenvalue conjecture, automorphic function, Fourier coefficient, large sieve.
AMS Subject classification: 11M41, 11F30, 11F37, 11F72, 11L05, 11M06, 11N32, 11N35, 11N36, 11N75,
11R44.
1. Introduction
In [17,18] Hecke discovered a class of zeta functions with applications in the study of the multidimensional
distribution of prime ideals in algebraic number fields. Associated with the Gaussian number field Q(i), with
ring of integers O = Z[i], there is a family (ζ(s, λd))d∈Z of functions in Hecke’s class that satisfy
ζ
(
s, λd
)
=
∑
a∈I
λd(a) (N(a))
−2s
=
1
4
∑
06=α∈O
Λd(α)|α|−2s (s ∈ C, ℜ(s) > 1 and d ∈ Z), (1.1)
where Λd is (for each d ∈ Z) the endomorphism of the group (Q(i))∗ given by
Λd(α) =
(
α
|α|
)4d
(0 6= α ∈ Q(i)), (1.2)
while the elements of the set I are the non-zero ideals in O, the ‘norm’ N satisfies N((α)) = |O/(α)| = |α|2
(when (α) = αO = {αβ : β ∈ O}), and each ‘groessencharacter’ λd : I → C∗ is given by:
λd ((α)) = Λd(α) (0 6= α ∈ O).
For each d ∈ Z the function ζ(s, λd) has a meromorphic continuation to all points s ∈ C, with the only pole
being that of the Dedekind zeta function ζ
(
s, λ0
)
at s = 1.
Our subject in this paper is the mean value
E(D;M,A) =
∑
−D≤d≤D
D∫
−D
∣∣ζ (1/2 + it, λd)∣∣4 ∣∣PM (A; it, λd)∣∣2 dt, (1.3)
where it is assumed that A is a mapping from O− {0} to C, that 0 < D,M <∞, and that
PM
(
A; s, λd
)
=
∑
0<|µ|2≤M
A(µ)Λd(µ)|µ|−2s for d ∈ Z and s ∈ C (1.4)
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(note that here, and in all that follows, variables of summation designated by Greek letters, such as the ‘µ’
above, are O-valued variables, whereas those designated by Latin letters are Z-valued variables). The mean
value E(D;M,A) is a ‘Gaussian integer analogue’ of the mean value
S(T,N) =
T∫
0
|ζ (1/2 + it)|4
∣∣∣∣∣ ∑
0<n≤N
ann
−it
∣∣∣∣∣
2
dt
which has been studied by Iwaniec [23], Deshouillers and Iwaniec [8] and Watt [43]. In [7] and [8] a connection
was established between S(T,N) and the spectral theory of the non-Euclidean Laplace-Beltrami operator
∆2 acting on certain spaces of functions defined on 2-dimensional hyperbolic space H2 and automorphic with
respect to the action of some Hecke congruence group Γ ≤ SL(2,Z) on H2; in particular, it was observed by
Deshouillers and Iwaniec in [8] that, if one could assume Selberg’s conjecture that, except for the eigenvalue
0 associated with the space of constant functions, the relevant eigenvalues of −∆2 lie in the interval [1/4,∞),
then their method would yield the estimate
S(T,N)≪ε
(
1 + T−1/2N2
)
T 1+ε
∑
0<n≤N
|an|2 , (1.5)
for ε > 0, N ≥ 1, T ≥ 1, and any complex sequence (an)n∈N. Selberg, in [40], had already shown that the
eigenvalues in question do all lie in the interval [3/16,∞), and the lower bound 3/16 in this result has since
been improved to 975/4096 = (1/4)− (7/64)2 by Kim and Sarnak [28].
By a non-trivial application of Selberg’s lower bound for the above mentioned eigenvalues, Deshouillers
and Iwaniec obtained, in [8, Theorem 1], the unconditional estimate
S(T,N)≪ε
(
1 + T−1/2N2 + T−1/4N5/4
)
T 1+ε
∑
0<n≤N
|an|2 , (1.6)
for ε > 0, N ≥ 1, T ≥ 1, and any complex sequence (an)n∈N. If Kim and Sarnak’s improvement of Selberg’s
lower bound for the eigenvalues had been available at the time, then Deshouillers and Iwaniec would have
been able to replace the term T−1/4N5/4 (in brackets, in (1.6)) by Tα−1/2N2−3α, where α = 7/64.
By refining one aspect of the method used by Deshouillers and Iwaniec in their proof of (1.6), we
obtained, in [43, Theorem 1], the further unconditional estimate
S(T,N)≪ε
(
1 + T−1/2N2
)
T 1+εN max
0<n≤N
|an|2 , (1.7)
for ε > 0, N ≥ 1, T ≥ 1, and any complex sequence (an)n∈N. For certain applications to the theory of the
distribution of prime numbers (see, for example, [1], or [15, Chapters 7 and 9]) the estimate in (1.7) is more
effective than that in (1.6), and is (moreover) just as effective as the conditional estimate in (1.5) would be
(were an unconditional proof of (1.5) to be discovered).
Our principal new result in this paper (Theorem 1, below) is an upper bound for E(D;M,A) analogous
to the bound (1.7) for S(T,N). Our proof of this new result depends on estimates for a certain sum of
Kloosterman sums; these estimates are supplied by Lemma 23 (below), which is a reformulation of a result
from our paper [44]. Note that our work in [44] depends on the spectral large sieve inequality that we proved
in [45]. In both [45] and [44], and in the present paper, we employ methods analogous to those pioneered
by Iwaniec, in [23], and by Deshouillers and Iwaniec, in [7] and [8]. In particular, with the aid of a slight
extension of Lokvenec-Guleska’s sum formula [34, Theorem 12.3.2] (which itself is a generalisation of the sum
formula [5, Theorem 13.1] of Bruggeman and Motohashi), we establish, in [44], a connection between the sum
of Kloosterman sums occurring in the equation (7.7) (below) and the spectral theory of the non-Euclidean
Laplace-Beltrami operator
∆3 = r
2
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂r2
)
− r ∂
∂r
(1.8)
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acting on certain spaces
D = DΓ =
{
f ∈ L2 (Γ\H3) ∩C2 (H3) : ∆3f ∈ L2 (Γ\H3)
}
,
the members of which are complex valued functions that are defined on H3 = {(x+ iy, r) : x, y ∈ R, r > 0}
(the upper half-space model for 3-dimensional hyperbolic space) and that are automorphic with respect to
the action on H3 of some Hecke congruence group Γ = Γ0(ω) ≤ SL(2,O), where ω is some non-zero Gaussian
integer and
Γ0(ω) =
{(
α β
γ δ
)
∈ SL(2,O) : γ ∈ ωO
}
(1.9)
(see [11, Chapters 1-4] for definitions of the space L2 (Γ\H3) and other terminology used here).
A significant feature of the spectral theory just mentioned is that, even if one allows for repetitions
(consistent with the relevant multiplicities), the eigenvalues of the operator −∆3 : DΓ → L2(Γ\H3) are the
terms of an unbounded monotonically increasing sequence (λn(Γ))n∈N such that λ1(Γ) > λ0(Γ) = 0 (see, for
example, [11, Theorem 4.1.8 and Chapter 8.9]), and so the operator −∆3 with domain DΓ has a smallest
positive eigenvalue, which is λ1(Γ). Preparatory to stating our new results, we define
Θ(ω) =
√
max {0 , 1− λ1(Γ)} ∈ [0, 1) (0 6= ω ∈ O and Γ = Γ0(ω) ≤ SL(2,O)) (1.10)
and
ϑ = sup
06=ω∈O
Θ(ω) . (1.11)
Note that it is trivially the case that
λ1 (Γ0(ω)) ≥ 1− (Θ(ω))2 ≥ 1− ϑ2 (0 6= ω ∈ O). (1.12)
Selberg’s conjecture concerning the eigenvalues of −∆3 for Hecke congruence subgroups of SL(2,O) is that
for all non-zero ω ∈ O one has λ1(Γ0(ω)) ≥ 1; an equivalent conjecture is that the constant ϑ is zero. Work
of Kim and Shahidi, [29] and [30], has shown that Θ(ω) < 2/9 for 0 6= ω ∈ O, so that one has
0 ≤ ϑ ≤ 2/9 (1.13)
and, by (1.12), λ1(Γ0(ω)) > 77/81 for 0 6= ω ∈ O.
We now state our new bounds for the mean value E(D;M,A) that is defined in (1.3).
Theorem 1. Let ϑ be the real constant defined in (1.10) and (1.11). Let ε > 0. Then, for D ≥ 1, M ≥ 1
and all functions A : O− {0} → C, one has both
E(D;M,A)≪ε
(
D2+ε +
(
1 +DM−3/2
)ϑ
D1+εM2
) ∑
0<|µ|2≤M
|A(µ)|2 (1.14)
and
E(D;M,A)≪ε D2+ε
( ∑
0<|µ|2≤M
|A(µ)|2
)
+
+
(
1 +DM−2
)ϑ
D1+εM3max
{
|A(µ)|2 : µ ∈ O and 0 < |µ|2 ≤M
}
.
(1.15)
In our proof of Theorem 1 we follow quite standard practice in utilising an approximate functional
equation for Hecke’s zeta-functions ζ(s, λd) (d ∈ Z). We remark that it might, perhaps, have been both
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interesting and profitable to have adopted a more novel approach, as Sarnak does in his proof (without the
use of any approximate functional equation) of the sharp fourth power moment estimate
∑
−D≤d≤D
D∫
−D
∣∣ζ (1/2 + it, λd)∣∣4 dt≪ D2 log4D (D ≥ 2), (1.16)
which is [39, Theorem 1], and as Motohashi does in [35] (where he obtains an explicit formula for fourth
moments of the Riemann zeta function); we however decided (at an early stage of this work) that we
should simply concentrate on the approach in which we had the greatest confidence. We are similarly
unadventurous in our use of the Poisson summation formula in proving Theorem 2 (below): we might instead
have attempted, there, to emulate the approach taken by Blomer, Harcos and Michel in [3, Section 4.1], in
which Jutila’s variant of the circle method, from [25], is used to detect a condition of summation of the form
m1n1 −m2n2 = h.
A suitable approximate functional equation for ζ(s, λd) is proved in Section 3 of this paper: the proof
we give is an implementation of a general method developed by Ivic´, in [21]. Although this approximate
functional equation (which is Lemma 11, below) is very nearly contained in a more general theorem of Harcos
[12, Theorem 2.5], it does have the merit of implying a slightly sharper bound for the relevant error term.
By means of the approximate functional equation (Lemma 11), we show in Section 4 that Theorem 1
is a corollary of the asymptotic estimates contained in the results (1.30)-(1.32) of Theorem 2, below. Before
coming to the statement of Theorem 2, we first define some of the notation used there (and subsequently).
For p ∈ [1,∞], and for any function b : X → C with domain X 6= ∅, we define
‖b‖p =

( ∑
x∈X
|b(x)|p
)1/p
if 1 ≤ p <∞ ;
sup {|b(x)| : x ∈ X} if p =∞ .
(1.17)
For α, β ∈ O, we shall (unless α = β = 0) take (α, β) to denote a highest common factor of α and β; at
the same time [α, β] will denote a least common multiple of α and β (so that if γ = [α, β] and δ = αβ/(α, β)
then γ and δ are associates in the ring O).
Throughout this paper the notation d+z denotes the standard Lebesgue measure on the set C (hence
d+z = dxdy, where x and y are the real and imaginary parts of the complex variable z).
Theorem 2. Let ϑ be the real constant defined in (1.10) and (1.11). Let 0 < ε ≤ 1/6 and 0 < η ≤ (log 2)/3.
Let K1,K2,M1 ≥ K0 = 1, and let T > 0 satisfy
T ≫ max{K21 ,K22 ,M21} . (1.18)
Let w0, w1, w2 : (0,∞) → C be infinitely differentiable functions satisfying, for i ∈ {0, 1, 2}, j = 0, 1, 2, . . .
and x > 0 ,
w
(j)
i (x) =
{
Oj
(
(ηx)−j
)
if e−ηKi ≤ x ≤ eηKi ,
0 otherwise,
(1.19)
and let a : O− {0} → C be a function such that
|a(µ)| > 0 only if e−ηM1 ≤ |µ|2 ≤ eηM1 . (1.20)
Define C to be the mapping, from O− {0} to C, given by
C(ξ) =
∑∑∑
κ1 κ2 µ
κ1κ2µ=ξ
w1
(
|κ1|2
)
w2
(
|κ2|2
)
a(µ) (0 6= ξ ∈ O), (1.21)
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and put
D0 =
(
π
∞∫
0
w0(x) dx
)
T ‖C‖22 , (1.22)
C⋆(β; z) = w1 (|βz|2)
∑∑
µ κ
µκ=β
a(µ)w2
(|κ|2) (0 6= β ∈ O, 0 6= z ∈ C), (1.23)
N = T ε−1K1K2M1 , (1.24)
D⋆1 =
(
−4π
∞∫
0
w0(x) dx
)
T
∫
C
∑ ∑
β1 6=0 β2 6=0
|(β1,β2)|2<e−4ηT−εN
C⋆ (β1; z)C⋆ (β2; z) |(β1, β2)|2 d+z , (1.25)
p(α) =
∑
ν 6=0
|ν|−4 exp(2πiℜ(αν)) (α ∈ C), (1.26)
Iw0(γ) =
|γ|4
π4
∫
C
((
x
d2
dx2
+
d
dx
)2
w0(x)
∣∣∣∣
x=|s|2
)
p
(
s
γ
)
d+s (0 6= γ ∈ C), (1.27)
and
D⋆2 = 4T
∫
C
∑ ∑
β1 6=0 β2 6=0
e−4ηT−εN≤|(β1,β2)|2<eηN
C⋆ (β1; z)C⋆ (β2; z) |(β1, β2)|2 Iw0
(
[β1, β2] z
T 1/2
)
d+z . (1.28)
For d ∈ Z and t ∈ R, put
c(d, it) =
∑
κ1 6=0
w1
(|κ1|2)Λd(κ1)
|κ1|2it
∑
κ2 6=0
w2
(|κ2|2)Λd(κ2)
|κ2|2it
∑
µ6=0
a(µ)Λd(µ)
|µ|2it
 . (1.29)
Then one has
∞∑
d=−∞
∞∫
−∞
|c(d, it)|2 w0
( |2d+ it|2
π2T
)
dt = 2πD0 + (π/2) (D⋆1 +D⋆2) + E , (1.30)
where E is some complex number satisfying both
E
K1K2
≪η,ε
(
M21
T 1/2
+
(
M
2−(3/2)ϑ
1
T (1−ϑ)/2
)(
K2
T 1/2
)ϑ)
T 1+9ε‖a‖22 (1.31)
and
E
K1K2
≪η,ε
 M21
T 1/2
+
( K1
T 1/2
)ϑ/2(
K2
T 1/2
)1−(ϑ/2)
+
(
K2
T 1/2M
1/2
1
)ϑ( M21
T 1/2
)1−ϑT 1+11εM1‖a‖2∞ . (1.32)
The implicit constants in (1.31) and (1.32) are determined by those in (1.19) and (1.18), and by ε and η.
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Remarks 3. For future reference, we observe here that the hypotheses (1.19), (1.20) and the definitions
(1.22), (1.21) and (1.17) imply the upper bound
D0 ≪ T
∑
|κ1|2≍K1
∑
|κ2|2≍K2
∑
|µ1|2≍M1
∑
|κ3|2≍K1
∑
|κ4|2≍K2
∑
|µ2|2≍M1
κ3κ4µ2=κ1κ2µ1
|a (µ1) a (µ2)| .
From this, the inequality 2|a(µ1)a(µ2)| ≤ |a(µ1)|2 + |a(µ2)|2, and the bound (2.13) noted below, it follows
that, when K1,K2,M1 ≥ 1 and T > 0 are such that (1.18) holds, one has:
|D0| ≤ T
∑
|κ|2≍K1
∑
|λ|2≍K2
∑
|µ|2≍M1
|a (µ)|2
∑
κ′
∑
λ′
∑
µ′
κ′λ′µ′=κλµ
O(1) =
= T
∑
|κ|2≍K1
∑
|λ|2≍K2
∑
|µ|2≍M1
|a (µ)|2Oε (|κλµ|ε)≪ε T 1+εK1K2‖a‖22 (ε > 0). (1.33)
Similar upper bounds may be obtained for the terms D⋆1 and D⋆2 occurring, alongside D0, in the result (1.30).
Indeed, by (1.23), (1.19) and the Cauchy-Schwarz inequality, it follows that
|C⋆(β; z)|2 ≪ τ2(β)
∑
µ|β
|µ|2≍M1
|a(µ)|2 for 0 6= β ∈ O, z ∈ C
(with τ2(β) denoting, here and henceforth, the number of Gaussian integer divisors of β) and that it is,
moreover, the case that C⋆(β; z) = 0 unless one has both |β|2 ≍ K2M1 and |βz|2 ≍ K1. Hence, and by the
arithmetic-geometric mean inequality, one has, for some z ∈ C,
D⋆1 ≪ T
∑
β 6=0
|C⋆(β; z)|2
∑
|β′|2≍K2M1
|(β, β′)|2 |β′|−2K1 ≪
≪ TK1
∑
β 6=0
|C⋆(β; z)|2 τ2(β)≪
≪ TK1
∑
|β|2≍K2M1
τ22 (β)
∑
µ|β
|µ|2≍M1
|a(µ)|2 ≤
(
TK1
∑
|κ|2≍K2
τ22 (κ)
16
)( ∑
|µ|2≍M1
τ22 (µ)|a(µ)|2
)
. (1.34)
Moreover, given the hypotheses (1.19), (1.20) and the definitions (1.23) and (1.24), it is implicit in (1.28)
that ∣∣∣∣ [β1, β2] z√T
∣∣∣∣2 = |β1β2z|2|(β1, β2)|2 T ≪ K2M1K1e−4ηNT−ε+1 = e4η ≪ 1 ,
and so, as (1.26) and (1.27) trivially imply Iw0(γ)≪ |γ|4, one may deduce from (1.23) and (1.28) essentially
the same upper bound for
∣∣D⋆2∣∣ as that found for ∣∣D⋆1∣∣ in (1.34). Therefore it follows by the bound (2.13)
(below) that, when the hypotheses of Theorem 2 are satisfied, the terms D⋆1 and D⋆2 in (1.30) satisfy
D⋆j ≪ε T 1+εK1K2‖a‖22 for j = 1, 2 and all ε > 0. (1.35)
The details of our proof of Theorem 2 appear in Sections 5, 6 and 7 of this paper.
The contents of Section 5 are several basic lemmas that are needed in Section 6: note that Lemma 17
is effectively the first step in our analysis of the sum occurring on the left hand side of Equation (1.30).
By means of the three (quite specialised) lemmas of Section 6, we transform the task of bounding the
term E in Equation (1.30) into a search for suitable bounds for the sum of Kloosterman sums occurring in
the equation (6.47) of Lemma 22; aside from the use made of Lemma 17 in the proof Lemma 20, it is fair
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to regard the proofs of Lemma 20, Lemma 21 and Lemma 22 as being exercises in the application of the
Poisson Summation formulae that are contained in Lemma 14.
In Section 7 we reformulate (as Lemma 23) the results of [44, Theorem 11], and we use most of the
remainder of the section in applying those results so as to obtain (in Lemma 28) the sought for bounds on
the sum of Kloosterman sums in (6.47); the supplementary bound (7.12) of Lemma 25 is needed in order
to handle certain extreme cases (in which the condition (7.2) of Lemma 23 becomes an obstacle). At the
end of Section 7 we complete our proof of Theorem 2, using only Lemma 20, Lemma 21, Lemma 22 and
Lemma 28; our proof of Theorem 1 is, thereby, also completed (for we show in Section 4 that Theorem 2
implies Theorem 1).
We conclude this introduction with a brief discussion of one likely application Theorem 1, followed by a
remark in respect of one immediate implication of Theorem 1, and a remark on the possibility of generalising
Theorem 1 in a non-trivial way.
Our bound (1.7) for S(T,N) played an essential part in work of Baker, Harman and Pintz on the
distribution of rational primes; with its help, they showed, in [1], that there exists an x0 ∈ (0,∞) such that∣∣{p : p is prime in Z and x < p ≤ x+ x0.525}∣∣ ≥ 9x0.525
100 logx
for all x ≥ x0. (1.36)
Similar progress on the distribution of Gaussian primes has been somewhat impeded by the the lack (until
now) of a Gaussian integer analogue of (1.7). Nevertheless, in [16], Harman, Kumchev and Lewis have shown
that there exist positive real numbers c1 and r0 such that, if one has 1 ≥ α ≥ 0.53, then
|{π1 : π1 is prime in Z[i] and |π1 − z| ≤ |z|α}| ≥ c1|z|
2α
log |z| for all z ∈ C such that |z| ≥ r0. (1.37)
Moreover, Lewis has improved on this by showing, in his thesis [33], that (1.37) holds (for some c1, r0 ∈ (0,∞))
whenever 1 ≥ α > 0.528. Since our new estimate (1.15) implies the required Gaussian integer analogue of
the bound (1.7), we expect that, by methods entirely analogous to those employed in the proof, in [1], of the
result (1.36), it could now be proved that there exist positive real numbers c1 and r0 such that (1.37) holds
whenever 1 ≥ α ≥ 0.525.
Our estimate (1.15) in Theorem 1 certainly does imply that, if M ≤ D1/2, then one has
∑
−D≤d≤D
D∫
−D
∣∣ζ (1/2 + it, λd)∣∣4 ∣∣∣∣∣ ∑
M/2<|µ|2≤M
A(µ)Λd(µ)
|µ|1+2it
∣∣∣∣∣
2
dt≪ε D2+ε‖A‖2∞ (ε > 0). (1.38)
If it could be shown that (1.38) holds whenever 0 ≤ M ≤ D, then, by virtue of Corollary 12 (below), it
would follow that
∑
−D≤d≤D
D∫
−D
∣∣ζ (1/2 + it, λd)∣∣6 dt≪ε D2+ε for all ε > 0 and all D ≥ 1.
In [10, Theorem 2.2] it was shown by Duke that, if F is a number field of degree n, if q is an ideal in OF
(the ring of integers of F ), and if χ and {λ1, . . . , λn−1} are (respectively) a narrow class character mod q
and a basis for the torsion free Hecke characters mod q, then, for some B ∈ (0,∞), one has:
∑
d∈(Z∩[−D,D])n−1
D∫
−D
∣∣ζF (1/2 + it, χλd∗ )∣∣4 dt ≪F,q Dn logB D (D ≥ 2), (1.39)
where χλd∗ is the groessencharacter χλ
d1
1 · · ·λdn−1n−1 , while ζF (s, χλd∗ ) is the Hecke zeta function such that, for
all s0 ∈ C such that ℜ(s0) > 1, one has ζF (s0, χλd∗ ) =
∑
a∈I(F ) (χλ
d
∗ )(a) (N(a))
−s0 , with I(F ) being the set
of non-zero ideals in OF , and with N(a) being the norm of a. This result of Duke comes close to being a
generalisation of Sarnak’s bound in (1.16), falling short of that only by some power of logD.
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In contrast with the considerable generality of the bounds in (1.39), our focus in the present paper is
exclusively on Hecke zeta functions that are associated with Q(i). Similarly, in the papers [44] and [45] (upon
which the present paper depends), we use only the case F = Q(i) of the sum formulae [34, Theorem 11.3.3
and Theorem 12.3.2]. In [34] itself it is permitted that F be any given imaginary quadratic field (while the
relevant discrete group Γ may be any Hecke congruence subgroup of SL(2,OF )). We expect that, by means
of the sum formulae in [34] (or some slight extension thereof), it would be possible to generalise our work in
[44,45] and the present paper so as to obtain new and useful upper bounds for sums of the form
∑
−D≤d≤D
D∫
−D
∣∣ζF (1/2 + it, χλd1)∣∣4
∣∣∣∣∣ ∑
a∈I(F )
N(a)≤M
A(a)
(
χλd1
)
(a)
(N(a))
it
∣∣∣∣∣
2
dt ,
where F might be any imaginary quadratic field and A might be any complex valued function defined on the
set I(F ) of ideals in OF , while χ, λ1, ζF (s, χλ
d
1) and N(a) would all have the same meaning as in the above
paragraph on Duke’s result (1.39) (given that F is now assumed to be a number field of degree n = 2); we
conjecture that, by taking such an approach towards generalising Theorem 1, one might obtain mean value
estimates for Hecke zeta functions capable of being used to obtain worthwhile improvements of certain results
concerning the distribution of prime ideals in imaginary quadratic fields ([16, Theorem 2], in particular).
Notation and terminology that is fairly standard
N – the set {n ∈ Z : n ≥ 1};
|A| – the cardinality of the set A (so that |{x ∈ R : x2 = 1}| = 2, for example);
maxX – the greatest element of the set X ⊂ R (where this exists);
minX – the least element of X ⊂ R (where this exists);
maxA(x) f(x) – equal to max{f(x) : A(x) is true}, when A(x) is some statement about x;
minA(x) f(x) – equal to min{f(x) : A(x) is true}, when A(x) is some statement about x;
ℜ(z) and ℑ(z) – the real and imaginary parts of the complex number z;
|z| and z – the absolute value and complex conjugate of the complex number z;
Arg(z) ∈ (−π, π] – the principal value of the argument of the non-zero complex number z;
g ◦ f – the function obtained by composing f with g (so that (g ◦ f)(x) = g(f(x)));
f (j)(s0) – the j-th derivative of the function f at the point s = s0 (where this exists);
f (0)(s) – equal to f(s);
π – the ratio of the circumference of a circle to its diameter;
e – the base of the natural logarithm function, ln(x);
log(z) – the principal value of the logarithm of z, equal to ln(|z|) + iArg(z);
exp(z) – equal to ez, when z ∈ C;
i – most often denotes a square root of −1, but sometimes is an integer variable;
Γ(z) – Euler’s Gamma function;
Γ(1)
Γ (z) – the logarithmic derivative of Γ(z), equal to both Γ
(1)(z)/Γ(z) and ddz log Γ(z);
γ – may denote either a variable or Euler’s constant, −Γ(1)(1) = 0.5772157 . . . ;
n! – is ‘n-factorial’ (equal to Γ(n+ 1)), when n ∈ N ∪ {0};(
n
r
)
– the ‘binomial coefficient’ (n!/(n− r)!)/r!, when n, r ∈ Z satisfy 0 ≤ r ≤ n;
[x] – equal to max{m ∈ Z : m ≤ x}, when x is a real number.
u · v – equal to ∑nj=1 ujvj , when u,v ∈ Cn.
SL(2, R) denotes the group (under multiplication) of the 2 × 2 matrices M that have their elements in the
integral domain R, and their determinants equal to 1.
When D is an open subset of C, a function f : D → C may be termed ‘smooth’ if and only if it is the case
that, for all j, k ∈ N ∪ {0}, the partial derivative (∂j+k/∂xj∂yk)f(x + iy) is defined and continuous at all
points (x, y) ∈ R2 such that x+ iy ∈ D.
The ‘Schwartz space’ contains F : R2 → C if and only if, for all real B ≥ 0 and all j, k ∈ N ∪ {0}, the
partial derivative (∂j+k/∂xj∂yk)F (x, y) is defined and continuous at all points (x, y) ∈ R2, and the mapping
(x, y) 7→ (x2 + y2)B(∂j+k/∂xj∂yk)F (x, y) is a bounded function on R2.
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Algebraic and number-theoretic notation
R∗ – the group of units in R, when R is a ring with an identity.
OF – the ring of integers of F , when F is a number field;
O – the integral domain OQ(i) = Z[i] = {m+ n
√−1 : m,n ∈ Z};
Gaussian integer – a number in the ring O;
Gaussian prime – a prime in the ring O;
(α) or αO – the ideal {αβ : β ∈ O} of O, when α is a Gaussian integer;
(α) | (δ) – signifies that the ideal (α) divides the ideal (δ) (i.e. that O ⊇ αO ⊇ δO);
β ≡ α mod γO – signifies that β is ‘congruent’ to α mod γO (i.e. that (γ) | (β − α));
O/(γO) – the ring of residue classes mod γO (these being the cosets of γO in O);
Γ0(ω) or Γ – a Hecke congruence subgroup of SL(2,O) (see Equation (1.9) for the definition);
δ | γ – signifies that δ is a divisor of γ (i.e. that one has both δ ∈ O and γ ∈ δO);
associate – γ ∈ O and δ ∈ O if and only if it one has both γ | δ and δ | γ;
γ ∼ δ – signifies that γ, δ ∈ O are associates, so that one has γ/δ ∈ O∗ = {i,−1,−i, 1};
τn(α) – the number of elements in the set { (δ1, . . . , δn) ∈ On : δ1δ2 · · · δn = α};
(α, β) denotes a highest common factor of the Gaussian integers α and β; this notation is somewhat ambigu-
ous, for if δ is a highest common factor of α and β, then so too are the three other associates of δ (i.e. iδ,
−δ and −iδ); it does not, however, lead to any serious difficulties, since relations of the form (α, β) ∼ δ, or
|(α, β)|2 = n, remain valid if the number (α, β) is replaced by any one of its associates. In the case of Z-valued
variables or constants, m and n (say), we unambiguously put (m,n) = max{d ∈ N : d | m and d | n}.
[α, β] denotes a least common multiple of the Gaussian integers α and β; like the notation for highest common
factors, this notation for least common multiples is harmlessly ambiguous.
Specialised or customised notation
ζ(s) – the Riemann zeta-function;
L(s, χ) – the Dirichlet L-function associated with the Dirichlet character χ;
Λd – (Λd)d∈N is the family of endomorphisms of (Q(i))∗ that are given by (1.2);
λd – the groessencharacter (or Hecke character) defined, for d ∈ Z, just below (1.2);
ζ(s, λd) – a Hecke zeta function (meromorphic on C and, for ℜ(s) > 1, as stated in (1.1));
PM (A; s, λ
d) – given by (1.4), if M ∈ (0,∞), A is a mapping from O− {0} to C, s ∈ C, d ∈ Z;
E(D;M,A) – the mean value defined in (1.1)-(1.4);
H3 – a model for 3-dimensional hyperbolic space (see below (1.8), and [11, Chapter 1]);
DΓ – a certain subspace of L
2(Γ\H3) (see below (1.8), and refer to [11, Chapters 1-4]);
∆3 – the Laplacian operator, from DΓ into L
2(Γ\H3), that is given by (1.8);
λ1(Γ) – the smallest positive eigenvalue of the operator −∆3;
Θ(ω) – the function, from O− {0} into [0, 2/9), that is defined in (1.10);
ϑ – the absolute constant defined in (1.11) (see also (1.12) and (1.13));
‖b‖p – defined in (1.17), it is, when p ∈ [1,∞], a norm of the complex valued function b;
d+z – a Lebesgue measure on C (d+z = dxdy, where x = ℜ(z), y = ℑ(z));∫
C
f(z)d+z – the integral of f , with respect to d+z, over C (equal to
∫∞
−∞
∫∞
−∞ f(x+ iy)dxdy);
Xd(s) – when d ∈ Z, the mapping s 7→ Xd(s) is the meromorphic function given by (2.6);
T (d, t) – when d ∈ Z, the mapping t 7→ T (d, t) is the real function given by (2.6) and (2.8);
δ(Λd, n) – when d ∈ Z, the real sequence (δ(Λd, n))n∈N is given by (2.10) and (1.2);
zm,t and Zm,t – the complex number in (3.2) and (in the proof of Lemma 7) its absolute value;
δa,b – is equal to 1 if a = b, and is otherwise equal to zero (see (3.40));
e(x) – denotes exp(2πix), when x ∈ R;
Fˆ : R× R→ C – defined as in Lemma 14, it is a Fourier transform of the function F : R× R→ C;
fˆ : C→ C – defined as in Lemma 14, it is a Fourier transform of the function f : C→ C;
∆R×R and ∆C – defined in Lemma 15, these are two Laplacian operators (of the Euclidean type);
Sα – defined in Remarks 16, it is (when α ∈ C∗) a certain ‘rotation-dilatation operator’;
N – the function N : C→ [0,∞) such that one has N(z) = |z|2 for all z ∈ C;
S(α, β; γ) – defined in (5.5), a Kloosterman sum associated with the number field Q(i);
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Superscripts and subscripts The superscripts ⋆, ♭ and ♯, the dash, ′, and double-dash, ′′, and the tilde
and breve accents, ˜ and ˘, have no intrinsic meaning (we simply found it convenient to use them in devising
names for certain variables); when used as subscripts the symbols ∗ and † are similarly devoid of meaning.
In relations such as αδ∗ ≡ κ mod γO, and in expressions such as e(ℜ(αδ∗/γ)), or the highest common factor
(αδ∗, γ), it is to be understood that δ∗ denotes a variable dependent upon a variable δ, and that δ and δ∗
take values in O such that δ∗δ ≡ 1 mod γO; where such notation is used, the relevant O-valued variables
γ, δ and δ∗ are implicitly constrained (by virtue of the congruence condition just mentioned) to take only
combinations of values satisfying both (δ, γ) ∼ 1 and (δ∗, γ) ∼ 1. One notable use of this ‘∗-notation’ is in
our definition, in (5.5), of the Kloosterman sum S(α, β; γ): note, in particular, that the summand in (5.5)
may be expressed as the product e(ℜ(αδ∗/γ)) e(ℜ(βδ/γ)), and note also the indication given above as to
how the relation δ ∈ (O/γO)∗ is to be interpreted when it occurs as a condition of summation.
Conventions concerning certain notation associated with sums and products With regard to
products in which the factors are indexed by a variable non-zero ideal (α) (and in which the ideal itself
determines the value of the corresponding factor), it should be understood that there is a one-to-one cor-
respondence between the relevant set of ideals and the factors in the product: this effectively means that
one may view the factors in the product as being indexed by the Gaussian integer α that is implicit in the
notation ‘(α)’, provided only that one constrains this α to satisfy the conditions ℑ(α) ≥ 0 and ℜ(α) > 0.
When γ ∈ O and γ 6= 0, the elements of the group of units (O/(γO))∗ are the ‘reduced residue classes
mod γO’ (and each of these is, of course, a coset of γO in O). However, where there occurs a condition
of summation of the form δ ∈ (O/(γO))∗, the variable of summation δ should, by an abuse of notation, be
understood to have a range that is a fixed set of representatives {δ1, δ2 . . . , δ|(O/(γO))∗|} ⊂ O of the reduced
residue classes mod γO. Similarly, any condition of summation of the form κ ∈ O/γO signifies that κ has
a range that is a fixed set of representatives {κ1, κ2 . . . , κ|O/(γO)|} ⊂ O of the residue classes mod γO.
Variables of summation designated by Latin letters are Z-valued variables, whereas those designated by
Greek letters are instead O-valued variables (and may take any value in O permitted by the conditions
attached to the summation).
Where there occur nested summations, such as sums of the form
∑
α f(α)
∑
β g(α, β) (for example), it should
be understood that the variable α of the outer summation is constrained to satisfy the condition f(α) 6= 0.
Notation for bounds and asymptotic estimates The notation Oα1,...,αn(B), when it is the k-th in-
stance of O-notation used in this paper, should be understood to denote a complex-valued variable ιk that
satisfies a condition of the form |ιk| ≤ C(α1, . . . , αn)B, in which the ‘implicit constant’ C(α1, . . . , αn) is pos-
itive and depends only on α1, . . . , αn and declared constants. Where this ‘O-notation’ is used, the relevant
variable or constant B must necessarily satisfy B ≥ 0.
We frequently employ Vinogradov’s notation, as an alternative to the O-notation. Thus we may use either the
notation ξ ≪α1,...,αn B, or the equivalent notation B ≫α1,...,αn ξ, to signify that one has ξ = Oα1,...,αn(B).
Where A ≥ 0 and B ≥ 0, the notation A ≍α1,...,αn B signifies that A≪α1,...,αn B ≪α1,...,αn A (i.e. that one
has both A≪α1,...,αn B and B ≪α1,...,αn A). There are a few places where, instead of attaching subscripts
(to the O, ≪, ≫ or ≍ sign), we explicitly state the parameters upon which the relevant implicit constant,
or constants, may depend.
Epsilon and Eta In the stating the results of this paper we treat ε and η as positive valued variables.
However, in any meaningful application of our results in which ε had a part to play, it would be necessary
either to assign to ε a specific, fairly small, numerical value (such as 10−10, say), or else to have ε function
as an ‘arbitrarily small positive constant’; the same applies in respect of the variable η.
2. Essential properties of the zeta functions
By work of Hecke [18, Pages 34-35] it is known that if d ∈ Z− {0}, then the function
ξ
(
s, λd
)
= Γ(s+ 2|d|)π−sζ (s, λd) (2.1)
has an entire analytic continuation satisfying, for all s ∈ C,
ξ
(
s, λd
)
= ξ
(
1− s, λ−d) . (2.2)
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By substituting α for α in (1.1) one finds that
ζ
(
s, λd
)
= ζ
(
s, λ−d
)
and ξ
(
s, λd
)
= ξ
(
s, λ−d
)
. (2.3)
The case d = 0 of (2.1) defines a function ξ
(
s, λ0
)
with a single valued analytic continuation to C−{0, 1}
satisfying the case d = 0 of (2.2). This function has simple poles at s = 0 and s = 1, where the residues are
−1/4 and 1/4, respectively. These facts, combined with (2.1) and (2.2), show that ζ(0, λ0) = −1/4, so the
pole of ξ
(
s, λ0
)
at s = 0 is purely an effect of the ‘Gamma factor’ in (2.1). If ℜ(s) > 1, then it follows by
(1.1), (1.2) and (2.3) that ζ
(
s, λd
)
= ζ
(
s, λ−d
)
= ζ
(
s, λd
)
. Therefore, by Schwarz’s reflection principle,
ζ
(
s, λd
)
= ζ (s, λd) for s ∈ C− {1} . (2.4)
To summarise some of the above, one may note firstly that if (0, 1) 6= (d, s) ∈ Z× C, then
ζ
(
s, λd
)
= Xd(s)ζ
(
1− s, λ−d) , (2.5)
where
Xd(s) =
π2s−1Γ(2|d|+ 1− s)
Γ(2|d|+ s) , (2.6)
and secondly that
π−1ζ
(
s, λ0
)
=
1/4
s− 1 + h0 +Oρ (|s− 1|) for ρ ≥ |s− 1| > 0, (2.7)
where h0 is some real absolute constant. Introducing further new notation, define T (d, t) by
logT (d, t) = −X
(1)
d
(
1
2 + it
)
Xd
(
1
2 + it
) for d ∈ Z and t ∈ R . (2.8)
Due to the central part it plays in Lemma 11 below (an approximate functional equation for ζ
(
s, λd
)
) the
number T (d,ℑ(s)) figures significantly in much of what follows.
By the absolute convergence of the sums in (1.1),
ζ
(
s, λd
)
=
∞∑
n=1
δ
(
Λd, n
)
ns
for d ∈ Z and ℜ(s) > 1, (2.9)
where
δ
(
Λd, n
)
=
1
4
∑
|α|2=n
Λd(α) (2.10)
(so that, by virtue of the definition (1.2), one has δ(Λd, n) ∈ R). By (2.10), (1.2) and a theorem of Jacobi [14,
Theorem 278] one has δ
(
Λ0, n
)
=
∑
k|n χ4(k) for n ∈ N, where χ4(n) is the non-principal Dirichlet character
mod 4. Therefore
ζ
(
s, λ0
)
= ζ(s)L (s, χ4) (2.11)
and, for ε > 0, n ∈ N and d ∈ Z,
∣∣δ (Λd, n)∣∣ ≤ 1
4
∑
|α|2=n
∣∣Λd(α)∣∣ = δ (Λ0, n) =∑
k|n
χ4(k) ≤
∑
k|n
1 = Oε (n
ε) . (2.12)
By using (2.11) and information about ζ(s) and L(s, χ4) (such as [42, Equation (2.1.16)] and [6, Equation
(15) of Chapter 6]) one can determine that (2.7) holds with h0 = (1/4)
(
γ + L
(1)
L
(
1, χ4
))
, where γ is Euler’s
constant. Note also that, by its definition in the section on notation, the ‘divisor function’ τj(α) satisfies,
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for j ∈ N and α ∈ O − {0}, both 4 ≤ τj(α) ≤ (τ2(α))j−1 and τ2(α) ≤
∑
n||α|2 4δ
(
Λ0, n
)
, so that by (2.12)
one has
τj(α)≪ε,j |α|2(j−1)ε for j ∈ N, ε > 0 and α ∈ O− {0} . (2.13)
As noted in [18, Equation (30)], the multiplicativity of the groessencharacters and absolute convergence
of the series in (1.1) together imply the Euler product formula:
ζ
(
s, λd
)
=
∏
p∈I
p is prime
1
1− λd(p)(Np)−s for ℜ(s) > 1 , (2.14)
where the product is taken over all prime ideals p in O, while the other notation used is as defined in, and
just below, Equation (1.2). This Euler product representation of ζ
(
s, λd
)
is of fundamental significance in
respect of its applications concerning the distribution of Gaussian primes. Here however it will serve merely
to justify the assertion that there is no integer d for which the function s 7→ ζ(s, λd) is identically equal to
zero (the convergence of the Euler product guaranteeing that ζ
(
s, λd
) 6= 0 in the half plane where ℜ(s) > 0).
3. An approximate functional equation
The principal result in this section, Lemma 11, is essentially a special case of the very general class of
approximate functional equations given by Ivic´’s theorem in [21], though additional work has been done to
make the result more uniform in the groessencharacter aspect. This uniformity issue has previously been
addressed by Harcos in [12, Theorem 2.5], which is an application of the methods of [21] in the context of
L functions corresponding to irreducible cuspidal automorphic representations of general linear groups over
number fields. For errata to [12] see [13].
Lemma 11 is applicable at any point in the strip −1/3 ≤ ℜ(s) ≤ 4/3, whereas [12, Theorem 2.5] applies
only at points on the critical line ℜ(s) = 1/2. However, the case σ = 1/2 is the only case of Lemma 11 that
is used in this paper. In light of [12, Remark 2.7] it is clear that the case σ = 1/2 of Lemma 11 is very nearly
a direct corollary of [12, Theorem 2.5] (it surpasses what [12, Theorem 2.5] would imply only to the extent
of providing, in (3.50)-(3.52), bounds for the relevant error term that are better than the bound stated in
[12, Equation (2.12)]). The above mentioned results of Harcos would meet our needs in this paper, but we
think that Lemma 11 has enough merits of its own to justify the inclusion of its proof in this section (which
also serves to make this paper more self-contained).
One can find, in the literature, other approximate functional equations for Hecke zeta functions with
groessencharacters: one is Huxley’s result [19, Theorem 2], which is applicable to Hecke zeta functions
associated with number fields of arbitrary degree, but appears formidably complicated; another is Lavrik’s
theorem in [32], which is reasonably simple and involves only very small error terms, but is less convenient
(for our purposes) than Lemma 11. See also [24, Theorem 5.3] for a very general approximate functional
equation.
Lemma 4. Let 0 < δ < π. Then, for |Arg(z)| ≤ π − δ,
Γ(1)
Γ
(z) = log z − 1
2z
+Oδ
(
1
|z|2
)
. (3.1)
Proof. See [20, Page 57], where it is noted that methods of complex analysis enable one to deduce the
result (3.1) from the asymptotic estimate
log Γ(z) =
(
z − 1
2
)
log z − z + 1
2
log(2π) +Oδ
(
1
|z|
)
(z ∈ C− {0}, |Arg(z)| ≤ π − δ < π).
A proof of the latter estimate is given in [46, Section 13.6] 
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Lemma 5. The equations (2.8) and (2.6) together define a function T : Z × R → (0,∞) such that, for
t, t1 ∈ R, d ∈ Z, C0 = 4πeγ and
zd,t = 2|d|+ 1/2 + it, (3.2)
one has:
logT (d, t) = logT (|d|, |t|) = 2ℜ
(
Γ(1)
Γ
(zd,t)− log π
)
; (3.3)
T (d, t1) > T (d, t) if |t1| > |t| ; (3.4)
logT (d, 0) = −2 logC0 + 4
|d|∑
k=1
1
2k − 1 ; (3.5)
logT (0, 1/2) < − log (2C0) ; (3.6)
T (d, t) =
1
π2
(
|zd,t|2 −ℜ (zd,t)
)
+O(1) =
|2d+ it|2
π2
+O(1). (3.7)
Proof. Given the definition (2.8), the identity (3.3) follows by logarithmic differentiation of (2.6) and an
appeal to the reflection principle. By (3.3), T (d, t) is positive valued. One has, moreover,
d2
dz2
log Γ(z) =
∞∑
n=0
1
(n+ z)2
for |Arg(z)| < π
(see, for example, [46, Section 12.16]), and so it follows from (3.3) and (3.2) that, for d ∈ Z, one has
∂
∂t
logT (d, t) = 4t
∞∑
n=0
ℜ (n+ zd,t)
|n+ zd,t|4
at all points t ∈ R. By this equation one has ∂∂t logT (d,−t) = ∂∂t logT (d, t) > 0 for t > 0, d ∈ Z. Therefore,
when the integer d is given, logT (d, t) is a strictly increasing function of |t|. The result (3.4) follows, given
the strict monotonicity of the function exp(x) on R.
Since Γ
(1)
Γ (1/2) =
Γ(1)
Γ (1)−2 log 2 = −γ− log 4 (see [46, Sections 12.1 and 12.15]), one may deduce (3.5)
from (3.3) and (3.2) by logarithmic differentiation of the identity Γ(z) = (z−1)(z−2) . . . (z−2|d|)Γ(z−2|d|).
Since
d
dz
log Γ(z) = −γ − 1
z
+ z
∞∑
n=1
1
n(n+ z)
for |Arg(z)| < π
(see [46, Section 12.6]), one has
ℜ
(
Γ(1)
Γ
(
1 + i
2
))
= −γ − 1 + 2
∞∑
n=1
n+ 1
n (4n(n+ 1) + 2)
< −γ − 1 + 2
(
1
5
+
ζ(2)− 1
4
)
.
By this, combined with the equality ζ(2) = π2/6, the inequality π2/6 < γ + 11/5− log(8/π) and the case
d = 0, t = 1/2 of (3.2) and (3.3), one obtains the inequality (3.6).
By (3.3) and (3.2), the case δ = π/2 of (3.1) of Lemma 4 shows that, for d ∈ Z and t ∈ R,
logT (d, t) = 2 log |zd,t| − ℜ (zd,t)|zd,t|2
− 2 logπ +O
(
1
|zd,t|2
)
.
Here we have, by (3.2),
∣∣zd,t∣∣ ≥ ℜ(zd,t) ≥ 1/2, so the estimate (3.7) follows 
Corollary 6. With C0 as in the above lemma, it follows by (3.2), (3.4), (3.5) and (3.7) that
C−20 ≤ T (d, t) ≍ |2|d|+ 1/2 + it|2 for d ∈ Z, t ∈ R. (3.8)
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Lemma 7. Let 0 < η ≤ 1/4. Then, for d ∈ Z and s = σ + it with
−5
2
≤ σ ≤ 5
2
and t ∈ R , (3.9)
one has
Xd(s)≪η T 1/2−σ if either T = T (d, t) ≥ T (0, 1/2) or σ 6∈
2⋃
n=1
(n− η, n+ η) , (3.10)
where Xd(s) and T (d, t) are as given by (2.6) and (2.8).
Proof. By (2.6) and [36, Lemma 3] one has
|Xd(s)| = π2σ−1
∣∣∣∣Γ (2|d|+ 1− s)Γ (2|d|+ s)
∣∣∣∣ ≤ ∣∣∣∣2|d|+ 1 + sπ
∣∣∣∣1−2σ if −1/2 ≤ σ ≤ 1/2 .
Therefore, if one puts Zd,t = |2|d|+ 1/2 + it|, then
|Xd (s1)| ≪ Z1−2ℜ(s1)d,t for s1 ∈ C such that ℑ (s1) = t and |ℜ (s1)| ≤ 1/2 . (3.11)
For cases where |σ| > 1/2 an estimate similar to (3.11) is needed.
If n ∈ N, then unless s1 is an integer not satisfying −2|d| − n < s1 < 2|d| + 1, it follows by (2.6) and
the functional equation of Γ that
Xd (s1)
Xd (s1 + n)
= π−2n
n−1∏
k=0
(2|d| − s1 − k) (2|d|+ s1 + k) . (3.12)
Therefore (3.12) holds for |ℜ (s1)| < 3 (and for all n ∈ N) when the integer d is non-zero. If however d = 0,
then one may observe that when T (0,ℑ (s1)) ≥ T (0, 1/2) it must follow by (3.3) and (3.4) of Lemma 5
that |ℑ (s1)| ≥ 1/2 > 0. The case d = 0 of (3.12) therefore holds for n ∈ N and s1 ∈ C such that
T (0,ℑ (s1)) ≥ T (0, 1/2) (for |ℑ (s1)| ≥ 1/2 certainly implies s1 6∈ Z).
Suppose now that d ∈ Z and s = σ + it with σ, t ∈ R such that (3.9) holds and T (d, t) ≥ T (0, 1/2). If
−5/2 ≤ σ < −1/2, then, by the discussion of the previous paragraph, (3.12) may be applied with s1 = s
and n = −[σ + 1/2] ∈ {1, 2}. Consequently one obtains the bound
Xd(s)≪ Z2nd,t |Xd(s+ n)| ,
and it follows by (3.11) that
Xd(s)≪ Z2n+1−2(σ+n)d,t = Z1−2σd,t if −5/2 ≤ σ < 1/2 . (3.13)
If instead 1/2 < σ ≤ 5/2, then (3.12) may be applied with s1 = s− n and n = −[1/2− σ] ∈ {1, 2}. One has
either d = 0 and |t| ≥ 1/2, or 2|d| ≥ 2 ≥ 1/2 + max{|σ − 2|, |σ − 1|}, so that (3.12) yields the lower bound∣∣∣∣Xd(s− n)Xd(s)
∣∣∣∣ ≥ ( 1π max
{ |d|
2
,
1
2
, |t|
})2n
≫ Z2nd,t .
One has also |ℜ(s− n)| = |σ − n| ≤ 1/2 and ℑ(s− n) = t, so it follows by the above and (3.11) that
Xd(s)≪ Z−2nd,t
∣∣∣∣Xd(s− n)Xd(s)
∣∣∣∣≪ Z−2n+1−2(σ−n)d,t = Z1−2σd,t if 1/2 < σ ≤ 5/2 . (3.14)
By the result (3.8) of Corollary 6, one has Zd,t ≍ (T (d, t))1/2 in (3.11), (3.13) and (3.14), which therefore
yield all those cases of the bound (3.10) in which T (d, t) ≥ T (0, 1/2).
The only cases of (3.10) requiring further consideration are therefore those in which T (d, t) < T (0, 1/2)
and min{|σ − 1| < η, |σ − 2|} ≥ η. In such cases it follows by (3.3)-(3.6) of Lemma 5 (and the inequality
exp(4 − γ) > 2π) that d = 0 and |t| < 1/2. Therefore it follows by (2.6) that in all these cases one has
Xd(s) ≪ 1, for the set {s ∈ C : ℜ(s) ∈ [−5/2, 1 − η] ∪ [1 + η, 2 − η] ∪ [2 + η, 5/2] and |ℑ(s)| ≤ 1/2} is a
bounded closed region containing no pole of X0(s). By (3.8) one has 1 ≪ T 1/2−σ in (3.10), so the proof is
now complete 
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Lemma 8. Let d ∈ Z. Suppose moreover that the functions Xd(s) and T (d, t) are as in (2.8) and (2.6), and
that s = σ + it, where
−1
2
≤ σ ≤ 3
2
(3.15)
and t ∈ R satisfies
T (0, 1/2) ≤ T (d, t) = T (say). (3.16)
Then one may define a meromorphic complex function τ 7→ Gd(s, τ) by:
Gd(s, τ) =
Xd(s− τ)
Xd(s)
T−τ − 1 for τ ∈ C with s− 2|d| − τ 6∈ N . (3.17)
This function is analytic on the open disc {τ ∈ C : |τ | < Rd,s} , where
Rd,s = |2|d|+ 1− s| ≍ T 1/2 , (3.18)
and one has Gd(s, 0) = 0. There is a unique complex sequence (ak(d, s))k∈N with the property that
∞∑
k=1
ak(d, s)τ
k = Gd(s, τ) for all τ ∈ C such that |τ | < Rd,s . (3.19)
For some absolute constant B ≥ 1, the above sequence (ak(d, s))k∈N satisfies:
ak(d, s)≪ (B|t|/T )k/2 + (B/T )k/3 ≪ BkT−k/4 for k ∈ N , (3.20)
a1(d, s) = −2(σ − 1/2)ti|zd,t|2
+O
(
T−1
)
, a2(d, s) =
ti
|zd,t|2
+O
(
T−1
)
, (3.21)
a3(d, s)≪ T−1 and a4(d, s) = − (1/2)t
2
|zd,t|4
+O
(
T−9/8
)
≪ T−1 , (3.22)
where (as in Lemma 5) zd,t = 2|d|+ 1/2 + it.
Proof. By (3.17) and (2.6),
Gd(s, τ) = gd,s(τ) − 1, (3.23)
where
gd,s(τ) = (Xd(s))
−1Xd(s− τ)T−τ =
(
Γ(2|d|+ 1− s)
Γ(2|d|+ s)
)−1(
Γ(2|d|+ 1− s+ τ)
Γ(2|d|+ s− τ)
)(
π2T
)−τ
. (3.24)
Assuming that s is neither a pole nor zero of Xd(s), the function gd,s(τ) is analytic for
|τ | < |2|d|+ 1− s| = Rd,s,
and is non-zero for
|τ | < |2|d|+ s| = R∗d,s (say).
Therefore, and since gd,s(0) = 1, it follows by (3.23) and the theory of Taylor and Laurent series (for which
see [42, Sections 2.43 and 2.9]) that (3.19) holds if and only if ak(d, s) = g
(k)
d,s(0)/(k!) for all k ∈ N.
Completion of the proof requires verification of (3.18) and (3.20)-(3.22). For the latter part it suffices
to estimate of gd,s(τ) in a subset of the region indicated in (3.19). Cauchy’s inequality (stated in [42,
Section 2.5]) is useful in deducing (3.20).
If d 6= 0, then by (3.15)
min
{
Rd,s, R
∗
d,s
} ≥ |2|d| − 1/2 + it| ≥ (3/5) |zd,t| ,
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where zd,t = 2|d| + 1/2 + it. If d = 0, then by (3.3) and (3.4) of Lemma 5 the lower bound on T (d, t) in
(3.16) implies that |t| > 1/2, and so
min
{
Rd,s, R
∗
d,s
} ≥ |t| ≥ 2−1/2 |1/2 + it| = 2−1/2 |zd,t|
in this case. Since 2−1/2 > 3/5, one may deduce that
min {|(2|d|+ 1)− s| , |(−2|d|)− s|} ≥ 3/10 > 0 ,
so that, by virtue of (3.15), one is sure to have Xd(s) ∈ C− {0}. Moreover, given (3.15), the facts already
gathered are sufficient to justify the conclusions that
3 |zd,t| ≥ |z|+ |σ − 1/2| ≥ min {|2|d|+ 1− s| , |2|d|+ s|} ≥ (3/5) |zd,t| (3.25)
and
max {|Arg(2|d|+ 1− s)| , |Arg(2|d|+ s)|} ≤ (3/4)π ,
in all cases covered by the lemma. Consequently, for τ ∈ C such that
|τ | ≤ (3/5) |zd,t| sin(π/6) = (3/10) |zd,t| , (3.26)
one has
max {|Arg(2|d|+ 1− s+ τ)| , |Arg(2|d|+ s− τ)|} ≤ (3π/4) + (π/6) = (11/12)π . (3.27)
Note that, by (3.25) and the result (3.8) of Corollary 6, one has Rd,s ≍ T 1/2, as claimed in (3.18).
Since one may define a single valued and analytic branch of log Γ(z) on C− (−∞, 0], it follows by (3.24),
(3.27) and the result (3.3) of Lemma 5 that, for τ ∈ C satisfying (3.26), one has:
d
dτ
log gd,s(τ) =
Γ(1)
Γ
(2|d|+ 1− s+ τ) + Γ
(1)
Γ
(2|d|+ s− τ)− (log T + 2 log π) =
=
(
Γ(1)
Γ
(2|d|+ 1− s+ τ)− Γ
(1)
Γ
(zd,−t)
)
+
(
Γ(1)
Γ
(2|d|+ s− τ) − Γ
(1)
Γ
(zd,t)
)
. (3.28)
If |zd,t| ≤ (10/3)3, then for τ as in (3.26) it follows by (3.27), (3.28) and the case δ = π/12 of the result (3.1)
of Lemma 4 that∣∣∣∣ ddτ log gd,s(τ)
∣∣∣∣ ≤ |log (2|d|+ 1− s+ τ)− log (2|d|+ 1/2− it)|+
+ |log (2|d|+ s− τ) − log (2|d|+ 1/2 + it)|+ ∣∣O( |zd,t|−1 )∣∣ ≤
≤ 2 (log(10/3) + 17π/12) +O(1)≪ 1.
From this it follows, since log gd,s(0) = log 1 = 0, that if |zd,t| ≤ (10/3)3 then, for τ satisfying (3.26), one
has log gd,s(τ)≪ |τ | ≤ (10/3)2, and so gd,s(τ)≪ 1. Consequently (given (3.18), (3.19) and (3.23)) it follows
by Cauchy’s inequality that, in cases where |zd,t| ≤ (10/3)3, one has
ak(d, s)≪ ((3/10) |zd,t|)−k for k ∈ N .
This confirms (3.20) in those cases, since (3.8) shows |zd,t| ≫ T 1/2 ≫ T 1/3. One may also verify that in
those same cases, in which T ≍ 1, the estimates in (3.21) and (3.22) are no stronger than those provided
(for k = 1, 2, 3, 4) by the confirmed bound (3.20).
The above completes the proof of the lemma for cases with |zd,t| ≤ (10/3)3, so henceforth it is to be
supposed that |zd,t| > (10/3)3. This supposition is more than sufficient to ensure that, for τ satisfying (3.26)
(and with σ as in (3.15)), one has
(1/2) |zd,t| ≥
(
(3/10) + (3/10)3
) |zd,t| ≥ |τ |+ 1 ≥ |τσ| , (3.29)
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where
τσ = τ − (σ − 1/2) . (3.30)
Assuming (3.26), it follows by (3.28), the estimate (3.1) of Lemma 4, and (3.29)-(3.30), that
d
dτ
log gd,s(τ) = (log (zd,−t + τσ)− log (zd,−t)) + (log (zd,t − τσ)− log (zd,t))+
+
1
2
(
1
zd,−t
− 1
zd,−t + τσ
)
+
1
2
(
1
zd,t
− 1
zd,t − τσ
)
+O
(
|zd,t|−2
)
=
=
τσ
zd,−t
+
(−τσ)
zd,t
+O
(
|τσ|2
|zd,t|2
)
+O
(
|τσ|+ 1
|zd,t|2
)
=
=
2itτσ
|zd,t|2
+O
(
1 + |τσ|2
|zd,t|2
)
=
2itτ
|zd,t|2
− 2it (σ − 1/2)|zd,t|2
+O
(
1 + |τ |2
|zd,t|2
)
.
Since log gd,s(0) = 0, it follows by the above that if τ satisfies (3.26) then
log gd,s(τ) = β1τ + β2τ
2 +O
(
|τ |+ |τ |3
|zd,t|2
)
, (3.31)
where one has
β1 = β1(d, s) = −2i (σ − 1/2) t|zd,t|2
and β2 = β2(d, s) =
it
|zd,t|2
, (3.32)
which, by (3.15), implies:
|βj | ≤ 2|t|/ |zd,t|2 ≤ 2/ |zd,t| for j = 1, 2 . (3.33)
Now, if τ satisfies
|τ | ≤ |zd,t|
|t|1/2 + |zd,t|1/3
, (3.34)
then, since we are to suppose that |zd,t|1/3 > 10/3, it is certainly the case that τ also satisfies (3.26).
Therefore it may be deduced from (3.31) and (3.33) that, for all τ ∈ C satisfying the condition (3.34), one
has
gd,s(τ) = exp
(
O
(
|zd,t|−1/3
)
+O(1) +O
(
|zd,t|−4/3 + 1
))
= exp (O(1))≪ 1.
By this last bound, together with (3.18), (3.19), (3.23) and Cauchy’s inequality, one finds that
ak(d, s)≪
(
|t|1/2 |zd,t|−1 + |zd,t|−2/3
)k
for k ∈ N . (3.35)
By (3.35) and (3.8) one obtains the bounds stated in (3.20).
One may next observe that, since |zd,t| ≥ (10/3)3, the condition (3.26) is certainly satisfied whenever
|τ | ≤ |zd,t|1/3 (say), so that in such cases (3.31)-(3.33) apply. Moreover it follows by (3.31)-(3.33) that, for
τ satisfying 1 ≤ |τ | ≤ |zd,t|1/3, one has:
gd,s(τ) = exp (β1τ) exp
(
β2τ
2
) (
1 + O
(
|τ |3 |zd,t|−2
))
=
= (1 + β1τ)
(
1 + β2τ
2 + β22τ
4/2
)
+O
((|τ |2 + |τ |3) |zd,t|−2 + |τ |6 |zd,t|−3) =
= 1 + β1τ + β2τ
2 + β22τ
4/2 +O
(
|τ |3 |zd,t|−2
)
. (3.36)
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Recalling now that |zd,t| > (10/3)3 > 24, it is implied by (3.19), (3.23), (3.25) and (3.35) that
gd,s(τ) = 1 +
4∑
k=1
ak(d, s)τ
k +
∞∑
k=5
O
( 2|τ |
|zd,t|1/2
)k =
= 1 +
4∑
k=1
ak(d, s)τ
k +O
(
|τ |3 |zd,t|−2
)
if |τ | ≤ |zd,t|1/4 . (3.37)
Given (3.32), and given that |zd,t|2 ≍ T (by (3.8)), a comparison of (3.37) with (3.36) at the four points
τ = ±1,±i (for example) is sufficient to establish the first three estimates of (3.21) and (3.22). The final
estimate of (3.22) then follows by comparing (3.37) with (3.36) at the point τ = |zd,t|1/4 
Corollary 9. Subject to the hypotheses of the above lemma, and with the same absolute constant B ≥ 1
as in (3.20), one has, in (3.18) and (3.19), Rd,s = |2|d|+ 1− s| ≥ B−1T 1/4 and, for all integers K ≥ 0,
∞∑
k=K+1
ak(d, s)τ
k ≪K
(
(|t|/T )(K+1)/2 + T−(K+1)/3
)
|τ |K+1 if τ ∈ C and |τ | ≤ (2B)−1T 1/4. (3.38)
Lemma 10 (convexity and sub-convexity estimates). Let 0 < ε ≤ 1/4, d ∈ Z and s = σ + it, where
t ∈ R and σ ≥ −5/2. Put T = T (d, t) (where T (d, t) is given by (2.8) and (2.6)). Then
ζ
(
s, λd
)− (π/4)δd,0
s− 1 = O
(
ε−2Tmax{0,(1−σ)/2+ε,1/2−σ}
)
, (3.39)
where
δa,b =
{
1 if a = b ,
0 otherwise.
(3.40)
In the case σ = 1/2 this may be strengthened to:
ζ
(
1/2 + it, λd
)≪ε T 1/6+ε . (3.41)
Proof. In cases where σ > 3/2, the bound (3.39) follows since |1/(s− 1)| < 2, and since, by (2.9) and the
case ε = 1/3 of (2.12), ∣∣ζ (s, λd)∣∣ ≤ ∞∑
n=1
∣∣δ (Λd, n)∣∣
nσ
≪ ζ (σ − 1/3) < ζ(7/6)
(this suffices, given that ε−2 > 1 and max{0, (1− σ)/2 + ε, 1/2− σ} = 0 in (3.39) ).
If instead −5/2 ≤ σ ≤ 3/2 and T (d, t) < T (0, 1/2), then by (3.4)-(3.6) of Lemma 5 (and the inequality
2π < exp(4−γ)) one must have d = 0 and |t| < 1/2, which implies that |s−1| = |σ−1+it| < |σ−1|+1/2 ≤ 4.
Moreover, it follows by the case ρ = 4 of (2.7) that (3.39) holds whenever |s − 4| ≤ 4 (one need only note
that, for such s, max{0, (1− σ)/2 + ε, 1/2− σ} ∈ [0, 7/2], and that T 7/2 ≫ 1, by (3.8)).
Given the above, the only cases left to consider are those in which one has both −5/2 ≤ σ ≤ 3/2 and
|s−1| > 4, so that T (d, t) ≥ T (0, 1/2) (as follows on account of the inference established in the first sentence
of the previous paragraph) . If, in such a case, one has also σ < −1/2, so that −5/2 ≤ σ < −1/2, |s− 1| > 4
and T (d, t) ≥ T (0, 1/2), then by Lemma 7 and the functional equation (2.5) one finds that
ζ
(
s, λd
)≪ T 1/2−σ ∣∣ζ (1− s, λ−d)∣∣ .
where ζ
(
1− s, λ−d)≪ 1, since ℜ(1− s) = 1− σ > 3/2. The bound (3.39) then follows, given that one has
|1/(s− 1)| < 1/4 and 5/4 ≥ −σ/2 > 1/4 ≥ ε and, by (3.8), T ≫ 1.
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In those cases of the lemma still to be considered one may make use of Rademacher’s bounds in [36,
Theorem 4 and Theorem 5], which imply that if −1/2 ≤ σ ≤ 3/2 and |s− 1| > 4, then
ζ
(
s, λd
)≪ ζ2(1 + η) |2|d|+ 1 + s|η+1−σ ,
for all η ∈ (0, 1/2] such that −η ≤ σ ≤ 1+η. Now ζ (1 + η)≪ η−1 for η ∈ (0, 1/2], while for −1/2 ≤ σ ≤ 3/2
one has |2|d|+ 1 + s| ≍ |2|d|+ 1/2 + it|, and so, by taking (in the above)
η = max {2ε, |σ − 1/2| − 1/2} = max {2ε+ 1− σ, |1/2− σ|+ 1/2− σ} − (1− σ) ,
one obtains:
ζ
(
s, λd
)≪ ε−2 |2|d|+ 1/2 + it|max{2ε+1−σ,0,1−2σ} . (3.42)
By the result (3.8) of Corollary 6, it follows that (3.42) implies (3.39) whenever −1/2 ≤ σ ≤ 3/2 and
|s− 1| > 4. This completes the proof of (3.39) in all the cases within the scope of the lemma.
The bound (3.41) follows from Kaufman’s theorem in [26], which in fact gives the sharper bound
ζ
(
1/2 + it, λd
) ≪ T 1/6 logC(T + 2) (where C is some positive absolute constant). See [27] and [41] for
similar ‘sub-convexity’ bounds on Hecke zeta functions for general number fields. 
Lemma 11 (an approximate functional equation). Let C0 = 4πe
γ . Let ε ∈ (0, 1/4) and b ∈ (1,∞),
and suppose moreover that the infinitely differentiable function ρ : (0,∞)→ R satisfies
ρ(u) + ρ (1/u) = 1 for u > 0 (3.43)
and
ρ(u) = 0 for u ≥ b. (3.44)
Let d ∈ Z and σ + it = s 6∈ {−2|d|, 2|d|+ 1}, where σ, t ∈ R and
−1/3 ≤ σ ≤ 4/3, (3.45)
and take Xd(s) ∈ C, the real sequence
(
δ
(
Λd, n
))
n∈N and T (d, t) ∈ (0,∞) to be as in (2.6), (2.10) and (2.8),
respectively. Then, for all non-negative integers K, and all x, y, T ∈ (0,∞) satisfying both
xy = T = T (d, t) (3.46)
and
1/ (2C0) ≤ by ≤ 2C0T, (3.47)
one has
ζ
(
s, λd
)
=
∞∑
n=1
ρ
(n
x
)
δ
(
Λd, n
)
n−s +Xd(s)
∞∑
n=1
ρ˜K
(
n
y
)
δ
(
Λ−d, n
)
ns−1 +
+
(π/4)δd,0
s− 1 e
−|s−1| + EK
(
s, λd
)
,
(3.48)
where δa,b is as defined in (3.40), while
ρ˜K(u) = ρ(u) +
K∑
k=1
(−1)kak(d, s)
(
u
d
du
)k
ρ(u) (3.49)
(with the same coefficients ak(d, s) as in (3.17)-(3.19) of Lemma 8) and
EK
(
s, λd
)≪ε,K x1/2−σ ((|t|/T )αK + T−βK) T
ε∫
−T ε
∣∣ζ (1/2 + i(t+ v), λd)∣∣ dv
1 + v2
≪ε,K (3.50)
≪ε,K T 1/6+εx1/2−σ
(
(|t|/T )αK + T−βK) (3.51)
with exponents
(αK , βK) =
 (1, 1) if K = 0, 1 ,(2, 1) if K = 2 ,
( (K+1)/2 , (K+1)/3 ) if K ≥ 3 ,
(3.52)
and implicit constants that depend only upon ε, K, the function ρ(u) and b.
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Proof. Note firstly that in this proof we generally omit to indicate where there is some dependence of an
implicit constant upon either the function ρ(u) or the related number b, so a statement such as ‘U ≪ε 1’
might mean only that U ≪ε,ρ 1, or that U ≪ε,b 1.
It helps to distinguish two cases: a case in which T , in (3.46), is ‘sufficiently large’, and the complemen-
tary case, in which T is ‘of bounded magnitude’. Taking the latter case first, one supposes that
T ≤ (6B)4/(1−4ε) , (3.53)
where B ≥ 1 is the absolute constant of Lemma 8 and Corollary 9. Then, by (3.8) and (3.53),
1≪ T ≪ε 1, d≪ε 1 and t≪ε 1, (3.54)
1≪ x, y ≪ε 1 (3.55)
and
T ε∫
−T ε
∣∣ζ (1/2 + i(t+ v), λd)∣∣ dv
1 + v2
≫ε
t+1/C0∫
t−1/C0
∣∣ζ (1/2 + iw, λd)∣∣ dw ≫ε 1, (3.56)
where the last lower bound follows since (3.54) restricts d to a finite subset of Z determined by ε, and restricts
t to a closed bounded interval [−h, h] also determined by ε, while the relevant integrand, ∣∣ζ (1/2 + iw, λd)∣∣, is
a continuous non-negative valued real function with only isolated zeros (each function ζ
(
z, λd
)
being analytic
for z 6= 1, and, by the Euler product (2.14), non-zero for ℜ(z) > 1), so that the last integral in (3.56) is a
continuous positive valued function of t with an infimum over t ∈ [−h, h] that is also positive (this infimum
necessarily being an attained minimum of the function).
Therefore, for proof of the case of the lemma that we are currently considering, it suffices to check that:
ζ
(
s, λd
)− (π/4)δd,0
s− 1 e
−|s−1| ≪ε 1 , (3.57)
∞∑
n=1
ρ
(n
x
)
δ
(
Λd, n
)
n−s ≪ε 1 (3.58)
and
Xd(s)
∞∑
n=1
ρ˜K
(
n
y
)
δ
(
Λ−d, n
)
ns−1 ≪ε,K 1 , (3.59)
where (both here and subsequently) the implicit constants may depend on the choice of function ρ(u) and
associated constant b > 1.
Since
(
1− exp(−|s− 1|))/|s− 1| < 1, the bound (3.57) is a consequence of (3.45), (3.54) and the bound
(3.39) of Lemma 10. The bound (3.58) is straightforward to verify, given (3.44), (3.45), (3.55) and the upper
bound in (2.12). If T ≥ T (0, 1/2), then it is similarly straightforward to verify (3.59), since then (3.45),
(3.54) and the case η = 1/4 of the bound (3.10) in Lemma 7 show that Xd(s)≪ T 5/6 ≪ε 1, while (3.20) of
Lemma 8 implies that ak(d, s)≪k T−k/4 ≪K 1, for k = 1, 2, . . . ,K.
If T < T (0, 1/2), then by (3.3)-(3.6) of Lemma 5 one has d = 0 and |t| < 1/2. Though Lemma 8
itself does not cover this, one may in such a case nevertheless persist in defining the sequence
(
ak(d, s)
)
k∈N
through (3.17)-(3.19), given that (3.45) and the hypothesis that s 6∈ {−2|d|, 2|d| + 1} = {0, 1} combine to
imply thatG0(s, τ), in (3.17), is well defined and analytic on the non-empty open set {τ ∈ C : |τ | < |1−s|}. In
particular, if d = 0 then Xd(s) = X0(s) = π
2s−1Γ(1−s)/Γ(s) ∈ C−{0} and, by (3.17), Gd(s, 0) = T 0−1 = 0.
Therefore, when T < T (0, 1/2) in (3.46), one may verify (3.59) just by noting, firstly, that (3.47) and the
inequality (3.6) of Lemma 5 then imply the inequality by < 1, and, secondly, that by this inequality, (3.44)
and (3.49), it follows that each summand in (3.59) equals zero.
The above completes the verification of (3.57)-(3.59), and so the case of the lemma in which (3.53)
holds has been proved. The rest of this proof need only deal with the case complementary to (3.53), so it is
henceforth to be supposed that
T > (6B)4/(1−4ε) . (3.60)
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As in [21, Equation (21)], put
R(z) =
∞∫
0
ρ(u)uz−1du for ℜ(z) > 0 . (3.61)
Then (again as in [21]) it follows by (3.43), (3.44) and integration by parts that, where defined,
R(z) = −1
z
b∫
1/b
ρ(1)(u)uzdu , (3.62)
and that by means of this representation, (3.62), the function R(z) has an analytic continuation to C− {0}
with, at z = 0, a simple pole having residue equal to ρ(1/b)− ρ(b) = 1− 0 = 1. Given (3.62), the condition
(3.43) has the pleasing effect of ensuring that
R(−z) = −R(z) for all z ∈ C− {0} . (3.63)
By (3.62) and the application of further integrations by parts, one obtains bounds for R(z) which, in com-
bination with (3.63), imply the bounds:
R(z)≪j b
|ℜ(z)|
|z|(|z|+ 1)j−1 for j ∈ N and z ∈ C− {0} , (3.64)
with the relevant implicit constants being bj−1
∫ b
1/b
∣∣ρ(j)(u)∣∣du (j = 1, 2, . . . ).
Since ρ(u) is infinitely differentiable, the hypotheses (3.43) and (3.44) ensure that, given (3.61) and the
case j = 2 of (3.64), it follows from the Mellin inversion formula of [22, Equation (A.2)] that one has
1
2πi
c+i∞∫
c−i∞
R(z)u−zdz = ρ(u) for c, u > 0 . (3.65)
Differentiating under the integral sign here one obtains:
− 1
2πi
c+i∞∫
c−i∞
zR(z)u−z−1dz = ρ(1)(u)
(a result justified by virtue of the fact that the case j = 3 of (3.64) implies that the improper integral on
the left hand side of the equation is uniformly convergent for all u in any given bounded closed interval[
u0, u1
] ⊂ (0,∞)). Upon multiplying both sides of the above equation by u, one obtains the case k = 1 of
the equation
(−1)k
2πi
c+i∞∫
c−i∞
zkR(z)u−zdz =
(
u
d
du
)k
ρ(u) = ρk(u) (say), for c, u > 0 . (3.66)
The general case (all k ∈ N) follows by induction (appealing, at the k-th step, to the case j = k+3 of (3.64)).
Applying either (3.65) or (3.66), for u = n/x, and then multiplying the result by δ
(
Λd, n
)
n−s, before
summing over n ∈ N, one finds by (3.44), (2.9) and (2.12) (which guarantee the required uniform absolute
convergence of
∑∞
n=1 δ
(
Λd, n
)
n−s−z) that if x > 0 and c > max{0, 1− σ}, then
(−1)k
2πi
c+i∞∫
c−i∞
zkR(z)xzζ
(
s+ z, λd
)
dz =
∞∑
n=1
ρk
(n
x
) δ (Λd, n)
ns
for k ∈ N ∪ {0} , (3.67)
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where ρk(u) = ρ(u) if k = 0, and otherwise is as in (3.66).
A deduction may now be made from (3.67) which, though it is a digression from the central theme of
this proof, will later serve to keep the error term estimate (3.50) as simple as it is. For this purpose it is
helpful to temporarily restrict the discussion to the special case of a function ρ(u) such that (3.44) holds with
b =
√
2 (there need be no question concerning the existence of such a function ρ(u), since the hypotheses
of the lemma imply that if the given ρ(u) is not itself of the type sought, then for some choice of constant
q > 0 the functions ρ
(
uq
)
will be). In this special case, the application of (3.67) with k = 0, s = 1/4 + it
and x = b =
√
2 shows that
1
2πi
1+i∞∫
1−i∞
R(z)bzζ
(
1/4 + it+ z, λd
)
dz = 1 .
Indeed, by (3.43), (3.44) and (2.10), one has ρ(n/x) = 0 for n ≥ 2, while ρ(1/x) = ρ(1/b) = 1 − ρ(b) = 1
and δ
(
Λd, 1
)
= 1. By the estimate (3.39) of Lemma 10, together with (3.8) and the bounds of (3.64),
it is permissible to shift the above line of integration to ℜ(z) = 1/4, though if d = 0 then the pole of
ζ
(
1/4 + it + z, λd
)
at z = 3/4 − it makes it necessary to adjust the shifted integral by addition of the
appropriate residue. Then, by substituting z = 1/4 + iv, one obtains:
1
2π
∞∫
−∞
R
(
1
4 + iv
)
b1/4+ivζ
(
1/2 + i(t+ v), λd
)
dv + (π/4)δd,0b
3/4−itR
(
3
4 − it
)
= 1 , (3.68)
where δm,m = 1 and δm,n = 0 if m 6= n. Using (3.8), the bound (3.39) of Lemma 10 and the case
j = [3/(2ε)] + 3 (say) of (3.64), one deduces from equation (3.68) that
1
2π
T ε∫
−T ε
R
(
1
4 + iv
)
b1/4+ivζ
(
1/2 + i(t+ v), λd
)
dv +Oε
(
T−1
)
= 1
(any dependence of the implicit constant here upon ρ(u) may be effectively nullified through a ‘one time
only’ selection of ρ(u) from amongst the set of all functions having the required properties). Since it is
evidently not possible that both of the two terms on the left side of this last equation have absolute value
less than 1/2, one therefore must have either
T ≪ε 1, (3.69)
or else
T ε∫
−T ε
∣∣R ( 14 + iv) ζ (1/2 + i(t+ v), λd)∣∣dv ≥ πb−1/4 . (3.70)
As a corollary of the dichotomy just discerned one obtains a useful lower bound,
T ε∫
−T ε
∣∣ζ (1/2 + i(t+ v), λd)∣∣ dv
1 + v2
≫ε 1 , (3.71)
for if T satisfies (3.69) then (3.71) follows by reasoning similar to that used to obtain (3.56) (subject to
(3.53)), whereas if it is instead (3.70) which holds, then (3.71) follows from (3.70) by use of the case j = 2
of (3.64). It is certain that the lower bound (3.71) could be greatly improved, and refined upon, by very
generally applicable methods of Balasubramanian and Ramachandra (for which see [37,2,38]).
With the bound (3.71) established, the digression on the special case b =
√
2 is now ended. Returning
to consideration of the general case (though with (3.60) still in force) suppose now that x and y are as in
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(3.46) and (3.47). By applying (3.67) for k = 0 and c = 3/2 (so that c+ σ ≥ 7/6 > 1) and then shifting the
contour of integration to the line ℜ(z) = −c = −3/2 (say), one arrives at the equation
1
2πi
−c+i∞∫
−c−i∞
R(z)xzζ
(
s+ z, λd
)
dz + ζ
(
s, λd
)
+ δd,0R(1− s)x1−sπ/4 =
∞∑
n=1
ρ
(n
x
) δ (Λd, n)
ns
,
in which appear the residue of the integrand at z = 0 (the pole of R(z)) and, if d = 0, the residue at
z = 1 − s 6= 0 (the pole of ζ(s + z, λ0)): the shifting of the contour may be justified using the bounds
(3.64), along with the result (3.8) of Corollary 6 and the estimate for ζ
(
s, λd
)
implicit in the result (3.39) of
Lemma 10, which also contains the information needed for the residue calculation at z = 1 − s. Using the
functional equation (2.5), and the substitution z = −τ , one may rewrite the integral in the equation that
was just arrived at, and so obtain a reformulation of that equation; by this reformulation, followed by two
applications of (3.63), one finds that
ζ
(
s, λd
)
=
∞∑
n=1
ρ
(n
x
) δ (Λd, n)
ns
+ (π/4)δd,0
R(s− 1)
xs−1
+ I(d, s) , (3.72)
where
I(d, s) =
1
2πi
c+i∞∫
c−i∞
Xd(s− τ)ζ
(
1− s+ τ, λ−d) R(τ)
xτ
dτ , (3.73)
with (as before) c = 3/2.
In the integral of (3.73) one has ℜ(1 − s + τ) = 1 − σ + 3/2 ≥ 7/6 > 1, by (3.45), and therefore
ζ
(
1 − s + τ, λd) ≪ 1 (as follows, for example, by the case ε = 1/12 of the result (3.39) of Lemma 10). By
(3.64) and (3.45), one has also
R(τ)≪j b3/2|τ |−j ≪ |τ |−j if σ − 1/2 ≤ ℜ(τ) ≤ 3/2 , τ 6= 0 and j ∈ N ,
while, by (3.45) and (3.8), the bound (3.10) of Lemma 7 shows that
Xd(s− τ)≪ |2|d|+ 1/2 + i (t−ℑ(τ))|2(2−σ) ≪
(
T |τ |2)2−σ ≪ T 3|τ |5 when ℜ(τ) = 3/2 .
Using the last two bounds to estimate parts of the integral in (3.73), one finds that
I(d, s) =
1
2πi
c+iT ε∫
c−iT ε
Xd(s− τ)ζ
(
1− s+ τ, λ−d) R(τ)
xτ
dτ + Oj
(
T 3−(j−6)εx−3/2
)
, (3.74)
for each integer j such that j ≥ 7. By (3.45), 1/2−σ > −3/2, while by (3.46) and (3.47) one has T ≫ x≫ 1
here, so that on restricting to the case j = [(A+ 3)/ε] + 7 one obtains, in (3.74),
Oj
(
T 3−(j−6)εx−3/2
)
≪A,ε x1/2−σT−A for 0 ≤ A <∞. (3.75)
By (3.45), (3.46), (3.60) and the inequality (3.6) of Lemma 5, the conditions (3.15) and (3.16) of Lemma 8
are satisfied, so by Lemma 8 and Corollary 9 one has:
Xd(s− τ) = Xd(s)T τ (1 +Gd(s, τ)) , (3.76)
where Gd(s, τ) is analytic (as a function of τ) on the open disc {τ ∈ C : |τ | < Rd,s} with radius Rd,s =
|2|d|+ 1− s| ≥ T 1/4/B. Now, if τ satisfies
σ − 1/2 ≤ ℜ(τ) ≤ 3/2 and |ℑ(τ)| ≤ T ε , (3.77)
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then, by (3.45) and (3.60), one has also
|τ | < 3/2 + T ε < T 1/4/(4B) + T 1/4/(6B) < T 1/4/(2B) , (3.78)
so that the bound (3.38) of Corollary 9 applies. For later reference, observe moreover that the last two
inequalities of (3.78) certainly demonstrate that if d = 0 then one has
|1− σ|+ |t| ≥ |1− s| = R0,s ≥ T 1/4/B > 3 + 2T ε > |1 − σ|+ 2T ε
(given (3.45)). Consequently
|t| > 2T ε if d = 0 . (3.79)
Suppose now that K is an arbitrary non-negative integer. Since the conditions in (3.77) imply the
inequalities in (3.78), and since Rd,s ≥ T 1/4/B, it follows by (3.76), and the identity (3.19) of Lemma 8,
that one may rewrite the integrand in (3.74) by using:
Xd(s− τ) = Xd(s)
(
T τP+K,d,s(τ) + T
τP−K,d,s(τ)
)
, (3.80)
where
P+K,d,s(τ) = 1 +
K∑
k=1
ak(d, s)τ
k =
K∑
k=0
ak(d, s)τ
k (with a0(d, s) = 1) (3.81)
and
P−K,d,s(τ) = 1 +Gd(s, τ)− P+K,d,s(τ) =
∞∑
k=K+1
ak(d, s)τ
k . (3.82)
Using (3.80) and (3.75) in (3.74), one finds that, for arbitrary A ∈ [0,∞), one has
I(d, s) = Xd(s)
(
J+ε,K(d, s) + J
−
ε,K(d, s)
)
+OA,ε
(
x1/2−σT−A
)
, (3.83)
where (given (3.46) and (2.3))
J±ε,K(d, s) =
1
2πi
c+iT ε∫
c−iT ε
P±K,d,s(τ)R(τ)y
τ ζ
(
1− s+ τ, λ∓d) dτ . (3.84)
By (3.81), the bounds (3.20) of Lemma 8, and the lower bound on T (d, t) in (3.60), one has
P+K,d,s(τ)≪ 1 +
K∑
k=1
BkT−k/4|τ |k ≪K |τ |K for |τ | ≥ T ε.
By this last bound, together with (3.64) and the fact (noted while obtaining (3.74)) that ζ
(
z, λn
)≪ 1 when
ℜ(z) ≥ 7/6, it follows from (3.84) that
J+ε,K(d, s) =
1
2πi
c+i∞∫
c−i∞
P+K,d,s(τ)R(τ)y
τ ζ
(
1− s+ τ, λ−d) dτ +OK,j (T−(j−K−1)εy3/2) , (3.85)
for each integer j that satisfies j ≥ K + 2. With regard to the O-term in (3.85), observe that if A ∈ [0,∞),
and if one puts j = [(A+ 3)/ε] +K + 2, then by (3.45), (3.47) and (3.60) it follows that
T−(j−K−1)εy3/2 ≪ yσ−1/2T 3−(j−K−1)ε ≤ yσ−1/2T−A . (3.86)
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By (3.85), (3.86), (3.81) and (3.67), one now has (when 0 ≤ A <∞)
J+ε,K(d, s) = OA,K,ε
(
yσ−1/2T−A
)
+
K∑
k=0
ak(d, s)
2πi
c+i∞∫
c−i∞
τkR(τ)yτ ζ
(
1− s+ τ, λ−d) dτ
= OA,K,ε
(
yσ−1/2T−A
)
+
K∑
k=0
(−1)kak(d, s)
∞∑
n=1
ρk
(
n
y
)
δ
(
Λ−d, n
)
n1−s
,
where a0(d, s) = 1, while ρk(u) is as in (3.66). Therefore, with ρ˜K(u) defined as in (3.49), one has
J+ε,K(d, s) = OA,K,ε
(
yσ−1/2T−A
)
+
∞∑
n=1
ρ˜K
(
n
y
)
δ
(
Λ−d, n
)
ns−1 for all A ∈ [0,∞). (3.87)
By (3.72), (3.83) and (3.87), the term EK
(
s, λd
)
in (3.48) satisfies
EK
(
s, λd
)
= (π/4)δd,0
(
R(s− 1)
xs−1
− e
−|s−1|
s− 1
)
+
+Xd(s)
(
J−ε,K(d, s) +OA,K,ε
(
yσ−1/2T−A
))
+OA,ε
(
x1/2−σT−A
)
,
(3.88)
where the constant A ∈ [0,∞) is arbitrary. If d 6= 0, then δd,0 = 0, whereas if d = 0 then δd,0 = 1 and, by
(3.64) and (3.79), and (3.45)-(3.47), one has∣∣∣∣R(s− 1)xs−1
∣∣∣∣+ ∣∣∣∣e−|s−1|s− 1
∣∣∣∣ ≤ Oj (b4/3T jε x1−σ
)
+
(j − 1)!
T jε
≪A,ε x1/2−σT 1−jε ≤ x1/2−σT−A ,
for each pair (j, A) ∈ Z× [0,∞) such that j = [(A+1)/ε]+1. In either of the cases just mentioned it follows
by (3.45)-(3.47), (3.60), and (3.6) of Lemma 5, that the bound (3.10) of Lemma 7 gives
Xd(s)≪ T 1/2−σ = (xy)1/2−σ .
Therefore, and by (3.88), one has:
EK
(
s, λd
)≪ (xy)1/2−σJ−ε,K(d, s) +OA,K,ε (x1/2−σT−A) ,
for an arbitrary constant A ∈ [0,∞). Since one may choose to put A = βK here (with βk as in (3.50)-(3.52)),
and since it was found that (3.71) holds, the bound (3.50) will now follow if it can be proved that
J−ε,K(d, s)≪K,ε yσ−1/2
(
(|t|/T )αK + T−βK) T
ε∫
−T ε
∣∣ζ (1/2 + i(t+ v), λd)∣∣ dv
1 + v2
, (3.89)
with αK and βK as in (3.52).
To obtain (3.89) consider first the analytic function P−K,d,s(τ) occurring in (3.82) and (3.84). For τ
satisfying the conditions (3.77), the inequalities in (3.78) hold, so it follows by (3.82) and Corollary 9 (the
bound (3.38) in particular) that P−K,d,s(τ) is analytic at all points of the rectangular subset of C given by
(3.77), and on that subset satisfies:
P−K,d,s(τ)≪K
(
(|t|/T )(K+1)/2 + T−(K+1)/3
)
|τ |K+1 (3.90)
(having, in particular, a zero of order K +1 ≥ 1 at τ = 0). By this and (3.79), the integrand in the ‘−’ case
of (3.84) has no poles either on, or inside of, the rectangle given by (3.77). Therefore
2πiJ−ε,K(d, s) = J (κ, µ) + J (µ, µ) + J (µ, κ) for κ = c+ iT ε , µ = σ − 1/2 + iT ε , (3.91)
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where c = 3/2 and, for the relevant pairs of points, ν, ω ∈ C,
J (ν, ω) =
ω∫
ν
P−K,d,s(τ)R(τ)y
τ ζ
(
1− s+ τ, λd) dτ (3.92)
with the contour of integration being the line segment between ν and ω.
By (3.8) and (3.45), the bound (3.90) (valid in the rectangle (3.77)) certainly implies that one has
P−K,d,s(τ)≪K T−(K+1)/4|τ |K+1 ≪K T−(1/4−ε)(K+1) ≪K 1
in the integrands of J (κ, µ) and J (µ, κ) in (3.91)-(3.92). Moreover, in those integrands ℜ(1− s+ τ) ≥ 1/2
and, by (3.79) and (3.8), δd,0T
ε < |ℑ(1− s+ τ)| ≤ |t| + T ε ≪ |t| + |d| (where δd,0 is as in (3.68)), with it
therefore following by the estimate (3.39) of Lemma 10 (and (3.8), again) that one has there:
ζ
(
1− s+ τ, λd)≪ε (1 + |t|+ |d|)1/2+2ε ≍ T 1/4+ε .
Given (3.45) and (3.47), the bound (3.64) (for R(z)) and points noted after (3.92) imply that
max {J (κ, µ) ,J (µ, κ)} ≪K,ε,j (2 − σ)(by)3/2T−jε+1/4+ε ≪ y3/2T 1/4−(j−1)ε for j ∈ N . (3.93)
A suitable bound for the integral J (µ, µ) in (3.91)-(3.92) may be obtained by applying the bound (3.90)
for the factor P−K,d,s(τ) in (3.92), while using the case j = K + 3 of (3.64) as a bound for R(τ) in (3.92);
by following this with an application of the substitution τ = σ − 1/2− iv and an application of the identity
|ζ(z, λd)| = |ζ(z, λd)| (which is a corollary of (2.4)), one finds, in particular, that
J (µ, µ)≪K yσ−1/2
(( |t|
T
)(K+1)/2
+ T−(K+1)/3
) T ε∫
−T ε
∣∣ζ (1/2 + i(t+ v), λd)∣∣ b|σ−1/2|
(1 + |σ − 1/2 + iv|)2 dv . (3.94)
If K ≥ 3, then, given (3.52) and (3.71), the desired bound for J−ε,K(d, s) (which is (3.89)) follows from
(3.91), (3.93) and (3.94) on choosing j, in (3.93), to be large enough to ensure that
y3/2T 1/4−(j−1)ε ≪ yσ−1/2T−(K+1)/3
(by (3.45) and (3.47), the choice j = [(K + 9)/(3ε)] + 2 achieves this). Consequently (given the discussion
which preceded (3.89)) the bound (3.50) of the lemma has now been shown to hold when K ≥ 3.
In those cases in which the estimate (3.50) is, as yet, unproved (that is, the cases in which one has
K ∈ {0, 1, 2}), one can improve on the bound (3.94) for J (µ, µ) by combining the estimate
P−K,d,s(τ) =
3∑
k=K+1
ak(d, s)τ
k +O
((
(|t|/T )2 + T−4/3
)
|τ |4
)
(from (3.82) and the case K = 3 of (3.90)) with the estimates for a1, a2, a3 in (3.20)-(3.22) of Lemma 8.
These combined estimates show that if τ = σ − 1/2 + iv with −T ε ≤ v ≤ T ε < T 1/4, then, for K = 0, 1, 2,
one has
P−K,d,s(τ) = O
(
|τ |K+1 + |τ |3
T
+
( |t|
T
)2
|τ |4
)
+

0 if K = 2 ,
it
∣∣zd,t∣∣−2τ2 if K = 1 ,
−it∣∣zd,t∣∣−2|τ |2 if K = 0 ,
so that
P−K,d,s(τ)≪
(
(|t|/T )αK + T−βK) |τ |K+1 (1 + |τ |)2 (K = 0, 1, 2), (3.95)
with αK , βK as in (3.52) (note that zd,t = 2|d| + 1/2 + it here, so that by (3.8) one has
∣∣zd,t∣∣2 ≍ T and
|t|/∣∣zd,t∣∣2 ≍ |t|/T ≪ T−1/2, while |τ |2 = (σ − 1/2)2 + v2 < 1 + T 2ε ≪ T 1/2).
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By using the bound (3.95) and the case j = K + 5 of (3.64) to estimate the integral J (µ, µ) in (3.91)-
(3.92), one improves on the bound (3.94) to the extent that the exponents (K + 1)/2 and −(K + 1)/3
(in the factor (|t|/T )(K+1)/2 + T−(K+1)/3 on the right-hand side of (3.94)) are sharpened to αK and −βK ,
respectively. By reasoning similar to that employed in the paragraph below (3.94) it now follows (given the
improvement of (3.94) just obtained) that (3.89) holds for each K ∈ {0, 1, 2}, and that the result (3.50)
of the lemma has, as a consequence, now been proved for these cases, which complement the case K ≥ 3
established earlier.
The proof may now be completed with the help of Corollary 6 and the sub-convexity bound (3.41) of
Kaufman. Indeed, by virtue of those results, the factor |ζ(1/2 + i(t+ v), λd)| occurring in the integrand in
(3.50) is uniformly bounded above by Oε(T
1/6+ε), and so, given that one has
∫∞
−∞
(
1 + v2
)−1
dv < ∞, the
estimate (3.51) follows from (3.50) 
Corollary 12. Let ρ : (0,∞) → R and b ∈ (1,∞) be as in the above lemma. Suppose that h ≥ 1, that
0 < η ≤ 1 ≤ T∗ and that ε > 0. Then, provided that T∗ is sufficiently large (in terms of b and η), one has
ζh
(
1/2 + it, λd
)≪ 3h
η
2η∫
−2η
∣∣∣∣∣
∞∑
n=1
ρ
(
n
eθT
1/2
∗
)
δ
(
Λd, n
)
n−1/2−it
∣∣∣∣∣
h
dθ + Oρ,h,ε
(
T
(ε−1/3)h
∗
)
,
for all d ∈ Z and all t ∈ R such that
e−ηT∗ ≤ π−2|2d+ it|2 ≤ eηT∗ . (3.96)
Proof. By (2.6),
∣∣Xd(s)∣∣ = 1 if ℜ(s) = 1/2, so, for d, t as in (3.96), it follows from the case σ = 1/2, K = 0
of Lemma 11 that
∣∣ζ (1/2 + it, λd)∣∣ ≤ ∣∣∣∣∣
∞∑
n=1
ρ
(n
x
)
δ
(
Λd, n
)
n−1/2−it
∣∣∣∣∣+
∣∣∣∣∣
∞∑
n=1
ρ
(
n
y
)
δ
(
Λ−d, n
)
n−1/2+it
∣∣∣∣∣+
+O
(
T
−1/2
∗ exp
(
−π
√
T∗/e
))
+Oρ,ε
(
T 1/6+ε
(
(|t|/T ) + T−1)) , (3.97)
were T = T (d, t), and x, y is any pair of real numbers satisfying (3.46) and (3.47). By the condition (3.96),
the result (3.7) of Lemma 5 and the hypothesis that T∗ is sufficiently large (in terms of η), one may assume
here that
e−2ηT∗ ≤ T ≤ e2ηT∗ . (3.98)
By this and (3.96), the O-terms in (3.97) are not greater than Oρ,ε
(
T
ε−1/3
∗
)
. Moreover, using (3.98) one
can check that the condition (3.47) of Lemma 11 is satisfied by all y lying in the interval
[
e−η
√
T , eη
√
T
]
(given the hypotheses that η ≤ 1 and that T∗ is sufficiently large in terms of b). Since (3.46) implies
y−1dy = −x−1dx, it follows by (3.98) and the above discussion that, through an application of Ho¨lder’s
inequality, followed by integration with respect to y, one may deduce from (3.97) that
2η
∣∣ζ (1/2 + it, λd)∣∣h ≤ 3h−1 ∑
w=±1
eη
√
T∫
e−η
√
T
∣∣∣∣∣
∞∑
n=1
ρ
(n
x
)
δ
(
Λwd, n
)
n−1/2−wit
∣∣∣∣∣
h
x−1dx+Oρ,h,ε
(
ηT
(ε−1/3)h
∗
)
.
Since ρ(u) = ρ(u) and δ
(
Λ−d, n) = δ
(
Λd, n), and since |z| = |z| ≥ 0 for z ∈ C, the corollary now follows by
appealing to (3.98) and then making the substition x = T
1/2
∗ eθ 
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Remarks 13. Suppose that b > 1. Then one example of a function ρ : (0,∞)→ R satisfying the hypotheses
of Lemma 11 is that which is given by:
ρ(u) =
 ∞∫
−∞
Φ(t)dt
−1 ∞∫
(log u)/(log b)
Φ(t)dt (u > 0), (3.99)
with
Φ(t) =
{
exp
(
− (1− t2)−1) if −1 < t < 1,
0 otherwise.
(3.100)
We leave it to the reader to verify that this ρ is indeed an infinitely differentiable function on (0,∞) satisfying
both of the conditions (3.43) and (3.44). Since the function Φ defined in (3.100) takes only non-negative
real values, it follows from (3.99) and (3.100) that the range of the function ρ is the interval [0, 1]. It can
moreover be shown (by induction) that this function ρ is such that
ρ(j)(u) = u−j
j−1∑
k=0
r(j, k)(log b)−(k+1)Φ(k)
(
log u
log b
)
(j ∈ N and u > 0),
where each coefficient r(j, k) is an integer that is completely determined by the pair j, k. Given the definition
(3.100), one can furthermore establish that sup{|Φ(k)(t)| : t ∈ R} < ∞ for all k ∈ N ∪ {0}. It therefore
follows that if 1 < b ≤ e, and if ρ : (0,∞)→ R is given by (3.99) and (3.100), then one has
ρ(j)(u)≪j (u log b)−j (j ∈ N ∪ {0} and u > 0). (3.101)
4. Proof that Theorem 2 implies Theorem 1
In this section we show that Theorem 1 is a corollary of Theorem 2: the proof of the latter theorem is divided
between Sections 6 and 7.
Throughout this section we assume that the hypotheses of Theorem 1 concerning ϑ and ε are satisfied.
We assume also that ε satisfies ε ≤ 1: no loss of generality results from this, for the cases of Theorem 1 in
which one has ε > 1 are a trivial corollary of the case in which one has ε = 1. We suppose, furthermore,
that A is some complex valued function with domain O− {0}. For M ≥ 1 and D ≥M , we put
E⋆(D;M,A) = E(D;M,A)− E(M ;M,A) , (4.1)
where E(D;M,A) is as defined in Section 1.
Given (1.2) and (1.4), it follows by the Cauchy-Schwarz inequality and elementary estimates that∣∣PM (A; it, λd)∣∣2 ≤ 8M ∑
0<|µ|2≤M
|A(µ)|2 ≤ 64M2 max
0<|µ|2≤M
|A(µ)|2 (t ∈ R, d ∈ Z, M ≥ 1). (4.2)
By the definition (1.3)-(1.4) and the first part of (4.2), we find that
E(D;M,A)≪
(
M
∑
0<|µ|2≤M
|A(µ)|2
)
E(D; 1, U) (D,M ≥ 1), (4.3)
where U is the complex function defined on O− {0} by:
U(µ) =
{
1 if µ = 1,
0 otherwise.
(4.4)
We are going to show that Theorem 2 implies that, for M ≥ 1 and D ≥M , one has both
E⋆(D;M,A)≪ε
(
D2+ε +
(
1 +DM−3/2
)ϑ
D1+εM2
) ∑
0<|µ|2≤M
|A(µ)|2 (4.5)
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and
E⋆(D;M,A)≪ε D2+ε
( ∑
0<|µ|2≤M
|A(µ)|2
)
+
(
1 +DM−2
)ϑ
D1+εM3 max
0<|µ|2≤M
|A(µ)|2 . (4.6)
Before proceeding to the proof of (4.5) and (4.6), we consider the implications of these bounds.
If (4.5) can be shown to hold for all M ≥ 1 and all D ≥M , then (since we may substitute U , as defined
in (4.4), in place of the function A) it will follow by (4.1), (4.5), (4.4), (1.3), (1.4), (1.2) and the bound (1.13)
of Kim and Shahidi that, for D ≥ 1, one has
E (D; 1, U) = E⋆(D; 1, U) + E (1; 1, U) =
(
Oε
(
D2+ε
)
+O(1)
) |U(1)|2 ≪ε D2+ε (4.7)
(note that the implied bound E (D; 1, U) ≪ε D2+ε is not a new, for it may also be obtained directly from
Sarnak’s sharper estimate in (1.16)). Moreover, given (4.7), it follows by (4.1) and (4.3) that, for M ≥ 1
and D ≥M , one has
E(D;M,A) = E⋆(D;M,A) + E (M ;M,A) =
= E⋆(D;M,A) +O
((
M
∑
0<|µ|2≤M
|A(µ)|2
)
E (M ; 1, U)
)
=
= E⋆(D;M,A) +Oε
(
M3+ε
∑
0<|µ|2≤M
|A(µ)|2
)
.
Therefore, given that we also have the second inequality of (4.2), we may conclude that the bounds asserted
in (4.5) and (4.6) would imply that the results (1.14) and (1.15) of Theorem 1 are valid whenever one has
both M ≥ 1 and D ≥M . We observe also that, by (4.3), the corollary of (4.5) noted in (4.7), and the second
inequality of (4.2), it follows that
E(D;M,A)≪ε D2+εM
∑
0<|µ|2≤M
|A(µ)|2 ≪ D2+εM2 max
0<|µ|2≤M
|A(µ)|2 (D,M ≥ 1).
Consequently we may also conclude that the bound asserted in (4.5) would imply that the results (1.14) and
(1.15) of Theorem 1 are valid whenever one has both M ≥ 1 and 1 ≤ D < M . This last conclusion, when
combined with our earlier conclusion (in repect of the cases where M ≥ 1 and D ≥ M), is enough to show
that Theorem 1 will follow if it can be proved that the bounds (4.5) and (4.6) hold whenever one has M ≥ 1
and D ≥M .
Our task now is to show, as was promised, that Theorem 2 implies the validity of (4.5) and (4.6) for
all M ≥ 1 and all D ≥ M ; it follows from our conclusions in the preceding paragraph that the succesful
completion of this task will be enough to show that Theorem 1 is a corollary of Theorem 2.
We assume henceforth that M and D are given real numbers satisfying
1 ≤M ≤ D . (4.8)
Note that it is a consequence of the definitions given in (1.3), (1.4) and (4.1) that all terms occurring on
either side of the bounds stated in (4.5) and (4.6) are independent of the mapping that is the restriction of
A to the set {µ ∈ O : |µ|2 > M}. Therefore we may furthermore assume that A(µ) = 0 for all µ ∈ O such
that |µ|2 > M . This justifies our subsequent use of the convenient notation ‘‖A‖22’ and ‘‖A‖2∞’ to signify,
respectively, the sum over µ and the maximum over µ occurring in (4.5)-(4.6) (i.e. our use of this notation
will be consistent with our definition of it in (1.17)).
By (4.8), (4.1) and (1.3), it follows that
E⋆(D;M,A) ≤
∞∑
d=−∞
∞∫
−∞
∣∣ζ (1/2 + it, λd)∣∣4 ∣∣PM (A; it, λd)∣∣2 χ[M,√5D] (|2d+ it|) dt , (4.9)
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where χ[a,b](x) = |{x} ∩ [a, b]|.
We now put
η = (log 2)/3 and b = eη/3 = 21/9 , (4.10)
and we choose an infinitely differentiable function W : [0,∞)→ [0, 1] such that
W (x) =
{
1 if 0 ≤ x ≤ 1,
0 if x ≥ eη, (4.11)
and
W (j)(x)≪j x−j for x > 0 and j = 0, 1, 2, . . . (4.12)
(an example of such a function is the mapping x 7→ ρ(x/b), in which we take ρ to be as defined in (3.99)
and (3.100)). Then, on taking
L = 1 +
[
2η−1 log
(√
5D
M
)]
(4.13)
(which, by virtue of (4.8) and (4.10), makes L ≥ 7), one has
W
(
x2
5D2
)
−W
(
x2
5D2e−(L+1)η
)
≥ χ[M,√5D] (x) for x ≥ 0,
so it follows from (4.9) that
E⋆(D;M,A) ≤
L∑
ℓ=0
E˜ℓ(D;M,A) , (4.14)
where
E˜ℓ(D;M,A) =
∞∑
d=−∞
∞∫
−∞
∣∣ζ (1/2 + it, λd)∣∣4 ∣∣PM (A; it, λd)∣∣2 w0( |2d+ it|2
5D2e−ℓη
)
dt (4.15)
with
w0(x) =W (x) −W (eηx) for x ≥ 0.
Given (4.10), the conditions on W (x), including (4.11) and (4.12), are enough to ensure that w0(x) is an
infinitely differentiable function from [0,∞) into [0, 1], and satisfies, for x > 0 and j = 0, 1, 2, . . . ,
w
(j)
0 (x) =
{
Oj
(
(ηx)−j
)
for e−η ≤ x ≤ eη ,
0 otherwise.
(4.16)
For the purpose of achieving our goals in this section, it will be enough that we obtain suitable bounds
for each sum E˜ℓ(D;M,A) occurring in (4.14). In accordance with this latter objective, we suppose now that
that ℓ is one of the integers in the set {0, 1, 2, . . . , L}, where L is as defined in (4.13). We also put
Tℓ = 5π
−2D2e−ℓη , (4.17)
and we define ρ to be the mapping from (0,∞) to R that is given by (3.99) and (3.100) (with b as specified in
(4.10)). As we observed in Remarks 13, the function ρ : (0,∞)→ R satisfies the conditions (3.43) and (3.44)
of Lemma 11 and is infinitely differentiable on (0,∞). By the case b = 21/9 of (3.101), one has, moreover,
ρ(j)(u)≪j u−j for all u > 0 and all j ∈ N ∪ {0}. (4.18)
Since ℓ ≤ L, it follows by (4.17), (4.13) and (4.10) that we have now
Tℓ ≥ 2−1/3π−2M2 . (4.19)
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Given (4.10), (4.15)-(4.17) and our specific definition (in absolute terms) of the function ρ, it follows
by the case ε = 1/12, h = 4, T∗ = Tℓ of Corollary 12 that, if Tℓ is greater than a certain positive absolute
constant, B0 (say), then one has a bound of the form
E˜ℓ(D;M,A)≪ 1
η
2η∫
−2η
E˘ (Tℓ;M,A; θ) dθ +
1
Tℓ
∞∑
d=−∞
∞∫
−∞
∣∣PM (A; it, λd)∣∣2 w0( |2d+ it|2
π2Tℓ
)
dt , (4.20)
where
E˘ (Tℓ;M,A; θ) =
∞∑
d=−∞
∞∫
−∞
∣∣∣∣∣
∞∑
n=1
ρ
(
ne−θT−1/2ℓ
)
δ
(
Λd, n
)
n1/2+it
∣∣∣∣∣
4 ∣∣PM (A; it, λd)∣∣2 w0( |2d+ it|2
π2Tℓ
)
dt , (4.21)
while the implicit constant associated with the ‘≪’ notation in (4.20) is absolute. We observe (separately)
that, since w0(x) ≥ 0 for all x ∈ R, and since each mapping t 7→ ζ(1/2 + it, λd) is bounded on any bounded
real interval, it follows from the definition (4.21), in combination with (4.15)-(4.17) and (4.10), that
E˘ (Tℓ;M,A; θ) ≥ 0 (−2η ≤ θ ≤ 2η), (4.22)
and that, for all B ∈ (0,∞), one has:
1
Tℓ
∞∑
d=−∞
∞∫
−∞
∣∣PM (A; it, λd)∣∣2 w0( |2d+ it|2
π2Tℓ
)
dt≫B E˜ℓ(D;M,A) if Tℓ ≤ B. (4.23)
We note, in particular, that if Tℓ is not greater than B0 (the positive absolute constant just referred to,
above (4.20)), then one has Tℓ ≤ B0, and so, by virtue of (4.22) and the case B = B0 of (4.23), the upper
bound stated in (4.20)-(4.21) is valid. We may therefore conclude that, regardless of whether or not the
condition Tℓ > B0 is satisfied, one does have the upper bound stated in (4.20)-(4.21).
Given (4.16), one may deduce from (4.20), (4.2) and (4.19) that
E˜ℓ(D;M,A)≪M‖A‖22 + max−2η≤θ≤2η E˘ (Tℓ;M,A; θ) = O
(
T
1/2
ℓ ‖A‖22
)
+ max
−2η≤θ≤2η
E˘ (Tℓ;M,A; θ) . (4.24)
By virtue of the conclusions reached in (4.14), (4.19) and (4.24), it will now suffice (for the estimation of
E⋆(D;M,A)) that, in the cases where (4.19) holds and θ satisfies
−2η ≤ θ ≤ 2η , (4.25)
we obtain suitable bounds for E˘(Tℓ;M,A; θ). Given that the function ρ satisfies the condition (3.44) of
Lemma 11, and bearing in mind the definition (4.21) of E˘(Tℓ;M,A; θ), we either have
eθT
1/2
ℓ > b
−1 , (4.26)
or else have E˘(Tℓ;M,A; θ) = 0. Therefore, in our subsequent discussion of E˘(Tℓ;M,A; θ), we may assume
that θ and Tℓ satisfy the conditions (4.25) and (4.26). We remark that it is only when one has M ≪ 1 that
(4.26) is not implied by (4.10), (4.19) and (4.25).
In order that we may make use of Theorem 2 in bounding E˘(Tℓ;M,A; θ), both the sum over n occurring
in (4.21) and the sum PM (A; it, λ
d) defined in (1.4) must first be split up into smaller subsums. In preparation
for the first part of this splitting procedure, we put
r(u) = ρ(u)− ρ(bu) for u > 0 , (4.27)
and we set
L1 =
[(
θ +
1
2
logTℓ
)
/ log b
]
+ 1 (4.28)
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(so that, by (4.26) and (4.10), one has L1 ≥ 0). Then, by (3.44),
ρ(u) =
L1∑
ℓ1=0
r
(
bℓ1u
)
if u ≥ e−θT−1/2ℓ ,
and so it follows by Ho¨lder’s inequality that, for all d ∈ Z and all t ∈ R, one has∣∣∣∣∣
∞∑
n=1
ρ
(
n
eθT
1/2
ℓ
)
δ
(
Λd, n
)
n−1/2−it
∣∣∣∣∣
4
≤ (1 + L1)3
L1∑
ℓ1=0
∣∣∣∣∣
∞∑
n=1
r
(
n
eθT
1/2
ℓ b
−ℓ1
)
δ
(
Λd, n
)
n−1/2−it
∣∣∣∣∣
4
. (4.29)
Likewise, by (1.4), (4.8), (4.10) and the Cauchy-Schwarz inequality, one has
∣∣PM (A; it, λd)∣∣2 ≤ (1 + L2) L2∑
ℓ2=0
∣∣∣∣∣∣
∑
Mb−ℓ2−1<|µ|2≤Mb−ℓ2
A(µ)Λd(µ)|µ|−2it
∣∣∣∣∣∣
2
(d ∈ Z, t ∈ R), (4.30)
where
L2 = [(logM)/ log b] ≥ 0 . (4.31)
Given (4.10), (4.19), (4.21), (4.25), (4.26) and the definition (2.10) of δ
(
Λd, n
)
, it follows by the bounds
(4.28)-(4.29) and (4.30)-(4.31) that for some pair K,M ′ > 0 satisfying
1
b
< K ≤ eθT 1/2ℓ ≪ T 1/2ℓ and 1 ≤M ′ ≤M ≪ T 1/2ℓ , (4.32)
one has
E˘ (Tℓ;M,A; θ)≪ (1 + |logTℓ|)6K−2
∞∑
d=−∞
∞∫
−∞
∣∣∣∣∣∣
∑
κ 6=0
w
(|κ|2)Λd(κ)|κ|−2it
∣∣∣∣∣∣
4
×
×
∣∣∣∣∣∣
∑
M ′/b<|µ|2≤M ′
A(µ)Λd(µ)|µ|−2it
∣∣∣∣∣∣
2
w0
( |2d+ it|2
π2Tℓ
)
dt,
(4.33)
with
w(x) = (x/K)−1/2r(x/K) for x > 0 . (4.34)
Since the function ρ satisfies the conditions (3.43) and (3.44) of Lemma 11, it follows by (4.27) that
the support of the function r : (0,∞) → R is contained in the interval [b−2, b]; we therefore find, by
(4.34) and (4.10), that the support of the function w : (0,∞)→ R is contained in the interval [e−ηbK, bK].
Moreover, by (4.34), (4.27), (4.18) and (4.10), the function w is infinitely differentiable on (0,∞) and satisfies
w(j)(x) ≪j (K/x)1/2x−j for all x > 0 and all j ∈ N ∪ {0}. Consequently (and since η is, here, the positive
absolute constant (log 2)/3) it follows that, for all x > 0 and all j ∈ N ∪ {0}, one has:
w(j)(x) =
{
Oj
(
(ηx)−j
)
if e−ηbK ≤ x ≤ eηbK,
0 otherwise.
(4.35)
By (4.35), (4.32), (4.16) and (4.10), it follows that if we put K0 = 1, K1 = K2 = bK, w1 = w2 = w,
M1 =M
′, T = Tℓ and, for µ ∈ O− {0},
a(µ) =
{
A(µ) if M ′/b < |µ|2 ≤M ′,
0 otherwise,
(4.36)
and if (at the same time) we substitute ε/33 ∈ (0, 1/33] for ε, then the hypotheses of Theorem 2 (up to, and
including, (1.20)) will be satisfied. Therefore, by Theorem 2 and the elementary estimates (1.33) and (1.35)
(all applied with ε/33 in place of ε), we are able to deduce from (4.33)-(4.34) that
E˘ (Tℓ;M,A; θ)≪ (1 + |logTℓ|)6K−2 (2πD0 + (π/2)D⋆1 + (π/2)D⋆2 + E) , (4.37)
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where, with a : O− {0} → C defined as in (4.36), the terms D0, D⋆1 , D⋆2 and E satisfy:
max {|D0| , |D⋆1 | , |D⋆2 |} ≪ε T 1+(ε/33)ℓ K2‖a‖22 ≪ T 1+(ε/3)ℓ K2‖A‖22 , (4.38)
K−2E ≪ε
 (M ′)2
T
1/2
ℓ
+
(
(M ′)2−(3/2)ϑ
T
(1−ϑ)/2
ℓ
)(
K
T
1/2
ℓ
)ϑT 1+(3/11)εℓ ‖a‖22 ≪
≪
(
1 +
Tℓ
M3
)ϑ/2(
M4
Tℓ
)1/2
T
1+(ε/3)
ℓ ‖A‖22 (4.39)
and
K−2E ≪ε
 (M ′)2
T
1/2
ℓ
+
 K
T
1/2
ℓ
+
(
K
T
1/2
ℓ (M
′)1/2
)ϑ( (M ′)2
T
1/2
ℓ
)1−ϑT 1+(ε/3)ℓ M ′‖a‖2∞ ≪
≪
(
1 +
Tℓ
M4
)ϑ/2(
M4
Tℓ
)1/2
T
1+(ε/3)
ℓ M‖A‖2∞ (4.40)
(note that, in each of (4.38), (4.39) and (4.40), the final upper bound follows by virtue of (1.13), (4.36), the
hypothesis that ε lies in (0, 1] and the bounds on K, M and Tℓ that are implied by (4.32)).
By (4.37)-(4.40) and (4.32), we obtain both
E˘ (Tℓ;M,A; θ)≪ε
(
1 +
(
1 +
Tℓ
M3
)ϑ/2(
M4
Tℓ
)1/2)
T
1+(ε/2)
ℓ ‖A‖22
and
E˘ (Tℓ;M,A; θ)≪ε T 1+(ε/2)ℓ ‖A‖22 +
(
1 +
Tℓ
M4
)ϑ/2(
M4
Tℓ
)1/2
T
1+(ε/2)
ℓ M‖A‖2∞ .
Moreover, for the reasons that are mentioned below (4.8), we may assume here that the mapping A is such
that ‖A‖22 =
∑
0<|µ|2≤M |A(µ)|2 and ‖A‖∞ = max{|A(µ)| : µ ∈ O and 0 < |µ|2 ≤M}. Therefore, by (4.24),
(4.17), (4.8) and the bounds just obtained for E˘(Tℓ;M,A; θ), it follows that one has both
E˜ℓ(D;M,A)≪ε
(
D1+ε +
(
1 +
D2
M3
)ϑ/2
DεM2
)
T
1/2
ℓ
∑
0<|µ|2≤M
|A(µ)|2 (4.41)
and
E˜ℓ(D;M,A)≪ε
( ∑
0<|µ|2≤M
|A(µ)|2
)
D1+εT
1/2
ℓ +
(
max
0<|µ|2≤M
|A(µ)|2
)(
1 +
D2
M4
)ϑ/2
M3DεT
1/2
ℓ . (4.42)
Since our conclusions in the above paragraph are valid for any ℓ ∈ {0, 1, 2, . . . , L}, and since the defini-
tions (4.17) and (4.10) imply that we have
∑∞
ℓ=0 T
1/2
ℓ = (
√
5/π)D
∑∞
ℓ=0 2
−ℓ/6 = O(D), it follows that the
upper bounds (4.14), (4.41) and (4.42) imply the bounds for E⋆(D;M,A) that are stated in (4.5) and (4.6).
Moreover, our only assumption concerningM and D has been that the condition (4.8) is satisfied, and so we
have completed the set task of showing that Theorem 2 implies the validity of (4.5) and (4.6) for all M ≥ 1
and all D ≥ M ; in view of our conclusions in the paragraphs preceding (4.8), we have thereby shown that
Theorem 2 implies Theorem 1 
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5. Some lemmas that we need for the proof of Theorem 2
In this section we prepare for our proof of Theorem 2 (in in Sections 6 and 7) by stating some of the more
basic lemmas that are used in that proof. Before proceeding to these lemmas (and their proofs), we define
one further piece of notation by putting:
e(x) = exp(2πix) for all x ∈ R.
This convenient notation will be used freely in this section, and in those that follow.
Lemma 14 (Poisson summation over Z2 and over O = Z[i]). Let f : C → C. Suppose that the
function F : R2 → C given by F (x, y) = f(x+ iy) lies in the Schwartz space: so that, for all real A ≥ 0 and
all integers j, k ≥ 0, the function |x+ iy|A ∂j+k∂xj∂ykF (x, y) is continuous and bounded on R2. Then the Fourier
transforms
Fˆ (u, v) =
∞∫
−∞
∞∫
−∞
F (x, y) e(−ux− vy)dxdy
and
fˆ(w) =
∫
C
f(z) e(−ℜ(wz)) d+z = Fˆ (ℜ(w),−ℑ(w))
are complex-valued functions defined on R2 and C, respectively. Moreover, one has
∞∑
x=−∞
∞∑
y=−∞
F (x, y) =
∞∑
u=−∞
∞∑
v=−∞
Fˆ (u, v), (5.1)
and, for all τ ∈ C and all α, γ ∈ O with γ 6= 0 :∑
ν∈O
f(ν)e (ℜ(τν)) =
∑
ξ∈O
fˆ(ξ − τ), (5.2)
∑
ν≡α mod γO
f(ν) =
1
|γ|2
∑
ξ∈O
fˆ
(
ξ
γ
)
e
(
ℜ
(
αξ
γ
))
, (5.3)
and ∑
ν∈O
f(ν)e
(
ℜ
(
α
ν∗
γ
))
=
1
|γ|2
∑
ξ∈O
fˆ
(
ξ
γ
)
S(α, ξ; γ), (5.4)
where S(α, β; γ) denotes the Kloosterman sum over Q(i) that is given by:
S(α, β; γ) =
∑
δ∈(O/γO)∗
e
(
ℜ
(
αδ∗ + βδ
γ
))
. (5.5)
Proof. For (5.1) see, for example [31, Chapter 13, Section 6]. By replacing in (5.1) the function F by
G(x, y) = f(x+ iy)e(ℜ((x+ iy)τ)) (and Fˆ by Gˆ), one obtains (5.2): this is justified, since one has G(x, y) =
F (x, y)e(ℜ(τ)x)e(−ℑ(τ)y), from which it may be deduced that G lies in the Schwartz space if F does. Noting
that ∑
ν≡α mod γO
f(ν) =
1
|γ|2
∑
β∈O/γO
e
(
ℜ
(
αβ
γ
))∑
ν
f(ν)e
(
ℜ
(
−β
γ
ν
))
,
we see (5.3) now follows by applying (5.2) to the inner sum on the right here. Finally:∑
ν
f(ν)e
(
ℜ
(
α
ν∗
γ
))
=
∑
δ∈(O/γO)∗
e
(
ℜ
(
α
δ∗
γ
)) ∑
ν≡δ mod γO
f(ν),
so that (5.4)-(5.5) is a corollary of (5.3) 
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Lemma 15. Suppose that f and F are as in Lemma 14. For z = x+ iy with x, y ∈ R, let
(∆Cf)(z) = (∆R×RF )(x, y) =
(
∂2
∂x2
+
∂2
∂y2
)
f(x+ iy) .
Then ∆R×RF (the Laplacian of F ) is a member of the Schwartz space. The functions f and ∆Cf have
Fourier transforms fˆ , ∆̂Cf : C→ C (defined as in Lemma 14) that are related to one another by:
|2πw|2fˆ(w) = −∆̂Cf(w) for w ∈ C. (5.6)
For all w ∈ C− {0} and all j ∈ N ∪ {0} , one has
∣∣fˆ(w)∣∣ = (2π|w|)−2j ∣∣∣∆̂jCf(w)∣∣∣ ≤ (2π|w|)−2j ∣̂∣∆jCf ∣∣(0) = (2π|w|)−2j ∫
C
∣∣(∆jCf)(z)∣∣d+z . (5.7)
Proof. This lemma is a restatement of [45, Lemma 2.8]: see there for a proof 
Remarks 16. Let α be a non-zero complex constant, and let Sα be the associated ‘rotation-dilatation
operator’ which maps any function f of a complex variable z to the function g(z) such that g(z) = f(αz)
for all z ∈ C. Then, when f is as in Lemma 14, the function G : R2 → C given by G(x, y) = (Sαf) (x + iy)
is a member of the Schwartz space, and a linear change of variables of integration shows that one has
Ŝαf(w) = |α|−2fˆ(w/α) for w ∈ C , (5.8)
where the Fourier transforms, Ŝαf and fˆ , are as defined in Lemma 14. An immediate, and useful, consequence
of (5.8) is that if f(z) = f(|z|) for all z ∈ C, then fˆ(w) = fˆ(|w|) for all w ∈ C.
Lemma 17. Let N : C → [0,∞) satisfy N(z) = |z|2 for z ∈ C. Let Υ : [0,∞) → C be an infinitely
differentiable function on [0,∞), and let the support of Υ be contained in the interval [e−1, e]. Suppose
moreover that η0 ∈ (0, 1], and that
Υ(j)(x)≪j η−j0 for all x ∈ [e−1, e], j ∈ N ∪ {0}. (5.9)
Let X > 0, and let C : O− {0} → C satisfy both
C(ξ) = 0 for all ξ ∈ O such that |ξ|2/X2 ∈ (0, 1/2] ∪ [2,∞) (5.10)
and
C(iξ) = C(ξ) for all ξ ∈ O− {0} . (5.11)
Let D > 0 and put
ED,C =
1
2D2
∞∑
d=−∞
∞∫
−∞
Υ
( |2d+ it|2
D2
) ∣∣∣∣∣∣
∑
ξ 6=0
C(ξ)Λd(ξ)|ξ|−2it
∣∣∣∣∣∣
2
dt .
Then, for all Q ∈ (0, 1/2] and all j ∈ N, one has
ED,C =
∑
ξ1 6=0
∑
ξ2 6=0
|ξ1−ξ2|<QX
C (ξ1)C (ξ2) Υ̂ ◦N
(
D
π
log
(
ξ1
ξ2
))
+Oj
(
(η0QD)
−2j ‖C‖21
)
, (5.12)
where the Fourier transform Υ̂ ◦N is defined as in Lemma 14.
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Proof. Let σ denote the sum over ξ in the definition of ED,C . By first expanding |σ|2 as σσ, one can then
integrate and sum (over d) term by term, so as to obtain:
2D2ED,C =
∑
ξ1 6=0
∑
ξ2 6=0
C (ξ1)C (ξ2)F
(
1
πi
log
(
ξ1
ξ2
))
, (5.13)
where (given that Λd(α) is as in (1.2)) one has
F (α) =
∞∑
d=−∞
∞∫
−∞
Υ
( |2d+ it|2
D2
)
e (ℜ ((2d+ it)α)) dt . (5.14)
Suppose now that ξ1 and ξ2 are non-zero elements of O. Then, since F (α+ 1/2) = F (α), one has
F
(
1
πi
log
(
ξ1
ξ2
))
= F
(
1
πi
log
(
ǫξ1
ξ2
))
, (5.15)
where ǫ is the unique unit of O for which
−π/4 < Arg (ǫξ1/ξ2) ≤ π/4 . (5.16)
Therefore, supposing now that
α =
1
πi
log
(
ǫξ1
ξ2
)
, (5.17)
one has, by (5.16),
−1
4
< ℜ(α) ≤ 1
4
. (5.18)
By (5.14),
F (α) =
∞∑
d=−∞
∞∑
n=−∞
1∫
−1
Υ
( |2d+ 2ni+ ui|2
D2
)
e (ℜ ((2d+ 2ni+ ui)α )) dt =
=
1∫
−1
G(α, u)e (ℑ(α)u) du , (5.19)
where
G(α, u) =
∑
β∈O
Υ
( |2β + iu|2
D2
)
e (ℜ (2αβ)) .
For u ∈ R, an application of (5.2) of Lemma 14 yields:
G(α, u) =
∑
γ∈O
∫
C
Υ
( |2z + iu|2
D2
)
e (−ℜ ((γ − 2α)z)) d+z =
= (D/2)2e (−ℑ(α)u)
∑
γ∈O
Υ̂ ◦N((γ − 2α )D/2) e (−ℑ(γ)u/2) (5.20)
(where the second line follows by a change of variables of integration, as in Remarks 16).
By the result (5.7) of Lemma 15, we have the upper bound
∣∣∣Υ̂ ◦N(w)∣∣∣ ≤ (2π|w|)−2j ∞∫
−∞
∞∫
−∞
∣∣∣∣∣
(
∂2
∂x2
+
∂2
∂y2
)j
Υ
(|x+ iy|2) ∣∣∣∣
(x,y)=(x1,y1)
∣∣∣∣∣ dx1 dy1 ,
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for all w ∈ C− {0} and all j ∈ N: note that, by reasoning similar to that which is used in the proof of the
results (7.23)-(7.24) of Lemma 26 (below), it can be shown to follow from our hypotheses concerning Υ and
η0 (including, in particular, (5.9)) that the function (x, y) 7→ Υ(|x+ iy|2) is in the Schwartz space, and that
for all k, ℓ ∈ N ∪ {0}, and all points (x1, y1) ∈ R2, one has
∂k+ℓ
∂xk∂yℓ
Υ
(|x+ iy|2) ∣∣∣∣
(x,y)=(x1,y1)
=
{
Ok,ℓ
(
η
−(k+ℓ)
0
)
if e−1 ≤ |x1 + iy1|2 ≤ e,
0 otherwise.
Consequently, for all w ∈ C− {0} and all j ∈ N, we have:
∣∣∣Υ̂ ◦N(w)∣∣∣ ≤ (2π|w|)−2j
√
e∫
−√e
√
e∫
−√e
Oj
(
η−2j0
)
dx1 dy1 ≪j (η0|w|)−2j . (5.21)
The case j = 2 of (5.21) ensures uniform absolute convergence (for all u ∈ R) of the sum over γ ∈ O
in (5.20), and so justifies both the substitution of the expression for G(α, u) obtained in (5.20) into (5.19),
and the term by term integration, with respect to u ∈ [−1, 1], of the series expansion of G(α, u)e(ℑ(α)u)
brought about by that substitution. This term by term integration has the effect of annihilating any term
for which the index γ is not real (this being so by virtue of the fact that the condition of summation γ ∈ O
implies ℑ(γ) ∈ Z). Moreover, the terms with γ ∈ O ∩ R = Z are trivial to integrate (being independent of
u), and so, by (5.19) and (5.20), one obtains:
F (α) =
D2
2
∞∑
g=−∞
Υ̂ ◦N((g/2− α )D) .
Given (5.18), it follows by (5.21) that if g ∈ Z − {0}, then Υ̂ ◦N((g/2− α )D) ≪j (η0D|g|)−2j for j ∈ N.
By applying this observation to the sum over g ∈ Z occurring in the expression just obtained for F (α), we
find that
F (α) =
D2
2
Υ̂ ◦N(−αD) +Oj
(
η−2j0 D
2−2j
)
for all j ∈ N . (5.22)
Moreover, by (5.22) and (5.21) (again), it follows that if α 6= 0 then
F (α)≪j
(|α|−2j + 1) η−2j0 D2−2j for all j ∈ N . (5.23)
The results (5.22) and (5.23) will be used to estimate the terms of the double sum in (5.13). Given
(5.10), and (5.13), it is trivial that one needs these estimates only in the cases where
X/
√
2 ≤ |ξ1| , |ξ2| ≤
√
2X . (5.24)
Choose now any Q such that 0 < Q ≤ 1/2. Taking, in turn, each pair ξ1, ξ2 ∈ O satisfying (5.24), suppose
that (5.22) is applied if and only if
|ǫξ1 − ξ2| < QX , (5.25)
while (5.23) is applied if and only if the condition (5.25) is not satisfied. Then, in the cases where the bound
(5.23) is applied, one will have |α| > Q/6: indeed, by (5.17), the condition Q ≤ 1/2 and the inequalitities
| exp(z)− 1| ≤ |z| exp(|z|), π exp(π/12) < 3√2 and (5.24), it follows that if one were to have |α| ≤ Q/6 then
the condition (5.25) would be satisfied, and so (5.23) would not be being applied. Consequently, where it is
applied, (5.23) shows:
F (α)≪j
(
(Q/6)−2j + 1
)
η−2j0 D
2−2j ≪j (η0Q)−2j D2−2j .
In the cases where it is instead (5.22) that is implied, one has (5.24) and (5.25), by which (given that
0 < Q ≤ 1/2) it follows that
|ǫξ1 − ξ2| < |ξ2| /
√
2 .
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Since the last inequality renders redundant the condition (5.16) that was imposed on the choice of unit
ǫ ∈ {1, i,−1,−i}, it therefore follows from the conclusions of the above paragraph that, by means of (5.13),
(5.15), (5.17) and the estimates (5.22) and (5.23), one can deduce that
ED,C =
1
4
∑
ǫ4=1
∑
ξ1 6=0
∑
ξ2 6=0
|ǫξ1−ξ2|<QX
C (ξ1)C (ξ2) Υ̂ ◦N
(
− 1
πi
log
(
ǫξ1
ξ2
)
D
)
+Oj
(
‖C‖21 (η0QD)−2j
)
,
for all j ∈ N. The conclusion of the lemma now follows, via the substitution ξ1 = ǫ−1ξ, the observation that
the hypothesis (5.11) implies that
∑
ǫ4=1 C
(
ǫ−1ξ
)
= 4C(ξ), for ξ ∈ O − {0}, and the final point noted in
Remarks 16 
Remarks 18. Let 0 < η ≤ 1, and let Ωη be an infinitely differentiable function from [0,∞) to [0,∞) that
has as its support some subset of the interval [1, eη], and that satisfies both
Ω(j)η (x)≪j η−j (for x > 0 and j = 0, 1, 2, . . . ) and
1
η
∞∫
0
Ωη(x)dx = 1
(such functions do exist: one example is the mapping x 7→ Φ(2(eη − 1)−1(x− 1)− 1), where Φ : R→ [0, e−1]
is given by the equation (3.100) of Remarks 13, above). Suppose moreover that δ is a real number satisfying
0 < δ ≤ (4e)−1. Then, by multiplying both sides of the equation (5.12) by (δη)−1Ωη
(
Q2/δ
)
, applying the
substitution Q =
√
δ1, and then integrating both sides of the resulting equation with respect to the (positive
valued) variable δ1, one obtains:
ED,C = Oj
(
δ−j (η0D)
−2j ‖C‖21
)
+
∑
ξ1 6=0
∑
ξ2 6=0
Wη
(
|ξ1 − ξ2|2
δX2
)
C(ξ1)C(ξ2) Υ̂ ◦N
(
D
π
log
(
ξ1
ξ2
))
, (5.26)
where, for u ≥ 0,
Wη(u) =
1
η
∞∫
u
Ωη(x)dx . (5.27)
Moreover, given the stated properties of the function Ωη(x), the functionWη(u) here is real valued, monotonic
decreasing and infinitely differentiable on [0,∞), and satisfies: Wη(u) = 1 if 0 ≤ u ≤ 1 ; Wη(u) = 0 if u ≥ eη;
W
(j)
η (u)≪j η−j for u > 0 and j ∈ N ∪ {0}.
Lemma 19 (estimates for Kloosterman sums). Let α, β, γ ∈ O, with γ 6= 0, and let the Kloosterman
sum S = S(α, β; γ) be given by the equation (5.5) of Lemma 14. Then
|S| ≤ φO(γ) = |γ|2
∏
(π1)|(γ)
(
1− 1|π1|2
)
≤ |γ|2, (5.28)
where one has φO(γ) =
∣∣(O/γO)∗∣∣ (Euler’s function for Gaussian integers), and where the product is over
distinct prime ideal factors (π1) = π1O of the ideal (γ) = γO ⊂ O (and so is equal to 1 if and only if γ is a
unit of O). One has also the (much deeper) ‘Weil-Estermann estimate’:
|S|2 ≤ 23τ22 (γ) |(α, β, γ)γ|2 , (5.29)
where τ2(γ) =
∑
δ|γ 1 and (α, β, γ) is an arbitrary highest common factor of α, β and γ. Moreover, if γ | β
then one has the (elementary) ‘Ramanujan sum evaluation’:
S =
1
4
∑
ν|(α,γ)
µO
(γ
ν
)
|ν|2 = µO
(
γ
(α, γ)
)
|(α, γ)|2
∏
(π1)|((α,γ))
(π1) |6 (γ/(γ,α))
(
1− 1|π1|2
)
=
µO(γ/(α, γ))φO(γ)
φO(γ/(γ, α))
, (5.30)
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where, as in (5.28), the product is over distinct prime ideals (π1) ⊂ O, while
µO(κ) =
{
0 if there exists a Gaussian prime π1 such that π
2
1 | κ,
(−1)ω(κ) otherwise,
with ω(κ) denoting the number of prime ideals in the ring O that contain κ. The result (5.30) implies that
|S| ≤ |(α, γ)|2 if γ | β . (5.31)
Proof. The first two equalities of (5.30) follow from [44, Equations (5.35)] and points noted in the last few
lines of the proof of [44, Lemma 5.7]. The definition (5.5) implies that |S| ≤ S(0, 0; γ) = φO(γ), and so we
have both the first inequality in (5.28) and, by virtue of the case α = β = 0 of the first two equalities of
(5.30), the equality in (5.28) also. As for the final inequality in (5.28), that is a trivial consequence of the
fact that each factor 1− |π1|−2 occurring in the product in (5.28) must certainly satisfy 0 ≤ 1− |π1|−2 ≤ 1.
Similarly, the result (5.31) follows from the first two equalities in (5.30). Two applications of the equality in
(5.28) are enough to give the final equality in (5.30).
The bound (5.29) is a corollary of the more general results [4, Proposition 9 and Theorem 10] of
Bruggeman and Miatello 
6. Beginning the proof of Theorem 2
In this section we show, in effect, that if E is the term given by Equation (1.30) (in combination with the
definitions in (1.21)-(1.29)) then |E| is either quite small (smaller, subject to the condition (1.18), than
the bounds (1.31) and (1.32) would imply), or else is bounded above by a certain sum of Kloosterman
sums (a multiple of the sum Y defined in Lemma 22). Note that the mean value on the left-hand side of
Equation (1.30) has an obvious ‘rational integer analogue’, which was studied by Deshouillers and Iwaniec:
their work in [9, Section 2] and [7, Section 9.2] provided the model for the principal steps of this section.
We assume throughout this section (and the next) that the numbers ε, η, K0, K1, K2, M1 are as in
Theorem 2, that the function C : O − {0} → C and terms c(d, it) (d ∈ Z, t ∈ R) are as defined in (1.21)
and (1.29), that T satisfies (1.18), and that N is given by the equation (1.24). The functions w0(x), w1(x),
w2(x) and a(µ) are also assumed to be as in Theorem 2, except that (to make conditions of the form x 6= 0,
µ 6= 0 implicit) their respective domains are enlarged to include 0, by defining a(0) = 0 and wi(0) = 0 for
i = 1, 2, 3. When f : C → C, the Fourier transform fˆ is as defined in Lemma 14; the Euclidean Laplace
operator ∆C is defined in Lemma 15. As in Lemma 17, we take N(z) to denote the function on C satisfying
N(z) = |z|2 for all z ∈ C. We shall moreover assume that the functions Ωη and Wη are as described in
Remarks 18 (were it necessary, we could explicitly define just such a pair of functions).
In cases where (in addition to (1.18) and (1.24)) one has T = O(1), the results (1.30)-(1.32) of Theorem 2
can be verified by means of a direct (and quite trivial) upper bound estimate for the absolute value of the
sum on the left-hand side of Equation (1.30), in combination with similarly direct and trivial upper bound
estimates for |D0|, |D∗1 | and |D∗2 | (where D0, D∗1 and D∗2 are as defined in (1.21)-(1.28)). Therefore, in
completing our proof of Theorem 2, we may certainly suppose that
T ≥ 210π8 . (6.1)
See (7.52), below, for what motivates this particular choice of a lower bound for T .
Lemma 20. Let
Ξ = T εM1K2/K1 (6.2)
and, for ψ, ψ′, ν, ξ ∈ O, put
L(ψ, ψ′; ν, ξ) = |ψψ′|2
∫
C
∫
C
w0
(
|ψψ′z1z2|2
T
)
w1
(
|ψ′z2|2
)
w1
(
|ψz2|2
)
|z2|2 e(ℜ (νz1 + ξz2))d+z1 d+z2 . (6.3)
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Then
∞∑
d=−∞
∞∫
−∞
|c(d, it)|2w0
( |2d+ it|2
π2T
)
dt =
= 2π ŵ0◦N(0)T ‖C‖22 + (π/2) (D⋆ + E⋆) +Oε,η
(
T 5ε+1/2K1K2M1‖a‖22
)
,
(6.4)
where
D⋆ =
∑
ϕ 6=0
∑∑∑
κ2 µ1 κ4 µ2
(κ2µ1,κ4µ2)∼ϕ
∑
w2
(
|κ2|2
)
a (µ1)w2
(
|κ4|2
)
a (µ2) Gϕ
(
κ2µ1
ϕ
,
κ4µ2
ϕ
; 0
)
, (6.5)
and
E⋆ =
∑
ϕ 6=0
∑∑∑
κ2 µ1 κ4 µ2
(κ2µ1,κ4µ2)∼ϕ
∑
w2
(
|κ2|2
)
a (µ1)w2
(
|κ4|2
)
a (µ2) Hϕ
(
κ2µ1
ϕ
,
κ4µ2
ϕ
)
, (6.6)
with
Gϕ (ψ1, ψ2; ξ) =
∑
ν 6=0
Wη
( |ϕν|2
N
)
L(ψ1, ψ2; ν, ξ) e
(
ℜ
(
ψ∗1νξ
ψ2
))
(6.7)
and
Hϕ (ψ1, ψ2) =
∑
ξ 6=0
Wη
( |ϕξ|2
Ξ
)
Gϕ (ψ1, ψ2; ξ) . (6.8)
Proof. By (1.2), (1.29) and (1.21), one has
c(d, it) =
∑
ξ 6=0
C(ξ)Λd(ξ)|ξ|−2it . (6.9)
Since |iκ|2 = |κ|2 for κ ∈ O, and since iO = O, it is evident from (1.21) that C(ξ) satisfies the condition
(5.11) of Lemma 17. Moreover, by (1.19) and (1.20) (in which 0 < η ≤ (log 2)/3), this C(ξ) also satisfies,
for X = (K1K2M1)
1/2, the condition (5.10) of Lemma 17. Therefore Lemma 17 may be applied with
Υ(x) = w0(x), and with C(ξ) as in (1.21). In particular, by (6.9) and the case η0 = η, X = (K1K2M1)
1/2,
D = πT 1/2, δ = T ε−1 of (5.26) (the corollary of Lemma 17 noted in Remarks 18), and by (1.18)-(1.21),
(1.24) and the Cauchy-Schwarz inequality, one has
∞∑
d=−∞
∞∫
−∞
|c(d, it)|2 w0
( |2d+ it|2
π2T
)
dt =
= Oj,η
(
T 7/2−jε‖a‖22
)
+ 2πT
∑
ξ1
∑
ξ2
Wη
(
|ξ1 − ξ2|2
N
)
C(ξ1)C(ξ2) ŵ0 ◦N
(√
T log
(
ξ1
ξ2
))
,
(6.10)
for all j ∈ N.
Taking j = [(A + 4)/ε] + 1 (for an arbitrary A ≥ 0) one may replace the last term in (6.10) by
Oε,η,A(T
−A‖a‖22). The terms of the first sum on the right in (6.10) are ‘diagonal’ when ξ1 = ξ2, and
otherwise are ‘off-diagonal’. Let C
(
ξ1
)
and C
(
ξ2
)
in (6.10) be expressed, through (1.21), in terms of variables
of summation κ1, κ2, µ1 and κ3, κ4, µ2 satisfying κ1κ2µ1 = ξ1 and κ3κ4µ2 = ξ2. Then, by separating diagonal
from off-diagonal terms, and, for each pair ϕ, ν ∈ O− {0}, grouping together off-diagonal terms with both
(κ2µ1, κ4µ2) ∼ ϕ
and
κ1κ2µ1 − κ3κ4µ2 = ξ1 − ξ2 = ϕν ,
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one may rewrite the case j = [(A+ 4)/ε] + 1 of (6.10) as
∞∑
d=−∞
∞∫
−∞
|c(d, it)|2 w0
( |2d+ it|2
π2T
)
dt = 2π ŵ0◦N(0)T ‖C‖22 + (π/2)D′ +Oε,η,A
(
T−A‖a‖22
)
, (6.11)
where
D′ =
∑
ϕ 6=0
∑
ν 6=0
Wη
( |ϕν|2
N
)∑∑∑
κ2 µ1 κ4 µ2
(κ2µ1,κ4µ2)∼ϕ
∑
w2
(
|κ2|2
)
a (µ1)w2
(
|κ4|2
)
a (µ2)Uν
(
κ2µ1
ϕ
,
κ4µ2
ϕ
)
, (6.12)
with
Uν(ψ1, ψ2) = T
∑∑
κ1 κ3
ψ1κ1−ψ2κ3=ν
ŵ0 ◦N
(√
T log
(
ψ1κ1
ψ2κ3
))
w1
(
|κ1|2
)
w1
(
|κ3|2
)
(6.13)
(note that we have here simplified the first term on the right-hand side Equation (6.11) by making use of
the equality Wη(0) = 1, which is one of the properties of the function Wη that are mentioned below (5.27)).
Within the sum in (6.13) one has
κ3 =
ψ1κ1 − ν
ψ2
=
(
1− ν
ψ1κ1
)
ψ1κ1
ψ2
,
where, given how (1.19), (1.20) and the properties of Wη(u) noted below (5.27) effectively restrict the ranges
of each of |ϕν|, |κ2µ1|, |κ4µ2| and |κ1| in the sums occurring in (6.12) and (6.13), it may be supposed that
ψ2 6= 0 and
∣∣∣∣ νψ1κ1
∣∣∣∣2 ≤ e4ηNK1K2M1 < 3T ε−1 < 15 .
By this, the Taylor expansions of log z and exp(w) about z = 1, w = 0, the definition of the Fourier transform,
and (1.19), for i ∈ {0, 1}, one finds that, for the relevant (constrained) values of ϕ, ν, ψ1, ψ2, κ1 ∈ O,
ŵ0 ◦N
(√
T log
(
ψ1κ1
ψ2κ3
))
w1
(
|κ3|2
)
= ŵ0 ◦N
(√
T
ν
ψ1κ1
)
w1
(∣∣∣∣ψ1ψ2 κ1
∣∣∣∣2
)
+O
(
η−1T (ε−1)/2
)
.
Therefore, by (6.13) and the case i = 1 of (1.19), one has in (6.12):
Uν(ψ1, ψ2) = U˜ν(ψ1, ψ2) + Vν(ψ1, ψ2) , (6.14)
where
Vν(ψ1, ψ2)≪ η−1T (ε+1)/2
∑
κ1≡ψ∗1ν mod ψ2O
e−η≤|κ1|2/K1≤eη
1 (6.15)
and
U˜ν(ψ1, ψ2) = T
∑
κ1≡ψ∗1ν mod ψ2O
ŵ0 ◦N
(√
T ν
ψ1κ1
)
w1
(
|κ1|2
)
w1
(∣∣∣∣ψ1ψ2 κ1
∣∣∣∣2
)
, (6.16)
with ψ∗1 ∈ O being an arbitrary solution of the congruence ψ1ψ∗1 ≡ 1 mod ψ2O.
Using the definition of ŵ0 ◦N(s) as an integral, it follows by a change of variable of integration, and a
change in the order of summation and integration, that (6.16) may be rewritten as:
U˜ν(ψ1, ψ2) = Fˆψ1,ψ2,ν(ν) , (6.17)
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where
Fψ1,ψ2,ν(z) =
∑
κ≡ψ∗1ν mod ψ2O
fψ1,ψ2,z(κ) , (6.18)
with
fψ1,ψ2,z(κ) = |ψ1κ|2 w1
(
|κ|2
)
w1
(∣∣∣∣ψ1ψ2 κ
∣∣∣∣2
)
w0
(
|zψ1κ|2
T
)
. (6.19)
By (6.19), (1.19) and (for example) [44, Lemma 9.4], the functions w0(x) and w1(x) (extended to have
w0(0) = w1(0) = 0) are such that the function G : R
2 → C given by G(x, y) = fψ1,ψ2,z(x + iy) lies in the
Schwartz space. Therefore it follows from (6.18) and the result (5.3) of Lemma 14 that
Fψ1,ψ2,ν(z) =
1
|ψ2|2
∑
ξ∈O
fˆψ1,ψ2,z
(
ξ
ψ2
)
e
(
ℜ
(
ψ∗1νξ
ψ2
))
(z ∈ C). (6.20)
Note that when ψ1, ψ2, z are known (and so to be treated as constants) it then follows by (6.19) and (1.19)
that one has fψ1,ψ2,z(κ) = h
(|κ|2), where the function h : [0,∞)→ C is infinitely differentiable, satisfies
h(k)(x) =
{
Ok
(
K1 |ψ1|2 (ηx)−k
)
if e−ηK1 ≤ x ≤ eηK1 ,
0 otherwise,
(6.21)
for all x > 0 and all k ∈ N ∪ {0}, and is, moreover, identically zero unless it is the case that
e−2ηT/K1 ≤ |zψ1|2 ≤ e2ηT/K1. (6.22)
As an operator on smooth functions of a complex variable s = u+ iv the Laplacian ∆C satisfies:
∆C =
∂2
∂u2
+
∂2
∂v2
= 4
∂
∂s
∂
∂s
where
∂
∂s
=
1
2
(
∂
∂u
− i ∂
∂v
)
and
∂
∂s
=
1
2
(
∂
∂u
+ i
∂
∂v
)
.
Therefore, and since (as was found above) fψ1,ψ2,z(s) = h
(|s|2) = h(ss), one may determine that
(
∆jCfψ1,ψ2,z
)
(s) =
j∑
r=0
4j(j!)2|s|2j−2rh(2j−r)(|s|2)
(r!)((j − r)!)2 for s ∈ C, j ∈ N ∪ {0}.
By this, (6.21) and the bound (5.7) of Lemma 15, it follows that if ξ 6= 0, then, for all j ∈ N ∪ {0},
fˆψ1,ψ2,z
(
ξ
ψ2
)
≪
∣∣∣∣ ξψ2
∣∣∣∣−2j ∫
C
∣∣∣(∆jCfψ1,ψ2,z) (s)∣∣∣ d+s = |ψ2|2j |ξ|−2j Oj(K21 |ψ1|2 (ηK1/21 )−2j)≪η,j
≪η,j K2−j1 |ψ1|2 |ψ2|2j |ξ|−2j .
Given (1.19), and given how ψ1 and ψ2 arise in (6.12)-(6.13), it is here sufficient to treat cases in which
one has |ψi|2 ≍ |ϕ|−2K2M1 for i = 1, 2. In such a case the above bound for fˆψ1,ψ2,z(ξ/ψ2) implies that if
X1 ≍ |ϕ|−2Ξ, where Ξ is given by (6.2), then, for j ≥ 2, one has
1
|ψ2|2
∑
|ξ|2≥X1
∣∣∣∣fˆψ1,ψ2,z ( ξψ2
)∣∣∣∣≪η,j K2−j1 (K2M1|ϕ|2
)j
X1−j1 ≍j T−jεK21X1 .
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By the last estimates, combined with (6.20) and (1.18), one obtains:
Fψ1,ψ2,ν(z) =
1
|ψ2|2
∑
ξ∈O
Wη
( |ϕξ|2
Ξ
)
fˆψ1,ψ2,z
(
ξ
ψ2
)
e
(
ℜ
(
ψ∗1νξ
ψ2
))
+Oη,j
(
T 1−jε|ϕ|−2Ξ) , (6.23)
with the function Wη(u) being as described below (5.27).
Since fψ1,ψ2,z(s) (and hence also its Fourier transform) is identically zero unless ψ1 and z satisfy (6.22),
it follows from (6.17), (6.20), (6.2) and (6.23) that, when
∣∣ψi∣∣2 ≍ |ϕ|−2K2M1 (for i = 1, 2), one will have:
U˜ν (ψ1, ψ2) =
∑
ξ
Wη
( |ϕξ|2
Ξ
)
gˆψ1,ψ2,ξ(ν) e
(
ℜ
(
ψ∗1νξ
ψ2
))
+Oη,j
(
K−21 T
2−(j−1)ε
)
for j ≥ 2 , (6.24)
where
gψ1,ψ2,ξ(z) =
1
|ψ2|2
fˆψ1,ψ2,z
(
ξ
ψ2
)
=
∫
C
fψ1,ψ2,z (ψ2z2) e (−ℜ (ξz2)) d+z2 ,
so that, by (6.19),
gˆψ1,ψ2,ξ(ν) =
∫
C
∫
C
fψ1,ψ2,z1 (ψ2z2) e (−ℜ (ξz2 + νz1)) d+z2 d+z1 = L (ψ1, ψ2; ν, ξ) , (6.25)
with L(ψ, ψ′; ν, ξ) defined as in (6.3).
By (6.12), (6.14), (6.24) (with j = [2/ε] + 2) and (6.25), it follows that
D′ = D⋆ + E⋆ + E ′ +Oη,ε (E ′′) , (6.26)
where D⋆ and E⋆ are as defined in (6.5)-(6.8), while, by (1.18)-(1.20), in combination with the properties of
Wη(u) (described below (5.27)), (1.24), (6.15), (6.1), the bound (2.13) and the hypotheses that ε ∈ (0, 1/6]
and η ∈ (0, (log 2)/3], one has:
E ′ =
∑
ϕ 6=0
∑
ν 6=0
Wη
( |ϕν|2
N
)∑∑∑
κ2 µ1 κ4 µ2
(κ2µ1,κ4µ2)∼ϕ
∑
w2
(
|κ2|2
)
a (µ1)w2
(
|κ4|2
)
a (µ2)Vν
(
κ2µ1
ϕ
,
κ4µ2
ϕ
)
≪
≪
∑
ϕ 6=0
∑
ν 6=0
|ϕν|2≤eηN
∑ ∑
K2e−η≤|κ2|2, |κ4|2≤eηK2
∑ ∑
M1e
−η≤|µ1|2, |µ2|2≤eηM1
(κ2µ1,κ4µ2)∼ϕ
|a (µ1) a (µ2)| ×
×
∑
K1e
−η≤|κ1|2≤eηK1
κ1κ2µ1≡ϕν mod κ4µ2O
η−1T ε+1/2 ≪
≪ η−1T ε+1/2
∑ ∑ ∑
κ1 κ2 µ1
1/2≤|κ1κ2µ1|2/(K1K2M1)≤2
∑ ∑ ∑
κ3 κ4 µ2
0<|κ1κ2µ1−κ3κ4µ2|2≤2N
(
|a (µ1)|2 + |a (µ2)|2
)
≪
≪ η−1T ε+1/2
∑
e−ηM1≤|µ|2≤eηM1
|a(µ)|2
∑
|α|2≍K1K2
τ2(α)
∑
β 6=0
0<|β−µα|2≪N
τ3(β)≪
≪ η−1T ε+1/2
∑
µ
|a(µ)|2Oε
(
(K1K2)
1+ε
) ∑
0<|δ|2≪N
Oε ((K1K2M1)
ε
) =
= Oε
(
η−1T ε+1/2 (K1K2)
1+2ε
M ε1N
)∑
µ
|a(µ)|2 ≪ε,η T 5ε−1/2K21K22M1‖a‖22 (6.27)
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and
E ′′ =
∑
ϕ 6=0
∑
ν 6=0
Wη
( |ϕν|2
N
)∑∑∑
κ2 µ1 κ4 µ2
(κ2µ1,κ4µ2)∼ϕ
∑∣∣∣w2(|κ2|2) a (µ1)w2(|κ4|2) a (µ2)∣∣∣K−21 ≪
≪ K−21
∑
0<|ν|2≪N
∑
|κ2|2≍K2
∑
|κ4|2≍K2
∑
|µ1|2≍M1
∑
|µ2|2≍M1
(
|a (µ1)|2 + |a (µ2)|2
)
≪
≪ K−21 NK22M1
∑
µ
|a(µ)|2 = T ε−1K−11 K32M21‖a‖22 . (6.28)
Given that (1.18) holds, the result (6.4) of the lemma now follows by virtue of the equations (6.11) and
(6.26), and the bounds noted in (6.27) and (6.28) 
Lemma 21. Let D⋆ be given by the equations (6.5), (6.7) and (6.3) of Lemma 20. Then, for all A > 0, one
has
D⋆ = D⋆1 +D⋆2 +Oη,ε,A
(
T−AK22M1‖a‖22
)
, (6.29)
where D⋆1 and D⋆2 are as defined in the equations (1.23)-(1.28) of Theorem 2.
Proof. We begin by reformulating (at the cost of having to introduce a small error term) the factor of
form Gϕ
(
ψ1, ψ2; 0) occurring in the summand on the right-hand side of Equation (6.5). In doing so, we may
assume that
e−2ηK2M1 ≤ |ϕψi|2 ≤ e2ηK2M1 for i = 1, 2 (6.30)
(for, by (1.19) and (1.20), the coefficient of Gϕ
(
κ2µ1/ϕ, κ4µ2/ϕ; 0) in (6.5) will otherwise be zero). Now
observe that the properties of Wη(u) (outlined after (5.27)) ensure that (6.7) implies∣∣∣∣∣∣Gϕ (ψ1, ψ2; 0)−
∑
ν 6=0
L (ψ1, ψ2; ν, 0)
∣∣∣∣∣∣ ≤
∑
ν
N<|ϕν|2
|L (ψ1, ψ2; ν, 0)| . (6.31)
Here, upon using a change of variable of integration to rewrite the case ξ = 0 of (6.3), one finds that
L (ψ1, ψ2; ν, 0) = T
∫
C
ŵ0 ◦N
( √
Tν
ψ1ψ2z2
)
w1
(
|ψ2z2|2
)
w1
(
|ψ1z2|2
)
d+z2 (ν ∈ O). (6.32)
By (1.19), one has |w1(|ψ2z2|2)| > 0 only when |ψ2z2|2 ≍ K1; by this, in combination with the result (5.7)
of Lemma 15, the case i = 0 of (1.19), the hypothesis that K0 = 1, the inequalities (6.30) and the definition
(1.24), it follows that when |w1(|ψ2z2|2)| > 0 one has
ŵ0 ◦N
( √
Tν
ψ1ψ2z2
)
≪j
∣∣∣∣∣ η
√
Tν
ψ1ψ2z2
∣∣∣∣∣
−2j
≪η,j
(
T |ϕν|2
K1K2M1
)−j
=
(
T ε|ϕν|2
N
)−j
(0 6= ν ∈ O, j ∈ N). (6.33)
Therefore, given (6.32) and (1.19) (and subject to (6.30) holding), one has:
L (ψ1, ψ2; ν, 0)≪η,j |ϕ|
2TK1
K2M1
(
T ε|ϕν|2
N
)−j
for all j ∈ N.
By applying these estimates to the right-hand side of (6.31) one finds that, for j ≥ 2,∣∣∣∣∣∣Gϕ (ψ1, ψ2; 0)−
∑
ν 6=0
L (ψ1, ψ2; ν, 0)
∣∣∣∣∣∣≪η,j |ϕ|
2TK1
K2M1
(
T ε|ϕ|2
N
)−j (
N
|ϕ|2
)1−j
=
K1NT
1−jε
K2M1
= K21T
−(j−1)ε .
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By this one obtains (given (1.18), and subject to (6.30) holding):
Gϕ (ψ1, ψ2; 0) =
∑
ν 6=0
L (ψ1, ψ2; ν, 0) +Oη,ε,A
(
T−A
)
for A > 0 . (6.34)
Since (6.33) and (1.19) imply that the sum
∑
ν 6=0 ŵ0 ◦N(T 1/2νψ−11 ψ−12 z−12 )w1(|ψ2z2|2)w1(|ψ1z2|2) is
uniformly convergent for all z2 ∈ C such that |z2|2 ≍ |ψ2|−2K1, one can deduce from (6.32) and (6.34) (via
a change in the order of summation and integration) that, for A > 0,
Gϕ (ψ1, ψ2; 0) + L (ψ1, ψ2; 0) = T
∫
C
(∑
ν
ŵ0 ◦N
( √
Tν
ψ1ψ2z2
))
w1
(
|ψ2z2|2
)
w1
(
|ψ1z2|2
)
d+z2 +
+Oη,ε,A
(
T−A
)
.
(6.35)
Here, by means of the identity noted in (5.8), we are able to apply Poission summation (i.e. the case τ = 0
of the result (5.2) of Lemma 14) so as to obtain:
∑
ν
ŵ0 ◦N
( √
Tν
ψ1ψ2z2
)
=
∣∣∣∣ψ1ψ2z2√T
∣∣∣∣2∑
α
(w0 ◦N)
(
ψ1ψ2z2α√
T
)
=
|ψ1ψ2z2|2
T
∑
α
w0
(
|ψ1ψ2z2α|2
T
)
.
By this, (1.19) and the hypothesisK0 = 1, it follows that the integral on the right-hand side of Equation (6.35)
is trivially equal to zero if max{|ψ1|2, |ψ2|2} > e2ηTK−11 . Therefore, given the inequalities in (6.30), it is
certainly the case that the integral in (6.35) is zero whenever ϕ satisfies |ϕ|2 < e−4ηT−1K1K2M1. This
means that when 0 < A <∞ one has
Gϕ (ψ1, ψ2; 0) = −L (ψ1, ψ2; 0) +Oη,ε,A
(
T−A
)
if 0 < |ϕ|2 < e−4ηT−εN . (6.36)
Note now that, due to the presence of the factor Wη
(|ϕν|2/N) in (6.7), it is effectively a condition of the
summation over ϕ in (6.5) that ϕ must satisfy
|ϕ|2 ≤ eηN . (6.37)
Consequently it is only when |ϕ|2 lies in the interval [e−4ηT−εN, eηN ] that one has to refrain from using
the result (6.36), and make do with (6.34) instead. The combination of (6.34) and (6.36) completes our
reformulation of Gϕ(ψ1, ψ2; 0).
Following a change of the variable of integration, the case ν = 0 of (6.32) gives:
L (ψ1, ψ2; 0, 0) = ŵ0 ◦N(0)T |ϕ|2
∫
C
w1
(
|ϕψ2z|2
)
w1
(
|ϕψ1z|2
)
d+z (0 6= ϕ ∈ O).
Given that (subject to (6.30) holding) one has (6.34) and (6.36), and given the last equation (above),
the observation (6.37) and the hypothesis (1.19), it follows (by virtue of the arithmetic-geometric mean
inequality) that the sum D⋆ defined in (6.5) satisfies
D⋆ = D′′1 +D′′2 +Oη,ε,A
(
T−AK22M1
∑
µ
|a(µ)|2
)
(0 ≤ A <∞), (6.38)
with
D′′1 = 4
∑ ∑
β1 6=0 β2 6=0
|(β1,β2)|2<e−4ηT−εN
(∑ ∑
κ2 µ1
κ2µ1=β1
w2
(
|κ2|2
)
a (µ1)
)(∑ ∑
κ4 µ2
κ4µ2=β2
w2
(
|κ4|2
)
a (µ2)
)
×
×
(
−ŵ0 ◦N(0)
)
T |(β1, β2)|2
∫
C
w1
(
|β2z|2
)
w1
(
|β1z|2
)
d+z
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and
D′′2 =
∑
e−4ηT−εN≤|ϕ|2≤eηN
∑∑∑
κ2 µ1 κ4 µ2
(κ2µ1,κ4µ2)∼ϕ
∑
w2
(
|κ2|2
)
a (µ1)w2
(
|κ4|2
)
a (µ2) λ
(
κ2µ1
ϕ
,
κ4µ2
ϕ
)
, (6.39)
where
λ(ψ1, ψ2) =
∑
ν 6=0
L (ψ1, ψ2; ν, 0) . (6.40)
Given the equality ŵ0 ◦N(0) = π
∫∞
0 w0(x)dx (for which see (7.72), below), it may be deduced from
the above that in (6.38) one has
D′′1 = D⋆1 , (6.41)
with D⋆1 given by the equations (1.25) and (1.23) of Theorem 2.
We now have only to attend to the term D′′2 defined in (6.39)-(6.40). Each term appearing in the sum on
the right of (6.40) may be expressed, via the equation (6.32), as an integral; upon applying the result (5.6)
of Lemma 15 (twice) to the factor ŵ0 ◦N(T 1/2νψ−11 ψ−12 z−12 ) in the integrand in (6.32), and then recalling
the definition of the Fourier transform, one finds (thereby) that
L (ψ1, ψ2; ν, 0) =
|ψ1ψ2|4
|2πν|4T
∫
C
∫
C
(
∆2C(w0 ◦N)
)
(s) e
(
−ℜ
( √
Tνs
ψ1ψ2z2
))
d+s w1
(
|ψ2z2|2
)
w1
(
|ψ1z2|2
)
|z2|4 d+z2.
Substituting here z2 = −ϕz, and then summing over non-zero ν ∈ O, one obtains (given (6.40)):
λ(ψ1, ψ2) =
|ϕ|6 |ψ1ψ2|4
(2π)4T
∫
C
∫
C
(
∆2C(w0 ◦N)
)
(s) w1
(
|ϕψ2z|2
)
w1
(
|ϕψ1z|2
)
|z|4 p
( √
Ts
ϕψ1ψ2z
)
d+s d+z ,
where p(α) is as defined in Theorem 2, Equation (1.26). Since p(iα) = p(α), and since
(
∆2C (w0 ◦N)
)
(s) =
(
∆2C (w0 ◦N)
)
(|s|) =
(
∂2
∂r2
+ r−1
∂
∂r
)2
w0
(
r2
) ∣∣∣∣
r=|s|
=
(
4x
d2
dx2
+ 4
d
dx
)2
w0(x)
∣∣∣∣
x=|s|2
,
it follows by (6.39) and the expression just obtained for λ(ψ1, ψ2) that one has
D′′2 =
1
4π2T
∑ ∑
β1 6=0 β2 6=0
e−4ηT−εN≤|(β1,β2)|2≤eηN
|(β1, β2)|2 |[β1, β2]|4 ×
×
(∑ ∑
κ2 µ1
κ2µ1=β1
w2
(
|κ2|2
)
a (µ1)
)(∑ ∑
κ4 µ2
κ4µ2=β2
w2
(
|κ4|2
)
a (µ2)
)
×
×
∫
C
∫
C
(
∆2C (w0 ◦N)
)
(s) p
( √
Ts
[β1, β2] z
)
d+s w1
(
|β2z|2
)
w1
(
|β1z|2
)
|z|4 d+z =
= D⋆2 , (6.42)
where D⋆2 is as defined in Theorem 2, Equations (1.23), (1.24) and (1.26)-(1.28). By (6.38), (6.41) and (6.42),
the result (6.29) follows 
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Lemma 22. Suppose that
Z = T εM1 , (6.43)
and that Ξ and E⋆ are given by the equations (6.2), (6.3) and (6.6)-(6.8) of Lemma 20. Then either
E⋆ ≪η,ε T 6εK1K22M1‖a‖22 ,
or else, for some ϕ,Φ1, ϕ1,Φ2, ϕ2 ∈ O and some z ∈ C3, one has:
0 < |ϕ|2 ≤ eηN , (6.44)
Φ1ϕ1 = Φ2ϕ2 = ϕ , (6.45)
|z1|2 ≪ |ϕ|
2T ε
N
, |z2|2 ≪ |ϕ|
2T ε
Ξ
, |z3|2 ≪ |Φ1|
2
T ε
Z
(6.46)
and
E⋆ ≪ε T 1+ε |ϕz2z3|2 |Y | ,
where
Y =
∑
ρ1
(ρ1,ϕ1)∼1
∑
ρ2
∼(ρ2,ϕ2)
a(Φ1ρ1) a(Φ2ρ2)
∑
ν 6=0
∑
ξ 6=0
Wη
( |ϕν|2
N
)
Wη
( |ϕξ|2
Ξ
)
e (ℜ (z1ν + z2ξ)) ×
×
∑
ζ 6=0
Wη
( |Φ1ζ|2
Z
)
e (ℜ (z3ζ))
∑
̟ 6=0
gρ1,ρ2
(
|̟|2
)
S(νξρ∗1, ζ; ρ2̟)
(6.47)
with
gρ1,ρ2(x) = gρ1,ρ2(ϕ1, ϕ2; z1, z2, z3;x) =
|z1z2z3ρ1|2 |ρ2|4 x2
T
w0
(
|z1z2z3ρ1|2 |ρ2|4 x2
T
)
w1
(
|z2ρ2|2 x
)
×
× w1
(
|z2z3ρ1ρ2|2 x
)
w2
(
|ϕ1z3ρ2|2 x
)
w2
(
|ϕ2|2 x
)
, (6.48)
and with S(α, β; γ) denoting the Kloosterman sum defined by the equation (5.5) of Lemma 14.
Proof. We first clarify the effect of the condition
(
κ2µ1, κ4µ2
) ∼ ϕ in (6.6), by defining new O-valued
variables Φ1,Φ2, ϕ1, ϕ2, which are rendered dependent by being required to satisfy
Φ1 ∼ (µ1, ϕ) , Φ2 ∼ (µ2, ϕ)
and the condition (6.45). These relations imply that
µ1 = Φ1ρ1 and µ2 = Φ2ρ2 ,
where ρ1, ρ2 ∈ O are such that
(ρ1, ϕ1) ∼ (ρ2, ϕ2) ∼ 1 . (6.49)
It follows that if
(
κ2µ1, κ4µ2
) ∼ ϕ, then ϕ1 | κ2 and ϕ2 | κ4, and so, for a unique pair ̟1, ̟2 ∈ O, one has
κ2 = ϕ1̟1 and κ4 = ϕ2̟2 .
Given (6.45) and the last two equations above, one has (simultaneously)(
κ2µ1, κ4µ2
) ∼ ϕ , (µ1, ϕ) ∼ Φ1 and (µ2, ϕ) ∼ Φ2
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if and only if the dependent variables ϕ1, ϕ2, ρ1, ρ2, ̟1, ̟2 satisfy both (6.49) and
(̟1ρ1, ̟2ρ2) ∼ 1 .
Using the above to rewrite the right-hand side of equation (6.6), one obtains:
E⋆ = 1
16
∑
ϕ 6=0
∑∑
Φ1 ϕ1
Φ1ϕ1=ϕ
∑∑
Φ2 ϕ2
=Φ2ϕ2
∑
ρ1
(ρ1,ϕ1)∼1
∑
ρ2
∼(ρ2,ϕ2)
a(Φ1ρ1) a(Φ2ρ2)
∑
̟2
w2
(
|ϕ2̟2|2
)
×
×
∑
̟1
w2
(
|ϕ1̟1|2
)
Hϕ(ρ1̟1, ρ2̟2) ,
(6.50)
where Hϕ(ψ1, ψ2) is as defined in (6.7) and (6.8) and is (therefore) equal to zero whenever ψ1, ψ2 ∈ O fail
to satisfy the condition (ψ1, ψ2) ∼ 1.
SinceWη(u) is equal to zero for u ≥ eη, the definitions (6.7) and (6.8) imply that Hϕ(ψ1, ψ2) is (trivially)
equal to zero whenever one has |ϕ|2 ≥ eηN . This, combined with the relations
∑
ϕ 6=0
τ22 (ϕ)
|ϕ|2+2ε ≪ε
∑
ϕ 6=0
1
|ϕ|2+ε ≪ε 1
enables us to deduce from (6.50) that, for some ϕ,Φ1, ϕ1,Φ2, ϕ2 ∈ O satisfying (6.44) and (6.45), one has
E⋆ ≪ε |ϕ|2+2ε
∣∣∣∣∣ ∑
ρ1
(ρ1,ϕ1)∼1
∑
ρ2
∼(ρ2,ϕ2)
a(Φ1ρ1) a(Φ2ρ2)
∑
̟2
w2
(
|ϕ2̟2|2
)
Q(ρ1, ρ2̟2)
∣∣∣∣∣ , (6.51)
where
Q(ρ, ψ) =
∑
̟1
w2
(
|ϕ1̟1|2
)
Hϕ(ρ̟1, ψ) . (6.52)
Accordingly, we assume henceforth (as we may) that ϕ, Φ1, ϕ1, Φ2 and ϕ2 are given Gaussian integers
satisfying (6.44) and (6.45), and that what is stated in (6.51) and (6.52) is valid.
By (6.52), (6.8), (6.7) and (6.3) it follows that, for ρ, ψ ∈ O− {0}, one has
Q(ρ, ψ) =
∑
ν 6=0
∑
ξ 6=0
Wη
( |ϕν|2
N
)
Wη
( |ϕξ|2
Ξ
)∫
C
∫
C
R (νξ, ρ;ψ; z1, z2) e (ℜ (νz1 + ξz2)) d+z1 d+z2 , (6.53)
where
R (β, ρ;ψ; z1, z2) =
∑
̟1∈O
rρ,ψ,z1,z2(̟1) e
(
ℜ
(
βρ∗̟∗1
ψ
))
, (6.54)
with
rρ,ψ,z1,z2(s) = w1
(
|z2ψ|2
)
|z2ψρs|2 w0
(
|z1z2ψρs|2
T
)
w1
(
|z2ρs|2
)
w2
(|ϕ1s|2) (s ∈ C). (6.55)
Therefore, given (1.19), one may apply the result (5.4) of Lemma 14 to the sum on the right-hand side of
Equation (6.54), so as to obtain:
R (β, ρ;ψ; z1, z2) =
1
|ψ|2
∑
ζ∈O
rˆρ,ψ,z1,z2
(
ζ
ψ
)
S (βρ∗, ζ;ψ) . (6.56)
The condition (1.19) applies to each of the functions w0, w1 and w2, and so, as is evident from a
comparison of (6.55) with the definition (6.19) of the function fψ1,ψ2,z(κ) considered in our proof of Lemma 20,
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one may bound rˆρ,ψ,z1,z2(ζ/ψ) through steps similar to the steps described in the paragraph below (6.22)
(where we have estimated the Fourier transform fˆψ1,ψ2,z). Indeed, in place of what was noted (concerning
the function fψ1,ψ2,z) in (6.21) and (6.22), we are now able to note that, for each fixed choice of ρ, ψ, z1
and z2, one has rρ,ψ,z1,z2(z) = h
(|z|2) (say), where the function h : [0,∞)→ C is such that, for x > 0 and
k ∈ N ∪ {0}, one has
h(k)(x) =
{
Ok
(
K1|ψ|2(ηx)−k
)
if e−η|ϕ1|−2K2 ≤ x ≤ eη|ϕ1|−2K2 ,
0 otherwise,
and where h is identically equal to zero unless one has both
e−2ηT/K1 ≤ |ψz1|2 ≤ e2ηT/K1 and e−ηK1 ≤ |ψz2|2 ≤ eηK1 . (6.57)
Hence, by means of the result (5.7) of Lemma 15, one finds that if ζ 6= 0 then, for all j ∈ N ∪ {0},∣∣∣∣rˆρ,ψ,z1,z2 ( ζψ
)∣∣∣∣≪ |ψ|2j |ζ|−2j Oj(|ϕ1|−2K2K1|ψ|2 (η |ϕ1|−1K1/22 )−2j)≪η,j
≪η,j K1
(
|ϕ1|−2K2
)1−j
|ψ|2j+2|ζ|−2j .
By using the last bound above, and estimating the Kloosterman sums in (6.56) trivially (i.e. by the result
(5.28) of Lemma 19), one finds that
∑
|ζ|2≥X
|rˆρ,ψ,z1,z2(ζ/ψ)S (βρ∗, ζ;ψ)|
|ψ|2 ≪η,j
K1|ψ|4
T (j−1)ε
(X ≍ T εK−12 |ϕ1ψ|2 and j ≥ 2). (6.58)
Since our principal concern (for the remainder of this proof) is with the sum over ρ1, ρ2 and ̟2
on the right-hand side of Equation (6.51), it therefore follows by (1.19), (1.20) and (6.45) that the sum
Q(ρ, ψ) defined in (6.52) requires our attention only in cases where |ψ|2 ≍ |ϕ|−2K2M1 ≤ K2M1 and |ρ|2 ≍
|Φ1|−2M1 ≤M1. In all such cases it follows by (6.56), (6.58), (6.45) and (1.18) that one has, in (6.53),
R (β, ρ;ψ; z1, z2) =
∑
ζ
Wη
(
|Φ1ζ|2
Z
)
|ψ|−2 rˆρ,ψ,z1,z2
(
ζ
ψ
)
S (βρ∗, ζ;ψ) +Oη,j
(
T 2−(j−1)ε|ψ|2
|ρ|2
)
, (6.59)
with Wη : [0,∞) → [0, 1] as described below (5.27), and with Z = T εM1 (as in (6.43)). Moreover, by a
change of variable of integration ,
|ψ|−2 rˆρ,ψ,z1,z2
(
ζ
ψ
)
=
∫
C
rρ,ψ,z1,z2 (−ψz3) e (ℜ (ζz3)) d+z3 .
Upon substituting the last expression for |ψ|−2rˆρ,ψ,z1,z2(ζ/ψ) into the case j = [2/ε] + 3 of (6.59), and then
substituting the resulting estimate for R(β, ρ;ψ; z1, z2) into (6.53) (with due application of the properties
of the function Wη(u) set out below (5.27), while also bearing in mind what was noted in, and just above,
(6.57)), one obtains:
Q(ρ, ψ) =
∑
ν 6=0
∑
ξ 6=0
∑
ζ
Wη
( |ϕν|2
N
)
Wη
( |ϕξ|2
Ξ
)
Wη
( |Φ1ζ|2
Z
)
I(ρ, ψ; ν, ξ, ζ)S(νξρ∗, ζ;ψ) +
+Oη,ε
(|ϕ|−4NΞ |ρψ|−2T 1−ε) , (6.60)
with, for s ∈ C3,
I(ρ, ψ; s1, s2, s3) = I(ρ, ψ; s) =
∫
C
∫
C
∫
C
rρ,ψ,z1,z2 (−ψz3) e (ℜ (s · z)) d+z1d+z2d+z3 (6.61)
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where z
¯
=
(
z1, z2, z3
)
, and where, by (6.55),
rρ,ψ,z1,z2 (−ψz3) =
∣∣ρψ2z2z3∣∣2 w0(∣∣ρψ2z1z2z3∣∣2
T
)
w1
(
|z2ψ|2
)
w1
(
|ρψz2z3|2
)
w2
(
|ϕ1ψz3|2
)
. (6.62)
By (6.57), (6.62) and (1.19), it follows that∣∣rρ,ψ,z1,z2(−ψz3)∣∣ > 0 only if |z1|2 ≍ T|ψ|2K1 , |z2|2 ≍ K1|ψ|2 and |z3|2 ≍ 1|ρ|2 . (6.63)
By (6.61)-(6.63) and (1.19) (again), one has
I(ρ, ψ; s)≪ |ρψ|−2 TK1 ( ρ, ψ ∈ O− {0}, s ∈ C3). (6.64)
The result (5.31) of Lemma 19 implies that, for all ν, ξ, ρ, ψ ∈ O− {0} such that (ρ, ψ) ∼ 1, one has
|S(νξρ∗, 0;ψ)| ≤ |(νξρ∗, ψ)|2 = |(νξ, ψ)|2 .
Therefore, given (6.64) and the properties of Wη(ν) summarised below (5.27), it follows that the total
contribution to the sum in (6.60) arising from terms with ζ = 0 is
O
 ∑
ν 6=0
|ϕν|2≪N
∑
ξ 6=0
|ϕξ|2≪Ξ
|ρψ|−2TK1 |(νξ, ψ)|2
≪ |ρψ|−2TK1 ∑
0<|λ|2≪NΞ/|ϕ|4
τ2(λ) |(λ, ψ)|2 ≪ε
≪ε |ρψ|−2TK1|ϕ|−4(NΞ)1+ετ2(ψ) . (6.65)
Moreover, given (1.24), (6.1), (6.2) and the hypotheses that K1 ≥ 1, K2 ≥ 1 and M1 ≥ 1, it follows that the
final upper bound in (6.65) is greater than what appears inside the brackets of the O-term in (6.60). The
result (6.60) therefore yields the estimate
Q(ρ, ψ) =
∑
ν 6=0
∑
ξ 6=0
∑
ζ 6=0
Wη
( |ϕν|2
N
)
Wη
( |ϕξ|2
Ξ
)
Wη
( |Φ1ζ|2
Z
)
I(ρ, ψ; ν, ξ, ζ)S(νξρ∗, ζ;ψ) +
+Oη,ε
(|ρψ|−2TK1|ϕ|−4(NΞ)1+ετ2(ψ)) ,
which, when substituted into (6.51), gives
E⋆ ≪ε |ϕ|2+2ε
∣∣E♭ + E♯∣∣ , (6.66)
where
E♭ =
∑
ρ1
(ρ1,ϕ1)∼1
∑
ρ2
∼(ρ2,ϕ2)
a(Φ1ρ1) a(Φ2ρ2)
∑
̟2
w2
(
|ϕ2̟2|2
)∑
ν 6=0
∑
ξ 6=0
Wη
( |ϕν|2
N
)
Wη
( |ϕξ|2
Ξ
)
×
×
∑
ζ 6=0
Wη
( |Φ1ζ|2
Z
)
I(ρ1, ρ2̟2; ν, ξ, ζ) S(νξρ∗1, ζ; ρ2̟2) ,
(6.67)
and
E♯ =
∑
ρ1
(ρ1,ϕ1)∼1
∑
ρ2
∼(ρ2,ϕ2)
a(Φ1ρ1) a(Φ2ρ2)
∑
̟2
w2
(
|ϕ2̟2|2
)
Oη,ε
(
|ϕ|−4(NΞ)1+εTK1 |ρ1ρ2̟2|−2 τ2 (ρ2̟2)
)
≪η,ε
≪η,ε |ϕ|−4(NΞ)1+εTK1
∑
ρ1
∑
ρ2
|a(Φ1ρ1) a(Φ2ρ2)|
|ρ1ρ2|2
∑
̟2
∣∣∣w2(|ϕ2̟2|2)∣∣∣ |̟2|−2 τ2 (ρ2̟2)≪ε
≪ε |ϕ|−4(NΞ)1+εTK1‖a‖22
( ∑
ρ
|Φ1ρ1|2≍M1
1
|ρ1|4
)1/2( ∑
ρ2
|Φ2ρ2|2≍M1
1
|ρ2|4
)1/2
(M1K2)
ε ≪
≪ |ϕ|−4 |Φ1Φ2|M−11 (M1K2)ε (NΞ)1+εTK1‖a‖22 ≪ |ϕ|−2T 5εK1K22M1‖a‖22 (6.68)
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(with the last four estimates following by virtue of the estimate (2.13) and the Cauchy-Schwarz inequality,
given that we have ε ∈ (0, 1/6], K1,K2,M1 ∈ [1,∞), ϕ,Φ1, ϕ1,Φ2, ϕ2 ∈ O − {0} and (1.18)-(1.20), (1.24),
(6.2) and (6.45)).
By using (6.61) and (6.62) we are able to reformulate (6.67) as the equation
E♭ =
∫
C∗
∫
C∗
∫
C∗
F(z1, z2, z3) d×z1d×z2d×z3 , (6.69)
in which we have d×z = |z|−2d+z and, for z = (z1, z2, z3) ∈ C3,
F(z1, z2, z3) =
∑
ρ1
(ρ1,ϕ1)∼1
∑
ρ2
∼(ρ2,ϕ2)
a(Φ1ρ1) a(Φ2ρ2)
∑
ν 6=0
∑
ξ 6=0
∑
ζ 6=0
Wη
( |ϕν|2
N
)
Wη
( |ϕξ|2
Ξ
)
Wη
( |Φ1ζ|2
Z
)
×
× e (ℜ (z · (ν, ξ, ζ)))
∑
̟2
f(z; ρ1, ρ2, ̟2) S(νξρ
∗
1, ζ; ρ2̟2) , (6.70)
with
f(z; ρ1, ρ2, ̟) = |z1z2z3|2 rρ1,ρ2̟,z1,z2(−ρ2̟z3) w2
(
|ϕ2̟|2
)
. (6.71)
By (6.71), (6.63) and (1.19), one has f(z; ρ1, ρ2, ̟2) 6= 0 on the right-hand side of Equation (6.70) only
when it is the case that
∣∣̟2∣∣2 ≍ ∣∣ϕ2∣∣−2K2 and
|z1|2 ≍ T|ρ2̟2|2K1
≍ |ϕ2|
2 T
|ρ2|2K1K2
, |z2|2 ≍ K1|ρ2̟2|2
≍ |ϕ2|
2K1
|ρ2|2K2
and |z3|2 ≍ 1|ρ1|2
.
Furthermore, the hypothesis (1.20) implies that a(Φ1ρ1)a(Φ2ρ2) = 0 unless |ρi|2 ≍ |Φi|−2M1 for i = 1, 2.
Given what has just been noted, and given the condition (6.45) and the definitions ofN , Ξ, Z and F(z1, z2, z3)
in (1.24), (6.2), (6.43) and (6.70), it follows that, for z1, z2, z3 ∈ C, one has F(z1, z2, z3) 6= 0 only if
|z1|2 ≍ T ε|ϕ|2N−1, |z2|2 ≍ T ε|ϕ|2Ξ−1 and |z3|2 ≍ T ε|Φ1|2Z−1; since one can (moreover) verify that the
function F(z1, z2, z3) defined by (6.70) is continuous on C3, it therefore follows from (6.69) that one has:
E♭ ≪ |F(z1, z2, z3)| for some (z1, z2, z3) ∈ (C∗)3 such that the conditions in (6.46) are satisfied. (6.72)
We observe that, by (1.18), (1.24), and the hypotheses that K1,K2,M1 ≥ 1 and 0 < ε ≤ 1/6, it is
certainly the case that N ≪ T . Therefore, given that ϕ satisfies (6.44), it follows from (6.66), (6.68) and
(6.72) that, for some (z1, z2, z3) ∈ C3 satisfying (6.46), one has
E⋆ ≪ε max
{
Oη,ε
(
T 6εK1K
2
2M1‖a‖22
)
, |ϕ|2T ε |F (z1, z2, z3)|
}
. (6.73)
By (6.70), (6.71), (6.62) and the case i = 2 of (1.19), we have F(z1, z2, z3) = T |z2z3|2Y , where Y is as
defined in the equations (6.47) and (6.48). Recall moreover that, in all of our discussion since obtaining the
estimate (6.51)-(6.52), we are able to assume a fixed choice of ϕ, ϕ1,Φ1, ϕ2,Φ2 ∈ O such that both of the
conditions (6.44) and (6.45) are satisfied. The results of the lemma are therefore an immediate corollary of
our finding that (6.73) holds for some (z1, z2, z3) ∈ C3 satisfying (6.46) 
7. Completing the proof of Theorem 2
In this section we first work to establish certain upper bounds for the absolute value of Y (the sum of
Kloosterman sums defined by (6.47)-(6.48), in Lemma 22). Our proof of these bounds is principally an
exercise in the application of a theorem proved in [44]: for the convenience of the reader, this theorem [44,
Theorem 11] is reproduced below (as Lemma 23). There are, however, certain extreme cases in which this
method of obtaining bounds for Y fails, because of a limitation on the scope of application of Lemma 23
that is an unfortunate artefact of our own construction, rather than being an essential feature of the method
of proof used in [44] (for more details of this matter, see Remarks 24, below). In these extreme cases we
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obtain an adequate bound for Y through the application of Lemma 25, below: although the bound in (7.12)
is weaker than that in (7.8), it has the advantage of being valid under more general conditions.
Lemma 26 and Lemma 27 are technical in nature (they enable us to ascertain that Lemma 23 and
Lemma 25 are applicable, where needed). Bounds for the sum Y are obtained in Lemma 28 (it is in the
proof of this lemma that Lemma 23 and Lemma 25 are applied). At the end of the section we complete the
proof of Theorem 2 by showing that the results (1.30)-(1.32) may be deduced from the bounds (7.33) and
(7.34) of Lemma 28 and the three lemmas of Section 6.
Our assumptions throughout this final section are those detailed in the second and third paragraphs of
Section 6.
Lemma 23. Let ϑ be the real absolute constant defined in (1.10)-(1.11), let Ψ0,Ψ1,Ψ2,Ψ3 ≥ 1 ≥ δ > 0, and
let ε1 > 0. Let D be a complex valued function with domain O− {0}; for h = 1, 2, 3, let Ah : C → C be a
smooth function such that, for j, k ∈ N ∪ {0} and x, y ∈ R, one has
(δ|x+ iy|)j+k ∂
j+k
∂xj∂yk
Ah(x+ iy) =
{
Oj,k(1) if Ψh/2 < |x+ iy|2 < Ψh,
0 otherwise.
(7.1)
Let P,Q,R, S ≥ 1 and X > 0 satisfy
Q = RS ≥ max
{√
Ψ0 ,
√
Ψ1
}
(7.2)
and
X =
PS
√
R
4π2
√
Ψ0Ψ1
≥ 2 , (7.3)
and let b be a complex-valued function with domain
B(R,S) = {(ρ, σ) ∈ O×O : R/2 < |ρ|2 ≤ R , S/2 < |σ|2 ≤ S and (ρ, σ) ∼ 1} . (7.4)
For each pair (ρ, σ) ∈ B(R,S), let gρ,σ : (0,∞) → C be an infinitely differentiable function such that, for
j ∈ N ∪ {0} and x > 0, one has
g(j)ρ,σ(x) =
{
Oj
(
(ηx)−j
)
if P/2 < x < P ,
0 otherwise.
(7.5)
Put
Y† =
∑
(ρ,σ)∈B(R,S)
b(ρ, σ)
∑
Ψ0/4<|ψ0|2≤Ψ0
D(ψ0)
∑
Ψ1/2<|ψ1|2<Ψ1
A1(ψ1)Gρ,σ(ψ0, ψ1) , (7.6)
where
Gρ,σ(ψ0, ψ1) =
∑
06=̟∈O
gρ,σ
(|̟|2)S(ρ∗ψ0, ψ1;̟σ) , (7.7)
with S(α, β; γ) being the Kloosterman sum that is defined in Equation (5.5), and with ρ∗ ∈ O satisfying
ρ∗ρ ≡ 1 mod ̟σO (so that ̟, the variable of summation in (7.7), is implicitly constrained to satisfy the
condition (̟, ρ) ∼ 1). Then
Y 2† ≪ε1,η
(
1 +
X2(
1 +QΨ−10
)(
1 +QΨ−11
)2
Ψ1
)ϑ
(Ψ0+Q)(Ψ1 +Q) δ
−11Qε1‖b‖22 ‖D‖22Ψ1P 2S log2(X) . (7.8)
If it is moreover the case that
Ψ0 = Ψ2Ψ3 , (7.9)
and that
D (ψ) =
∑
ψ′|ψ
A2 (ψ
′)A3
(
ψ
ψ′
)
(0 6= ψ ∈ O), (7.10)
then one has also:
Y 2† ≪ε1,η
(1 + X2
(Ψ2 +Ψ3)
(
1 +QΨ−11
)2
Ψ1
)ϑ
Ψ0 +
(
1 +
X2
Q2Ψ−10
(
1 +QΨ−11
)2
Ψ1
)ϑ
Q
×
× (Ψ1 +Q) δ−22Q1+ε1 ‖b‖2∞Ψ0Ψ1P 2S log2(X) .
(7.11)
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Proof. This lemma is essentially just a reformulation of [44, Theorem 11]. It is however worth mentioning
that, since η may be arbitrarily small, the condition (7.5) is weaker than the corresponding condition in
the statement of [44, Theorem 11] (i.e. in [44, Condition (1.4.9)] one has Oj(x
−j), in place of the term
Oj((ηx)
−j) which occurs in (7.5)). To justify this weaker condition we observe that if η is assigned any
fixed numerical value from the interval (0, (log 2)/3] (that being the range of values permitted by our current
assumptions) then η effectively becomes an absolute positive constant, and so, subject to that assignment
having been made, the condition (7.5) will in fact imply that one has g
(j)
ρ,σ(x) ≪j x−j for all x ∈ (P/2, P )
and all j ∈ N ∪ {0}. We therefore obtain bounds which, except in respect of the dependence of the relevant
implicit constants upon η, are equivalent to the bounds in [44, (1.4.12) and (1.4.14)] 
Remarks 24. The condition RS ≥ max{√Ψ0,
√
Ψ1} occurring in (7.2) is somewhat artificial: it is not of
any significance as regards the method of proof of [44, Theorem 11], but without it we would have had to
include certain additional terms in the upper bounds (7.8) and (7.11) for Y 2† . At the time of writing [44]
we had thought that the condition (7.2) (which corresponds to the condition [44, (1.4.6)]) would not hinder
in any way our intended future use of Lemma 23 in proving Theorem 2 of the present paper. However we
subsequently found that the constraint RS ≥ max{√Ψ0,
√
Ψ1} does prevent the application of Lemma 23
in respect of certain ‘extreme’ cases that arise in our proof of Theorem 2; we therefore regret our earlier
decision to simplify [44, Theorem 11] through the inclusion of the condition ‘RS ≥ max{√N,√L}’ which
appears in [44, (1.4.6)]. Rather than to show now how (7.8) or (7.11) should be modified when one has
RS < max{√Ψ0,
√
Ψ1}, we instead prefer an ad hoc solution to problem of the above mentioned deficiency
of Lemma 23; our chosen solution makes use of the following lemma.
Lemma 25. Let ϑ, ε1, δ, Ψ0, Ψ1, A1, D, P , Q, R, S, X , b, B(R,S) and the family (gρ,σ)(ρ,σ)∈B(R,S) be
such that, if one excludes the both the condition RS ≥ max{√Ψ0,
√
Ψ1}, occurring in (7.2), and those of
the hypotheses of Lemma 23 that are concerned with ‘Ψ2’, or ‘Ψ3’, or ‘A2’, or ‘A3’, then all of the remaining
hypotheses of that lemma are satisfied. Suppose moreover that Y† is as defined in (7.6)-(7.7). Then
Y 2† ≪ε1,η (Ψ0Ψ1)ε1 ‖b‖22 ‖D‖22Ψ1P 2S (Ψ0 +Q) (Ψ1 +Q)X2ϑ log2(X) . (7.12)
Proof. By essentially the same steps as those through which the result [44, (9.75)-(9.76)] was arrived at
(within the proof of [44, Theorem 11]), we find here that either
Y† ≪ε1 η−5 log(X)PSR1/2 ‖D‖2 ‖A1‖2
∑
(ρ,σ)∈B(R,S)
|b(ρ, σ)|
(
1 +
Ψ
(1+ε1)/2
0
|ρσ|
)(
1 +
Ψ
(1+ε1)/2
1
|ρσ|
)
, (7.13)
or else
Y† ≪ η−2 log(X)PSR1/2
∞∫
−∞
U(t) dt
(1 + |t|)2 (7.14)
where
U(t) =
∑
(ρ,σ)∈B(R,S)
|b(ρ, σ)|
(Γ0(ρσ))∑
V
νV >0
XνV
∣∣∣∣∣ ∑
Ψ1
2 <|ψ1|2<Ψ1
A1(ψ1) c
∞
V (ψ1; νV , 0)
|ψ1|it
∑
Ψ0
4 <|ψ0|2≤Ψ0
D(ψ0) c
1/σ
V (ψ0; νV , 0)
|ψ0|−it
∣∣∣∣∣ ,
(7.15)
with the summation to which the superscript ‘(Γ0(ρσ))’ attaches being over cuspidal irreducible subspaces
V of L2(Γ0(ρσ)\SL(2,C)), while the ‘spectral parameter’ νV and modified Fourier coefficients c∞V (ψ; νV , 0),
c
1/σ
V (ψ; νV , 0) (0 6= ψ ∈ O) are as defined in [44, Section 1.1]. We have, therefore, just two cases to consider:
the case in which (7.13) holds and the case in which what is stated in (7.14)-(7.15) holds.
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If (7.13) holds then, by the definition (7.4), the Cauchy-Schwarz inequality and the case h = 1, j = k = 0
of the hypothesis (7.1), one has
Y 2† ≪ε1,η log2(X)P 2S2R ‖D‖22Ψ1
(
1 +
Ψ1+ε10
RS
)(
1 +
Ψ1+ε11
RS
)
RS ‖b‖22 ,
and so (given that we have X ∈ [2,∞), RS = Q and, by (1.13), ϑ ∈ [0, 2/9]) the result (7.12) follows.
We now have only to consider the case in which what is stated in (7.14)-(7.15) holds. By the discussion
in [44, Section 1.1] leading up to the point noted in [44, (1.1.11)], it follows that in (7.15) one has 1−ν2V = λV
(say), where λV is some positive eigenvalue of the operator −∆3 : DΓ0(ρσ) → L2(Γ0(ρσ)\H3) (the notation
just used being that introduced between (1.8) and (1.9)). In particular, by (1.12) one has 1− ν2V ≥ 1−ϑ2 in
the sum occurring in (7.15), and so (given the explicit condition νV > 0 attached to that sum) each of the
relevant spectral parameters νV must satisfy νV ≤ ϑ. Therefore, since X ≥ 2, and since (by (1.13)) one has
ϑ ≤ 2/9 < 1, it follows by way of the triangle inequality from (7.15) that, for all t ∈ R, we have:
|U(t)| ≤ Xϑ
1∑
j=0
∑
(ρ,σ)∈B(R,S)
|b(ρ, σ)| ×
×
(Γ0(ρσ))∑
V
|pV |,|νV |≤1
∣∣∣∣∣ ∑
Ψ1
2 <|ψ1|2<Ψ1
A1(ψ1)|ψ1|−it c∞V (ψ1; νV , pV )
∑
Ψ0
2j+1<|ψ0|2≤
Ψ0
2j
D(ψ0) |ψ0|itc1/σV (ψ0; νV , pV )
∣∣∣∣∣ .
Hence, by an application of the Cauchy-Schwarz inequality, we are able to deduce that
|U(t)| ≤ Xϑ
1∑
j=0
∑
(ρ,σ)∈B(R,S)
|b(ρ, σ)|U1/2ρ,σ V 1/2ρ,σ,j (t ∈ R), (7.16)
where
Uρ,σ = Uρ,σ(t) =
(Γ0(ρσ))∑
V
|pV |,|νV |≤1
∣∣∣∣∣ ∑
Ψ1
2 <|ψ1|2<Ψ1
A1(ψ1)|ψ1|−it c∞V (ψ1; νV , pV )
∣∣∣∣∣
2
,
Vρ,σ,j = Vρ,σ,j(t) =
(Γ0(ρσ))∑
V
|pV |,|νV |≤1
∣∣∣∣∣ ∑
Ψ0
2j+1<|ψ0|2≤
Ψ0
2j
D(ψ0) |ψ0|itc1/σV (ψ0; νV , pV )
∣∣∣∣∣
2
.
By (7.4) and the case ‘P = K = 1’ of [45, Theorem 1] one has, in (7.16),
Uρ,σ ≪
(
1 +Oε1
(
Ψ1+ε11
|ρσ|2
))
‖A1‖22 and Vρ,σ,j ≪
(
1 +Oε1
(
Ψ1+ε10
|ρσ|2
))
‖D‖22 . (7.17)
Since one has
∫∞
−∞(1 + |t|)−2dt = 2 < ∞, it follows that from (7.16), (7.17) and the assumed upper
bound (7.14) one may deduce the upper bound
Y† ≪ε1,η Xϑ log(X)PSR1/2 ‖D‖2 ‖A1‖2
∑
(ρ,σ)∈B(R,S)
|b(ρ, σ)|
(
1 +
Ψ
(1+ε1)/2
0
|ρσ|
)(
1 +
Ψ
(1+ε1)/2
1
|ρσ|
)
. (7.18)
By a calculation similar to that employed in dealing with the case in which (7.13) holds, it follows from
(7.18) that we obtain the result (7.12) 
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Lemma 26. Let Υη be the function defined on the interval [0,∞) by:
Υη(u) =Wη(u)−Wη(eηu) (u ≥ 0). (7.19)
Then Υη is real valued and infinitely differentiable on [0,∞); the support of Υη is contained in the interval
[e−η, eη], and one has both
Υ(j)η (u)≪j η−j (u ≥ 0 and j = 0, 1, 2, . . . ) (7.20)
and ∑
0≤h<1+η−1 logB
Υη
( |β|2
Be−hη
)
=Wη
( |β|2
B
)
(0 6= β ∈ O and 0 < B <∞). (7.21)
Moroever, if B1 ∈ (0,∞) and γ ∈ C, and if A is the complex function given by
A(z) = Υη
( |z|2
B1
)
e (ℜ(γz)) (z ∈ C), (7.22)
then A is smooth on C and, for
δ =
1
η−1 +B1/21 |γ|
(7.23)
and all j, k ∈ N ∪ {0}, one has:
(δ|x+ iy|)j+k ∂
j+k
∂xj∂yk
A(x + iy) =
{
Oj,k(1) if B1e
−η < |x+ iy|2 < B1eη,
0 otherwise,
(7.24)
at all points (x, y) ∈ R2.
Proof. We omit the proofs of the results stated in, or above, (7.20): those results are straightforward
consequences of our hypothesis that Wη is as described in Remarks 18. In order to prove (7.21) we first note
that, given (7.19), one can show by induction that
H−1∑
h=0
Υη
(
ehηu
)
=Wη(u)−Wη
(
eHηu
)
(u ≥ 0 and H ∈ N). (7.25)
Then we observe that if B > 0 and β ∈ O− {0} then |β|2/B ≥ 1/B, and so (given that Wη(u) = Υη(u) = 0
for u ≥ eη) one has Υη
(
ehη|β|2/B) = Wη(ehη|β|2/B) = 0 for all h ∈ [1 + η−1 logB,∞). The result (7.21)
therefore follows from the case H = 1 + [η−1| logB|], u = |β|2/B of the equality in (7.25).
In our proofs of the remaining results of the lemma we may assume that B1 > 0, that γ ∈ C, and that
A : C → C is the function defined in (7.22). Since Υη is infinitely differentiable on [0,∞), and since the
support of Υη is a compact subset of (0,∞), it therefore follows by (for example) the case t = 0 of [44,
Lemma 9.4] that the function z → Υη(B−11 |z|2) is smooth and compactly supported in C− {0}. Moreover,
for x, y ∈ R, we have e (ℜ((x+ iy)γ))) = exp (2πi(ux− vy)) = exp(2πiux) exp(−2πivy), where u = ℜ(γ),
v = ℑ(γ); note that, since exp(z) is a holomorphic function on C, the mappings z 7→ exp(2πiuℜ(z)) and
z 7→ exp(−2πivℑ(z)) are smooth functions on C. Therefore, given that any product of two smooth functions
is smooth, we may conclude that A(z) (as defined in (7.22)) is a product of two functions that are smooth
on C, and so is itself smooth on C.
Since the support of Υη is contained in the interval [e
−η, eη], and since Υη is infinitely differentiable
(and so continuous) on [0,∞), it follows that one has Υη(u) = 0 for all u ∈ [0, e−η] ∪ [eη,∞). Therefore,
given the definition (7.22), we find that for all z ∈ C one has A(z) 6= 0 only if B1e−η < |z|2 < B1eη. This
last observation implies part of what is asserted in (7.23)-(7.24); in order to prove the remaining part of
(7.23)-(7.24), we need only show that if δ is given by the equation (7.23) then one has the upper bounds
∂j+k
∂xj∂yk
A(x + iy)≪j,k (δ|x + iy|)−(j+k) (j, k ∈ N ∪ {0})
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at all points (x, y) ∈ R2 satisfying
B1e
−η < |x+ iy|2 < B1eη .
Since A is a smooth complex function, and since, when x and y are real variables and z is the dependent
complex variable x+ iy, one has
∂
∂x
=
∂
∂z
+
∂
∂z
and
∂
∂y
= i
(
∂
∂z
− ∂
∂z
)
,
where
∂
∂z
=
1
2
(
∂
∂ℜ(z) − i
∂
∂ℑ(z)
)
and
∂
∂z
=
1
2
(
∂
∂ℜ(z) + i
∂
∂ℑ(z)
)
,
it therefore follows from the preceding discussion that we may complete the proof of the lemma by showing
that, for all m,n ∈ N ∪ {0}, one has
∂m+n
∂zm∂zn
A(z)≪m,n (δ|z|)−(m+n) (B1e−η < |z|2 < B1eη), (7.26)
with δ as in (7.23) (and with z understood to be the complex variable having real part x and imaginary part
y). Accordingly, we assume henceforth that m and n are non-negative integers, and that δ is the positive
real number given by the equation (7.23).
Given how the operators ∂/∂z and ∂/∂z act upon holomorphic or anti-holomorphic functions (see, for
example, [44, Equations (5.21)]), it follows from the definition (7.22) (by way of a short calculation in which
the identity e(ℜ(γz)) = exp(πiγz) exp(πi γ z) is utilized) that one has
∂m+n
∂zm∂zn
A(z) =
m∑
r=0
n∑
s=0
(
m
r
)(
n
s
)
(πiγ)r (πi γ)
s
e (ℜ(γz))
((
∂
∂z
)m−r(
∂
∂z
)n−s
Υη
( |z|2
B1
))
. (7.27)
Moreover, by a direct application of the definitions of the operators ∂/∂z, ∂/∂z, one can show that
(
∂
∂z
)m′(
∂
∂z
)n′
Υη
( |z|2
B1
)
=
∑
0≤t≤min{m′,n′}
1
t!
(
m′
t
)(
n′
t
)
B
t−(m′+n′)
1 (z)
m′−t zn
′−tΥ(
m′+n′−t)
η
(
B−11 |z|2
)
,
whenever m′ and n′ are non-negative integers. By this last result, combined with (7.27) and the hypothesis
(7.20), it follows that at all points z ∈ C such that 0 < |z|2 < B1eη one has:
∂m+n
∂zm∂zn
A(z)≪m,n
m∑
r=0
n∑
s=0
(
m
r
)(
n
s
)
|γ|r+s
∑
0≤t≤min{m−r,n−s}
|z|(m−r)+(n−s)−2t
(ηB1)
(m−r)+(n−s)−t <
< e(m+n)η
m∑
r=0
n∑
s=0
(
m
r
)(
n
s
)
|γ|r+s|z|(r+s)−(m+n)
∞∑
t=0
ηr+s+t−(m+n) =
= e(m+n)η (η|z|)−(m+n) (1 + η|γz|)m+n (1− η)−1 ≤
≤ (1− η)−1e(m+n)η (η|z|)−(m+n) (1 + η|γ|B1/21 eη/2)m+n ≤
≤ (1− η)−1e(3/2)(m+n)η (δ|z|)−(m+n) .
Since 0 < η ≤ (log 2)/3 < 1, the above bounds imply that (7.26) holds, and so are sufficient to complete the
proof of the lemma 
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Lemma 27. Let ρ1, ρ2, ϕ1, ϕ2 ∈ O− {0}, let z ∈ C3, and let the function g : (0,∞)→ C satisfy
g(x) = gρ1,ρ2(ϕ1, ϕ2; z1, z2, z3;x) (0 < x <∞),
where gρ1,ρ2(ϕ1, ϕ2; z1, z2, z3;x) is defined by the equation (6.48) of Lemma 22. Then g is infinitely differen-
tiable on (0,∞), and, for j ∈ N ∪ {0} and x > 0, one has:
g(j)(x) =
{
Oj
(
(ηx)−j
)
if P/2 < x < P ,
0 otherwise,
(7.28)
where
P = 21/2 |ϕ2|−2K2 . (7.29)
Proof. We observe that one of the factors of the product on the right-hand side of equation (6.48) is the
complex conjugate of w2(|ϕ2|2x). Therefore, by our hypothesis that (1.19) holds for i = 2, it follows that,
for x ∈ (0,∞), one has g(x) 6= 0 only if e−η|ϕ2|−2K2 ≤ x ≤ eη|ϕ2|−2K2; this shows, since 1 < eη ≤ 21/3,
that if P is given by (7.29) then one has g(x) = 0 for x ∈ (0, 2−6/7P ) ∪ (2−1/7P,∞), and so one obtains the
result (7.28) for all x ∈ (0, P/2] ∪ [P,∞) and all j ∈ N ∪ {0}.
Similarly, in light of the occurrence of the factor w0(T
−1|z1z2z3ρ1|2|ρ2|4x2) on the right-hand side of
equation (6.48), and given that we have K0 = 1, we may infer from (1.19) that
g(x) = 0 for all x ∈ (0,∞) satisfying |z1z2z3ρ1|
2 |ρ2|4 x2
T
> 21/2 . (7.30)
We postpone making use of this observation until a later stage of this proof.
Since w0, w1, w2 and the mapping x 7→ x2 are all infinitely differentiable complex valued functions on
the interval (0,∞), it follows from the stated hypotheses of the lemma and the definition (6.48) that g is an
infinitely differentiable complex valued function on the same interval. Indeed, by Leibniz’s rule for higher
order derivatives of products, one has, for j = 0, 1, 2, . . . , the equality
g(j)(x) =
∑
j1≥0
· · ·
∑
j6≥0
j1+ ··· +j6=j
j!
(j1!) · · · (j6!)
(
|z1z2z3ρ1|2 |ρ2|4
T
dj1
dxj1
x2
)(
dj2
dxj2
w0
(
|z1z2z3ρ1|2 |ρ2|4 x2
T
))
×
×
(
dj3
dxj3
w1
(
|z2ρ2|2 x
))( dj4
dxj4
w1
(
|z2z3ρ1ρ2|2 x
))( dj5
dxj5
w2
(
|ϕ1z3ρ2|2 x
))( dj6
dxj6
w2
(
|ϕ2|2 x
))
(7.31)
at all points x of the interval (0,∞).
Given what has already been shown, the proof of the lemma will be complete if we can show next that
g(j)(x) ≪j (ηx)−j whenever one has j ∈ N ∪ {0} and x ∈ (0,∞). We begin this task by noting that it
follows from the hypothesis (1.19) that, when c is a non-negative real constant, when i ∈ {1, 2}, and when
j ∈ N ∪ {0}, one has
dj
dxj
wi(cx)≪j (ηx)−j (x > 0). (7.32)
Moreover, it can be proved by induction that for each j ∈ N ∪ {0} one has the identity
dj
dyj
w0
(
y2
)
=
∑
j/2≤k≤j
α(j, k)w
(k)
0
(
y2
)
y2k−j (y > 0),
where α is the function on (N ∪ {0})× (N ∪ {0}) determined by the recurrence relation
α(j, k) =
{
(2k + 1− j)α(j − 1, k) + 2α(j − 1, k − 1) if 0 < j/2 ≤ k ≤ j,
1 if j = k = 0,
0 otherwise.
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It therefore follows from the hypothesis (1.19) that, when c is a non-negative real constant, and when
j ∈ N ∪ {0}, one has
dj
dxj
w0
(
cx2
)
=
∑
j/2≤k≤j
α(j, k)w
(k)
0
(
cx2
)
ckx2k−j =
∑
j/2≤k≤j
Oj
(
η−kx−j
)≪j (ηx)−j (x > 0).
By this last estimate, combined with (7.30), (7.31) and (7.32), we are able to deduce that
g(j)(x) =
∑
j1≥0
· · ·
∑
j6≥0
j1+ ··· +j6=j
Oj
(
x−j1
) 6∏
ℓ=2
Ojℓ
(
(ηx)−jℓ
)≪j (ηx)−j max{ηj1 : j1 ≥ 0} = (ηx)−j
whenever j ∈ N ∪ {0} and x > 0 
Lemma 28. Let Ξ and Z be as defined in (6.2) and (6.43), respectively. Let ϕ, Φ1, ϕ1,Φ2, ϕ2 ∈ O and z ∈ C3
be such that the conditions (6.44)-(6.46) of Lemma 22 are satisfied, and let Y be as defined in (6.47)-(6.48).
Then one has both
Y ≪η,ε
(
T 8εK22M
2
1‖a‖22
|ϕ|4 |Φ1|2
)(
M21
T 1/2
+
(
M
2−(3/2)ϑ
1
T (1−ϑ)/2
)(
K2
T 1/2
)ϑ)
(7.33)
and
Y ≪η,ε
(
T 10εK22M
3
1 ‖a‖2∞
|ϕ|4 |Φ1|2
) M21
T 1/2
+
(
M21
T 1/2
)1−ϑ( K1
T 1/2
)ϑ/2(
K2
T 1/2
)1−(ϑ/2)
+
(
K2
T 1/2M
1/2
1
)ϑ ,
(7.34)
where ϑ is the real absolute constant defined in (1.10)-(1.11).
Proof. Given the definition (6.47), it follows by virtue of the identity (7.21) of Lemma 26 that we have
Y =
∑
h∈Z3
0≤hi<Hi (i=1,2,3)
Yη (h1, h2, h3) , (7.35)
where:
H1 = 1 + η
−1 log
(
|Φ1|−2 Z
)
, H2 = 1 + η
−1 log
(|ϕ|−2Ξ) , H3 = 1 + η−1 log (|ϕ|−2N) (7.36)
and
Yη (h1, h2, h3) =
∑
ρ1
(ρ1,ϕ1)∼1
∑
ρ2
∼(ρ2,ϕ2)
a(Φ1ρ1) a(Φ2ρ2)
∑
ν
∑
ξ
∑
ζ
Υη
( |ϕν|2
e−h3ηN
)
Υη
( |ϕξ|2
e−h2ηΞ
)
×
×Υη
( |Φ1ζ|2
e−h1ηZ
)
e
(ℜ(z · (ν, ξ, ζ))) ∑
̟ 6=0
gρ1,ρ2
(
|̟|2
)
S(νξρ∗1, ζ; ρ2̟) ,
(7.37)
with S(α, β; γ), gρ1,ρ2(x) and Υη(u) as given by (5.5), (6.48) and (7.19), respectively. By (6.43)-(6.45), (6.1),
(6.2), (1.18), (1.24) and the hypotheses of Theorem 2 concerning ε, η and K1, it follows from the definitions
in (7.36) that the parameters H1, H2 and H3 occurring in (7.35) satisfy
1 +Hi ≤ O
(
η−1 log(T )
)
(i = 1, 2, 3). (7.38)
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Therefore either it is the case that the sum on the right-hand side of Equation (7.35) is empty (i.e. void of
terms), or else it is the case that, for some h ∈ Z3 satisfying
0 ≤ hi < Hi (i = 1, 2, 3), (7.39)
one has
Y ≪ (η−1 log(T ))3 |Yη (h1, h2, h3)| . (7.40)
Only the latter of these two cases need concern us in what follows: for in the former case one has Y = 0, so
that the results (7.33) and (7.34) of the lemma are (in that case) certainly valid. Therefore we shall assume
henceforth that h = (h1, h2, h3) is a given element of Z
3 satisfying the conditions in (7.39), and that this h
is such that the bound (7.40) holds.
We shall complete this proof with the aid of certain bounds for the sum Yη(h1, h2, h3) that we have
defined in (7.37); the bounds in question will be obtained through applications of Lemma 23 and Lemma 25.
Having that in mind, we now put
Ψ1 = e
(1−h1)η |Φ1|−2 Z , Ψ2 = e(1−h2)η|ϕ|−2Ξ , Ψ3 = e(1−h3)η|ϕ|−2N , (7.41)
At(s) = Υη
( |s|2
e−ηΨt
)
e (ℜ (sz4−t)) (s ∈ C, t = 1, 2, 3), (7.42)
Ψ0 = Ψ2Ψ3 , D(ψ) =
∑
ψ′|ψ
A2(ψ
′)A3
(
ψ
ψ′
)
(0 6= ψ ∈ O), (7.43)
R = eη |Φ1|−2M1 and S = eη |Φ2|−2M1 , (7.44)
and we take B(R,S) ⊂ O×O to be defined by (7.4) and (7.44); for (ρ1, ρ2) = (ρ, σ) ∈ B(R,S), we put
b(ρ, σ) =
{
a (Φ1ρ) a (Φ2σ) if (ρ1, ϕ1) ∼ (σ, ϕ2) ∼ 1,
0 otherwise,
(7.45)
and we take gρ1,ρ2 to be (as in (7.37)) the function defined on the interval (0,∞) by the equation (6.48).
Let Y† be the sum of complex terms defined by the equations (7.6), (7.7) and (7.4) of Lemma 23,
in conjunction with (7.41)-(7.45), (6.48) and (5.5). By (7.37), the hypothesis (1.20), the result (7.24) of
Lemma 26 and the hypothesis that 0 < η ≤ (log 2)/3, it follows that we have
Y† = Yη (h1, h2, h3) . (7.46)
We seek next to verify as many as possible of the hypotheses of Lemma 23, assuming that Ψ0, Ψ1, Ψ2,
Ψ3, R, S, the set B(R,S), the functions A1, A2, A3, D, b and gρ,σ ((ρ, σ) ∈ B(R,S)) and the sum Y† are
as we have indicated in the last two paragraphs above (and also bearing in mind our hypotheses throughout
the present section, and the additional hypotheses of the lemma).
By (6.46), (7.39) and (7.41), we have e−ηΨt|z4−t|2 ≪ e−htηT ε ≤ T ε, for t = 1, 2, 3. Therefore it follows
by the results (7.22)-(7.24) of Lemma 26 that the complex functions A1, A2 and A3 defined in (7.42) are
smooth on C, and are such that, for t = 1, 2, 3 and all j, k ∈ N ∪ {0}, one has( |x+ iy|
η−1 + T ε/2
)j+k
∂j+k
∂xj∂yk
At(x+ iy) =
{
Oj,k(1) if e
−2ηΨt < |x+ iy|2 < Ψt,
0 otherwise,
(7.47)
at all points (x, y) ∈ R2. Independently of the point just noted, it is shown by Lemma 27 that, for (ρ1, ρ2) =
(ρ, σ) ∈ (O−{0})2, the function gρ1,ρ2 : (0,∞)→ C defined by Equation (6.48) is infinitely differentiable on
(0,∞), and is furthermore such that, for all j ∈ N ∪ {0} and all x > 0, one has
g(j)ρ1,ρ2(x) =
{
Oj
(
(ηx)−j
)
if 2−1/2 |ϕ2|−2K2 < x < 21/2 |ϕ2|−2K2,
0 otherwise.
(7.48)
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By (7.36), (7.39), (7.41) and (7.43), we have Ψ1,Ψ2,Ψ3 ≥ 1 and Ψ0 ≥ 1. Since the definition (7.4) implies
that B(R,S) is the empty set if either R < 1 or S < 1, and since the definition (7.6) trivially implies that
Y† equals zero if B(R,S) = ∅, we may therefore assume it is also the case that
R,S ≥ 1. (7.49)
We put now
δ =
(
η−1 + T ε/2
)−1
, ε1 = ε , P = 2
1/2 |ϕ2|−2K2 (7.50)
and (as hypothesised in Lemma 23)
Q = RS and X =
PS
√
R
4π2
√
Ψ0Ψ1
. (7.51)
Given that 0 < ε ≤ 1/6, it follows by (7.51), (7.50), (7.43), (7.44), (7.41), (6.45), (1.24), (6.2), (6.43), (7.39)
and (6.1) that we have
4π2X =
21/2 |ϕ2|−2K2S
√
R√
Ψ1Ψ2Ψ3
=
=
21/2 |ϕ2Φ2|−2K2M3/21√
e−(h1+h2+h3)η|ϕ|−4ZΞN
= 21/2e(h1+h2+h3)η/2T (1−3ε)/2 ≥ 21/2T 1/4 ≥ 8π2 .
(7.52)
Since 0 < η ≤ (log 2)/3 < (log 2)/2 < 1 , it follows from (7.47), (7.48), (7.49), (7.52) and the observations
accompanying those points that, if one excludes the condition RS ≥ max{√Ψ0,
√
Ψ1} occurring in (7.2),
then the remaining hypotheses of Lemma 23 (including the conditions (7.9) and (7.10) attached to the result
(7.11)) are satisfied by the choice of D, A1, A2, A3, B(R,S), b, δ, ε1, gρ,σ ((ρ, σ) ∈ B(R,S)), Ψ0, Ψ1, Ψ2,
Ψ3, P , Q, R, S and Y† declared in (7.41)-(7.45), between (7.45) and (7.46), and in (7.50) and (7.51). It
therefore follows by Lemma 25 that we have the bound (7.12) for Y 2† . Similarly, it follows by Lemma 23
that either we have max{√Ψ0,
√
Ψ1} > RS, or else it is the case that the bounds (7.8) and (7.11) for Y 2†
are valid. We conclude from this that there are only two cases requiring further consideration: one of these
being the case in which both of the bounds (7.8) and (7.11) hold; the other being the case in which both the
bound (7.12) and the inequality max{√Ψ0,
√
Ψ1} > RS hold.
In order to facilitate our use of the results (7.8), (7.11) and (7.12) of Lemma 23 and Lemma 25, we
note here that, by (7.49), (7.44), (7.51), (7.52), (1.18), (7.38), (7.39), (7.41), (6.43), (1.24), (7.43), (6.2) and
(6.45), it follows that
|Φi|2 ≤ eηM1 < 2M1 (i = 1, 2), (7.53)
Q ≍ |Φ1Φ2|−2M21 ≪ T , 2 ≤ X ≪ e(h1+h2+h3)η/2T (1−3ε)/2 = TO(1) , (7.54)
Ψ1 ≪ e−h1η |Φ1|−2 T εM1 < T εR ≤ T εQ , Ψ3 ≪ e−h3η |ϕ|−2 T ε−1K1K2M1 (7.55)
and
Ψ0 = Ψ2Ψ3 ≪ e−(h2+h3)η |ϕ|−4 T 2ε−1K22M21 ≪ |ϕ|−4 T 2εM21 ≪ T 2εQ≪ T 2 . (7.56)
By (6.44), (1.24) and (1.18), we also have
|ϕ|2 ≪ T ε−1K1K2M1 ≪ T ε−(1/2)K2M1 ≪ T εM1 . (7.57)
It moreover follows from (7.45), (7.43), (7.56) and the case j = k = 0 of (7.47) that we have:
‖b‖22 ≤
∑
(ρ,σ)∈O×O
|a (Φ1ρ) a (Φ2σ)|2 ≤ ‖a‖42, ‖b‖∞ ≤ ‖a‖2∞ (7.58)
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and
‖D‖22 =
∑
ψ0 6=0
∣∣∣∣∣ ∑|ψ2|2≍Ψ2
∑
|ψ3|2≍Ψ3
ψ2ψ3=ψ0
O(1)
∣∣∣∣∣
2
≪
≪
∑ ∑
|ψ2|2≍Ψ2≍|ψ′2|2
∑ ∑
|ψ3|2≍Ψ3≍|ψ′3|2
ψ′2/ψ2=ψ3/ψ
′
3
1≪ Ψ2Ψ3 (1 + log (min {Ψ2,Ψ3}))≪ε Ψ0T ε .
(7.59)
By (7.44), (7.50), (7.54), (7.55), (7.56) and (6.45), we find furthermore that
Ψ0Ψ1P
2SQ2 ≪ e−(h1+h2+h3)η|ϕ|−8 |Φ1|−6 |Φ2|−2 T 3ε−1K42M81 . (7.60)
If both of the bounds (7.8) and (7.11) hold then, by (7.54), (7.55), (7.56) and the first two parts of
(7.50), in combination with (7.58), (7.59), (7.60), (7.39), (6.45), (6.1) and (1.13), it follows that one has both
Y 2† ≪ε,η Qε‖b‖22‖D‖22Ψ1P 2S log2(X)
(
1 +
X2Ψ0Ψ1
Q3
)ϑ
Q2T 3ε
(
η−1 + T ε/2
)11
≪ε,η
≪ε,η T 10ε‖b‖22‖D‖22Ψ1P 2SQ2
(
1 +
T 1−3ε|ϕ|−4T 2ε−1K22M21 |Φ1|−2 T εM1
|Φ1Φ2|−6M61
)ϑ
≪ε
≪ε T 11ε‖a‖42Ψ0Ψ1P 2SQ2
(
1 +
|Φ1Φ2|3K22
M31
)ϑ
≪
≪ T 14ε−1‖a‖42 |ϕ|−8 |Φ1|−4K42M81
(
1 +
K22
M31
)ϑ
(7.61)
and
Y 2† ≪ε,η Q1+ε‖b‖2∞Ψ0Ψ1P 2S log2(X)
((
1 +
X2Ψ1
Q2Ψ2
)ϑ
Ψ0 +
(
1 +
X2Ψ0Ψ1
Q4
)ϑ
Q
)
QT ε
(
η−1 + T ε/2
)22
≪ε,η
≪ε,η T 14ε‖b‖2∞Ψ0Ψ1P 2SQ2
((
X2Ψ0Ψ1Ψ3
Q2
)ϑ
Ψ1−2ϑ0 +
(
1 +
X2Ψ0Ψ1
Q4
)ϑ
QT 2ε
)
≪ε
≪ε T 14ε‖a‖4∞|ϕ|−8 |Φ1|−6 |Φ2|−2 T 3ε−1K42M81 ×
×
( |Φ1|2 |Φ2|4 T ε−1K1K32
|ϕ|6
)ϑ(
T 2ε−1K22M
2
1
)1−2ϑ
+
(
1 +
|Φ1|6 |Φ2|8K22
|ϕ|4M51
)ϑ
|Φ1Φ2|−2M21T 2ε
 ≤
≤ T 19ε−1‖a‖4∞|ϕ|−8 |Φ1|−4K42M81
(
T ϑ−1Kϑ1K
2−ϑ
2 M
2−4ϑ
1 +
(
1 +
K22
M51
)ϑ
M21
)
. (7.62)
By (7.40) and (7.46), the bounds (7.61) and (7.62) imply the bounds for Y that are stated in (7.33)
and (7.34). Therefore, given the the conclusions of the paragraph immediately below (7.52), and bearing in
mind the conditions subject to which (7.61) and (7.62) were obtained, it will suffice for the completion of the
proof of the lemma that we show that, if it is the case that both the inequality max{√Ψ0,
√
Ψ1} > RS and
the bound (7.12) hold, then it must also be the case that the bounds (7.33) and (7.34) hold. Accordingly,
we assume henceforth that the bound (7.12) holds, and that we have
max
{√
Ψ0,
√
Ψ1
}
> RS . (7.63)
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By (7.63), (7.51), (7.54), (7.55), (7.56) and (7.39), we have max{|ϕ|−2T εM1, |Φ1|−1T ε/2M1/21 } ≫
|Φ1Φ2|−2M21 . It therefore follows, given (6.1), (6.45) and (7.53), that either
M1 ≪
(
|Φ1Φ2|2
|ϕ|2
)
T ε ≤
 |Φ1Φ2|2
max
{
|Φ1|2 , |Φ2|2
}
T ε , (7.64)
or else
M
3/2
1 ≪ |Φ1| |Φ2|2 T ε/2 ≪ min
{
M
1/2
1 |Φ2|2 T ε , |Φ1|M1T ε/2
}
. (7.65)
If it is the case that (7.64) holds, then it follows that one has M1T
−ε ≪ min{|Φ1|2, |Φ2|2}; the same
conclusion follows if it is instead (7.65) which holds. Hence, and by (6.45), we are certain to have:
T−εM1 ≪ |Φi|2 ≤ |ϕ|2 , for i = 1, 2. (7.66)
In view of (7.57), we find furthermore that the bounds in (7.66) imply that
K2 ≫ T (1/2)−2ε . (7.67)
We remark that, in view of the bounds for |ϕ|2 in (7.57), our conclusion in (7.66) shows that the case
that we are now considering is extreme, in the sense that ϕ, which first occurs (within the proof of Lemma 20)
as a common factor of two independent variables, is almost as large in modulus as it can possibly be.
Given that the bound (7.12) holds, and that we have also ε1 = ε and what is stated in (6.1), (7.54)-(7.56)
and (7.58)-(7.60), it follows that
Y 2† ≪ε,η
(
T 3εQ2
)ε ‖b‖22‖D‖22Ψ1P 2SQ2T 3εX2ϑ log2(T )≪ε
≪ε T 7ε‖a‖42Ψ0Ψ1P 2SQ2X2ϑ ≪
≪ T 7ε‖a‖42 e−(h1+h2+h3)η |ϕ|−8 |Φ1|−6 |Φ2|−2 T 3ε−1K42M81
(
Te(h1+h2+h3)η
)ϑ
≤
≤ |ϕ|−8 |Φ1|−6 |Φ2|−2 T 10ε+ϑ−1K42M81 ‖a‖42 . (7.68)
By (7.68), (7.67), (7.66), (6.1) and the bound ϑ ≤ 2/9 of Kim and Shahidi, we obtain:
Y 2† ≪ε,η |ϕ|−8 |Φ1|−4
(
T−εM1
)−2
T 10ε−1
(
T 2εK2
)2ϑ
K42M
8
1 ‖a‖42 <
< |ϕ|−8 |Φ1|−4 T 13ε−1K4+2ϑ2 M61 ‖a‖42 .
(7.69)
Since we certainly have here M61 ≤ M41M4−3ϑ1 , the combination of (7.69) with (7.40) and (7.46) yields the
bound (7.33) for Y .
By the hypothesis (1.20), we have furthermore
‖a‖42 ≤ 64e2ηM21 ‖a‖4∞ < 128M21‖a‖4∞ . (7.70)
Since we haveM61M
2
1 =M
8
1 ≤M10−5ϑ1 , the combination of (7.69), (7.70), (7.46) and (7.40) yields the bound
(7.34) for Y .
Our work in the last four paragraphs has shown that if both the inequality (7.63) and the bound (7.12)
hold, then so do the bounds stated in (7.33) and (7.34); it follows that, for the reasons given in the paragraph
immediately below (7.62), the proof of the lemma is now complete 
The concluding steps of the proof of Theorem 2. Since T satisfies (6.1), it follows from Lemma 20
and Lemma 21 that we certainly have
∞∑
d=−∞
∞∫
−∞
|c(d, it)|2 w0
( |2d+ it|2
π2T
)
dt = 2πŵ0 ◦N(0)T ‖C‖22 + (π/2) (D⋆1 +D⋆2 + E⋆) +
+Oη,ε
((
T 5ε+1/2K1K2 +K
2
2
)
M1‖a‖22
)
(say),
(7.71)
62
where
ŵ0 ◦N(0) =
∞∫
−∞
∞∫
−∞
w0
(
x2 + y2
)
dxdy =
∞∫
0
w0
(
r2
)
d
(
πr2
)
= π
∞∫
0
w0(x)dx , (7.72)
while the complex numbers D⋆1 and D⋆2 are defined by the equations (1.23)-(1.28), and the complex number
E⋆ is given by the equations (6.6)-(6.8), (6.2) and (6.3) (it being assumed that N is defined by (1.24)).
Moreover, since (6.46), (6.43) and (6.2) imply that one has
T 1+ε |ϕz2z3|2 ≪ |ϕ|
4 |Φ1|2 T 1+3ε
ΞZ
=
|ϕ|4 |Φ1|2 T 1+εK1
M21K2
,
it follows by Lemma 22 and Lemma 28 that the term E⋆ occurring in Equation (7.71) satisfies both
E⋆ ≪η,ε T 6εK1K22M1‖a‖22 +
(
M21
T 1/2
+
(
M
2−(3/2)ϑ
1
T (1−ϑ)/2
)(
K2
T 1/2
)ϑ)
T 1+9εK1K2‖a‖22 (7.73)
and
E⋆ ≪η,ε T 6εK1K22M1‖a‖22 +
+
 M21
T 1/2
+
(
M21
T 1/2
)1−ϑ( K1
T 1/2
)ϑ/2(
K2
T 1/2
)1−(ϑ/2)
+
(
K2
T 1/2M
1/2
1
)ϑT 1+11εK1K2M1‖a‖2∞ .
(7.74)
By (6.1) and the hypotheses of the theorem ((1.18) in particular), we have also:
(
T 5ε+1/2K1K2 +K
2
2 + T
6εK1K
2
2
)
M1‖a‖22 ≪ T 6ε+1/2K1K2M1‖a‖22 ≤
≤ T 9ε+1/2K1K2M21 ‖a‖22 =
=
(
M21T
−1/2
) (
T 1+9εK1K2‖a‖22
)
.
(7.75)
Moreover, as noted within the proof of Lemma 28 (in (7.70)), we have
‖a‖22 ≪M1‖a‖2∞ . (7.76)
By (7.71)-(7.73) and (7.75), the term E determined by the equations (1.21)-(1.30) satisfies
E = Oη,ε
((
T 5ε+1/2K1K2 +K
2
2
)
M1‖a‖22
)
+ (π/2) E⋆ ≪η,ε
≪η,ε
(
M21
T 1/2
+
(
M
2−(3/2)ϑ
1
T (1−ϑ)/2
)(
K2
T 1/2
)ϑ)
T 1+9εK1K2‖a‖22 .
We therefore have the bound stated in (1.31), which is the first result of the theorem. Similarly, given (1.30)
and (1.22), and given that ε is positive, it follows from (7.71), (7.72), (7.74)-(7.76) and (6.1) that the bound
(1.32) holds 
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Remarks 29. In the proof of Theorem 2 just concluded, we have avoided making any direct use of the
‘Weil-Estermann bound’ bound for Kloosterman sums that is stated in (5.29) (it should nevertheless be
noted that we have used the bound (5.29) in proving the results of [45, Theorem B and Theorem 1], upon
which the proofs of Lemma 23 and Lemma 25 of the present paper are dependent). The sum of Kloosterman
sums Y defined in (6.47) may, of course, be estimated by means of a direct application of the result in
(5.29). This approach to the estimation of Y leads one, via Lemma 20 (in a slightly sharper revised form),
Lemma 21, Lemma 22 and (7.72), to the upper bound
E ≪η,ε T 6εK1K5/22 M5/21 ‖a‖22 , (7.77)
where E is the final term in the equation (1.30) of Theorem 2 (it being assumed here that all the hypotheses
of that theorem are satisfied).
Recall that, in addition to (7.77), we have also the bounds (1.31) and (1.32) for E . Yet another bound
for the term E may be by obtained by using both the inequality xy ≤ (x2+ y2)/2 and the elementary bound
|{δ ∈ O : 0 < |δ| ≤ r}| ≤ 8r2 to estimate that part of the sum on the right-hand side of Equation (6.10) in
which one has ξ1 6= ξ2; by this method one finds that, subject to the hypotheses of Theorem 2, the term E
in (1.30) must satisfy
E =
{
Oη,ε
(
T 2εK21K
2
2M1‖a‖22
)
if T ε−1K1K2M1 > e−η,
Oη,ε,A
(
T−A‖a‖22
)
otherwise,
(7.78)
where A denotes an arbitrarily large positive constant.
Note that the only cases in which (7.77) is not weaker then (7.78) are those in which one has both
K1K2M1 ≫ T 1−ε and K21 ≫ T 8εK2M31 . (7.79)
Moreover, when the conditions in both (7.79) and (1.18) are satisfied, the bound for E in (7.77) is weaker
than that which is implied by (1.31). We therefore conclude that, in every case in which the hypotheses of
Theorem 2 are satisfied, the combination of (1.31) with the elementary result (7.78) provides a bound for E
that is as at least as strong as that in (7.77).
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