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Abstract
The Brownian motion with respect to the metric H3=2 on Diff(S1) has been constructed. It is
realized on the group of homeomorphisms Homeo(S1). In this work, we shall resolve the
stochastic differential equations on Homeo(S1) for a given drift Z:
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The group DiffðS1Þ of CN-orientation preserving diffeomorphisms of the circle S1
arises naturally in Mathematical Physics, in particular as gauge group in String
theory (see [BR,KY]). The quantization of DiffðS1Þ does work through the central
extensions of its Lie algebra diffðS1Þ; the space of CN-real valued functions on S1:
Gelfand and Fuks have classiﬁed all the invariant sympletic forms on diffðS1Þ; which
give rise to the Sobolev norm H3=2 (see [BR,GF,Mi]). The canonical Brownian
motion constructed by Malliavin [Ma2] corresponds to this norm H3=2: it is realized
on the group HomeoðS1Þ of homeomorphisms of the circle S1 (see also [AR,Fa]).
Endowed with the uniform convergence topology, HomeoðS1Þ is a topological
group. Let
G ¼ u : S1-R; juðy1Þ  uðy2ÞjpCjy1  y2jlog 4jy1  y2j
 
; ð0:1Þ
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where C is some constant. To uAG; we associate a (continuous) vector ﬁeld UðyÞ ¼
uðyÞ d
dy
on S1: The differential equation
dxt
dt
¼ UðxtÞ; x0 given ð0:2Þ
deﬁnes a ﬂow of homeomorphisms etu on S1 (see Section 2 below). Given a Borel
function F : HomeoðS1Þ-R; it is said to be derivable along u if
ð@uFÞðgÞ ¼ d
de
F eeu  gð Þ
 
e¼0
exists. Let G0 ¼ fuAG;
R
S1
uðyÞdy
2p
¼ 0g: Identifying S1 with R=2pZ; each uAG0 has
the following Fourier expansion:
uðyÞ ¼
XN
k¼1
ðak cos kyþ bk sin kyÞ ð0:3Þ
which converges uniformly on S1 (see [HR, theorem 55]). The metric H3=2 on G0 is
deﬁned as follows:
juj23=2 ¼
XN
k¼1
k3
2
ða2k þ b2kÞ: ð0:4Þ
It is easy to see that
jjujjN :¼ sup
yAS1
juðyÞjpp
2
3
juj3=2:
Let for kX1; denote
e2k1ðyÞ ¼
ﬃﬃﬃ
2
p
cos kyﬃﬃﬃﬃﬃ
k3
p ; e2kðyÞ ¼
ﬃﬃﬃ
2
p
sin kyﬃﬃﬃﬃﬃ
k3
p : ð0:5Þ
Then fek; kX1g is an orthonormal system with respect to H3=2:
Now consider a sequence of real independent standard Brownian motion
fBkðtÞ; kX1g deﬁned on a standard probability space ðO;F; PÞ: It is well known
that almost surely the series
ywðt; yÞ :¼
ﬃﬃﬃ
2
p X
kX1
B2k1ðt; wÞcos kyﬃﬃﬃﬃﬃ
k3
p þ B2kðt; wÞsin kyﬃﬃﬃﬃﬃ
k3
p
 
converges uniformly with respect to ðt; yÞA½0; T   S1: For yAS1 given, t-ywðt; yÞ
is a martingale with respect to the natural ﬁltration Ft generated by
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sðBkðs; Þ; spt; kX1Þ: Let y; y0AS1; the quadratic variation Vtðy; y0Þ of ywðt; yÞ 
ywðt; y0Þ is given by
Vtðy; y0Þ ¼
XN
k¼1
2
k3
ðcos ky cos ky0Þ2 þ ðsin ky sin ky0Þ2
h i
¼ 8
XN
k¼1
sin2ðk yy0
2
Þ
k3
; ð0:6Þ
which is dominated by (see [AR,Fa,Ma2])
c1ðy y0Þ2 log 4jy y0j: ð0:7Þ
Let ðgtÞtX0 be the canonical Brownian motion on HomeoðS1Þ: it resolves the s.d.e.
on G (see [Ma2]):
dgt ¼ ð3dytÞ  gt; g0 ¼ Id: ð0:8Þ
For yAS1; ðgtðyÞÞtX0 is the unique solution of the following s.d.e. on S1
(see [Fa]):
dgtðyÞ ¼
XN
k¼1
ﬃﬃﬃﬃﬃ
2
k3
r
ðcos kgtðyÞdB2k1ðtÞ þ sin kðgtðyÞÞdB2kðtÞÞ; g0ðyÞ ¼ y: ð0:9Þ
Now consider a Borel function Z : HomeoðS1Þ-G0: The main purpose of this work
is to resolve the s.d.e. on HomeoðS1Þ:
dgt ¼ ð3dyt  Zgt dtÞ  gt; g0 ¼ Id: ð0:10Þ
For discussions of such kind of equations in inﬁnite-dimensional linear situations, we
refer to [Al-R,dPZ]. Set
Q2k1ðgÞ ¼ 1p
Z 2p
0
ZgðyÞcos ky dy; Q2kðgÞ ¼ 1p
Z 2p
0
ZgðyÞsin ky dy: ð0:11Þ
1. Zg is bounded in H
3=2
Let us begin with the simple situation. Assume that
C :¼ sup
gAG
jjZgjjH3=2oþN: ð1:1Þ
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Proposition 1.1. Under hypothesis (1.1), there exists a constant C140 (independent
of g) such that
jZgðy1Þ  Zgðy2ÞjpC1 jy1  y2jlog 4jy1  y2j; y1; y2AS
1: ð1:2Þ
Proof. Let uACNðS1Þ: We have
uðy1Þ  uðy2Þ ¼
XN
k¼1
½akðcos ky1  cos ky2Þ þ bkðsin ky1  sin ky2Þ:
Using trigonometric formulae, we get
juðy1Þ  uðy2Þjp 2
XN
k¼1
ðjakj þ jbkjÞ sin ky1  y2
2
 

p 2
XN
k¼1
k3ðjakj þ jbkjÞ2
 !1=2 XN
k¼1
sin2ðky1y2
2
Þ
k3
 !1=2
which is majorized, according to (0.7), by
c1juj3=2 jy1  y2j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log
4
jy1  y2j
s
:
Therefore under (1.1), it exists a constant C140; independent of g; such that (1.2)
holds. &
Proposition 1.2. Suppose that
(i) jjZgjjNpC; (ii) jZgðy1Þ  Zgðy2ÞjpCjy1  y2jlog
4
jy1  y2j for all
gAHomeoðS1Þ: Then the series
XN
k¼1
ðQ2k1ðgÞcos kyþ Q2kðgÞsin kyÞ
converges uniformly to ZgðyÞ with respect to ðg; yÞAHomeoðS1Þ  S1:
Proof. Let nX1: Set SnðyÞ ¼
Pn
k¼1ðQ2k1ðgÞcos kyþ Q2kðgÞsin kyÞ: Then
SnðyÞ ¼ 1p
Z p
0
Zgðyþ tÞ þ Zgðy tÞ
2
DnðtÞ dt;
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where DnðtÞ ¼ 1þ 2
Pn
k¼1 cos kt ¼
sinðn þ 12Þt
sin t2
is the Dirichlet kernel. We have
SnðyÞ  ZgðyÞ ¼ 1p
Z p
0
Fgðy; tÞ DnðtÞ dt; ð1:3Þ
where Fgðy; tÞ ¼ Zgðyþ tÞ þ Zgðy tÞ  2ZgðyÞ
2
: Let e40: Choose d40 such that
C
Z d
0
t log 4
t
sin t
2
dtpe: ð1:4Þ
By condition (ii), we have jFgðy; tÞjpCjtjlog 4jtj: Applying (1.4), we get
Z d
0
Fgðy; tÞDnðtÞ dt

pe: ð1:5Þ
Now we shall estimate the term
JnðyÞ :¼
Z p
d
Fgðy; tÞDnðtÞ dt:
To this end, set ln ¼ n þ 12; Cgðy; tÞ ¼
Fgðy; tÞ
sin t
2
: Doing the change of variables
t-t  pln; we get
JnðyÞ ¼ 
Z p pln
d pln
Cg y; t þ pln
 
sinðln tÞ dt: ð1:6Þ
Let n be big enough such that 0o p
ln
pd
2
: The function t-Cgðy; tÞ being uniformly
continuous over
d
2
; pþ d
2
 
with respect to ðg; yÞ; it exists n140 such that for nXn1;
Cgðy; tÞ Cgðy; t þ plnÞ

pe=2; for all g; y and tA½d=2; p: ð1:7Þ
By integrability of t-
t log 4
t
sin t
2
over ½0; p; there exists n2Xn1 such that for nXn2
1
p
Z d
d pln
t log 4
t
sin t2
dt þ 1p
Z p
p pln
t log 4
t
sin t2
dtpe=2: ð1:8Þ
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Using (1.7), we have
Cg y; t þ pln
 
pe2þ jCðy; tÞj
which is majorized by
e
2
þ t log
4
t
sin t2
:
It follows from (1.8) that
1
p
Z d
d pln
Cg y; t þ pln
 
 dt þ 1p
Z p
p pln
Cg y; t þ pln
 
 dtpe: ð1:9Þ
Now using (1.6), we get
JnðyÞ ¼ 1
2
Z p
d
Cgðy; tÞ Cg y; t þ pln
  
sinðlntÞ dt þ oð1Þ;
where oð1Þ is uniform with respect to ðg; yÞ: Using again (1.7), we get
lim
n-þN JnðyÞ ¼ 0 uniformly with respect to ðg; yÞ:
Combining (1.5), we complete the proof. &
In what follows, we shall resolve weakly the s.d.e. (0.10) via Girsanov theorem. Let
ðgtÞtX0 be the canonical Brownian motion on HomeoðS1Þ; deﬁned in (0.8). Set
B˜2k1ðtÞ ¼ B2k1ðtÞ þ
ﬃﬃﬃﬃﬃ
k3
2
s Z t
0
Q2k1ðgsÞ ds; B˜2kðtÞ ¼ B2kðtÞ þ
ﬃﬃﬃﬃﬃ
k3
2
s Z t
0
Q2kðgsÞ ds:
For t40; under hypothesis (1.1), we have
XN
k¼1
k3
Z t
0
ðQ22k1ðgsÞ þ Q22kðgsÞÞ dsoþN: ð1:10Þ
Deﬁne
Mt ¼ exp
XN
k¼1

ﬃﬃﬃﬃﬃ
k3
2
s Z t
0
ðQ2k1ðgsÞdB2k1ðsÞ þ Q2kðgsÞdB2kðsÞÞ
2
4
8<
:
 k
3
4
Z t
0
ðQ22k1ðgsÞ þ Q22kðgsÞÞ ds
3
5
9=
;: ð1:11Þ
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Then ðMtÞtX0 is Ft-martingale. Therefore there exists a probability measure Pˆ on
ðO;FÞ such that PˆjFt ¼ Mt P: By Girsanov theorem, fB˜kðtÞ; kX1g is a sequence of
independent Brownian motion under the probability measure Pˆ:
According to (0.9), we have
dgtðyÞ ¼
XN
k¼1
ﬃﬃﬃﬃﬃ
2
k3
r
ðcos ðkgtðyÞÞdB˜2k1ðtÞ þ sin ðkgtðyÞÞdB˜2kðtÞÞ
þ
XN
k¼1
ðQ2k1ðgtÞcos ðkgtðyÞÞ þ Q2kðgtÞsin ðkgtðyÞÞÞ dt:
By Proposition 1.2, the drift term converges to ZgtðgtðyÞÞ: Therefore we get
Theorem 1.3. Assume (1.1). Then under the probability measure Pˆ; ðgtÞtX0 resolves
the s.d.e.
dgt ¼ ð3y˜t þ ZgtÞ  gt; g0 ¼ Id; ð1:12Þ
where
y˜t ¼
XN
k¼1
ðe2k1B˜2k1ðtÞ þ e2kB˜2kðtÞÞ: ð1:13Þ
2. The case Zg ¼ uAG0
The differential equation
dxt
dt
¼ C xt log
1
xt
has the unique solution: xt ¼ ðx0Þe
Ct
if
x0X0: Let uAG: By comparison theorem, the condition
juðy1Þ  uðy2Þjpc2jy1  y2jlog 4jy1  y2j ð2:1Þ
implies that the differential equation on S1:
dxt
dt
¼ uðxtÞ; x0 ¼ y0 ð2:2Þ
has a unique solution ðxtðy0ÞÞtX0:
Theorem 2.1. t-xtðÞ defines a continuous map from Rþ to HomeoðS1Þ:
Proof. Let yAS1 such that 0ojy y0jo14: Set
xt ¼
xtðyÞ  xtðy0Þ
4


2
:
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Then 0pxtp
p
4
 2
: By condition (2.1), we have for some constant c140;
dxt
dt

pc1 xt log 1xt: ð2:3Þ
From the inequality
dxt
dt
pc1 xt log
1
xt
; we get
xtp
jy y0j
4
 2ec1t
ð2:4Þ
which implies that y0-xtðy0Þ is uniformly continuous. On the other hand, from the
inequality
dxt
dt
X c1 xt log
1
xt
; we obtain
xtX
jy y0j
4
 2ec1 t
: ð2:5Þ
Therefore the differential equation (2.2) is not conﬂuent. In other words,
for any t40; y0-xtðy0Þ is injective. As xtðÞ is homotope to the identity on S1;
by a result of topology, xt is surjective. S
1 being compact, xtAHomeoðS1Þ: To
conclude the result, we remark that the continuity of t-xtðÞ is deduced from
the estimate
sup
yAS1
jxtðyÞ  xsðyÞjpjt  sj jjujjN: &
Now we shall consider the following s.d.e. on S1:
dxt ¼
ﬃﬃﬃ
2
p PN
k¼1
cos kxtﬃﬃﬃﬃﬃ
k3
p dB2k1ðtÞ þ sin kxtﬃﬃﬃﬃﬃ
k3
p dB2kðtÞ
 
þ uðxtÞ dt;
x0 ¼ y0:
8<
: ð2:6Þ
Theorem 2.2. S.d.e. (2.6) has a unique solution ðxtðwÞÞtX0:
Proof. Uniqueness: Let x1t and x
2
t be two solutions of (2.6). Denote Zt ¼
x1t  x2t
4
and
Mt ¼ 1
4
XN
k¼1
ﬃﬃﬃ
2
p Z t
0
cos kx1s  cos kx2sﬃﬃﬃﬃﬃ
k3
p dB2k1ðsÞ þ sin kx
1
s  sin kx2sﬃﬃﬃﬃﬃ
k3
p dB2kðsÞ
 
:
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Then dZt ¼ dMt þ
1
4
ðuðx1t Þ  uðx2t ÞÞ dt: The stochastic contraction of Zt is given by
dZt  dZt ¼ð14Þ2
XN
k¼1
2
k3
ðcos kx1t  cos kx2t Þ2 þ ðsin kx1t  sin kx2t Þ2
h i( )
¼ 1
16
Vtðx1t ; x2t Þpc1Z2t log
1
jZtj
ð2:7Þ
according to (0.6) and (0.7). Applying (2.1), we have
1
4
juðx1t Þ  uðx2t Þjpc2 jZtjlog
1
jZtj
: ð2:8Þ
Let pX1 be an integer. Using the Itoˆ formula,
dZ2pt ¼ 2pZ2p1t dZt þ pð2p  1ÞZ2p2t dZt dZt:
By (2.7) and (2.8), we get
dZ2pt p2pZ2p1t dMt þ ðc2 þ c1pÞZ2pt log
1
Z2pt
:
It follows that
EFtðZ2ptþe  Z2pt ÞpK1ðpÞ
Z tþe
t
EFt Z2ps log
1
Z2ps
 !
ds; ð2:9Þ
where EFt denotes the conditional expectation with respect to Ft and
K1ðpÞ ¼ c2 þ c1p: ð2:10Þ
Let jðtÞ ¼ EðZ2pt Þ: Then by (2.9), we get
j0ðtÞpK1ðpÞE Z2pt log
1
Z2pt
 !
pK1ðpÞjðtÞlog 1jðtÞ; ð2:11Þ
where the last inequality was deduced from the concavity of the function x log
1
x
over
½0; 1: Resolving (2.11), we get
jðtÞp½jð0ÞeK1ðpÞt ¼ 0
for any t40: This means that x1t ¼ x2t almost surely for t40 given. Now by
continuity of samples, the two solutions are indistinguishable.
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Existence: Let nX1: Consider the s.d.e.
dxnt ¼
ﬃﬃﬃ
2
p P2n
k¼1
cos kxntﬃﬃﬃﬃﬃ
k3
p dB2k1ðtÞ þ sin kx
n
tﬃﬃﬃﬃﬃ
k3
p dB2kðtÞ
 
þ uðxnt Þ dt;
xn0 ¼ y0:
8><
>: ð2:12Þ
By Ikeda and Watanabe [IW, p. 168] (see also [FZ]), (2.12) has a unique solution
ðxnt ÞtX0: Set Zt ¼
xnt  xnþ1t
4
and
Mnt ¼
1
4
X2n
k¼1
ﬃﬃﬃ
2
p Z t
0
cos kxns  cos kxnþ1sﬃﬃﬃﬃﬃ
k3
p dB2k1ðsÞ þ sin kx
n
s  sin kxnþ1sﬃﬃﬃﬃﬃ
k3
p dB2kðsÞ
 
 1
4
X2nþ1
k¼2nþ1
ﬃﬃﬃﬃﬃ
2
k3
r Z t
0
ðcos kxnþ1s dB2k1ðsÞ þ sin kxnþ1s dB2kðsÞÞ:
Then dZt ¼ dMnt þ 14ðuðxnt Þ  uðxnþ1t ÞÞ dt: The stochastic contraction dZt  Zt is
dominated by
dZt  Ztp
1
16
Vtðxnt ; xnþ1t Þ þ
1
8
X2nþ1
k¼2nþ1
1
k3
p c1 Z2t log
1
jZtj
þ p
2
48
2n: ð2:13Þ
Using (2.1), we have
1
4
juðxnt Þ  uðxnþ1t Þjpc2 jZtjlog
1
jZtj
: ð2:14Þ
Let pX1 be an integer. Using (2.13) and (2.14), we have
dZ2pt p 2pZ2p1t dMnt þ 2pc2Z2pt log
1
jZtj
dt
þ pð2p  1Þc1 Z2pt log
1
jZtj
dt þ pð2p  1Þ p
4
 2p2p2
48
2n dt
p 2pZ2p1t dMnt þ K1ðpÞZ2pt log
1
jZtj2p
dt þ K2ðpÞ2n dt;
where
K2ðpÞ ¼ pð2p  1Þ p
4
 2p
: ð2:15Þ
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Let jðtÞ ¼ EðZ2pt Þ: In the same way, we get
j0ðtÞpK1ðpÞjðtÞlog 1jðtÞ þ K2ðpÞ2
n: ð2:16Þ
By an elementary calculation, we have (see [Fa, p.166]),
x log xþ ap ðxþ aÞlogðxþ aÞ for 0oao24; 0oxo24: ð2:17Þ
Let p be big enough such that
K2ðpÞ
K1ðpÞ ¼
pð2p  1Þ
c2 þ c1p
p
4
 2p
p24 and jðtÞp p
4
 2p
p24: ð2:18Þ
Consider cðtÞ ¼ jðtÞ þ K2ðpÞ
K1ðpÞ2
n: Using (2.16) and (2.17), we get
c0ðtÞpK1ðpÞcðtÞlog1cðtÞ
which yields
cðtÞp K2ðpÞ
K1ðpÞ2
n
 K1ðpÞt
p2neK1ðpÞt :
It follows that
Eðjxnt  xnþ1t j2pÞp42p2ne
K1ðpÞt
: ð2:19Þ
In order to get the uniform convergence with respect to t; we shall ﬁx T40: By
s.d.e. (2.12), it is easy to see that
Eðjxnt1  xnt2 j
2pÞpCp;T jt1  t2jp: ð2:20Þ
Combining (2.19) and (2.20), we obtain that for some constant cp;T40
Eðjxnt1  xnþ1t2 j2pÞpCp;Tfjt1  t2jp þ 2ne
K1ðpÞTg: ð2:21Þ
Denote a ¼ 2eK1ðpÞT=2p and set s0 ¼ 0; sn ¼
Pn
k¼1 a
k: Then sN ¼ limn-þN snoþN:
Deﬁne
cðt; sÞ ¼ xnt 
snþ1  s
snþ1  sn þ x
nþ1
t 
s  sn
snþ1  sn for snpsosnþ1; 0ptpT :
Using (2.21), we have
Eðjcðt1; s1Þ  cðt2; s2Þj2pÞpCp;Tfjt1  t2jp þ js1  s2j2pg:
By Kolmogoroff modiﬁcation theorem, c has a continuous version *c: We have
almost surely cðt; snÞ ¼ *cðt; snÞ for all tA½0; T : It follows that almost surely xnt
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converges to xt uniformly with respect to tA½0; T  as n-þN: Now letting n-þN
in (2.12), we can see that xt satisﬁes the s.d.e. (2.6). &
Proposition 2.3. Fix t0: Define B
t0
n ðtÞ ¼ Bnðt þ t0Þ  Bnðt0Þ: Denote by xtðy0; BÞ the
solution of the s.d.e. (2.6) with respect to the Brownian motion fBkðtÞ; kX1g: Then we
have
xtþt0ðy0; BÞ ¼ xtðxt0ðy0; BÞ; Bt0Þ: ð2:22Þ
Proof. It follows from the pathwise uniqueness of the s.d.e. (2.6). &
Now we shall denote gt;Bðy0Þ ¼ xtðy0; BÞ: Then (2.22) can be written in the
form
gtþt0;B ¼ gt;Bt0 3gt0;B: ð2:23Þ
Theorem 2.4. Almost surely, t-gtAHomeoðS1Þ is continuous over ½0; T :
Proof. Let y; y0AS1: As what was done in the above, we have
Eðjgt;BðyÞ  gs;Bðy0Þj2pÞpCp;T ½jy y0j2pe
K1ðpÞT þ js  tjp ð2:24Þ
for s; tA½0; T : Let p42 and choose t040 small enough such that
2peK1ðpÞt042: ð2:25Þ
Then by Kolmogoroff modiﬁcation theorem, almost surely ðt; yÞ-gt;BðyÞ is
continuous over ½0; t0  S1: In particular, t-gt;BACðS1; S1Þ is continuous over
½0; t0: Using (2.23), we see that t-gt;BACðS1; S1Þ is continuous over ½0; T : To
conclude the result, it is sufﬁcient now to show that
almost surely; gt;BAHomeoðS1Þ for tA½0; T : ð2:26Þ
Lemma 2.5. Let ao0: Denote KðaÞ ¼ c2 þ 12ða 1Þc1: Then
EðjgtðyÞ  gtðy0ÞjaÞp jy y
0j
4
 aeKðaÞt
; yay0: ð2:27Þ
Proof. Let 0oeojy y0j: Deﬁne
te ¼ infft40; jgtðyÞ  gtðy0Þjpeg:
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As ek0; te tends to t ¼ infft40; gtðyÞ ¼ gtðy0Þg: Set Zt ¼
gtðyÞ  gtðy0Þ
4
and consider
the function cðxÞ ¼ jxja: We have
c0ðxÞ ¼ ajxja2x; c00ðxÞ ¼ aða 1Þjxja2 over R\f0g:
Using the Itoˆ formula, for sot;
jZt4te ja  jZs4te ja ¼
Z t4te
s4te
ajZuja2Zu  dZu þ
1
2
aða 1Þ
Z t4te
s4te
jZuja2dZu  dZu: ð2:28Þ
Denote by Mt the martingale part of Zt and vt ¼ 14ðuðgtðyÞÞ  uðgtðy0ÞÞÞ: Then we
have dZt ¼ dMt þ vt dt: Furthermore,
jvtjpc2jZtjlog
1
jZtj
and
a jZtja2Ztvtp ac2jZtja log
1
jZtj
:
Now by (2.28), we get
jZt4te ja  jZs4te jap
Z t4te
s4te
ajZuja2Zu  dMu þ KðaÞ
Z t4te
s4te
jZujalog
1
jZuja
du: ð2:29Þ
Set jðtÞ ¼ EðjZt4te jaÞ: From (2.29), we deduce that
j0ðtÞpKðaÞjðtÞlog 1
jðtÞ
which implies that
EðjZt4te jaÞp
jy y0j
4
 aeKðaÞt
:
Letting e-0; we get
EðjZt4tjaÞp
jy y0j
4
 aeKðaÞt
:
It follows that t ¼ þN almost surely and (2.27) holds. &
Lemma 2.6. Let Ztðy; y0Þ ¼ jgtðyÞ  gtðy0Þj1 and Dd ¼ fðy; y0ÞAS1  S1; jy
y0j4dg: Let pX1 be an integer and T40: Then there exists a constant Cp;T40
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such that
EðjZtðy; y0Þ  Zsð*y; *y0ÞjpÞ
pCp;T
4
d
 2peKð4pÞT
ðjy *yjpeK1ðpÞT þ jy0  *y0jpeK1ðpÞT þ jt  sjp=2Þ: ð2:30Þ
Proof. We have
jZtðy; y0Þ  Zsð*y; *y0Þj
pZtðy; y0Þ Ztð*y; *y0ÞjjgtðyÞ  gsðy0Þj  jgtð*yÞ  gsð*y0Þjj
pZtðy; y0Þ Ztð*y; *y0ÞðjgtðyÞ  gsð*yÞj þ jgtðy0Þ  gsð*y0ÞjÞ:
By (2.27),
EðZtðy; y0Þ4pÞp
4
d
 4peKð4pÞT
:
Now using (2.24), we get
EðjZtðy; y0Þ  Zsð*y; *y0ÞjpÞ
pCp;T
2
d
 2peKð4pÞT
ðjy *yj2peK1ðpÞT þ jy0  *y0j2peK1ðpÞT þ 2jt  sjpÞ1=2
from which we get (2.30) with another constant Cp;T : &
End of the proof of Theorem 2.4. By Kolmogoroff modiﬁcation theorem, Ztðy; y0Þ has
a continuous version on ½0; T0  D0 for some T040: It follows that almost surely,
for all tA½0; T0; gt is injective on S1: As it is homotope to the identity,
gtAHomeoðS1Þ: Now using (2.23), we obtain the result. &
Remark 2.7. (1) By varying the exponent p with the time t; the modulus of continuity
for canonical Brownian motion has been obtained in [AR,Ma2]. However this
method does not work if the supplementary term u is added.
(2) We did not use the time-reversed Brownian motion to deal with the inverse
map, because the limit theorem for the s.d.e. (2.6) is not yet available in the
literature. Our method here follows [Ku] (see also [Hu]).
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3. General case Zg
Let G ¼ HomeoðS1Þ: In this section, we shall assume that
c0 ¼ 4 sup
gAG
jjZgjjNoþN; c2 ¼ 4 sup
gAG
sup
yay0
jZgðyÞ  Zgðy0Þj
jy y0jlog 4jyy0 j
oþN: ð3:1Þ
As Zg is not bounded in H
3=2; we cannot use directly the Girsanov theorem. In what
follows, we shall consider the soft cut-off of Zg: Let nX1: Deﬁne
fnðkÞ ¼
1 if kp2n1;
2 2nþ1k if 2n1pko2n;
0 if kX2n:
8><
>: ð3:2Þ
The reason of considering ffnðkÞ; kX1g comes from the following harmonic
analysis lemma.
Lemma 3.1. Consider a Banach space B of functions defined on the circle S1; such that
the translations ty0 : f ðÞ-f ð  y0Þ are isometric operators inB: Given fAB; compute
its Fourier coefficients
c2k1ðf Þ ¼ 1p
Z 2p
0
f ðyÞcos ky dy; c2kðf Þ ¼ 1p
Z 2p
0
f ðyÞsin ky dy:
Define
fnðyÞ ¼ c0ðf Þ þ
X2n
k¼1
fnðkÞðc2k1ðf Þcos kyþ c2kðf Þsin kyÞ: ð3:3Þ
Then
jjfnjjBp4 jjf jjB: ð3:4Þ
Proof. Deﬁne unðyÞ ¼ 1þ 2
P2n
k¼0 fnðkÞcos ky: Then unðyÞ ¼
P
kAZ fnðjkjÞe
ﬃﬃﬃﬃ1p ky:
Compute the convolution product f  un; we have
ðf  unÞðy0Þ ¼ 1
2p
Z 2p
0
f ðyÞunðy0  yÞ dy
¼
X
kAZ
fnðjkjÞ
1
2p
Z 2p
0
f ðyÞe
ﬃﬃﬃﬃ1p kðy0yÞ dy
¼
X
kAZ
fnðjkjÞ
1
2p
Z 2p
0
f ðyÞe
ﬃﬃﬃﬃ1p ky dy e ﬃﬃﬃﬃ1p ky0
¼ c0ðf Þ þ
X
kX1
fnðkÞ
1
2p
Z 2p
0
f ðyÞe
ﬃﬃﬃﬃ1p ky dy e ﬃﬃﬃﬃ1p ky0
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þ 1
2p
Z 2p
0
f ðyÞe
ﬃﬃﬃﬃ1p ky dy e ﬃﬃﬃﬃ1p ky0
¼ c0ðf Þ þ
X
kX1
fnðkÞðc2k1ðf Þcos ky0 þ c2kðf Þsin ky0Þ
¼ fnðy0Þ:
Therefore fn ¼ 1
2p
R 2p
0
ðtyf ÞunðyÞ dy: It follows that
jjfnjjBp
1
2p
Z 2p
0
jjtyf jjBjunðyÞj dypjjunjjL1 jjf jjB:
It is now sufﬁcient to evaluate jjunjjL1ð½0;2pÞ: Deﬁne
fðtÞ ¼
1 if tA½0; 1=2;
2ð1 tÞ if tA½1=2; 1;
0 if tX1:
8><
>:
Then fnðkÞ ¼ fðk2nÞ: Denote by #f the Fourier transformation of f:
#fðtÞ ¼
Z
R
fðxÞe
ﬃﬃﬃﬃ1p xt dx:
By a direct computation, we ﬁnd
(i)
#fðtÞ ¼ 4  cos ðt=2Þ  cos t
t2
:
Then #fAL1ðRÞ: Now prolongate fn over R by fnðtÞ ¼ fðjtj2nÞ: Then we have
#fnðtÞ ¼ 2n #fð2n tÞ: It follows that
(ii) Z
R
j #fnðtÞj dt ¼
Z
R
j #fðtÞj dtp4:
By expression (i), we see that the series
P
kAZ
#fnðx þ 2kpÞ converges uniformly over
any compact of R: Deﬁne FðxÞ ¼PkAZ #fnðx þ 2kpÞ: F is a continuous periodic
function over R: Using the inverse formula, we ﬁnd
1
2p
Z 2p
0
FðxÞe
ﬃﬃﬃﬃ1p px dx ¼ fnðpÞ:
By Fre´je`r theorem, F ¼ un: It follows that, according to (ii),
jjunjjL1ð½0;2pÞp
Z
R
j #fnðtÞj dtp4:
We obtain result (3.4). &
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Deﬁne
ZngðyÞ ¼
X2n
k¼1
fnðkÞðQ2k1ðgÞcos kyþ Q2kðgÞsin kyÞ: ð3:5Þ
By Lemma 3.1 and assumption (3.1), we have
sup
gAG
jjZgjjNpc0; jZgðyÞ  Zgðy0Þjpc2jy y0jlog
4
jy y0j: ð3:6Þ
Now let gnt be the solution of the following s.d.e. on G (see [Ba,El,Ma1]):
dgnt ¼
X2n
k¼1
fnðkÞðe2k13dB2k1ðtÞ þ e2k3dB2kðtÞÞ  gnt ; gn0 ¼ Id: ð3:7Þ
Deﬁne
B˜2k1ðtÞ ¼ B2k1ðtÞ þ
ﬃﬃﬃﬃﬃ
k3
2
s Z t
0
Q2k1ðgns Þ ds; B˜2kðtÞ ¼ B2kðtÞ þ
ﬃﬃﬃﬃﬃ
k3
2
s Z t
0
Q2kðgns Þ ds:
Then there exists a probability measure Pˆn on ðO;FÞ under which fB˜kðtÞ;
k ¼ 1;y; 2ng is a sequence of independent Brownian motion and PˆnjFt ¼ Mn;t  P
where
Mt;n ¼ exp 
ﬃﬃﬃﬃﬃ
k3
2
s Z t
0
Q2k1ðgns ÞdB2k1ðsÞ þ Q2kðgns ÞdB2kðsÞ
8<
:
 k
3
4
Z t
0
ðQ22k1ðgns Þ þ Q22kðgns ÞÞ ds
9=
;:
The following result is immediate:
Proposition 3.2. Under the probability measure Pˆn; ðgnt ÞtX0 resolves the s.d.e.
dgnt ¼ ð3dy˜nt  Zngnt dtÞ  g
n
t ; g
n
0 ¼ Id;
where
y˜nt ¼
X2n
k¼1
fnðkÞðe2k1B˜2k1 þ e2kB˜2kÞ: ð3:8Þ
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Remark that the probability measure Pˆn changes when n varies. It is difﬁcult to
obtain the convergence result of ðgnt ÞtX0 at the level of processes. We have to work
with their laws.
Let nX1 be ﬁxed. We work now on the probability space ðO;F; PˆnÞ: Let yAS1:
Then gnt ¼ gnt ðyÞ satisﬁes the following s.d.e.:
dgnt ¼
X2n
k¼1
fnðkÞ
ﬃﬃﬃﬃﬃ
2
k3
r
ðcos kgnt dB2k1ðtÞ þ sin kgnt dB2kðtÞÞ  Zngnt ðg
n
t Þ dt ð3:9Þ
with the initial condition gn0 ¼ y: Remark that in the above expression, we denote Bk
instead of B˜k:
Proposition 3.3. Let T40 and pX1 be an integer. Then there exists a constant
Cp;T40 (independent of n) such that
Eðjgnt  gns j2pÞpCp;T jt  sjp: ð3:10Þ
Proof. Let Mnt be the martingale part of g
n
t : Then the quadratic variation of M
n
t is
given by
X2n
k¼1
f2nðkÞ
2
k3
ðcos2 kgnt þ sin2 kgnt Þp2
XN
k¼1
1
k3
:
Using the Bu¨rkho¨lder inequality for Mnt and the uniform estimate (3.6) for Z
n
gns
; we
get easily the result. &
Lemma 3.4. Let y; y0AS1 and Zt ¼ g
n
t ðyÞgnt ðy0Þ
4
: Splitting Zt into
dZt ¼ dMnt þ vnt dt; ð3:11Þ
where ðMnt ÞtX0 is the martingale part of Zt: Then
jvnt jpc2 jZtjlog
1
jZtj
ð3:12Þ
and
dZt  dZtpc1 Z2t log
1
jZtj
: ð3:13Þ
Proof. We have vnt ¼ 14ðZngnt ðgnt ðyÞÞ  Zngnt ðgnt ðy
0ÞÞÞ: Using (3.6), we get (3.12).
Now
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dZt  Zt ¼
1
4
 2 X2n
k¼1
f2nðkÞ
8
k3
sin2 k
gnt ðyÞ  gnt ðy0Þ
2
  
p 1
16
Vtðgnt ðyÞ; gnt ðy0ÞÞ
which is dominated by c1 Z2t log
1
jZtj
by (0.7). &
Having estimates (3.12) and (3.13), the same machinery as in Section 2 gives
Lemma 3.5. Let pX1 be an integer. It holds that
Eðjgnt ðyÞ  gnt ðy0Þj2pÞp42p
jy y0j
4
 2petK1ðpÞ
: ð3:14Þ
Lemma 3.6. Let ao0: It holds that
Eðjgnt ðyÞ  gnt ðy0ÞjaÞp
jy y0j
4
 aetKðaÞ
: ð3:15Þ
Lemma 3.7. Let Znt ðy; y0Þ ¼ jgnt ðyÞ  gnt ðy0Þj1: Then for pX1 integer, there exists a
constant Cp;T40 such that
EðjZnt ðy; y0Þ  Zns ð*y; *y0ÞjpÞ
pCp;T
4
d
 2peKð4pÞT
ðjy *yjpeK1ðpÞT þ jy0  *y0jpeK1ðpÞT þ jt  sjp=2Þ; ð3:16Þ
where jy y0jXd; j*y *y0jXd and t; sA½0; T :
Now letting ðy; y0Þ ¼ ð*y; *y0Þ in (3.16) and by Kolmogoroff modiﬁcation theorem,
t-Znt ðy; y0Þ has a continuous version for yay0 given. It follows that almost surely
gnt ðyÞagnt ðy0Þ for tA½0; T : Having this result in mind, we can use the Itoˆ formula to
c
gnt ðyÞ  gnt ðy0Þ
4
 
;
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where cðxÞ ¼ jxjp for any p41 (not necessarily integer). In this way, estimate (3.14)
holds for any p41: Now according to (3.10), we obtain that
Eðjgnt ðyÞ  gns ðy0Þj2pÞpCp;T ðjy y0j2pe
TK1ðpÞ þ jt  sjpÞ: ð3:17Þ
Choose p42 and T40 such that 2peTK1ðpÞ ¼ 2 or T is given by
TðpÞ ¼ log p
c2 þ c1p: ð3:18Þ
Remark that if c1 ¼ 0; TðpÞ could be chosen arbitrarily big. For c140; the maximum
of TðpÞ is attained at the point pc which satisﬁes
c2
c1
¼ pc log pc
e
: ð3:19Þ
We have
pc4e and TðpcÞ ¼ 1
c1pc
: ð3:20Þ
Let t0o1=c1pc: There exists d40 such that
Eðjgnt ðyÞ  gns ðy0Þj2pÞpCðjy y0j2þd þ jt  sj2þdÞ: ð3:21Þ
Let
X ¼ Cð½0; t0; CðS1; S1ÞÞ:
Denote by nn the law of gn ðÞ on X :
Theorem 3.8. The family fnn; nX1g is tight on X :
Proof. See Theorems 4.2 and 4.3 in [IW, pp. 17–20]. &
Therefore, there exists a subsequence nk such that nnk converges weakly to a
probability measure n on X : It is clear that
nfgAX ; g0 ¼ Idg ¼ 1:
Now for s; tA½0; t0 and y; y0AS1; consider the bounded continuous function
F :X-R deﬁned by
FðgÞ ¼ jgtðyÞ  gsðy0Þj2p; p41:
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Rewriting (3.17) in term of X :Z
X
FðgÞ dnnkpCp;Tðjy y0j2pe
TK1ðpÞ þ jt  sjpÞ
and letting k-þN;we getZ
X
jgtðyÞ  gsðy0Þj2p dnðgÞpCp;Tðjy y0j2pe
TK1ðpÞ þ jt  sjpÞ: ð3:22Þ
Let ao0: Consider the function FM : X-R deﬁned by
FMðgÞ ¼ jgtðyÞ  gtðy0Þja4M; M40:
By (3.15),
Z
X
FMðgÞdnnkp
jy y0j
4
 aeKðaÞt
:
Letting k-þN; we get
Z
X
FMðgÞdnp jy y
0j
4
 aeKðaÞt
:
It follows by letting M-þN;
Z
X
jgtðyÞ  gtðy0Þja dnp jy y
0j
4
 aeKðaÞt
: ð3:23Þ
By the proof of Lemma 2.6, we see that relations (3.22) and (3.23) yield to
Lemma 3.9. Let Ztðy; y0Þ¼jgtðyÞ gtðy0Þj1 and d40: Then for jy y0jXd; j*y *y0jXd
and s; tA½0; T  with Tpt0; we haveZ
X
jZtðy; y0Þ  Zsð*y; *y0ÞjpÞ
pCp;T
4
d
 2peKð4pÞT
ðjy *yjpeK1ðpÞT þ jy0  *y0jpeK1ðpÞT þ jt  sjp=2Þ:
Now by resolving the equation peK1ðpÞT ¼ 3; we get
TðpÞ ¼ log p=3
c2 þ c1p
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whose maximum is attained at the point p0 satisfying
c2
c1
¼ p0 log p0
3e
: ð3:24Þ
It follows that
p043e and Tðp0Þ ¼ 1
c1p0
: ð3:25Þ
Finally we get
Theorem 3.10. Let pðc1; c2Þ be defined in (3.24). Then for any T0o 1
c1pðc1; c2Þ; we have
nðfgAX ; gtAHomeoðS1Þ for tA½0; T0gÞ ¼ 1: ð3:26Þ
The inﬁnitesimal datas fek; kX1g given in (0.5) deﬁne a right invariant Laplace
operator on HomeoðS1Þ:
D ¼
XN
k¼1
ð@2e2k1 þ @2e2kÞ: ð3:27Þ
For F : HomeoðS1Þ-R in the form
FðgÞ ¼ f ðgðy1Þ;y; gðyNÞÞ; fACNðS1 ? S1Þ: ð3:28Þ
We have
ðDFÞðgÞ ¼
XN
i;j¼1
@2f
@xi@xj
BðgðyiÞ  gðyjÞÞ; ð3:29Þ
where BðyÞ ¼PNk¼1 2cos kyk3 : In fact,
ð@e2k1FÞðgÞ ¼
ﬃﬃﬃ
2
p XN
i¼1
@f
@xi
cos kgðyiÞﬃﬃﬃﬃﬃ
k3
p
and
ð@2e2k1FÞðgÞ ¼ 2
XN
i;j¼1
@2f
@xi@xj
cos kgðyiÞ cos kgðyjÞ
k3

ﬃﬃﬃ
2
p XN
i¼1
@f
@xi
k sin kgðyiÞ cos kgðyiÞﬃﬃﬃﬃﬃ
k3
p :
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In the same way, we compute ð@2e2k FÞðgÞ and obtain that
ð@2e2k1 þ @2e2kÞF ¼ 2
XN
i;j¼1
@2f
@xi@xj
cos kgðyiÞ cos kgðyjÞ þ sin kgðyiÞ sin kgðyjÞ
k3
¼ 2
XN
i;j¼1
@2f
@xi@xj
cos kðgðyiÞ  gðyjÞÞ
k3
:
Now summing over k; we get (3.29). &
Deﬁne
Dn ¼
X2n
k¼1
fnðkÞð@2e2k1 þ @2e2k Þ ð3:30Þ
and
ðLnFÞðgÞ ¼ 12ðDnFÞðgÞ  ðZng FÞðgÞ ð3:31Þ
for functions F deﬁned in (3.28).
Proposition 3.11. Define
ðLFÞðgÞ ¼ 12ðDFÞðgÞ  ðZgFÞðgÞ: ð3:32Þ
Then limn-þNðLnFÞðgÞ ¼ ðLFÞðgÞ uniformly in gAHomeoðS1Þ:
Proof. By Proposition 1.2 and using Abel transformation, ZngðyÞ converges to ZgðyÞ
uniformly with respect to ðg; yÞ: Now the explicit expressions forLn andL conclude
the result. &
In what follows, we shall denote
Y ¼ Cð½0; T0;HomeoðS1ÞÞ
and Fot the s-ﬁeld on Y generated by fgs; sptg:
Theorem 3.12. Let F be a function in form (3.28). Then under n;
Mt ¼ FðgtÞ  FðIdÞ 
Z t
0
ðLFÞðgsÞ ds
is a F0t -martingale over ½0; T0:
Proof. Under nn; Mnt ¼ FðgtÞ  FðIdÞ 
R t
0ðLnFÞðgsÞ ds is a F0t -martingale.
For sot and H : Y-R a bounded continuous function, which is F0s -measurable,
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we have Z
Y
Mnt H dnn ¼
Z
Y
Mns H dnn: ð3:33Þ
By Proposition 3.11, MtðgÞ ¼ limn-þN Mnt ðgÞ uniformly on Y : Taking the
subsequence nk in (3.33) and letting k-þN; we getZ
Y
MtH dn ¼
Z
Y
MsH dn:
It follows that EF
0
s
n ðMtÞ ¼ Ms: We get the result. &
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