At the quantum level, feedback-loops have to take into account measurement backaction. We present here the structure of the Markovian models including such back-action and sketch two stabilization methods: measurement-based feedback where an open quantum system is stabilized by a classical controller; coherent or autonomous feedback where a quantum system is stabilized by a quantum controller with decoherence (reservoir engineering). We begin to explain these models and methods for the photon box experiments realized in the group of Serge Haroche (Nobel Prize 2012). We present then these models and methods for general open quantum systems.
Introduction
Serge Haroche has obtained the Physics Nobel Prize in 2012 for a series of crucial experiments on observations and manipulations of photons with atoms. The book [33] , written with Jean-Michel Raimond, describes the physics (Cavity Quantum Electro-Dynamics, CQED) underlying these experiments done at Laboratoire Kastler Brossel (LKB). These experimental setups, illustrated on figure 1 and named in the sequel "the LKB photon box", rely on fundamental examples of open quantum systems constructed with harmonic oscillators and qubits. Their time evolutions are captured by stochastic dynamical models based on three features, specific to the quantum world and listed below.
1. The state of a quantum system is described either by the wave function |ψ a vector of length one belonging to some separable Hilbert space H of finite or infinite dimension, or, more generally, by the density operator ρ that is a non-negative Hermitian operator on H with trace one. When the system can be described by a wave function |ψ (pure state), the density operator ρ coincides with the orthogonal projector on the line spanned by |ψ and ρ = |ψ ψ| with usual Dirac notations. In general the rank of ρ exceeds one, the state is then mixed and cannot be described by a wave function. When the system is closed, the time evolution of |ψ is governed by the Schrödinger equation
where H is the system Hamiltonian, an Hermitian operator on H that could possibly depend on time t via some time-varying parameters (classical control inputs). When the system is closed, the evolution of ρ is governed by the Liouville/von-Neumann equation
2. Dissipation and irreversibility has its origin in the "collapse of the wave packet" induced by the measurement. A measurement on the quantum system of state |ψ or ρ is associated of an observable O, an Hermitian operator on H, with spectral decomposition µ λ µ P µ : P µ is the orthogonal projector on the eigen-space associated to the eigenvalue λ µ . The measurement process attached to O is assumed to be instantaneous and obeys to the following rules:
• the measurement outcome µ is obtained with probability P µ = ψ|P µ |ψ or P µ = Tr (ρP µ ), depending on the state |ψ or ρ just before the measurement;
• just after the measurement process, the quantum state is changed to |ψ + or ρ + according to the mappings |ψ → |ψ + = P µ |ψ ψ|P µ |ψ or ρ → ρ + = P µ ρP µ Tr (ρP µ )
where µ is the observed measurement outcome. These mappings describe the measurement back-action and have no classical counterpart.
3. Most systems are composite systems built with several sub-systems. The quantum states of such composite systems live in the tensor product of the Hilbert spaces of each sub-system. This is a crucial difference with classical composite systems where the state space is built with Cartesian products. Such tensor products have important implications such as entanglement with existence of non separable states. Consider a bipartite system made of two sub-systems: the sub-system of interest S with Hilbert space H S and the measured sub-system M with Hilbert space H M . The quantum state of this bi-partite system (S, M ) lives in H = H S ⊗ H M . Its Hamiltonian H is constructed with the Hamiltonians of the sub-systems, H S and H M , and an interaction Hamiltonian H int made of a sum of tensor products of operators (not necessarily Hermitian) on S and M : H = H S ⊗ I M + H int + I S ⊗ H M with I S and I M identity operators on H S and H M , respectively. The measurement operator O = I S ⊗ O M is here a simple tensor product of identity on S and the Hermitian operator O M on H M , since only M is directly measured. Its spectrum is degenerate: the multiplicities of the eigenvalues are necessarily greater or equal to the dimension of H S .
This paper shows that, despite different mathematical formulations, dynamical models describing open quantum systems admit the same structure, essentially given by the Markov model (8) , and directly derived from the three quantum features listed here above. Section 2 explains the construction of such Markov models for the LKB photon box and its stabilization by measurement-based and coherent feedbacks. These stabilizing feedbacks rely on control Lyapunov functions, quantum filtering and reservoir engineering. The next sections explain these models and methods for general open quantum systems. In section 3 (resp. section 4) general discrete-time (resp. continuous-time) systems are considered. In appendix, operators, key states and formulae are presented for the quantum harmonic oscillator and for the qubit, two important quantum systems. These notations are used and not explicitly recalled throughout sections 2, 3 and 4.
2 The LKB photon box Figure 1 : Scheme of the LBK experiment where photons are observed via probe atoms. The photons in blue are trapped between the two mirrors of the cavity C. They are probed by two-level atoms (the small pink torus) flying out the preparation box B, passing through the cavity C and measured in D. Each atom is manipulated before and after C in Ramsey cavities R 1 and R 2 , respectively. It is finally detected in D either in ground state |g or in excited state |e .
The ideal Markov model
The LKB photon box of figure 1, a bi-partite system with the photons as first sub-system and the probe atom as second sub-system, illustrates in an almost perfect and fundamental way the three quantum features listed in the introduction section. This system is a discrete time system with sampling period τ around 80 µs, the time interval between probe atoms.
Step k ∈ N corresponds to time t = kτ . At t = kτ , the photons are assumed to be described by the wave function |ψ k of an harmonic oscillator (see appendix A). At t = kτ , the probe atom number k, modeled as a qubit (see appendix B), gets outside the box B in ground state |g . Between t ∈ [kτ, (k + 1)τ [, the wave function |Ψ of this composite system, photons/atom number k, is governed by a Schrödinger evolution
with starting condition |Ψ kτ = |ψ k ⊗ |g and where H is the photons/atom Hamiltonian depending possibly on t. Appendix C presents typical Hamiltonians in the resonant and dispersive cases. We have thus a propagator between t = kτ and t = (k + 1)τ − , U (kτ,(k+1)τ − ) , from which we get |Ψ at time t = (k + 1)τ − , just before detector D where the energy of the atom is measured via O = I S ⊗ σ z . The following relation,
• For any function g : R → R, V g (ρ) = Tr (g(N )ρ) is a martingale:
where E (x / y) stands for conditional expectation of x knowing y. This results from elementary properties of the trace and from the commutation of M g and M e with N .
• For any integern, the photon-number state |n n| (n ∈ N) is a steady-state: any realization of (3) starting from ρ 0 = |n n| is constant: ∀k ≥ 0, ρ k ≡ |n n|.
• When (φ R , φ 0 , π) are Q-independent, there is no other steady state than these photonnumber states. Moreover, for any initial density operator ρ 0 with a finite photon-number support (ρ 0 |m = 0 for m large enough), the probability that ρ k converges towards the steady state |n n| is Tr (|n n|ρ 0 ) = n|ρ 0 |n . Since Tr (ρ 0 ) = 1 = n∈N n|ρ 0 |n , the Markov process (3) converges almost surely towards a photon-number state, whatever its initial state ρ 0 is.
The proof of this convergence result is essentially based on a Lyapunov function, a supermartingale, V (ρ) = − n∈N n |ρ| n 2 . Simple computations yield
where Q(ρ) ≥ 0 is given by the following formula
Since (φ 0 , φ R , π) are Q-independent, Q(ρ) = 0 implies that, for somen ∈ N, ρ = |n n|. One concludes then with usual probability and compactness arguments [39] , despite the fact that the underlying Hilbert space is of infinite dimension. Other and also more precise results can be found in [9].
Stabilization of photon-number states by feedback
Taken ∈ N. With measurement operators (4), the Markov process (3) admitsρ = |n n| as steady state. We describe here the measurement-based feedback (quantum-state feedback) implemented experimentally in [57] and that stabilizesρ. Here the scalar classical control input u consists in applying, just after the atom measurement in D, a coherent displacement of tunable amplitude u. This yields the following control Markov process
where u k ∈ R is the control at step k, D u = e ua † −ua is the displacement of amplitude u (see appendix A) and y k is the measurement outcome at step k.
The stabilization ofρ is based on a state-feedback function f , u = f (ρ), such that almost all closed-loop trajectories of (5) with u k = f (ρ k ) converge towardsρ for any initial condition ρ 0 . The construction of f exploits the open-loop martingales Tr (g(N )ρ) to construct the following strict control Lyapunov function:
where ǫ > 0 is small enough and
if n =n;
The weight σ n are all non negative, n → σ n is strictly decreasing (resp. increasing) for n ≤n (resp. n ≥n) and minimum for n =n. The feedback law u = f (ρ) is obtained by choosing u such that the expectation value of V ǫ (ρ k+1 ), knowing ρ k = ρ and u k = u, is as small as possible:
whereū > 0 is some prescribed bound on |u|. Such a feedback law achieves global stabilization since, in closed-loop, the Lyapunov function is strict:
Formal convergence proofs can be found in [3] for any finite dimensional approximations resulting from a truncation to a finite number of photons and in [60] for the infinite dimension.
A more realistic Markov model with detection errors
The experimental implementation of the above feedback law [57] has to cope with several sources of imperfections. We focus here on measurement errors and show how the Markov process has to be changed to take into account these errors. Assume that we know the detection error rates characterized by P(y = e/µ = g) = η g ∈ [0, 1] (resp. P(y = g/µ = e) = η e ∈ [0, 1]) the probability of erroneous assignation to e (resp. g) when the atom collapses in g (resp. e). Without error, the quantum state ρ k obeys to (3) . A direct application of Bayes law provides the expectation of ρ k+1 , knowing ρ k and the effective detector signal y k , possibly corrupted by a detection error. When y k = g, this expectation value is given by
and, when y k = e, by
. Moreover the probability to get
and to get y k = e is
e . This means that the Markov process (3) must be changed to
being the probabilities to detect y k = g and e, respectively. The quantum state ρ k is thus a conditional state: it is the expectation value of the projector associated to the photon wave function at step k, knowing its value at step k = 0 and the detection outcomes (y 0 , . . . , y k−1 ).
All other experimental imperfections including decoherence can be treated in the same way (see, e.g., [26, 59] ) and yield to a quantum state governed by a Markov process with a similar structure. In fact all usual models of open quantum systems admit the same structure, either in discrete-time (see section 3) or in continuous-time (see section 4).
The real-time stabilization algorithm
Let us give more details on the real-time implementation used in [57] of this quantum-state feedback. The sampling period τ is around 80 µs. The controller set-point is an integern labelling the steady-stateρ = |n n| to be stabilized. At time step k, the real-time computer 1. reads y k the measurement outcome for probe atom k;
2. updates the quantum state from previous step value ρ k−1 to ρ k using y k and a Markov model slightly more complicated but of same structure as (6); this update corresponds to a quantum filter (see subsection 3.3).
3. computes u k as f (ρ k ) (state feedback) where f results from minimizing the expectation of the control Lyapunov function V ǫ (ρ) at step k + 1, knowing ρ k ;
4. send via an antenna a micro-wave pulse calibrated to obtain the displacement D u k on the photons.
All the details of this quantum feedback are given in [56] . In particular, the Markov model takes into account several experimental imperfections such as finite life-time of the photons (around 1/10 s) and a delay of 5 steps in the feedback loop. Convergence results related to this feedback scheme are given in [3] .
Reservoir engineering stabilization of Schrödinger cats
It is possible to stabilize the photons trapped in cavity C (figure 1) without any such measurement-based feedback, just by well tuned interactions with the probe atoms and without measuring them in D. Such kind of stabilization, known as reservoir engineering [51] , can be seen as a generalization of optical pumping techniques [37] . Such stabilization methods are illustrative of coherent (or autonomous) feedback where the controller is an open quantum system. In [54] , a realistic implementation of such passive stabilization method is proposed. It stabilizes a coherent superposition of classical photon-states with opposite phases, a Schrödinger phase-cats with wave functions of the form (|α + i|-α )/ √ 2, where |α is the coherent state of amplitude α ∈ R. We explain here the convergence analysis of such passive stabilization using the notations and operator definitions given in appendix A.
The atom entering the cavity C is prepared through R 1 in a partially excited state cos(u/2)|g + sin(u/2)|e with u ∈ [0, π/2[ (south hemisphere of the Bloch sphere). Its interaction with the photons is first dispersive with positive detuning during its entrance, then resonant in the cavity middle and finally dispersive with negative detuning when leaving the cavity. The resulting measurement operators M g and M e appearing in (3) admit then the following form (see [55] for detailed derivations):
with n → h(n) a real function, with I standing for I S , with
Since we do not measure the atoms, the photon state ρ k+1 at step k + 1 is given by the following recurrence from the state ρ k at step k:
Consider the change of frame associated to the unitary transformation e
It is proved in [40] that, since |u| ≤ π/2, exists a unique common eigen-state | ψ ∈ H S of M g and M e . Thus ρ ∞ = | ψ ψ| is a fixed point of K. It is also proved in [40] that the ρ k 's converge to ρ ∞ when the function θ is strictly increasing. Since the underlying Hilbert space H S is of infinite dimension, it is important to precise the type of convergence. For any initial condition ρ 0 such that Tr (N ρ 0 ) < +∞, then lim k →+∞ Tr ( ρ k − ρ ∞ ) 2 = 0 (Frobenius norm on Hilbert-Schmidt operators). Since
When θ is not strictly increasing, we conjecture that such convergence towards ρ ∞ still holds true. For well chosen experimental parameters [55] , ρ ∞ is close to a coherent state |α ∞ α ∞ | for some α ∞ ∈ R and h(N ) ≈ πN 2 /2 . Since 
Discrete-time systems
The theory of open quantum systems starts with the contributions of Davies [25] . The goal of this section is first to present in an elementary way the general structure of the Markov models describing such systems. Some related stabilization problems are also addressed. Throughout [55] . Right: Wigner function of a prefect Schrödinger phase-cat,
an average number of photons identical to ρ ∞ (α ∞ = Tr (N ρ ∞ )). The color map is identical to figure 3.
this section, H is an Hilbert space; for each time-step k ∈ N, ρ k denotes the density operator describing the state of the quantum Markov process; for all k, ρ k is an Hilbert-Schmidt operator on H, Hermitian and of trace one; the set of continuous operators on H is denoted by L(H); expectation values are denoted by the symbol E ( ).
Markov models
Take a positive integer m and consider a finite set (M µ ) µ∈{1,...,m} of operators on H such that
where I is the identity operator. Then each M µ ∈ L(H). Take another positive integer m ′ and consider a left stochastic m ′ × m-matrix (η µ ′ µ ): its entries are non-negative and ∀µ ∈ {1, . . . , m},
Consider the Markov process of state ρ and output y ∈ {1, . . . , m ′ } (measurement outcome) defined via the transition rule
where
Kraus and unital maps
The Kraus map K corresponds to the master equation of (8) . It is given by the expectation value of ρ k+1 knowing ρ k :
In quantum information [48] such Kraus maps describe quantum channels. They admit many interesting properties. In particular, they are contractions for many metrics (see [50] for the characterization, in finite dimension, of metrics for which any Kraus map is a contraction). We just recall below two such metrics. For any density operators ρ and σ we have
where the trace distance D and fidelity F are given by
Fidelity is between 0 and 1:
If σ = |ψ ψ| is a pure state (|ψ element of H of length one), F (ρ, σ) coincides with the Frobenius product: F (ρ, |ψ ψ|) ≡ Tr (ρ|ψ ψ|) = ψ|ρ|ψ . Kraus maps provide the evolution of open quantum systems from an initial state ρ 0 without information coming from the measurements (see [33, chapter 4 : the environment is watching]):
This corresponds to the "Schrödinger description" of the dynamics. The "Heisenberg description" is given by the dual map K * . It is characterized by Tr (AK(ρ)) = Tr (K * (A)ρ) and defined for any operator A on H by
Technical conditions on A are required when H is of infinite dimension, they are not given here (see, e.g., [25] ). The map K * is unital since (7) reads K * (I) = I. As K, the dual map K * admits a lot of interesting properties. It is noticed in [58] that, based on a theorem due of Birkhoff [14] , such unital maps are contractions on the cone of non-negative Hermitian operators equipped with the Hilbert's projective metric. In particular, when H is of finite dimension, we have, for any Hermitian operator A:
where λ min and λ max correspond to the smallest and largest eigenvalues. As shown in [52] , such contraction properties based on Hilbert's projective metric have important implications in quantum information theory. To emphasize the difference between the "Schrödinger description" and the 'Heisenberg description" of the dynamics, let us translate convergence issues from the "Schrödinger description" to the "Heisenberg one". Assume, for clarity's sake, that H is of finite dimension. Suppose also that K admits the density operatorρ as unique fixed point and that, for any initial density operator ρ 0 , the density operator at step k, ρ k , defined by k iterations of K, converges towardsρ when k tends to ∞. Then k → D(ρ k ,ρ) is decreasing and converges to 0 whereas k → F (ρ k ,ρ) is increasing and converges to 1.
The translation of this convergence in the "Heisenberg description" is the following: for any initial operator A 0 , its k iterates via K * , A k , converge towards Tr (A 0ρ ) I. Moreover when A 0 is Hermitian, k → λ min (A k ) and k → λ max (A k ) are respectively increasing and decreasing and both converge to Tr (A 0ρ ).
Quantum filtering
Quantum filtering has its origin in Belavkin's work [13] 
Thus (ρ, ρ est ) is the state of an extended Markov process governed by the following rule
with transition probability
When H is of finite dimension, it is shown in [59] with an inequality proved in [53] that such discrete-time quantum filters are always stable in the following sense: the fidelity between ρ and its estimate ρ est is a sub-martingale for any initial condition ρ 0 and ρ 
Stabilization via measurement-based feedback
Assume now that the operators M µ appearing in (8) and satisfying (7), depend also on a control input u belonging to some admissible set U (typically a discrete set or a compact subset of R p for some positive integer p). Then we have the following control Markov model with input u ∈ U , hidden state ρ and measured output y ∈ {1, . . . , m ′ }:
Assume that for some nominal admissible inputū ∈ U , this Markov process admits a steady stateρ. This means that, for any µ ′ ∈ {1, . . . , m ′ } we have µ η µ ′ µ M µ (ū)ρM † µ (ū) = P µ ′ (ρ,ū)ρ. The measurement-based feedback stabilization of the steady-stateρ is the following problem: for any initial condition ρ 0 , find for any k ∈ N a control input u k ∈ U depending only on ρ 0 and on the past y values, (y 0 , . . . , y k−1 ), such that ρ k converges almost surely towardsρ.
Quantum-state feedback scheme, u = f (ρ), can be used here. They can be based on Lyapunov techniques. Potential candidates of Lyapunov functions V (ρ) could be related to the metrics for which the open-loop Kaus map withū is contracting. Specific V depending on the precise structure of the system could be more adapted as for the LKB photon box [3] . Such Lyapunov feedback laws are then given by the minimization versus u ∈ U of
Assume that we have a stabilizing feedback law u = f (ρ):ū = f (ρ) and the trajectories of (13) with u k = f (ρ k ) converge almost surely towardsρ. Since ρ is not directly accessible, one has to replace ρ k by its estimate ρ est k to obtain u k . Experimental implementations of such quantum feedback laws admit necessarily an observer/controller structure governed by a Markov process of state (ρ, ρ est ) with the following transition rule:
with probability [16] a separation principle is proved with elementary arguments (see also [3] ): if H is of finite dimension, ifρ is a pure state (ρ = |ψ ψ | for some |ψ in H) and if Ker(ρ est 0 ) ⊂ Ker(ρ 0 ), then almost all realizations of (14) converge to the steady-state (ρ,ρ). The stabilizing feedback schemes used in experiments [57] and [65] exploit such observer/controller structure and rely on this separation principle where the design of the stabilizing feedback (controller) and of the quantum-state filter (observer) are be done separately.
With such feedback scheme we loose the linear formulation of the ensemble-average master equation with a Kraus map. In general, there is no simple formulation of the master equation governing the expectation value of ρ k in closed-loop. Nevertheless, for systems where the measurement step producing the output y k is followed by a control action characterized by u k , it is possible via a static output feedback, u k = f (y k ) where f is now some function from {1, . . . , m ′ } to U , to preserve in closed-loop such Kraus-map formulations. These specific feedback schemes, called Markovian feedbacks, are due to Wiseman and have important applications. They are well explained and illustrated in the recent book [64] .
Stabilization of pure states by reservoir engineering
With T as sampling period, a possible formalization of this passive stabilization method is as follows. The goal is to stabilize a pure stateρ S = |ψ S ψ S | for a system S with Hilbert space H S and Hamiltonian operator H S (|ψ S ∈ H S is of length one). To achieve this goal consider a "realistic" quantum controller of Hilbert space H C with initial state |θ C and with Hamiltonian H C . One has to design an adapted interaction between S and C with a well chosen interaction Hamiltonian H int , an Hermitian operator on H S,C = H S ⊗ H C . This controller C and its interaction with S during the sampling interval of length T have to fulfill the conditions explained below in order to stabilizeρ S .
Denote by U S,C = U (T ) the propagator between 0 and time T for the composite system (S, C): U (t) is the unitary operator on H S,C defined by
where I S , I C and I S,C are the identity operators on H S , H C , and H S,C , respectively. To the propagator U S,C and the initial controller wave function |θ C ∈ H C is attached a Kraus map
where the operators M µ on H S are defined by the decomposition,
with (|λ µ ) any ortho-normal basis of H C . Despite the fact that the operators (M µ ) depend on the choice of this basis, the Kraus map K is independent of this choice: it depends only on U S,C and |θ C . The first stabilization condition is the following: the Kraus operators M µ have to admit |ψ S as a common eigen-vector sinceρ S has to be a fixed point of K (K(ρ S ) =ρ S ).
The second stabilization condition is the following: for any initial density operator ρ S,0 , the iterates ρ S,k of K converge toρ S , i.e.,
When these two conditions are satisfied, the repetition of the same interaction for each sampling interval [kT, (k + 1)T ] (k ∈ N) with a controller-state |θ C at kT ensures that the density operator of S at kT , ρ S,k , converges toρ S since ρ S,k = K(ρ S,k−1 ). Here, the so-called reservoir is made of the infinite set of identical controller systems C indexed by k ∈ N, with initial state |θ C and interacting sequentially with S during [kT, (k + 1)T ].
Continuous-time systems 4.1 Stochastic master equations
These models have their origins in the work of Davies [25] , are related to quantum trajectories [18, 24] and are connected to Belavkin quantum filters [13] . A modern and mathematical exposure of the diffusive models is given in [5] . These models are interpreted here as continuous-time versions of (8). They are based on stochastic differential equations, also called Stochastic Master Equations (SME). They provide the evolution of the density operator ρ t with respect to the time t. They are driven by a finite number of independent Wiener processes indexed by ν, (W ν,t ), each of them being associated to a continuous classical and real signal, y ν,t , produced by detector ν. These SMEs admit the following form:
where H is the Hamiltonian operator on the underlying Hilbert space H and L ν are arbitrary operators (not necessarily Hermitian) on H. Each measured signal y ν,t is related to ρ t and W ν,t by the following output relationship:
where η ν ∈ [0, 1] is the efficiency of detector ν. The ensemble average of ρ t obeys thus to a linear differential equation, also called master or Lindblad-Kossakowski differential equation [38, 41] :
It is the continuous-time analogue of the Kraus map K associated to the Markov process (6) . In fact (8) and (15) have the same structure. This becomes obvious if one remarks that, with standard Itō rules, (15) admits the following formulation
With such a formulation, it becomes clear that (15) preserves the trace and the non-negativeness of ρ. This formulation provides also directly a time discretization numerical scheme preserving non-negativeness of ρ (see appendix D). Mixed diffusive/jump stochastic master equations can be considered. Additional Poisson counting processes (N µ (t)) are added in parallel to the Wiener processes (W ν,t ) [2] :
where the V µ 's are operators on H, where the additional parameters θ µ , η µ,µ ′ ≥ 0 with
dt is the probability to increment by one N µ between t and t + dt. The above stochastic model is similar to the discrete-time Markov process (8) . The transition from ρ t to ρ t+dt is given by the following two possibilities (the probability to have between t and t + dt, dN µ = dN µ ′ = 1 for µ = µ ′ is negligible since an o(dt)):
• either, for some µ, dN µ (t) = N µ (t + dt) − N µ (t) = 1, then we have the transition
Such transition relationships can be exploited by numerical integration schemes in order to preserve positiveness of ρ. In particular, when all η ν , θ µ and η µ,µ ′ are equal to zero, we recover, up to second order terms, the explicit Euler numerical scheme for the Lindblad-Kossakovski equation. More details are given in appendix D.
Quantum filtering
For clarity's sake, take in (15) a single measurement y t associated to operator L, detection efficiency η ∈ [0, 1] and scalar Wiener process W t :
The continuous-time counterpart of (12) provides the estimate ρ est t by the Belavkin quantum filtering process
initialized to any density matrix ρ est 0 . Thus (ρ, ρ est ) obeys to the following set of nonlinear stochastic differential equations
It is proved in [2] that such filtering process is always stable in the sense that, as for the discrete-time case, the fidelity between ρ t and ρ est t is a sub-martingale. In [62] a first convergence analysis of these filters is proposed. Nevertheless the convergence characterization in terms of the operators H, L and the parameter η remains an open problem as far as we know.
Formulations of quantum filters for stochastic master equations driven by an arbitrary number of Wiener and Poisson processes can be found in [2] .
Stabilization via measurement-based feedback
Assume that the Hamiltonian H = H 0 + uH 1 appearing in (16) depends on some scalar control input u, H 0 and H 1 being Hermitian operators on H. Assume also thatρ = |ψ ψ | is a steady-state of (16) for u = 0. Necessarily |ψ is an eigen-vector of each L ν , L ν |ψ = λ ν |ψ for some λ ν ∈ C. This implies thatρ is also a steady-state of (15) 
The stabilization ofρ consists then in finding a feedback law u = f (ρ) with f (ρ) = 0 such that almost all trajectories ρ t of the closedloop system (15) with H = H(t) = H 0 + f (ρ t )H 1 converge toρ when t tends to +∞. Such feedback law could be obtained by Lyapunov techniques as in [47] . As in the discrete-case, ρ t is replaced, in the feedback law, by its estimate ρ est t obtained via quantum filtering. Convergence is then guarantied as soon as Ker ρ est 0 ⊂ Ker ρ 0 [16] . Other feedback schemes not relying directly on the quantum state ρ t but still based on past values of the measurement signals y ν can be considered (see [64] for Markovian feedbacks; see [63, 17] for recent experimental implementations).
Stabilization via coherent feedback
This passive stabilization method has its origin, for classical system, in the classical Watt regulator where a mechanical system, the steam machine, was controlled by another mechanical system, a conical pendulum. As initially shown in [44] , the study of such closed-loop systems highlights stability and convergence as the main mathematical issues. For quantum systems, these issues remain similar and are related to reservoir engineering [51, 42] .
As in the discrete-time case, the goal remains to stabilize a pure stateρ S = |ψ S ψ S | for system S (Hilbert space H S and Hamiltonian H S ) by coupling to the controller system C (Hilbert space H C , Hamiltonian H C ) via the interaction H int , an Hermitian operator on H S ⊗ H C . The controller C is subject to decoherence described by the set L C,ν of operators on H C indexed by ν. The closed-loop system is a composite system with Hilbert space H = H S ⊗H C . Its density operator ρ obeys to (16) with H = H S ⊗I C +I S ⊗H C +H int and L ν = I S ⊗L C,ν ( I S and I C identity operators on H S and H C , respectively). Stabilization is achieved when ρ(t) converges, whatever its initial condition ρ(0) is, to a separable state of the formρ S ⊗ρ C whereρ C could possibly depend on t and/or on ρ(0). In several interesting cases, such as cooling [32] , coherent feedback is shown to outperform measurement-based feedback.
The asymptotic analysis (stability and convergence rates) for such composite closed-loop systems is far from being obvious, even if such analysis is based on known properties for each subsystem and for the coupling Hamiltonian H int .
When H is of infinite dimension, convergence analysis becomes more difficult. To have an idea of the mathematical issues, we will consider two examples of physical interest. The first one is derived form [55] :
where u, κ and κ c are strictly positive parameters. It is shown in [55] , that (17) admits a unique steady state ρ ∞ given by its Glauber-Shudarshan P distribution:
where |x is the coherent state of real amplitude x and where the non-negative weight function µ reads
with r c = 2κ c /(κ + κ c ) and α c ∞ = 2u/(κ + κ c ). The normalization factor µ 0 > 0 ensures that
e., Tr (ρ ∞ ) = 1. We conjecture that any solution ρ(t) of (17) 
This partial differential equation is derived from the correspondence relationships (20) and
. We conjecture that W ρ (t, x, p) converges, when t → +∞, towards
for any initial condition W 0 = W ρ 0 with finite energy, i.e., such that (see, e.g., [33] [equation (A.42)]),
The second example is derived from [46] and could have important applications for quantum computations. It is governed by the following master equation:
where u > 0 and κ > 0 are constant parameters and r is an integer greater than 1. Set α = r 2u/κ and for s ∈ {0, 1, . . . , r − 1},ᾱ s = e 2isπ/rᾱ . Denote by |ᾱ s the coherent state of complex amplitudeᾱ s . Computations exploiting properties of coherent states recalled in appendix A show that, for any s, |ᾱ s ᾱ s | is a steady state of (18) . Moreover the set of steady states corresponds to the density operatorsρ with support inside the vector space spanned by the |ᾱ s for s ∈ {0, 1, . . . , r − 1}. We conjecture that, for initial conditions ρ(0) with finite energy (Tr (ρN ) < ∞), the solutions of (18) are well defined and converge in Frobenius norm to such steady statesρ possibly depending on ρ(0). Having sharp estimations of the convergence rates is also an open question. We cannot apply here the existing general convergence results towards "full rank steady-states" (see, e.g., [4] 
Concluding remarks
The above exposure deals with specific and limited aspects of modelling and control of open quantum systems. It does not consider many other interesting developments such as
• controllability and motion planing in finite dimension [23, 31] and in infinite dimension (see, e.g., [10, 11, 12, 21, 27] );
• quantum Langevin equations and input/output approach [28] , quantum signal amplification [22] and linear quantum systems [35] ;
• (S, L, H) formalism for quantum networks [30] ;
• master equations and quantum Fokker Planck equations [19, 20] ;
• optimal control methods [49, 7, 8, 15, 29] .
More topics can also be found in the review articles [43, 34, 1] .
A Quantum harmonic oscillator
We just recall here some useful formulae (see, e.g., [6] ). The Hamiltonian formulation of the classical harmonic oscillator of pulsation ω > 0,
x, is as follows:
. The correspondence principle yields the following quantization: H becomes an operator H on the function of x ∈ R with complex values. The classical state (x(t), p(t)) is replaced by the quantum state |ψ t associated to the function ψ(x, t) ∈ C. At each t, R ∋ x → ψ(x, t) is measurable and R |ψ(x, t)| 2 dx = 1: for each t, |ψ t ∈ L 2 (R, C).
The Hamiltonian H is derived from the classical one H by replacing x by the Hermitian operator X ≡ 
The Hamilton ordinary differential equations are replaced by the Schrödinger equation,
−∞ ψ * ∂ψ ∂x dx, (real quantity via an integration by part).
It is very convenient to introduced the annihilation operator a and creation operator a † :
We have Since [a, a † ] = I, the spectral decomposition of a † a is simple. The Hermitian operator N = a † a, the photon-number operator, admits N as non degenerate spectrum. The normalized eigenstate |n associated to n ∈ N, is denoted by |n . Thus the underlying Hilbert space reads
where (|n ) n∈N is the Hilbert basis of photon-number states (also called Fock states). For n > 0, we have
The ground state |0 is characterized by a|0 = 0. It corresponds to the Gaussian function
. For any function f we have the following commutations
In particular for any angle θ, e iθN ae −iθN = e −iθ a. For any amplitude α ∈ C, the Glauber displacement unitary operator D α is defined by The terminology displacement has its origin in the following property derived from BakerCampbell-Hausdorff formula:
To the classical state (x, p) is associated a quantum state usually called coherent state of complex amplitude α = (x + ıp)/ √ 2 and denoted by |α :
|α corresponds to the translation of the Gaussian profile corresponding to vacuum state |0 :
This usual notation is potentially ambiguous: the coherent state |α is very different from the photon-number state |n where n is a non negative integer: The probability p n to obtain n ∈ N during the measurement of N with |α obeys to a Poisson law p n = e −|α| 2 |α| 2n /n!. The resulting average energy is thus given by α|N |α = |α| 2 . Only for α = 0 and n = 0, these quantum states coincide. The coherent state α ∈ C is the unitary eigenstate of a associated to the eigenvalue α ∈ C: a|α = α|α . Since H/ = ω(N + A possible definition of the Wigner function W ρ attached to any density operator ρ is as follows: 
B Qubit
The underlying Hilbert space H = C 2 = {c g |g + c e |e , c g , c e ∈ C} where (|g , |e ) is the ortho-normal frame formed by the ground state |g and the excited state |e . It is usual to consider the following operators on H:
σ -= |g e|, σ + = σ - † = |e g|, σ x = σ -+ σ + = |g e| + |e g|, σ y = iσ -− iσ + = i|g e| − i|e g|, σ z = σ + σ -− σ -σ + = |e e| − |g g|. since for any angle θ we have e iθσx = cos θ + i sin θσ x , e iθσy = cos θ + i sin θσ y , e iθσz = cos θ + i sin θσ z .
Since the Pauli operators anti-commute, we have the useful relationships:
e iθσx σ y = σ y e −iθσx , e iθσy σ z = σ z e −iθσy , e iθσz σ x = σ x e −iθσz .
The orthogonal projector ρ = |ψ ψ|, the density operator associated to the pure state |ψ , obeys to the Liouville equation
. Mixed quantum states are described by ρ that are Hermitian, non-negative and of trace one. For a qubit, the Bloch sphere representation is a useful tool exploiting the smooth correspondence between such ρ and the unit ball of R 3 considered as Euclidian space: ρ = I + xσ x + yσ y + zσ z 2 , (x, y, z) ∈ R 3 , x 2 + y 2 + z 2 ≤ 1. 
D A positiveness-preserving numerical scheme
This appendix describes a positiveness-preserving formulation of the Euler-Milstein scheme for the numerical integration of stochastic master equations driven by a single Wiener process. They admit the following form
