We show that the critical problem
Introduction.
In this paper we consider the semilinear Neumann problem −∆u + λu = |u| 2 * −2 u + a|u| q−2 u in Ω, ∂u ∂ν = 0 on ∂Ω, (1.1) where Ω ⊂ R N (N ≥ 3) is a bounded domain with smooth boundary having certain symmetries (to be specified below), λ > 0, a ≥ 0, are constants, ν is the unit outer normal to ∂Ω, 2 * = 2N/(N − 2) and 2 < q < 2N/(N − 2).
Certain physical as well as biological situations have been modeled by such boundary value problems. We refer to [9] , for such applications.
Much progress on the existence and qualitative behaviour of solutions for (1.1) with a = 0 has been made in the last few years. To state the results, we define the energy functional associated with (1.1):
A solution of (1.1) is called a least energy solution if it minimizes the functional I λ (u) in {u ∈ H 1 (Ω) : I λ (u), u = 0, u = 0}. Of particular interest has been the existence of solutions which exhibit a concentration phenomenon when λ → ∞. This was first shown for the problem −∆u + λu = u p−1 , u > 0 in Ω, ∂u ∂ν = 0 on ∂Ω, (1.3) in the subcritical case 2 < p < 2N/(N − 2), by Lin and Ni in [10] , Lin, Ni and Takagi in [11] , Ni and Takagi in [13, 14] , where it is shown that a nonconstant least energy solution exists for λ sufficiently large, and that such a solution must have only one maximum point on Ω, which must be on the boundary ∂Ω and tends to the point of maximum mean curvature of the boundary as λ goes to ∞.
Similar studies have also been carried out for (1.3) in the critical case (p = 2N/(N − 2)). In particular, Adimurthi and Mancini [1] , Adimurthi, Mancini and Yavada [2] , Adimurthi, Pacella and Yavada [4] , and Wang [24, 26] have established the existence and multiplicity of solutions. In [3] as well as in [27] , the concentration behavior of such solutions is also established.
A solution of (1.1) is said to be a low-energy solution if its energy is less than
2N , where S is the Sobolev constant. It has been shown in [4] , [15] , that all such solutions share a common property, namely that they are single-peaked on ∂Ω in the sense that each solution attains its maximum on Ω, only at one point on ∂Ω. In [2] and [20] , among other results, the existence of solutions of (1.3) concentrating at a nondegenerate critical point of the mean curvature of ∂Ω as λ goes to infinity has been established when N ≥ 6. It has also been shown in [4] , [27] for N ≥ 5, that if P 0 is a strict local maximum point of the mean curvature function of the boundary ∂Ω, then for λ sufficiently large, there exists a nonconstant low energy solution of (1.3) with p = 2N/(N − 2), with its peaks P λ ∈ ∂Ω converging to P 0 as λ → ∞. See also [28] for a survey. The same result was proved in [21] for N = 3.
In addition to the study of low energy solutions of (1.2) with 2 < p ≤ 2N/(N − 2), recently much effort has been made to study the existence and qualitative behaviour of higher energy solutions, see for example [20] , [25] , [26] , [27] , [29] . For the special case when the domain has certain symmetries, Wang in [25] , [29] , Maier-Paape, K. Schmitt, Z.-Q. Wang in [16] , showed the existence of solutions of (1.3), (p = 2N/(N − 2)); with multiple peaks (of related symmetry), located on ∂Ω.
Recently Z.-Q. Wang [25] showed that if Ω = −Ω, N = 3, 4, then for λ sufficiently large, there is a solution of (1.3), p = 2N/(N − 2), which concentrates at either two points on ∂Ω or only at the origin. Wang's result does not specify which of the two cases occurs.
To the best of the authors knowledge there does not seem to be any result on the existence of solutions of (1.3), p = 2N/(N − 2), with interior peaks. In the sub-critical case there are some results on the existence and location of interior peaks. See for example [8] , [30] , [31] . The purpose of this paper is to study the existence of positive solutions of (1.1) which concentrate at interior points of Ω.
One of our main results in this paper, Theorem 1.2 shows that if a = 0 in (1.1), then there are no positive solutions with interior peaks. On the other hand, if a > 0, we show, Theorem 1.1, that, under some symmetry conditions on Ω, (1.1) has, for large λ, a positive solution u λ and u λ concentrates at an interior point of Ω as λ goes to infinity.
To state our main results, let us first introduce some notations. For the existence of an interior-peaked solution we shall make the following symmetric assumption on Ω.
(S) There is a subgroup G ⊂ O(N ), the orthogonal group in R N , such that Ω is G invariant, that is, x ∈ Ω if and only if Gx ∈ Ω, 0 ∈ Ω, and for any x ∈ Ω\{0}, #Gx ≥ 3. Here #Gx denotes the cardinal number of Gx, the G-orbit of x.
We approach the existence problem using variational methods. Let H 1 G be the subspace of H 1 (Ω), defined by
It is known [17] that critical points of I λ in H 1 G are also critical points of I λ in H 1 (Ω), and hence classical solutions of (1.1) by standard regularity arguments. The main difficulty in applying variational methods in this case is the fact that I λ fails to satisfy the Palais-Smale condition. Our arguments for the existence proof are based on establishing that the value c λ of
In such an interval I λ satisfies the PalaisSmale condition. This will establish the existence of a solution u λ , which is a "global" minimizer of
. Using concentration-compactness arguments and the symmetry condition (S), we show that
N , as λ → ∞, and that u λ concentrates at exactly one interior point of Ω. More precisely, define for
Our first main result is: Theorem 1.1. Suppose a > 0, Ω satisfies condition (S) and q ∈ (2, 2 * ) for N ≥ 4, q ∈ (4, 6) for N = 3. Then (1.1) has a positive solution u λ for λ sufficiently large. Furthermore,
where µ λ → ∞, as λ → ∞.
Our second main result is:
This paper is organized as follows. In Section 2, by exploiting the symmetry of Ω, we establish the existence of an interior-peaked positive solution of (1.1) with a > 0, and prove Theorem 1.1. In Section 3 we prove Theorem 1.2 by a reduction procedure.
Existence of interior-peaked positive solutions.
In this section we give the proof of Theorem 1.1. This is accomplished by the following Lemmas. Lemma 2.1. Let u 0 , c λ be as in (1.5) , (1.6) . Then 
Proof. We only need to construct a suitable test function. Let
Then, as in H. Brezis and L. Nirenberg [7] , we have
provided is sufficiently small. The same argument in [7] then implies that c λ > 0 and c λ <
N . This completes the proof of Lemma 2.2. The following result can be established using arguments based on the concentration compactness principle of P.L. Lions [12] , see also Struwe [22] . Similar results were given by Z-Q. Wang [25] and D. Pierotti and S. Terracini [18] .
n ∈ Ω, and sequences µ
Furthermore, we have
, and V i is a nonzero solution of
Proof. By the assumptions on the sequence u n , it is easy to show that {u n } is bounded in H 1 (Ω). Thus there exist u * ∈ H G such that by choosing a subsequence we have
Thus u * is a weak solution of (1.1). Let v n = u n − u * , then v n is a (P.S) sequence of I ∞ defined by
We can finish our proof by exactly the same argument used in the proof of Lemma 3.3 in [18] (taking δ ≡ 0 in [18] ). For readers' convenience we give here a sketch in the following.
Let B r (x) denote the ball in R N centered at x with radius r > 0. We will
We will denote by the same symbol v and its extension E(v).
Let D 1,2 (R N ) be the closure of the set of all the functions in
By applying the concentration compactness principle there exist µ n > 0, x n ∈ Ω, τ > 0 such that
Let Ω n = {x ∈ R N x µn + x n ∈ Ω}. We then show that v n converges to V weakly in D 1,2 (R N ) and in H 1 loc (R N ). As in [22] and [18] we can prove that the convergence actually holds in the strong H 1 loc (R N ) sense. Thus, V is not identically zero. From the fact that v n converge weakly to zero we get µ n → ∞. Hence,we have the following two cases:
(
In the first case, Ω n tends to R N and V solves (2.6). In case (2) , Ω n converges to a half space in the following sense: Up to a subsequence we can assume that the x n 's converge to x 0 ∈ ∂Ω; moreover if y n realizes the minimal distance of x n from ∂Ω, we can assume that µ n (y n − x n ) → z 0 . Let W be a neighborhood of x 0 and Φ :
The Φ n 's are charts for Ω n and converges C 1 on compact subsets of R N to linear differmorohism z 0 + dΦ(ξ 0 ). In this sense the boundaries ∂ Ω n converge to the hyperplane (z − z 0 ) · ν(x 0 ) = 0. Of course we can change our coordinate system over R N in such a way that z 0 = 0 and ν(x 0 ) = −e N . With this convention we conclude that V solves (2.5). We can finish our proof by iterating the above procedure. 
We argue by contradiction. Suppose that we have a sequence λ n → ∞, as n → ∞, such that
It follows from Lemma 2.2 and Lemma 2.6 that for each λ n (n large enough) we have a sequence {u n } ⊂ H 1 G (Ω) satisfying
On the other hand, we have I λn (|u n |) = I λn (u n ), which means that |u n | achieves inf{I λn (u) : u ∈ H 1 G \{0}, I λn (u), u = 0}. By Langrange principle we have I (u n ) = 0. Thus, without loss of generality we can assume that u n ≥ 0, u n = 0 and satisfies
By the standard regularity procedure and maximum principle we have u n > 0 in Ω. It follows from (2.8), (2.9), and the Hölder's inequality, that
uniformly for n, where 1 and 2 are some positive constants, independent of n. Hence by passing to a subsequence if necessary, we may assume that u n → 0 weakly in H 1 (Ω), and by the compact embedding of
where
We also have
where χ Ωn is the characteristic function of Ω n . Then R N ψ n (x)dx = Ωn |v n | 2 * . Without loss of generality, we may assume that Ωn |v n | 2 * → > 0, as n → ∞, by (2.10). We now apply the concentration-compactness principle of P.L. Lions [12] to ψ n (x). We then have that one of the following three cases must occur:
(i) vanishing (ii) compactness (iii) dichotomy.
If (i) occurs, then, by a result of Z.-Q. Wang, Lemma 4.6 in [26] , we have Ωn |v n | 2 * → 0, as n → ∞, which leads to Ωn |∇v n | 2 + v 2 n → 0, as n → ∞, contradicting (2.10). Thus (i) is excluded. As in Z.-Q. Wang [27] (iii) implies c λn ≥
. This contradicts (2.8). We show next that (ii) cannot occur. Suppose (ii) occurs, that is, there is a sequence {y n }, y n ∈ Ω n such that for all > 0, there is R > 0, satisfying
We claim that {y n } is bounded. In fact, since v n ∈ H 1 G (Ω n ), if |y n | → ∞, as n → ∞, we get a contradiction to (2.13). Hence suppose y n → y 0 . Set
.
We claim that
To prove (2.14), suppose, to the contrary, that {µ n } is bounded. Since
n , is bounded by (2.10), we may assume that
On the other hand,
by (2.16), for some α > 0, which implies that v 0 ≥ 0, v 0 ≡ 0. But v 0 solves
by (2.11), which is impossible, since the above equation has no solution. This proves (2.14). Set
and
By standard elliptic regularity arguments, we have
By the uniqueness of solutions of the above problem, we conclude that 
in C 2 loc (R N ), for some constant µ 0 > 0, y ∈ R n , and
By the symmetry assumption, we have y = 0, and
as λ → ∞. This completes the proof of Theorem 1.1.
Nonexistence results.
In this section we show that (1.1) with a = 0 does not have solutions concentrating, as λ → ∞, at interior points of Ω. Consider the problem Let k = 1, 2, · · · , be fixed.
In this section we will denote
It is now well-known (see Bahri [5] ) that if δ > 0 is small enough, then for
if and only if (α, µ, y, ω) is a critical point of L λ (α, µ, y, ω) in M k δ , which is equivalent to the existence of a i ∈ R, b i ∈ R, c i ∈ R for i = 1, · · · , k, = 1, · · · , N, such that the following equations hold:
Before giving the proof of Theorem 1.2, we give the few inequalities that will be needed for our proofs.
By a result of Z.-Q. Wang [27, Lemma 2.3], we have for N ≥ 5, m > 1, µ ∈ R + , and σ ∈ (0, 1) close to 1, a constant C(σ) > 0 which is bounded if 1 1 − σ is bounded, such that
Direct computation shows that for any ω ∈ E k µ,y and µ
10) and (3.11) , we then have
whereσ is as in (3.10) .
for any ω ∈ E k µ,y . (3.14) and (3.15) can be established as (3.11).
Proof of Theorem 1.2.
We argue by contradiction. Suppose (3.1) has a solution u λ such that (1.10) holds. It follows from Bahri [5] , Rey [19] , that for λ large
To simplify our notations, we write α i,λ , y i λ and ω λ simply as α i , µ i , y i and ω, respectively, for i = 1, . . . , k. By taking ϕ = ω in (3.7), we have
for someσ ∈ (0, min{2 * − 2, 1}). From (3.10), (3.11) , and (3.20), we obtain
And from a result of Bahri [5] , we have, for λ large, 22) where ρ 0 > 0 is a constant, independent of λ, µ i ,
Taking m suitably large, we obtain from (3.21) and (3.22) that
On the other hand we obtain from (3.6), for each j = 1, . . . , k,
Using estimates in Bahri [5] and (3.10), (3.11), we obtain
Notice that, from the definition of U µ,y , there exist two positive constants D 1 , D 2 , depending on N only, such that (3.28) and from (3.26) we then have
Next we establish a contradiction. Let us consider the left-hand side of (3.9), which we denote by L j , for j = 1, · · · , k. We have
for some θ ∈ (0, 2 * − 2).
Using (3.12), (3.14) , the estimate in (3.24) for ω, and the estimates in Bahri [5] , we obtain
where D 3 is a positive constant.
To estimate the right-hand side of (3.9) for
respectively, in (3.7). We obtain a system of linear equations satisfied by a i , 
