We compute the universal conductivity of the (2+1)-dimensional XY universality class, which is realized for a superfluid-to-Mott insulator quantum phase transition at constant density. Based on large-scale Monte Carlo simulations of the classical (2+1)-dimensional J-current model and the two-dimensional Bose-Hubbard model, we can precisely determine the conductivity on the quantum critical plateau, σ(∞) = 0.359(4)σQ with σQ the conductivity quantum. The universal conductivity curve is the standard example with the lowest number of components where the bottoms-up AdS/CFT correspondence from string theory can be tested and made to use [R. C. Myers, S. Sachdev, and A. Singh, Phys. Rev. D83, 066017 (2011)]. For the first time, the shape of the σ(iωn) − σ(∞) function in the Matsubara representation is accurate enough for a conclusive comparison and establishes the particle-like nature of charge transport. We find that the holographic gauge/gravity duality theory for transport properties can be made compatible with the data if temperature of the horizon of the black brane is different from the temperature of the conformal field theory. The requirements for measuring the universal conductivity in a cold gas experiment are also determined by our calculation.
Transport properties of systems in the quantum critical region near zero-temperature have been a subject of intense theoretical and experimental studies for decades. Systems in two spatial dimensions (2D) fall in a particularly challenging class: Due to strong fluctuations standard mean field and perturbative methods fail, rendering the problem notoriously difficult and controversial. The optical conductivity, σ(ω), is the key transport property describing the response of particles to an externally applied frequency dependent chemical potential gradient, or "electric" field [2] . Quantum critical points (QCP) in two-dimensional models with XY symmetry have emergent symmetry larger than Lorentz symmetry, conformal invariance, described by a conformal field theory (CFT). The conductivity then has zero scaling dimension and follows the scaling law [3] , σ(ω, T → 0) = σ Q Σ(ω/T ), with σ(ω/T → ∞) → σ(∞) ,
(1) where we set = k B = 1 as units. The conductivity quantum, σ Q = 2πQ
2 (see Ref. [2] ), absorbs the coupling constant to the external field used to induce the gradient in the chemical potential, e.g., the charge of carriers Q leaving Σ(x) a dimensionless, universal scaling function.
Theoretically, a perturbative approach based on the leading order term in both the = 3 − d and 1/N expansions has limited power to predict the quantitative and even qualitative properties of Σ(x) in d = 2 and N = 2 [2] [3] [4] [5] [6] . This impasse was broken by the promising introduction of the AdS/CFT or holographic correspondence from string theory to condensed matter physics [7] [8] [9] . The main results of the correspondence of interest to this Letter are that the strongly coupled CFT in the quantum critical region can be mapped onto a weakly coupled gravity theory in anti-de Sitter space (AdS), where Σ(x) can be computed by standard perturbative techniques [1, 15] . When holographic theory is approximated by a classical gravity theory (and truncated to terms up to four derivatives) the final result for Σ(x) has only two free parameters: Σ(∞) and Σ(0), or γ = (Σ(0) − Σ(∞))/4Σ(∞), meaning that the shape of the universal Σ(x)−Σ(∞) curve is completely determined by γ. The charge transport could either be particle-like for γ > 0 or vortex-like for γ < 0, where causality further constrains the value of γ to be |γ| ≤ 1/12 [1, 8] .
It is currently not possible to carefully test the holographic theory neither in experiments nor in simulations. On the one hand, optical conductivity measurements at frequencies ω/T ∼ 1 in 2D have so far been rather limited and ambiguous [10, 11] . On the other hand, previous [12] as well as the most recent [13] numerical studies were severely affected by the fact that simulations were performed away from the critical point on the insulating side of the transition, see the supplementary material [14] . This results in a systematic error big enough to distort the σ(iω n /T ) − σ(∞) function to such a degree that the answer is no longer faithfully representing the universal curve. For this reason our numerics are incompatible with Ref. [13] within the claimed error bars.
In this Letter, we obtain an accurate estimate of the σ(∞) parameter which is (i) the key dynamic characteristic of the quantum critical continuum, and (ii) the most robust property of the quantum critical point, e.g. it is stable against disorder [16] and detuning from the critical point [17] . We found that it was necessary to simulate system sizes that are at least an order of magnitude larger than in previous studies, which in turn required that the location of the QCP be refined to six significant digits. Only then were we able to deduce the universal function σ(iω n ) − σ(∞) with error bars suitable for precise tests of analytic theories, in particular the holographic theory [1] . We find that the holographic correspondence with temperature of the black brane horizon, T B , equal to T [1, 15] cannot account for the data. The fit works better if one includes T B to the set of fitting parameters (an idea proposed in Ref. [13] ) suggesting that the theory can be renormalized. To go from the Matsubara to the real-frequency axis we also try to fit the data by a simple analytical form and obtain results consistent with the particle-like transport (as opposed to vortex-like transport). By simulating the quantum critical liquid state of the Bose-Hubbard model, we shed light on the possibility of measuring the universal conductivity with ultracold atoms in optical lattices. Given the extreme sensitivity of the results on system parameters and the need of extrapolation from available system sizes, one would expect that such an experiment will be challenging without theoretical support. However, we demonstrate that σ(∞) may well be within reach.
Systems -Our simulations were performed for the three-dimensional classical J-current model with L 2 × L τ sites,
where J ij ∈ (−∞, ∞) are integer valued bond currents between the neighboring sites subject to the zerodivergence constraint such that the allowed configurations form closed loops. The same approach was used in Refs. [12, 13] . In Fig. 1 we show our data for the winding numbers squared for different system sizes. The crossing point determines the location of the critical parameter in the J-current model. Our result K c = 0.3330670 (2) is consistent with previous estimates [18, 19] but is far more accurate. As explained in the supplementary material [14] , if K c = 0.33305 is used instead, the data are dramatically affected by that. We also simulated the 2d quantum Bose-Hubbard model,
where −t is the hopping matrix element, U the strength of the on-site interaction, and µ the chemical potential. Its quantum critical point at filling factor n = 1 is located at U c /t = 16.7424(1), µ c /t = 6.21 (2) [20, 21] .
Methodology -For both classical and quantum models, the conductivity in Matsubara representation is given by [4, 23] ,
which is a direct consequence of the well-known Kubo formula. Matsubara frequencies are defined as ω n = 2πn/β and ω n = 2πn/L τ for the bosonic and classical systems, respectively. k x is the kinetic energy associated with a x-oriented bond, Λ xx (iω n ) is the fourier transform of imaginary time current-current correlation function [23] . The numerator has an unbiased estimator in the path integral representation of the Bose-Hubbard model,
, where the sum runs over all hopping transitions in a given configuration and sgn(k) takes values +1 or −1 depending on the positive or negative direction of the k-th transition. A similar estimator can be applied to the J-current model. The conductivity on the real frequency axis, σ(ω), requires an ill-conditioned analytical continuation iω n → ω + i0 + . To obtain the universal conductivity in the quantum critical region, one has to carefully extrapolate data to the infinite system size and zero temperature limits such that L → ∞ is taken first, and L τ → ∞ next [14] . The largest system size used in this study was L = 1024, L τ = 512 for the J-current model and L = 400, β = 20/t for the Bose-Hubbard model. We refer the reader to the supplementary material [14] where we describe the details of protocols used to eliminate finite-size and finitetemperature effects.
Jcurrent model -Results for the quantum-critical con- ductivity in the Matsubara representation σ(iω n ) are shown in Fig. 2 for various values of L τ along with the extrapolated zero-temperature limit. The universal conductivity quickly saturates to a plateau σ(∞) = 0.359(4) for ω n /2πT > 6, as is expected from Eq. (1).
In Fig. 3 we show the comparison between the universal data for σ(iω n ) and predictions based on the holographic gauge/gravity duality. Clearly, the T B = T case is ruled out by the data. However, if the temperature scale for dynamics problems is renormalized relative to the thermodynamic temperature T B = T /α, as suggested in Ref. [13] , then the theory contains an additional freedom for modifying the shape of the holographic curve by effectively rescaling the frequency axis by α. For γ = 1/12 we find that α is close to 0.4. Unfortunately, this additional fitting parameter puts the test to the limit: given the benign shape of the imaginary frequency signal, much smaller error bars are required for furnishing a conclusive test-this is a well-known problem in the analytic continuation procedure when radically different functions in the real-frequency domain have very close shapes in the Matsubara domain. For example, a simple analytic expression, σ(iω n ) = σ(∞) + 1/P 3 (ω n /T ), where P 3 (x) is the 3rd order polynomial, perfectly fits all our data, has all poles in the lower half-plane, but results in a dramatically different real-frequency signal, see inset in Fig. 3 . Both outcomes suggest that transport is dominated by particle-like excitations. When we attempt other analytic continuation procedures such as the one used in the Higgs mode study [24] , we find that the result is rather unstable, see Fig. 5 . We thus conclude that the shape of the real frequency curve remains uncertain.
Quantum model -Simulations of the quantum BoseHubbard model are far more demanding numerically re- 
FIG. 3. (Color online)
Comparison between the numerical result for the universal conductivity in Matsubara space and holographic conductivity evaluated at complex frequencies. We consider only the largest possible value of the holographic parameter γ = 1/12 because it offers the best fit. The holographic curve can be made to fit the data much better if the temperature is scaled by a factor of 2.5. We also show the fit based on the 3rd order polynomial described in the text. The inset presents the possible universal real frequency conductivity curves obtained by analytical continuation of fitting functions.
sulting in larger error bars. Nevertheless, one can obtain reliable data for temperatures as low as β = 20/t in system sizes L = 400 which are required for eliminating finite-size effects. The result of extrapolation of the quantum model to the universal limit is shown in Fig. 4 [14] . As expected, the same result emerges from the quantum simulation, within error bars. Unlike the classical model with discrete imaginary time direction, σ(iω n ) for a quantum system is physically meaningful for all Matsubara frequencies and contains valuable information detailing the boundary between the universal and non-universal parts of the signal. We employ the formula
to obtain the real part of conductivity on the real frequency axis, σ(ω). In Fig. 5 we show σ(ω) for the BoseHubbard model at low-temperature T = 0.2t (for system size L = 100 and critical point parameters). At frequencies ω > 2πT ≈ 1.3t the analytical continuation procedure gets more stable and predicts, surprisingly, that the plateau at 0.35(5) extends up to ω ≈ 15t. Experimental verification -There are prospects that temperatures are within reach of experiments with ultracold atoms in an optical lattice once new cooling schemes are implemented (this is a pressing issue for all proposals aimed at studies of strongly correlated states). One idea of measuring the optical conductivity is based on shaking the center of magnetic trap horizontally to create an effective "AC electric field" and particle currents. The energy absorbed by the system (it can be deduced by measuring the temperature increase) is proportional to Reσ(ω). An amplitude modulation of the lattice laser in combination with a similar energy absorption protocol has successfully been applied to study the Higgs amplitude mode in the Bose-Hubbard model [26, 27] . Alternatively, phase modulation was also proposed in Ref. [25] through the modulation of the position of a mirror reflecting the lattice laser beam, which allows us to measure ω 2 Reσ(ω). However, the low frequency signal may be masked by the prefactor ω 2 if the experiment is set up this way. Conlusions -In conclusion, we have constructed the universal conductivity in Matsubara representation by carefully extrapolating finite system size data to the thermodynamic limit L → ∞ and then taking the T → 0 limit. Our result σ(∞) = 0.359(4)σ Q is the most accurate estimate of this quantity to date. The shape of the universal conductivity function in Matsubara representation was measured with reliable error bars for the first time and used to test the holographic theory [1] . The result of this comparison confirms that the theory has to include the possibility that the black brane temperature T B is renormlaized relative to the thermodynamic temperature. For T B ≈ 2.5T the holographic fit can be made marginally compatible with our data. An unambiguous proof of validity, which requires, however, more accurate data or models with weaker finite size effects, would constitute a major breakthrough in establishing the analytic continuation procedure for transport properties at quantum critical points [13] . [28] in the ALPS libraries [29] . This work was supported in part by the National Science Note added-In the final stages of this work the independent results of Ref [13] became publicly available. We thank the authors for sharing their results prior to publication with us.
SUPPLEMENTARY MATERIAL
This supplementary material contains technical details of two protocols: the first one is used to obtain data for conductivity σ(iω n ) in the Matsubara frequency representation in the thermodynamic limit L → ∞ at fixed L τ (in the classical case) or fixed T (in the quantum case), and the second one is used to extrapolate the thus obtained thermodynamic limit data to the universal L τ → ∞ (zero temperature) limit. We also demonstrate that the numerical data in Ref. [13] cannot be used for meaningfully testing the holographic theory because the data is taken too deep on the insulating side of the transition for the available system sizes. The fact that the limits L → ∞ and L τ → ∞ have to be taken in this order requires a tremendous precision on the location of the critical point, which was underappreciated. In the zero-winding number sector the data saturate much faster to the thermodynamic limit as is shown by the (black) horizontal line.
FINITE SYSTEM SIZE EXTRAPOLATION
The extrapolation to the thermodynamic limit L → ∞ for fixed L τ can be done in two ways. One way is to consider unmodified data for ever increasing values of L/L τ and to extrapolate them using an exponential scaling law,
with a temperature-dependent fitting parameter b. In the quantum critical region the correlation length is directly proportional to L τ (or inverse temperature), and direct measurements of the correlation length using the exponential decay of the single-particle density matrix indeed find that ξ ≈ 1.096(7)L τ , see Fig. 7 . It is thus expected that b also scales with L τ and the data are best fit with b ≈ 1.3L τ . A typical example of the exponential extrapolation for the first non-zero Matsubara frequency at L τ = 96 is shown in Fig. 6 . The other way is to collect statistics for correlation functions only in the zero winding number sector. It turns out that the second protocol is far more efficient in terms of system sizes required for reaching the asymptotic thermodynamic values, see Fig. 6 . In the zero-winding sector the data are essentially in the thermodynamic limit already for L/L τ = 2, while unmodified data extrapolate to the same result within error bars only if the point L/L τ = 4 is included in the fit. We checked for consistency between the two protocols for a number of points but for the largest values of L τ the simulation was done only in the zero-winding sector using L/L τ = 2. Quantum data were analyzed similarly. First, we calibrate the dependence of the correlation length ξ on temperature at the critical point (U/t) c = 16.7424 [21] . It is deduced from the exponential decay of the single-particle density matrix at large distances and is expected to increase ∝ 1/T . The result of a linear fit shown in Fig. 7 leads to the asymptotic dependence ξ(T ) ≈ 5.24(1)βt in units of the lattice constant a. The ratio ξ/cβ, where c is the sound velocity, is expected to be a universal characteristic of the quantum critical point, the same as ξ/L τ in the classical J-current model. Using the value c/a = 4.8(2)t determined in Ref. [20] we find that ξ/cβ = 1.09(4), in perfect agreement with the classical result for ξ/L τ . Given the exponential convergence of σ(iω n ) on L, we consider system sizes L ≈ 4ξ (an equivalent of L/L τ ≈ 4.2 for the classical system) for collecting unmodified data, and system sizes L ≈ 2ξ for collecting data in the zero-winding sector. 
ZERO TEMPERATURE EXTRAPOLATION
Thermodynamic limit results for σ(iω n ) have a smooth monotonic dependence on L τ and can thus reliably be extrapolated to the universal L τ → ∞ limit. We employ the standard picture of critical phenomena which attributes finite L τ corrections to the leading irrelevant scaling field for the three-dimensional U (1) universality class; its exponent ω was calculated and measured in a number of studies and estimates cluster around the field theoretical value ω ≈ 0.80(2) [31] . In our analysis, we keep this exponent fixed at ω = 0.85 since with this choice we observe that all fits are consistent with our error bars (if we include ω to the set of fitting parameters we find that its value is in the range 0.90 ± 0.10). When we perform a two parameter fit, Fig. 8 , we observe that the amplitudes A n form a smooth curve obeying the law A n = A 0 + An ω with the same exponent ω, see Fig. 8 , suggesting that the leading correction is indeed dominated by the correlation volume (L τ /n)
3 . This allows us to perform a joint fit of all data points using A 0 , A and the universal conductivity as the only adjustable parameters to suppress point-to-point fluctuations and systematic error bars. The same protocol was applied to the quantum data. Statistics of winding numbers squared at K = 0.33305 as a function of system size. Instead of saturating to a constant, the data go through a maximum and start decaying visibly for L = 128, the largest system size of Ref. [13] . This is a clear signature of entering the insulating phase.
DISCUSSION OF THE RESULTS OF REF. [13] As explained in the main text, the critical point of the J-current model is located at K c = 0.3330670(2) while calculations performed in Ref. [13] were done at K = 0.33305: i.e., on the insulating side of the transition point. This might seem to be an irrelevant difference but it does affect data for the universal conductivity to the extent that the shape of the universal σ(iω n ) function is dramatically modified. As is clear from Fig. 8 , the finite L τ dependence is strong and large system sizes are required for a reliable extrapolation to the universal limit. When simulations are done at K = 0.33305, the results for winding numbers squared (which are characteristic of current fluctuations at the largest scales) and σ(iω n ) for the lowest frequencies are significantly reduced relative to their critical behavior already for L ≈ 64, see [13] . Clearly, the disagreement is way beyond the claimed error bars, and, most importantly, amounts to a dramatically different shape of the universal curve relative to the high-frequency plateau value.
versal limit in the fitting procedure of Ref. [13] . As a result, the extrapolated values end up to be significantly lower than the correct ones. For the lowest frequencies, the difference is certainly not attributable to the extrapolation procedures alone because our data for L τ = 512 are visibly above the extrapolated data of Ref. [13] . This explains why the data in Ref. [13] are displaced relative to the universal result way outside of their error bars. Being away from the critical point is not an issue at high frequencies where the curve settles at the quantum critical plateau. In this region, the extrapolated data of Ref. [13] are lower than ours because Ref. [13] assumed that finite L τ corrections are exponentially small in L τ , which is impossible in the gapless quantum critical phase and contrary to the established picture of critical phenomena. Summarizing, the entire shape of the universal function in Ref. [13] relative to the plateau value turns out to be dramatically altered by systematic errors induced by performing simulations at K = 0.33305 and using incorrect extrapolation procedure, see Fig. 12 . Even the most robust quantity σ(∞) differs by a surprisingly large 10%, well outside of claimed error bars, which can be attributed entirely to the location of the QCP (with a relative difference of only 10 −5 ) and the sensitive extrapolations. When allowing for a free parameter to rescale temperature in the functional form of the holographic theory this leads to a difference of 250% between the two results. Based on the numerical data reported in Ref. [13] a meaningful test of the holographic theory simply cannot be done, and it comes hence as no surprise that the conclusions deduced from such a comparison in our work are dramatically different from those in Ref. [13] .
