INTRODUCTION
Image processing is one of the most important areas in computer sciences. The goal of image processing is to extract relevant information from one or more images that may be useful in other areas, such as: geology, physics, astronomy, chemistry, biomedical sciences and so on. It also has wide applications in movies, computer animation, architecture, robotics and military purposes.
But, how we can extract this information? Well, in most of the cases, the answer is not trivial and depends on the application. In most cases, many operations and transformations must be performed to achieve a particular goal.
In many applications, one of the most common problems is to track objects in movement [1] . Motion can be perceived in two ways:
 The object or objects move from frame to frame, or  The observed objects remain static, but the viewer's reference changes in position and/or direction.
In both cases, the information to be extracted can be seen as motion fields corresponding to the apparent displacements of the objects in the scene. In image processing, these motion fields are called optical flow.
The goal of optical flow algorithms is to estimate an approximation of the displacement of each object of interest between two consecutive frames. In addition, optical flow can used to measure 3D depth using two or more images of the same scene, but observed from different references (stereo vision) [2] .
Then, we can define Optical Flow as the apparent movement of the objects in the scene being observed. Optical flow can be classified in two types: the first, in which we estimate the motion vector for each pixel in the sequence of images (usually called dense optical flow) and the second, in which one estimates the motion vector only for the region or object of our interest (sparse optical flow). Many methods have been proposed to compute optical flow [3] , [4] , [5] , [6] . In this study, we are interested in the estimation of dense Optical Flow.
METHODOLOGY
A technique commonly used to compute dense motion fields consists in defining a large enough set of motion candidate vectors, and assigning one of them to each pixel, as proposed in [3] . In this work, we propose an optimal reduced candidate set, which is obtained by means of the Phase-Only Correlation (POC) function between two functions and , which is defined as the inverse Fourier transform of their normalized cross-spectrum; that is: It should be noted that in the case of detection of movement from different objects, the POC function generates several maxima on the function, which correspond to the relative displacements of each object in the scene. The main advantage of the POC function is that it can estimate a reduced set of motion vector candidates which can be used to reconstruct the motion field efficiently.
Let and be two images from a sequence and { } { } a finite rectangular lattice of size , where the images are observed. First, we divide into small overlapped sublattices , so that correspondent pixels between both images belong at least one of the sublattices. We suggest using sublattices whose dimensions are powers of two, to apply an FFT algorithm efficiently in the POC (6) function. Now, the POC function , between images at each sublattice , is defined by:
From we can extract the candidate vectors for each sublattice, which we denote by the set , chosen as the maxima of . Hence, we can define the full set of vector candidates as ⋃ for the full image.
The next step is testing each one of these vectors for each pixel to determine the motion vector , and choose the best candidate by some criteria. As an example, we can consider the candidate that minimizes the difference between the pixel evaluated in , and the pixel evaluated in . This can be expressed by:
where represents the cost of assigning motion vector to pixel , which in this case is computed as:
In order to test this approach, we use the Venus image from Middlebury database [7] , which consist of three textured planes with different orientations. Figure 1a shows the reference image (frame 10), which we denoted by , and Fig. 1b shows the true motion field (using the color encoding shown in Fig. 1c ), against which we will compare our results in the next section. Figure 1d shows the result obtained with the first approach, which clearly gives quite noisy results. In order to overcome this, usually a box filter is used to impose spatial regularization in the cost image ; this approach is also known as block matching [6] . Let us define the box filter kernel as , and is the convolution operator. Then, one can obtain a regularized motion field as:
where: ̂
The Figure 1e shows the regularized motion field, which has been improved, but, since we allow any candidate to be chosen for any pixel, the estimation is not optimal. This is because having a large number of irrelevant candidates for a given pixel (i.e., candidates which appear on a different lattice than those which contain the pixel), adds more uncertainty to the estimation of the correct candidate. To overcome this problem, we reduce the search space for each pixel to a set which contains only those candidates relevant to the pixel . This is obtained from a binary mask image for each candidate, which we can define as: { So that the candidate set for pixel x is defined by:
{ }
Now, the candidate set is even more reduced, besides the probability to choose a good one increases. Therefore, the optimal motion vector pixel is obtained as:
{ ̂ }
In order to improve these results (figure 1f), we suggest replacing the convolution filter with a more sophisticated filter based on the minimization of an energy function, whose main characteristic is that it's robust to edges [8]; so we expect enhancement of the results. Then for each candidate, we can estimate, from the equation 4, a cost vector defined as:
( ) and | |. Then, the energy function for to be minimized is defined by:
where measures the likelihood that pixels and belong to the same object. Since is cuadratic, it can be easily minimized by linear algebra methods, such as the Gauss-Seidel method. Therefore, the GaussSeidel iteration for each candidate is obtained as:
The results in [8] suggest that, the best choice for the parameter is a negative exponential, which is obtained by:
where is a constant factor that must be adjusted according to the dynamic range of the data to be filtered. In this case, let . Hence, from equation 9 the optimal motion vector is defined by:
{ }
RESULTS
In order to evaluate the results of the proposed method, we apply it to image sequences obtained from the Middlebury database [7] . We then compute the end point error (ee, in pixels) and the angular error (ae, in degrees), given by the equations 15 and 16, as described in [8]:
where is the ground truth motion field.
The implementation was implemented in C++ using the OpenCV libraries for image processing [9] . The parameters for the estimation of the candidate set are: sublattice size , the number of candidates per sublattice . The Box Filter size is . And for the robust filter implementation the parameters are:
and 50 Gauss-Seidel iterations. The Figure 2 shows, in the first row, the reference image corresponding to , the second row corresponds to the ground truth, the following rows show the result obtained with the first approach (third row), the box filter (fourth row), and the last row is the result of the proposed methodology using the robust filter.
Many experiments were performed in order to calibrate the parameters of the proposed method; basically three are the key for the robust filter method: and number of Gauss-Seidel iterations. For the first parameter and were tested, and according to those results, the range gives good results. For the second parameter, the results suggest that, when the parameter is increased from 0.1 to 2, both measurements of error decrease, but when tested with , there isn't significant improvement, compared with . Finally, the last parameter for the robust filter method is the number of Gauss-Seidel iterations; the results show (Fig. 3) , that there is no need of use a large number of iterations approach,(e) estimation using the full candidate set, (f) using the candidate set with mask displacements).
(a) (c) (b) (iterations < 50 is recommended).
The Table 1 shows the numerical results, in most cases we can observe that robust filter offers a significant decrease in both errors in comparison with the box filter. This results can be visually reforced (Figure 3) , and this suggest that correspond an enhancement against the box filter.
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CONCLUSIONS
In this work, a technique using the POC function to obtain a reduced motion candidate set is implemented for optical flow estimation. Because this set is reduced further at each pixel, this allows for an optimal and efficient computational process. In addition, the present study demostrated that the use of an energy function as a robust filter promotes good visual and numerical results.
Future work, will focus on the investigation of different likelihood and regularization terms from the energy function, in order to improve the results. 
