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INTRODUCTION 
Let A be an abelian variety defined over a number field K. We suppose 
that A is embedded in projective space. Let A, be the group of points 
on A rational over K. In section 1 the definition of the height of a point is 
P E A, . For simplicity here, let K = Q. If (x0 , x1 ,..., xdf) are projective 
coordinates for P, with xi E Z (i = O,..., d’) relatively prime to each other, 
then 
H(P) = max 1 .@)I. 
Let Pl,..., Pn be a basis for the Mordell-Weil group AK, modulo 
torsion. Given P E A, , there exists a torsion point Q and integers pi 
such that 
P = qlP1 + *** + qnP” + Q. 
By the quadraticity of the N&on-Tate height [17, 251, there exist 
constants C, , C, such that 
for all P E AK . More precisely, log H(P) is equal to a quadratic function 
of P, plus a linear function, plus a bounded function. 
We may view the complex points AC as parametrized by abelian 
functions on Cd (dim A = d), relative to a suitably normalized exponen- 
tial map (recalled in Section 2, cf. [16]) re p resented by theta functions, 
exp: Cd --+ A, . 
For i = I,..., d’ let 
W) = 4expW; ZECd. 
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If exp u is an algebraic point on A, we call u an algebraic point of the 
exponential map, or also an abelian logarithm of an algebraicpoint on A. Let 
exp w  = Q; exp exp uj = Pd; with w, u’ E Cd. 
Then w  is a division point of a period. We have 
exp(q,P + *-- + q# + w) = P. 
We can select the projective coordinates sufficiently generally that, 
say, fi ,..., fd give a local analytic isomorphism in a neighborhood of the 
origin. Letf = (fi ,..., fd). Then near the origin, 1 f (x)1 and ] z 1 have the 
same order of magnitude. Therefore, if H = max 1 qi 1 we have an 
inequality of type 
1 
-< IPI~l+“‘+qn~n+~I, 
Pa 
for any period w. The first basic problem of diophantine approximations 
on abelian varieties is to improve this inequality. For reasonably strong 
conjectures concerning such lower bounds for linear combinations of 
abelian logarithms of algebraic points on A, cf. [15]. 
A first possibility is to replace the function P” by PHa), for instance 
eH’. In increasing order of improvement one can then try for e(l”gHJK for 
some positive number K, then Hc for some positive number c (large), 
and then for the best possible expected value of c in line with the Roth 
theorem. Finally, one can ask for a type along the lines discussed in my 
book [18]. 
Just obtaining C OUPJ has significance for applications to diophantine 
problems, in the following manner. Let yi = xi/xl so that yr = 1. If P 
is an integral point with respect to the affine coordinates y$ , then for 
some coordinate, say yO , we have 
I Y,(P)1 = qp) > ca2. 
Let x, = yi/yo , so that x1 = l/y,, . Then 
1 x,(P)/ < c-2. 
Suppose that A, contains infinitely many integral points. Selecting a 
subsequence of these if necessary, we may assume without loss of gener- 
ality that the following conditions hold. In their expression as a linear 
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combination of a basis of the Mordell-Weil group, the same torsion 
point Q occurs. For all such points, we have 
These integral points converge to a point on the divisor of zeros of fi , 
say to a point 
PO = exp u”. 
In the case of dimension 1, as already pointed out in [15], Siegel’s 
theorem that there is only a finite number of integral points on an 
elliptic curve is equivalent to an approximation statement of type 
1 qlul + *** + q&P - CWJ - u” 1 > e-rQ2, 
where 01 is rational, w  is a period, and the inequality holds for all E and q 
sufficiently large (depending on l ). In the case of abelian varieties, an 
inequality like this one is equivalent to a similarly inequality for 
I f(P) - fP”>I 9 
where f = (fi ,..., fd) give an analytic isomorphism in a neighborhood 
of, say, the origin and u”. The inequality does not say anything about one 
fixed abelian function, which is what is needed to yield the finiteness of 
integral points on affine open subsets of abelian varieties, which I 
conjectured some time ago [l 1,211. A difficulty appears when d > 1, and 
one is led to other conjectures as follows. 
For simplicity, let A be a simple abelian variety defined over a number 
field K, and let v be a nonconstant abelian function. I expect that the 
height of q(P) tends to infinity, for P ranging over any infinite subset 
of AK . This is implied by the conjecture that there is only a finite number 
of points of AK on any proper subvariety of A (which does not contain an 
abelian subvariety, since A is simple). Indeed, if the height of y(P) is 
bounded, then v takes on only a finite number of values, and the points P 
lie in the divisors of such values. 
Another problem here is to extend to one coordinate the quadraticity 
of the height. It is conceivable that the height of every coordinate 
(nonconstant) will go to infinity more or less as rapidly as any other. 
However, even as the height goes to infinity rapidly, from the point of 
view of Mordell-type conjectures, I also would expect a rather strong 
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limitation on the speed with which the absolute value of the coordinate 
goes to infinity, say that the inequality 
has only a finite number of solutions, or various improvements along the 
lines discussed in [16] and [18], e.g., replacing the right-hand side by 
q+ with an appropriate constant c. This would mean that the numerator 
and denominator of the coordinate go to infinity much more rapidly 
than the absolute value of the coordinate, and at about the same speed, 
up to a much lower order of magnitude. 
The absolute value of / v(P)1 can also be interpreted geometrically as 
being of the order of magnitude of a power of the distance of I’ to the 
divisor of zeros of v, when 1 v(P)/ tends to 0. Thus, the above inequality 
can be interpreted as giving a limitation to the closeness between a point 
in A, and the divisor of zeros of (p)). Considering v-l instead of y gives 
an interpretation in terms of poles. 
The above considerations concerning algebraic points provide much 
of the motivation for considering linear combinations of algebraic points 
of the exponential map with algebraic coefficients. The same methods 
apply to such “algebraic” questions as they do to prove transcendence 
results, and we shall obtain in this paper a generalization of a theorem 
of Masser from elliptic curves to abelian varieties with complex multi- 
plication, namely: 
Let A be an abelian variety with complex multiplication, and an 
exponential map normalized as in Section 2. Let ul,..., u” be algebraic 
points of the exponential map, linearly independent over the jield k of 
complex multiplication. Let cG,..., ~lln be algebraic elements of Cd such 
that for each i = I,..., d, some coordinate aij does not lie in k. Then the 
point 
exp(c&l + +** + anUn) 
is transcendental on A. 
We shall also prove: 
Under the same normalization of the exponential map, if u is an algebraic 
point of this map, u # 0, then each coordinate ui of u is transcendental. 
I view these as a small step in the higher dimensional program just 
outlined. 
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We turn to the method of proof. Aside from the original Hermite 
procedure dealing with e, and extended by Lindemann to deal with ea 
(u. algebraic), there is essentially one known method of proof dealing 
with transcendence questions about exponential mappings. Beyond the 
original work of Siegel, Gelfond, and Schneider on ordinary logarithms 
and elliptic curves, some very substantial variations and deepenings of 
this method have been given recently. 
Baker [24] discovered how to expand the extrapolation by diminishing 
slightly the derivatives and expanding the set of points, using several 
variables. Feldman [lo] gave a measure of transcendence for quotients 
of elliptic logarithms using a clever set of points for his interpolation. 
Coates, in an unpublished set of comments, suggested that when there 
is complex multiplication, the extrapolation method becomes more 
efficient, and may succeed even though failing (as far as we know today) 
when there is not. Whereas Baker with his method could handle algebraic 
linear combinations of ordinary logarithms, he was able to deal only with 
combinations of ordinary logarithms, he was able to deal with only 
combinations of two periods of elliptic functions without complex 
multiplication. 
Masser [23, 241 recently made very important contributions that 
allowed him to deal with the general case on elliptic curves having 
complex multiplication. Before him, fairly explicit arguments about 
determinants of various functions involved were used to derive the final 
contradiction after the extrapolation. Masser gives a much more general 
and much more powerful way of making the elimination, essentially 
based on the Lagrange interpolation method, bounding the coefficients 
of a polynomial by its values at suitable points. He was thus able to prove 
an inequality of the form 
1 aw + a** + anun - u” 1 > e-HE 
on elliptic curves with complex multiplication. The main object of the 
present paper is to generalize Masser’s theorem to abelian varieties, 
still with complex multiplication. However, I obtain a weaker inequality 
then he does (cf. Theorem 2), not in the desired range e-“(H2). On the 
other hand, I do not enter into Masser’s elimination and induction 
procedure, which allowed him to get the better measure with HE. The 
principal difficulty to carry out this induction is to prove the case n = l! 
The other difficulties seem to me to be manageable, and I may deal 
separately with them elsewhere. 
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In [6], Bombieri and I discuss the role of quantitative results con- 
cerning the equidistribution of abelian logarithms in certain questions 
of transcendence that had arisen in [14] (see also [16]). A negative 
approximation condition at the origin implies a positive approximation 
condition everywhere. Masser uses such equidistribution and trans- 
ference in a new manner to prove his theorem. The method used here 
follows Masser to a large extent. 
For the convenience of the reader, I reproduce the proofs of general 
transference theorems in a self-contained appendix. 
As for the extension of transcendence results from elliptic curves 
to abelian varieties, the first paper is due to Schneider, who dealt with 
the periods of a curve [27]. I g ave further results and techniques [12-14, 
161 along the lines both of the Hermite-Lindemann and Gelfond- 
Schneider theorems on group varieties. 
Other questions suggest themselves, and will be discussed in Section 2, 
after we have set up the terminology more formally. 
For the basic reference to the algebraic theory of abelian varieties, we 
refer to [19]. For the connection with theta functions, see [20]. 
I am much indebted to Masser for letting me have his manuscript 
before publication.1 
The main contents of the paper are: 
Contents 
Part I. The Theorems 
1. Heights 
2. Abelian varieties 
3. The reduction theorem 
Part II. The Approximation Function and the Main Proof 
4. Special points 
5. Determination of the basic parameters 
6. Estimate of differences 
7. Estimates on heights and sizes 
8. The Baker-Coates Lemma 
9. Extrapolating on integral multiples 
10. Extrapolation on division points 
1 Added in proof: Mass&s papers [22], [23], [24] h ave appeared in his Elliptic Functions 
and Transcendence, Springer Lecture Notes 437. The present paper was delayed at 
Masser’s request, pending the appearence of the above. 
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Appendix 1. Geometry of Numbers and Transference 
1. Successive minima 
2. General transference theorem 
3. Applications to abelian varieties 
Appendix 2. Interpolation 
1. Polynomials with many zeros 
2. Estimates for a holomorphic function 
Appendix 3. Good Estimates for meromorphic maps 
PART 1. THE THEOREMS 
1. Heights 
Let 01 = (01~ ,..., (YJ be a vector of algebraic numbers in an algebraic 
number field K. Let (v} be the set of absolute values on K that induce 
either the p-adic absolute value 1 jp or the ordinary absolute valute 1 Irn 
on the rational numbers Q. The height of LX, relative to K, is defined to be 
where 
is normalized by using the local degree N, = [K, : QV] in such a way 
as to satisfy the product formula. Note that for two vectors LX, /3 we have 
trivially 
f&44 d ff(4 WP>- 
The product CX/? = (CI& ,..., CX&J is taken componentwise. 
The height above is defined relative to K, but letting 
h(a) = HK(#[eQl 
defines an absolute height, independent of the field in which the com- 
ponents of Q are embedded. For properties of heights, cf. [l I]. 
Suppose that in K, the element old has an ideal factorization 
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with ideals ai , bi relatively prime. Let b = 1.c.m. bi . Then it is immediate 
from the definition of the height that 
ffd4 = n mp(l, II ai II,) * W 
v arch 
where N is the absolute norm. Observe that Nb is a denominator for 
each 01~ , i.e. a positive integer b such that bczi is an algebraic integer for 
all i. Thus, the height is decomposed into an estimate for the conjugates 
of 01~ and a denominator for these numbers. 
We use the notation IIo1II to denote the maximum of the absolute 
values of the conjugates of an algebraic number 01, or a family of algebraic 
numbers 01 = (01~ ,..., 01~). Since 11 I] occurs without subscript, no con- 
fusion can arise with the normalized absolute value 11 /12( mentioned above. 
If P(T, ,..., Td) = P(T) is a polynomial, 
P(T) = C a(,,) T:’ *a- Tp , 
with coefficients in a number field, we let 11 P II = max jl LU(,$ 
By the size of an algebraic number, or of a family of algebraic numbers, 
we mean the maximum of a smallest denominator for it, and the absolute 
values of the conjugates. It is clear how the size gives a bound for the 
height and conversely. 
2. Abelian varieties 
Let A be an abelian variety defined over a number field K. Then the 
complex torus A, (set of complex points of A) can be represented as a 
quotient 
exp: Cd -+ AC, 
by means of theta functions, which even given a projective embedding 
of A, . Say (0, ,..., 6,,) are such functions. Then each function 
is an abelian function, periodic with respect to a period lattice A. The 
exponential map above can be changed by a linear automorphism of Cd. 
If we assume that the differential at the origin is algebraic, then this 
linear automorphism is determined up to linear algebraic automorphisms 
and the exponential is then called weakly normalized. This is the normal- 
ization used in 1121. If this differential is defined over K, if zr ,..., x, are 
the d complex variables of Cd, and if f is an abelian function defined 
over K, then afiaz, is also defined over K. We assume from now on that 
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the exponential map is weakly normalized. We shall soon impose a 
stronger normalization property for the applications we have in mind. 
The affine ring 
wl 3...,fd’l, 
is mapped into itself by the derivations a/ax% because the partial derivative 
of a function is holomorphic at every point where the function is holo- 
morphic, and the affine ring is integrally closed, because A is nonsingular. 
If u E Cd and exp(u) is an algebraic point of A, then we shall call u an 
algebraic point of the exponential map. 
Let ul,..., un be algebraic points for this exponential map. 
Extending K by a finite extension, we may assume that the algebraic 
points exp z& are all rational over K. We let 
(4 ,***, ed) 
be the projective coordinates of our exponential map. Changing the 
projective embedding by a projective linear transformation over Z, we 
may assume without loss of generality that 8, does not vanish at Z.J~ 
(j = O,..., n), and also does not vanish at the origin. We let 
Without loss of generality, we may also assume that the following 
conditions are satisfied. 
The functions fi ,..., fd are algebraically independent, and fd+l ,..., fd* 
are integral over K[f, ,..., fd]. 
The functions fi ,..., fd give an analytic isomorphism of the ball Da,,(~j) 
of radius 3p centered at each of the points uj and the origin. We may also 
assume that f (0) = 0. 
Finally, for technical convenience, the projective embedding can be 
selected in such a way that it corresponds to a linear system in which one 
hyperplane is invariant under the mapping P H -P on A. This is useful 
to get a purely quadratic function from the height. See Section 7. 
The above conditions set up the exponential map in a convenient form. 
More seriously, we shall assume from now on that A has complex multi- 
plication. By this we mean that 
End(Jo = End(A) @ Q = k, 
is a totally imaginary number field k, which is a quadratic extension of 
a totally real field, and 
[h : Q] = 2d. 
290 SERGE LANG 
This is what Shimura calls the primitive case of su$iciently many complex 
multiplications [28]. We assume that the reader is acquainted with the 
basic facts concerning this situation, e.g. [28] Chapter II, Section 5 and 6. 
We recall some of these facts and their proofs briefly for convenience. 
To begin with, we note that A is simple. Suppose that A is defined 
over a number K containing K and all its conjugates. The complex 
representation of End(A), is equivalent to the representation on differen- 
tial forms of first kind. Since K is semisimple (being a commutative field!) 
we can find a basis for the differentials of first kind on A over K, say 
such that if y E K, then 
ill,..., ST, 
Qi o y = yifJi, 
where yX is a conjugate of y in C. Since the rational representation is 
equivalent to the direct sum of the complex representation and its 
conjugate (see for instance [20], Chapter V, Section 3, Theorem 4), it 
follows that y1 ,..., yd represent distinct pairs of complex conjugates. These 
differentials of first kind then determine a normalization of the exponen- 
tial map, such that their pull back to Cd is dz, ,..., dzd . We call this a 
strong normalization. 
If f is an abelian function defined over K, then af/ax, is also defined 
over K. In particular, a strongly normalized exponential map is also 
weakly normalized. 
If 01, u E Cd then we write the product 
0x4 = (cup, ,..., ol&J. 
If y E K, then we also view y as an element of Cd, 
where yi is the conjugate mentioned above. We say that an element 
(Y E Cd is proper if no coordinate 01~ is 0. Observe that the image of an 
element of K in Cd is proper. 
y denote by 11 [I or 1 1 the sup norm in Cd, so that if x = 
x1 ,..., zd) then 1 x 1 = max 1 xg 1. 
From now on, unless otherwise specified, we assume that A is an 
abelian variety with complex multiplication, defined over a number 
field K containing k, and all the conjugates of k. We assume that the 
exponential map is strongly normalized. 
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We begin by giving a transcendence result on each coordinate of an 
algebraic point for the exponential map. Given a lattice in Cd (of maximal 
rank 24, we first note that it cannot be contained in a hypersurface. 
In fact, given an integer b, there exists a ball of radius R such that some 
element of the lattice in that ball is not contained in a hypersurface of 
degree <b. Otherwise, for each integer R say that the lattice elements in 
the ball of radius R are contained in the hypersurface HR of degree 66. 
Without loss of generality, we may assume that all the coefficients of the 
equation defining the hypersurface are of absolute value < 1, and some 
coefficient has absolute value = 1. The set of such equations is compact. 
Hence the hypersurfaces HR have a limit, which is also a hypersurface, 
whence a contradiction. 
THEOREM 1. Let u # 0 be an algebraic point of the exponential map, 
with coordinates 
u = (241 ,.*., Ud). 
Then each coordinate ui is transcendental. 
Proof. We shall first prove that no coordinate can be equal to 0. 
After reordering the coordinates, suppose that 
u1 = **- = u, = 0 but u,+~ ,..., ud # 0. 
The set of all points 
(Yl ,***> Y7 2 YTt-l%+l,"-~ Ydfh) 
with y = (ri ,..., yd) in o is a lattice in Cd. Let b be a large constant. 
Let S be a finite subset of the points of this lattice which is not contained 
in a hypersurface of degree <b. Without loss of generality, after a 
projective change of coordinates on (0, ,..., f?,,), we may assume that 0, 
does not vanish at any point 
(O,..., 0, Yr+1%+1 ,*-,Yd%), 
with (rr ,..., y,, , ~,+l~r+l ,..., yBud) in S. We let as before fi = 8J8, , 
and we let 
gi(z) =fi(O,***, 0, xr+1 ,***t xd), i = I,..., d’. 
Let Cd-+’ be the space of the last d - r coordinates. Then exp(C?+‘) is 
an analytic subgroup of A,. Since A is simple, it follows that the 
transcendence degree of the functions g, with i = l,..., d’ is also d, 
607/17/3-6 
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because this analytic subgroup must be Zariski dense in A, , and the 
Zariski closure of a subgroup is a subgroup. Hence the ring 
Kkl ,**-, gd’ 3 %I, 
has transcendence degree at least d + 1. Furthermore, the functions 
gi(x), x1 take on values in K at all points of the set S. The ring 
ml ,***, g,f , x1] is mapped into itself by the partial derivatives. A 
theorem of Bombieri [5] now yields a contradiction if we chose the 
constant b to sufficiently large with respect to d. This proves that no 
coordinate can be 0. 
Suppose that one coordinate or is algebraic. We repeat essentially the 
same argument, using the ring of functions 
K[fl ,***,fd’ , zl], 
taking values in K at the lattice points yu, for y E o. This proves our 
theorem. 
To prove that the coordinate of an algebraic point is transcendental 
when the exponential map is only weakly normalized, one is led to 
consider linear combinations 
with algebraic coefficients, and to estimate their difference with algebraic 
numbers (an inhomogeneous problem, cf. [4, 7, 81. 
Similarly one also wants to determine the transcendence of linear forms 
of coordinates, in particular linear combinations 
dul + *-- + CPU” 
of algebraic points. From this point of view, as well as the point of view 
of integral points on the abelian variety, it is important to have results 
concerning one coordinate, whether taken in Cd or on the abelian variety. 
In this paper, we only obtain a result for all coordinates simultaneously. 
THEOREM 2. Let u”, u1 ,..., un be algebraic points for the strongly 
normalized exponential map, linearly independent over the jield of complex 
multiplication k. Given a positive integer do , there exists a number H’ 
having the following property. Let al,..., oln be algebraic elements of Cd, with 
components of degree < do . Let H be a number > H’ such that H > H(&) 
for allj. Then 
1 olw + *-a + &Jn - uo 1 > e-T*uf), 
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where 
log T*(H) = (log H)2(2/K)” and 
l-(+) 
K = 6(n + 1)(2d + 1) . 
We observe that K is a number < 1, and that our measure of inequality 
given by T*(H) is lousy. 
The proof of Theorem 2 will be given in the next section, using a 
third result stated as Theorem 4. The remaining sections will be devoted 
to the proof of Theorem 4. 
Theorem 2 implies a transcendence result. 
THEOREM 3. Assume that ul,..., um are algebraic points for the strongly 
normalized exponential map, linearly independent over the ring of endo- 
morphisms. Let al,..., a? be algebraic elements of Cd, and assume that for 
each i = l,..., d there exists one of these vectors olj such that the ith com- 
ponents Q does not lie in any conjugate of the field of complex multiplication 
k. Then 
exp(i93 + a.* + &P) 
is a transcendental point on A. 
Proof. Assume otherwise, so that 
&l + . . . + CPlP = UQ 
where u” is an algebraic point for the exponential map. If uO,..., u” are 
linearly independent over k, then the theorem applies and we are done. 
Otherwise, there exists a linear combination 
+1 + . . . + yw = you0 
with yj E D, and by hypothesis, y” # 0. Dividing by y” yields 
pu’ + *-. +pun = uo; Bj E k. 
We then obtain 
(a’ - /I’) 241 + .*- + (a” - /3”) un = 0. 
Suppose that no component of 0~~ lies in a conjugate of k. Then we can 
divide by 01~ - /3’ and get a contradiction from the theorem. The 
hypothesis made on al,..., 01~ allows us to assume this extra condition 
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without loss of generality. Indeed, suppose that al1 lies in a conjugate of k 
but say 01r2 does not. Then for a suitably large integer q we consider the 
linear combination 
(a’ + qd) 241 + cquf - qul) + a** + dw = uo, 
i.e., we replace u2 by u2 - qd and change ~yl, cr2 accordingly. Then the 
first coordinate of a? + qa2 does not lie in a conjugate of k. We proceed 
similarly for the other coordinates, observing that if some coordinate 
c$ does not lie in k, then for q sufficiently large, the ith coordinate of 
01~ + qa2 also does not lie in a conjugate of k. In other words, adding 
such a multiple of 01~ preserves the desired property. This concludes the 
proof of Theorem 3. 
Naturally, it is a problem to get rid of the condition on the coordinates. 
It should suffice that some & should not lie in a conjugate of k. The 
problem is analogous to those mentioned above. 
3. The Reduction Theorem 
Let o = End(A). Let B be a positive number. Let o(B) denote the set 
of elements y E o that I[ y 11 < B. If y, 16 are two positive functions on a set, 
we write 
v<* 
to mean that there is a constant C such that 9 < C#. We write 
to mean q~ G$ # and # < q~. 
We let 
l-(q) 
4 
s = 2(n + 1)(2d + 1) 
and 
s 
lc=-. 
3 
We see that S is a number < 1, depending only on n and d. The reason 
for its particular shape is given in the constructions of Section 5, see (7) 
below. 
We let 
We let 
M = M(H) = (log H)4. 
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We shall devote the entire second part of this paper to the proof of the 
following result. 
MAIN LEMMA. Given the algebraic points u”, ul,..., un linearly 
independent over k, and positive numbers do , b, there exists a number H 
having the following property. Let al,..., an be algebraic elements of Cd, 
with components of degrees <do . Let H be a number >H’ such that 
H > H(&) for all j, and such that 
1 dul + -.a + or%n - 3 1 < e--7(H). 
Then there exists a nonzero polynomial P in (n + 1)d variables, of degree 
<L in each variable, such that 
P [f($ ul),...J($ U.)‘f($ UO)] = 0, 
for all quotients y/q, where f  = (fi ,..., fd) and: 
q is a positive integer <Mb; 
y E o and /I y jl < eMK; 
(y/q)ui E D2,,(0) module the period lattice; 
L is equal to a lower power of log H than M. 
We shall now assume the Main Lemma, and derive some conse- 
quences. We need the lemma only with b = l/2, to be able to apply 
Masser’s criterion, Appendix 2, Section 1. 
THEOREM 4. Given the points u”, ul,..., u” and a positive integer do , 
there exists a number H’ having the following property. Let al,..., oln be 
algebraic elements of Cd with components of degrees <do . Let H be a 
number >H’ such that H >, H(&) for all j, and such that 
1 aw + *** + anun - u” 1 < e-T(H). 
Then there exist elements yi E o(B), with B = (log H)2, such that 
1 yW + *** + ynun + you0 1 < e-BK. 
Proof. Suppose otherwise. By the transference theorem, Theorem 6 
of Appendix 1, given elements 
sj = f (P), with 5i E D,(O) 
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there exists n0 E Cd such that 
1 f(zW) - !p 1 < l/B for j = O,..., n 
and 
/ 20 1 < eB”; II zw - P II‘4 < 1/e 
We take q = [B]. We let y/q be the element of the divided lattice (l/q)0 
closest to x0. Then 
If(p) -f(x”uj) 1 g$ 
because f satisfies a Lipschitz condition in a neighborhood of the origin, 
and both (y/q) ui, x”uj are close to 0 modulo the period lattice. It follows 
that 
~f(~uj)-++ 
The main lemma shows that the polynomial P has a zero sufficiently close 
to (.p,.,., t”, to) to apply Masser’s criterion, whose statement is repro- 
duced in Appendix 2, Section 1. Therefore P is identically zero, a contra- 
diction which proves Theorem 4. 
We now make repeated use of Theorem 4. Suppose that we start with 
an inequality 
1 or%2 + --* + o?W - u” 1 < f+%), 
with Ho sufficiently large, and with algebraic vectors clly = aoV, of heights 
<Ho . For any positive number B, abbreviate 
eBK = a)(B). 
For eachj = O,..., n - 1 let Bj+l satisfy 
Condition 1. Bj,, = (c*Bj2)+ 
where C* is a sufficiently large constant, depending only on uO,..., u”, A. 
Actually, we could take C* much larger, going to infinity slowly with 
H. Let Hj be determined by the condition 
(log HJ2 = Bi , so that Hi = eB:“. 
Suppose that for eachj = l,..., n we can find a solution of the inequality 
n 
C c&W - z@ < e -AH,) 
L-1 
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with algebraic vectors & of degrees <do and height <Hi . We apply 
Theorem 4 to find elements ri E o(BJ such that 
< e+"; j = O,..., n. 
We shall derive a contradiction. Let A = det(yjY). Then A is an algebraic 
integer of degree < 2d, and 
ii A Ii < BY. 
If d # 0, then 
By Cramer’s rule, 
Therefore 
However, we have 
Condition 2. $(B,) is much larger than Bp+1’2df”-1. 
Therefore A = 0. Consider the matrix 
r = (yj”). 
Let r, ,..., r, be its rows. Say I’,,,, ,..., r, are linearly independent, and 
r,. depends linearly on F,,, ,., ,, I’, . Then 
with some elements ,&+l,..., /F in k of heights <<BP. This yields 
B2% 
@“,I) * 
On the other hand, since 7” are in o(B,), we get a left inequality 
(*) 
(**I 
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with some constant C. Thus we have a contradiction between (*) and 
(**), because from Condition 1 we have 
Condition 3. #(Bj+l) is much larger than Pj”B2,“. 
This final contradiction shows that for some j > 1 we cannot apply 
Theorem 4. It follows that for any vectors of algebraic numbers 
OljO ,***, & 
of degrees <d,, and heights ,<Hj we have an inequality 
This applies in particular to the original vectors al,..., an. Therefore, 
we get the inequality 
e--r%) < 1 &Jl + . . . + &p - uo 1. 
It is trivial to express H, as a power of Ho , and we see that Theorem 2 
is proved, with r*(H,,) = T(H,). 
Observe the logic: Given one very close approximation with numbers of 
height <H, either we can find other close approximations with numbers 
of height H* fairly close to H, in which case an elimination yields 
a contradiction; or we cannot find other close approximations with 
numbers of height H* fairly close to H, in which case we get a lower 
bound for the linear combination under consideration, with numbers of 
height < H. A method of proof is all the better as it allows H* to be 
closer to H. This particular type of argument is reminiscent of the 
formalism of type functions and their relations with continued fractions 
and best possible approximations (cf. [18]). I believe that it should be 
applicable to the study of algebraic numbers to improve the Thue- 
Siegel-Roth theorem, both to make it effective and also to reach the 
improvements suggested in [18]. The poor function T*(H) is due only 
to the difficulty in reconciling Condition 3 above with (7) below, used in 
Lemma 9.1. 
Remark 1. We have been careful to formulate the results and their 
proofs in such a way that the necessary and sufficient conditions on the 
functions involved are readily apparent. For instance, this is one reason 
why we extract Conditions 1, 2, 3 explicitly. If one can improve the 
main lemma with a better function T(H), equal to a power of log H, 
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then Theorem 4 remains valid as stated. If Theorem 4 is valid for some 
function T(H), then the preceding proof shows that Theorem 2 is valid 
with the function 
qff) = +L>, 
where 
log H, = (log H)C, and 
2” 
c=2 - . 
0 K 
Thus again, T*(H) is a power of log H. 
Remark 2. Theorem 4 reduces the proof of the diophantine approx- 
imation inequality from arbitrary coefficients to coefficients in k, and 
even with a better approximation. In other words, BK is a larger function 
of B then T(H) is a function of H. 
Remark 3. I feel that not all the juice has been squeezed out of 
Theorem 4. For instance, instead of making a descent by one step, one 
might descend several steps, i.e., go to (log log B)2, and so on, taking 
further logs. Although this improves somewhat the final estimate 
$Hn), it is still not sufficient to yield a measure with o(H2). 
PART 2. THE APPROXIMATING FUNCTION AND THE MAIN PROOF 
4. Special Points 
For any set of elements ( >, we let #( } denote the cardinality of 
this set. 
Let o = End(A). For any positive integer S, we denote by o(S) the 
subset of elements y E o such that 11 y 11 < S. We note that o is a lattice in 
Cd, and has a basis over Z consisting of 2d elements. It follows at once 
that 
#MS)) >< s2d- 
(The constants implicit in the symbol >< depend on o but not on S.) 
We let /I be the lattice of periods. 
Let ul,..., un E Cd and let p > 0. Let D,,(O) be the ball of radius p 
centered at the origin in Cd. Then 
#{y E o(S), yuj E D,(O) mod A for allj} > Pd. 
300 SERGE LANG 
Proof. Decompose CalA into parallelotopes of width approximately 
equal to p. The number of such parallelotopes is >< l/pzd. There 
exists a subset r, of o(S) such that 
and such that all elements yul with y E r, lie in the same small parallelo- 
tope. There exists a subset r, C r, such that 
and such that all elements yu2 with y E I’, lie in the same small paral- 
lelotope. Inductively, we obtain a subset r, of o(S) such that yJ lie 
in the same small parallelotope for all y E r, and allj. Pick y” E r, . Then 
(y - ys) uj lie in a small parallelotope with a corner at 0, thus proving 
the lemma. 
We also want to deal with conjugates. Let Pi = exp uf. For y E o, let 
ya be the corresponding algebraic endomorphism of A (we have viewed y 
as operating on Cd, as distinguished from A,). Then for any embedding 
u of the algebraic numbers in C, 
We may now repeat the procedure to find a subset of o(S) having > Ssd 
elements y, such that yauPjO lies in a disk of radius centered at the origin 
in (A”)= . 
Let uO,..., un be the algebraic points as in the main theorem to be 
proved, and Pi = exp uj, j = 0 ,..., n. We shall use the following notation. 
We let op(uo,,.., un; S) = o,(u; S) consist of those elements y E o(S) such 
that (yAPj)” lies in a disk of radius p centered at the origin in (Ao)~ for 
all CJ, all j. We have proved: 
LEMMA 4.1. o,(u, S) > S2d, where the constant implicit in > depends 
on p, u, A but not on S. 
In the applications, we shall deal with a finite set of abelian functions 
fi ,..., fdp whose polar divisors do not intersect the origin. If f is one such 
function, let fA be the corresponding function on A, so that f (2) = 
f,(exp z). Then fA(0) is defined, whence for all (T, fAo(Oo) is also defined, 
and 00 does not lie in a pole of fAu. Thus we obtain: 
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LEMMA 4.2. Let fi (i = l,..., d’) be abelian functions defined over K. 
Assume that none of the points uj lie in the poles of the functions fi for all i, 
j, and also that these functions are defined at the origin. Let p be a positive 
number such that the ball of radius 3p in each abelian variety Acu does not 
intersect the polar divisor of any function f& for all i, u. Then the values 
are bounded for all i, j, (T, and y E o,(u, S), independently of 5’. 
Remark, With the arrangement of the proof of Theorem 4, only 
points in a neighborhood of 0 where f is holomorphic will be considered, 
as in [14]. In other contexts, points approaching the divisor of poles off 
also will have to be considered. 
In the sequel, we let p have the meaning assigned in Lemma 2. 
5. Determination of the Approximating Function and Basic Parameters 
It seems to me clearer not to plug in the specific values of the parameters 
used in the proof too early, thus bringing out somewhat more sharply the 
interrelationships between these parameters. Thus we let T be a positive 
function strictly increasing to infinity, and we suppose that we have an 
inequality 
with sufficiently large H (depending on u”ul,..., ZP, A and T). We shall 
then derive consequences of such an inequality. In various estimates, 
we get upper bounds for certain expressions that must be compared with 
e-T(H) and must go to infinity slower than ercH). Thus, we let T’(H) be a 
function that is also increasing to infinity and is 0(7(H)) , i.e., such that the 
limit of T'(H),'T(H) is 0 as H goes to infinity. 
We assume that the reader is acquainted with the estimates of [16], 
Chapter III, Section 2, Lemma 1. It is helpful to have read the proof 
of the main theorem of that chapter, as giving in a much simpler situation 
the basic techniques of the beginnings of the proof carried out here. 
We recall explicitly the basic lemma used for estimating. 
LEMMA 5.1. Let K be a number Jield. Let fi ,..., fd* be functions on Cd 
such that the ring K[f, ,..., fd,] is mapped into itself by the partial derivatives 
D De. 1 ,a-+, There exists a number C, having the following property. If 
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Q(Tl ,..., Tcg) is a polynomial in d’ variables with coefficients in oK , of 
total degree ,< L, and if 
D =Dy...DT 
is a diferential operator of order M = m, + *a- + md , then 
W(fi P*‘-Y fd>) = Q&l Y.Yfd’) 
where QD E K[T, ,..., Td,] is a polynomial satisfying: 
(9 degQ,<<M+L 
(4 II QD II < II Q II M!WL 
(iii) There exists a denominator for Qo bounded by den(Q) Cf+L. 
The formulation is slightly different, but the proof is the same as that 
for Lemma 1 of the references cited above. 
Evaluating D(Q(fi ,..., fdt)) at an algebraic point u of the functions 
fi ,..., fd, then yields an algebraic number whose absolute values and 
denominator satisfy a corresponding estimates, just by plugging in the 
values fi(u) in QD . The constants appearing in the estimate then depend 
on the point U. 
We let xl,..., an be independent vectors of d complex variables, so that 
zj = (Q,..., ZJ). 
Thus (z$} is a family of nd variables. We then form the function 
F(zl,..., 
where the sum is taken over the indices A, (i = l,..., d; j = 0 ,..., n) 
satisfying 
0 < hij <L- 1, 
and the coefficients a(,) are integers to be determined in such a way that 
certain conditions to be stated are satisfied. 
For each (m) = (mij) (i = l,..., d; j = l,..., n) we have a differential 
operator 
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The order of the operator is denoted by 
By Lemma 5.1, for any differential operator D = Dm), 
DF(zl,..., 2”) 
is a polynomial 
PD[f(4,...,f(-q, f(~‘Z’ + -** + “nql, 
where f = (fi ,..., fd,). Certain power products of the components aii 
occur in the coefficients of this polynomial. Let x0 be a new family of 
variables. We denote by 
D(*‘F(xl,..., z”; x0) = PD[f(Z1>,...,f(Xn),f(ZoI1 
the expression obtained by substituting x0 for ollxl + **a + &z”. In 
particular, if 7 E Fz and + does not lie in any pole of any function fi then 
D(m) F($,. . ., 71~n; 3u”) 
is an algebraic number. If in addition 7 E o is an rndomorphisms of A, 
then this algebraic number lies in K. 
We require that 
Dtrn) F(yul-,..., yu”; ydJ) = 0, (1) 
for all y E o,(u, N) and all (m) satisfying 1 m / < M, where M, N are 
parameters still to be selected. The number p is selected as in Lemma 
4.2. The vanishing of these derivatives with the substitution of ~0 
amounts to a system of linear equations for the a(,) , in the field K(cG,..++) 
If we wanted uniformity only with respect to al,..., 01” lying in a fixed 
number field rather than over a variable field of bounded degree, we 
could then pick a fixed basis of the field, and reduce our system of linear 
equations to another system over the integers, the number of equations 
being multiplied by [K(al,..., a”] : Q], as well as the number of variables. 
For simplicity, we shall carry out the proof in this context, which allows 
us to use the ordinary Siegel’s lemma [16], Chapter I, Section 2. To treat 
the general case, one has to use the analog of Siegel’s lemma for inequal- 
ities, cf. for instance [16], Chapter VI, Section 3. This has the effect of 
introducing only a minor perturbation in the choice of M, N below. 
We have: 
Number of variables > L(“+ljd[K(ol) : Q] > ,!,(n+l)d 
Number of equations << MndN2d 
Size of coefficients < MbfC~+LCfaMH~M 
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where C, , c are constants depending on the degrees of aj. We solve for 
a(,) by Siegel’s lemma. Ultimately we want 
which will be somewhat smaller than the size of the coefficients of the 
linear equations. This smallness will be used in Section 8 below. Thus 
we want the exponent 
# equations 
# variables - # equations 
in Siegel’s lemma to be at most l/N. For this purpose we impose the 
sufficient condition that 
i.e., 
L(n+lM = M"dN2dN 
(3) 
L = Ml-l/'"+l,N(2+l/d)J(n+l) 
We let N = log H, and we let 
(3’) 
M = Na (4) 
where a is a positive number that we select to satisfy two further condi- 
tions. For convenience of notation, suppose that we deal with quantities 
X, Y such that 
X = Nb and Y = NC 
We write X < Y to mean b < c. With this notation, the first condition 
is that, for some 6 > 0, we have 
L < Ml-'2d+l'B 
(5) 
The second condition is that 
MN < N2L; i.e., M < NL. (6) 
The first of these will be used in the proof in $9. It amounts to 
2+f 
S(2d + I)@ + 1) < 1 - ~ ; a 
or equivalently a > 2 + f . (5’) 
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The second of these conditions amounts to 
a<n+1+2+;. (6’) 
As we have n >, 1 we pick a = 4. We then select 6 such that 
l- 2+* l- 2+1 
r3 < (n + 1)(2da+ 1) ’ say 6 = 2(nf 1)(2ud+ 1) 
Then a6 < l/2. We note that 6 is defined only in terms of d and n. In 
view of our choices, we have 
M = N4 = (log H)4. 
It is clearer to carry out the proofs leaving &I, N essentially as variables, 
so that the reader can see just what is needed to make the method work. 
We let 
T(ff) = &om1’4* 
Then 
MS/Z < log T(H). (7) 
This is roughly the lowest possible value of T(H) needed to carry out the 
proof of Lemma 9.1. 
We let 
T’(H) = (log 22)s. 
Then 
MN < T’(H). (8) 
This is of significance in Lemma 6.1. One figures out these functions 
precisely to make the methods of proof of these lemmas applicable. We 
recommend that the reader treat M, N, T, 7’ as variables subject to the 
necessary conditions arising from the lemmas. 
6. Estimate of Dayerences 
We shall deal with the two expressions 
D(““F 
( 
r IS,..., r u” and Dtm’F 
4 4 1 ( 
r d,..., .?- un; $ u”), 
Q 4 
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and we need an estimate for their difference. For this paper, only values 
of y/q such that (r/q) j 1’ u ie in a fixed neighborhood of 0 will occur, that 
is in a ball of radius p, such that the functionsf, ,...,fd give an analytic 
isomorphism on the ball of radius 3p centered at the origin. For other 
applications one needs to come closer to the divisor of poles of (f ). 
This introduces a slight technical complication (which I can deal with), 
but I prefer to keep the present proof as easy as possible. 
From now on, all assertions are meant to hold for H suficiently large. 
In the next lemma, what matters is that 7’(H) is much smaller than 
Go 
LEMMA 6.1. Let S be a positive number, and q a positive integer. Let 
y E o(S), and assume that (r/q) uj lies in the ball of radius p, modulo the 
period lattice. Also assume that 
MN < T’(H), log s < T’(H). 
Then for 1 m 1 < M we have 
r d,..., 
P 
Proof. Write 
wo = r uo and 
4 
From the original approximation assumption, we have 
1 w” - w” 1 < SemTcH) < C$H). 
Since f satisfies a Lipschitz condition on the ball of radius 3p, we obtain 
The difference of two monomials involving &(w~) and fi(wo) is easily 
estimated. Indeed, for a positive integer o, 
X" - yA = (X - Y)(X~-1 + -** + YA-1). 
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We put X = fi(wa) and Y = fi(wo). By assumption these values are 
bounded independently of y, 4. Using (*) we obtain from Lemma 5.1 
and (2) the estimate 
1 p, [f($+f@‘,] - pD [f($+f(wu)]\ 
thus proving Lemma 6.1. 
7. Estimates on Heights and Sizes 
Letf = (1,fr ,..., fdg) denote the embedding of A in projective space. 
Let h denote the absolute height. It is known that the map 
w  t-+ 1% 4fW) 
defined on the group of algebraic points of the exponential map modulo 
the period lattice, is equal to a quadratic function, plus a bounded 
function. This is the Neron-Tate theorem; [ll], [17], [25], Property 3 
of Chapter IV, Section 2. Observe the uniformity with respect to 
algebraic extensions of the fixed field K, obtained from division points 
of algebraic points. Such uniformity had not been previously used in the 
extrapolation procedures of transcendence and approximation methods. 
Let w  be a point such thatf(qw) is rational over K. Then 
K(fW) : Ql G CI~TK : 41. 
In particular, let y E o(S) be such that (y/q)u = eu does not lie in the 
polar divisors (f&, for all i = l,..., d’. Let H denote the height with 
respect to the field K(f(eu)). We obtain 
H(f(w))ll”“” = v m$l, ]~~(w)lJNJQza < C<*@C, 
for a suitable constant Cs . In particular, if u is an algebraic of the 
exponential map such that f(u) is rational over K, then we get a bound 
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The constant Cs also depends on U, and the applications, u is equal to 
some 243. 
The derivative Dm)F is a polynomial in the functions 
f&q; f&?z’ + *a* + CPZ~), 
of degree < M + L < M, and with coefficients bounded as in Lemma 5.1. 
From (9) we obtain an estimate for a derivative Dm)F with 1 m 1 < M. 
LEMMA 7.1. Let y E o(S), and let q be a positive integer such that 
(y/q) uj does not lie in (f )m . Then the algebraic number 
is either equal to 0, or its size is bounded by CgMSBqSd-‘CgMqBd. 
The next lemma will be used only in Section 8. 
LEMMA 7.2. Letf = (fi ,..., fd,). For each i there exist polynomials @day ,
Yd, of degrees < S2, with coe#cients in K of heights < C$ such that for 
x E Cd we have 
These polynomials can be so chosen that ul,,( f (uj)) # 0 for all j. 
Proof. The existence of the polynomials aiY and ‘y,, is a special case 
of a result of Altman [I], Theorem 3.5, applied to a generic point. For 
the convenience of the reader, we recall briefly the argument. We can 
assume that the projective coordinates 
from which we obtained affine coordinates (fi ,..., fdl) are those of a 
linear system 2?(X), where X is a positive divisor such that X = X-, 
and X is sufficiently ample. The expression in y, 7 E o given by 
Dx(Y, 7) = (Y + 4-l x - r-“(X) - TV) 
is bilinear modulo linear equivalence. This can be proved algebraically 
almost immediately from the theorem of the square, but for our purposes 
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in characteristic zero over the complex numbers, it is obvious by using 
the functional equation of theta functions. One proves that the expression 
is bimultiplicative in the group of theta functions modulo trivial theta 
functions and abelian functions; cf. [20], Chapter IV. 
By induction, it then follows at once that for any positive integer s, 
we have 
(sS)-1 x N (q-q x + (+) x-, 
which is just s2X because of our assumption X = X-. Having taken X 
sufficiently ample, the linear system L(s2X) is linearly equivalent to 
L(X)8*, i.e., differs from it by the product with a fixed function, by 
elementary considerations. See for instance my Introduction to Algebraic 
Geometry, Chapter V, Theorem 6, Section 5. 
Let $,..., 7,~~~ be a basis of o over Z. Any element 17 E o(S) can be 
written in the form 
rl = VI1 + *‘* + S2dr12d, 
with integers si satisfying 1 si 1 < S. The addition of 2d terms and the 
multiplication by + (i = l,..., 2d) are polynomial functions in the 
homogeneous coordinates of fixed degree and fixed coefficients. From 
this the existence of the polynomials Sp,, , !Pi, follows at once. 
To see that Pi,,(f) can be so chosen as to be nonzero at the points ui, 
we could have assumed from the beginning that the projective linear 
transformation over Z made on the coordinates was such that the function 
g = fd+l (a sufficiently general linear combination off1 ,..., fd*) is integral 
over KEfi ,...,fdl, and generates K(f, ,..., fdf). Furthermore, the dual 
basis to 
L&g2 ,...,gr-1, 
for the field extension K(f, ,..., far) = K(A) of K(f, ,..., fd), lies in the 
local ring of the points uJ. Let us write fi 0 y as a polynomial 
fi o Y = 1 %(fi ,...,fd) g”, 
where R, are rational functions, in K(f, ,..., fd). From the bounds on 
the degrees and coefficients of Qiiy , Yi, obtained above, and for instance 
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[16], Lemmas 1 and 2, Chapter V, Section 2, we conclude that these 
rational functions satisfy similar bounds. Since RY(fi ,...,fd) is expressible 
as a trace of g” times an element of the dual basis, this means that the 
denominator of the rational function R,(f, ,..., fd) is defined at the 
prescribed points uj for all j. This proves the lemma. 
Remark. Lemma 7.2 can be expressed in the obvious fashion to apply 
to abelian varieties without complex multiplication, and to functions fd 
applied to points of A in some finitely generated field over the rationals. 
The proof is the same, but I preferred to stick to the notation used in the 
immediate applications rather than give a reformulation with new 
notation for the general case. 
8. Baker-Coates Lemma 
The next lemma is intended to get an estimate of type CssL rather 
than the weaker CsBM obtained without further hypotheses in Lemma 7.1. 
LEMMA 8.1 (Baker-Coates lemma). Let (m) be such that 1 m 1 < M. 
Let y E o,,(u, S). Assume that 
WF(yul,..., yun; yu0) = 0 
for all (p) with 1 p 1 < 1 m [. Then either 
D(m)F(yul,..., yun;yuO) =o 
. 07. 
(i) Its conjugates are bounded by Hc~MMCM+~ < CzN. 
(ii) Its denominator is bounded by CsaLHcWMMM < C$ with some 
constants c, C, C,, . This is 5 (2:;“” if S 1 N. 
Proof. We know that D(“)F is a polynomial PO as at the beginning 
of the proof, and we have an estimate for the degree and coefficients of 
this polynomial. Under our special assumption on y, we know that the 
valuesfi(yd) (j = O,..., n) are bounded, so that when we substitute these 
values in the polynomial, we get a number for which estimate (i) holds. 
Note that we are using the estimate (2), that 1 a(,+) 1 < CpN here. 
To deal with the denominators, let 
E(S.... 2”) = F(yz1,. . . , yx”) 
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Lemma 7.2 gives us an expression forf&zj) as a rational function inf(z). 
It allows us to construct a generic denominator by taking a product 
of the ul,,, . Let 
G(z’,..., .2) = fr fi Yk(f(z?)) fJ ?P;(f(LM + -*- + 2zn). 
.+I j=l i=l 
Then GE is a polynomial in the functions 
i = I,..., d’. Its degree is <FL, and its coefficients have size <CsaL. 
The derivative D”)GE(xl,..., zn) can be expressed as a sum of terms 
ZWGP+u)E, with binomial coefficients. Furthermore, 
zwE(P,..., un; 28) = y(~)D(U)F(yul,..., yun; yuO), 
where y(u) is a monomial of order 1 p 1 in the components yt (i = l,..., d). 
This latter expression vanishes by assumption if 1 p 1 < 1 m 1. Con- 
sequently, 
P)( GE)(ul, . . . , ~“-1; u”) 
= G(d ,..., u”; d’) D(“‘E(u-l,..., u”; u”) 
= G(d,..., un; 24”) y(~)D(q+ul,..., ye; yuy. 
Therefore, the denominator that we want to estimate for (ii) is a product 
of: 
(a) a denominator for PQ(GE)(ul,..., un; u”); 
(b) G(ul,..., ZP; us); and 
(c) y(u). 
By Lemma 5.1, D(m)(GE)(ul,,.., un; ZJ”) is a polynomial in the numbers 
f&j> ; i=l ,..., d’; j=O ,..., n 
satisfying 
degree <S2L + M 
size of coefficients < CsBLMMCMHcM. 
As the values fi(uj) are fixed from the beginning, we see that term (a) 
introduces a denominator with the required bound. Using the fact that 
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fq5) = fm-l) f or any algebraic number 6, we see that a similar bound 
prevails for term (b). Finally, we note that 
WP) < qry, 
and H(y) < S desv. Thus term (c) contributes at most S”degCM to the 
denominator, which is within the desired bound. This proves Lemma 8.1. 
Observe that (2) and (5) h ave been used in the above estimates. 
9. Extrapolating on Integral Multiples 
We shall make use of the interpolation lemma of Appendix 2. The set 
to which we apply this lemma will be a subset of X(S) of cardinality > Szd, 
for various values of S. 
LEMMA 9.1. For each positive integer v, let 27, = NW8. If 
T’(M) v<M812<-; 
log M 
(ml <M-vM1-‘* 7 Y E ok4 w  
then 
P)F(pl,..., ye; ydJ) = 0. 
Proof. Recall that y E o,(u, S,) implies that yuj is uniformly away 
from the poles of the functions f6 for all i, j and that I[ y 11 < S, . By 
Lemma 4.2, the set of such y has cardinality > S,““. Since o is a lattice in 
Cd, the distance between any two of its points is bounded from below. 
We prove the assertion by induction on v. For v = 0 the assertion is 
merely a property of the constructed function F. Assume the assertion 
true up to some integer v in the given range. We prove it for v + 1 in the 
given range. Suppose the assertion for v + 1 is false for some 
7 E &(u, S,,,). Let (m’) be such that 1 m’ 1 is the smallest value 
<M - (v + 1) Ml-6 
such that 
D(W(7p1,. . . , 7pP; ?pO) = 0 if I P I < I m’ I 
but 
W’~F(7pl,..., qu”; ?pO) # 0. 
Let 
O(Zl,..., 9) = [e,(.z’) I** Bo(2P) e,(a%l + *** + &z”)]~. 
Then OF is an entire function. Let x = (zl ,..., zd) and let 
G(s) = D(m’)(@F)(zul,..., m”). 
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Thus G is a function of d complex variables. If (r) = (rr ,..., rd) is a 
d-tuple of integers 20, then 
D(“G(z) = c b(K, u) D(m’)+(4)(oF)(xu1,..., zzP>, 
IJ4SI+I 
where b(~, U) is a polynomial in the components u( and binomial 
coefficients, easily estimated. We take (r) such that 1 r / < iVP+, so that 
the multiplicity to which we apply the interpolation estimate is Ml-*. 
The derivative Dm’)+(lr)(OF) is also expressible as a sum, 
c c(p, /A’) D’WD(r’)F. 
By the difference Lemma 6.1 and a trivial estimate for D(u)@ obtained by 
iteration of Cauchy’s formula in one variable, we obtain 
1 D(“G(y)l < C-r(H) all y E o,(u, S,). (*) 
The coefficients a(,) satisfy (2), namely 
We take the radius R to be a large constant times SV+l. Again using 
Cauchy’s formula on derivatives of F, we obtain the estimate 
[ G IR < CS~+hYNMcM < Cs$+&. 12 
We apply Lemma 3 of Appendix 2, Section 2 to the function G. We get 
[ G(q)1 < -- 
CM,+JRed-2 
+ (C’S,+l)5MS~d max 1 Dc7)G(y)l. 
The second term on the right is small with an estimate essentially the 
same as that for the derivatives (*), because of the range for S, and (7). 
The denominator of the first term has an exponent equal to 
zzz j,,f1-8~-2d8~2 v+l - 
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The original determination of parameters (5) was designed so that the 
exponent of the denominator is substantially larger than the exponent of 
the numerator Sy2+1L at this stage of the proof. Consequently we obtain 
log 1 G(T)] < -M1-(2d+1)8,S;+l . (**I 
This is an upper bound showing that 1 G(v)] is quite small. From it 
we obtain an upper bound for D(“‘)F. We can write 
G(T) = @(+,..., 77~) D(““F(r]ul,..., vpn) 
+ ,,ls;m’, c(p) D(m’)-w+pl,...) ?py D(e’)F(7]d )..., r]q; 
By Lemma 6.1 again, since D(p)F(#,..., @; r)us) = 0, we conclude that 
the second sum on the right is bounded by 
exP[-&WI. 
On the other hand, since qui is away from the zeros of 0, , it follows from 
the functional equation of the theta function that 
log 1 O(T$,..., v”)l > a+&. 
Hence we obtain the estimate 
log 1 D(m’k(r]z&..., #)I < -M1--(2d+1%;+1 . 
By Lemma 6.1 once more, the substituted derivative satisfies 
log 1 L)(m’)F(?#,.*., #; 7$)~ < -M1-(2~+1)8Sy+~ . t***> 
By the Baker-Coates lemma we find the lower inequality 
-s,a,IL < I D’““F(?$,..., 7$; 7]24O)I < -iw--(2~+1%;+I . (****) 
The extreme inequalities are contradictory to each other by (5), and 
Lemma 9.1 is proved. 
10. Extrapolation on Division Points 
LEMMA 10.1. Let b be a $xed positive integer, given a priori, depending 
only on n and d. Let q be a positive integer, and y E o. Suppose that (y/q) u* 
lies in Da(O) module the period lattice for all j. If 
q < Mb; Iml <SW II y II < eM8”, 
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then 
Proof. Suppose that the lemma is false for some fraction q/q, satis- 
fying the required conditions. Let (m’) be such that m’ is the smallest 
value in the given range such that 
but 
D”“‘)F z ul,..., s??- un; 77 u” # 0. 
Q P P 
Let 0 be as in the proof of Lemma 9.1, and also let again 
G(z) = D(m’)(OF)(ml,..., zu”). 
We consider the derivatives D’)G(s) as before, with 1 r 1 < (1/4)&I. 
This will give the multiplicity in the application of Lemma 3, Appendix 2, 
to the set of points I’ = o,(u, S), where 
This choice of S is essentially the maximal value obtainable from 
Lemma 9.1. 
The difference Lemma 6.1 and a trivial estimate for D(u)@ obtained 
by iteration of Cauchy’s formula in one variable show that 
1 Dcr)G(y)l < C-T(H), all y E r. (*I 
We take a circle of radius R equal to a large constant times S, and get the 
estimate 
I ( )I G x < ’ G IR 4 CMSea/k?R)ea-~ + (C’qS)5MS2dmax 1 D(‘)G(y)l. 
The second term on the right is small, with an estimate essentially the 
same as (*). The first term is easier to handle than in the preceding 
section, and gives us the estimate 
log 1 G ($)I < -iKS2/q2d-2. 
Actually, we could even drop the factor of M for our purposes. 
t**> 
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Arguing as before to get rid of the theta function (this amounts to 
replacing 7 by q/q without any further change) we obtain the corre- 
sponding estimate for the algebraic number under consideration, i.e. 
log 1 u’, . . . ,L u”; 1 u” 
4 4 Q )I 
Q - MS2/q2d-2 c***> 
This time we do not have to use Coates’ lemma, but merely the universal 
estimate of Lemma 7.1. Let T = eM8”. Since the algebraic number 
we deal with has degree << qzdtn+l), we obtain the lower estimate 
-MT2q2d-2q2d’“+1’ < log 1 D(““F ($ G,..., $ u*; : u”)l. (****) 
We picked T sufficiently smaller than S so that the two inequalities (***) 
and (****) would be contradictory, thereby proving our lemma. 
We need the lemma only with b = 1, and The Main Lemma stated 
in Section 3 is the special case with (m) = (0), with the polynomial 
Remark. For other applications, I can extend Lemma 10.1 to points 
coming close to the divisor of poles ( f)m . This merely requires a corre- 
sponding strengthening of Lemma 6.1, and some estimates on the 
functions fi taken at points near the poles. See Appendix 3. 
APPENDIX 1 
Since I wish to make this paper as accessible as possible to those in 
several complex variables, I reproduce for their convenience the basic 
transference theorem of Khintchine, and the Minkowski-Mahler 
theorems concerning successive minima on which the proofs are based. 
Although Cassels in his Introduction to Diophantine Approximations 
obtains quite good constants in his theorems, he perversely (in my view) 
advises the reader to omit the technique of successive minima in first 
reading, whereas this seems the most natural way of doing things. 
Therefore, I follow Davenport [9] and Schmidt [26]. 
A corollary is stated for nonintegral lattices, which in the applications 
of this paper are lattices in fields of complex multiplication of abelian 
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varieties. These are treated in Section 3, where we generalize a theorem 
of Masser to abelian varieties. 
The notation and numbering of theorems is self-contained. 
1. Successive Minima 
Let S be a convex set in R”. We say that S is symmetric if S is 
symmetric with respect to the origin. In other words, X E S implies 
-XES. 
A lattice A is a discrete subgroup of R” that has a basis over Z con- 
sisting of n elements, which are also linearly independent over R. If 
X 1 ,..., X, is such a basis then the set of elements 
t1x1+ *** + tnXn ; O<tg<1 
is a fundamental domain for the lattice. Its volume is equal to 
I det(4 ,..., &)I, 
This volume is independent of the choice of basis for (1, and is called 
the determinant of the lattice, denoted also by det(/l). 
MINKOWSKI’S THEOREM. Let S be convex symmetric in Rn. Let d be 
a lattice in R". If 
Vol(S) > 2” det(A) 
then S contains a nonxero element of A. 
Proof. Suppose otherwise. Under the map R” -+ R”/A, the set *S 
cannot map injectively, otherwise Rn//l would have volume > det(n), 
which is against the definition of det(A). Hence there exist X, YE S 
such that X # Y and $(X - Y) E (1. By symmetry, -Y E S and 
+(X- Y)ES b y convexity. This proves the theorem. 
Let h, be the radius of the smallest ball around the origin 0 such that 
this ball contains a nonzero element of A. In general, let X, (1 < k < n) 
be the radius of the smallest ball around 0 containing k linearly inde- 
pendent of II. We call 
A, < A, < -** < A, 
the successive minima of A. We have just given an invariant definition 
of these. It is useful to have a noninvariant characterization. Let x1 be 
and element of A such that 
1 Xl [ = A, . 
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[We use 1 1 for the Euclidean norm.] Let X2 be an element of A linearly 
independent from X1 and at smallest distance from 0. Then 
I x1 I = 4 d I x2 I, 
and the ball of radius 1 X2 j has two linearly independent vectors of A 
in it, so that 
A, d 1x21. 
On the other hand, suppose the ball of radius Aa contains the linearly 
independent elements X1, Y2 of A, with I Y2 I = A2. Then by the 
minimality property of X2 we get 
I .x2 I < I y2 I = A,, 
so 1 X2 1 = A2 . Inductively, one sees: 
Let Xl,..., Xk be elements of A such that I Xi 1 = hi for i = I,..., k 
and Xl,..., Xk are linearly independent. Let Xk+l be linearly independent 
from Xl,..., Xk and at smallest distance from 0. Then hk+l = I Xk+l I. 
Indeed, the minimality property of &+l shows that &+r < 1 Xk+l I. 
On the other hand, the ball of radius Xk+i has the linearly independent 
vectors x1,..., Xk, Yk+l with I Yk+l j = hk+r . The minimality property 
of Xk+l yields 
1 xk+l 1 < 1 Yk+l 1 = hk+l , 
as desired. 
Thus, the successive minimal are taken on by elements of A constructed 
by the above inductive procedure. We call such elements Xl,..., X’” 
minimal points for A. 
Remark. If A, ,..., A, are linearly independent vectors of A such 
that 
I4I~I4I~**~~I&I, 
then fork = l,..., n we have 
A, G I & I* 
This is immediate from the invariant definition of successive minima. 
Let det(A) = rm for some positive number r. Then 
det +A = 1. 
( 1 
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If x1,..., Xn are minimum points for A, then (l/r) x1,..., (l/r) X” are 
minimum points for (1 /r)A. Thus 
A, $ A = + Ak(A). ( 1 
Because of this homogeneity property, in some results to follow, we deal 
with the case when det(d) = 1, the general case resulting by homogeneity 
from this special case. 
THEOREM 1. Assume det(A) = 1. Then 
1 <Al -A, < 2%,, 
where v, is the volume of the unit ball in Rn. 
Proof. Let Xl,..., Xn E A be such that 1 Xk 1 = hk for K = l,..., n, 
and also linearly independent. We can find an orthogonal basis of Rn 
such that the coordinates of x1,..., Xn are 
Xl = (Xl’, o,..., 0) 
x2 = (X12, x2,..., 0) 
xn = (Xl%, X2% ,...) X,“). 
Then det(Xl,..., X”) = X,l --- Xnn is an integral multiple of det(A), 
and therefore it is a nonzero integer, of absolute value 31. Since 
iXkkI < ipi,weget 
1 < Al *** Aa . 
Conversely, consider the symmetric convex body defined by 
++...++<1, 
whose volume is A, --- h,v,, . If A, --- &vn > 2” then there exists a lattice 
point X = (x1 ,..., xJ # 0 in this body. Say X is linearly dependent 
on x1,..., Xk but not XI,..., P-l. Then 
x = (x1 ,..., Xk ) 0 ,..., 0); xk f 0, 
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and 1 X j > h, by the minimality property of Xk. Thus 
1 > x12 --+...+%a x12+;;;+xk2 IX12 >I k =hL2’ ’ 
a contradiction that proves the right-hand side inequality and also 
proves the theorem. 
Let f, g be two functions on some set, with g positive. We write f < g 
if there is a number C > 0 such that 1 f (x)1 < Cg(x) for all x in the set. 
We specify in each case on what extra parameters the constant C will 
depend. In the present situation, with lattices, unless otherwise spec$ed, 
the constant depends only on n, the dimension of the space in which we 
operate. 
With this notation, we can express Theorem 1 in the weaker form 
1 <Al *** A, < 1. 
We writef ><g to meanf <g andg <f. 
An orthonormal basis of R” such that linearly independent vectors 
Xl- ,“‘, Xn have coordinates as in the proof of Theorem 1 will be said 
to be associated with this sequence of vectors. 
THEOREM 2. Assume det((l) = 1. There exists a basis (F,..., Y”) 
of A such that in the orthonormal system associated with a sequence of 
minimum points we have 
I Y”I><Xk and I Yk” I>-ak. 
Proof. We let Y1 = X1. Let (Xl,..., Xk)o = vk be the vector space 
over Q generated by Xl,..., Xk. Suppose inductively that {Yl,..., Y”) 
have been selected to be a basis of /1 n V, satisfying 
for 1 < v < k. Under the homomorphism 
V k+l + vk+l/vR = vk+l 
the lattice /1 n vk+r g oes to a one-dimensional lattice generated by a 
vector pk+l. We lift pk+l to a vector Yk+l in vk+r such that 
Yk+l = alYl + ... + a,Yk + ak,Xk+l 
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with rational a, ,..., uk+r . By induction hypothesis, after adding integral 
multiples of Yl,..., Yk we may assume that 
I ai I < 1 for i = l,..., k. 
Write ak+l = b/d where b, d are relatively prime integers. Then 
dYk+l - bXkfl = dalYI + -se + da,Y”Ed 13 V, . 
Since Xkfl can be expressed as a linear combination of Yl,..., Ykfl it 
follows that b = f 1. Hence 
1 Yk+l 1 < (k + 1) 1 x’“+i 1 Q A,,, . 
The minimality property of X k+l shows the opposite inequality, 
&c,l < I Ykfl I. 
Finally, 
1 = det(Yl,..., Y”)= 1 Yl’ 1 ***I Y,” 1 
< 1 Yl 1 *** 1 Ykk 1 a-* 1 Yn 1 
< A, *-- 1 Yfi” / **- A,. 
It follows that 1 Ykk 1 > Ak , thus proving the theorem. 
The dual lattice A* of A is defined to be the lattice of points X* E Rn 
such that 
x*x*Ez for all XEA. 
Let hi*,..., A,* be the successive minima of A*. Note that 
det(A*) = (det (1)-l. 
THEOREM 3 (Mahler). We have &&+, >< 1 for i = l,..., 71. 
Proof. By homogeneity, we may assume without loss of generality 
that det(A) = 1. Let Xi ,..., X, be minimal points for A, and let X1*,..., 
X,* be minimal points for (1*. One of X1*,..., X,*_,+i is not perpendicular 
to Xl ,..., Xk , say Xi*. Then 
1 < I Xi* * Xj 1 < I Xi* I I Xj 1 < &*A* < h,*_fi+,XI, . 
By Theorem 1, we then get 
1 < A, *** A,&* ..’ A,* < 1. 
Theorem 3 follows at once. 
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2. General Transference Theorem 
Let the maximum ~1 = p(A) of a lattice be defined as 
p = mp” dist(P, A), 
the maximum distance between points P E R” and the lattice. 
THEOREM 4. Let A, ,..., h, be the successive minima of A. Then 
h,<2p<h,+--+h,. 
Hence A, >< p. 
Proof. Let Xl,..., X” be linearly independent in A such that 1 Xk 1 = 
& . The diameter of the parallelogram spanned by Xl,..., Xn is at most 
Al + *** + A,, 
and therefore any point of Rn is at distance <&A, + a** + A,) from 
the lattice, whence 
2/L < x1 + *** + A, . 
Conversely, let X1,. . ., X” be a basis for A. There exists Yk such that 
I SXk - Yk I < P, K = I,..., n. 
The point Xk - 2Yk lies in A. Since det(Xl,..., X%) = det(A) we get 
det(X1- 2Y1,..., Xn - 2Y9 = det(A) mod 2 det(A). 
k Hence the points X - 2Yk are linearly independent, and also 
1 x’” - 2Y” 1 < 2p; h = l,..., 1z. 
Hence A, < 2P, as desired. 
THEOREM 5. (Transference theorem.) There is a constant cl = 
cl(m, n) having the following property. Let B, 6 > 0. Let 
L:R”‘-+R” 
be a linear map. Assume that 
if YEZn, IYI <c,B then II55(Y)II > Cl& 
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where 11 11 is the distance from a point to the integral lattice. Then for all 
A E Rn there exists X E 2” such that 
and IIW) - A II < ;. 
Proof. It s&ices to prove the existence of X E 2” such that 
and II&q - A II < $9 
where < now depends only on m, n. Let 
Ull *-- %a 
be the matrix such that 
*L(Y) = rlu, + -*. + y,un 
if Y = ( y1 ,..., yn), and U, ,..., U, are the column vectors of U. Define 
lattices A and A* in R”+” to have as bases the column vectors in the 
following (m + n) x (m + n) matrices. 
Al* *.* A,” An*+1 *** .An*+m 4 .-a A, An+l ... An+,,, 
The indications l/S on the left and 8 on the right mean that the first m 
rows on the left should be multiplied by l/S, and the first m rows on the 
right should be multiplied by 6. Similarly, the last 7t rows on the left and 
right should be multiplied by l/B and B, respectively. Then, trivially, 
we have 
so that A and A* are dual lattices. 
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We assert that A,* > 1. Indeed, consider an element 
q14* + *** + qm+?K+n E fl*, with qiEZ. 
If 1 q,/B 1 > c1 for some i, then this element has norm >c, . On the 
other hand, if 1 q,/B 1 < 1 c for all i then the assumption of the theorem 
implies that one of the first m rows has norm >l. Hence A,* > 1. 
By Theorem 3 it follows that h, < 1, and by Theorem 4, it follows 
that p < 1. 
This means: Given 
011 
A= i 
0 
and A, 
%a 
there exist integers p, ,..., p,+,, such that 
I PA + -** + Pwl+n&+, - 
= 
BA,I<l. 
Looking at the top m rows, we conclude that 
lP,I<$ 
Looking at the bottom 7t rows, we conclude that 
IIW) ----All <+. 
This proves our theorem. 
COROLLARY. Let V, = Rm and V, = Rn. Let JS (i = 1,2) be the 
integral lattice in V, . Let A, be a lattice in V, , and let Td be a linear auto- 
morphism of V, sending A, onto Ji . Assume that there exist positive integers 
di such that tTS maps J4 into drlAt for i = 1,2. There exists a constant c 
depending only on A, , A, such that, if 
is a linear map, and B, 6 > 0 satisfy 
[I tL(Y)lln, > c8 for all YE A, , IYI <c& YfO, 
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then given A E V, there exists X E A, such that 
II-W) - A line G $ and IXI G+- 
Proof. By assumption, for some QR, E A, we have 
I t-w) - Ql I > 6 and IYI<B 
We can write Y = T;‘Y’ with Y’ E Jz , and also 0, = T$‘,’ with 
QR,’ E J1 . Then 
1 T,tLT,-l(Y’) - Q,’ I> s and I Y’I <B 
We apply the theorem in euclidean space to get some x’ E Jr such that 
1 tT;lL tTl(X’) - A - Qn,, I < $ and 
We can rewrite this as 
1 L tTl(X’) - A - tT&22,‘)1 < + and I tTdX’)I Q $ - 
Our assumption that ‘Ti maps the integral lattice into an integral fraction 
of A, , we can clear denominators by d,d, , and our corollary follows at 
once, replacing L by (d,ds)-lI, and A by (dIdz)-lA. 
3. Applications to Abelian Varities 
Let K be an imaginary quadratic extension of a totally real number 
field. Let o be a sublattice of the ring of algebraic integers in K, closed 
under complex conjugation. Let 2d = [K : Q]. We have an embedding 
k -+ Cd by E I-+ (51 ,***, a. 
Viewing C? as R @ k, the Euclidean product on Cd = Rzd can be 
written in the form 
(z, w) = il Re(z,?&) = & Tr(z@), 
where the trace Tr is extended to Cd from the trace Tr,lo . We note 
that o is a lattice in Cd. Let v = (vr ,..., vd). Then we have a linear map 
L:Cd-+cY given by L(z) = zz, = (zlvl ,..., z&v,). 
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Since 
it follows that 
Observe that the field K has the property that (5, v> E Q for all 
5, rl E K. Furthermore an element z E Cd lies in K if and only if (z, 7) E Q 
for all r] E k. From this we conclude that the property of Theorem 5 
concerning the lattice o holds, namely: 
Let T: o + ZSd be a linear map of o onto Z2d. Then its transpose tT maps 
Z2d into a-lo, for some positive integer a. 
Proof. Let m E Zzd. For any 77 E k we have 
OYm), T> = Cm, WI)) E Q. 
This implies that tT maps m into k, and since P is finitely generated, 
it follows that “T maps Zzd into a lattice in k. Any two lattices in K are 
commensurable, i.e., there exists a positive integer a such that 
atT(Z2d) C o, whence our assertion follows. 
LEMMA 1. There exists a number c > 0 having the following property. 
Let v E Cd. If B, 6 are positive numbers such that 
Then, given w E Cd there exists 77 E o such that 
and 
Proof. This is a special case of Theorem 5, taking into account the 
preceding remarks. Watch out for the notation: The sign 11 11 means 
maximum of the absolute values, whereas the sign 11 \I,, with the subscript 
o means distance from the lattice o. 
We can generalize this situation. Let vl,..., vn be elements of Cd, and 
consider the linear map 
L: Cd + can given by L(z) = (m?,..., md). 
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Then an argument similar to the preceding one shows that 
Furthermore, let T? D* --+ Zzd” be the linear map obtained by taking 
the nth product of T with itself. Then we see as before that on in Cdn 
satisfies the hypothesis of the transference theorem with respect to the 
integral lattice. Thus we obtain a generalized version of Lemma 1. 
LEMMA 2. There exists a number c > 0 having the following property. 
Let vl,..., vn E Cd. If B, 6 are positive numbers such that 
11 ylvl + a-* + ynvn IID > cS for all y E 0, II ri II < cB, 
then given wl,..., wn E Cd there exists 7) E o such that 
1 
I/ 7)“’ - wi (lo < - 
B 
and Ilrlll Gf. 
THEOREM 6. Let A be a simple abelian variety admitting k as algebra 
of complex multiplications. Let f = ( fi ,..., fd) be abelian functions on Cd 
with respect to a strongly normalized exponential map. Assume that they 
give an analytic isomorphism on a ball of radius 2p centered at the origin. 
Let ul,..., un be algebraic points of the exponential map. There exists a 
constant C = C(u, f) having the f 11 o owing property. Let B, 6 be positive 
numbers such that 
1 ylul + m-e + y%n 1 > C’S for all yj E o(CB), not all 0. 
Let [l,..., [” be points in the image of the ball of radius p by f, say [j = 
f(y). Then there exists x0 E Cd such that 
If(z”uj)--EjI <--$ for j= l,...,n and 19’1 <$ 
Furthermore, if o.G is a nonxero period and A = owl, the element x0 can be 
chosen such that 
Proof. Let 
11 xw - P (IA << $ . 
vti = ui/ul; j = 2,..., n. 
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This makes sense because we know that no coordinate of u1 is 0. By the 
preceding lemma, for any w2,..., w” we can solve the inequalities 
or in other words, for some y E o, after multiplying by wl, 
II 
ww 
rl -- 241 q$<$; j = 2,...,n. 
Let 
Then 
On the other hand, for j = 2,..., 7t we have: 
All we have to do is solve linearly for wi in the equation 
to get the other inequalities 
11 zOd - p 1111-g + ; j = 2,..., n. 
The corresponding inequality when we apply f results from the fact that 
f satisfies a Lipschitz condition in the given neighborhood of 0. This 
proves our theorem. 
Remark. For the applications, one may assume that u1 is a period, 
in which case it is obvious that no component is equal to 0, and the 
argument in Theorem 6 simplifies slightly because w1 cancels a1 in 
several places. 
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APPENDIX 2: INTERPOLATION 
1. Polynomials with Many Zeros 
In this first section, we recall the statement of a criterion of Masser, 
showing that a polynomial with too many zeros is identically zero. 
Let P be a polynomial in d complex variables, of degree at most L in each 
variable. There exists a constant c depending only on d such that ;f P has a 
zero within distance at most cL112 of each point of the ball of radius 1, then P 
is identically zero. 
For the proof, see [24]. Th e result obviously applies to zeros in a ball of 
fixed radius p, with an appropriately smaller constant c(p), by making 
the appropriate dilation. 
2. Estimates for a Hotomorphic Function 
We want to show that an entire function that takes on very small values 
at well-distributed points in a ball of radius R also takes on small values 
at other points in this ball. In one variable, this is usually done by a 
variation of Cauchy’s formula (Hermite interpolation formula). In 
several variables, when the function has many zeros, this is implied by 
the Jensen-Schwarz formula and has been used already in the theory of 
transcendental numbers [5, 61. Siu has pointed out to me that this 
formula in several variables was already proved earlier by Stoll [29], 
Proposition 1.6 and Theorem 1.7. We shall recall here the relevant 
statement obtained by putting together the corollary of Proposition 3 and 
Corollary 1 of what is called the Schwarz lemma in Bombieri-Lang [6]. 
The notation throughout this section is self contained, independent 
of what precedes. Throughout this section we let r be a set of elements 
in Cd, of cardinality S. We let u be the minimum Euclidean distance 
between any two points of I’. We let M be a positive integer. 
LEMMA 1. Let F be a hotomorphic function on the ball of radius R in Cd. 
Suppose that I’ is contained in the ball of radius RI < R/4, and that F 
has zeros of muttiplicity M at each point of l? Then for any point w in 
the ball of radius R, , we have the estimate 
log IF(w)/ d log 1 F IR - CMS ($-)= log ($), 
where the constant C depends only on d, 
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I am much indebted to Siu for pointing out that the analog of the 
above estimate when the function only takes a small value at the points 
can be carried out by constructing very simply an auxiliary polynomial 
having the prescribed values at the given points, and subtracting it from 
the function. 
Given any point 7 E r, we must find a polynomial which has a given 
Taylor expansion up to order M at that point and vanishes to order M 
at all other points in r. We can then take the sum of such polynomials 
to solve our problem. For simplicity, suppose that given the point is 
the origin. Let 
Q(2) = , ;Mc(?Fz) p . . . 2: 
Tn 
be the given expansion, so that IP)Q(O) = c(m)/m! . Let 
PM = n ((G Y> - <YP Y>j”> vi0 
where the product is taken over all elements of I’ not equal to the given 
point, and thus #O with the present normalization. We have 
((G Y> - (Y, Y)FM = (Y, yYM (1 - %,-” (-1)-M, 
which has a binomial series expansion at the origin, using 
(1 - t)-M = c (-vM) t”. 
Note that (r, Y>-~ < r-sM and (-,?“) < 22M. Let t = (z, y)/(y, y>. 
Viewing t” as a polynomial in z, we get an estimate for its coefficients, i.e. 
where ( f 1 is the maximum of the absolute values of elements in r. 
Let [P’], denote the Taylor polynomial of order M for P-l in the 
above expansion, and let 
F,* = QIP-llM P. 
Then F,* is a polynomial having the following properties. 
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(i) It has the given expansion & at the origin to order M. 
(i’) It vanishes to order M at all other points of r. 
(ii) It has total degree <3MS. 
(iii) Its coefficients are bounded by 
(5 -3MsCMS / r 12MS max 1 c(m)j, 
for some constant C depending only on d. 
These properties are obvious from the construction and the estimates 
already mentioned. The estimate of (iv) also holds if instead of normal- 
izing at the origin we make a translation and obtain a corresponding 
polynomial for any point of r. Thus, we have the following lemma, which 
is Siu’s interpolation. 
LEMMA 2. Let F be holomorphic on the ball of radius R in Cd, and 
suppose that r is contained in the ball of radius RR/4 There exists a poly- 
nomial F* having the following properties: 
(i) IY”)F(y) = Dm)F*(y) for all y E T and j m / < M. 
(ii) F* has degree ,(3MS. 
(iii) Its coejicients are bounded by 
u--3MY?+fWMS yly”, 1 P)F(y)l 
for some constant C depending only on d. 
Applying Lemma 1 to F - F*, and observing that a monomial of total 
degree ,<3MS on the ball of radius R is bounded by RRsMs, we obtain 
an estimate for F. 
LEMMA 3. Let F be holomorphic on the ball of radius R in C?. Suppose 
that r is contained in the ball of radius R, , and let w be a point in the ball 
of radius R, . Then 
where C, C’ depend only on d. 
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An estimate for derivatives of F is obtained from the estimate of 
Lemma 3 by repeated application of Cauchy’s formula with respect to 
each one of the variables x1 ,..., z, , i.e. 
APPENDIX 3: LOCAL ESTIMATES FOR MEROMORPHIC MAPS 
Even though in this paper we could carry out the proofs by using 
points that stayed uniformly away from the divisor of poles of the affine 
coordinates of a projective embedding, it is clear that there will be other 
applications when this is not possible. Hence, for the convenience of 
future work, we make here some remarks describing what tools one can 
use to deal with such more complicated cases. 
First, one has the basic estimate describing how a function blows up 
near its poles. 
LEMMA 1. (Lojasiewicz inequality). Let f be meromorphic in the 
neighborhood of a point, i.e., a quotient of two holomorphic functions, 
f = g/h. Let Z be th e d ivisor of h in a compact neighborhood W of the point 
Then there exist constants c, such that for all points x E W, x lying at 
distance >r from Z we have 
Proof. The proof is a simple consequence of the Weierstrass prepara- 
tion theorem, which essentially reduces the question to the polynomial 
case. Lojasiewicz actually proves the result in the real case, which is 
somewhat harder. Cf. his notes from IHES, which as far as I know have 
not had more formal publication. 
Iff = (fi ,...,fd’) are the affine coordinate functions giving the embed- 
ding of an abelian variety, then the compactness of the torus allow us 
to apply the local lemma to the whole torus. Let (f )m be the union of the 
polar divisors of the functions fi . For z outside this polar divisor, the 
differential df(x) = J(z) is defined, as a linear map from Cd to Cd. Let 
d(z) be its determinant. We note that 
J-W 
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is defined for z outside (Jo, and we can find a divisor Z [perhaps 
somewhat bigger than @I),,] such that f is invertible on the complement 
of 2. We call such a divisor 2 sufficiently large with respect to f. 
LEMMA 2. Let Z be su$iciently large with respect to f = (fi ,..., fd). 
Then there exists C’, c’ depending only on f, 2’ such that for all points z 
lying at distance >r from Z we have 
Proof. Any two norms on a finite dimensional vector space are 
equivalent. We can take the sup norm of the coefficients on the space of 
matrices. Then we can apply Lemma 1 to the components of J-l, which 
have poles in (d), , to see that 
lW1(&7 
Multiplying both sides by 1 J(z)1 proves the lemma. 
Whenever the differential df at a point is nonsingular, we know by 
the inverse mapping theorem that f is invertible. In the applications, it is 
necessary to know precisely what kind of uniformity is available in such 
instances, and one uses the following calculus lemma. 
LEMMA 3. Let f be a holomorphic map, invertible in the closed ball B(r) 
of radius r centered at the origin 0. Assume that there exists a constant K 
such that 
If’(O)-l I < K. 
Let0 <s < l.If 
I f’(4 - f’WI < -g 
for all z, w E B(r), then 
f(B(r)) 1 B((l - s)r) K-l. 
Proof. Consider f ‘(0)-l 0 f. Then 
I f ‘(0)-l f’(Z) - f’(O)-1 f’(W)] < s. 
By calculus, cf. for instance my Real Analysis Lemma of Chapter VI, 
Section 1 we conclude, 
f’(0)-lf.(r) 1 B((1 - s>y>, 
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whence 
f(W)) ‘f’(O) BKl - S)T)- 
The lemma follows at once. 
Finally, when dealing with something like Theorem 6 of Appendix 1, 
i.e., the generalization of Masser’s theorem in the higher dimensional 
case, the point z” which we found there may lie on the divisor of poles 
and it becomes necessary to move away slightly from z”, without losing 
some essential estimates. This is done by a slightly deeper lemma than 
those already mentioned. 
LEMMA 4. Let Z be an analytic divisor in a closed ball of Cd, of Jinite 
radius. There exists numbers C and r. with 
O<r,<l 
having the following property. Given x0 E Z and 0 < r < r. , there exists 
a point x1 such that 
1 x0 - xl 1 < cr and dist(xi, 2) > Y. 
Proof. This lemma needs more extensive tools, either the resolution 
of singularities, or stratification of the divisor Z into nonsingular pieces 
behaving reasonably well as they approach the singular points. Such 
stratifications are also dealt with in the Lojasiewicz notes. Probably the 
best reference will be to a forthcoming paper of Hironaka, “On the 
Lojasiewicz inequality,” to appear some time within the next year. 
The lemma as stated here is an easy consequence of the tools developed 
in that paper. The geometric idea behind it is that even if we have a bad 
singularity at x0, we can move in a direction somewhere in the middle 
of singular branches of the divisor so that the distances of the point 9 
to our original 9 and to the divisor 2 are of the same order of magnitude. 
In applications, e.g., Masser’s inductive procedure applied to Abelian 
varieties, the point Zo may be very close to the divisor 2, even though 
not on it. Lemma 4 can be applied by replacing Zo with a point of 2 at 
closest distance to z”, so that 9 is then reasonably far away from both 
z’J and 2, as described in Lemma 4. For instance, suppose we are trying 
to deal with a situation as in Theorem 4, 93, and wish to use Theorem 6 
of Appendix 1, 93. Then we take 
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with some appropriate constant C. We pick x1 such that 
Then 
and dist(du”, 2) > {- 
and 
1 f(x’uj) - f(~“~~)l < y@& ; for j = O,..., n - 1, 
whence 
lf(zld)-Pl~&& for j = O,..., n - 1. 
In other words, we have not destroyed the good effects of Theorem 6 
with respect to j = O,..., n - 1. 
We can then consider the ball B(z%P, I/@) where b will be select 
appropriately large, compared with the exponents c, c’ of Lemmas 1 
and 2. For x, w  E B(x%P, I/$‘) we find 
I f’W of’@) - f’W 0 f’(4I < Q” I f’(4 - f’Wl 
< 4”PC I x - w I 
By the calculus lemma, it follows that the image of B(zGu”, l/$) under f 
contains 
B ( Wu’% +)- 
In this manner, Masser’s lemma guaranteeing that a polynomial is equal 
to zero if it has enough zeros that are sufficiently close together can again 
be applied in a context similar to that of Theorem 4, but when the 
closeness of x0 to the divisor of poles has to be taken into account. 
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