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In this paper, wecompute the exact number of solutions forcertain semi-linear 
elliptic problems. In the first part, we derive some complementary results to a 
theorem of Ambrosetti andProdi. The global behaviour of bifurcating branches i
then studied for some classes of problems inthe context ofa concave or a convex 
nonlinearity: in the second part we consider thebranch of positive solutions. La tly, 
in the third part, in dimension e, for an autonomous equation, we obtain a 
precise description of all the solutions to these problems. Theproofs rely on simple 
eigenvalue comparison arguments. 
L’objet decet article est de presenter quelques resultats assez simples 
concernant le ombre xact de solutions de certains problemes semi-liniaires 
elliptiques du second ordre. 
Dans la premiere s ction, nous apportons quelques complements a un 
resultat classique d’Ambrosetti  Prodi [7] qui concerne l s probltmes du 
type 
Au + g(u) =h(x), XEL?, 
u=o sur 30, 
(O-1) 
oi h E C”V”(sz> estdonnee. Sous certaines hypotheses urg, Ambrosetti e  
Prodi ont montre (cf. aussi [11, 12, 251) que, selon la fonction h, (0.1) 
admet 0, 1 ou 2 solutions. Nousdonnons une demonstration ilementaire de 
ce risultat avec des hypotheses quelque p u plus gin&ales. Nous pricisons 
Cgalement ce Thioreme d’Ambrosetti  Prodi. Eneffet, dune part, lorsque 
(0.1) admet effectivement deux solutions, celles-ci sont necessairement 
ordonnies. D’autre part, l’ensemble g des h E CoVa@) telles que (0.1) 
admette d ux solutions estun ouvert convexe non borne t non vide dont la 
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frontitke aK est exactement formee par les fonctions h pour lesquelles (0.1) 
admet une solution unique. 
Nous considerons dans la section 2 des problemes de valeurs propres non- 
lineaires du type 
-Au + f(u) =Lu dans Q, 
(0.2) 
u=o sur I%? 
oti fvtritie f(0) =f’(0) = 0, et f(s)/s e t strictement croissante sur [0, +co), 
dicroissante sur (-co, 01, etf’(*co) = +co. Ce probleme a CtC envisage par 
de nombreux auteurs (cf. par exemple [13, 20, 32-351 sous des hypotheses 
un peu plus restrictives et avec des methodes moins elementaires. Nou  
montrons pour (0.2) l’existence d’une solution positive unique t d’une 
solution negative unique pout out I> 1, (Ai designe lajieme valeur p opre d
-A dans Hi(a)). Ces solutions dependent de facons monotones deA et 
forment des courbes regulieres. Ce sont des solutions stables du probleme et
elles minimisent l’energie associee a (0.2) (lorsque f est impaire). Enfin, le
probleme (0.2) possede exactement trois solutions lorsque I E (A,, A,]. Ce 
dernier fait est Ctabli dans [lo] pour le cas particulier f(u) = ]uIp-‘u avec p
entier impair, et, independamment, dans[6] pour le mtme cas general. La 
demonstration pr posee ici est plus imple etne requiert pas, en particulier, 
de calculs de degres topologiques. 11 convient de noter, toutefois, que [6, lo] 
ainsi que [28] fournissent d s theortmes abstraits sur ce type de resultats 
(i.e., 1 E (A,, A,]) qui permettent desapplications a de equations d’ordre 
plus ClevC (au probleme d Von Karman otamment). 
Dans la derniere section de cet article, nousenvisageons des problemes du 
type Sturm-Liouville non-lineaires dans lecadre des equations differentielles 
ordinaires du second ordre. Pour le m&me type de non-linkrite que celui de
la section 2, ous montrons qu’un tel probleme posdde xactement 2k 1 
solutions pour tout 1E (&, &+ i ] (A., denote a nouveau la ki’me valeur 
propre duprobltme lineaire associe). Lorsque f st remplace par -f dans ce 
probltme, on obtient l’existence dune infinite de solutions pout out 1 (en 
fait, ona un resultat beaucoup plus p&is; voir section 3). Dans les deux 
cas, les olutions sont d&rites par des proprietes nodales, et forment des 
courbes regulieres qui bifurquent auxpoints {(A,, 0)) depuis la droite d s 
solutions triviales. 
Les demonstrations de ces differents rlsultats revetent u ecertaine u ite. 
Elles reposent en effet principalement sur lerecours systematique a des 
arguments de comparaisons surles valeurs propres decertains problemes 
lineaires, combines aux proprittis de positivitt ou aux caracterisations 
nodales des fonctions propres correspondantes. Ceci est rendu possible par
des hypotheses d  convexiti (ou de concavite) quisous-tendent tousles 
problimes quenous Ctudions ici. Des idies semblables ontBte dej:ja largement 
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exploitees dandes contextes varies (voir, par exemple, [2, 6, 7, 12, 15, 17, 
18, 20-231’). 
Remarquons enfin que l’on pourrait adapter les mCmes techniques pour 
obtenir des demonstrations un peuplus imples decertain resultats contenus 
dans [2,4]. 
Une partie dutravail presente dans cet article a Ctt effectute a l’IMPA, 
Rio de Janeiro. L’auteur remercie egalement MM. Ha’im Brezis etPierre- 
Louis Lions pour des conversations particulierement stimulantes a propos de 
ce travail. 
La plupart des resultats qui uivent ont ete annonces dans [9]. 
1. QUELQUES COMPLIMENTS A UN RI~SULTAT 
D'AMBROSETTI ET PRODI 
Soit a c (RN un domaine borne a front&e reguliere. On considere le 
probleme 
Yu = g(x, u) + h(x) 
24 Ian = 0, 
dans Q, 
(1-l) 
oti h(x) est une fonction donnee dans CoVQ(b), a E (0, l), et Y est 
l’operateur auto-adjoint defini par 
On suppose que aij = aji E Cl@@), c E C”~a(fi), c > 0 et 
oti ~7 >0 est la constante d’ llipticite. La fonction g: d X IR --f IR est de classe 
C’ et verifie lesconditions suivantes. 
Pour tout x E R, s It g(x, s) est une fonction 
strictement convexe etcroissante. 
lim g(x, s)/s < A,, uniformement par apport a x E A 
s++ a, 
oti ii designe lajieme valeur p opre duprobleme d Dirichlet 
Yfp=Irp dans Q, o=OssurXk 
(1.2) 
(1.3) 
(1.4) 
’ Cette liste n’est, bien Lir, nullement exhaustive! 
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THBOR~ME 1. On suppose que g satisfait lesconditions (1.2) et(1.3). 
Alors le probleme (1.1) admet au plus deux solutions, quelle que soit 
h E Co@@). De plus, si (1.1) possede e@tivement deux solutions, u etv, 
alors celles-ci sont ordonnees; c’est-d-dire, pa  exemple, que u < v dans Q et 
Lk/&t > au/&z sur LK? (ou vice-versa), 05 a/an designe la d&iv&e normale 
exterieure. 
Remarque 1.1. Les hypotheses (1.2), (1.3) sont plus generales quecelles 
dans 17, 11, 121 ( voir aussi [25]), oti g est une fonction de classe C*
satisfaisant a 
g(x, 0) =0, (1.5) 
4 < )$ gxx, s><4, (1.6) 
0 < lim g:(x, s)< A,. (1.7) s--m 
Notons que l’hypothese (1.3) permet des situations de resonnance pour le 
probleme (1.1). Sous les hypotheses (1.2), (1.5~( 1.7), Ambrosetti et 
Prodi [7] (et [ 11, 12, 251)’ obtiennent u edescription plusprecise de la 
resolubilite de (1.1). 11s montrent qu’il existe dans C”~u(fi) une variete 
fermie, connexe, de classe C’ et de codimension 1,J, telle que 
CoTu(fi) -M consiste de deux composantes connexes A, et A,, et telle que 
(1.1) admette exactement zero, une ou deux solutions selon que h E A,, 
h EM ou h E A, respectivement. En fait, nous verrons plus loin que, sous 
les hypotheses (1.2), (1.6) etune condition un peu plus get&ale que (1.7) on
peut encore preciser c tte d scription et montrer, par exemple, que A, est un 
ouvert convexe non vide non borne dans C”*a(fi) dont la front&e est .M.’ 
Remarque 1.2. On peut adapter les demonstrations qui suivent au cas ou 
h E L’(a), en remplacant l’espace C”@(fi) par L’(Q). 
Demonstration du Theo&me 1. Soit a une fonction continue dans 4 
telle que a > 0, a & 0 dans R. On denote par ,u,(a) laiieme valeur p opre du
probleme d Dirichlet “avec poids a”: 
prp = wyl dans R, cp=OsuraQ. (1.8) 
Ainsi, pi(l) = &; &$) = 1, &Jj) ( 1 si i < j et pi(Aj) > 1si i> j. 11 est bien 
connu Cgalement que si a < b, a f b dans a, alors &(a) >pi(b), Vi. (Ce 
’ En fait, dans les travaux citts, on suppose Cgalement que g = g(u) ne dtpend pas de X. 
L’estimation a priori que nous obtenons plus loin (cf. la dkmonstration du Thboreme 3, partie 
(a)) permet de traiter lecas ori g dipend aussi de X. 
’ Rappelons que [ 12, 25) fournissent igalement un rksultat p&is sur une representation 
carttsienne de JR. 
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dernier point s’obtient sans diffkulte i partir dela caracterisation v r ation- 
nelle d Courant-Fischer-Weyl des pi; cf, e.g., [ 161). 
Supposons que (1.1) admette deux solutions di tinctes u tu dans 
C*@(@. Alors w= u - v & 0 satisfait l’equation 
4pw = p(x)w dans 0, u = 0 sur f3R, (1.9) 
Oi 
p(x) = &4x)) - g@, u(x)) 
44 - 4x1 
lorsque U(X) # u(x) et p(x) = g:(x, u(x)) pour u(x) = u(x). Comme w f 0, 
(1.9) signifie que 1 = pi@) pour un certain entier i. 
Les conditions (1.2), (1.3) impliquent que 0< p(x) <A2 Vx E Q. Ainsi, on
a 1 = ,u,@) > &l,) = &./1,. Ceci mplique done i < 2, soit i = 1 : 1 =,~i@). 
11 est classique alors que w, en tant que fonction propre d (1.8) (oti Q = p) 
associee a la premiere valeur propre, st de signe constant. Parexemple, 
w > 0 dans L? et awl&r <0 sur LX& On en conclut que deux solutions 
distinctes de (1.1) sont necessairement ordonnkes. 
Montrons a present que (1.1) ne peut jamais posstder t ois solutions 
distipctes. Pour cela, nous raisonnons parcontradiction. Si (1.1) admet rois 
solutions di tinctes, u, v etz, on peut supposer sans perte de generalite, de 
par ce qui precede, que, par exemple, u <v < z dans a. Ainsi w= v - u et 
$ = z - u satisfont 
Yw=pw dans Q, w = 0 sur 852, 
HiJ=pti dans 0, I+ = 0 sur X4 
(1.10) 
p(x) =g(x, u(x)) - g(4 u(x)) 
u(x) - 4x1 
et p^(x) = g(x, z(x)) - g(x, u(x)) 
z(x) - u(x) ’ 
Comme 0 (p, p^ (1, pour tout xE 0, on obtient de (1.10) que 1 =p,@) = 
p,(J). Orceci est impossible, car du fait de l’hypothbe de convexite, on a 
p(x) <b(x), x E L! (par exemple, parce que p(x) < g:(x, u(x)) < p(x)); etceci 
implique que pi@) > p,@l) ce qui est contradictoire. Ceci achke la 
demonstration du Theoreme 1.fi 
Nous allons preciser maintenant la description de laresolubiliti de (1.1). 
On designe dans la suite par K l’ensemble des hE C”*a(fi) tels que (1.1) 
6 HENRI BERESTYCKI 
admette une ou deux solutions. On conservera ig lement les notations 
suivantes: 
.M = {h E CoV*(@; (1.1) posdde xactement u esolution}, 
A, = (h E C”*u(fi); (1.1) neposdde aucune solution}, 
A z = (h E C”~“(a); (1.1) admet deux solutions}. 
Done, K =AU A, et A, = C K. Nous imposerons u econditions un peu 
plus faible que (1.7) a savoir 
lim g(x, S)/S ( A,, uniformement par apport a x E Sz. (1.11) 
s--m 
On observera que si l’on suppose (1.2), ona aussi lim,,-, g:(x, S)> 0. 
Comme l’egalid estpermise, dans cette inegalite, on a une condition plus 
faible que (1.7). 
Par souci de precision, n usallons dans un premier temps (Theoreme 2) 
exploiter (1.11) avant de combiner (1.11) et(1.6) (Theoreme 3). 
TH$OR~ME 2. Sous les hypoth&es (1.2), (1.3) et (l.ll), K est un 
ensemble convexe non vide t non borne’ deC”+$i). De plus K-P = K et 
A, + P =A, ozi P = {z E Coya( z > 0 dans a}. 
THBOR~ME 3. On suppose que g sat&fait les conditions (1.2), (1.6) et
(1.11). Alors K est un convexeferm& A, = int(K) (l’inthieur d  K), M = 8K 
et A, est un ouvert convexe non vide t non borne’. Enfin, A, = CK est un 
ouvert non vide t non borne’. 
Remarque 1.3. 11 est aise de verifier quesi, au lieu de (1.6), g v&lie 
lim S++oo g:(x, s)( A,, alors pout out hE Co@@), le probltme (1.1) posdde 
une solution et une seule. Leprobleme (1.1) est dans ce cas qualifie de 
coercif. Dans la situation particulike oti lim,,,, g:(x, s)= A,, (1.1) devient 
un probleme “resonnant.” 
Les demonstrations de cetheoremes r posent sur l’observation que (1.11) 
implique l’existence d’une sous-solution de (1.11) qui est en dessous d’une 
fonction arbitrairement choisie dans C”*a(fi). 
C’est l’objet du lemme suivant: 
LEMME 1. On suppose que g est continue etsatisfait (1.11). Alors, pour 
toute fonction z don&e dans Cov"(b) et pour h E C”@(a), il existe une sous- 
solution u E Cz*cr(fi), (L/u< g(x, u) + h(x) dans R et u < 0 sur Xl), telle 
que u < z dans ~2. 
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PFeuve dti Lemme. Soit Aet et, > 0 deux reels tels que 
lim g(x, s)/s < 3 - s, < ?1 <1,. 
s--cc 
Pour k> 0 do&, on peut (puisque d < A,) resoudre le probleme 
My-&/=-&k dans 0, y/=OsurZ?. 
(1.12) 
D’apres leprincipe du maximum (qui s’applique parce que J ( A,), on a 
w < 0 dans R. 
Notons u= ty - k; u verifie 
5&=Mp-cck<& dans Q, 
u=-k<O sur X?, 
et 
p<-k dans 6. 
Ainsi, lorsque k /” +uo, u dlcroit uniformement vers --co dans b. On peut 
done choisir k suffisamment grand pour que 1( <z, ]( h(&o(n, < eOk et 
g(x, u)/u <& - E,. On a alors g(x, u) > 4~ + eOk et g(x, u) + h(x) >Au. D’ou 
.e < dx, u> + h(x) 
g la0 = -k < 0, 
dans a, 
U<Z dans R, 
u est done une sous-solution de (1.1) verifiant en outre u < z dans Q. 1 
D&monstration du Th&ort?me 2.
(a) K est convexe. Soient h,et h, dans K et notons h= th, +
(l-t)h,, tE [0, 11. S oient U, et u2 des solutions du probleme (1.1) 
correspondant a h, et h, respectivement. Posons C= tu, + (1 - t) U, . 
Comme g(x, 27) f tg(x, 24,) + (1 - t) g(x, Q), on veritie que 2T est une sur- 
solution du probleme (1.1) avec h. D’apres leLemme 1, il existe une sous- 
solution de ce problbme, u, veriftant u < r7. 11 est bien connu qu’alors (1.1) 
admet une solution: h E K. K est done convexe. 
(b) K est lzon vide. Si u E: C2Tu(.@ est une fonction arbitraire telle 
queu=OsurX!,onaYu-g(x,u)EK. 
(c) K -P = K. En effet, soit fie K - P, i.e., 3h E K tel que fi< h
dans Q. Soit alors u une solution de (1.1) correspondant a h; on voit que u 
est sur-solution de (1.1) pour & En utilisant a ouveau le Lemme 1, on 
montre que /iC K. Ainsi K - P c K. 
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(d) D’aprks cequi prkckde, K est non borne’. 
(e) A,+P=A,. Cela dlcoule trivialement du fait que A, = C K et 
K-P=K. 1 
Dkmonstration du ThPorsme 3. Cette dkmonstration seraconduite en
plusieurs &apes: 
(a) Estimation a priori, 
(b) A,#0, 
(c) Calcul dudegrk topologique, 
(d) JcaK, 
(e) A, c int(K), 
(f) Conclusion. 
(a) Estimation a priori. 
LEMME 2. Sous les hypothZses du Thkorime 3, pour toute partie bornbe 
B de Co,*@), il existe unriel R > 0 tel que toute solution du probldme (1.1) 
correspondant d unh E B vt%j?e (1 u)jc~,~(ITj < R. 
Preuve du Lemme 2. Montrons d’abord qu’il existe une fonction 
~1 E C”@(a), ne dtpendant que de B, telle que toute solution u de (1.1) 
correspondant i u  hE B vkrifie u > cp. Soit Acomme dans (1.12). 11 existe 
une constante C, >0 telle que 
g(x, s) > 4s - c, 9 VSE R, VxEl2. 
(Cette intgalitb provient de (1.12) pour s< 0 et de (1.6) pour s> 0 puisque 
J <A,.) Soit 
de sorte que 
g(x, s) + h(x) >ds - C, VXEQ, VSE I-R. (1.13) 
On dkfinit cp comme solution du problkme 
Hp-&0=-c dans R, cp=OsurX?. 
ConsidCrons maintenant une solution u de (1.1) avec h E B. On a, en 
utilisant (1.13), 
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qU-(P)-~(U-ql)=g(x,u)+h(x)-du+C~O dans Sa, 
et 
u-q=0 sur XI. 
D’od, par le principe du maximum (en effet, & < A,), ZJ >cp. 
Du fait des estimations de Schauder, pour le probleme (1. l), il nous uflira 
de montrer qu’il existe R > 0 tel que pour tout u solution de (1.1) avec 
h E B, on ait 11 u llc~,~ < R.
Raisonnons parl’absurde et supposons l’existence du e suite h,E B et d’une 
suite u,verifiant 11 u, IlcO,= + +co quand n+ +co et 
Pu, = g(x, u,) + h,(x), XER, 
u, = 0 sur %2. 
u, = un/ll u,llcO,, verifie 
(gv _ g(x9 U”) + 4 
n -II II~,llC~.~ ’ 
XER 
(1.14) 
V” = 0 sur 3R. 
Observons que h,/llu,, IIc O.*tend vers 0dans CO*“@) et que g(x, u,)/ll u, II+, 
est borne dans C”(Q) (puisque g st acroissance lineaire). On peut done, 
avec un argument classique s r(1.14) (utilisant l’estimation LP, [l]), 
extraire un sous-suite de II,,, encore notee u,, qui converge (fortement) vers
v dans C’~a(ti). v verifie I~zJ~~~o.~ = 1, et comme u, ) p, od p E Corn est 
independante de n,on a aussi u > 0 dans Q. Soit ppl une premiere fonction 
propre d (1.4) (associte A A,) telle que (pr >0 dans 0. En multipliant (1.14) 
par (or et en integrant parparties, il vient 
D’apres (1.6) et(l.ll), il existe l> A, et C > 0 tels que 
g(x, s) > 1s - c, VsE R, VXER. 
On deduit ainsi de(1.15) que 
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oti E,=I(u,/ICO!“{-CJ‘~~(~, dx+ , h,rp dx} et done s,,+O quand II+ +co. 
On obtient ainsi i la limite 
ce qui est contradictoire puisque v > 0, v & 0 (car I/ vllc~ = l), qpl >0 dans 
Q et I> 1,. Ceci conclut lademonstration du Lemme 2. 1 
(b) A,#0. Le fait que K-P=K et A,+P=A, suggire fortement 
qu’il faille chercher parmi les fonctions “tres positives” pour trouver des 
elements deA,. C’est effectivement ce que l’on observe dans le lemme 
suivant. 
LEMME 3. Sous les hypothPses du ThkorPme 3, il existe une constante 
m, > 0 telle que pour tout h E C”*n(fi) v&pant h > m, dans l2, on ait 
hEA,. 
Preuve du Lemme 3. D’apres (1.6) et(1.1 l), il *existe deux reels 4 et 1 
tels que J < A, < l et une constante C > 0 verifiant les deux inegalites 
g(x, s) > Ls - c, vx E 0, vs E IR, (1.16) 
g(x, s) > Ls - c, VXEQ, VSEIR. (1.17) 
On choisit m, = C. Soit h E C”,“(a) telle que h > m, dans 9. Supposons que 
h E K et soit u une solution de (1.1) correspondant a h: 
Pu = g(x, u) + h(x), XEQ, u=OsuraQ. (1.18) 
On denote par u- = max(--u, 0) la partie n gative de U. On sait .[361 que 
-j &?u.u-dx= i 
@-)* dx- R J i,j=I B
a,(x)$$Edw>l, 
I J i n 
En multipliant (1.18) par -u - et en utilisant l’inegalite pr c dente, ainsi que 
( 1.17), on obtient 
A, 
J^ 
(u-)‘dx<& (u-)2dx+ 
I 1 
(C-h(x))u-dx<d 
n R 0 .r 
R (u-)‘dx, 
ou l’on a utilise le fait que C-h(x) = m, - h(x) <0. De l’inegalite 
precedente, on deduit que u- = 0 et done que u > 0 dans I2. Multiplions a 
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present (1.18) par ‘pi, ou(p, >0 est une premiere fonction propre d (1.4) et
integrons parpartie. En utilisant (1.16), on obtient: 
4 c up, dx > l J uq, dx + n R ,f (h(x)-C)rp,dx>Ij ucp,dx. R ‘R 
Comme u > 0 et u f 0 (on peut toujours choisir m,> C tel que 
m, > -g(x, 0) qui implique, puisque h > m, que u f 0) et que L > A,, on 
obtient une contradiction. 11 n’existe done pas de u solution de (1.1) 
correspondant a h > m,. On en conclut que h E A,; A, est done non 
vide. I
(c) Calm1 du degrP topologique. 11 nous faut out d’abord traduire (1.1) 
en termes abstraits. On designe par E le sous-espace de Coqa(fi) orme par 
les fonctions nulles sur &2. Soit S: Coqn@) --t C’,“(6) n E l’operateur 
delini, pour fE C”*“(a), par Sf = w si 
LPw=f dans 9, w = 0 sur XJ. 
Soit Gu = S(g(., u)). 11 est immediat que G est un operateur compact de E 
dans lui-m&me. Enfin, soit @u = u - Gu. Pour h donne dans C”*a(fi), le- 
probleme (1.1) est alors equivalent a @u = Sh, u E E. D’apres leLemme 2, il 
existe pour tout M > 0 un reel R = R(M) tel que @u = Sh, avec I( hII,+, GM
implique 11u(I,+ <R. Le degre topologique d(@, B,, Sh) est done bien 
rini, ;tRndkpendant de R, d&s que R > R(llhllcO,n), oti B = {u E E; 
u ccl.LL . 
Par ailleurs, on ait que d(@, B,, Sh) est independant de h, pourvu que 
(I h llco.e GM et R > R(M) (d onne par le Lemme 2). On sait aussi (Lemme 3) 
que A, est non vide. Or, pour ho E A,, on a d(@, B, , Sh,) = 0. On en 
conclut done 
d( @, B, , Sh) = 0, Vh E C”*a(fi), VR > R(ll hll@.m). u (1.19) 
(d) ~7 c X. Soit h E M c K. I1 existe done une seule solution u del’t- 
quation 
LPU = g(x, u) + h(x) dans 52, u = 0 sur 30. U-1) 
Raisonnons par l’absurde, et supposons que h E k. Alors, pour E> 0 assez 
petit, h + E E k, et il existe une solution u” de l’equation 
2%’ = g(x, u’) + h(x) + E dans 0, 24’ = 0 sur 852. (1.20) 
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U’ est done sur-solution du probleme (1.1) correspondant a h. On a done 
nicessairement U’ > u dans R. En effet, d’apres leLemme 1, il existe une 
solution de (1.1) (pour h) inferieure i ’.Comme u E A, cette solution ne 
peut etre autre que U. Done, u< uc et, d’apres leprincipe du maximum, 
u < u’ dans 52. Soit w= u’ - u. On a done 
LPw=pw+&, w>OdansQ; w=OsurX!, 
Oli 
p(x) = l&G u,(x)) - g(x, u(x)) 
u,(x) - u(x) ’ 
De 16, ii decoule que pl@) > 1 (,u~(.) estdetini dans (1.8)). En effet, soit 
(D >0 veritiant 
y(P =LdP)P(P dans 0, p=OsurXI. 
On obtient aisement, en effectuant ne integration par parties, que
PAP) j 
n 
PCPWQ!X= j 
R 
wcpdx+E i,vk 
d’ou cc,@) > 1. Observons maintenant que par la convexite de g on a 
g;(x, u(x)) < p(x) dans a. On obtient done 
1 <P*@) < I%(&(~, u)>* (1.21) 
Ceci mplique que Z - G’(u) est inversible et que G’(u) ne possede pas de 
valeurs caractkistiques dans [0, 11. D’apres un Theoreme de Leray et 
Schauder [24], ona done i(@, U, Sh) = +l (oti i(@, u, Sh) designe I’indice 
topologique de @ localist en u pour le “point-cible” Sh). Comme par (1.19), 
le degrt opologique global est 0, on deduit dela propriete d’additivite du 
degre que le probleme (1.1) correspondant i h posdde une seconde solution 
dans B,. Or ceci contredit u E MB On a done bien 1 c aK. m 
(e) A, c int(K). Soit hE A,; il existe done deux solutions u, u du 
probleme (1.1) correspondant a h. De plus, onsait que, par exemple, u <u 
dans Q. On en deduit que w = v - u satisfait 
Lew = pw, w>OdansQ, et w=OsurX? 
p(x) = g(-? 4x1) - f&T u(x)> 
u(x) - u(x) * 
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On a done 1 = ,u,@). Comme d’autre part, 
g:tx, u(x)) < P(X) < gl(x9 u(x)) dans 0, 
on a pl,(g:(., u)) > 1 >pr(gl(., u)). D’aprts (1.6) on a gk(., a)< A2 ce qui 
implique aussi ,Qgh(., v)) >,+(&) = 1. On en deduit que a’(u) et Q’(U) 
sont inversibles. En appliquant le thkoreme d’inversion locale, on obtient que 
h E int(A,); A, est done ouvert e A, c int(K). 1 
Remarque 1.4. La demonstration precedente montre aussi que pour 
tz >0 petit ona 
i(@, 24, Sh) = d(@, B,(u), Sh) = + 1, 
i(@, u, Sh) = d(@, B,(u), Sh) = -1, 
ou B,(u) designe laboule de rayon Edans E, centree en u. On pourrait done 
conclure la demonstration que h E int(A,) en appliquant le fait que les degres 
precedents sont inchanges si h est remplaci par /i et /i est suffrsamment 
voisin deh. 
On remarquera quepour hE A,, c’est toujours la olution “basse” (Udans 
les notations precedentes) et lle seule, qui est stable (au sens de la stabilite 
linearisee). 
(f) Conclusion. Comme K = J U A, et que A, c int(K) etM c 8K, on 
a en realite A, = int(K) etM = aK. Le fait que A,, soit un ouvert non borne 
decoule duLemme 3. Enfin, K -P = K implique que A,, qui est un ouvert 
convexe, st non vide t non borne. Ceci acheve la demonstration du 
Thloreme 3. I 
Remarque 1.5. On voit que M est caracterise par:h Ed si et 
settlement si (1.1) admet une solution u (correspondant a h) telle que 1 = 
Pl(g:(~~ u))* 
2. SUR LES SOLUTIONS POSITIVES D’UN PROBLiME 
SEMI-LINiAIRE ELLIPTIQUE 
On considke ici le probleme 
9% + f(x, u) = Lau dans 0, 
u=o sur 80. 
(2.1) 
4p designe l’opkrateur elliptique auto-adjoint du second ordre defini dans 
la section prectdente. a E C”(d), a > 0 dans a. On suppose que f =f(x, S) 
veritie f: d X IF? + + R est continue et 
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f(x, 0) = 0; f(x, s) = o(s) au voisinage de s= 0, 
uniformkment par rapport g xE 0. (2.2) 
f(x, s> S H - (prolongie par0en s = 0) est une fonction 
S 
strictement croissante sur iR ‘, pout out xE J2. (2.3) 
lim J-(x, s)
s-t 00 
- = +co, uniformkment par rapport B xE d 
S (2.4) 
On dksigne dans la suite par Li la ikme valeur p opre duproblkme 
94 = Aa# dans Q, Q = 0 sur XL (2.5) 
TH~OR~~ME 4. Sous les hypotheses (2.2), (2.3) et (2.4), pour tout 1> A,, 
il existe une solution positive unique uA E W**“(.R), pour tout p, du probleme 
(2.1). L’application A F-P uA est continue d (A, +a~) dans C’*“(d), etla 
branche ((A, uA), 1 E (A,, +a)} bifurque depuis la droite des solutions 
triviales en (A,, 0). De plus, uA croft strictement avec A: si I (p, alors 
u.~ < u, dans Q et au,/& > &,/an sur %J. Enfin, quand 1+ +oo, on a 
U-~(X) -++co, Vx E 0, la convergence d uA &ant unt@rme sur tous les 
compacts inclus dans J2. 
Demonstration. Pour pE C”(a), on note Vi@) la ieme valeur p opre du 
probltme: 
P#tp$=va# dans 0, qt% = 0sur LU2. (2.6) 
Ainsi, Izi = v,(O). On sait que si p < p^ et p &p^ dans Q, alors vi@) <vi@), 
Vi E N. Observons tout d’abord que (2.1) n’admet pas de solution non- 
triviale si 1 <A,. En effect si u> 0 est une solution de (2. l), uvkrifie (2.6) 
avec p(x) = f(x, u(x))/u(x) si u(x) >0, et p(x) = 0 si u(x) = 0, et k = v. On a 
done L = vI@) >v,(O) = A, car p> 0 et p f 0. Remarquons que le fait que 
L = v,@) pour toute solution n -triviale de (2.1) implique en particulier que 
u > 0 dans Q et au/an < 0 sur XL 
On obtient l’existence (bien connue) d’une solution p sitive de (2.1) pour 
1 > 1, en observant qu’alors (2.1) admet une sous-solution et une sur- 
solution qui sont ordonnkes. En effet, soit 4, > 0 une premiire fonction 
propre d (2.5), associte B A,. 11 est immkdiat devkrifier que, du fait de (2.2) 
et de i > A,, E#~, pour E> 0 assez petit, est une sous-solution de (2.1). Par 
ailleurs, (2.4) implique qu’une constante M >0 suffisamment grande (telle 
que laM - f(x, M) < 0, Vx E 0) est sur-solution de (2.1). On a done une 
solution p sitive de (2.1) comprise entre ~4, et M. 
Plus prkistment, en remarquant queM = MA est el que 
la(x)s -f(x, s) < 0, VxER, Vs>M,, 
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il est facile de verifier, a l’aide du principe du maximum, que toute solution 
u > 0 de (2.1) satisfait u < MA. Comme MA est sur-solution, cela signifie que 
pour tout A> A,, (2.1) posside une solution p sitive maximum que l’on 
notera uA ; O<u,<M,. En fait, uAest l’unique solution (non-triviale) 
positive de (2.1). En effet, si (2.1) admettait uneautre solution p sitive u, on 
aurait u <uA. Or, compte tenu de (2.3), cela contredirait 
Done, uA est l’unique solution de (2.1). 
Soit A, < 1 < ,K Comme uA est sous-solution du probleme (2.1) 
correspondant a ,u,ona uA < u, dans R et au,/811 > au,/& sur XI; uA croit 
(strictement) avec A.On deduit, par un raisonnement classique, de l’unicitk 
de la solution de (2.1) etde l’estimation  priori obtenue trivialement a partir 
de MA, que I I+ uA est continue, parexemple, de (A,, + co) dans C’@(@ 06 
a E (0, 1). Comme pour I = 1,) l’unique solution de (2.1) est u = 0, la 
branche ((A, u ); AE (A,, +a~)} bifurque en (A,, 0) depuis la branche d s 
solutions triviales R x (0) dans IF? x C’*“(a). 
Montrons a present que u,(x) + +co quand A-+ +co, pour x E Q. On 
detinit, pour y> 0, 
pour tout y> 0, A(y) (+co ; A est une fonction croissante de y >0. Soit 4, 
la premiere fonction propre de (2.5) (associee A A,) veritiant [I#, IJLm = 1. 
Pour tout 1>/i(y), y$r est une sous-solution du probleme (2.1). En effet, 
(2.3) entraine quf(x, ~4~) < (f(x, y)/y) ~4~. On a done 
Soit, pour A>/i(y), 
y#, &ant une sous-solution de (2.1), on a 74, < uA. En resume on a montre 
que pour tout y> 0, M(y) > 0 tel que A> A(y) 3 y#r < uA dans Q. Comme 
4, est positive dans &I on en deduit que dans B un(x) + +a~ quand I-+ +a~, 
avec une convergence uniforme de uA sur les compacts dea. Ceci conclut la
demonstration du Theoreme 4. I 
Remarque 2.1. La methode precedente pour montrer que uA + +a~ 
quand A+ +co, combinee i la construction de lasur-solution M, permet 
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d’obtenir desencadrements relativement precis de uA quand I + +co. 
Considirons a titre d’exemple le probleme odele 
-Au + f(u) = ,lu dans R, u = 0 sur 852, 
ou f satisfait les hypotheses precidentes. Soit x la fonction telle que x- ‘(s) = 
f(s)/s; x est continue etstrictement croissante de Rt dans [Rt et 
lim s++ o. x(s) = +co. 11 est aist de verifier que l’on a
x(~-W!4<u,<x(~)* 
En particulier, on a: x(n - A,) < jl uJ llLr <x(n). 
Remarqwe 2.2. Sifest convexe, l’unicite de uApeut s’obtenir, en utilisant 
les ous- et sur-solutions precedentes a partir d’un Theoreme d’Amann [2,3 ]
ou encore en remarquant que s k+ las - f(x, s) est concave. L’existence 
d’une branche d solutions po itives decoule tgalement du resultat general de 
Rabinowitz [3 1]sur la bifurcation gl bale d s solutions po itives. 
Remarque 2.3. Le Theoreme 4 &end, avec des methodes unpeu plus 
Blementaires, les resultats de divers auteurs [33-35 ] et notamment, dans le 
cadre du probleme (2.1) ceux de Bazley et Zwahlen [8]. Un resultat 
analogue a l’unicite de u dans le Theoreme 4,sous des hypotheses quelque 
peu moins generales estCtabli (par une demonstration d fferente) par 
Hernindez [20]. D’autres resultats interessants d’unicitt de la solution 
positive sont Cgalement obtenus par Hernindez [20] dans le cadre de 
certains problemes unilateraux. Notons entin que l’unicitt de la solution 
positive pour un probleme voisin de(2.1) est itabli par Rabinowitz [32] 
avec une mtthode differente. 
Remarque 2.4. On obtient des rlsultats analogues mais pour des valeurs 
bornees deA, lorsque l probleme (2.1) est asymptotiquement lineaire. (cf  
egalement [20]). Plus precisement, supposons au lieu de (2.4): 
lirn fk s) - = q(x), uniformement par apport a x E a; q E L”(R). 
s+t'x s 
(2.7) 
Alors, ennotant I, la premiere valeur propre de (2.6) correspondant a 
p = q, i.e., A, = v,(q), ilest aise de montrer: 
(i) Si 14 (1,) A,), l’unique solution de (2.1) est la solution triviale 
u = 0. 
(ii) Pour tout 1E (1,) A,), (2.1) admet une unique solution p sitive 
u,; A t-+ uJ est continue et strictement croissante. 
(iii) La branche {(A, Us), 1E (A,, A,)} dans IR x ClYR(6) bifurque en 
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(A,, 0) depuis ladroite d s solutions triviales, et n (A,, co) depuis l’infmi. 
Les demonstrations precedentes s’adaptent presque saris modifications pour 
traiter c  cas, a l’exception de laconstruction dunesur-solution de (2.1). 
Celle-ci s’obtient de lafacon suivante. Soit A, 1, ( ;1 <1, ; choisissons 1 tel
queA(X<A,. On peut done resoudre 
Yy+qty=xay+Xak dans J2; ty=OsuraQ, 
ou k est une constante positive. D’apris leprincipe du maximum (qui 
s’applique ci puisque 1 <A, = v,(q)), v/ >0 dans Q. Done, $= y + k vtritie 
Lorsque k+ +co, on a 6-t +co, et done pour E > 0 donne tel que 
0 <E < (X-A)a, on a, en choisissant k > 0 sufftsamment grand 
0 < q(x) -f(x, $)/$ <E, Vx E 0. D’oti, 4 verifie 
96 + f(x, $12 Aa6 dans Q, $=k>OsurXJ. (2.9) 
On a done bien une sur-solution de (2.l), que i’on peut choisir arbitrairement 
grande. 
Considerons maintenant le probltme (2.1) avec fdefinie et continue sur 
b X IT?. On suppose 
Les fonctions s +P f(x, s) et s H -f(x, -s) satisfont 
toutes deux a(2.3), (2.4), pour s> 0. (2.10) 
Si f satisfait (2.2) et (2.10), le Theorime 4 montre qu’il existe pout out 
A > A, une solution p sitive unique uA, et une solution negative unique vA, 
pour le probleme (2.1). 
COROLLAIRE 1. Sous les conditions (2.2) et (2.10), pour tout L tel que 
1, c A< A,, le problhe (2.1) admet exactement trois solutions: 0, uA et vA. 
Preuve. Soit uune solution n triviale de (2.1); alors u satisfait (2.6) 
avec p = f( , u)/u. On a done ,I = vidf(., u)/u) pour un certain  E N. 
Commef(., u)/u >0 dans Q, on a 
132 > 2 = vi ft.7 u) 
[ I 
- > Vi(O) = ki. 
U 
Ceci mplique i=1, et par consequent, les olutions non-triviales de (2.1), 
pour II, <A < 1, ont un signe constant. Le corollaire decoule alors 
immediatement du Theorime 4. m 
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Remarque 2.5. Le resultat du Corollaire 1 a ete obtenu indepen- 
damment, sous des hypotheses quelque peu plus restrictives dans [6, 10, 281 
comme application de theoremes abstraits. Rappelons cependant que ces 
trois travaux contiennent galement des applications a d’autres problemes, 
aux equations deVon Kirman notamment. 
Remarque 2.6. Le corollaire 1 reste videmment valable si (2.4) est 
remplace par la condition 
lim f(x’ ‘) > 2 a(x) 2 3 VXEQ. 
s-+ 00 s 
Remarque 2.1. Dans la dernibre s ction decet article, nous obtenons un
resultat plus precis dans le cas de l’equation differentielle ordinaire (N= 1): 
--u” + f(u) = Au dans (0.1) u(O) = u(l) = 0, f satisfaisant les mtmes 
conditions qu’ici. Nous montrons que pour tout 1E (&, A,+ i] le problemes 
admet exactement 2k+ 1 solutions quiforment des branches continues bifur- 
quant aux points (Ai, 0) de la droite des solutions triviales. Le probleme 
d’une description precise du nombre des solutions de (2.1) pour A > 1, est 
ouvert pour les dimensions N > 2. Observons cependant que d’apres un 
resultat de Rabinowitz [29] (cf. aussi [5, 191) si f(x, s) est impaire en s, 
pour tout 1, 1, < A< &+ , , (2.1) posdde au moins 2 x:=1 pj + 1 solutions 
distinctes, ou pidesigne lamultiplicitt de ij. 
Remarque 2.8. Un autre probleme ouvert se rapporte a une equation du
type (2.1) avec un terme “non-homogene”; c’est a dire 
ST24 + f(x, u) - Aau = h(x) dans Q, 
(2.11) 
u=o sur X& 
ou h E Co@(~) est donnte. 11 serait nttressant de savoir si un resultat du 
type Ambrosetti-Prodi est valable dans ce cas. Plus precisement, pour 
1, < 1< A2 (et les memes hypotheses que precedemment), le probleme (2.11) 
possede-t-i1 au plus trois solutions pout tout hE C”@(@? 
Pour conclure cette section, ous allons donner quelques indications 
concernant la stabilitt. On considere le probleme parabolique associe a (2.1): 
$ - 924 + f(x, u) = Aa(x)u, XEQ 
u(O, x) = u,(x), u(t,,)=OsurXJ 
(2.12) 
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On appelle “energie” associte a (2.1) lafonctionnelle 
+ I F(x, u) dw -s, u(x) u2 dx R n 
oti F(X, s) = Is, f(x, t) dt. 
TH~OR~ME 5. Sous les hypotheses du Theordme 4, et en supposant f de 
classe C’, on designe par u1 (resp. v~) la solution positive (resp. negative) de 
(2.1). Alors u1 et V~ sont des solutions stationnaires asymptotiquement 
stables de(2.12); uJ et v1 sont aussi solutions stables de(2.1) ausens du 
probleme linearise’. Enfin, si f est impaire, uJet -ul sent caracterisb parla 
minimisation de l’e’nergie: 
J(fU,) <J(u), vu E H@2), u # *u,. 
Demonstration. Sifest de classe C’, le probleme linearise associe a une 
solution u de (2.1) est le probleme (2.6) avec p=f:(., u). On a deja vu que 
pour u* et vA on a A = v1 [f(., u Ju,J = vI [ft., v Jv~l, d’oc 
A < 1, [f:(., UA)] et A < v,[f:(., v,)], puisqu’on a f:(x, s)> f(x, s)/s, x E 0 
et s # 0. (Plus exactement, f: > f(., s)/s et fi >f(., s)/s pour des s # 0 
arbitrairement peti s). uA et vA sont done des solutions stables de (2.1) au
regard duprobleme linearise. 
11 est aise de montrer que uA et vA sont egalement stables au regard du
probleme parabolique (2.12) enappliquant des echniques classiques de sur- 
et sous-solutions de Sattinger [33, 341. En effet, raisonnons suruA. 
Soit $r une premiere fonction propre duproblbme linearid en uA: 
94, +fXx, u,Ji, = v,4Jl dans 0, 
fi, =o sur LM2, 
oti 6, > 0 dans L! et v1 = ri[fl(., un)] >A. Soit ~7 = uA + ~6~ et 
2(’ = uA - &ii. On verifie facilement que, du fait que A < v,, ~7 est sur- 
solution et u’ est sous olution de (2.1) dbque l’on choisit  > 0 assez petit, 
et uA est l’unique solution de (2.1) comprise entre g’ et ~7. On en conclut 
done (cf., e.g., [33, 341) que pour tout u0 tel que _u’ < u,, < ii’ dans 8, la 
solution ~(t,x) de (2.12) correspondant a u,, converge v rs uA(x) lorsque 
t-++m. 
Remarquons entin que le probleme d minimisation 
minimiser{J(u); u E HA(Q)} (2.13) 
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admet une solution et qu’en particulier ce minimum est tini (noter que 
m s> - (V) ( > a x s* est borne inferieurement independamment de x). Si 
f(x, s) est impaire ens, uA et -uA sont les eules solutions de ce probleme d
minimisation. En effet siuest solution du probleme d minimisation, ]u] l’est 
aussi et done 1 U] satisfait l’tquation d’Euler-Lagrange associke. On adone 
u > 0 ou bien u< 0 dans R du fait dela regulariti C1*a(fi) d’une solution de 
cette equation. D’apres cequi precede ona done ou bien u= 0 ou bien 
U=fU,. En remarquant queJ(0) = 0 et que 
on con&t que uA et -uA sont les eules solutions de (2.13). Ceci acheve la 
demonstration du Theoreme 5. m 
3. LE NOMBRE DE SOLUTIONS POUR UNE CLASSE DE PROBLhMES 
DE STURM-LIOUVILLE NON-LIN~AIRES 
Dam la premiere partie d cette section,  considere le probleme d
Sturm-Liouville non liniaire suivant 
--UN +f(u) = Au dans (0, 1); u(O)=u(l)=O. (3.1) 
On suppose que f: R + I? est de classe C’et verifte 
f(0) =f’(0) = 0. (3.2) 
Les fonctions s I+ fO et s I--+  -- f t-s) sont strictement 
S S 
croissantes sur [0, +co). (3.3) 
lim f(s)=+m. 
s-*cc s 
(3.4) 
On notera d ns la suite 
E = {u E C’([O, 11); u(0) = u(1) = 0}, 
E est muni de la norme C’ usuelle. On designe par S, l’ensemble des
fonctions u E E dont ous les zeros darts [0, 1] sont simples tqui ont exac- 
tement k - 1 zeros (“noeuds”) a l’interieur de (0,1). 
S~={uES,;u’(O)>O} et s, =-q. 
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Observons que S,, S: et S; sont des sous-ensembles ouverts deE, pour 
tout kE n\J, k > 1. On notera 1,= k%* la ki6me valeur p opre duprobleme 
-4” = nf.5 dans (0, l), fj(O) = #( 1) = 0. (3.5) 
Remarquons que (3.5) est la linearisation de (3.1) auvoisinage de u= 0. La 
theorie de la bifurcation gl bale pour les problemes de Sturm-Liouville non 
lineaires de Rabinowitz [30, 311 s’applique i (3.1). 11 existe done pour tout 
k > 1 une branche non born&e gk formed de solutions nontriviales (A, u)de 
(3.1) dans IR x E bifurquant depuis ladroite d s solutions triviales [R X (0) 
en (A,, 0). Plus precidmment, soit 9 la fermeture de l’ensemble des
solutions non-triviales (A, u) (u & 0) de (3.1) dans IF? X E. 5$ est une 
composante connexe d 9; GFk verifie 
(490) Eq c (R x s/J u {(L 0)). 
De plus, @,,,,=5iY’:UU; avec glng;={()Lk,O)}, g’: c(ll?XS~)U 
{ (&, 0)} et fFl, %F; sont outes deux non bornees darts [Rx E. En observant 
que (3.1) est un cas particulier du probleme (2.1), les risultats de lasection 
precldente decrivent lesbranches g’: et %7’;. Dans le cadre du probleme 
(3.1) on peut cependant obtenir des resultats beaucoup plus p&is. Nous 
allons montrer que pour tout k, 5??: et F; sont des courbes regulikes 
parametrees parI E (A\, +a~). Hormis la droite d s solutions triviales, 
Uk>i Vk constitue l’ nsemble de toutes les solutions de (3.1). Nous en 
deduirons done le nombre xact de solutions de (3.1) pour toute valeur de1. 
TH~OR~ME 6. Supposons que f satisfasse lesconditions (3.2), (3.3) et 
(3.4). Alors, pour ,I Q 2,) (3.1) n’admet que la solution triviale u,,(J) = 0. 
Pour tout A tel que 2, < A < A,, 1, (3.1) possede xactement (2k + 1) 
solutions: u,(A) = 0, u:(n),..., u,f(J.), avec u;(A) E ST et u]:(J) E Si. 
L’application A F+ u;(n) est de classe C’ de (Jj, +co) dans E. La branche 
{(A, u:(n); 1E (Ilj, +a)} bifurque en(Ij, 0) depuis la droite des solutions 
triviales. 
Demonstration. Soit qE C’([O, 11). Nous designerons par J,(q) la kieme 
valeur p opre duprobleme 
-9” + 46 = 24 dans (0, l), 4(O) = fd( 1)= 0. (3.6) 
Ainsi, n (O) = &. Soit I = [a, 81 c IR et q E C’(I). Ondesigne par ,u,Jq; I) la 
k ieme valeur p opre duprobleme 
-4” + q# = nq dans I= (a, p); O(a) =$w> = 0. (3.6.1) 
@insi, ,u,(q; [O, 1I) =&(q)). Dans la demonstration du Theoreme 6 nous 
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utiliserons les faits classiques que nous rappelons dans les deux lemmes 
suivants 
LEMME 4. Si u 65 S, pour tout entier k > 1, et si u est solution de(3.1). 
Alors u= 0. 
Preu ve. u & S,, Vk > 1 signifie qu 31; E [0, l] tel que u(c) = u’(c) = 0. 
On a done u= 0 par unicitt de la solution du probleme aux valeurs initiales, 
qui dans ce cas n’est autre que 0. On voit done n particulier que siu E as, 
pour un certain entier k > 1 et u solution de (3.1), on a u = 0. 1 
LEMME 5. (i) Si I c i sont deux segments deR, on a ,+(q; I) 2 ,uk(q, f), 
pour tout qE C”(J), avec inkgalite’ s ricte si I# 1. 
(ii) Si q < 4 dans I et q, 4 E Co(I), on a ,uk(q, I) <,u,&j, I), avec 
int+galite’ stricte si q& 4. 
Preuve. La dtpendance monotone d ,u,(q; I)par rapport a qd’une part, 
et i Z d’autre part est bien connue. Elle decoule par exemple d  la carac- 
terisation variationnelle d  ,u,(cf. [161) ou encore des theoremes de
comparaison de Sturm combines aux caracterisations nodales des fonctions 
propres a socites. I 
Le point essentiel dans la demonstration du Theoreme 6 reside ans l’ob- 
servation quepour une solution u de (3.1), le probleme linearise en u (ou, en 
termes d’operateurs, la derivee de Frechet) n’est pas singulier. C’est l’objet du 
lemme suivant. Rappelons que le probleme linearise en u est le probleme 
(3.6) avec q=f’(u). 
LEMME 6. Soit u une solution de(3.1) telle que u E S,. Alors, 1 > &, et 
on a pour tout k> 2, 
L,V’(u)l < 1 < w-‘@>I. 
Lorsque k= 1, on a simplement 3,< A, [f’(u)]. 
Preuve. Remarquons tout d’abord que par le Lemme 4, les olutions non 
triviales de (3.1) appartiennent necessairement aux ensembles Sk. Soit done 
u une solution de (3.1) telle que u E S,; uverifie (3.6) avec q=f(u)/U. On a 
done A= Aj(f(u)/u) p our un certain e tier j.Mais, comme les fonctions 
propres de(3.6) sont caracterisees par leurs proprietis nodales tque 
u E S,, on en deduit que A = A,[f(u)/u]. Or d’apres les hypotheses urf, on 
a 0 <f(u)/u <f’(u) dans (0, 1) et f(u)/u f 0, f(u)/u f f’(u). Onen dtduit 
done que 
f(u) /l,=&(O) <A=&. -[ 1 U < w-‘(~>l~ 
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Soit [a, /I] c IR; on designe dans la suite par S,(a, 8)l’ensemble des
fonctions de C’( [a, /I]), nulles na et p, qui n’ont que des zeros imples 
(noeuds) dans [a, p] et qui possedent xactement k - 1 zeros dans (a, p). 
Montrons a present que pour u E S, solution de (3.1) et k > 2 on a 
J. >A,-,(f’(~)). Soit u= u’; observons que comme u E Sk(O, 1) et k 2 2, il 
existe a,/I tels que 0 ( a < /I < 1 et v = U’ E S,-,(a, /I). 2)satisfait done(en 
derivant (3.1)) 
-29’ +f’(u)0 = h 
etvES k- ,(a, PI. 
dam (a, P>, v(a) = @) = 0 
(3.7) 
On en deduit que A = ,uk- *(f’(u); [a,PI). D’oi, puisque [a, P] c (0, l), par le 
Lemme 5, L > A,-,[J”‘(u)]. I 
LEMME 7. II existe une fonction continue M(A) telle que toute solution u 
de (3.1) ve’riJie ]I u ]Icl < M(A). 
Preuve. 11 suffit de raisonner comme dans la section 2 et de remarquer 
que par exemple pour toute solution u de (3.1) ona 
Conclusion dela dbmonstration du Tht!ort?me 6. 
(i) Existence d’une solution u E St pour tout A> A,. C’est une simple 
consequence du Thioreme de bifurcation gl bale d Rabinowitz [30,3 11 et 
des estimations a priori prlcedentes. En effet, pout out k et pour v= + et 
v = -, il existe une branche non bornee de solutions de (3.1), g:, telle que 
(;lk, 0) E5F; c { (&, 0)} U (lR xS;). D’apres les Lemmes 6et 7 on sait que 
5Fi c {(A, u); A > A,, ]I u]lcl &M(A)}. La projection de g: sur IR est done 
necessairement l’intervalle (Ak, +a). 11 existe done une solution de (3.1) 
dans S; pour tout A> I,. 
(ii) Unicite’ d  la solution dans Sz. Soit uE Sl une solution de (3.1) 
(Rappelons que toute solution non triviale de (3.1) appartient a untel 
ensemble S,). On a done A > 1,. D’aprts leLemme 6, le probleme linearise 
en u est non-singulier. On peut done appliquer l  Theoreme des fonctions 
implicites (par un argument classique en raisonnant parexemple sur 
l’kquation integrale Cquivalente a (3.1)). 11 existe alors une branche de 
solutions u&), avec p dans un voisinage de 1, passent par (A, u), i.e., 
u(A) = u. En vertu du Lemme 4, u@) E S; sauf si la branche u@) rencontre 
les olutions triviales. Or cela n’est possible qu’en (A,, 0). (On sait en effet 
que (&, 0) est l’unique point de bifurcation pourdes solutions dans F? X S,; 
cf. [30, 311). Grace al’estimation a priori duLemme 7 et au fait que tant 
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que ~01) E S,U le Lemme 6 s’applique, on en deduit que u@) se prolonge, d  
facon unique, nune courbe de classe C’definie sur (A,, +co), ivaleurs 
dans Si. Or, en appliquant lesrisultats cla siques de Crandall et Rabinowitz 
[ 141 (voir lgalement [ 30,3 11) sur la bifurcation en une valeur p opre simple, 
on sait que dans un voisinage de (A,, 0) les olutions non-triviales forment 
une courbe unique. De la on diduit, bien stir, l’unicite globale; g’ : est une 
courbe de classe C’; gi = {(A, u:(A)); 1 > A,} et ni(3Lk) = 0.Toute solution 
(A, u) avec uE S; appartient necessairement a cette m2me courbe @;. Par 
consequent, pour A > ;1, donne, la solution u de (3.1) telle que u E Si est 
unique. Dece qui precede ondeduit que pour tout Atel que 1, ( A < A,, 
(avec la convention A, = -co), (3.1) possede exactement (2k+ 1) solutions, 
ce qui conclut lademonstration du Theo&me 6. 1 
Remarque 3.1. Le thioreme precedent slie adivers esultats an erieurs 
(voir’121, 26, 27, 32, 371). Dans le cadre de problemes plus generaux que 
(3.1), voir [22] pour des rtsultats de non bifurcation secondaire. 
Dans la deuxieme partie d cette s ction,  considere le probleme 
-u” -f(u) =Ail dans (0, 1), u(0) = u( 1) = 0. (3.8) 
Nous allons montrer que changer fen -f, en passant de(3.1) a (3.8), revient 
a “retourner” toutes les courbes V’;;. 
THBOR~ME 7. Sous les mimes hypotheses que le Theortme 6, le 
probleme (3.8) admet une infinite de solutions, pour tout A E R. Plus 
precisement, pour tout I tel que Akel < A ( A, (avec la convention I < I, si 
k = l), (3.8) admet exactement les olutions u,(A) = 0, ui (A),..., u~+#.),..., 
avec U;(A) E Sj l . De plus, pour tout j, {(A, u;(A)}, depnie pour A < Aj, 
forme une courbe de classe C’ qui bifurque d puis la droite des solutions 
triviales en (Aj, 0). 
Remarque 3.2. Ce theortme & nd et precise dans le cas de (3.8) des 
resultats de [26, 271. 
Demonstration du ThPorPme 7. Le principe de la demonstration est exac- 
tement lem&me que pour le Theoreme 6.Les solutions non-triviales de (3.8) 
appartiennent a u  ensemble S,. Si (A, u) est une solution de (3.8) telle que 
u E S;, nous montrerons (Lemme 8) que le problime linearise en u est non 
singulier. Du fait de l’estimation a priori (Lemme 9), en appliquant le 
theoreme d s fonctions implicites e  une mkhode de continuation, on btient 
que par (A, u) passe une courbe unique que l’on peut prolonger jusqu’a 
(Ak, 0) (ici I < A, nicessairement). En appliquant lesresultats sur la bifur- 
cation e une valeur p opre simple pour ce type de probleme [ 14, 30, 31 ], la 
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courbe de solutions non-triviales au voisinage de (&, 0) est unique. On a 
done unicite globale eton conclut comme precedemment. 
Le reste d la demonstration &antinchange, nous nous bornerons done i 
demontrer pour le Theo&me 7 le caractere nonsingulier du probleme 
ii&arise en u(ou u est une solution n triviale de (3.8)) dans le Lemme 8, 
ainsi que l’estimation a priori dans le Lemme 9 (qui remplacent respec- 
tivement les Lemmes 6et 7 precedents). 
LEMME 8. Soit u une solution de(3.8) telle que u E S,. Alors, J. < A, et 
on a, pour tout k> 1, 
&(-f’(u)) < J< A+ ,(-f’(u))- 
En particulier, l  p oblt?me linbarise’ a socie’ & (3.8) en u est non-singulier. 
Preuve. Si u E S, satisfait (3.8), on a k = &(-f(u)/u). Comme -f’(u) < 
-f(u)/u < 0 dans (0.1) (et que f(u)/u $0, f’(u) f f(u)/u) ondeduit 
-f(u) U-f’(U)> < A, ---y- ( ) = A< A,(O) = /I,. 
Montrons maintenant que 2 < &+,(-f’(u)). On peut prolonger u en u^ 
dllinie sur R de telle maniere que u^ satisfasse -4” -f(c) = kJ dans R. 11 
suffit en effet deprendre ti= u dans (0, l), et pour x< 0, u^ est la solution du 
probleme aux valeurs initiales 
4” = 222 +f(d), x < 0 et z?(O) = 0, 
De m2me pour x> 1, u^ est la solution de 
z?(O) = u’(0). 
-4” = Au” +f(C), x > 1 et ti(l)=O, r?(l) = U’(1). 
On peut montrer facilement,  utilisant l’equation d fferentielle, qu’i  existe 
a, p tels que a < 0 < 1 < /3, u^ est delinie ( t de classe C’) sur [a, /I] et 
z?(a) = ti’Q3) = 0, tandis que u^’ # 0 darts (a, 0) U (1, /3). Ainsi, v = u^’ v&tie 
-v” -f ‘(22)v = /Iv 
v E &+hd-9 
dam (a, 8), v(a) = vQ?) = 0 
(3.9) 
De (3.9) ondeduit k =,~~+i(-f’(G); [a, PI). Comme [O, 1I = (a,/& on a Par 
le Lemme 5 
A = pUk+ l(-f’(Q; [a,Pl) < ih+ l(-f’@>; lo, 1 I> =A+ ~(-.f’@)). 1 
LEMME 9. Pour tout k> 1 et pour tout I< A,, il existe une constante 
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M#) telle que toute solution (A,u) de (3.8) avec A< 1< Lk et u E S, vkrifie 
II ulIc1 G M,(l). 
Preuve. II suffit demontrer que 11 ullcD <p. Nous allons d’abord traiter le 
cas uES:; nous en deduirons ensuite l cas general. 
(i) Cas 24 E S,+. Le caractere autonome de (3.8) montre que u est 
symttrique par rapport a x = i, et que JJuII~o = max,,,,, u = u(i), u’ > 0 dans 
(0, f) et u’ < 0 dans (+, 1). Nous noterons Q= 11 ullcO = u(4). Raisonnons par 
l’absurde et supposons que l’on puisse trouver une suite (A’, Uj) de solutions 
de (3.8) telles queA,>A’jx et zTjES:, avec ilj-++co quandj++oo. On 
deduit de (3.8) 
- ; u;(x)’ + ; uj(o)2 = g Uj(X)” + F(u,(x)), XE (0, 1) (3.10) 
ou F(s) = Ii f(t) dt. En particulier, on deduit de (3.10) pour x = 4, 
iU;(O)' > i lij + F(?Tj). (3.11) 
Comme la fonction s + (x/2) s2 + F(s) tend vers +co quand s + +co, (3.11) 
implique que u;(O) + +oo avec j+ +a. 
Choisissons maintenant un nombre CJ tel que o > A,. On a done par 
continuite 
0 > Pl(R I&, 1-El) pour 0 < E < E; (3.12) 
(En effet, p,(O; [E, 1-E]) =A,/(1 - 2~)~.) Soit m =x(u) si x > 0 et 
m = ~(a -1) si 1 < 0 oi x-‘(s) = f(s)/s. Notons que de (3.10) ondeduit que 
pour X tel que 0 < uj(x) Q m, on a IuJ(O)~ - u@)‘I Q C, ou C est une 
constante. Done / u;(x)/ + +oo avec j --$ +co, uniformement sur {x; 
0 < u,~(x) < m). Soit sj, 0 < sj < 4 tel que uj(sj) = uj(l - sj) = m. Ainsi, 
uj>m sur (s,i,l-~j) et O<uj<m sur (O,E~)U(I--E~,~). On a done 
U,:(X) > Aj pour x E (0, sj) avec Aj + +a~ quand j+ +co. 11 s’ensuit que
m= 
I 
“u$(x)dx>AjEj; 
0 
d’ou sj-+ 0 avec j + +co, et en particulier, pourj assez grand, on a 
0 < &j < E. On a done 
--UC’ > UU~ .l/ J sur (cj, 1 - cj) et uj > 0. (3.13) 
Or ceci est impossible d’apres le theorime de comparaison deSturm car 
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o >y,(O; [ai, 1 -Ej]) par (3.12). En effet, notons p=pu,(O; [sj, 1 -ej]) et 
soit 4> 0 telle que -4” = ,@ sur (sj, 1 - sj) et #(sj) = #(l - Ej) = 0. En 
multipliant (3.13) par 6 et en intcgrant parparties, il vient 
ce qui est contradictoire puisque $‘(l - sj) <0 et #‘(Ej) > 0. 
Nous avons done obtenu une estimation a priori lorsque u E S: . Le m&me 
raisonnement s’applique naturellement pour uE S;. 
(ii) Le cas ghhzf. I1 sufftt d’observer quel’estimation a priori 
precedente reste valable pour les olutions u E S:(a, p) dti probleme --u” =
Au + f(u) dans (a, p) c (0, l), u(a) = u(p) = 0, cette stimation &a t 
independante de a et j3, pourvu que la longueur’j? - a soit minoree par un 
nombre positif. (Un choix convenable de udans la demonstration precldente 
permet d’obtenir ce resultat). 
En effet, soit uE S, et soient a ,,..., uk-, les zeros de u dans (0, 1). 
Comme on a 
- ; d(x)* + ; u’(0)’ = ;u(x)2 + F@(x)), XE (0, I), (3.14) 
il sufftt a nouveau d’estimer In’(O)/. Or,au moins l’un des intervalles 
(a,- 1, QJ, i = l,..., k (a, = 0, uk = l), aune longueur superieure a l/k. On en 
dlduit done une estimation a priori 1 u [< C sur cet intervalle. En se plaGant 
au point x de cet intervalle ou Iu( est maximum, et en utilisant (3.14), on 
obtient une estimation a priori delu’(O)l; d’oi une estimation a priori de
/Iu/lco. Ceci achZve la demonstration du Lemme 9 ainsi que celle du 
Theo&me 7. 1 
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