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ON THE BOUNDARY STRICHARTZ ESTIMATES FOR WAVE
AND SCHRO¨DINGER EQUATIONS
ZIHUA GUO, JI LI, KENJI NAKANISHI AND LIXIN YAN
Abstract. We consider the L2tL
r
x estimates for the solutions to the wave and
Schro¨dinger equations in high dimensions. For the homogeneous estimates, we
show L2tL
∞
x estimates fail at the critical regularity in high dimensions by using sta-
ble Le´vy process in Rd. Moreover, we show that some spherically averaged L2tL
∞
x
estimate holds at the critical regularity. As a by-product we obtain Strichartz
estimates with angular smoothing effect. For the inhomogeneous estimates, we
prove double L2
t
-type estimates.
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1. Introduction
In this paper, we study the space-time (Strichartz) estimates for solutions to the
Schro¨dinger type dispersive equations
i∂tu+D
au = g, u(0, x) = f(x) (1.1)
where u(t, x) : R × Rd → C is the unknown function, D = √−∆, 0 < a ≤ 2. Two
typical examples of (1.1) are of particular interest: the wave equation (a = 1) and
the Schro¨dinger equation (a = 2). The rest cases (0 < a < 2) are also known as
fractional Schro¨dinger equation which has attracted many attentions recently and
is a fundamental equation of fractional quantum mechanics, which was derived by
Laskin (see [11, 12]) as a result of extending the Feynman path integral, from the
Brownian-like to Le´vy-like quantum mechanical paths.
The Strichartz estimates address the following space-time estimates for the solu-
tion u to (1.1), e.g. when g = 0,
‖eitDaP0f‖LqtLpx(R×Rd) . ‖f‖L2, (1.2)
where eitD
a
, P0 and L
q
tL
p
x are defined in the end of this section. In a pioneering
paper Strichartz [20] first proved (1.2) for the case q = p by the Fourier restriction
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method and then the estimates were substantially extended by many authors. It is
now well-known (see [10] and references therein) that for d ≥ 1 the estimate (1.2)
holds if and only if (q, p) satisfies the admissible conditions:
2 ≤ q, p ≤ ∞, 1
q
≤ d− da + 2
2
(
1
2
− 1
p
), (q, p, d) 6= (2,∞, da), (1.3)
where
da =
{
2, a 6= 1;
3, a = 1.
(1.4)
In particular, the endpoint estimates (q, p) = (2, 2+ 4
d−da
) for d > da were proved in
[10], and the failure of (q, p, d) = (2,∞, da) was proved in [14] for a = 1, 2.
By the scaling invariance of the equation (1.1): for λ > 0
f(x)→ f(λx), u→ u(λat, λx),
the Minkowski inequality and the Littlewood-Paley square function theorem, one
can get from (1.2) the following frequency-global Strichartz estimates
‖eitDaf‖LqtLpx . ‖f‖H˙s, (1.5)
if (q, p) satisfies the admissible conditions (1.3), p 6= ∞ and the natural scaling
condition
s = (
1
2
− 1
p
)d− a
q
.
On the other hand, for p =∞, the estimates (1.5), namely
‖eitDaf‖LqtL∞x . ‖f‖H˙ d2− aq (1.6)
need special treatment due to the failure of the Littlewood-Paley theory in L∞.
For q > 2 and d ≥ da (or q ≥ 4, d = 1 and a 6= 1), one can prove (1.6) by
interpolations or directly by TT ∗ method (see Section 2). For wave equation a = 1,
(1.6) was studied in [2] and in particular the estimate (1.6) was shown to be false
for (a, q, d) = (1, 4, 2). Therefore, the only unknown estimates for (1.5) are the
endpoints (q, p) = (2,∞) for d > da which can not be handled by interpolations or
TT ∗ method as (2,∞) lies on the boundary of admissible conditions. When d = da,
these endpoint estimates (even weaker version (1.2)) fail and it was known that the
failure is logarithmic due to the t-integration on the whole line. Indeed, the following
estimate was proved by Tao in [22]:
‖eit∆P0f‖L2tL∞x (I×R2) . log(2 + |I|)1/2‖f‖L2(R2).
For d > da, (1.2) holds for (q, p) = (2,∞) from which we can get the following two
estimates
‖eitDaf‖L2tBMOx . ‖f‖H˙sc , ‖eitD
a
f‖L2tL∞x . ‖f‖Hs
where s > sc :=
d−a
2
, and BMO is the space of bounded mean oscillation. BMO
is usually a good substitute for L∞ in harmonic analysis. Thus we see the L2tL
∞
x
estimate is logarithmically missing at the critical regularity.
The purpose of this paper is to study various L2tL
r
x-type estimates for (1.1). Our
first result is
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Theorem 1.1. If 0 < a ≤ 2, d > da with da given by (1.4), then the following
estimate fails:
‖eitDaf‖L2tL∞x . ‖f‖H d−a2 . (1.7)
Different from the case d = da, the logarithmic failure of the above estimate is
due to the summation over the frequency. We will use the a-stable Le´vy process
to prove the above theorem. When a = 2, this process reduces to the Brownian
motion. Our ideas are inspired by [14].
In spite of the results in [14], Tao (see [21]) showed in the radial case the L2tL
∞
x
estimate for the 2D Schro¨dinger equation holds. Actually, he proved a spherically
averaged estimate:
‖eit∆f‖L2tL∞ρ L2ω(R×R2) . ‖f‖L2x(R2),
where L2tL∞ρ L2ω is defined by (1.11). Moreover, he proved there is an ǫ-angular
smoothing effect: ∃ǫ > 0 such that
‖Λǫωeit∆f‖L2tL∞ρ L2ω(R×R2) . ‖f‖L2,
where Λω is the angular derivative (see the end of this section). In Theorem 5.1 of
[15], an upper bound on the smoothing effect ǫ ≤ 1/3 was shown. Our second result
extends Tao’s result to the cases 0 < a <∞, d ≥ da.
Theorem 1.2. (1) If 0 < a <∞, d ≥ 3 and s < d−2
2
, then
‖ΛsωeitD
a
f‖L2tL∞ρ L2ω . ‖f‖H˙ d−a2 .
(2) If 1 < a <∞, d ≥ 2 and s < 1
7
+ d−2
2
, then
‖ΛsωeitD
a
f‖L2tL∞ρ L2ω . ‖f‖H˙ d−a2 .
Besides its own interest, the LptL
∞
x estimates play important roles in the study of
the nonlinear problems. Especially, it is useful for fractional Schro¨dinger equations
(a < 2) when the classical Strichartz estimates have a loss of derivatives, e.g. see
[8]. In the appendix we apply the above theorem to study the cubic fractional
Schro¨dinger equations.
The general spherically averaged estimates
‖eitDaP0f‖LqtLpρL2ω . ‖f‖L2 (1.8)
were also studied. It was known that (1.8) allows a wider range of indices (q, p) than
(1.2). For the wave equation a = 1 and d ≥ 2, the optimal range of (q, p) for (1.8)
is (see [9] and references therein, [17] for d = 2): (q, p) = (∞, 2) or
2 ≤ q, p ≤ ∞, 1
q
< (d− da
2
+
1
2
)(
1
2
− 1
p
). (1.9)
For the case a > 1 and d ≥ 2, (1.8) holds if (q, p) satisfies either (1.9) or
2 ≤ q, p ≤ ∞, 1
q
= (d− da
2
+
1
2
)(
1
2
− 1
p
), (q, p) 6= (2, 4d− 2
2d− 3).
These conditions are also necessary except the endpoints (2, 4d−2
2d−3
) which are still
open (see [3] and references therein). To apply these estimates to the nonlinear
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problems, one needs inhomogeneous estimates∥∥∥∥∫ t
0
ei(t−s)D
a
P0g(s)ds
∥∥∥∥
LqtL
p
ρL2ω
. ‖g‖
Lq˜
′
t L
r′
ρ L
2
ω
which can be obtained by the standard Christ-Kiselev lemma. However, by Christ-
Kiselev lemma one misses the double L2t type estimates, namely q = q˜ = 2 in the
above estimates. Our last result is concerned with the generalized double endpoint
inhomogeneous Strichartz estimates.
Theorem 1.3. Let 0 < a ≤ 2 and d > da. Assume p, r > 4d+2−2da2d−da−1 . Then the
following estimate holds∥∥∥∥∫ t
0
ei(t−s)D
a
P0g(s)ds
∥∥∥∥
L2tL
p
ρL2ω
. ‖g‖L2tLr′ρ L2ω . (1.10)
Remark 1.4. The condition d > da is necessary in our proof. We do not know
whether (1.10) holds for d = da.
Notations. We use F(f) and f̂ to denote the Fourier transform of f : fˆ(ξ) =∫
Rd
e−ix·ξf(x)dx. For a > 0, define Sa(t) = e
itDa = F−1eit|ξ|aF .
Let η : R → [0, 1] be an even, smooth, non-negative and radially decreasing
function which is supported in {ξ : |ξ| ≤ 8
5
} and η ≡ 1 for |ξ| ≤ 5
4
. For k ∈ Z, let
χk(ξ) = η(
ξ
2k
)− η( ξ
2k−1
) and χ≤k(ξ) = η(
ξ
2k
), and define Littlewood-Paley operators
Pk, P≤k on L
2(Rd) by P̂ku(ξ) = χk(|ξ|)û(ξ), P̂≤ku(ξ) = χ≤k(|ξ|)û(ξ).
∆ω denotes the Laplace-Beltrami operator on the unite sphere S
d−1 endowed with
the standard metric g and with the standard measure dω. Let Λω =
√
1−∆ω.
Denote Lpω = L
p
ω(S
d−1) = Lp(Sd−1 : dω), Hsp = Hsp(Sd−1) = Λ−sω Lpω.
Let Lp(Rd) denote the usual Lebesgue space, and Lp(R+) = Lp(R+ : rd−1dr).
LprLqω are Banach spaces on Rd defined by the following norms:
‖f‖LprLqω =
∥∥‖f(rω)‖Lqω∥∥Lpr (1.11)
with x = rω, ω ∈ Sd−1. Let X be a Banach space on Rd. LqtX denotes the space-
time function space on R × Rd with the norm ‖u‖LqtX =
∥∥‖u(t, ·)‖X∥∥Lqt . Hsp (H˙sp)
are the usual inhomogeneous (homogeneous) Sobolev spaces on Rd.
2. L2tL
∞
x estimates fail at the critical regularity
In this section, we consider the LqtL
∞
x estimates. First we prove the following
proposition
Proposition 2.1. Let a > 0, d ≥ 1 and 2 < q <∞. Then
‖eitDaf‖LqtL∞x . ‖f‖H˙ d2− aq (2.1)
holds if assuming either of the following conditions:
• a = 1, 2
q
< d−1
2
.
• a 6= 1, 2
q
≤ d
2
.
Proof. By TT ∗ method, the estimate (2.1) is equivalent to∥∥∥∥∫ ei(t−s)DaD 2aq −dg(s)ds∥∥∥∥
LqtL
∞
x
. ‖g‖
Lq
′
t L
1
x
.
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By the dispersive estimates given in the lemma below and the Hardy-Littlewood-
Sobolev inequality we get∥∥∥∥∫ ei(t−s)DaD 2aq −dg(s)ds∥∥∥∥
LqtL
∞
x
.
∥∥∥∥∫ ‖ei(t−s)DaD 2aq −dg(s)‖L∞x ds∥∥∥∥
Lqt
.
∥∥∥∥∫ |t− s|−2/q‖g(s)‖L1xds∥∥∥∥
Lqt
. ‖g‖
Lq
′
t L
1
x
.
Therefore we complete the proof. 
Lemma 2.2. Let a > 0, d ≥ 1 and 0 < q <∞. Then
‖D 2aq −deitDaφ‖L∞x ≤ C|t|−
2
q ‖φ‖L1x
holds if assuming either of the following conditions:
• a = 1, 2
q
< d−1
2
.
• a 6= 1, 2
q
≤ d
2
.
Proof. By Theorem 1 in [6] we get for 0 ≤ θ ≤ d−da+2
2
‖eitDaPjφ‖L∞x ≤ C|t|−θ2j(d−aθ)‖φ‖L1x.
If a = 1 and 2
q
< d−1
2
, or if a 6= 1 and 2
q
< d
2
, then we get
‖D 2aq −deitDaφ‖L∞x ≤C
∑
j
inf
θ
(2ja(
2
q
−θ)|t|−θ‖φ‖L1x)
.
∑
2j≤|t|−1/a
22ja/q‖φ‖L1x +
∑
2j≥|t|−1/a
2ja(
2
q
− d−da+2
2
)|t|− d−da+22 ‖φ‖L1x
. |t|−2/q‖φ‖L1x.
Thus it remains to show the case: a 6= 1, q = 4
d
.
By the Young inequality it suffices to show∣∣∣∣∫ eit|ξ|aeixξχ≤k(ξ)|ξ| 2aq −ddξ∣∣∣∣ ≤ C|t|− 2q , ∀k ∈ N, x ∈ Rd.
Without loss of generality, we may assume t > 0. By a change of variable ξ = t−1/aη,
it suffices to show∣∣∣∣∣∑
j≤k
∫
ei|ξ|
a
eixξχj(ξ)|ξ|
2a
q
−ddξ
∣∣∣∣∣ ≤ C, ∀k ∈ N, x ∈ Rd.
Fix x ∈ Rd, k ∈ N. Denote Ij(x) =
∫
ei|ξ|
a
eixξχj(ξ)|ξ|
2a
q
−ddξ. By the Fourier-Bessel
formula (see [18]), we have
Ij(x) =
∫
eir
a
χj(r)r
2a
q
−1(r|x|)− d−22 J d−2
2
(r|x|)dr, d ≥ 2,
Ij(x) =
∫
ei|ξ|
a
eixξχj(ξ)|ξ|
2a
q
−ddξ, d = 1.
Here Jν(r) is the Bessel function defined by
Jν(r) =
(r/2)ν
Γ(ν + 1/2)π1/2
∫ 1
−1
eirθ(1− θ2)ν−1/2dθ, ν > −1/2. (2.2)
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Case 1: 2j . |x|−1.
First we have the trivial bound |Ij(x)| . 2
2aj
q . On the other hand, when d ≥ 2,
by the fact that ∣∣∣∣ dkdrk (r−νJν(r))
∣∣∣∣ . 1
and using integration by part n times we get
|Ij(x)| =
∣∣∣∣∫ [{(iara−1)−1∂r}neira] · χj(r)r 2aq −1(r|x|)− d−22 J d−22 (r|x|)dr
∣∣∣∣
. 2
2aj
q 2−jna
for any n ∈ N. Then we have∑2j . |x|−1 |Ij(x)| . ∑2j . |x|−1 min(2 2ajq 2−jna, 2 2ajq ) . 1.
Similarly, the same holds for d = 1.
Case 2: 2j ≫ |x|−1.
Using the fact r−
d−2
2 J d−2
2
(r) = cdℜ(eirh(r)) where h satisfies |∂mr h| . (1+r)−
d−1
2
−m
(see Section 1.4, Chapter VIII of [19]) , it suffices to show∑
|x|−1≪2j≤2k
|I˜j(x)| . 1
with
I˜j(x) :=
∫
R
ei(r
a−r|x|)χj(r)|r|
2a
q
−1h(r|x|)dr, d ≥ 2,
I˜j(x) :=
∫
R
ei|ξ|
a
eixξχj(ξ)|ξ|
2a
q
−1dξ, d = 1.
Hence the 1D case is the same as the higher dimensions with h(r) :≡ 1.
• If 2j(a−1) ∼ |x| ≫ 2−j, then 2j|x| ∼ 2ja and by the van der Corput lemma (see
[19]) we get
|I˜j(x)| . 2−
j(a−2)
2 2j(
2a
q
−1)(2j|x|)− d−12 . 2ja(− d2+ 2q ) ≤ 1.
• If 2j(a−1) ≪ |x|, integrating by parts n times, we have for any n ∈ N
|I˜j(x)| =
∣∣∣∣∫ [{−i(ara−1 − |x|)−1∂r}nei(ra−r|x|)] · χj(r)|r| 2aq −1h(r|x|)dr∣∣∣∣
. (2j|x|)− d−12 −n2 jad2 .
• If 2j(a−1) ≫ |x|, then 2j ≥ 2j(1−a) and hence j ≥ 0. Integrating by parts n times,
we have for any n ∈ N
|I˜j(x)| =
∣∣∣∣∫ [{−i(ara−1 − |x|)−1∂r}nei(ra−r|x|)] · χj(r)|r| 2aq −1h(r|x|)dr∣∣∣∣
. (2j|x|)− d−12 2−jan2j 2aq ≤ 2−jan2j 2aq .
Therefore, we get∑
|x|−1≪2j≤2k
|I˜j(x)| .
∑
2j(a−1)∼|x|
1 +
∑
min(2j ,2(1−a)j)≫|x|−1
(2j|x|)− d−12 −n2 jad2
+
∑
2j≫|x|−1≫2j(1−a)
2−jan2
2ja
q . 1.
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We complete the proof of the lemma. 
The failure of the estimate (2.1) for (a, q, d) = (1, 4, 2) was shown in [2]. In the
rest of this section we prove Theorem 1.1 by using a-stable Le´vy processes1. First
we collect some properties of these processes. For a ∈ (0, 2], let
fa(x) = (2π)
−d
∫
Rd
eixξe−|ξ|
a
dξ.
Then fa is a smooth strictly positive radial function on R
d satisfying
∫
Rd
fa(x)dx = 1.
In particular, we have
f1(x) = C1(1 + |x|2)− d+12 , f2(x) = C2e−
|x|2
4 ,
0 < a < 2 =⇒ fa(x) ∼ (1 + |x|)−(d+a),
(2.3)
see [1]. It is well-known that Random variables with distributions given by the
density fa (0 < a ≤ 2) are stable. For t > 0, let fa(t, x) = t−d/afa(t−1/ax).
Let {Y (t) : t ≥ 0} be the independent symmetric a-stable Le´vy process in Rd
with Y (0) = 0, that is, a process with the stationary independent increments, and
the increment Yt − Ys has a distribution given by the density fa(|t − s|, x). Let
{Y˜ (t) : t ≥ 0} be another independent copy of Y (t). The existence of these processes
and their properties were well-understood [13, 1]. We construct a process Xt := X(t)
on the whole line R by defining
X(t) =
{
Y (t), t ≥ 0;
Y˜ (−t), t < 0.
By this construction we know Xt − Xs has a distribution given by the density
fa(|t− s|, x) for t 6= s, and hence
Eeiη(Xt−Xs) =
∫
Rd
eiηxfa(|t− s|, x)dx = e−|t−s||η|a (2.4)
where E is the expectation.
Now we prove Theorem 1.1. The estimate (1.7) is equivalent to
‖eitDa〈D〉− d−a2 f‖L2tL∞x ≤ C‖f‖L2.
By TT ∗ method, we see it is further equivalent to∥∥∥∥∫ ei(t−s)Da [〈D〉a−dg(s, ·)](x)ds∥∥∥∥
L2tL
∞
x
≤ C2‖g‖L2tL1x .
Assume g(t, x) = α(t)h(x−X(t)), where α ∈ L2(R), and h is a Schwartz function.
Then the above inequality implies∥∥∥∥∫ ei(t−s)Da [〈D〉a−dg(s, ·)](X(t))ds∥∥∥∥
L2t
≤ C2‖α‖L2t‖h‖L1x
which further implies ∥∥∥∥∫ K(t, s)α(s)ds∥∥∥∥
L2t
≤ C2‖α‖L2t‖h‖L1x
1The authors would like to thank Kais Hamza for the discussion on the Le´vy processes.
8 Z. GUO, J. LI, K. NAKANISHI AND L. YAN
where
K(t, s) =
∫
Rd
ei(t−s)|ξ|
a
(1 + |ξ|2) a−d2 ei[X(t)−X(s)]ξhˆ(ξ)dξ.
By Minkowski’s inequality the above inequality implies∥∥∥∥∫ EK(t, s)α(s)ds∥∥∥∥
L2t
≤ C2‖α‖L2t‖h‖L1x
where
EK(t, s) = E
∫
Rd
ei(t−s)|ξ|
a
(1 + |ξ|2) a−d2 ei(Xt−Xs)ξhˆ(ξ)dξ
=
∫
Rd
ei(t−s)|ξ|
a
(1 + |ξ|2) a−d2 e−|t−s|·|ξ|ahˆ(ξ)dξ
=: Kh(t− s).
In the second equality above we used (2.4). For a fixed function h, the operator given
by the kernel Kh is a convolution operator, and thus its L
2 boundedness implies
‖K̂h(τ)‖L∞τ ≤ C‖h‖L1 , (2.5)
for any Schwartz function h.
To prove Theorem 1.1, it suffices to disprove (2.5). By direct calculation we get
K̂h(τ) = C
∫
Rd
|ξ|a(1 + |ξ|2) a−d2
(τ − |ξ|a)2 + |ξ|2a hˆ(ξ)dξ.
Thus K̂h(0) =
∫
Rd
|ξ|−a(1 + |ξ|2) a−d2 hˆ(ξ)dξ. The integrand for large ξ is essentially
|ξ|−dhˆ(ξ) which makes the integral a logarithmic infinity. For example, one can take
h to be an approximating sequence of δ(x). Then clearly, (2.5) fails.
Remark 2.3. The above proof only use the fact that X(t) satisfies (2.4). For the
wave equation (namely when a = 1), we can take X(t) = tZ, where Z is a random
variable with characteristic function e−|η|.
3. Strichartz estimates with angular smoothing effect
In this section, we prove Theorem 1.2. It is equivalent to show
‖Λsω(Taf)‖L2tL∞ρ L2ω . ‖f‖L2x , (3.1)
where
Taf(t, x) =
∫
Rd
ei(xξ+t|ξ|
a)|ξ| a−d2 f(ξ)dξ.
Now we apply the spherical-radius decomposition to f (see [18])
f(ξ) = f(ρω) =
∑
k≥0
∑
1≤l≤n(k)
alk(ρ)Y
l
k(ω), ρ = |ξ|, ω =
ξ
|ξ| ∈ S
d−1,
where k ≥ 0, 1 ≤ l ≤ n(k), n(k) = Ckd+k−1 −Ck−2d+k−3, {Y lk} is the standard orthonor-
mal basis (spherical harmonics of degree k) in L2(Sd−1). We have (see [18])
Taf(t, x) =
∑
k,l
cd,kT
ν
a (ρ
d−1
2 alk)(t, |x|)Y lk(x/|x|),
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where cd,k = (2π)
d/2i−k, ν = ν(k) = d−2+2k
2
, and
T νa (h)(t, r) = r
− d−2
2
∫ ∞
0
eitρ
a
Jν(rρ)ρ
−d+1+a
2 h(ρ)dρ.
Here Jν(r) is the Bessel function given by (2.2). Thus (3.1) is equivalent to
‖(1 + |k|)sT νa (alk)‖L2tL∞r l2k,l . ‖{a
l
k(ρ)}‖L2ρl2k,l. (3.2)
To prove (3.2), it is equivalent to show
‖T νa (h)‖L2tL∞r ≤ C(1 + ν)−s‖h‖L2, (3.3)
with constant C independent of ν.
Decompose T νa (h) =
∑
j∈Z T
ν
a,j(h), where
T νa,j(h)(t, r) = χj(r)r
− d−2
2
∫ ∞
0
eitρ
a
Jν(rρ)ρ
−d+1+a
2 h(ρ)dρ.
Then obviously
‖T νa (h)‖L2tL∞r .
∥∥T νa,j(h)∥∥L2t l∞j L∞r .
We decompose further T νa,j(h) = T
ν
a,j,∗(h) +
∑
j′≥−j−4 T
ν
a,j,j′(h), where
T νa,j,∗(h)(t, r) =χj(r)r
− d−2
2
∫ ∞
0
eitρ
a
Jν(rρ)ρ
−d+1+a
2 χ≤−j−5(ρ)h(ρ)dρ,
T νa,j,j′(h)(t, r) =χj(r)r
− d−2
2
∫ ∞
0
eitρ
a
Jν(rρ)ρ
−d+1+a
2 χj′(ρ)h(ρ)dρ.
Then we have
‖T νa,j(h)‖L2t l∞j L∞r ≤ ‖T νa,j,∗(h)‖L2t l∞j L∞r +
∥∥∥∥∥ ∑
j′≥−j−4
‖T νa,j,j′(h)‖L2tL∞r
∥∥∥∥∥
l2j
.
First we control T νa,j,∗. We will use the vanishing properties of Jν(r) near r = 0.
Using the formula (2.2) and Taylor’s expansion for eirt we get
T νa,j,∗(h) = χj(r)r
− d−2
2
∫ ∞
0
eitρ
a
(rρ/2)ν
Γ(ν + 1/2)π1/2
∫ 1
−1
∞∑
n=0
(iθrρ)n
n!
(1− θ2)ν−1/2dθ
× ρ−d+1+a2 χ≤−j−5(ρ)h(ρ)dρ.
Then we have
|T νa,j,∗(h)| .
∞∑
n=0
χj(r)2
−j d−2
2 2jν2jn
∣∣∣∣ ∫ ∞
0
eitρ
a
(ρ/2)ν
Γ(ν + 1/2)π1/2∫ 1
−1
(iθρ)n
n!
(1− θ2)ν−1/2dθρ−d+1+a2 χ≤−j−5(ρ)h(ρ)dθdρ
∣∣∣∣.
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Making a change of variable η = ρa, and then using Plancherel’s equality, we get
‖T νa,j,∗(h)‖L2t l∞j L∞r
.
1
Γ(ν + 1/2)
∞∑
n=0
Cn
n!
∥∥∥∥sup
j
∣∣∣∣∫ ∞
0
eitρ
a
(2jρ)ν+n−
d−2
2 χ≤−j−5(ρ)ρ
a−1
2 h(ρ)dρ
∣∣∣∣∥∥∥∥
L2t
.
1
Γ(ν + 1/2)
∞∑
n=0
Cn
n!
∥∥∥∥sup
j
∣∣∣∣∫ ∞
0
eitρ(2jρ1/a)k+nχ≤−j−5(ρ
1/a)h(ρ1/a)ρ−
a−1
2a dρ
∣∣∣∣∥∥∥∥
L2t
=:
1
Γ(ν + 1/2)
∞∑
n=0
Cn
n!
An.
Let h˜(ρ) = h(ρ1/a)ρ−
a−1
2a 1[0,∞)(ρ). Then ‖h˜‖2 ∼ ‖h‖2. If k + n = 0, then
An .
∥∥∥∥sup
j
∣∣∣∣∫ eitρχ≤−j−5(ρ1/a)h˜(ρ)dρ∣∣∣∣∥∥∥∥
L2t
. ‖M(ˆ˜h)(t)‖L2t . ‖h‖2,
where M is the Hardy-Littlewood maximal operator since χ≤1(ρ
1/a) is a Schwartz
function. If k + n ≥ 1, then by Plancherel’s equality we get
An .
∥∥∥∥∫ eitρ(2jρ1/a)k+nχ≤−j−5(ρ1/a)h˜(ρ)dρ∥∥∥∥
l2jL
2
t
.
∥∥∥(2jρ1/a)k+nχ≤−j−5(ρ1/a)h˜(ρ)∥∥∥
l2jL
2
ρ
.
∥∥∥∥∥ ∑
j+j′≤−5
2(j+j
′)(k+n)χj′(ρ
1/a)h˜(ρ)
∥∥∥∥∥
l2jL
2
ρ
. ‖h˜‖2 . ‖h‖2.
So we get
‖T νa,j,∗(h)‖L2t l∞j L∞r . (1 + ν)−K‖h‖2, ∀ K ∈ N.
Next we control T νa,j,j′. We will use the asymptotic behaviour of Jν(r) for r →∞.
We have
‖T νa,j,j′(h)‖L2tL∞r . 2−j
d−2
2 2−j
′a/22j
′ −d+2+a
2
∥∥χj+j′(r) ∫ ∞
0
eitρ
a
Jν(rρ)
× ρ−d+1+a2 χ0(ρ)h(2j′ρ)2j′/2dρ
∥∥
L2tL
∞
r
=2−(j+j
′)d−2
2 ‖Sνj+j′(hj′)‖L2tL∞r ,
where we denote hj′ := h(2
j′ρ)2j
′/2 and the operator Sνj is defined by
Sνj (h) := χj(r)
∫ ∞
0
eitρ
a
Jν(rρ)ρ
−d+1+a
2 χ0(ρ)h(ρ)dρ.
It is the same operator as Sν,aR with R = 2
j that was studied in [3], or the operator
T νj,k with ω(ρ) = ρ
a, k = 0 studied in [4].
Case 1: ν . 2j+j
′
.
In this case, we can use the result in Lemma 3.6 in [4] for T νj,k and then get
‖Sνj+j′(h)‖L2tL∞r . ‖h‖2,
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and thus
‖T νa,j,j′(h)‖L2tL∞r . 2−(j+j
′)d−2
2 ‖χj′(ρ)h(ρ)‖2.
Therefore, we get ∥∥∥∥∥ ∑
j′+j≥−4
‖T νa,j,j′(h)‖L2tL∞r
∥∥∥∥∥
l2j
. ν−
d−2
2
+ǫ‖h‖2.
This suffices to show Part (1) of Theorem 1.2.
Case 2: ν ≫ 2j+j′.
In this case, we use the Stirling formula for the Gamma function and get
Γ(ν + 1) ≥ Cν1/2(ν/e)ν
from which we get better decay
|Jν(r)|+ |J ′ν(r)| ≤Cν−K , ∀ K ∈ N.
By the above bound and the Sobolev embedding we get
‖Sνj+j′(h)‖L2tL∞r . ‖Sνj+j′(h)‖L2tL2r + ‖∂rSνj+j′(h)‖L2tL2r . ν−K‖h‖2, ∀ K ∈ N. (3.4)
and thus
‖T νa,j,j′(h)‖L2tL∞r . ν−K2−(j+j
′)d−2
2 ‖χj′(ρ)h(ρ)‖2.
Therefore, we get∥∥∥∥∥ ∑
j′+j≥−4
‖T νa,j,j′(h)‖L2tL∞r
∥∥∥∥∥
l2j
. ν−K‖h‖2, ∀ K ∈ N
which suffices for our purpose.
When 1 < a < ∞, we can improve Case 1. Applying the results in Lemma 3.10
in [4] by taking λ = R3/7 we get
‖Sνj+j′(h)‖L2tL∞r . 2−(j+j
′)/7‖h‖2.
Therefore, for the case 1 < a <∞ we get∥∥∥∥∥ ∑
j′+j≥−4
‖T νa,j,j′(h)‖L2tL∞r
∥∥∥∥∥
l2j
. ν−
7d−12
14
+ε‖h‖2.
This suffices to show Part (2) of Theorem 1.2.
Remark 3.1. For 0 < a ≤ 1 and d = 2, by the similar arguments we can get the
following estimate: if q > 2
‖Λ
1
2
− 1
q
−ǫ
ω e
itDaf‖LqtL∞ρ L2ω(R×R2) . ‖f‖H˙ 2−a2 , ∀ǫ > 0. (3.5)
Indeed, to prove (3.5), we just interpolate the estimates ‖T νa,j,j′(h)‖L2tL∞r . ‖h‖L2
with the following estimate
‖T νa,j,j′(h)‖L∞t L∞r . 2−(j+j
′)/2‖h‖L2 .
Then we use the ǫ-room to do the summation.
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4. Inhomogeneous Strichartz estimates
In this section we prove Theorem 1.3. These double endpoint inhomogeneous
Strichartz estimates have useful applications of controlling potential terms. These
estimates can not be deduced directly by Christ-Kiselev lemma from homogeneous
estimates.
Proof of Theorem 1.3. We may assume q ≥ r, since otherwise we consider the ad-
joint estimate. Thus we may further assume q = r by Bernstein’s inequality. It
suffices to prove
|T (F,G)| . ‖F‖L2tLr′ρ L2ω‖G‖L2tLr′ρ L2ω
where
T (F,G) =
∫ ∞
−∞
∫ t
−∞
〈e−isDaP0F (·, s), e−itDaP0G(·, t)〉L2xdsdt.
Decompose T dyadically T (F,G) =
∑
j Tj(F,G) where
Tj(F,G) =
∫ ∞
−∞
∫
t−2j+1<s≤t−2j
〈e−isDaP0F (·, s), e−itDaP0G(·, t)〉L2xdsdt.
It suffices to prove ∑
j∈Z
|Tj(F,G)| . ‖F‖L2tLr′ρ L2ω‖G‖L2tLr′ρ L2ω .
Now we consider the following estimates for Tj(F,G):
|Tj(F,G)| . C(j)‖F‖L2tLr′ρ L2ω‖G‖L2tLr′ρ L2ω .
We may assume F,G both have compact supports in t on an interval of length O(2j).
First we have the trivial estimates
|Tj(F,G)| . ‖P0F‖L1tL2x‖P0G‖L1tL2x . 2j‖P0F‖L2tL2x‖P0G‖L2tL2x
. 2j‖F‖L2tLr′x ‖G‖L2tLr′x . 2
j‖F‖L2tLr′ρ L2ω‖G‖L2tLr′ρ L2ω
This estimate suffices to sum over j ≤ 0. It remains to consider j > 0. By the
dispersive estimate we have
|Tj(F,G)| . 2−
j(d+2−da)
2 ‖F‖L1tL1x‖G‖L1tL1x . 2−
j(d+2−da)
2 2j‖F‖L2tL1x‖G‖L2tL1x . (4.1)
Fix a ∈ (4d+2−2da
2d−da−1
, r). By the Christ-Kiselev lemma we can get for any ε > 0∥∥∥∥∫
|t−s|∼2j
ei(t−s)D
a
P0f(s)ds
∥∥∥∥
L
2(ε)
t L
a
ρL
2
ω
. ‖f‖L2tLa′ρ L2ω
where
1
2(ε)
=
1
2
− ε.
Then we get
|Tj(F,G)| .
∥∥∥∥∫
|t−s|∼2j
ei(t−s)D
a
P0F (s)ds
∥∥∥∥
L
2(ε)
t L
a
ρL
2
ω
‖G‖
L
2(−ε)
t L
a′
ρ L
2
ω
. ‖F‖L2tLa′ρ L2ω‖G‖L2(−ε)t La′ρ L2ω . 2
jε‖F‖L2tLa′ρ L2ω‖G‖L2tLa′ρ L2ω (4.2)
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Interpolating (4.1) and (4.2), and choosing ε sufficiently small, we get that for some
θ > 0
|Tj(F,G)| . 2−jθ‖F‖L2tLr′ρ L2ω‖G‖L2tLr′ρ L2ω .
Thus we can sum over j ≥ 0 and hence complete the proof. 
In the above proof, we see the dispersive estimates of rate |t|−θ with some θ > 1 is
crucial. If the decay rate θ = 1, the estimates may fail. Indeed, in [21] Tao showed
that ∥∥∥∥∫ t
0
e−i(t−s)∆f(s)ds
∥∥∥∥
L2tL
∞
x (R×R
2)
. ‖f‖L2tL1x
fails even when f is radial in x. Finally we observe its extensions to general dimen-
sions. Condider a general form of Strichartz estimate∥∥∥∥∫ t
−∞
ei(t−s)D
a
f(s)ds
∥∥∥∥
LptX
∗
. ‖f‖
Lq
′
t Y
,
where X, Y are two Banach spaces embedded into S ′(Rd). By duality, it is equivalent
to ∫∫
s<t
(ei(t−s)D
a
f(s)|g(t))dsdt| . ‖f‖
Lp
′
t X
‖g‖
Lq
′
t Y
.
Restriction to the functions with separated variables yields
Kϕ,ψ(t) := (e
itDaϕ|ψ)
=⇒
∫∫
s<t
Kϕ,ψ(t− s)f(s)g(t)dsdt| . ‖f‖Lp′t ‖g‖Lq′t ‖ϕ‖X‖ψ‖Y .
A simple case of K(t) is when, with a parameter σ > 0,
ϕˆ = |ξ|ασγe−σ|ξ|a/2, ψˆ = |ξ|βσ−γe−σ|ξ|a/2, α+ β = a− d.
We can explicitly compute
cdK(t) =
∫ ∞
0
eitr
a−σraara−1dr =
∫ ∞
0
eits−σsds =
1
σ − it =
σ + it
σ2 + t2
.
If we have a uniform bound of the above estimate for such ϕ, ψ with σ → 0+, then
the limit after taking the imaginary part is∫∫
s<t
1
t− sf(s)g(t)dsdt,
which is clearly divergent, for any p, q ∈ [1,∞]. Thus we have obtained the following
criterion for the Strichartz estimate, not necessarily at the endpoint.
Proposition 4.1. Let d ∈ N, a > 0, α, β ∈ (−d,∞) such that α + β = a − d. Let
X, Y be two Banach spaces of functions embedded into S ′(Rd). Suppose that the pair
of functions with a parameter σ > 0
F−1(|ξ|ασγe−σ|ξ|a/2), F−1(|ξ|βσ−γe−σ|ξ|a/2)
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are bounded as σ → +0 respectively in X and in Y . Then for any p, q ∈ [1,∞], the
following estimate is false.∥∥∥∥∫ t
−∞
ei(t−s)D
a
f(s)ds
∥∥∥∥
LptX
∗
. ‖f‖
Lq
′
t Y
.
The most typical scaling (including Tao’s case a = 2) is
α = γ = 0, β = a− d, X = L1rL∞θ , Y = Da−dX.
Then we have, using (2.3),
F−1(|ξ|ασγe−σ|ξ|a/2) = Dd−aF−1(|ξ|βσ−γe−σ|ξ|a/2) = F−1e−σ|ξ|a/2 ∈ X,
so that we can apply the above proposition. Explicitly, the following inequality∥∥∥∥∫ t
0
ei(t−s)D
a
f(s)ds
∥∥∥∥
LptL
∞
r L
1
ω
. ‖Dd−af‖
Lq
′
t L
1
rL
∞
ω
fails, even when f is radial in x. Note however we can not replace the norms by
L∞r → B˙0∞,p or L1r → B˙01,p
for any p > 1, since B˙01,q with q <∞ does not include the Gauss functions. In fact,
f ∈ B˙01,q with q <∞ implies that
‖fˆ‖L∞(|ξ|∼N) . ‖fN‖L1 → 0 (N → +0).
Appendix A. Cubic fractional Schro¨dinger equations
In the appendix, we consider the Cauchy problem to the fractional Schro¨dinger
equation
iut +D
au = |u|2u, u(0, x) = φ. (A.1)
By scaling invariance: for λ > 0,
u(t, x)→ uλ = λa/2u(λat, λx), φ→ λa/2φ(λx).
The critical Sobolev space in the sense of scaling is H˙sc with sc =
d−a
2
since
‖λa/2φ(λx)‖H˙sc = ‖φ‖H˙sc . We prove the following results.
Theorem A.1. Assume d = 2, 0 < a < 2 and a 6= 1, φ ∈ H˙ 2−a2 ,1. Then the Cauchy
problem (A.1) is locally well-posed. Moreover, if ‖φ‖
H˙
2−a
2 ,1
is sufficiently small, then
we have global well-posedness and scattering.
The space H˙
2−a
2
,1 is the Sobolev space H˙
2−a
2 with additional one order angular
regularity and ‖φ‖
H˙
2−a
2 ,1
= ‖φ‖
H˙
2−a
2
+ ‖∂θφ‖
H˙
2−a
2
. Unfortunately, we can’t cover
the interesting case a = 1 which is the energy-critical half wave equation since the
crucial L2tL
∞
x estimate fails at d = 2 in the radial case (see [7]).
We prove Theorem A.1 by the standard iteration arguments using the L∞x type
estimate as in [8]. We only consider the radial case. By Duhamel’s principle, we get
u = Φφ(u) := e
itDaφ− i
∫ t
0
ei(t−s)D
a |u(s)|2u(s)ds.
For an interval I, define the resolution space XI :
XI = {u : radial, ‖u‖L2IL∞x ≤ η, ‖u‖L∞I H˙
2−a
2
x
≤M}
BOUNDARY STRICHARTZ ESTIMATES 15
endowed with a distance d(u, v) = ‖u − v‖
L2IL
∞
x ∩L
∞
I H˙
2−a
2
x
, where η,M will be de-
termined later to make Φφ : (XI , d) → (XI , d) a contraction mapping. Then by
fractional Leibniz rule we get
‖Φφ(u)‖L2IL∞x . ‖eitD
a
φ‖L2IL∞x + C‖|u|2u‖L1IH˙
2−a
2
x
. ‖eitDaφ‖L2IL∞x + ‖u‖2L2IL∞x ‖u‖L∞I H˙
2−a
2
x
.
Thus we can choose suitable η,M to close the iteration arguments.
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