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A REVERSE HO¨LDER INEQUALITY FOR THE GRADIENT OF SOLUTIONS TO
TRUDINGER’S EQUATION
OLLI SAARI AND SEBASTIAN SCHWARZACHER
Abstract. We provide a higher integrability result for the gradient of positive solutions to Trudinger’s
equation (also known as the doubly non-linear equation) for the range p ∈ [2,∞). The estimate is
achieved by refining a construction of intrinsic cylinders from the vectorial setting by incorporating
estimates only available in the scalar case.
1. Introduction
We study doubly non-linear parabolic partial differential equations modeled by Trudinger’s equation
(1.1)
∂(up−1)
∂t
− div(|∇u|p−2∇u) = 0, 1 < p <∞.
They were introduced by Trudinger in [27], where a scale and location invariant parabolic Harnack
inequality for positive weak solutions was proved, generalizing the work of Moser [24]. The equation
(1.1) is motivated by its connection to the nonlinear eigenvalue problem and sharp constants in Sobolev
inequalities. Given any bounded domain Ω ⊂ Rn, one defines
λp = inf
u∈W 1,p0 (Ω)\{0}
∫
Ω
|∇u|p dx∫
Ω
|u|p dx .
This eigenvalue of p-Laplacian is simple, and the minimizer of the Raleygh quotient v is unique up to a
multiplicative constant [19, 20]. On the other hand, given any weak solution u ∈ Lploc(0,∞;W 1,p0 (Ω)) to
(1.1), then either
lim
t→∞ e
λp
p−1 tu = v,
or the limit is identically zero [12]. The limit is understood in Lp sense.
Our focus is on local regularity of positive weak solutions. Despite the simple form of the parabolic
Harnack estimate, the regularity theory is not as well developed as one might expect. Weak solutions to
(1.1) are known to be locally Ho¨lder continuous [28], but local Lipschitz continuity has only been studied
for the degenerate regime p ≥ 2 [26]. To our knowledge, Ho¨lder continuity of the gradient is unknown.
In addition, there are other surprising problems related to uniqueness and comparison [18]. See also
[14],[17] and [16] for more on regularity theory.
In the present paper, we prove a new regularity result which also apply to the case of general coeffi-
cients, for which we only assume the natural upper and lower bounds (See Section 2.2). We prove the
following result extending the range of exponents to all p ∈ [2,∞) over what can be deduced from the
vectorial case in [2].
Theorem 1.1. Let Ω ⊂ Rn be open, T > 0, p ∈ [2,∞) and u ∈ Lploc(0, T ;W 1,ploc (Ω)) be a weak solution
to (2.2)satisfying the structural conditions in Section 2.2 in ΩT = (0, T ) × Ω. Then there exist c,  > 0
only depending on n, p and Λ so that
−
∫
−
∫
Qr,rp
|∇u|p+ dxdt ≤ c
(
−
∫
−
∫
Q2r,(2r)p
(
up
(2r)p
+ |∇u|p
)
dxdt
)
−
∫
−
∫
Q2r,(2r)p
|∇u|p dxdt
for all time-space cylinders with Q2r,(2r)p = I(2r)p ×B2r ⊂ [0, T ]× Ω where u ≥ 0.
As a brief history of the topic, we mention that the study of higher integrability of gradients of
solutions to various partial differential equations goes back to Bojarski [4] and quasiregular mappings
on the plane. See also [7]. Meyers studied more general linear elliptic equations in [21], and systems
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as well as parabolic equations with linear growth have been studied in [22] and [10]. For a long time,
it remained an open problem to extend these results to nonlinear parabolic equations. The case of p-
parabolic systems was solved by Kinnunen and Lewis in [15], where the method of intrinsic geometry
(originally going back to work of DiBenedetto and Friedman [6]) was succesfully used. The p-parabolic
equation
∂u
∂t
− div(|∇u|p−2∇u) = 0, 1 < p <∞(1.2)
becomes degenerate or singular when the gradient vanishes. Unlike in the linear theory, solutions to the
p-parabolic equation do not have their gradients in proper reverse Ho¨lder classes. As the class of weak
solutions is not closed under multiplication by constants, such homogeneous estimates should not be
expected.
The equations of porous medium type
∂u
∂t
−m div(um−1∇u) = 0, m > 0
exhibit a distinct difficulty as the equation becomes degenerate or singular depending on the solution
itself. The higher integrability of their solutions was established only very recently by Gianazza and the
second author in [8] and [9]. These results require a very careful analysis of the covering properties of
the intrinsic cylinders relative to the solution. The ideas there, see also [25], have later been used to
study systems of porous medium type [3] as well as global higher integrability [23].
Equations of type (1.1), studied in this paper, can be formally understood as an equation for v = up−1
∂v
∂t
− 1
(p− 1)p−1 div(v
2−p|∇v|p−2∇v) = 0.
From this formulation it becomes clear that the equation becomes degenerate or singular depending
on both the solution and its gradient. Higher gradient integrability was known in one and two spatial
dimensions as well as for a restricted range p ∈ (2n/(n+2), 2n/(n−2)+) prior to this work. These results
are due to [2], whose methods also apply to the vectorial case. The two restrictions on exponents are
connected to the construction of intrinsic cylinders and a Sobolev embedding. While the lower bound
2n
n+2 also appears for the analogous results for the p-Laplacian (1.2) (see [15]), the upper bound has not
appeared in connection to intrinsic scaling elsewhere. Indeed, our contribution is to remove the upper
bound on p when dealing with equations. For systems with large exponent p, it remains an open problem
which conditions are necessary in order to achieve higher integrability results.
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search center DFG SFB 1060 at University of Bonn. We also acknowledge support from the Hausdorff
Center for Mathematics DFG EXC 2047 and the support of the research support programs of Charles
University: PRIMUS/19/SCI/01 and UNCE/SCI/023. S. Schwarzacher thanks the support of the pro-
gram GJ17-01694Y of the Czech national grant agency (GACˇR). We wish to thank J. Kinnunen for his
inspiring discussions and for introducing us to Trudinger’s equation. In particular, we thank him for
pointing out a mistake in an earlier version of the paper.
2. Preliminaries
2.1. Notation. We work on R × Rn where the first coordinate is called time and the remaining ones
space. The number n ≥ 1 is fixed throughout the paper. Generic constants are denoted by c or C and
they may change value from line to line. In case a ≤ cb for such a constant, we write a . b and the
symbols & and h are defined analogously. We write χE for the indicator function of E.
Given a measure, usually given by a locally integrable weight function η, we denote the mean value
over a set E of positive measure by
1
µ(E)
∫
E
f dµ = −
∫
E
f dµ = (f)µE .
In case µ is the Lebesgue measure, we may omit it in the notation. We also use the notation |E| for the
Lebsegue measure of a set E. It will always be clear from the context whether it is n or n+1 dimensional,
and we do not include this information in the notation.
We denote spatial balls by B and temporal intervals by I. Radii r and centers c are usually omitted
in the notation, but when they are important, they are denoted as Br(c). Given two positive numbers r
2
and s, we denote Qr,s = Is ×Br. We use the shorthand notation bQr,s = Qbr,bs for concentric dilations.
Similar notation is used for intervals and balls.
2.2. Solutions. We study non-negative weak solutions to the equations
∂up−1
∂t
− divA(t, x, u,∇u) = 0
where A : Rn+1 × R × Rn → Rn is a function measurable in each variable satisfying the structural
conditions
(2.1) A(t, x, u, ξ) · ξ ≥ Λ−1|ξ|p, |A(t, x, u, ξ)| ≤ Λ|ξ|p−1, p > 1.
Here the positive number Λ <∞ is fixed, whereas other constants are allowed to vary in dependence of
the dimension and p. A function u ∈ Lploc(R;W 1,ploc (Rn)) is a weak solution if
(2.2)
∫∫
A(t, x, u,∇u) · ∇ϕdxdt−
∫∫
up−1 · ∂tϕdxdt = 0
holds for all test functions ϕ ∈ C∞c (Rn+1). If the left hand side is non-positive, u is said to be a
subsolution. If the left hand side is non-negative, u is said to be a supersolutions. In what follows, u
always denotes a positive solution to the equation.
2.3. Time derivative. As the solutions are not required to exhibit any a priori differentiability in the
time variable, there is a technical difficulty when trying to use the solution itself as a test function.
To overcome this problem, we can use a mollified version of the equation as an intermediate step in
the proof. For a smooth and even function χ[−1,1] ≤ ζ ≤ χ[−2,2] we define the dilations by  > 0 as
ζ(t) = 
−1ζ(−1t). Using the convolution
ϕ(t, x) :=
∫
R
ϕ(s, x)ζ(t− s) ds
as a test function, we can convert the equtions (2.2) to∫∫
A(t, x, u,∇u) · ∇ϕdxdt−
∫∫
(up−1) · ∂tϕdxdt = 0
where the subscript  is still used to denote the convolution by ζ in the time variable. This argument
together with correct use of the mollified solution as a test function can be used to justify certain
computations to follow that we decided to keep at formal level for the sake of better readability.
2.4. Auxiliary inequalitites. Given a Borel probability measure µ and q ∈ [1,∞), the mean value
(f)µE always satisfies (∫
E
|f − (f)µE |q dµ
) 1
q
≤ 2 inf
c
(∫
E
|f − c|q dµ
) 1
q
.
We refer to this fact in its various forms as the best constant property of the mean value and it can be
used to justify all occasions where we change a constant inside a mean oscillation integral as the one
above.
In order to effectively carry out certain iterative arguments, we use the following lemma, which can
be found as Lemma 6.1 in [11].
Lemma 2.1. Let 0 < r < R < ∞ and let Z be a bounded and positive function such that for all
r ≤ ρ1 < ρ2 ≤ R it holds
Z(ρ1) ≤ A(ρ2 − ρ1)−α +B + δZ(ρ2)
where A,B, α > 0 and δ ∈ (0, 1). Then
Z(r) ≤ c(α, δ) (A(ρ2 − ρ1)−α +B) .
3
2.5. Positivity. When it comes to Harnack estimates, there is some discrepancy in the positivity as-
sumptions imposed on solutions in the literature, and we clarify that point here. For our estimtaes we
need not to use the full strength of the Harnack estimate, but a much weaker supremum estimate for
subsolutions will do for our purposes. In particular, the use of Ho¨lder continuity and strict positivity
can be avoided. Indeed, given  > 0 and a positive subsolution u, we let u = max(u, ). Following the
proof of Lemma 1.1 of Section II in [5], we see that the choice of test function ϕ = η(u − )(u − δ)−1
with δ ∈ (0, ) gives (using an approximation argument as in Subsection 2.3) that
0 ≥
∫∫
A(t, x, u,∇u) · ∇ϕdxdt−
∫∫
up−1 · ϕt dxdt
=
∫∫
{u>}
u − 
u − δA(t, x, u,∇u) · ∇η dxdt+
∫∫
η(− δ)
(u − δ)2A(t, x, u,∇u) · ∇u dxdt
−
∫∫
up−1
(
ηt
u − 
u − δ +
η(− δ)
(u − δ)2 (u)t
)
dxdt
≥
∫∫
{u>}
u − 
u − δA(t, x, u,∇u) · ∇η dxdt−
∫∫
up−1
(
ηt
u − 
u − δ +
η(− δ)
(u − δ)2 (u)t
)
dxdt
−→
∫∫
A(t, x, u,∇u) · ∇η dxdt−
∫∫
up−1 · ηt dxdt
as δ → . Here we also used |A(t, x, u,∇u)| ≤ |∇u|p−1 to extend the domain of integration on the last
line. Hence u is a subsolution bounded from below by .
The following lemma is stated in [14] only for subsolutions bounded from below, but approximating
by the truncations as above, we can use it for all positive subsolutions.
Lemma 2.2 (Lemma 5.1 [14]). Let u ≥ 0 be a weak sub-solution to (2.1) and (2.2) in
Q2R,(2R)p = I(2R)p ×B2R.
Then there are positive constants C = C(n, p,Λ) and θ(n, p) so that for all σ ∈ (1, 2) and all s > 0
sup
z∈Q
u(z) ≤
(
C
(σ − 1)θ −
∫
−
∫
σpI×σB
us dxdt
)1/s
.
2.6. Energy estimate. Next we derive an energy estimate for the solution.
Lemma 2.3 (Caccioppoli estimate). Assume 1 < p < ∞. Let u be a non-negative weak solution to
(2.2). Let 1 ≤ a < b ≤ 2 and consider a space time cylinder Q = I ×Br with |I| = rp. Then
(2.3) sup
s∈(−b,b)
∫
{s}×aB
(u
r
)p
dx+ −
∫
−
∫
aQ
|∇u|p dxdt ≤ C
(b− a) −
∫
−
∫
bQ
(u
r
)p
dxdt
Proof. The estimate is standard, but we sketch the aruments for completeness. For simplicity, assume
r = 1 and that Q is centred at origin. The general case can be deduced by scaling and translation from
the simplified one. Take η ∈ C∞(Rn) with βp = η and χaQ ≤ η ≤ χbQ and |∂tη|+ |∇β| . (b− a)−1. Let
s ∈ (−b, 0), h > 0 and τ be the piecewise linear function with χ(−∞,s] ≤ τ ≤ χ(−∞,s+h] and |(τh)′| ≤ h−1.
Let ϕ = ητu be the test function. Then
−
∫ s+h
−b
∫
bB
up−1∂tϕdxdt = −
∫ s+h
−b
∫
bB
up−1(ητ∂tu+ u∂(ητ)) dxdt
= − 1
p′
∫ s+h
−b
∫
bB
up(ητt + ηtτ) dxdt
=
1
hp′
∫ s+h
s
∫
bB
upη dxdt− 1
p′
∫ s+h
−b
∫
bB
upηtτ dxdt
≥ 1
hp′
∫ s+h
s
∫
aB
up dxdt− C(b− a)−1
∫
bQ
up dxdt.
Using the equation, the left hand side is controlled by
−
∫ s+h
−b
∫
bB
up−1∂tϕdxdt = −
∫∫
bQ
A(t, x, u,∇u) · (ητ∇u+ u∇(ητ)) dxdt
≤ −
∫∫
|∇u|pβpτ dxdt+ C(b− a)−p
∫∫
bQ
up dxdt.
4
Sending h→ 0, we see that it only remains to estimate the first term. However, repeated testing with ϕ
gives the desired bound. 
Remark 2.4. The same testing in the setting of an arbitrary cylinder Qs,r(z) gives
(2.4)
sup
τ∈(−b,b)
∫
{τ}×aBr
(u
s
)p
dx+ −
∫
−
∫
aQ
|∇u|p dxdt ≤ C
(b− a) −
∫
−
∫
bQs,r
u|∇u|p−1
r
dxdt+
C
(b− a) −
∫
−
∫
bQs,r
up
s
dxdt.
This will also be needed later.
Lemma 2.5. Let u be a non-negative weak solution to (2.2). Let η ∈ C∞c (Rn). Then it holds∣∣∣∣∫
Rn
u(s, x)p−1η(x) dx−
∫
Rn
u(x, t)p−1η(x) dx
∣∣∣∣ ≤ ∫ t
s
∫
Rn
|∇u|p−1|∇η| dxdt.
Proof. Take the piecewise linear τh such that χ(s,t) ≤ τh ≤ χ(s−h,t+h) with |(τh)′| ≤ h−1. Then the left
hand side of the claimed inequality equals
lim
h→0
∣∣∣∣∫∫ v∂t(τhη) dxdt∣∣∣∣ = limh→0
∣∣∣∣∫ t
s
∫
Rn
|∇u|p−2∇u · ∇(τhη) dxdt
∣∣∣∣ ≤ ∫ t
s
∫
Rn
|∇u|p−1|∇η| dxdt.

3. Intrinsic cylinders
Consider a cylinder Qδr,rp with δ ∈ (0, 1]. The following conditions(
−
∫
−
∫
Q2δr,(2r)p
( u
δr
)αp
dxdt
) 1
αp
(
−
∫
−
∫
Qδr,rp
|∇u|p dxdt
) 1
p
≤ Kδ− pp−2(3.1)
and (
−
∫
−
∫
Qδr,rp
( u
δr
)αp
dxdt
) 1
αp
(
−
∫
−
∫
Q2δr,(2r)p
|∇u|p dxdt
) 1
p
≥ K−1δ− pp−2 or δ− pp−2 ≤ K(3.2)
will be used in what follows. In general, they may or may not hold for different values of α ∈ [1,∞),
but the argument in [2] was based on constructing a suitable cover of the level set of the gradient of the
solution so that every cylinder in the cover satisfied the conditions above with α = 1. We carry out the
corresponding construction for larger values of α, and hence it is useful to note that the conditions for
some value α > 1 imply the case α = 1 so that several results from [2] can be directly quoted.
Proposition 3.1. Fix δ and r. Assume that the inequalities (3.1) and (3.2) hold for some α ≥ 1. Then
(3.3) sup
Qδr,rp
u ≤ C
(
−
∫
−
∫
2δr,(2r)p
up dxdt
)1/p
where the constant C only depends on n, p and Λ.
Proof. We cover Qδr,rp by cylinders Qi of dimensions δr× (δr)p. In what follows, 1 < γ < β < 2 and all
constants are allowed to depend on polynomially on (γ − 1)−1(β − γ)−1. By Lemma 2.2, for γ ∈ (1, 2)
(3.4) sup
Qδr,rp
u = sup
i
sup
Qi
u . sup
t∈I(γr)p
(
−
∫
Bδγr
u(t, x)p dx
)1/p
.
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By the Caccioppoli inequality for general cylinders (2.4)
sup
t∈I(γr)p
−
∫
Bδγr
u(t, x)p
rp
dx+ −
∫
−
∫
Qδγr,(γr)p
|∇u|p dxdt
. −
∫
−
∫
Qβδr,(βr)p
u|∇u|p−1
δr
dxdt+ −
∫
−
∫
Qβδr,(βr)p
up
rp
dxdt
Assuming the first alternative in (3.2), we first note that Qβδr,(βr)p ⊂ Q2δr,(2r)p and the measures of
the two cylinders are comparable. Hence we can replace both cylinders in (3.2) by Qβδr,(βr)p and the
inequality remains valid up to a dimensional constant. Using this, Ho¨lder and Young’s inequality, we
estimate
1
δp
−
∫
−
∫
Qβδr,(βr)p
u|∇u|p−1
δr
dxdt
. 1
δp−1
(
−
∫
−
∫
Qβδr,(βr)p
( u
δr
)αp
dxdt
) p−2
αp
(
−
∫
−
∫
Qβδr,(βr)p
|∇u|p dxdt
) 1
p
(
−
∫
−
∫
Qβδr,(βr)p
up
(δr)p
dxdt
) 1
p
. 
(
sup
Qβδr,(βr)p
up
(δr)p
+ −
∫
−
∫
Qδr,rp
|∇u|p
δp
dxdt
)
+ −
∫
−
∫
Qβr,(βr)p
up
(δr)p
dxdt
so that
(3.5) sup
Qδr,rp
up
(δr)p
+
1
δp
−
∫
−
∫
Qδr,rp
|∇u|p dxdt
. 
(
sup
Qβδr,(βr)p
up
(δr)p
+ −
∫
−
∫
Qδr,rp
|∇u|p
δp
dxdt
)
+ −
∫
−
∫
Qβr,(βr)p
up
(δr)p
dxdt.
Similarly, the second alternative in (3.2) implies
−
∫
−
∫
Qβδr,(βr)p
u|∇u|p−1
δr
dxdt . −
∫
−
∫
Qβδr,(βr)p
u|∇u|p−1
r
dxdt
so that by Young’s inequality
sup
Qδr,rp
up
rp
+ −
∫
−
∫
Qδr,rp
|∇u|p dxdt . 
(
sup
Qβδr,(βr)p
up
rp
+ −
∫
−
∫
Qδr,rp
|∇u|p dxdt
)
+ −
∫
−
∫
Qβr,(βr)p
up
rp
dxdt.
The claim follows then from the iteration lemma 2.1. 
4. Construction of a differentation basis
We use the intrinsic scaling given by
s
rp
= µp−2, µ =
1
λ
(
−
∫
−
∫
Qr,s
(u
r
)αp
dxdt
) 1
αp
as a model for the construction of a basis of almost intrinsic cylinders. In what follows, we denote
δ = µ−
p−2
p . Let R > 0 be fixed and α > 1 depend only on p > 2 in a way to be specified soon. Similarly,
we let C0 be a large positive constant independent of u but subject to several additional constraints to
be imposed on it later. Assume
λ ≥ C0λ0 for λ0 = 1 +
(
−
∫
−
∫
QR,Rp
( u
R
)αp
dxdt
) 1
αp
.
Take z = (t, x) ∈ Q(2R, (2R)p) and ρ ∈ (0, R], and then define
(4.1) dz(ρ) = min
r∈[ρ,R]
sup
δ ∈ (0, 1] :
(
−
∫
−
∫
Qδr,rp
( u
δr
)αp
dxdt
) 1
αp
≤ δ− pp−2λ
 .
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When z is fixed and no confusion can arise, we drop it from the notation. The minimum is taken in
order to make dz(·) an increasing quantity. As it is not strictly increasing, we cannot directly invert it,
but we define
ρmax(z, η) = max{r : dz(r) = η}.
Again, we drop z from the notation whenever convenient. The cylinder Qηρmax(η),ρmax(η)p is either
intrinsic or η = 1. For brevity, we denote S(z, ρ) := Qdz(ρ)ρ,ρp(z).
Proposition 4.1. Assume α > n2
(
1− 2p
)
. Then the following items are valid:
• It holds dz(ρ) > 0.
• d is a continuous and increasing function in the variable ρ.
• If R ≥ s ≥ ρ, then dz(s) ≥ dz(ρ) and S(z, s) ⊃ S(z, ρ).
• If R ≥ s ≥ ρ, then
dz(s) ≤
(
s
ρ
) (n+pα+p)(p−2)
2αp−n(p−2)
dz(ρ).
• There is a constant c1 = c1(n, p, α) so that if S(z, r) ∩ S(w, r) 6= ∅, then S(z, r) ⊂ S(w, c1r)
and dz(r) ∼ dw(r).
Proof. The first item follows by simplifying the expression defining dz(ρ). Indeed, the inequality in the
definition (4.1) is (
1
|Qr,rp |
∫∫
Qδr,rp
(u
r
)αp
dxdt
) 1
αp
≤ δ nαp− 2p−2λ
As we send δ → 0, the right hand side will tend to infinity as the exponent on the right
β =
n(p− 2)− 2αp
αp(p− 2) < 0.
This is the key point which enforces the lower bound on α. The left hand side goes to zero, as the
cylinder degenerates into a line segment. Hence the set of δ > 0, where the condition is satisfied, is
non-empty, and consequently d > 0.
To verify the second item, note that the monotonicity is immediate from the minimum in the definition.
To prove the continuity, it suffices to ignore the minimum in the definition so we focus on the supremum
part for a while. Take any r ∈ (0, R]. By definition, for all δ > d(r) the condition is violated. By
continuity of integral, this is still true when the radius is changed to ρ close enough to r. In particular,
δ > d(ρ) holds when |r − ρ| <  for small enough , and hence we conclude lim supρ→r d(ρ) ≤ d(r).
Suppose, for contradiction, lim infρ→r d(ρ) < d(r) for some θ < 1. Then there is a sequence ρi → r so
that d(ρi) = θid(r) for all i and θi → θ < 1. Then
d(r)−
p
p−2 ≥
(
−
∫
−
∫
Qd(r)r,rp
(
u
d(r)r
)αp
dxdt
) 1
αp
= lim
i→∞
(
−
∫
−
∫
Qd(r)ρi,rp
(
u
d(r)ρi
)αp
dxdt
) 1
αp
≥ lim inf
i→∞
θ
n
αp+1
i
(
−
∫
−
∫
Qθid(r)ρi,rp
(
u
θid(r)ρi
)αp
dxdt
) 1
αp
= θ
n
αp− 2p−2 d(r)−
p
p−2
which is a contradiction as the exponent of θ is negative. Finally, taking the minimum preserves continuity
so the second item follows. The third item is immediate consequence of the second one.
To prove the fourth item, take 0 < ρ ≤ s ≤ R. Denote ρmax(d(ρ)) := ρ˜ and δ := d(ρ) = d(ρ˜). If
s ≤ ρ˜, it holds d(ρ) = d(s), the cylinders are translates of one another, and we are done. Hence assume
without loss of generality s > ρ˜. Then by definitions and monotonicity of d
δβ =
1
λ
(
1
|Qρ˜,ρ˜p |
∫∫
Qδ˜ρ˜,ρ˜p
(
u
ρ˜
)αp
dxdt
) 1
αp
≤ 1
λ
s
ρ˜
( |Qs,sp |
|Qρ˜,ρ˜p |
) 1
αp
(
1
|Qs,sp |
∫∫
Qd(s)s,sp
(u
s
)αp
dxdt
) 1
αp
≤
(
s
ρ˜
)n+p(α+1)
αp
d(s)β
7
so that
d(s) ≤
(
s
ρ
) (n+pα+p)(p−2)
2αp−n(p−2)
d(ρ)
where we used ρ ≤ ρ˜ and β < 0.
It remains to prove the last item in the list. Consider two points z and w and a length r so that
S(z, r) ∩ S(w, r) 6= ∅. We want to show S(z, r) ⊂ S(w, c1r). This is trivially true for c1 = 10 if
dz(r) ≤ dw(r). Moreover, if r ≥ R/10, it holds(
−
∫
−
∫
Qδr,rp (w)
( u
δr
)αp
dxdt
) 1
αp
≤
( |QR,Rp |
|Qδr,rp |
) 1
αp 10λ0
δ
.n δ−
n
αp−1λ0 =
c
C0
λδ−
n
αp−1
for some c just depending on n, p, α. Hence, if we choose C0 large enough, then any δ with
δ−
n
αp−1 ≤ δ− pp−2
satisfies δ ≤ dw(r). In particular because α is large enough, δ ≥ 1 which implies dw(r) = 1 ≥ dz(r) and
again the claim follows with c1 = 10.
This leaves the case when that r < R/10 and dz(r) > dw(r). For a moment, we denote
δz = dz(r), δw = dw(r), ρw = ρmax(w, δw)
Because δz > δw and ρw ≥ r, it follows
Q3δzρw,(3ρw)p(z) ⊃ Qδwρw,ρpw(w).
Then by monotonicity of dz(·) and the definitions
δ
n
αp− 2p−2
z ≥ dz(3ρw) nαp− 2p−2
≥ 1
λ
(
1
|Q3ρw,(3ρw)p |
∫∫
Q3δzρw,(3ρw)p (z)
(
u
3ρw
)αp
dxdt
) 1
αp
≥ 1
λ
(
1
|Q3ρw,(3ρw)p |
∫∫
Qδwρw,ρ
p
w
(w)
(
u
3ρw
)αp
dxdt
) 1
αp
& δ
n
αp
− 2
p−2
w
so that δw & δz. Consequently, there is a constant c = c(n, p, α) so that S(z, r) ⊂ S(w, cr). 
We could not make both (3.1) and (3.2) valid for the cylinders S(z, ρ) without worsening the covering
properties of the basis. Indeed, although the resulting collection now consists of merely sub-intrinsic
cylinders (only 3.1 holds), we know that it admits a powerful covering property. The following formulation
of a Vitali type lemma is from [9], and the properties established in the previous proposition show that
the basis {S(z, r) : z ∈ Rn, r > 0} satisfies the assumptions.
Lemma 4.2 (Lemma 3.2 in [9]). Let
{U(x, r) : x ∈ Ω, r ∈ (0, R]}
be a family of open sets which satisfy the following properties
(i) Nestedness:
If x ∈ Ω and 0 < s < r ≤ R, then U(x, s) ⊂ U(x, r);
(ii) Almost uniform shape: There exists a constant c1 > 1, such that
if U(x, r) ∩ U(y, r) 6= ∅, then U(x, r) ⊂ U(y, c1r).
(iii) Doubling property: There exists a constant a > 1 such that, for all r ∈ (0, R],
0 < |U(x, 2r)| ≤ a|U(x, r)| <∞.
Then we can find a countable and disjoint subfamily {Ui}, such that⋃
x∈Ω
U(x, rx) ⊂
⋃
i
U˜i,
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where U˜i = U(xi, 2c1rxi), |Ui| ∼ |U˜i| and
|Ω| ≤ c
∑
i
|Ui|,
where the constant c > 1 depends only on c1, a, and the dimension M .
5. A Gehring type argument
To conclude the Gehring lemma for the gradient of the solution, we study coverings of its level sets.
Although the construction of S(z, r) only gave us sub-intrinsic cylinders, we can extract some additional
information from the actual stopping time construction to form a cover of the level set from cylinders
that are actually intrinsic in the sense of (3.1) and (3.2).
Let R > 0 and fix a cylinder Q4R,(4R)p . Let
λ0 = 1 +
(
−
∫
−
∫
Q4R,(4R)p
( u
4R
)αp
dxdt
) 1
αp
+
(
−
∫
−
∫
Q4R,(4R)p
|∇u|p dxdt
) 1
p
.
Fix R ≤ R1 < R2 ≤ 2R and for r ∈ (0, 2R] we always denote
(5.1) E(r, λ) = Qr,rp ∩ {|∇u| > λ} ∩ {Lebesgue points of |∇u|}
Lemma 5.1. There are numbers c0 = c0(n, p, α), A = A(n, p,Λ) and C0 ∼ [R/(R2 − R1)]1+n/p so that
for all λ ≥ C0λ0, the set E(R1, λ) can be covered by cylinders S˜(z, ρz) = QAρzd(ρz),(Aρz)p , where ρz is
such that for ρ ≥ ρz
−
∫
−
∫
S(z,ρz)
|∇u|p dxdt = λp ≤ −
∫
−
∫
S(z,ρ)
|∇u|p dxdt
In addition, every cylinder S˜(z, ρz) with z ∈ E(R1, λ) is contained in QR2,Rp2 and satisfies the properties
(3.1) and (3.2) with α = 1.
Proof. We fix a large constant A that only depends on the data. Let z ∈ E(R1, λ) and ρ ≤ R2−R1. By
the assumption on λ
−
∫
−
∫
S(z,ρ)
|∇u|p dxdt ≤ cnR
n+p
dz(ρ)nρn+p
λp
Cp0
.
By Proposition 4.1, for any ρ ≥ (R2 −R1)/(10A) it holds
cnR
n+p
dz(ρ)nρn+pC
p
0
≤ C1
Cp0
(
R
R2 −R1
)n+p
≤ 1,
provided that C0 is large enough. By continuity we can choose the radii ρz < (R2−R1)/(10A) to be the
largest ones so that the equality for the mean value claimed in the statement of the lemma holds. The
property S˜(z, ρz) ⊂ QR2,Rp2 is also immediate.
To prove the last item, fix z ∈ QR1,Rp1 and take the cylinder S(z, ρz) = Qdz(ρz)ρz,ρpz as constructed
above. We show first that QAρzd(ρz),(Aρz)p satisfies (3.1) and (3.2) with α coming from the construction.
We start with (3.1). Note that for all s ∈ [ρz, R]
(5.2) −
∫
−
∫
Qsdz(ρz),sp
|∇u|p dxdt <
(
dz(s)
dz(ρz)
)n
λp ≤
(
s
ρz
)n(n+pα+p)(p−2)
2αp−n(p−2)
λp,
as follows from item (iv) of Proposition (4.1).
By (5.2) with s = 2Aρz, monotonicity of dz and the maximality of ρz
−
∫
−
∫
Q2Aρzdz(ρz),(2Aρz)p
|∇u|p dxdt . λp . −
∫
−
∫
Q2ρzdz(ρz),(2ρz)p
|∇u|p dxdt.(5.3)
Further, by monotonicity dz(ρz) ≤ dz(2Aρz). This together with (5.2) implies(
−
∫
−
∫
Q2Aρzdz(ρz),(2Aρz)p
(
u
dz(ρz)ρz
)αp
dxdt
) 1
αp
.
(
−
∫
−
∫
Q2Aρzd(2Aρz),(2Aρz)p
(
u
dz(ρz)ρz
)αp
dxdt
) 1
αp
. d(2Aρz)−
p
p−2λ
. dz(ρz)−
p
p−2 −
∫
−
∫
QAρzdz(ρz),(Aρz)p
|∇u|p dxdt
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which is (3.1) for some value of K only depending on n, p and α.
To verify the other condition (3.2), we first consider the case
ρz ≤ ρmax(z, dz(ρz)) ≤ Aρz.
Recall the function ρmax from Section 4. We shorten the notation by denoting dz(ρz) = δ. Then by
definitions and (5.3)
dz(ρz)
− pp−2 = δ−
p
p−2 =
1
λ
(
−
∫
−
∫
Qδρmax(z,δ),ρmax(z,δ)p
(
u
δρmax(z, δ)
)αp
dxdt
) 1
αp
.
(
−
∫
−
∫
QAδρz,(Aρz)p
(
u
2Aδρz
)αp
dxdt
) 1
αp
(
−
∫
−
∫
Q2Aδρz,(2Aρz)p
|∇u|p dxdt
) 1
p
which is the first alternative in (3.2). We next study the case ρmax(z, δ) > Aρz. If δ = 1, the second
alternative in (3.2) is satisfied and there is nothing to prove. Hence we can assume that δ = dz(ρz) < 1.
Then Qδρmax(z,δ),ρmax(z,δ)p is intrinsic in the sense that equality holds in (3.2) with K = 1. Set
ρ∗ =
ρmax(z, δ)
A
so that ρ∗ ∈ (ρz, ρmax(z, δ)). Now by the definition of ρmax(z, δ) and Proposition 3.1 we find
δ−
p
p−2λ =
(
−
∫
−
∫
QAρ∗δ,(Aρ∗)p
(
u
Aρ∗δ
)αp
dxdt
) 1
αp
≤ C
(
−
∫
−
∫
Q2Aρ∗δ,(2Aρ∗)p
(
u
Aρ∗δ
)p
dxdt
) 1
p
.
Adding and subtracting the slice average uB2Aδρ∗ , applying Poincare´ inequality in space, and using (5.3),
we bound the display above by
C1λ+
C1
Aρ∗δ
(
−
∫
I(2Aρ∗)p
|uB2Aδρ∗ |p dxdt
) 1
p
≤ C1λ+ C1
Aρ∗δ
(
−
∫
I(2Aρ∗)p
|(up−1)B2Aδρ∗ |p
′
dxdt
) 1
p
.
Adding and subtracting (up−1)Qδρ∗,ρp∗ and applying Lemma 2.5, we get the bound
C2λ+
C2
Aρ∗δ
(up−1)p
′
Qδρ∗,ρp∗
≤ C2λ+ C2
A
(
−
∫
−
∫
Qρ∗δ,ρp∗
(
u
ρ∗δ
)αp
dxdt
) 1
αp
≤ C2λ+ 1
2
δ−
p
p−2λ
for A large enough only depending on the data. Consequently δ−
p
p−2 ≤ K for some K.
As we have shown that (3.1) and (3.2) hold with α for QAδρz,(Aδρz)p , it follows from Proposition 3.1
that they also hold for Q2Aδρz,(2Aδρz)p and α = 1. Note that we used the fact
−
∫
−
∫
Q2Aδρz,(2Aδρz)p
|∇u|p dxdt h −
∫
−
∫
Q2δρz,(2δρz)p
|∇u|p dxdt
due to the maximality of ρz to conclude the α = 1 case in the right geometry. 
We can now use the following reverse Ho¨lder inequality from [2].
Proposition 5.2 (Proposition 6.1 in [2]). Let Qδr,rp be such that (3.1) and (3.2) hold with α = 1. Then
−
∫
−
∫
Qδr,rp
|∇u|p dxdt ≤ C
(
−
∫
−
∫
Q2δr,(2r)p
|∇u|q dxdt
) p
q
where q = max(np/(n+ 2), p− 1) and C = C(n, p,Λ,K).
Proposition 5.3. It holds∫∫
E(R1,λ)
|∇u(t, x)|p dxdt .
∫∫
E(R2,λ)
λp−q|∇u(t, x)|q−p dxdt
where E(R2, λ) is the set from (5.1) and λ as in Lemma 5.1.
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Proof. The sets S˜(z, r) = QArdz(r),(Ar)p(z) are defined as the anisotropic (A
p, A)-dilations of S(z, r) (as
in Lemma 5.1). The basis S˜(z, r) satisfies the hypotheses of Lemma 4.2 as can be seen from Proposition
4.1. Consider the cover {S˜(z, ρz) : z ∈ E(R1, λ)} of the set E(R1, λ) where the cylinders S˜(z, ρz) are
the ones from Lemma 5.1 and the constant c1 is as in Lemma 4.2. By Lemma 4.2, we can extract a
countable collection of points {zi} so that
E(R1, λ) ⊂
⋃
i
S˜(zi, 2c1ρi) ⊂ E(R2, λ), S˜(zi, ρi) are disjoint.
Because
λp ≤ c−
∫
−
∫
S˜(zi,ρi)
|∇u(t, x)|p dxdt ≤ c
(
−
∫
−
∫
S˜(zi,ρi)
|∇u(t, x)|q dxdt
) p
q
≤ cλp + cλp−q · 1|S˜(zi, ρi)|
∫∫
S˜(zi,ρi)∩E(R2,λ)
|∇u(t, x)|q dxdt
it holds
−
∫
−
∫
S˜(zi,ρi)
|∇u(t, x)|p dxdt ≤ cλp . 1|S˜(zi, ρi)|
∫∫
S˜(zi,ρi)∩E(R2,λ)
λp−q|∇u(t, x)|q dxdt.
By the inequality in Lemma 5.1
−
∫
−
∫
S˜(zi,2c1ρi)
|∇u(t, x)|p dxdt . λp . −
∫
−
∫
S˜(zi,ρi)
|∇u(t, x)|p dxdt.
so that∫
E(R1,λ)
|∇u(t, x)|p dxdt ≤
∑
i
∫∫
S˜(zi,2c1ρi)
|∇u(t, x)|p dxdt .
∑
i
∫∫
S˜(zi,ρi)
|∇u(t, x)|p dxdt
.
∑
i
∫∫
S˜(zi,ρi)∩E(R2,λ)
λp−q|∇u(t, x)|q dxdt .
∫∫
E(R2,λ)
λp−q|∇u(t, x)|q dxdt.
Because of the trivial∫
E(R1,λ)\E(R1,λ)
|∇u(t, x)|p dxdt ≤
∫∫
E(R2,λ)
λp−q|∇u(t, x)|q dxdt
and the fact that  only depends on the data, we conclude∫
E(R1,λ)
|∇u(t, x)|p dxdt .
∫∫
E(R2,λ)
λp−q|∇u(t, x)|q dxdt
as was claimed. 
Proof of Theorem 1.1. Given the Proposition 5.3, the theorem follows by a standard argument for
Gehring’s lemma. This has been done, for instance, in section 7.6 of [2] starting from the inequality
as given in Proposition 5.3. The result in [2] comes with an additional constant term 1 on the right
hand side, but that can be removed by applying the result to u(δ−pt, δ−1x) on Qδρ,(δρ)p and sending
δ → 0. 
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