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The molecular dynamics (MD) simulation technique is a powerful tool for the investigation
of multicomponent liquids and solids. A realistic description of such systems relies on the
quality of the effective potential with which the interactions between the atoms are modelled
in a MD simulation. We propose a fitting scheme to derive effective potentials from ab initio
simulations. This scheme is used to parametrize a new potential for silica. In a second case
study, MD simulations are used to investigate crystallization in an AlNi alloy, elucidating the
crystal growth mechanism on an atomistic scale.
1 Introduction
Molecular dynamics (MD) computer simulations describe the structure and dynamics of
condensed matter systems on an atomistic scale1–4. In a MD simulation, Newton’s equa-
tions of motion are solved numerically for an interacting many particle system. As a result,
one obtains the trajectories of the particles from which one can calculate, in principle, any
static or dynamic quantity of interest. This allows to shed light, e.g., on microscopic trans-
port processes in binary (glassforming) liquids5.
But how realistic can one model a multicomponent liquid by MD simulation? This
depends on the quality of the effective potential that is used to model the interactions be-
tween the atoms. To obtain such a potential model for a given system, one usually fits the
parameters of some given functional form of the potential to ab initio calculations or to
experimental data. Very recently, we have proposed a fitting scheme to obtain an effective
potential from an ab initio MD simulation technique, the so-called Car-Parrinello molecu-
lar dynamics (CPMD)7. We have used this scheme to parameterize a new pair potential for
amorphous silica (SiO2)6. In Sec. 2, we show that our new potential provides an accurate
description of the tetrahedral network structure as well as the diffusion dynamics of SiO2.
With a reliable model potential, one can get insight into microscopic transport mech-
anisms of real materials. An old problem is to clarify the mechanism of crystal growth
from the melt (see, e.g., Ref.8, 9). In Sec. 3, we consider the crystal growth kinetics of the
binary alloy Al50Ni50. The experimental melting temperature for this system is at 1920 K
where it exhibits a first order phase transition from a liquid to an intermetallic B2 phase.
Recent experiments have shown that the crystal growth velocity for this transition is rela-
tively slow10. At an undercooling of about 60 K, growth velocities of the order of 0.1 m/s
were found. This value is about two orders of magnitude smaller than that found for pure
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Figure 1. a) Partial pair correlation functions at T = 3600K for the SiSi, SiO, and OO correlations, calculated
from CPMD and classical MD using the BKS and the CHIK potentials, as indicated. The inset shows an enlarge-
ment of the first peak in gSiSi(r). b) Angular distribution functions for the OSiO and SiOSi angle at T = 3600K,
as obtained from CPMD and classical MD with the BKS and the CHIK potential.
metals at comparable undercoolings. The MD simulation sheds light onto the nature of the
slow crystal growth in Al50Ni50, indicating that diffusion processes in the liquid-crystal
interface control the speed of the growth kinetics11.
2 A New Effective Potential for Silica
In a CPMD simulation, the electronic degrees of freedom are explicitly taken into account
on a quantum mechanical level in the framework of density functional theory12. Nowa-
days, systems of 100 to 200 particles can be simulated on a time scale of several tens of
picoseconds by CPMD. Apart from studying the structural and dynamic properties of a
material, one can also use this technique to derive effective potentials for classical MD
simulations, the latter technique providing simulations on much larger scales than CPMD.
To obtain an effective potential for a given system, one first has to decide about its func-
tional form. A pair potential model, the so-called BKS potential13, has been shown to give
quite an accurate description of amorphous silica, though it has some deficiencies (e.g., the
density of amorphous silica is not well reproduced). In this work, we aimed at developing
a pair potential model that is better than the BKS model, in particular with respect to the
density. The second step in the development of the potential is to fit the free parameters
to the CPMD calculations. This is a non-trivial task since one has to match the CPMD
trajectories to a high-dimensional fit parameter space. To this end, we have developed a
new iterative fitting scheme that is based on the matching of the partial pair correlation
functions from MD runs of the effective potential model with those from CPMD runs. The
details of the MD simulations and of the fitting scheme can be found in Refs.6, 14. As a
result, we obtained a new pair potential for silica that we call CHIK potential.
In the following, we compare structural and dynamic quantities, as calculated by
CPMD and classical MD, using the BKS and the CHIK model.
Figure 1a shows the partial pair correlation functions5 at T = 3600K, as calculated
from CPMD and classical MD using the BKS and the CHIK potential, as indicated. The
CHIK model yields good agreement with the CPMD results. The largest differences are
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Figure 2. Arrhenius plot of the self-diffusion constants obtained by simulations with the BKS and the CHIK
potential, as indicated. The bold solid lines are fits with Arrhenius laws (see text).
found in gSiSi(r), but also in this case the CHIK potential leads to a better agreement with
CPMD than the BKS potential (see the inset in Fig. 1a).
The partial pair correlation functions as obtained from the CPMD runs were used to
parameterize the CHIK potential. That these functions are well reproduced by the CHIK
potential is thus not that surprising. A less obvious test is provided by considering the
distribution functions Pαβγ(θ) of the bond angles (αβγ = OSiO, SiOSi) in comparison
to CPMD. As can be inferred from Fig. 1b, the average intra-tetrahedral OSiO angle is
around θ = 106◦ at 3600 K, both for CPMD and classical MD. However, in the case of
the BKS model the function POSiO is less broad and exhibits a significantly higher ampli-
tude than the CPMD and the CHIK model. Larger differences are seen in the distribution
function for the inter-tetrahedral SiOSi angle. While the BKS distribution shows a max-
imum around θ = 147◦, the CHIK model gives a maximum around θ = 141◦, in better
agreement with the CPMD value around θ = 136◦. All the three distribution functions
for the SiOSi angle exhibit also a shoulder around θ = 90◦ revealing the emergence of
edge-sharing tetrahedra at the relatively high temperature T = 3600K15. In the BKS case,
the latter shoulder has a lower amplitude which indicates a smaller number of edge-sharing
tetrahedra. Furthermore, as for POSiO the BKS function for PSiOSi is less broad and its
main peak has a higher amplitude. In this sense the BKS model leads to a less disordered
structure than the CPMD and the CHIK model.
Detailed comparisons between the CHIK and the BKS model have been also performed
with respect to dynamic quantities. Here, we discuss the behaviour of the self-diffusion
constants Dα (α = Si,O). In this case, we take results for the BKS model from a re-
cent simulation study16. Whereas the latter results were obtained at the constant density
ρ = 2.37 g/cm3, the simulation with CHIK potential were done at ρ = 2.21 g/cm3 (close
to the experimental density of amorphous SiO2 under ambient conditions which is almost
constant over the whole temperature range17). The self-diffusion constants were computed
from the long-time limit of the mean squared displacements 〈r2α(t)〉 via the Einstein rela-
tion Dα = limt→∞〈r2α(t)〉/6t5. In Fig. 2, the temperature dependence of these transport
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Figure 3. Snapshot of a simulated configuration with two crystal–melt interfaces of the system Al50Ni50 at the
temperature T = 1500K. Al and Ni atoms are shown as grey and brown spheres, respectively.
coefficients is displayed in an Arrhenius plot. Obviously, the diffusion dynamics, as pre-
dicted by the CHIK model, appears to be faster than that of the BKS model. At low tem-
peratures, the self-diffusion coefficients are about a factor of 5 higher than those obtained
from the BKS model.
In agreement with various experimental studies17, at low temperatures the
self-diffusion constants can be well-described by an Arrhenius law, Dα =
Aα exp[−Eαa /(kBT )]. The activation energies Ea, that we find for the CHIK model,
are 4.51 eV for oxygen and 4.97 eV for silicon. These values are very similar to those
obtained for the BKS model16 and they are in good agreement with experimental results
(Ea = 4.7 eV for oxygen18 and Ea = 6.0 eV for silicon19). It is remarkable that the tem-
perature dependence of the self-diffusion constants of the CHIK model is very similar to
that of the BKS model, although the structure, as obtained from both models, shows sig-
nificant differences. A dynamic quantity, that is more sensitive to structural differences, is
the vibrational density of states. As discussed in Ref.6, the CHIK model for this quantity
yields better agreement with CPMD than the BKS model.
In conclusion, we have developed a new effective potential for silica. The main aim of
this work was to develop a fitting scheme for deriving effective (pair) potentials from ab
initio simulations (CPMD). The new CHIK potential is superior to the BKS model with
respect to various static and dynamic properties of amorphous silica. Moreover, as shown
in Ref.6, the CHIK potential has proved to be transferable also to crystalline SiO2 phases
such as α quartz, considering the quantitative agreement between the experimental data for
both cell parameters and elastic constants. In the future, our fitting scheme can be used to
parameterize potentials for other (amorphous) systems, in particular for mixtures of SiO2
with other oxides such as Al2O3, Na2O, or MgO.
3 Crystal Growth Kinetics of B2–Al50Ni50
To investigate the crystallization of Al50Ni50 from the melt, we have done extensive molec-
ular dynamics computer simulations in the NpT ensemble1–4, i.e., at constant particle
number N , constant temperature T and constant pressure (pext = 0). The interactions
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Figure 4. Number density profiles during crystal growth at T = 1460K for Al (dashed lines) and Ni (solid
lines). The profiles corresponding to t = 560 ps and t = 994 ps are shifted with respect to the t = 0 ps profiles
by 0.3 A˚ and 0.6 A˚, as indicated.
between the atoms were modelled by a potential of the embedded atom (EAM) type, pro-
posed by Mishin et al.20. Recent studies have shown that this potential gives a realistic
description of the diffusion dynamics in Al-Ni melts21, 22 as well as lattice parameters and
elastic constants of B2-Al50Ni5020.
At each temperature in the range 1600 K ≥ T ≥ 1200K, 12 independent samples
with solid-liquid interfaces were prepared. To this end, the B2 phase of Al50Ni50 was
equilibrated at the target temperature for 1 ns. The simulations were done for a system
of N = 3072 particles (NAl = NNi = 1536) in an elongated simulation box of size
L × L × D (with D = 3 × L), considering the (100) direction of the crystal. Periodic
boundary conditions were employed in all three spatial directions. Having relaxed the
crystal sample, one third of the particles in the middle of the box were fixed and the rest of
the system was melted during 500 ps at T = 3000K. Then, the whole system was annealed
at the target temperature for another 500 ps, before we started the production runs over 1 ns
in the NpT ensemble. A snapshot of the system with two interfaces at T = 1500K is
shown in Fig. 3.
The behaviour of samples as the one shown in Fig. 3 depends strongly on the tempera-
ture at which they are simulated. While below the melting temperature Tm, the crystal will
grow, it will melt above Tm. From the simulation, the velocity vI with which the liquid-
crystal interface moves can be determined. At T = Tm, the interface velocity vI vanishes.
Thus, by the extrapolation vI → 0, the melting temperature Tm can be estimated. In the
following, we show that this procedure yields a rather accurate estimate of Tm.
Figure 4 displays the partial number density profiles ρ(z) of Al and Ni at T = 1460K
along the z direction, i.e. perpendicular to the solid-liquid interfaces. The lower profiles in
Fig. 4 correspond to the starting configuration, while the second and the third ones corre-
spond to t = 560 ps and 994 ps. Note that in Fig. 4 the z coordinate is scaled by the factor
2/D, placing z = 0 in the middle of the simulations box. Whereas the crystal structure
leads to pronounced peaks in ρ(z), a constant density is observed for the liquid regions
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Figure 5. a) Volume per particle, Vp, as a function of time for different temperatures, as indicated. The bold
dashed lines are examples of linear fits from which the volume velocity V˙ is determined. b) Interface velocity
as a function of temperature (filled circles, the dashed line is a guide to the eye). The bold line is a linear fit,
VI = k(Tm − T ), yielding the kinetic growth coefficient k = 0.0025m/s/K and the melting temperature
Tm = 1520K. The inset shows the interface velocity as a function of undercooling Tm − T .
along the z direction, as expected. We can also infer from Fig. 4 that the intermetallic B2
phase (here in (100) orientation) exhibits a pronounced chemical ordering, characterized
by the alternate sequence of Al and Ni layers. This indicates that, different from one-
component metals, the crystal growth kinetics relies on local rearrangements in the liquid
structure. Thus, one may expect that diffusive transport is required to bring the atoms of
each species to a suitable site in the B2 crystal. As one can further see in Fig. 4, the crystal
is growing at T = 1460K. Thus, this temperature is below the melting temperature of our
Al50Ni50 model.
Since the density of the crystalline B2 phase is higher than that of the liquid phase, the
total volume of the system decreases at temperatures T < Tm whereas it increases above
Tm. Figure 5a shows the time dependence of the volume per particle, Vp, for different
temperatures between 1400 K and 1600 K. From this plot, one can infer that the melting
temperature is between 1500 K and 1530 K. Also shown in Fig. 5a are examples of linear
fits of the form f(t) = A − V˙pt. Such linear growth laws are expected for steady state
growth23. We use these fits to determine the change of the volume V˙ per unit time. The
deviations from the linear behaviour at short times reveal that the growth (or melting) of
the crystal is not yet in a steady state regime23. At high temperatures, we see a complete
melting of the crystal and thus the volume Vp reaches a constant at long times correspond-
ing to the specific volume of the liquid phase. Prior to this, the melting of the crystal is
faster than in the linear steady-state regime. In this intermediate regime the crystal has
shrunk to such small dimensions that we see essentially the interaction between the two
interfaces in the simulation box and thus strong deviations from steady state melting are
observed.
From the volume change V˙p, the velocity vI, with which the liquid-crystal interfaces
move, can be estimated as follows:
vI =
V˙p
2Nl(Vc − Vl)d (1)
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Here, the productNl(Vc−Vl) quantifies the increase of the volume caused by the addition
of a crystalline layer (with Nl the average number of particles in a layer, and Vc and Vl
the specific volumes of the crystal and the liquid phase, respectively). The length d is the
spacing between crystalline layers.
Figure 5b displays the interface velocity vI as a function of temperature. We see that vI
vanishes around 1520 K and thus this temperature is the estimate for the melting tempera-
ture Tm of our simulation model. Note that the experimental value for Tm is around 1920 K
and so our simulation underestimates the experimental value by about 20%. Around Tm,
the simulation data for vI can be fitted by the linear law VI = k(Tm − T ) where the fit
parameter k is the so-called kinetic coefficient. The fit, that is shown in Fig. 5b, yields the
value k = 0.0025m/s/K. This value is about two orders of magnitude smaller than the typ-
ical values for kinetic coefficients that have been found in simulations of one-component
metals24–27.
The inset in Fig. 5b shows the interface velocity as a function of undercooling
∆T = Tm − T . We see that vI increases linearly up to an undercooling of about 30 K.
At ∆T ≈ 180K, the interface velocity reaches a maximum value of about 0.15 m/s. Note
that our simulation data are in good agreement with recent experimental data on Al50Ni50,
measured under reduced gravity conditions during a parabolic flight campaign10.
The very low value of the kinetic coefficient indicates that the crystal growth in
Al50Ni50 is limited by mass diffusion in the liquid, as proposed by the classical model
by Wilson8 and Frenkel9. However, we show in Ref.11 that, based on sensible assumptions
of various parameters, even the Wilson-Frenkel model overestimates the kinetic coefficient
for Al50Ni50 by at least one order of magnitude. The reason for this can be elucidated
by the simulation which reveals that mass diffusion in the liquid-crystal interface controls
crystal growth. Since the diffusion in the interface region is much slower than in the bulk
liquid, the kinetic coefficient is much lower than expected from the Wilson-Frenkel model.
4 Conclusions
We have presented extensive MD simulation studies that address central issues of materials
modelling. The first part was devoted to the development of a new effective potential for
silica. We have presented a fitting scheme for deriving effective pair potentials from ab ini-
tio simulations (CPMD). The method may be used for various molecular systems for which
CPMD provides a realistic description. In the second part, the crystallization kinetics of
Al50Ni50 was investigated. We have shown that the MD simulation gives microscopic in-
sight into the growth kinetics. This is an example that demonstrates the importance of
simulation studies, since, at least for metallic alloys, the crystal growth on an atomistic
scale is almost not accessible experimentally.
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