In this paper a general class of fast learning algorithms for feedforward neural networks is introduced and described. The approach exploits the separability of each layer into linear and nonlinear blocks and consists of two steps. The first step is the descent of the error functional in the space of the outputs of the linear blocks (descent in the neuron space), which can be performed using any preferred optimization strategy. In the second step, each linear block is optimized separately by using a Least Squares (LS) criterion.
From a mathematical point of view a neural net performs an approximation of a function F on the basis of a 'learning from examples' technique. The function itself is not known analytically, but a set of its samples is given. The learning consists in the minimization of a specified error functional E, depending on the parameters of the network and on the known values of F. Due to the nonlinear nature of E, the minimization process is carried out by iterative techniques, whose success depends on the choice of the learning algorithm, the network topology and a good starting solution.
The learning can be viewed as a nonlinear optimization problem; the minimization of E can be performed by applying methods well-known in the field of nonlinear optimization theory. The most suitable technique is chosen according to a compromise between computational cost and performance. A number of approaches have been described in the literature; they differ in terms of the local model of the error functional. The main distinction is between first-order methods, based on a linear model (steepest descent), and second-order methods, based on a quadratic model (Newton's method). The local model determines the properties of the algorithm in proximity of a minimum, and establishes its rate of convergence. The behavior far from the solutions is related instead with the global convergence properties.
It is a common understanding that a generally 'optimal' algorithm cannot be supplied, since its selection is strictly related with the particular application of interest. Moreover, a rigorous theoretical approach (in the sense of a mathematical proof of convergence) is generally not feasible; the performance of a method is rather validated by a set of well-selected experimental tests.
Several learning algorithms based on second-order models have been developed recently. Convenient formulations for the computation of the second-order derivatives of the error functional have been introduced, both in the case of sigmoidal functions [1] and in a more general case [2] . Increasing interest has been focussed on the study of the structure and of the properties of the Hessian matrix in feedforward neural networks [3] . The main conclusion of these analyses is the ill-conditioning of the Hessian in many applications; this is principally due to the limited discrimination capability of the sigmoidal function and suggests the utilization of convenient regularization techniques.
The new method exploits the separability of the networks into linear and nonlinear modules. It can be thought of as a general optimization technique applicable to structures having the same topology of feedforward nets. With respect to classical gradient-based algorithms the new procedure yields faster convergence rates; in comparison to second-order methods it overcomes the drawbacks of the Hessian, using an approximating matrix that is positive definite, well-conditioned and computationally less expensive.
In this work, after a review of the principal optimization methods and a discussion of their application to neural nets (Section II), the new generalized approach is introduced (Section III). In Section IV a recursive solution, useful for some applications, is described; Section V presents a discussion of the main features of the novel approach. Finally, in Section VI experimental results are given, confirming the good performance of the algorithm in terms of both speed of convergence and robustness to the occurrence of local minima.
II-Existing approaches reviewed
The theory of nonlinear optimization provides a number of feasible solutions to the problem of neural network training [4] . In this section a survey of the more popular optimization methods is presented; the aim is to point out the main difficulties of their application to neural nets and to motivate the approach of the paper.
The error functional E most commonly adopted is the Mean Square Error (MSE). For a feedforward neural network with L layers the MSE at the n-th step of the learning can be written:
In this formula e p,m is the m-th output residual in the presence of the p-th input pattern, while t p,m and x L+1,p,m are the desired and the actual outputs 1 .
The minimization of the error functional E is performed by iterative techniques. At the generic step a direction of descent d n in the weight space is chosen. If w n is the weight vector of the network, the general descent formula is:
The choice of the direction d n determines the properties of the algorithm in terms of convergence rate and computational complexity. The step size η n (or 'learning rate') should be chosen to minimize E(wn+1) [5] .
One of the most widely known methods in the field of function minimization is the method of steepest descent (or gradient method) [5] [6] , in which the negative of the gradient of the error is chosen as the descent direction d n . It is the simplest method to implement and it is the standard which the other algorithms are usually compared to. It is based on a first-order model of the error functional E. At the nth iteration, the Taylor expansion of E is:
The stationarity condition leads to the iterative formula:
The rate of convergence of the steepest descent is linear 2 and is bounded by (k-1) 2 /(k+1) 2 where k is the condition number 3 of the Hessian matrix H of the error (e.g. the matrix containing the second partial derivatives of E w.r.t. the weights [5] ). H should be positive-definite in order to guarantee a descent direction.
The backpropagation (BP) learning rule [7] implements a stochastic gradient algorithm [8] . It exploits the topology of feedforward networks and derives a handy expression for the update of the weights. The learning rate η is selected on an empirical basis and kept fixed during the training. This choice is less expensive but it does not guarantee the convergence of the algorithm to a stationary point. Several techniques of learning rate adaptation have been proposed in literature [9] . Among them, a fuzzybackpropagation approach has been presented recently, able to provide significant improvements with respect to standard backpropagation learning [9] .
The main drawback of the steepest descent method is its slow rate of convergence, at best linear. This may limit the application of BP to many practical problems, where a fast adaptation to data is required.
Several learning algorithms have been derived from improvements of the gradient technique. A number of useful heuristics were suggested by Jacobs [10] and Vogl et al. [11] . Nonetheless, all these techniques are characterized by a linear rate of convergence.
The use of second-order information makes it possible to achieve superlinear asymptotic convergence. A second-order model of the error functional is introduced:
2 A sequence of real numbers {r k } is said to converge with order p to the limit r * if
where β is the convergence ratio. If p=1 the convergence is linear, if p=1 and β=0 the convergence is superlinear [5] . 3 The condition number k(A) of a matrix A is defined by the formula:
and depends on the matrix norm adopted. In the case of the 2-norm, k is the ratio between the largest and the smallest singular values of A. The condition number is a measure of the matrix's nearness to singularity; it gives information about the sensitivity of the solution of Ax=b to finite-precision arithmetic. When k is large, A is said to be ill-conditioned [13] .
Setting to zero the gradient of (5) w.r.t. the weight vector w gives the Newton's formula:
The method requires the storage and the inversion of the Hessian matrix at each iteration; the complexities of these operations are respectively O(s 2 ) and O(s 3 ), being s the size of H. The weight modification ?w=w n+1 -w n is computed by solving the system:
When started sufficiently close to a solution, Newton's method has order of convergence two. In general the method is not globally convergent, since the Hessian matrix H is not guaranteed to be positive definite. The Levenberg-Marquardt modification [6] assures the property of positive definiteness by adding an appropriate diagonal term to the Hessian:
The Levenberg-Marquardt method belongs to the class of the 'restricted step' methods; the length of the parameter λ is chosen depending on the region of validity of the quadratic approximation ('trust region'). The addition of the diagonal term improves the condition number of the matrix, performing a regularization. This technique yields the fast rate of convergence of Newton's method, guaranteeing at the same time the property of global convergence [6] .
The application of Newton's method to the learning of neural networks is expensive for large structures.
A number of techniques avoiding the direct computation of H may be used (quasi-Newton methods) [5] [6]. These techniques are based generally on suitable approximations of the Hessian. They reduce the computational cost of Newton's method, yielding the same asymptotic rate of convergence.
Watrous implemented the Broyden-Fletcher-Goldfarb-Shanno method [5] , demonstrating its superiority over BP for moderate sized networks [12] .
An alternative approach to the minimization of E is the nonlinear Least Squares formulation [6] .
Following this approach, the Gauss-Newton method uses an approximation of the Hessian based on the Jacobian matrix of the error J (H ≈ J T J) and offers the possibility of using numerical robust methods (like the QR or the Singular Value decompositions [13] ) for the solution. The convergence properties of the algorithm depend on the value of the error at the minimizer; in particular the rate of convergence is quadratic for zero residuals and only linear for small residuals [6] . The method is considered reliable only in proximity of a stationary point and for small residuals; since the condition of small residuals is related to the degree of nonlinearity of the function to be minimized [6] , the Gauss-Newton method may not be appropriate for neural network learning.
The Levenberg-Marquardt method can be applied to the Gauss-Newton formulation. The addition of the diagonal terms improves the conditioning of the matrix J T J. The method is considered generally robust and reliable [6] . Its application to neural networks has been considered in [3] .
In the case of large residuals both the Gauss-Newton and the Levenberg-Marquardt methods have a linear convergence rate. The large residuals problem has been considered in a number of works in the field of nonlinear optimization [14] [15] . In particular the approach in [15] has been successfully applied to neural networks by Bello [16] .
The nonlinear LS approach can be expensive for problems with a large number of parameters. The method proposed by Toint [17] for large scale nonlinear LS calculations is able to reduce efficiently the computational cost and lends itself well to a parallel hardware implementation; his approach suggests a possible application to neural structures with a high number of weights.
From a general point of view, the faster convergence rate of second-order methods is counterbalanced by their higher computational cost per iteration. Moreover, the computation of the Hessian requires a global approach and does not satisfy the requirement of locality of the algorithm, desirable for hardware implementation. Second-order approximations retaining the property of locality have been proposed by Le Cun [18] and Fahlman [19] . In particular Le Cun proposed a diagonal approximation of the Hessian, nonetheless recognizing the presence of significant off-diagonal terms in many applications.
The need for overcoming the difficulties of a second-order approach (mainly the computational cost and the frequent ill-conditioning of the Hessian), while assuring at the same time a high speed of convergence, has led researchers to look for alternative solutions to the problem of learning. Significant contributions have come from the signal processing field; a number of learning algorithms connected to the theory of adaptive filters has been introduced recently [20] - [24] .
In [20] Kollias-Anastassiou use a modification of Levenberg-Marquardt algorithm; they do not use the exact Jacobian but a rank-one approximation obtained from the global gradient vector. The weights are computed using a Gauss Newton technique.
Scalero and Tepedelenlioglu [21] solve the minimization problem at the linear output of each layer explicitly forming the correlation matrix of the inputs. They use the inverse of the activation function to backpropagate the output errors through the last layer; this may lead to ill-conditioning and hypersensitivity of the solution [13] [28] . The computation of the weights in [21] is also performed using the Kalman filter formulation.
Azimi-Sadjadi and Liou [22] use a Recursive LS approach based on Kalman filter recursion. Their network is a simplified version of the standard MLP that uses a threshold logic-type nonlinearity.
Shah, Palmieri and Datum [23] introduce a more general framework based on the Kalman filter model.
In the present work a generalized learning paradigm is presented that embodies these approaches and relates them to the nonlinear optimization field. The method we introduce is applicable to a general class of nonlinear optimization problems that includes feedforward neural networks as a particular case.
III-The new approach
The A class of learning algorithms based on Least Squares concepts has been derived recently [20] - [24] by exploiting the separability of each layer in a linear part and a nonlinear one. We formalize this approach by introducing a generalized learning technique; the procedure consists in performing the descent of the error in the space of the outputs of the linear blocks (descent in the neuron space, DNS) and then solving a linear system for each layer of the network. This is in contrast to the most common approach to the learning problem which involves the use of a nonlinear optimization process directly in the space of the weights (descent in the weight space, DWS) .
a)Definitions
At the n-th iteration and for the k-th layer we introduce the following matrices:
where x T k,p (n) and y T k,p (n) are the input and output row vectors of the linear section of the layer, in the presence of the p-th learning pattern (P is the length of the whole batch). The lengths of x T k,p (n) and y T k,p (n) are respectively (N k +1) and N k+1 , being N k the number of input units to the layer; X 1 (n)
contains the external inputs, while X L+1 (n) contains the global outputs of the net (see fig. 2 for the case L=2).
The n-th forward-propagation step through the k-th layer can be summarized by the equations:
for the linear part, and:
for the nonlinear one; f represents the activation function and 1 is the column of the bias inputs.
b)The neuron space approach
The neuron space approach is based on the descent of the error functional E in the space of the outputs of the linear blocks. The optimization in the neuron space is performed separately for each layer following the formula:
where ˆ Y k is an estimation of the desired Y k and D k is a 'direction matrix'. D k may be chosen in several ways, depending on the method being adopted; each of the algorithms described in Section II can be used. The simplest choice is the negative of the gradient matrix 4 . In this case the gradient descent in the neuron space is obtained:
where η is a proper correction factor. The derivatives of E w.r.t. the y's are computed using formulas that are similar to those of the usual backpropagation rule [7] .
Since the optimization process concerns eventually the weights of the network, it is necessary to compute the new matrices W k . This can be done by solving a linear system for each layer, as described next.
c)Formulation in the weight space
Given the estimate ˆ Y k , the new weight matrix for each layer can be computed from the following system:
where in particular (13) In order to analyze the convergence properties of the algorithm and compare it to other approaches of the optimization theory, it is convenient to obtain the explicit update formula for the weights; (13) and (10) can be used in the right side of (14) to give:
Introduction of the pseudoinverse [13] X k + of the input matrix into (15) gives the following equation:
Since the system is generally overdetermined (e.g. the number of patterns is higher than the number of the input units for each layer), the pseudoinverse can be expressed as X + =(X T X) -1 X T [13] . Introducing the estimated correlation matrix of the inputs to the k-th layer Φ k =X k T X k , equation (16) becomes:
Φ k is supposed to be a full-rank (N k +1) by (N k +1) matrix. In next subsection formula (17) is shown to represent a modified Newton's method. For this purpose, it is first necessary to find a more convenient form for the gradient matrix ∇ Y k E .
d)Descent in the weight space as modified Newton's method
It can be easily shown 5 that the gradient matrix in the neuron space ∇ Y k E and the gradient matrix in the weight space ∇ W k E are related by the following equation:
Substitution of (18) in (17) gives:
Therefore the weight modification ?W k could be also computed by solving the following system for each layer:
The last equation represents a modified Newton's method with line search [5] , where the matrix Φ k is used to build an approximation of the Hessian, as described in the next subsection. Φ k is always symmetric and non-negative definite, and almost always positive definite. The performance of the algorithm near the convergence is intermediate between the steepest descent and the pure Newton's method. It must be remarked that in order to update the weights we do not need to form the correlation matrix Φ k explicitly (e.g. to solve equation (20)); the weights are computed directly from (14) .
It may be interesting to write explicitly the connection of the new procedure with the BP algorithm.
Since the BP technique is expressed by:
the relation between the LS and BP weight updates is given by the following formula:
The two approaches coincide if Φ k =I.
e)Comparison with Newton's formulation
According to formula (19) , the new procedure corresponds to a modified Newton's method applied to the single layers. The Newton's approach is instead global (the Hessian matrix is computed for the entire network). In order to make it possible a comparison between the two approaches, it is necessary to formulate the new algorithm in a slightly different way. The internal structure of the weight matrix W k for the generic k-th layer (k=1,...,L) is evidenced in the following formula:
where w k (i) is the column vector containing the weights leading to the i-th unit. Let ∆w k (i) be its variation and ∇ w k (i) E the gradient vector of the error w.r.t. the weights contained in w k (i). Formula (20) , referring to a generic layer, can be extended to the whole network by using the vector notation for the weights; we can write:
This equation must be compared with Newton's formula, where the whole Hessian is used. It can be seen that the local Hessian H k for each layer is approximated by the block diagonal matrix diag(Φ k ).
Let indicate with Φ the block diagonal matrix on the left side of (24), formed by the input correlation matrices of the layers:
The null off-diagonal blocks inside Φ mean that the layers are assumed to be decoupled; this assumption can be considered generally acceptable when the learning procedure is close to the convergence. The zeros inside each matrix diag(Φ k ) correspond to set to zero the double partial derivatives w.r.t. weights leading to different units in the same layer, e.g. to consider decoupled the neurons in the same layer; this is exact only for the output units (in this case the double derivatives are exactly zero), it is an approximation in the case of the internal units [1] [2] 6 .
Using the proposed procedure, the number of significant parameters has been reduced from:
for the whole Hessian to:
Formula (24) shows explicitly the separation of the parameters to be estimated that is a distinct feature of the method. It should be noted that fast and robust algorithms based on the principle of variable separation have been already proposed in the field of optimization theory, for certain classes of nonlinear models [25] [26] [27] . With respect to these approaches, the error functional (1), typical for neural networks, is complicated by the presence of several levels of nested nonlinearities. The neuron space approach forces the separation of the variables by estimating the desired outputs for each layer; in this way, the minimization problem is decoupled into several nonlinear subproblems, one for each layer, that can be solved in parallel. The reduction of the number of parameters, with respect to methods based on the full Hessian, justifies the algorithm's performance in terms of faster and more stable convergence [26] . 6 Another interpretation of the approximations introduced for the local Hessian has been suggested by one of the anonymous reviewers. Let consider the generic term of the local Hessian H k :
If we set in this equation:
where λ k is some constant value and δ m,n is the Kronecker simbol, we reconstruct equation (20) . This formula can be also derived from equation (10) in [2] .
IV-Block Recursive Least Squares algorithm (BRLS)
The solution of system (14) The recursive formulation is the well-known Recursive Least Squares of adaptive filter theory [8] and it is based essentially on the use of the QR decomposition [13] in solving system (14) . At the n-th step of the learning procedure the new matrices X k and Y k -∇ Y k E are 'appended' to the matrices originated by the QR decomposition of the preceding iteration. The 'old' and the 'new' information are properly weighted by a forgetting factor λ. The following system is constructed:
Computation of the QR decomposition of the coefficient matrix in (26) gives the matrices Q k (n) and R k (n); the matrix C k (n) is computed by premultiplying by Q k T (n-1) the right-side matrix of (26) at the (n-1)-th step:
Once the QR decomposition of (26) is performed, the new weight matrix W k (n+1) is computed by a procedure of backsubstitution on the upper triangular matrix R k (n) [13] .
The algorithm is initialized by setting C k (1)=0 and R k (0)=diag{ε}, being ε a properly chosen small number.
The QR decomposition (performed with either the Householder transformation or the Givens rotations)
improves the numerical stability and robustness of the algorithm [13] and it is particularly appealing for its implementability on fast parallel hardware architectures [8] . The BRLS algorithm has been used in all simulations; it reduces to the ordinary LS approach by choosing λ=0.
V-Discussion
The main feature of the proposed approach is the possibility of retaining part of the advantages of second-order algorithms while avoiding the computation of the whole Hessian. Each step of the algorithm requires in fact (in the general case of L layers) the solution of L systems like (14) ; therefore the complexity is linear with the number of the layers. This is a considerable saving with respect to a global approach whose cost is quadratic with the total number of weights of the network.
Moreover, while the Hessian may not verify the property of positive definiteness, the matrix of formula (25) is always semi-positive definite and almost always positive definite. This property is important in order to guarantee a descent direction to the algorithm.
Another aspect is the numerical conditioning of the new method. A recent analysis of second-order techniques applied to feedforward neural networks has shown that the Hessian matrix is very often badly ill-conditioned, with condition numbers that may have orders of magnitude of many thousands [3] . In this case a form of regularization is required and the Levenberg-Marquardt seems to be the most reliable and robust technique. With respect to the Levenberg-Marquardt approach, the new method is able to provide very favorable condition numbers (as shown in the experimental results) with lower computational cost. These benefits come also from the reduced number of parameters of the approximated Hessian Φ and its positive definiteness.
The new procedure is characterized by very good numerical stability. The new weights are in fact computed from (14) by using only raw data and without forming any correlation matrix. Working directly on data gives a more stable and robust solution from the numerical point of view (the solution computed from (14) is twice as accurate as the solution computed from (20)) [8] . The numerical stability is enhanced by the use of stable linear techniques, like the QR or the Singular Value Decomposition (SVD) [13] .
Recognizing the neuron space gradient-based technique as a modified Newton's method establishes an explicit connection with the field of the optimization techniques. Moreover, the neuron space approach is general: the possibility of using a direction matrix D k different from the gradient offers in fact potential new tools for the fast learning of feedforward neural networks.
VI-Experimental results
The new algorithm has been tested and compared to backpropagation with momentum [7] in a number of problems. Experimental results are described here concerning the XOR, multiplexer and character recognition problems. The matrix Φ of formula (25) has been compared to the exact Hessian in each 
a)XOR
The parity problem (and in particular the XOR problem or 2-bit parity) is not considered as a fully representative example, since it does not give any information on the capacity of generalization of the network. Anyway it is a hard classification task and in this sense it is used often as a standard benchmark to test new learning algorithms.
The usual net with two hidden units has been used [7] . Table 1 shows the number of converged cases obtained with the BRLS algorithm on 100 runs, while varying the maximum number of presentations.
The new algorithm has been applied using correction factor η ΒRLS =10, forgetting factor λ=0.9 and epoch's length P=4. After 100 presentations (25 epochs) the percentage of convergence is about 55%; it reaches 96% after 150 presentations. Table 2 shows the values obtained by the classical on-line BP algorithm with the same initializations and using learning rate η BP =0.5 and momentum α=0.9, classical choices in literature [7] . Table 3 : cpu times (in seconds) for XOR; ITF=2.99
In fig. 4 the condition numbers k of the Hessian H and of the matrix Φ are shown in a typical case. BRLS is characterized by a better conditioning with respect to approaches based on the Hessian matrix (k(Φ)~9x10 2 , k(H)~4x10 5 at the convergence).
The high condition number of the Hessian is due to the small curvature of the error surface when close to the minimum. The region where k(H) increases rapidly corresponds generally to the steepest portion of the MSE curve. Although both k(H) and k(Φ) are stable at the convergence, k(Φ) reaches its equilibrium value in a faster and smoother manner. 
b)Multiplexer
The multiplexer is another common benchmark for neural network learning algorithms. In this case a network with 6 inputs, 6 hidden units and 1 output has been used. The inputs are 4 data bits and 2 address bits for the selection of the data to be transmitted; the desired output is equal to the input selected. The same values of η ΒRLS , η ΒP , λ and α chosen in the XOR problem have been used, while P=64. The faster rate of convergence and the better conditioning of the new method are confirmed in figs. 6 and 7.
In Table 4 Table 5 : cpu times (in seconds) for character recognition; ITF=5.42
7-Conclusion
In this paper we have presented a generalized learning paradigm for feedforward neural networks. The approach is based on the descent of the ouput error in the space of the linear combinations of each layer.
The descent of the error can be performed with a generic optimization technique; in this work we have implemented a gradient-based scheme (gradient descent in the neuron space). 
