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The entropy of a system gives a powerful insight into its microscopic degrees of freedom, how-
ever standard experimental ways of measuring entropy through heat capacity are hard to apply in
mesoscale and nanoscale systems, as they require the measurement of increasingly small amounts
of heat. This problem calls for radically different measurement methods that do not suffer from
decreasing accuracy with the decreasing size of the system. For nanoelectric devices in the state
of Coulomb blockade, with only two energetically accessible charge states, two purely electric, size-
independent methods of measuring the entropy difference between the charge states have been pro-
posed: through transport properties and charge balance measurements. We suggest a self-consistent
thermodynamic framework for the treatment of entropy in Coulomb-blocked electric nanodevices
which incorporates both existing entropy measurement methods, generalises them, and expands to
systems with arbitrarily complex microstates corresponding to each charge state.
I. INTRODUCTION
Entropy is one of the cornerstones of thermodynam-
ics. Boltzmann’s insight in his namesake equation S =
kB ln Ω is the main source of power of thermodynamics
– a system-independent connection between the micro-
scopic dynamics and macroscopic properties of a system.
However, in the classical realms of thermodynamics, large
Hamiltonian systems with many degrees of freedom, the
number of accessible microstates is so great that entropy
is treated as a state function derived from other state
functions which can be more readily measured, while its
microscopic meaning is largely ignored. As we reduce
the size of the system and with it the volume of its state-
space, individual microstates come into focus and direct
application of Boltzmann’s equation becomes possible.
In this case the knowledge of entropy can yield informa-
tion about the microscopic dynamics of the system in
question from a general thermodynamic point of view.
As experimentally accessible thermodynamic systems be-
come progressively smaller, for example quantum dots
[1, 2] and quantum dot systems, molecules [3–5], single
atoms [6, 7] and individual electron spins [8], the problem
of entropy measurement in such systems presents itself to
the experimentalist. Due to the small size, the number of
available microstates Ω is also small, which is a positive
factor in being able to use the measured value of entropy
to explore the quantum mechanical dynamics of the sys-
tem. On the other hand, the small number of microstates
makes the standard approaches to entropy measurement,
based on the Clausius definition dS = δQ/T increasingly
infeasible. As these methods involve the measurement
of bulk properties, such as heat capacity, they require
measuring heat flows decreasing with the decreasing size
of the system, which limits their accuracy. The mea-
surement of entropy in small systems through heat ca-
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pacity has been performed in various systems: spin-ice
[9], 2D electron gas in GaAs structures [10–12] and frac-
tional quantum Hall states [13, 14], however the search
for methods that do not have an intrinsic size limitation
continues.
II. DEGENERACY EFFECTS IN QUANTUM
TRANSPORT
For the purpose of this paper we will limit the range
of systems of interest to nanoelectric devices in the state
of Coulomb blockade, where only two charge macrostates
are energetically accessible: with N and N + 1 electrons.
In the general case each charge state can contain several
microstates with different energies.
Common examples of Coulomb-blocked systems include
quantum dots [1, 2] and molecular devices in the reso-
nant transport regime [15] and are widely studied. In
the case of a quantum dot, microstates corresponding to
the charge macrostates originate from the degree of free-
dom due to the spin orientation of the electrons.
In the standard case where the charging energy is much
greater than the characteristic thermal energy kBT , the
system occupies the ground state in each of the charge
states and the charge state degeneracy depends on the
parity of the electron number. For an even number of
electrons in the dot all energy levels are fully occupied
and the state is non-degenerate and in the case of an
odd number of electrons the electron on the top energy
level is unpaired and can be either spin-up or spin-down,
which results in two-fold degeneracy of the state. For
molecular devices charge state degeneracy can originate
from orbital degeneracy [16, 17].
Experimental measurements of nanodevices featuring
Coulomb blockade fall into two broad categories – charge
state measurements, where a quantum dot can exchange
electrons with a single lead and the charge state of it
is independently observed, typically by coupling it to a
quantum point contact [18], the conductance of which
ar
X
iv
:2
00
8.
05
74
7v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
13
 A
ug
 20
20
2FIG. 1. Experimental regimes of Coulomb-blocked nanode-
vices: a) A quantum dot is coupled to a thermal bath and
exchanges electrons with it. The charge state of the quan-
tum dot can be independently determined. b) A quantum
dot coupled to two electrodes through tunnel junctions. A
potential difference dV between can be applied between them
and current through the quantum dot is measured.
changes with the charge of the dot (see figure 1a); and
transport measurements, where a quantum dot is coupled
to two electrodes, a potential difference can be applied
between them and current through the dot is measured
(see figure 1b). Degeneracy effects have been observed in
both charge and transport measurement setups.
We assume that the electrodes are ideal thermal baths
with Fermi-distributions and chemical potential µ. As
for all practical applications up to and above room tem-
perature, the Fermi-gas in the electrodes remains highly
degenerate, we put µ = EF and neglect its dependence
on temperature.
The electrostatic energy of the system EC depends on
the charge state and is controlled by the gate voltage
[19]. We also define ε as the excess energy an electron in
the Fermi-bath should have to tunnel into the quantum
dot: ε = EC(N + 1)− EC(N)− µ.
If we look at the charge detection setup: a single quan-
tum dot coupled to a thermal bath, where the only charge
states accessible are those with the dot containing N and
N+1 electrons, the hopping rates of the electrons to and
from the dot depend on the degeneracy of the charge
states [20]:
{
ΓT = γdN+1f(ε)
ΓF = γdN [1− f(ε)] (1)
where ΓT/F are the rate of electron hopping to/from
the quantum dot, f(ε) = 1/(eε/kBT + 1) is the Fermi-
distribution of the bath, γ is a geometric rate factor,
and dN/N+1 is the degeneracy of the charge state with
N/N + 1 electrons.
As the probability for the system to occupy a given
charge state, and with it the time it spends in each state
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FIG. 2. a) The dependence of the mean population of a quan-
tum dot with a non-degenerate exchange level coupled to a
heat bath (solid line) and a two-fold degenerate exchange level
for an odd and even value of N , where the energetically ac-
cessible charge states are N and N + 1. b) The dependence
of the conductance of a single-electron transistor in which the
charge state oscillates between N and N + 1 electrons on the
exchange level. The degeneracies of the exchange level as
above.
depends on the hopping rates:
pN =
ΓF
ΓT + ΓF
pN+1 =
ΓT
ΓT + ΓF
(2)
if the charge state of the system can be measured di-
rectly with high-enough time resolution, the fraction of
the total time the system occupies a given charge state is
equal to tN/tN+1 = pN/pN+1 and contains information
about relative charge state degeneracies. This measure-
ment has been performed in [21]. See figure 2 a) for the
dependence of pN+1 on ε for a non-degenerate level and
two parities of N of a two-fold degenerate level.
A different effect in which charge state degeneracies are
manifested is electronic transport through a single elec-
tron transistor – a quantum dot coupled to two thermal
baths that can have a potential difference between them.
3For a non-degenerate exchange level, the dependence of
the conductance of the device on the energy of the ex-
change level is peaked at the exchange energy level co-
inciding with the chemical potentials of the electrodes
(ε = 0) – see figure 2b). The degeneracy contribution
to the hopping rates (equation 1) causes a temperature-
dependent shift in the peak conductance of a single-
electron transistor predicted in [22] and experimentally
measured in [2]. For a two-fold degenerate exchange level,
which is standard for the spin-degeneracy of electronic
current through a quantum dot εp/kBT = ± ln 2/2,
where εp is the value of ε corresponding to peak con-
ductance and its sign depends on the parity of N . The
conductance curves are depicted on figure 2 b).
Both effects – the conductance peak shift and the charge
state occupation probability depend on the degeneracies
and therefore allow to construct an entropy difference
between the charge states retroactively by extracting rel-
ative degeneracies. However this isn’t a “true” entropy
measurement, as it is based on our assumptions about
the hopping rates and in this form is only applicable to a
single energy level with dN/N+1 degeneracy and expan-
sion to more complex systems, even a quantum dot in a
magnetic field, is not possible, as we artificially construct
entropy utilising our prior knowledge of the system.
In order for a method to be capable of measuring the
entropy difference between the charge states with arbi-
trary dynamics (each charge macrostate can consist of a
number of microstates with different energies), it has to
be be free of any assumptions based on our knowledge
of the system. Such methods have been proposed, on
charge state measurements [23] and conductance peaks
[24]. The former has been proved experimentally for a
quantum dot with and without an external magnetic field
and has also been theoretically expended as a method of
detecting Majorana zero modes [25].
In this paper we investigate the theoretical background
of both measurement methods and show that they can be
included in a more general self-consistent framework as
special cases. Our framework can be applied to potential
new experimental measurement methods.
III. MAXWELL RELATION
The first alternative fully-thermodynamic entropy
measurement method that did not involve the measure-
ment of heat were developed for quantum Hall states
[26, 27] and utilised Maxwell relations to relate the
derivative of entropy to other, more readily measurable
parameters.
The innovation of Hartman et al. [23] was to apply the
same approach to a quantum dot device. Starting from
a Maxwell relation:(
∂µ
∂T
)
N
= −
(
∂S
∂N
)
T
(3)
which allows us to connect the change in entropy with
the number of electrons, the parameter we are most in-
terested in, with a thermal shift in chemical potential µ
without any previous assumptions about the nature of
the system. This demonstrates the power of the thermo-
dynamic approach, however while wielding this power,
we have to treat equation 3 with utmost care. Below, we
look at all the parameters it contains.
A. Temperature
A quantum dot coupled to a thermal bath in a charge-
state measurement experiment is in thermal equilibrium
with the bath and therefore its temperature is well-
defined as the temperature of the bath. In the transport
measurement the system is out of equilibrium, however
as both baths the quantum dot exchanges electrons with
are at the same temperature and we are interested in the
conductance G = (dI/dV )V=0, the process involves in-
finitesimal potential difference and change flow and there-
fore can be considered to be quasistatic. This allows us
to treat the temperature of the quantum dot as equal to
the temperature of both thermal baths.
B. Number of electrons
In the steady state in both experiments the dot re-
ceives and loses electrons one by one and as the charge
state fluctuates between N and N + 1 the only possible
value of ∆N = 1. It is important to note, however, that
∆N = 1 is the fluctuation value. As thermodynamics
works with averaged quantities, we have to use the mean
number of electrons 〈N〉 = pNN + pN+1(N + 1) which is
a function of ε – the exchange energy. As N is constant
for small changes in ε, we define n = 〈N〉 − N = pN+1
the mean excess occupation of the dot, which we will use
as a variable in the Maxwell relation.
This is the main difference of this work from [23]. Note
that n is a continuous variable, unlike the number of elec-
trons on the dot, which has two accessible values.
C. Entropy
In the steady state at any point of time the quantum
dot exists in one of the available charge states and in one
of the microstates corresponding to each of the charge
macrostates. The value of entropy has to represent both
macrostate and microstate uncertainty – the uncertainty
in the charge state of the quantum dot, and uncertainty
in which microstate of a given charge state is occupied.
We introduce a theorem: if a system can occupy k
macrostates with probabilities of occupation pi and each
macrostate in turn has ki microstates with probabilities
4pij , the total Gibbs entropy of this system is
S = Sc +
∑
i
piSi (4)
where Sc is the “coarse” Gibbs entropy of macrostate oc-
cupation Sc =
∑
i
pi ln pi and Si =
∑
j
pij ln pij are the
Gibbs entropies of the microstates. The proof is elemen-
tary from the properties of the logarithm.
In the case of the quantum dot with two macrostates with
the probabilities n and 1 − n corresponding to charge
states with N + 1 and N electrons, the entropy is equal
to:
S = −kB (n lnn− (1− n) ln(1− n)) + (5)
+nSN+1 + (1− n)SN
D. Chemical potential
Defining a chemical potential for a quantum dot, or
any small system, is not trivial. In the standard def-
inition µ = (∂U/∂N)S,V the number of particles N is
assumed to be large enough to be considered a continu-
ous variable. This cannot be applied to small systems, as
the chemical potential changes discontinuously with the
addition of one electron [28].
The definition most commonly used for quantum dots
converts infinitesimal differences in the derivative to fi-
nite differences µ = ∆U/∆N , which equates the chemical
potential of the quantum dot with the difference in elec-
trostatic energy EC(N + 1)− EC . This is an important
parameter characterising the system, however it is not
the classical thermodynamic definition, as the addition
of a particle typically changes the entropy of the system
and in the partial derivative the entropy is taken as con-
stant.
As our quantum dot is in equilibrium with the bath in
respect to particle exchange – there is no mean flow of
electrons to or from the quantum dot, we may take the
chemical potential of the dot to be equal to the chemical
potential of the thermal bath, µ, which is well-defined.
The equality of chemical potentials is a standard condi-
tion for equilibrium regarding particle exchange.
The Maxwell relation calls for (∂µ/∂T )n¯. This is a non-
intuitive parameter, as the chemical potential of the bath,
approximately equal to the Fermi-energy EF stays con-
stant with temperature (for the degenerate Fermi-gas),
while the mean population of the dot changes. How-
ever as the energy dependence of the mean population of
the dot n only includes the combination ε = ∆EC − µ
the requirement of constant n leads to (∂µ/∂T )n =
−(∂ε/∂T )n, which is the term we will use, as ε is the
free variable, while µ is fixed.
E. Resulting equation
Combining the above considerations, we write the
amended Maxwell relation 3 as(
∂ε
∂T
)
n
=
(
∂S
∂n
)
T
(6)
As n depends on the Fermi distribution of the bath
through the hopping rates in equation 1, it depends on
ε/T only in this combination. If we define function F as
this dependence: n = F (ε/T ), then ε/T = F−1(n) where
F−1 is the inverse function. This leads to(
∂ε
∂T
)
n
= F−1(n) =
ε
T
(7)
Substituting this result and the entropy of a two-
macrostate system into equation 6, we arrive at:
ε
T
= kB ln
1− n
n
+ ∆S (8)
where ∆S is the entropy difference between the two
charge states SN+1 − SN . This equation holds true for
any value of ε.
IV. INDEPENDENT PROOF
As transforming the Maxwell relation 3 into equation
8 required several decisions: the use of mean popula-
tion instead of particle number, entropy including charge
state and microstate uncertainty and the non-standard
(in the area) definition of chemical potential, we will
demonstrate that the same result can also be derived di-
rectly from the Gibbs distribution, confirming our initial
ansatz.
We have two charge macrostates, which consist of mi-
crostates with energies
Ei = EC(N
′) + δεi(N ′) (9)
where N ′ can take the values of N or N+1, and δεi(N ′) is
the energy shift of the ith microstate of the N ′th charge
state from the charging energy, which we assume does not
depend on ε. Using the fact that ε = ∆EC −µ, we write
the Gibbs distribution for two charge states separately:
P (N + 1, δεi) =
1
Z
Ω(N + 1, δεi)e
− ε+δεikBT
P (N, δεi) =
1
Z
Ω(N, δεi)e
− δεikBT
(10)
where Ω(N ′, δεi) is the microstate multiplicity, and we
have contracted the dependence of δε on N ′ as each
charge state takes its own microstate energy shifts. And
Z is the partition function, which has the form:
Z =
∑
j
Ω(N + 1, δεj)e
− ε+δεjkBT + (11)
+
∑
i
Ω(N, δεi)e
− δεikBT = ZN + ZN+1e
− εkBT
5where ZN ′ are the macrostate partition functions:
ZN ′ =
∑
i
Ω(N ′, δεi)e
− ε+δεikBT (12)
We can express the mean excess population as:
n¯ =
ZN+1e
− εkBT
ZN + ZN+1e
− εkBT
(13)
As ZN and ZN+1 to not depend on ε due to our prior
assumption, we can solve for it, obtaining:
ε
T
= kB ln
1− n
n
+ kB ln
ZN+1
ZN
(14)
In the general case, the Gibbs entropy of a system in
contact with a heat bath is equal to:
SG =
E¯
T
+ kB lnZ (15)
where E¯ is the mean energy of the state. We calculated
ZN ′ without taking the charging energy into account,
so the mean energy of each macrostate would be the
weighted mean of δεi and equation 14 takes the form:
ε
T
= kB ln
1− n
n
+ ∆S − ∆E¯
T
(16)
If there is no source of additional energy, apart from the
charging energy, present, then ∆E¯ = 0. In addition, if all
δεi  ε, the last term in equation 16 can be neglected,
bringing it to the form of equation 8. If this is not the
case and E¯ 6= 0, this mean energy difference can be taken
as part of ε – the energy required to change the charge
state, even if it is not electrostatic in nature, for instance
in the case of a magnetic field.
V. RESULTS AND DISCUSSION
Unlike the Maxwell relation in Hartman et al., equa-
tion 8 holds true for any value of ε, and connects the
energy level of the quantum dot, typically controlled by
the gate voltage of the device, with the mean population
of the dot in the case of an arbitrary entropy difference
between the charge states. This allows the experimental-
ist to find the entropy difference if the mean population is
known, i.e. using any setup that allows to to determine a
particular value of n, regardless of the value. In addition,
equation 8 can be used in reverse to find the dependence
of occupation probabilities of two charge states of known
dynamics (known entropy difference) on the gate voltage
of the device without applying the rate equation, or when
it cannot be determined, for instance when the levels and
degeneracies are known, but not the hopping rates – see
appendix A.
Finally, we demonstrate that our result agrees with
both previously proposed entropy measurement meth-
ods. Hartman measured the temperature shift of ε corre-
sponding to the charge degeneracy point n = 1/2, which
sets the “coarse” entropy term kB ln(1−n/n) in equation
8 to zero, reducing it to ε1/2 = T∆S. This explains why
their method gave expected results for both a two-fold
degenerate exchange level and a quantum dot in a mag-
netic field.
We show from microscopic considerations (see appendix
B) that the peak in conductance corresponds to the “in-
verse non-degenerate” quantum dot population: n =
1− f(ε). In this case equation 8 takes the form:
ε
T
= kB ln
f(ε)
1− f(ε) + ∆S (17)
which results in εp = T∆S/2, agreeing with both the
theoretical evaluation [24] and the experimental result
of conductance peak shifting by ±kBT ln 2/2 in [2] for a
two-fold degenerate level in a quantum dot.
As both the top-down Maxwell relation approach with
our “thermodynamic” definitions of parameters and the
bottom-up calculation starting from the Gibbs distribu-
tion agree with each other, it serves as further proof that
our choices of entropy, chemical potential and continuous
mean population of the dot are correct for the problem.
VI. CONCLUSION
We have presented a purely thermodynamic treatment
of the question of direct entropy measurement in nan-
odevices exhibiting Coulomb blockade which agrees with
previously proposed measurement methods – peak con-
ductance of the device and charge state degeneracy, de-
riving both from a single equation as special cases. This
shows the possibility of entropy measurement in an inter-
mediate regime between the two, when the charge state is
known. In addition, our results provide further proof of
applicability of the methods to complex quantum systems
characterised by charge states with arbitrary dynamics
and entropy origins, as no microscopic assumptions have
been used.
Arguably more importantly, our treatment demonstrates
the subtlety of applying thermodynamic relations to mi-
croscopic systems and its agreement with previous results
obtained by different methods, both theoretical and ex-
perimental indicates that our application and choice of
parameters was correct. Thus we can hope that we have
provided a simple example, which can be expanded for
use with other microscopic systems with more than two
charge states or detectable macrostates of a different ori-
gin using the same toolkit of the mean population, ther-
mal bath-defined chemical potential and entropy that in-
cludes both microstate and charge state uncertainty.
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Appendix A: Dot population from the Maxwell
relation
The modified Maxwell relation 8 can be used to derive
the dependence of the population of the quantum dot
(or pN+1 and pN ) on the gate voltage, or ε in the case of
known microscopic dynamics of the charge state – known
entropy difference ∆S. A simple example of such a case
is a quantum dot is a quantum dot in a magnetic field,
where ∆S can be detemrined from a standard two-level
problem.
We can find the probability of the additional electron
being present in the system by solving equation 8 for n
with a known ∆S (a property of the system):
n = pN+1 =
1
e
ε−T∆S
kBT
+1
(A1)
This result is reminiscent of the Fermi-distribution agree-
ing with the fact that the mean population of a single
non-degenerate level in equilibrium with a heat bath has
a mean population of f(ε), as any other electron state in
the bath with the energy of ε above Fermi-energy. The
deviation of population from the Fermi-distribution in
the real system are due to the interaction between the
energy states – if one microstate of a given charge state
is occupied, a different one can not be occupied at the
same time. The term T∆S quantifies this deviation.
For a twice-degenerate level with dN + 1 = 2, dN = 1 we
find, using equation A1:
n =
1
1 + e
ε
kBT
+ln 2
=
2e
− εkBT
2 + e
− εkBT
(A2)
which agrees with both the Gibbs distribution for the
two charge states and the result found through the rate
equation for arbitrary degeneracies [2, 29]:
pN+1 =
dN (ΓTL + ΓTR)
dN+1(ΓTL + ΓTR) + dN (ΓFL + ΓFR)
(A3)
Comparing equations A1 and A3 it is evident that the
thermodynamic approach is A1 yields the result in a
simpler way, even though the simple degeneracy of the
charge states is an easy problem for the rate equation
– each of the charge microstates have the same energy
and the same tunnelling rates.
In addition we would like to add that the form of
equation A1 suggests associations with the free energy,
which we will explore in the future.
Appendix B: Proof of peak conductance condition
We look at the conductance of a quantum dot coupled
to two Fermi baths (left and right), assuming that the
microstate contributions δε to the total energy are much
smaller than chemical potential of the dot and do not
depend on it δε  ε – “small degeneracy lifting”. The
hopping rates are:
ΓFR = γF (1− fR(ε))
ΓTR = γT fR(ε)
ΓFL = γF ((1− fL(ε))
ΓTL = γT fL(ε)
(B1)
where Γ(T/F )(R/L) is the rate of electrons hopping
to/from the dot and the process occurring between the
dot and the right/left electrode, fR/L(ε) are the Fermi-
distributions of the right/left electrode (small microstate
spacing means that the hopping rate to each charge state
depends on the electrostatic energy only) and γT/F are
the coefficients accounting for hopping to or from any
of the microstates. The occupation probabilities are the
same as in equation 2, with ΓT/F = Γ(T/F )L + Γ(T/F )R.
The current through the dot in a steady state is equal to
I = ΓTLpN − ΓFLpN+1 = ΓFRpN+1 − ΓFRpN (B2)
If we assume that pN+1 = 1− f(ε), the condition for the
current to be zero at zero bias voltage and temperature
difference is: (
1− f
f
)2
=
γT
γF
= e
2ε
kBT (B3)
Thus, exp(ε/kBT ) =
√
γT /γF and substituting it in the
Fermi-distribution, we get the occupation probabilities:
pN = f =
√
γF√
γT +
√
γF
pN+1 = 1− f =
√
γT√
γT +
√
γF
(B4)
The conductance is equal to:
G =
dI
dV
= ΓFR
pN+1
dV
− ΓFR pN
dV
= (B5)
(B6)
=
γT γF
2
f(1− f)
(γT − γF )f + γF
It can be demonstrated that it does not change in the
first order by df , corresponding to a zero derivative of
conductance.
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