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Reporter: Mr. Gandhi, what do you think of Western civilization?
Gandhi: I think that it would be a very good idea.1
At the risk of ruining a joke by explaining it, let us take a look at
what happens here exactly. The reporter asks Gandhi for his opinion
about something he takes to exist, namely ‘Western civilization’. In-
stead of giving his opinion about Western civilization, however, Gandhi
responds by putting the assumption of its existence into question. For-
mally, we say that the reporter’s utterance presupposes (i.e., takes for
granted) the existence of Western civilization. Gandhi’s response, in
turn, is a case of presupposition cancellation: the presupposition that
Western civilization exists is directly contradicted.
Interestingly, the expression ‘Western civilization’, which gives rise
to—or triggers—the existence presupposition, appears in a sentence
that is in question form. Questions are generally considered entailment-
cancelling constructions, which means that the regular entailments of
an assertive sentence disappear when the sentence is put into question
form. For instance, the question “Is Hillary a suitable presidential can-
didate?” does not entail that Hilary is in fact a presidential candidate,
whereas the statement “Hillary is a suitable presidential candidate”
does entail this. In the example above, however, the implication that
Western civilization exists is not cancelled by the question form; rather,
it functions as a kind of precondition for the interpretation of the ques-
tion, which results in the humorous effect of Gandhi’s answer. This
1From Beatrice Santorini: http://www.ling.upenn.edu/∼beatrice/humor/
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property of presuppositions to survive in entailment-cancelling envi-
ronments is called projection: presuppositions behave as if they project
out of the scope of entailment-cancelling operators, such as questions,
negation, and modal operators (Langendoen and Savin, 1971).
1.1 Projection in Discourse
Presuppositions have been at the center of linguistic debate already
since the works of Frege (1892) and Russell (1905), due to their non-
straightforward interaction with semantic interpretation. Semantic
theories have traditionally been concerned with the propositional con-
tent of language. However, language is used to communicate much
more thanmerely propositions; it may be used to express intentions, de-
sires, demands, assumptions, and emotions, among many other things.
The formal investigation of these functions of language has often been
assigned to the field of Pragmatics, which focuses on “the inter-relation
of language structure and principles of language usage” (Levinson,
1983, p.9). However, this strict division of labor between semantics and
pragmatics is challenged by the observation that ‘pragmatic’ features
of language may interact with semantic interpretation. This is for in-
stance the case for presuppositions: their contribution is ‘pragmatic’
and remains unaffected by semantic operators, but at the same time
it critically affects the truth-conditional interpretation of the sentence
in which it is introduced (Russell, 1905; Strawson, 1950). This means
that a linguistic theory that treats presuppositions as pragmatic con-
tributions should explain how and why this content affects semantic
interpretation; and conversely, a semantic account of presuppositions
should be able to account for the ‘pragmatic’ property of projection.
In this thesis, I will provide a formal semantic analysis of presup-
positions as part of the broader class of projection phenomena, which
also include anaphoric expressions (van der Sandt, 1992) and conven-
tional implicatures (Potts, 2003, 2005). While previous approaches have
mainly treated projection as a deviation from the standardway ofmean-
ing construction, I will propose a unified analysis of projection phenom-
ena and other semantic content based on the notion of information sta-
tus, i.e., how their contribution is related to the unfolding discourse con-
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text. This analysis will form the basis for the development of a robust
formal semantic system, and will be employed in a data-driven analysis
of the behavior of different types of projection phenomena as part of a
larger discourse. Taken together, these results will pave the way for a
more integrated empirical analysis of different semantic and pragmatic
aspects of linguistic meaning.
1.2 Data-driven formal semantics
Few empirical studies exist that investigate the behavior of projection
phenomena in discourse. Themain reason for this is that such empirical
investigations require large resources of semantically annotated texts.
The work presented in this thesis aims to improve upon this situation
by providing a data-driven analysis of the information status of differ-
ent projection phenomena in discourse. The requirement of a large,
semantically annotated resource will be met through the employment
of the Groningen Meaning Bank: a corpus of public domain texts, an-
notated with semantic representations, which was developed as part of
the “Deep Meaning Annotation” project in which I participated.
1.3 About this thesis
The main question that this thesis seeks to answer is: How to formal-
ize, implement, and study the behavior of projection phenomena in dis-
course?—or in more specific subquestions:
(i) A wide range of linguistic phenomena has been attributed the
property of projection, including presuppositions, anaphora and
conventional implicatures. Can we describe these projection phe-
nomena in a unified manner, and formulate a categorization
that demonstrates their differences as well as their similarities?
(Chapter 2)
(ii) Canwe provide a formal semantic representation of thewide range
of projection phenomena, while respecting this unified analysis?
(Chapter 3)
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(iii) What does the formal semantic representation say about the how
and why of the projection behavior of different types of expres-
sions? (Chapter 4)
(iv) What are the practical implications of the semantic formalism?
How can it be worked out as to provide a robust, widely applicable
semantic framework? (Chapter 5 & Appendix A)
(v) Robust, large-scale automatic semantic analysis requires large
amounts of annotated data. How to collect human judgements
about formal linguistic properties, such as projection behavior,
from expert as well as non-expert linguists? (Chapter 6 & Chap-
ter 7)
(vi) What lexical, contextual and semantic features affect the seman-
tic behavior of projection phenomena? Can we use the annotated
data to predict this behavior, based on the proposed formal analy-
sis (and thereby improve automatic classifiers)? (Chapter 7)
This thesis is organized in three parts. The first part provides a general
overview of the literature on presuppositions, anaphora and conven-
tional implicatures, and aims to answer subquestion (i) by presenting a
categorization of these different phenomena (Chapter 2). In the second
part, I introduce ‘Projective Discourse Representation Theory’ (PDRT),
a semantic formalism that extends Discourse Representation Theory
(Kamp, 1981) by providing a uniform treatment of projection phenom-
ena. In this part, I seek to answer subquestions (ii), (iii) and (iv): I first
introduce PDRT and compare it to other analyses of presupposition pro-
jection (Chapter 3), accordingly I describe its implications in particular
for the theory of conventional implicatures (Chapter 4), and finally I
work out all the formal details of the framework based on an implemen-
tation of the formalism (Chapter 5, Appendix A). Part three presents a
data-driven analysis of projection phenomena. I introduce the Gronin-
genMeaning Bank corpus (Chapter 6), and aim to answer subquestions
(v) and (vi) by describing different ways of data collection, and an anal-
ysis of the obtained data in terms of the formal behavior of (a subset
of) the different projection phenomena (Chapter 7). The final chapter
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of this thesis (Chapter 8) provides the general conclusions and sum-
marizes the conclusions of the individual parts, thereby answering the
subquestions defined above. Moreover, this chapter provides directions
for future work within the realms of data-driven formal semantics.
1.4 Publications
Several chapters in this thesis are adapted versions of peer-reviewed
publications:
• Chapter 3: Venhuizen, Noortje J., JohanBos, andHarmBrouwer
(2013b). Parsimonious semantic representations with projection
pointers. In Erk, Katrin and Alexander Koller, editors, Proceed-
ings of the 10th International Conference on Computational Se-
mantics (IWCS 2013) – Long Papers, pages 252–263, Potsdam,
Germany. Association for Computational Linguistics.
• Chapter 4: Venhuizen, Noortje J., Johan Bos, Petra Hendriks,
and Harm Brouwer (2014b). How and why conventional im-
plicatures project. In Snider, Todd, Sarah D’Antonio, and Mia
Wiegand, editors, Semantics and Linguistic Theory (SALT), vol-
ume 24, pages 63–83, NewYork, USA. LSA and CLCPublications.
Moreover, Chapter 5 and Chapter 7 are in the process of submission to
peer-reviewed journals.
Thework in this thesis has inspired the development of the following
software package, and its associated publication (see Appendix A):
• pdrt-sandbox: A Haskell NLP library implementing DRT and
PDRT. Brouwer, Harm and Noortje Venhuizen. Available at:
http://hbrouwer.github.io/pdrt-sandbox/
• Venhuizen, Noortje andHarmBrouwer (2014). PDRT-SANDBOX:
An implementation of Projective Discourse Representation The-
ory. In Rieser, Verena and PhilippeMuller, editors, Proceedings of
the 18th Workshop on the Semantics and Pragmatics of Dialogue










Abstract. The property of projection, i.e., the indifference of se-
mantic content to the syntactic scope of entailment-cancelling op-
erators, has traditionally been associated with presuppositions.
However, over the years the class of projection phenomena has been
extended to incorporate other types of semantic content as well, of
which anaphora and conventional implicatures are themost salient
examples. This unification of different types of expressions into a
single class of projection phenomena aids in the identification of the
unifying constraints underlying the property of projection. At the
same time, however, it obscures any differentiating properties that
caused the classes to be described as separate semantic phenom-
ena in the first place. We describe a classification of projected and
asserted content that captures their commonalities as well as their
differences. The hypothesized classification is based on the notion
of information status, which describes the relation between seman-
tic content and the discourse context in which it is introduced.
2.1 Introduction
The property of projection, i.e., the indifference of semantic content
to the syntactic scope of entailment-cancelling operators, can be il-
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lustrated using the so-called “family of sentences” test (Chierchia and
McConnell-Ginet, 1990):
(1) a. The president of Bolivia is rich.
b. It is not the case that the president of Bolivia is rich.
c. If the president of Bolivia is rich, he is happy.
d. It is possible that the president of Bolivia is rich.
e. Is the president of Bolivia rich?
The sentence in (1a) has at least two implications, namely (i) that there
exists an individual that is the president of Bolivia, and (ii) that this
individual is rich. These implications are affected differently when em-
bedded under sentential operators, such as negation, as in (1b), the
antecedent of a conditional, as in (1c), an epistemic modal, as in (1d),
or when the sentence is put in question form, as in (1e). While the im-
plication that the president of Bolivia exists is also implied by each of
(1b-e), the implication that he is rich is not; in other words, the first
implication projects, while the second one does not.
Traditionally, the property of projection was considered a character-
istic property of presuppositions (such as the implication triggered by
“the president of Bolivia” in the example above). However, this clear di-
chotomy between presuppositional and asserted semantic content was
challenged in twoways; firstly, the homogeneity of the class of presuppo-
sitions was disputed by various studies investigating the behavioral dif-
ferences of different types of presupposition triggers (e.g., Zeevat, 2002;
Spenader, 2002). Secondly, the property of projection was shown not to
be exclusive to presuppositions, but could also be observed for expres-
sions with different semantic properties than regular presuppositions.
In particular, anaphoric expressions project from the same embedded
contexts as presuppositions, but they pose different felicity constraints
on their discourse context, that is, they need an antecedent. Similarly,
Potts (2003, 2005) defined a class of expressions, which he dubbed ‘con-
ventional implicatures’ (CIs; a term adapted from Grice, 1975), with
contained expressions with the same projection properties as presup-
positions, but that make a different contribution to the discourse; while
presuppositions signal established (pre-supposed) information, CIs con-
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tribute novel information. The identification of this broader class of pro-
jection phenomena has inspired efforts to provide a unified analysis of
projection, e.g. in terms of at-issueness (Simons et al., 2010). Critically,
however, a unified analysis of projection phenomena demands for an ex-
planation of the different contributions made by, for instance, presup-
positions and conventional implicatures, that respects their underlying
common nature.
In this chapter, we will make an inventory of the different phenom-
ena that have been considered projection phenomena, focusing on the
three major classes in the literature: presuppositions, anaphora, and
conventional implicatures. We briefly discuss the different analyses
that have been proposed to describe their behavior, and how these relate
to each other. Accordingly, we propose a categorization of projected and
asserted content in terms of their information status, which describes
the relation between the semantic content and the discourse context.
We show that the categorization makes explicit and testable predic-
tions about the differences and similarities between the main classes of
projection phenomena in terms of information status, as well as their
relation to asserted content.
2.2 Projection phenomena
Presuppositions have traditionally been considered the most paradig-
matic cases of projection phenomena. Recently, however, other expres-
sions have been argued to possess this property as well (see, e.g. Simons
et al., 2010; Tonhauser et al., 2013). Below, we describe the three major
classes of projection phenomena found in the literature: presupposi-
tions, anaphora, and conventional implicatures.
2.2.1 Presuppositions
The earliest descriptions of presuppositions date back to Frege (1892),
who focused on definite descriptions, like ‘the president of Bolivia’ in
the example above. He considered these presuppositions to be special
conditions that must be met in order for a linguistic expression to have
a denotation. On Frege’s account, all cases of presupposition failure,
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i.e. falsehood of presupposition, come from a failure of reference. The
implications of such failure have been famously disputed in the Russell-
Strawson debate (Russell, 1905; Strawson, 1950; Russell, 1957; Straw-
son, 1964), illustrated by the following traditional example:
(2) The present king of France is bald.
The debate centered around the question whether this sentence could
be assigned a truth value, given the observation that “the present king
of France” does not exist. Russell (1905, 1957) refused to treat the ex-
istence implication of definite descriptions such as “the present king of
France” as presuppositional, maintaining that a sentence containing
a description that fails to refer results in a false sentence. Strawson
(1950, 1964), on the other hand, argued, following Frege (1892), that
sentences containing such a description lack truth value. Although it is
difficult to reach a final conclusion regarding judgements about whether
a sentence is meaningless or false, the observation that the implications
that were identified as presupposition share the property of projection
is in line with the Fregian/Strawsonian stance, where presuppositions
and assertions impose different constraints on the context.
2.2.1.1 Presupposition triggers
In the vast amount of literature on presuppositions that followed
Frege’s formal introduction of the phenomenon, a wide variety of
linguistic structures has been categorized as presupposition triggers.
These include aspectual verbs (‘to start’, ‘to stop’) and factive verbs
(‘to regret’, ‘to know’), but also cleft sentences (‘It was John who..’), it-
eratives (‘again’, ‘too’), and special intonation patterns (‘JOHN called
Mary’). Table 2.1 shows a non-comprehensive list of lexical items and
constructions that have been dubbed presupposition triggers (see also
Langendoen and Savin, 1971; Soames, 1982; Beaver, 1997; Beaver and
Geurts, 2011; Potts, 2013, for overviews).
This table suggests that presupposition triggers can be roughly cat-
egorized into three types on the basis of the type of presupposition
they trigger: ‘existence-triggers’, ‘prejacent-triggers’, and ‘precondition-
triggers’. Existence-triggers are generally referential expressions that
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Table 2.1: Examples of presupposition triggers
Class Example trigger Presupposition
Definite descriptions the barkeeper existence, uniqueness
Proper names John existence
Possessives his children existence
Quantifiers every existence
Factive verbs to regret, to know truth of prejacent
Manner adverbs quickly, slowly truth of prejacent
Cleft sentences It was John who.. truth of prejacent
Temporal modifiers before, after truth of prejacent
Wh-questions Who called? truth of prejacent
Intonation patterns JohnF called Mary truth of prejacent
Additives also, only precondition holds
Implicature verbs to manage, to fail precondition holds
Iterative expressions again, too precondition holds




presuppose the existence of some entity, such as the definite descrip-
tion ‘the president of Bolivia’ from example (1). In addition to the ex-
istence presupposition, definite descriptions also trigger a uniqueness
presupposition, indicating that the intended referent is uniquely iden-
tifiable (in the current context); i.e., the use of the definite description
‘the president of Bolivia’ suggests that there is only one such person.
In the case of prejacent-triggers, the triggered presupposition depends
on the proposition that is embedded by the trigger. For instance, the
sentence ‘John knows that Mary is in Paris’, which contains a factive
verb, presupposes that Mary is in fact in Paris. Similarly, the question
‘Who called?’ presupposes that someone called. The final set of trig-
gers, which we dubbed precondition-triggers, is somewhat more het-
erogenous, including expressions that in some way impose a precondi-
tion, or requirement on their context. Utterances containing iterative
expressions, such as ‘again’ and ‘too’, for instance, presuppose that the
described event already occurred before, or that someone else fulfills
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the same constraint, as in ‘John went to the party too’, which presup-
poses that someone else went to the party. Sortally restricted predi-
cates, in turn, involve presuppositions about certain sortal properties;
in the case of the adjective ‘bachelor’, it is presupposed that the referent
is male.
As mentioned above, the set of presupposition triggers described in
Table 2.1 is non-comprehensive, nor is it generally agreed upon; differ-
ent classifications may include more triggers, or exclude them. We will
here mainly focus on what Potts (2013) calls semantic presuppositions,
which are triggered by the conventional meaning of specific words and
constructions. This means that from the list of examples in Table 2.1,
the presuppositions triggered by intonational patterns are disregarded.
The wide variety of presupposition triggers has inspired various diver-
sifying approaches, which aim to classify presupposition triggers, for
example according to their presuppositional strength (i.e., weak/soft
versus strong/hard triggers; cf. Karttunen, 1971; Abusch, 2002, 2010),
or according to differences in their projection behavior (see, e.g. Zeevat,
2002; Spenader, 2002).
2.2.1.2 The projection problem
While the property of projection successfully identifies presuppositional
phenomena, it also poses new issues for theories of presupposition, as
it demands an explanation about why some implications project and
under which conditions this happens. Or as Beaver (2001) puts it: pro-
jection is both “the curse and the blessing of modern presupposition
theory” (Beaver, 2001, p.13).
As shown in example (1), the presupposition triggered by the def-
inite noun phrase “the president of Bolivia” projects out of the scope
of entailment-cancelling operators, such as negation, modals and ques-
tions. Now consider (3), where this same implication is not projected,
that is, it is not entailed by the entire sentence.
(3) If Bolivia is a republic, then the president of Bolivia is rich.
Here, we use our world-knowledge to conclude that if Bolivia is not a re-
public, then it doesn’t have a president. So, in this case the presupposi-
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tion that the president of Bolivia exists does not project from outside its
scope, but it is somehow connected to the antecedent of the implication.
The fact that presuppositions in some cases do, and in other cases do not
project has become known as the projection problem of presuppositions
and has inspired a wide range of analyses (see Stalnaker, 1973; Kart-
tunen, 1974; Gazdar, 1979a,b; Soames, 1979, 1982; Heim, 1983, among
many others). The particular case of presupposition cancellation in con-
ditional statements was dubbed the proviso problem by Geurts (1999)
and has elicited a large discussion. Some say that implications like (3)
yield a conditional presupposition, like ‘If Bolivia is a republic, then Bo-
livia has a president’ (Heim, 1983; Beaver, 2001; Schlenker, 2008, 2009,
2011; Singh, 2008). Others explain the fact that the presupposition does
not project in terms of pragmatic inferences about the relation between
the antecedent and the presupposition, also called bridging inferences
(van der Sandt, 1992; Geurts, 1999; Bos et al., 1995; Irmer, 2009).
The projection problem has divided the presupposition literature
into two main approaches: the satisfaction-based approach, which
treats presuppositions as setting a precondition on updating the context
(see, e.g., Karttunen, 1974; Stalnaker, 1974; Heim, 1982, 1983, 1992;
Beaver, 1992, 2001; Chierchia, 1995; Zeevat, 1992; Schlenker, 2007,
2008), and binding and accommodation theory, according to which pre-
suppositions are anaphorically linked to previously established infor-
mation (see, e.g., Soames, 1979; Kripke, 2009; van der Sandt, 1989,
1992; Geurts, 1999). Critically, the latter approach builds upon the idea
that two of the three major classes of projection phenomena (namely,
presuppositions and anaphora) can be described according to the same
principles. We will argue that this analysis can be extended to incor-
porate conventional implicatures, by reformulating the theory in terms
of information status. The close relation between presuppositions and
anaphora, as well as the comparison to conventional implicatures, will
be described in more detail below.
2.2.2 Anaphora
Anaphoric expressions, such as anaphoric pronouns, obtain their inter-
pretation by virtue of the context in which they occur. Just like in the
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case of presuppositions, anaphoric dependencies are not affected by the
scope of entailment-cancelling operators, i.e., the entity referred to by
the anaphoric expression projects. Anaphora behave in different ways,
depending on their direct linguistic context; they may serve as refer-
ring expressions that are used to co-refer with some other referential
expression, called the antecedent, as in (4a), or they may behave like
bound variables, when occurring within the scope of some logical quan-
tifier, as illustrated in (4b) (Quine, 1960; see also King, 2013).
(4) a. John is happy because he passed the test.
b. Every student believes he will get a good grade.
In (4a), the anaphoric pronoun “he” is used to identify an individual that
was introduced in the text before, namely “John”. In (4b), on the other
hand, the pronoun does not refer to some individual that was explicitly
introduced before, but rather functions as a variable that refers to any
individual that is selected by the universal quantifier.
2.2.2.1 Discourse anaphora
Despite their different functional properties, the interpretation of both
anaphoric pronouns shown in example (4) can be described in terms of
some kind of syntactic binding; both the proper name “John” and the
quantifying noun phrase “Every student” provide an appropriate an-
tecedent for anaphoric reference. Interestingly, however, such an anal-
ysis cannot account for the interpretations of the anaphora in (5):
(5) a. Few students passed the test. They were very happy.
b. If a farmer owns a donkey, he feeds it.
The pronoun “they” in (5a) is an example of discourse anaphora. In con-
trast to the examples in (4), the interpretation of “they” in (5a) cannot
be described in terms of syntactic binding due to the fact that the pro-
noun and the antecedent occur in different sentences. Moreover, any
analysis that can account for cross-sentential binding would result in
an interpretation in which ‘few students are such that they passed the
test and were very happy’, which is clearly not the intended interpreta-
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tion of this sentence (Evans, 1977). In a similar manner, the ‘donkey-
sentence’ in (5b), first proposed by Geach (1962), cannot be explained
in terms of quantifier binding, since the existential quantification of “a
donkey” cannot take scope over the pronoun “it”. Linguistic examples
reflecting discourse-level dependencies, as illustrated in (5a) and (5b),
formed one of the major motivations for the development of dynamic
semantics. In dynamic semantics, the meaning of an utterance is con-
sidered to be more than its truth-conditions only; rather, utterances
are viewed as “instructions to update an existing context with new in-
formation, with an updated context as result” (van Eijck and Visser,
2012): in other words, meaning is ‘context change potential’. Various
formalisms have been developed that adhere to this view ofmeaning, in-
cluding File-change semantics (Heim, 1982), Discourse Representation
Theory (DRT; Kamp, 1981; Kamp and Reyle, 1993), Dynamic Predicate
Logic (DPL; Groenendijk and Stokhof, 1991), and Update Semantics
(Veltman, 1991).
Together with Heim’s (1982) File-change Semantics, Kamp’s (1981)
DRT was one of the first fully developed dynamic semantic framework
with an analysis of discourse-level anaphoric dependencies. On this
account, all referential expressions introduce variables that are uns-
electively bound on the discourse level; this means that the variables
introduced by the indefinite “a donkey” and the pronoun “it” in (5a) are
both bound by the same referent, which is introduced in the restriction
of the if-clause.
2.2.2.2 Presuppositions as anaphora
The DRT analysis of anaphora has been shown to be successful in ac-
counting for different sentence- and discourse-level anaphoric depen-
dencies (Kamp and Reyle, 1993; Kamp et al., 2011). Moreover, it has
formed the basis for one of the most influential theories of presuppo-
sition: van der Sandt’s (1992) analysis of ‘presupposition projection as
anaphora resolution’ (also referred to as binding and accommodation
theory) (van der Sandt, 1989, 1992). According to this view, presuppo-
sitions behave like anaphora in that they can anaphorically bind to an
earlier introduced antecedent (see also Soames, 1979; Kripke, 2009).
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This analysis is motivated by the observation that presuppositions and
anaphora have very similar felicity constraints, as illustrated in (6)
(adapted from Beaver and Geurts, 2011).
(6) a. If a farmer owns a donkey, he feeds it.
b. If France has a king, the king of France is bald.
c. #If a farmer doesn’t own a donkey, he feeds it.
d. #If France doesn’t have a king, the king of France is bald.
Both the pronoun ‘it’ and the presupposition that there exists a king of
France can be bound dynamically by the antecedent of the conditional,
as in (6a) and (6b), but are infelicitous when the existence of their an-
tecedent is negated, as in (6c) and (6d). In order to account for these
parallels, van der Sandt (1992) proposes a unified account of presup-
positions and anaphora in the framework of Discourse Representation
Theory (DRT; Kamp, 1981). The main idea is that, like anaphora, pre-
suppositions can bind to (dynamically) accessible antecedents. How-
ever, unlike anaphora, they can occur felicitously in contexts where no
suitable antecedent can be found. For presuppositions, failure to bind
is resolved by creating their own antecedent at an accessible discourse
level; this is called accommodation. In Chapter 3, we will describe
van der Sandt’s analysis in more detail, and propose an extension that
will be aimed at accounting for the larger class of projection phenom-
ena, including conventional implicatures, as described by Potts (2005).
2.2.3 Conventional implicatures
The term ‘conventional implicature’ was first introduced by Grice
(1975), who used it to refer to implicatures that get their meaning by
virtue of the conventional meaning of words. Grice (1975) took the ex-
pressions ‘therefore’ and ‘but’ to be prime examples of triggers for con-
ventional implicatures because their usage commits the speaker to the
conventional meaning of the expression (i.e. implicating consequence
and contrast, respectively). This classification was countered by Bach
(1999), who argued that expressions like ‘but’ and ‘therefore’ cannot
trigger conventional implicatures, because their contribution cannot be
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separated from the main contribution of the utterance. While for Bach
(1999) this reasoning meant doing away with the class of conventional
implicatures as a whole, Potts (2003, 2005) agreed with Grice that some
expressions trigger conventional implicatures that commit the speaker
to the conventional meaning of the expression while being logically in-
dependent of what is said, but defined an entirely new class of expres-
sions triggering such conventional implicatures (CIs, for short).
Potts (2003, 2005) describes conventional implicatures based on a
set of specific criteria: non-cancellability, not at-issueness, scopeless-
ness, and speaker-orientedness. The first two properties are shared be-
tween presuppositions and CIs, while the latter two can be considered
typical to CI content. Non-cancellability means that the implication
is triggered by the conventional meaning of words and therefore can
not directly be denied, in contrast to, for example, conversational impli-
catures. At-issueness is not explicitly defined by Potts, but used “as a
coverterm for regular asserted content (‘what is said’, in Grice’s terms)”
(Potts, 2005, p.24). Potts takes the property of scopelessness (as well as
speaker-orientedness, see below) to distinguish CIs from presupposi-
tions, as CIs are not sensitive to ‘presupposition plugs’, which prevent
presuppositions from being projected (cf. Karttunen, 1973). This is il-
lustrated in (7) (example 4.15 from Potts, 2003).
(7) a. Clinton: The damn Republicans should be less partisan.
b. Bush: Clinton says the damn Republicans should be less
partisan.
Here, the expressive attributive adjective damn triggers a CI that ex-
presses disapproval about the Republicans; in (7a) this disapproval is
ascribed to Clinton, who is also the speaker of the sentence. In (7b), the
CI content occurs within the scope of the propositional attitude verb
says (a presupposition plug), of which Clinton is the subject. Neverthe-
less, the CI content is attributed to Bush, i.e., the speaker of the sen-
tence, illustrating that the CI content necessarily projects to the highest
possible context. This is closely related to the last defining property of
CIs that Potts describes; speaker-orientedness, which means that the
speaker of a sentence containing an (embedded) CI is always committed
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to the CI-content. In fact, Amaral et al. (2007) argue that scopelessness
and speaker-orientedness stem from a single characteristic that can be
described as “a species of indexicality: CIs are generally anchored to
the point of view of the speaker” (Amaral et al., 2007, p.733). Similarly,
Simons et al. (2010) have argued that the former two properties (non-
cancellability and not at-issueness) are also highly related; according
to their analysis, the property of not at-issueness is what causes pre-
suppositions and CIs to project. Their distinction between at-issue and
not at-issue content (similar to the distinction made by Geurts, 2010,
between foregrounded and backgrounded material) is based on the con-
cept of the Question Under Discussion (QUD; Roberts, 1996). The QUD
is a set of alternative propositions that represent the topic of the dis-
course. The goal of the discourse is to resolve this question, and felici-
tous conversational moves are taken to be those that address the QUD.
According to Simons et al. (2010), the projection behavior of presup-
positions, anaphora, and CIs can be explained by the observation that
these expressions do not address the at-issue content of the utterance
in which they occur (i.e., they are ‘not at-issue’). Since operators such
as modals and negation typically target at-issue content, not at-issue
content remains unaffected by entailment-cancelling operators, which
explains their projection behavior.
Potts identifies two classes of CI triggers: supplemental expressions
and expressives. Supplemental expressions are again separated into
two subclasses: supplemental clauses, and supplemental adverbs. The
class of expressives includes expressive attributive adjectives, epithets
and honorifics. The next examples show three different CI triggers:
an appositive construction in (8a) and a supplementary relative in (8b)
(both supplemental clauses), a supplemental adverb in (8c) and an ex-
pressive attributive adjective in (8d) (examples taken from Potts, 2003).
(8) a. Ames, a successful spy, is now behind bars.
b. Ames, who was a successful spy, is now behind bars.
c. Thoughtfully, Ed destroyed the evidence for us.
d. Sue’s dog is really fucking mean.
In order to account for the contribution made by CI content, Potts pro-
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poses a multi-dimensional semantic analysis in which the CI contribu-
tion and the at-issue contribution are analyzed in separate dimensions
ofmeaning. Aswewill see in Chapter 4, however, van der Sandt’s (1992)
analysis of presuppositions as anaphora (formalized in DRT) can be ex-
tended to account for conventional implicatures as well, without intro-
ducing multiple meaning dimensions. This analysis centers around the
idea that CIs, presuppositions, anaphora, and asserted content do not
differ in terms of the type of content that is contributed, but rather in
terms of how their content is related to the unfolding discourse con-
text. That is, the different contributions of these expressions can be ex-
plained within a single meaning dimension, based on the observation
that their content differs in information status. In the next section, we
will describe the differences in information status in more detail, and
propose a classification of semantic content based on this distinction.
2.3 The information status of projected content
In the linguistic literature, information status has mostly been used
to describe differences between referential expressions (Prince, 1981;
Ariel, 1988; Gundel et al., 1993). In its simplest form, the information
status of a referential expression describes whether the entity that it
refers to has already been introduced in the discourse (in which case it
is given), or if the entity is new. Here, we will argue that information
status can be used to describe the differences between the contributions
made by presuppositions, anaphora and conventional implicatures, as
well as their similarities, and their relation to asserted content. More
specifically, we will provide a classification in terms of information sta-
tus that (i) accounts for the differences as well as the similarities be-
tween different classes of projection phenomena, (ii) does not introduce
an inherent distinction between the class of projection phenomena and
the class of asserted content, and (iii) results in testable predictions
with respect to the semantic behavior of the different types of expres-
sions. Before turning to this classification, we first define our notion of
information status in more detail, by describing it as a relation between
semantic content and the communicative context.
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2.3.1 The structure of communication
In order to investigate the information status of projected content, we
need a formal way of defining how information is structured in a com-
municative setting. Following Stalnaker (1970, 1973, 1974), we can de-
scribe a conversation as a situation in which two participants P1 and
P2 both have their own beliefs, as well as a set of shared beliefs that
functions as the common ground for the conversation. Critically, the
two participants may have different conceptions about the propositions
that they take to be part of the common ground. The discourse context is
the subset of the common ground that is part of the current exchange –
either explicitly, by previous mention, or indirectly, for example as part
of the extra-linguistic context. Figure 2.1 shows an illustration of the
interdependence between the beliefs of the participants of a conversa-
tion (B1 and B2), the actual common ground (CG), what both partici-
pants take to be the common ground (CG1 and CG2), and the current
discourse context (DC).
When producing an utterance, the speaker’s goal is for the hearer
to accept the content of the utterance, so that it can be added to the cur-
rent discourse context (and therefore also to the common ground). In
order to provide an informative and coherent contribution, an utterance
by P1 generally contains different types of information, including infor-
mation from P1’s beliefs set (B1), as well as information from–what P1
takes to be–the common ground (C1). These different types of informa-
tion are signalled by the use of different words or lexical constructions;
for instance, definite descriptions signal that their content is available
in the common ground, whereas indefinite noun phrases signal that
their contribution is novel. More generally, we can say that by using a
presupposition trigger, the speaker signals the information to be part
of the common ground, while asserted content signals information that
is new to the hearer (P2). Critically, in case the presupposed content
is not part of the common ground according to the hearer, he/she may
either decide to add—i.e., accommodate—this information to the com-
mon ground, or he/she may not accept it, in which case the communi-
cation fails. Anaphoric expressions, in turn, signal information that
the speaker assumes to be part of the current discourse context. These





Figure 2.1: This figure shows a graphical representation of the setting
of a conversation. The set of beliefs of the two participants are repre-
sented as B1 and B2. CG1 and CG2 represent the sets of beliefs that
P1 and P2, respectively, take to be the common ground, and CG repre-
sents the actual common ground. The discourse context is represented
as DC.
expressions are much harder to accommodate in case the givenness as-
sumption fails, due to the fact that they contain little descriptive infor-
mation. Finally, conventional implicatures (CIs) behave like assertions
in the sense that they signal their content to be new to the hearer. In
addition, however, CIs signal that their contribution is backgrounded
(as opposed to foregrounded), which means that it needs to be added
to the common ground, rather than to the current discourse context.
In this respect, CIs behave like presuppositions, which in the case of
presupposition failure are also added to the common ground.
To summarize, anaphoric expressions signal information that is
given in the current discourse context, and are infelicitous in case
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this requirement is not met. Presuppositions, in turn, signal common
ground-information, and can therefore be used both when the informa-
tion is given in the current discourse context, and when it is new. Im-
portantly, in case the common ground-assumption fails (presupposition
failure), the presupposition is added to the common ground as back-
grounded information (cf. Geurts, 2010). Conventional implicatures
signal new and backgrounded information, i.e., information that is not
part of the discourse context, and needs to be added to the common
ground. In contrast, asserted content signals new and foregrounded
information, which needs to be added to the current discourse context.
2.3.2 Categorizing information status
We can define a classification of semantic content based on the infor-
mation structural notions ‘givenness’ (reflecting whether the content is
given or new relative to the discourse context), and ‘backgroundedness’
(reflecting whether the content is backgrounded, i.e., needs to be added
to the common ground, or foregrounded, i.e., needs to be added to the
discourse context). That is, the classification describes the contexts in
which different types of expressions can be used, based on three types
of information status: (i) givenwith respect to the discourse context, (ii)
backgrounded (i.e., new with respect to the discourse context and added
to the common ground), (iii) foregrounded (i.e., new with respect to the
discourse context and added to the discourse context).
The three types of information status effectively define three dif-
ferent contexts that each affect the acceptability of an expression in a
distinct manner. Hence, we can determine the acceptability of differ-
ent types of expressions across these different contexts. Given a binary
acceptability rating and three types of information status, we predict a
total of 23 = 8 different categories of semantic content, as illustrated
in Table 2.2 (here, the plus-sign ‘+’ indicates that the expression rep-
resented in the row can be felicitously used in the context represented
by the information status in the column). Based on the definition of the
constraints, however, we can eliminate two of these classes in advance.
Firstly, the category describing expressions for which all three types
of information status are unacceptable (class E) is by definition empty,
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Table 2.2: Classes of information status
Class Given New
backgrounded foregrounded
A + − −
B + + −
C + − +
D + + +
E − − −
F − + −
G − − +
H − + +
since the three types of information status together exhaust all the pos-
sible ways in which information can be related to the larger commu-
nicative setting (i.e., any semantic content must by definition be either
given or new with respect to the discourse context, and in case it is new,
it must be either foregrounded or backgrounded). The exclusion of the
second category is due to the hierarchical nature of the described types
of information status (cf. Gundel et al., 1993). Since backgrounded com-
bines properties from both other types of information status, the three
types of information status can be represented as a hierarchical order-
ing: given > backgrounded > foregrounded, where the former two both
involve reference to the common ground, and the latter two both involve
the contribution of novel information. As a result, the class describing
expressions that are acceptable only in case their content is either given
or foregrounded (class C) can be excluded.
In what follows, we describe the properties of each of the six other
classes, and the type of expressions associated with these classes.
Class A: Anaphoric expressions. As described above, anaphoric ex-
pressions are only felicitous in case their content is givenwith respect to
the current discourse context. Because of their low descriptive content,
they are infelicitous in case this requirement is not met.
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Classes B and D: Presuppositions. Presuppositions have often
been differentiated based on differences in ‘presuppositional strength’.
In the literature on presuppositions, this notion has been described in
various ways, for instance by adhering to the cancellability or denia-
bility of presuppositions (see, e.g., Abusch, 2002, 2010; Kadmon, 2001;
Von Fintel and Matthewson, 2008), or by describing different prefer-
ences for the accommodation of presuppositions (van der Sandt, 1992;
Geurts, 1999; Geurts and van der Sandt, 2004). In terms of the latter
account, presuppositions may differ in where they allow their content
to be accommodated; on the global discourse level (i.e., in the common
ground), or locally, as part of the discourse context. Local accommo-
dation means that the presupposition does not project to the sentence-
level, which happens in case it is cancelled or ‘trapped’ (van der Sandt,
1992). Critically, however, not all presuppositions allow local accommo-
dation; proper names, for instance, have a strong urge to be projected to
the common ground, and therefore are not felicitous in contexts where
they are foregrounded (but see Geurts, 1997). This is illustrated in (9).
(9) a. If France is a monarchy, then the king of France is a rich
man.
b. If France is a monarchy, then Louis XIX is a rich man.
In (9a), the existence presupposition triggered by the definite descrip-
tion “the king of France” is locally accommodated (i.e., added to the dis-
course context), because the existence of a king of France is conditioned
on France being a monarchy, which is the restriction introduced by the
implication. In contrast, (9b) does not allow for a reading in which the
existence presupposition of the proper name “Louis XIX” is accommo-
dated locally; the proper name can only be used to refer to some specific
entity in the common ground, despite the fact that “Louis XIX” and
“the king of France” may be used to refer to the same entity. This dis-
tinction between strong presuppositions, which cannot be foregrounded
(i.e., locally accommodated), and weak presuppositions, which can be
both foregrounded and backgrounded, is reflected in the categorization
by the classes B and D.
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Class F & G: Conventional implicatures and Assertions. As de-
scribed above, CIs and asserted content can be distinguished in terms
of the notion of ‘backgroundedness’: while CIs signal novel information
that needs to be contributed to the common ground, i.e., backgrounded
information, assertions signal novel information that needs to be added
to the current discourse context, i.e., foregrounded information.
Class H: Indefinites. The categorization predicts a separate class of
expressions that can introduce both foregrounded and backgrounded in-
formation, but not given information (class F). Interestingly, this fits the
acceptability constraints for indefinite noun phrases, which can be used
either specifically, or non-specifically. On their specific use, indefinites
introduce a specific entity into the common ground (i.e., backgrounded).
On their non-specific reading, on other hand, indefinites introduce a
novel entity into the discourse context. Example (10) illustrates this
seemingly ambiguous nature of indefinites (Kasher and Gabbay, 1976):
(10) Anna wants to marry a Swede.
In this example, the indefinite description “a Swede” can be interpreted
both specifically, and non-specifically. On the non-specific reading, the
sentence states that Anna wants to marry someone, and she wants this
person to be a Swede. On the specific reading, it states that Anna wants
to marry a certain person and that this person is a Swede. In other
words, on the first reading, a novel entity is introduced in the local dis-
course context, i.e., inside the scope of the modal verb “to want”. On
the specific reading, by contrast, the entity described by the indefinite
is added as a referent to the common ground, which means that it is not
affected by the scope of the modal verb; i.e., it is projected. This treat-
ment of the specific reading of indefinites as signalling projection is in
line with the account proposed by van Geenhoven (1998), who describes
specific indefinites as having a strong preference for projection (see also
Geurts, 2010).
Final classification. The final categorization, consisting of six cate-
gories of semantic content, is shown in Table 2.3.
28 Chapter 2. Projection phenomena and information status
Table 2.3: Categorization of projected and asserted content
Class Type Given New
backgrounded foregrounded
A Anaphora + − −
B Strong presuppositions + + −
D Weak presuppositions + + +
F CIs − + −
G Assertions − − +
H Indefinites − + +
2.3.3 Related categorizations
As described in the introduction of Section 2.3, the aim of the classifica-
tion presented in Table 2.3 was to provide a unifying categorization of
projected and asserted content, that makes testable predictions about
the contexts in which the different types of expression can occur. This
relates to a number of other categorizations that have been proposed in
the literature, a large part of which focusses on discriminating between
a subset of these expressions, e.g. providing a fine-grained classifica-
tion of different types of presuppositions (e.g. Zeevat, 1992; Spenader,
2002; Abusch, 2010, amongmany others). Here, we take amore general
approach, on which we aim to describe the unifying and the diversify-
ing properties of a larger class of semantic phenomena, including both
asserted and projected content. In this context, it is interesting to con-
sider two recent classifications in more detail; the first one is proposed
by Potts (2013), and the second one by Tonhauser et al. (2013).
Potts (2013): Backgrounding and Projection. The rough distinc-
tion between presuppositions, CIs and asserted content that follows
from our categorisation is in line with the typology of meaning classes
described by Potts (2013, p.30). Potts characterizes classes of meaning
based on three descriptive properties: ‘conventionality’, ‘background-
edness and ‘projectivity’. Potts’s (2013) notion of backgrounding dif-
fers from ours, as it describes the property of presuppositions to be
presumed ‘mutual public knowledge’ by the speaker. This property is
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very similar to our notion of givenness, which states that presupposi-
tions (like anaphora) can be used to refer to established information,
which may either be part of the discourse context, or part of the com-
mon ground. Potts distinguishes conventional implicatures from asser-
tions on the basis of the property of projection. In our categorization,
the property of projection follows from the acceptability in contexts in
which information is backgrounded or given, since these both involve
a direct reference to the common ground. Therefore, projection does
not need to be incorporated as a separate property. In other words, the
distinctions between the meaning classes proposed by Potts on the ba-
sis of backgrounding and projection, can be described using ‘low-level’
properties that describe how linguistic content is related to its context.
Moreover, these ‘low-level’ properties result in a more comprehensive
classification that incorporates differences between presuppositions, as
well as between indefinite noun phrases and other asserted content.
Tonhauser et al. (2013): Contextual Felicity and Local Effect.
On the basis of the distinction between at-issue and not at-issue con-
tent by Simons et al. (2010), (Tonhauser et al., 2013) propose a taxon-
omy of different projection phenomena. They categorize projection phe-
nomena according to two properties: ‘Strong Contextual Felicity’ and
‘Obligatory Local Effect’. If a projective expression m has the property
of Strong Contextual Felicity, this means that it can only occur in con-
texts in whichm is entailed. In our categorization described above, this
means that the expression can only occur in contexts in which its con-
tent is given. This property allows for distinguishing between anaphoric
expressions on the one hand, and presuppositions and conventional im-
plicatures on the other. The property ofObligatory Local Effect, in turn,
states that when embedded under a semantic operator, such as epis-
temic operators (e.g. “believe”), modals and conditionals, the projected
content is both interpreted locally, and at its projection site. According
to Tonhauser et al. (2013), this property distinguishes between presup-
positions and conventional implicatures, since presuppositions always
contribute their content to the local context of the operator. This is il-
lustrated in (11):
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(11) a. Jane believes that Bill has stopped smoking.
b. Jane believes that Bill, who is Sue’s cousin, is Sue’s brother.
In (11a), the proposition that Bill used to smoke is presupposed by the
use of the presupposition trigger “stop”, and in (11b) the non-restrictive
relative clause triggers the conventional implicature that Bill is Sue’s
cousin. The presupposition in (11a) is necessarily attributed to Jane’s
belief state (in order for Jane to believe that Bill stopped smoking, she
must believe that Bill used to smoke). Moreover, the presupposition
is not projected, since the sentence can be felicitously continued with
a statement that directly contradicts the presupposition (e.g. “. . . but
he’s never been a smoker”). In (11b), on the other hand, the CI con-
tent is not attributed to Jane’s belief state – in fact it cannot be because
this would result in attributing a contradictory belief to Jane (assum-
ing a world in which one cannot be Sue’s brother and Sue’s cousin at the
same time). Tonhauser et al. (2013) explain the difference illustrated in
(11a) and (11b) based on an inherent distinction between presupposi-
tions and CIs; presuppositions are considered to have Obligatory Local
Effect, while CIs do not. However, this distinction is not persistent, and
seems to heavily depend on the different contexts in which the expres-
sions are used. This is illustrated in (12), which is a variant of (11b) in
which the CI is replaced for a presupposition with the same informa-
tional content as the CI.
(12) Jane believes that Sue’s cousin Bill is Sue’s brother.
This example has two readings, one on which the statement that Bill
is Sue’s cousin is considered to be part of Jane’s belief state and one on
which it is not; this corresponds to the ‘de dicto/de re’ distinction (cf.
Quine, 1956). On the de dicto reading, the sentence in (12) attributes
to Jane the somewhat contradictory belief that Bill is both Sue’s cousin
and Sue’s brother. On the de re reading, on the other hand, the ref-
erential expression “Sue’s cousin Bill” rigidly (in the Kripkian sense)
refers to the person about whom Jane believes that he is Sue’s brother.
So, on the latter de re reading the presupposition has no local effect,
while on the de dicto reading it has. Moreover, we can state that on
the de dicto reading the presupposition is not projected, because the ut-
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terance in (12) can be continued with a something like “. . . but Bill isn’t
family of Sue at all”. So, the de dicto reading of (12) (as well the sentence
in (11a)) merely show examples of local presupposition accommodation,
illustrating that what (Tonhauser et al., 2013) call Obligatory Local Ef-
fect is captured in our categorization by the notion of foregroundedness,
which indicates that presuppositions can be accommodated locally (i.e.,
foregrounded), while CIs cannot. Critically, since our categorization de-
scribes the differences between semantic categories in terms of accept-
ability ratings for contexts with different types of information status,
the classification accounts for both the non-projecting reading of pre-
suppositions illustrated in example (11a), and the projecting reading
illustrated in (12).
2.4 Conclusions
Projection phenomena, which include presuppositions, anaphora, and
conventional implicatures, have primarily been studied as constituting
separate dimensions of linguistic meaning. However, such accounts fail
to describe the commonalities underlying (the projection property of)
these phenomena. In this chapter, we therefore proposed a categoriza-
tion that describes the differences as well as the similarities between
anaphora, (strong and weak) presuppositions, CIs, indefinites, and as-
sertions. The categorization is based on the notion of information sta-
tus, which describes whether linguistic content is given, backgrounded,
or foregrounded relative to the current discourse context.
The categorization makes explicit predictions about the different
contexts in which different types of expressions can occur. As such, it
provides an important starting point for an empirical analysis of the
behavior of these different types of meaning, which is the subject of re-
cent work in the field of empirical semantics and pragmatics (see, e.g.
Schwarz, 2015, for a collection of experimental studies of presupposi-
tion). In Chapter 7 of this thesis, we will use a corpus-based approach
to validate (part of) the predictions made by the proposed categoriza-
tion. At the theoretical level, a classification that unifies projective and
non-projective meaning, poses a challenge for formal semantic theories,
in which these phenomena are often analyzed as introducing separate
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dimensions of meaning. In the Chapters 3-5, we will describe an ex-
tension of Kamp’s (1981) Discourse Representation Theory, called Pro-
jective Discourse Representation Theory, that incorporates this unified
analysis of projective and non-projective content by means of an explicit








Toward a formal treatment of
projection∗
Abstract. The influential idea by van der Sandt (1992) to treat
presuppositions as anaphora in the framework of Discourse Repre-
sentation Theory (DRT, Kamp and Reyle, 1993) has inspired a lot
of debate as well as elaborations of his account. In this chapter,
we propose an extension of DRT, called Projective DRT, which adds
pointers to all DRT referents and conditions, indicating their pro-
jection site. This means that projected content need not be moved
from the context in which it is introduced, while it remains clearly
discernible from asserted content. This approach inherits the at-
tractive properties from van der Sandt’s approach to presupposi-
tion, but precludes a two-step resolution algorithm by treating pro-
jection as variable binding, which increases compositionality and
computational efficiency. The result is a flexible representational
framework for a descriptive theory of projection phenomena.
3.1 Introduction
When it comes to presupposition projection, or more general ‘projec-
tion phenomena’, there seems to be some unpleasant friction between
∗Chapter adapted from Venhuizen, Noortje J., Johan Bos, and Harm Brouwer
(2013b). Parsimonious semantic representations with projection pointers. In Erk,
Katrin and Alexander Koller, editors, Proceedings of the 10th International Con-
ference on Computational Semantics (IWCS 2013) – Long Papers, pages 252–263,
Potsdam, Germany. Association for Computational Linguistics
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neat compositional approaches to discourse representation, and empir-
ically driven theories. A case in point is Discourse Representation The-
ory (DRT), in which proper names are treated with a special procedure
in order to account for their availability as antecedent for subsequent
anaphora (Kamp and Reyle, 1993). This behavior is due to the pro-
jective nature of proper names, that is, their existential indifference to
logical operators such as negation and conditionals. In van der Sandt’s
(1992) empirically-driven theory of presupposition projection, formal-
ized in the DRT framework, this discrepancy between compositionality
and empirical soundness becomes very clear: presuppositions are only
resolved in a second stage of processing bymoving them from an embed-
ded context to their context of interpretation. In purely compositional
accounts of DRT, on the other hand, treatment of projection phenomena
is usually simply left out (Muskens, 1996).
The goal of this chapter is to investigate whether van der Sandt’s
idea to treat presuppositions in the sameway as anaphora can be gener-
alized to account for other projection phenomena, such as Potts’s (2005)
conventional implicatures, in a more compositional manner. To this
purpose, we propose a representational extension of DRT, called Projec-
tive DRT (PDRT), that deals with presuppositions and other projection
phenomena without moving semantic material within the representa-
tion. The approach is a simplification of Layered DRT, as proposed by
Geurts and Maier (2003), since presuppositions and asserted content
are treated on the same level. In PDRT, projection is represented by
assigning variables ranging over DRSs, just as anaphora in dynamic
frameworks are dealt with by assigning variables ranging over entities.
This results in semantic representations that are close to the linguis-
tic surface structure, while clearly distinguishing between asserted and
projected content.
This chapter is organized as follows. First, a theoretical background
on projection phenomena in DRT is provided, focusing on van der
Sandt’s (1992) approach to presuppositions. In Section 3.3 we intro-
duce Projective DRT, describing its preliminaries and how it deals with
different types of (projective) content. The interpretation of PDRT is
given via a translation to standard DRT, described in Section 3.4. Fi-
nally, Section 3.5 presents the conclusion and indicates directions for
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future work, describing an ongoing effort to implement PDRT into a
large corpus of semantically annotated texts: the Groningen Meaning
Bank (Basile et al., 2012a).
3.2 Projection in Discourse
Presuppositions have a long history in the formal semantics and prag-
matics literature (see, e.g., Beaver and Geurts, 2011, for an overview).
In this chapter, we focus on a specific representational theory of presup-
positions based on Discourse Representation Theory (DRT; Kamp and
Reyle, 1993).
3.2.1 Discourse Representation Theory
The original motivation for Kamp (1981) to construct a dynamic seman-
tic framework was twofold, as he tried to fill a gap in accounting for
both anaphora resolution and temporal reference. Especially the for-
mer posed an important issue for traditional truth-conditional theories,
as was illustrated by the so-called ‘donkey sentences’ (Geach, 1962).
(1) a. Every farmer who owns a donkey beats it.
b. If a farmer owns a donkey then he beats it.
In these sentences, the pronoun ‘it’ needs to be bound by the (un-
available) antecedent ‘a donkey’, but traditional theories predict a free
variable occurrence instead (e.g., the formal representation of (1a) be-
comes something like: ∀x((Farmer(x) ∧ ∃y(Donkey(y) ∧ own(x, y))→
beats(x, y)), where the last occurrence of the variable y is free). In
the representational framework of Discourse Representation Theory
(DRT, Kamp, 1981; Kamp and Reyle, 1993) this problem is resolved by
means of the introduction of discourse referents into the representation
of the discourse. Each (non-anaphoric) noun phrase introduces a new
discourse referent, which becomes in turn available for the binding of
anaphoric expressions. The set of discourse referents together with a
set of conditions that contain information about these referents, forms
a complete Discourse Representation Structure (DRS). These DRSs can
be represented in a box representation, as illustrated in (2).
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The set of discourse referents (universe) of this DRS consists of the dis-
course referents x and y, and the set of conditions on these referents
is John(x), Mary(y) and loves(x,y). The truthconditions of the DRS are
satisfied if there exists an individual for each discourse referent in the
universe of the DRS, such that the DRS conditions with respect to these
referents are satisfied. I.e. (2) is satisfied if there exist two individuals
such that one is called John and the other is called Mary and the former
loves the latter.
DRSs are recursive structures in that they can embed other DRSs
in their conditions, which are sometimes called subDRSs. Anaphoric
reference in DRT involves creating a relation between the referent in-
troduced by the anaphoric expression and an available antecedent. In-
formally, we can say that available antecedents are those that are in-
troduced in the current DRS, or in a DRS of which the current DRS is a
subDRS. In the case of a logical operator such as implication, the refer-
ents in the antecedent are also available for reference in the consequent.
This is illustrated in (3), where (3a) shows the DRS for a multi-sentence
discourse, and (3b) showsDRT’s solution for the donkey sentences in (1).








b. Every farmerwho owns










In the case of a multi-sentence discourse the interpretation succeeds in-
crementally; first the DRS for the first sentence is constructed, which is
then combined with the information in the second sentence. The refer-
ent that is introduced by the pronoun of the second sentence is linked to
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the referent already introduced by ‘a man’ in the first sentence and the
content of the second sentence is added to the existing DRS, resulting
in the representation shown in (3a). For the donkey sentence shown in
(3b), we see that the scope problems that logical theories ran into are
now resolved, because the introduction of discourse referents precludes
the need for quantifiers.
So, a DRS consists of a set of discourse referents and a set of condi-
tions and can be written as a tuple 〈Uk, Ck〉, where Uk represents the
universe of the DRS andCk the set of conditions. Definition 1 formalizes
the syntax of Discourse Representation Structures (Bos, 2003).
Definition 1 (DRS syntax).
1. If {x1 . . . xn} is a finite set of variables, and {γ1 . . . γm} is a finite
set of DRS-conditions, then the ordered pair 〈{x1 . . . xn}, {γ1 . . . γm}〉
is a basic DRS.
2. If R is a relation symbol for an n-place predicate and x1 . . . xn are
variables, then R(x1, . . . , xn) is a basic DRS-condition.
3. If x1 and x2 are variables, then x1 = x2 is a basic DRS-condition.
4. Every basic DRS-condition is a DRS condition.
5. If B is a DRS, then ¬B, B, and ♦B are DRS-conditions.
6. If B1 and B2 are DRSs, then B1 ∨ B2, and B1 ⇒ B2 are DRS-
conditions.
7. If x is a variable and B is a DRS, then x : B is a DRS-condition.
The semantics of DRSs can be given in terms of a model-theoretic inter-
pretation. This interpretation can be given directly (Kamp and Reyle,
1993) or via a translation into first-order logic (Muskens, 1996). This
property is interesting from both a theoretical point of view and from
a practical perspective, because it permits the use of efficient existing
inference engines (e.g. theorem provers and model builders) developed
by the automated deduction community. The translation to first-order
logic (as given in Bos, 2003) is provided below.
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Definition 2 (Translation (. , .)fo from DRSs to first-order logic).
1. (w, 〈{x1 . . . xn}, {γ1 . . . γm}〉)fo := ∃x1 . . . ∃xn((w, γ1)fo ∧ . . . ∧
(w, γm)
fo)
2. (w,R(x1, . . . , xn))fo := R(w, x1, . . . , xn)
3. (w, x1 = x2)fo := x1 = x2
4. (w,¬B)fo := ¬(w,B)fo
5. (w,B1 ∨B2)fo := (w,B1)fo ∨ (w,B2)fo
6. (w, 〈{x1 . . . xn}, {γ1 . . . γm}〉 ⇒ B)fo := ∀x1 . . . ∀xn(((w, γ1)fo ∧
. . . ∧ (w, γm)fo)→ (w,B)fo)
7. (w,♦B)fo := ∃v(R(w, v) ∧ (v,B)fo)
8. (w,B)fo := ∀v(R(w, v)→ (v,B)fo)
9. (w, v : B)fo := (R(w, v) ∧ (v,B)fo)
3.2.2 Presuppositions as anaphora
In the theory of van der Sandt (1992), presupposition projection is
treated on a par with anaphora resolution. This approach is moti-
vated by the observation that presuppositions and anaphora display
similar behavior, since they both project their content from the scope of
entailment-cancelling operators and show a preference for binding to an
accessible antecedent. Unlike anaphora, however, presuppositions can
occur felicitously in contexts where no suitable antecedent can be found.
In these cases a new antecedent is created at an accessible discourse
level, a process that has been called ‘accommodation’. The framework
used by van der Sandt to implement his theory is DRT. In this account,
each DRS is associated with a so-called A-structure, in which all pre-
suppositions of that DRS are collected. In a second stage of processing,
these presuppositions are resolved by either binding them to earlier in-
troduced discourse referents or accommodating them at a suitable level
of discourse. Presupposition resolution is secured by applying several
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constraints that determine relative preferences between alternative in-
terpretations. These constraints include, for example, that binding is
preferred over accommodation, and that global accommodation is pre-
ferred over local accommodation (see also Geurts, 1999).
An example of the working of van der Sandt’s algorithm is shown
in (4) (the A-structure introduced by the presuppositional content is
indicated by a dashed box). In the unresolved representation in (4a)
the presupposition triggered by the definite description “the cyclist” oc-
curs in the A-structure at the introduction site. In the second stage
of processing, this A-structure is resolved by accommodating the pre-
supposition in the global DRS, resulting in the representation shown
in (4b).














One of the main issues with van der Sandt’s analysis of presuppo-
sitions in DRT is that, after presupposition projection, accommodated
presuppositions and asserted content are indistinguishable. For exam-
ple, in (4b) the accommodated presupposition “the cyclist” is added to
the global context and therefore obtains the same status as the asserted
content introduced by “someone”. Krahmer (1998) argues, following
Kracht (1994), that accommodated presuppositions should maintain
their presupposition-hood because they are interpreted different from
asserted content. For example, falsehood of a presupposition, also
called presupposition failure, makes the sentence in which it occurs un-
defined (as in “The king of France is bald”, where the existence of a king
of France is presupposed), while in the case of falsely asserted content,
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the sentence is simply false (as in “France is a monarchy”). Moreover,
given a compositional approach to semantics, we have to take into ac-
count that accommodated presuppositions may become bound later on,
when more information of the surrounding context becomes available.
This is not the case for asserted content, which implies that at each
stage of processing these types of content should be distinguishable.
In order to resolve this issue, Krahmer (1998) introduces a marker
for presuppositional content, such that presuppositions are accommo-
dated at a higher discourse level as presuppositions, allowing for an in-
terpretation distinct from asserted content. While this increases com-
positionality, the presupposition is still moved away from its introduc-
tion site in case of accommodation, which makes it difficult to retrieve
the linguistic surface structure. This is problematic for applications
such as surface realisation – text generation from semantic representa-
tions – and for the treatment of phenomena that depend on this surface
structure, such as factive constructions and VP-ellipsis. Introducing
yet another marker to identify the introduction site of a presupposition
would clutter the representation and severely reduce readability and
computational efficiency. Another issue with this approach is that re-
cently the property of projection has been associated with a wider range
of linguistic expressions outside of presuppositions (see Simons et al.,
2010, for an overview). An important example are conventional impli-
catures (CIs), as described by Potts (2005). An example of a CI is shown
in (5) (adapted from Potts, 2005).
(5) It is not true that Lance Armstrong, an Arkansan, won the 2002
Tour de France.
The conventional implicature triggered in the appositive (that Lance
Armstrong is an Arkansan), is projected from out of the scope of the
negation, just like the presupposition triggered by the proper name.
However, CIs show a different projective behavior than presuppositions,
since they have a strong resistance against binding to an antecedent.
This is explained by the observation that they intuitively convey ‘new’
information, like asserted content. This preference for accommodation
contrasts with the theoretical assumptions of van der Sandt (1992) and
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Krahmer (1998), who implement accommodation as a repair strategy.
In sum, we need a single representational framework that allows
for a separate treatment of asserted and projected content. An impor-
tant step in this direction is Layered DRT (Geurts and Maier, 2003)
where different types of information are treated on different layers. We
will show that although this representation accounts for the differences
between asserted, presupposed and conventionally implied content, it
fails to capture their similarities and interactions.
3.2.3 Layered DRT
In Layered DRT (LDRT), the distinction between different types of in-
formation is implemented by introducing different layers (Geurts and
Maier, 2003). Each discourse referent and condition is associated with
a set of labels that indicate the layers on which the information is inter-
preted. These layers allow for a distinction between asserted and pre-
supposed content, but also for a separate interpretation of implicated,
indexical and formal content. An example is shown in (6), where the
label p indicates presupposed content, the label a implicates asserted
content and ci indicates a conventional implicature.








This example shows that the different types of content are represented
within a single framework, while being clearly distinguishable through
the labels. The different layers are connected by sharing discourse ref-
erents, indicating the interaction between different types of content.
Since all conditions are indexed with a label, projected material can
remain at its introduction site, because it is interpreted at a separate
layer and therefore it is not targeted by logical operators. The interpre-
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tation of LDRT is defined on the basis of the truth-conditional content
of sets of layers. For example, the presupposed meaning of (6) is true
in the set of worlds in which the individuals called Bill and Mary exist.
The asserted content can only be defined in combination with the pre-
supposed content, representing the set of worlds in which Bill does not
like Mary.
Although LDRT nicely captures the differences and dependencies
between the various types of information, the separation into different
layers comes at a cost. Firstly, it is unclear under which conditions a
new layer is created. According to Geurts and Maier (2003, pp.15–16),
all information that has a “special status” may be put on a separate
layer. However, this may result in abundance of layers that all have
their specific interpretation, which would fail to account for any simi-
larities between phenomena interpreted on different layers. In partic-
ular, the similar felicity conditions for anaphora and presuppositions
described by van der Sandt (1992) and the strong correspondence be-
tween asserted content and conventional implicatures (see, e.g., Amaral
et al., 2007) cannot be captured in a multi-dimensional (multi-layered)
framework.
Secondly, not all material seems to strictly belong to a specific layer.
For example, Maier (2009b) adapts Layered DRT to account for the spe-
cial behavior of proper names and indexicals, which are taken to con-
stitute a special layer for ‘reference-fixing’ content (Maier calls this the
‘kripke-kaplan’ or kk-layer, separating its content from the ‘fregian’ fr-
layer). However, some expressions, such as proper names and third
person pronouns must be allowed to ‘hop’ between layers in order to
account for their different usages (e.g., third person pronouns are regu-
larly used in both deictic and anaphoric constructions). This solution is
criticized by Hunter (2010, 2013), who argues that a relaxation of the
separation between layers seems to defeat their purpose, since appar-
ently they do not represent strictly distinct parts of meaning. Hunter
provides an alternative analysis in which she shows that no extra layer
is needed for indexical content; the behavior of reference-fixing expres-
sions can be accounted for by adding an extra-linguistic context level to
standard DRT, the content of which is determined by the actual state
of the world. This context allows indexicals to pick out a unique object
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in the actual world, without the need for a separate layer of meaning.
The goal of the current chapter is to apply a similar kind of dimen-
sion reduction for projection phenomena, and to show that their behav-
ior can be accounted for within a unidimensional framework. To this
purpose, we develop Projective DRT, which extends standard DRT with
a set of pointers to indicate the accommodation site of linguistic mate-
rial. The framework can be seen as a refinement of Layered DRT, which
integrates a subset of its layers into one and thereby accounts for the
distinction, as well as the similarities between the different phenom-
ena.
3.3 Projective Discourse Representation Theory
Projective DRT (PDRT) is an extension of standard DRT in which each
referent and condition is associated with a pointer to indicate projec-
tion behavior. The basic idea of PDRT is that all projected content is
represented locally, i.e., at the introduction site, and that projection is
signalled by means of pointers that indicate where the content is to
be interpreted. This means that projection is not realised by physi-
cally moving semantic material in the resolution stage, but by setting
a variable equation on pointers and PDRS labels. This representation
stays closer to the linguistic surface structure, and reduces computa-
tional complexity born out of a two-stage resolution mechanism. More-
over, presupposed and asserted (i.e. non-projected) content are clearly
discernible in the representation at each step of composition, while re-
maining subject to the same interpretation mechanism.
3.3.1 Projection as variable binding
In PDRT, asserted and projectedmaterial is treated in the same way, by
associating the content with a pointer to its context of interpretation.
The differences between asserted and projected material arise from the
different contexts they point to. Asserted material gets as pointer the
label of the PDRS in which it is introduced, and is thus interpreted
locally. In the case of projected material, the pointer may refer to the
label of an accessible PDRS (in van der Sandt’s terminology: a PDRS on
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the projection path), or it may be a free variable. As a result, projected
content is interpreted in the appointed PDRS or in the global PDRS in
case the pointer is a free variable. An example is shown in (7), where we
use integers to denote labels and bound pointers, and f for free pointers.

















Each PDRS introduces a label, represented on top of the PDRS, and
all referents and conditions associate with a label via a pointer, repre-
sented with an inverted arrow. If no material is projected, as in (7a), all
material points to the PDRS in which it is introduced (the PDRS labeled
‘1’). In (7b) and (7c), on the other hand, the definite description ‘theman’
triggers a presupposition about the existence of its referent. In PDRT
this is indicated by using a free variable as pointer for the presupposed
material (here, ‘f ’). Free pointers are interpreted as pointing to the out-
ermost PDRS (representing the discourse context), which both in (7b)
and (7c) is the PDRS labeled ‘1’. As a result, the interpretations of (7a)
and (7b) are equivalent, as desired, but on the representational level
they are clearly distinguishable in order to account for their different
compositional properties.
3.3.2 Preliminaries
The vocabulary of PDRT extends the standard DRT language with la-
bels for DRSs and pointers for referents and conditions. A structure
in PDRT (a PDRS) consists of a label φ, a set of projected referents D
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and a set of projected conditions C, resulting in a triple: 〈φ,D,C〉. The
projected referents and conditions are defined as follows:
Definition 3 (Projected referents).
If p is a pointer and d is a discourse referent, then 〈p, d〉 is a projected
discourse referent.
Definition 4 (Projected conditions).
• If p is a pointer and P is an n-place predicate and u1, . . . , un are
discourse referents, then
〈p, P (u1, . . . , un)〉 is a projected condition.
• If p is a pointer and φ and ψ are PDRSs, then 〈p,¬φ〉, 〈p, φ ∨ ψ〉,
〈p, φ→ ψ〉 are
projected conditions.
Furthermore, accessibility between PDRSs and free variables are de-
fined just as in standard DRT (Kamp and Reyle, 1993). Below, when
possible, we will simply refer to the referents and conditions of PDRSs,
instead of projected referents and projected conditions.
In the current implementation, the semantics of a PDRS is provided
via a translation to standard DRT (see Section 3.4). This is computa-
tionally advantageous because of themodel-theoretic properties of stan-
dard DRT, which are interpretable via first order logic (Muskens, 1996).
This means that although in PDRT the movement of projected material
is precluded at the representational level, in the interpretation it will
be moved in order to obtain equivalence to DRT. This way, the theory
inherits some attractive properties from the DRT account to presuppo-
sition, such as its inference mechanisms and predictions with respect
to, for example, the proviso problem (cf. Geurts, 1999). However, the ap-
proach can easily be adapted to incorporate other interpretativemodels,
for example a three-valued logic to account for presupposition failure in
terms of undefinedness (see, e.g., Krahmer, 1998).
3.3.3 PDRS composition
Most presuppositional theories are lexically driven, i.e., based on the
assumption that specific lexical items give rise to presuppositions (so-
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called ‘presupposition triggers’). Therefore, projected material will be
manifested in the lexical semantics of projection triggers. Various au-
thors have proposed a compositional treatment of DRT using basic tools
from Montague Grammar and lambda calculus (Muskens, 1996; Bos,
2003; de Groote, 2006). Compositionality in PDRT is realised by pro-
viding every lexical item with an (unresolved) semantics in the form of
a typed lambda term. In order to combine these unresolved semantics,
a merge operation can be applied that combines two PDRSs into one by
means of merge-reduction (see, e.g., Bos, 2003). In the current frame-
work, we use different types of merge for asserted, presupposed and
conventionally implied material in order to account for their different
compositional properties.
In PDRT, projected material is not interpreted on a different level
than asserted material, it only contributes to the context in a different
way. This is realised by implementing distinct types of merge for as-
serted and presupposed material: assertive merge (+) and projective
merge (∗). Assertive merge between two (unresolved) PDRSs can be de-
fined in the usual way by the union of the referents and conditions.
Additionally, however, the pointers that refer to the merged PDRSs
(i.e., the bound pointers) must be unified with the label of the resulting
PDRS, in order to secure that asserted material is interpreted locally.
The definition of assertive merge operations is shown below. For the
renaming of pointers we use the notation ‘A[x/y]’, which is taken to
represent the set resulting from replacing every instance of y in the set
A by x.












In words, the definition for assertive merge defines the merge of two as-
serted PDRSs as the union of the domains and conditions of the PDRSs,
with the local pointers of the PDRS in the first argument of the merge
(labeled i) replaced by the label of the second argument of the merge
(labeled j).
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Projected material, on the other hand, is not affected by the local
context, but keeps its own pointer, which either refers to its accom-
modation site or is a free variable. Therefore, projective merge only
involves adding the projected referents and conditions to the resulting
DRS, without affecting their interpretation. This results in the follow-
ing definition:












Conventional implicatures, in turn, exhibit yet a different type of
compositional behavior (Potts, 2005). Like presuppositions, CIs project
out of their local context. Unlike presuppositions, however, they can-
not bind to an antecedent, nor accommodate locally (i.e., non-globally).
In PDRT, this is realised by always projecting conventionally implied
content to the outermost context (the “global” PDRS). This way, con-
ventional implicatures receive an interpretation that is in some way
between that of presuppositions and assertions: CIs accommodate at
the highest possible context, while assertions accommodate locally and
presuppositions remain free to indicate binding possibilities. In the
definition for implicative merge, this means that all (bound) pointers of
the conventionally implied content are replaced by a constant, say ’0’,
which always refers to the outermost discourse context. This results in
the following definition:












3.3.4 Projection in PDRT
Next we will show how the different merge definitions are implemented
in the lexical semantics of the linguistic material, resulting in a uni-
fied compositional framework for the representation of asserted con-
tent, presuppositions and conventional implicatures.
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3.3.4.1 Asserted versus projected content
The distinction between asserted content and projected content is
achieved by making use of different merge operations, reflecting the
different ways in how the content is added to the discourse context. As
an example, we look at the lexical semantics of definite descriptions and
indefinites. In order to obtain the representations shown in (7), the in-
definite should be added to the local context and the definite description
should project using a free variable as pointer. This can be achieved by
using different types of merge in the lexical semantics of “a” and “the”.
An indefinite description combines with the local context using an as-
sertive merge, which means that the referent inherits the label from
the merged PDRS and thus becomes asserted content. Definite descrip-
tions, on the other hand, project out of their local context, which can be
achieved using projective merge. The resulting lexical semantics for the
determiners “a” and “the” are shown in (8).
(8) a. “a”: λp.λq.((
i
i← x + p(x)) + q(x))
b. “the”: λp.λq.((
i
i← x + p(x)) ∗ q(x))
The lexical semantics of the indefinite article “a” introduces a discourse
referent in a local PDRS. This PDRS is first combined with a predi-
cate (e.g. a noun like “man”) using assertive merge. The result of this
merge operation is then combined with another predicate (e.g. a verb
like “smiles”), again using assertive merge. This results in a represen-
tation where the indefinite description (“a man”) is interpreted locally
in the PDRS introduced by the rest of the context (“smiles”). For the
definite article “the”, on the other hand, the projective merge is used
to combine the result of the first, assertive merge with the rest of the
context. This means that the definite description keeps its own pointer,
which will either be bound by an accessible PDRS, or become a free
variable in the final representation, indicating accommodation.
Other presupposition triggers, such as pronouns and proper names,
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receive a lexical semantics similar to definite descriptions, using pro-
jective merge. In case a presupposition gets bound, the standard DRT
analysis can be used, introducing an equality relation between the ref-
erent and the antecedent (Kamp and Reyle, 1993). Alternatively, we
can unify the referent with the antecedent, as in van der Sandt (1992).
3.3.4.2 Conventional Implicatures
Potts (2005) defined the class of conventional implicatures on the ba-
sis of a set of specific criteria, including non- cancellability, not at-
issueness, scopelessness and speaker orientation. He roughly catego-
rizes CIs into two groups: supplemental expressions (including appos-
itives, non-restrictive relative clauses –NRRCs– and parenthetical ad-
verbs) and expressives (including expressive attributive adjectives, epi-
thets and honorifics). Potts (2005) presents a multi-dimensional frame-
work in order capture the distinction between CIs and asserted content.
However, there is strong evidence against such a multi-dimensional ap-
proach, as Amaral et al. (2007) argue that there is a strong interaction
between CIs and asserted content and Simons et al. (2010) unify pre-
suppositions and CIs as projection phenomena. Therefore, in Projective
DRT conventional implicatures are treated in the same way as presup-
positions and asserted content, with the peculiarity that CIs always ac-
commodate to the global discourse level. This is realised by projecting
CIs using the implicative merge defined in Section 3.3.3.
Conventional implicatures are often triggered by constructions
rather than lexical items, for example the subordinating constructions
of appositives and NRRCs. In PDRT this is reflected by creating a spe-
cial semantics for the subordinating comma, which projects its second
argument. Because of the directionality of the merge operator, this
means that the subordinating commamust reorder its arguments, such
that the subordinated content is projected. The resulting semantics is
shown in (9).
(9) subordinating comma “,”: λp.λq.(q • p)
An example of the PDRT representation of an appositive is shown in
(10). Note that the pointer of the appositive is ‘0’, which is a constant
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referring to the label of the current global context, here ‘1’. Thus, both
the presupposition introduced by the proper name and the CI intro-
duced by the appositive accommodate to the global discourse context.
The difference is that the pointer of the presupposition (indicated with
‘f ’) remains available for binding, while the pointer of the appositive
will always refer to the most global context.









3.3.5 Comparison with related approaches
As described above, Layered DRT, as proposed in Geurts and Maier
(2003), is a multi-dimensional framework that can account for different
linguistic phenomena within a single representation. Projective DRT
provides a unidimensional treatment for a subset of the phenomena
covered in LDRT, including asserted content, presuppositions and con-
ventional implicatures. The advantage of treating these different phe-
nomena on a single ‘layer’ is that they are not treated as different kinds
of meaning; they merely contribute their content to the context in a dif-
ferent way. A similar endeavour was taken by Hunter (2010, 2013), who
argues for a unidimensional account of indexicals and asserted content.
She proposes a DRT-style analysis in which an extra context is created
for reference-fixing content, which is interpreted relative to the actual
state of the world. This fits neatly within the idea of Projective DRT,
where linguistic expressions are differentiated on the basis of the con-
text the project (‘point’) to, and thus allows for a straightforward ex-
tension along these lines. We will leave an implementation of this and
other extensions of PDRT for future work.
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The account presented here is also related to the work of Schlenker
(2011), who proposes a DRT account in the spirit of Heim (1983). In
his representation, presupposed propositions are indexed with context
variables that explicitly represent local contexts in the logical form. In
this sense, his analysis is in line with approaches that use update se-
mantics (e.g., Zeevat, 1992), because the context variable defines the
context in which the presupposition is interpreted. The anaphoric as-
pect is therefore not in the presupposition itself, but in the context vari-
ables, which can anaphorically refer to accessible contexts. The conse-
quence of this analysis is that accommodation does not imply adding the
presuppositional content to a higher context, but rather interpreting it
within this higher context. So, the interpretation of the presupposi-
tion itself, rather than that of the context in which it is accommodated
is affected. In this respect Schlenker’s approach crucially differs from
Projective DRT, since in PDRT the traditional DRT strategy of adding
presuppositions to their context of interpretation is applied. This allows
for a straightforward analysis of cases of intermediate accommodation,
which are difficult to capture in Schlenker’s account. Moreover, PDRT
allows for a more fine-grained analysis, since each referent and con-
dition is associated with an interpretation site, while Schlenker only
projects complete propositions.
3.4 Translation PDRT to DRT
The semantics of PDRSs can be described via a translation to stan-
dard DRT (Kamp and Reyle, 1993). As described above, PDRT is not
strictly limited to this interpretation and may be extended to incorpo-
rate other interpretation models. We implemented PDRT as part of the
wide-coverage semantic parser Boxer (Bos, 2008), including an auto-
matic translation to standard DRT. Below we only provide a sketch of
the algorithmic translation to DRT, as space limitations do not permit
a description of the full translation.
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3.4.1 Translation procedure
For the translation to DRT we make use of PDRT’s separation of logi-
cal structure and linguistic content. Since each referent and condition
is associated with a pointer to its accommodation site, it is possible to
first separate this content from the embedded PDRS structure and ac-
cordingly project each condition to its appointed site. We assume that
α-conversion is applied to the PDRS in order to make sure that all la-
bels, pointers and referents use unique variables.
For convenience, we here describe the algorithm for translating
PDRSs to DRSs in three steps. In the first step, all accommodation
sites referents and conditions are gathered in separate sets. In the sec-
ond step, the referents and conditions are added to their appointed ac-
commodation site. In the third and final step, the PDRSs in the set of
accommodation sites are combined to form a DRS.
Step 1. We start by creating three empty sets: one for accommoda-
tion sites (Π), one for discourse referents (∆) and one for conditions
(Γ). Starting from a PDRS Φ = 〈ϕ,D,C〉, we define the pointer of Φ
to be a constant: p(Φ) = g, and we add this pointer, together with an
empty PDRS with the label of Φ to Π: Π ∪ 〈p(Φ), 〈ϕ, {}, {}〉〉. All ref-
erents d ∈ D are added to ∆. For the conditions c ∈ C, the base case
is that c contains no embedded PDRSs, i.e., c = 〈p,R(x1, . . . , xn)〉. In
this case c is added to Γ. If c does contain an embedded PDRS, e.g.,
c = 〈p,¬〈l,Dl, Cl〉〉, then a fresh label is created, say l0. This label is
used as a sort of ‘trace’ to indicate where the embedded PDRS was in-
troduced. We add 〈l0, 〈l, {}, {}〉〉 to Π and 〈p,¬〈l0, {}, {}〉〉 to Γ. This way,
the context introduced by the embedded PDRS becomes available as an
accommodation site, and the condition containing the embedded PDRS
is added to the list of conditions. Accordingly, the referents (Dl) and
conditions (Cl) of the embedded PDRS are recursively resolved in the
same manner as described above, with respect to the current ∆, Γ and
Π. This procedure can also be applied for other complex conditions, such
as disjuctions, implications, modal expressions or propositional PDRSs
(e.g., c = 〈p, v : 〈l,Dl, Cl〉〉).
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Step 2. In this step, all referents in ∆ and all conditions in Γ are
projected to an appropriate PDRS in the list of accommodation sites, Π.
For each referent 〈l, u〉 ∈ ∆, this means that if 〈p, 〈l,Dl, Cl〉〉 ∈ Γ, then u
is added to the domain: Dl ∪ u (so without the pointer). Otherwise, the
label occurs free, so u is added to the domain of the outermost PDRS,
which has g as pointer: 〈g, 〈m,Dm ∪ u,Cm〉〉. The same strategy can
be applied for conditions and the process continues until ∆ and Γ are
empty.
Step 3. The last step is to put the accommodation sites in Π (which
now contain all the accommodated material) back together in order to
form a translated DRS. We start with the DRS Φ = 〈D1, C1〉, such that:
〈g, 〈l1, D1, C1〉〉 ∈ Π. This accommodation site is accordingly removed
from Π. Then we check the conditions of Φ for embedded PDRSs. If
such a complex condition is found, e.g. c = ¬〈lc, Dc, Cc〉, then the
embedded PDRS is replaced by the DRS Ψ = 〈Dm, Cm〉, such that:
〈lc, 〈lm, Dm, Cm〉〉 ∈ Π, which is accordingly removed from Π. Then,
the set of conditions Cm of Ψ is again checked for embedded PDRSs.
Once no embedded PDRSs remain, the remainder of the conditions of
the dominating DRS (in this case, Φ) are checked. This recursive pro-
cess goes on until Π is empty. At that point we will have a DRS with all
the projected (and asserted) material at its accommodation site.
3.4.2 Example translation
We now provide an example of the translation procedure explained in
the last subsection. The PDRS is shown in (11a), the desired DRS trans-














c. ∃x∃y(P (x) ∧ ¬Q(y))
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Step 1. We start with three empty sets: ∆, Γ and Π. First, we add
an empty PDRS with the label of the outermost PDRS Φ and a fixed
pointer, say 0, to the set of accommodation sites: Π = {〈0, 〈1, ∅, ∅〉〉}.
We add the referents and simple conditions of Φ to the correct sets:
∆ = {〈1,x〉}; Γ = {〈f,P(x)〉}. Then, we create a fresh label, say 3, and
add an empty PDRSwith the label of the embedded PDRS and the fresh
label as pointer to Π: Π = {〈0, 〈1, ∅, ∅〉〉, 〈3, 〈2, ∅, ∅〉〉}. The condition
with the operator and an empty PDRSwith the fresh label is then added
to Γ: Γ = {〈f,P(x)〉, 〈1,¬〈3, ∅, ∅〉〉}. Finally, we add the content of the
embedded PDRS to the corresponding sets: ∆ = {〈1,x〉, 〈1,y〉}; Γ =
{〈f,P(x)〉, 〈1,¬〈3, ∅, ∅〉〉, 〈2,Q(y)〉}.
Step 2. Now, we simply project each of the elements of ∆ and Γ to the
appropriate PDRS in Π, i.e., to the PDRS that has the pointer of the ref-
erent/condition as label, or to the PDRS with the pointer 0, in case of a
free variable: Π = {〈0, 〈1, {x, y}, {P(x),¬〈3, ∅, ∅〉}〉〉, 〈3, 〈2, ∅, {Q(y)}〉〉}.
Step 3. Finally, we create a DRS Ψ from the accommodation site in
Π that has 0 as pointer: Ψ = 〈{x, y}, {P(x),¬〈3, ∅, ∅〉}〉. We check for
embedded PDRSs in the conditions of Ψ and replace themwith the DRS
from the corresponding element inΠ (matching the pointer to the label).
The result is the following DRS: 〈{x, y}, {P(x),¬〈∅, {Q(y)}〉}〉, which is
exactly the desired DRS shown in (11b).
3.5 Conclusions and future work
In this chapter we presented Projective DRT, and extension of DRT in
which all linguistic material is associated with a pointer to indicate its
accommodation site. This way, semantic material does not need to be
moved or copied at the representational level, as projection is secured by
using free variables as pointers, or by binding the pointers of projected
material to labels introduced by higher level PDRSs. This is in line
with van der Sandt’s (1992) idea to treat presuppositions as anaphora,
since in DRT anaphora resolution is also based on variable binding.
The theory results in a simple and parsimonious representation of dif-
ferent linguistic phenomena, with a unified treatment of asserted con-
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tent, presuppositions and conventional implicatures. Moreover, it al-
lows for compositional construction of discourse structures with pro-
jected content while precluding a two-step resolution algorithm. The
resulting representation structures have a straightforward interpreta-
tion via translation to standard DRT.
Projective DRT can be extended to account for other phenomena,
as well as other interpretation models. For example, we above men-
tioned a possible extension with a special context for indexical content,
as described by Hunter (2010, 2013). Other directions for future work
include the incorporation of phenomena such as factive constructions
and VP-ellipsis with presupposed content in PDRT. A proper treatment
of such phenomena may ask for an extension of the PDRT syntax (for
example, allowing multiple pointers for one condition) or a more elabo-
rate semantics that is not necessarily interpretable via a translation to
standard DRT.
All in all, PDRT provides a transparent and flexible compositional
framework for investigating projection phenomena. The robustness of
the framework has already been put to test through an implementa-
tion into Bos’s (2008) wide-coverage semantic parser: Boxer. Future
work will aim at evaluating and refining the PDRSs produced by Boxer
via an integration into the Groningen Meaning Bank, a large-scale cor-
pus of semantically annotated texts (Basile et al., 2012a). PDRT allows
for a coherent and easy-to-read representation of projection phenom-
ena, since all content appears locally and the representation is there-
fore closer to the linguistic surface structure. This is important for a
proper evaluation of semantic representations, as well as for studying
the behavior of linguistic phenomena. Implementation of PDRT into a
large resource of semantically annotated texts will make an important
contribution to corpus-based investigations into the behavior of projec-
tion phenomena in discourse.

Chapter 4
How and why conventional
implicatures project∗
Abstract. Conventional Implicatures (CIs; in the sense of Potts,
2005) are part of a larger class of projection phenomena. These
phenomena also include presuppositions and anaphora, and can be
described as content that is not at-issue (see Simons et al., 2010).
Despite the shared property of projection, CIs differ from other pro-
jection phenomena with respect to the information status of their
contribution. Presuppositions, for instance, refer to established, or
old information, whereas CIs contribute novel information to the
discourse, like at-issue content. Here, we propose a unidimensional
analysis of CIs and at-issue content, which highlights the similar-
ity in projection behavior of CIs, presuppositions, and anaphora.
This analysis treats CIs as ‘piggybacking’ on their anchor; they in-
troduce an anaphoric dependency on the interpretation site of their
anchor, while at the same time requiring their anchor to refer to a
specific referent in the discourse context. CIs are thus elaborations
on the description of the referent referred to by their anchor. This
analysis of CIs is formalized in Projective Discourse Representa-
tion Theory (PDRT; Venhuizen et al., 2013b), a representational
framework in which the property of projection is accounted for by
∗Chapter adapted from: Venhuizen, Noortje J., Johan Bos, Petra Hendriks, and
Harm Brouwer (2014b). How and why conventional implicatures project. In Snider,
Todd, SarahD’Antonio, andMiaWiegand, editors,Semantics and Linguistic Theory
(SALT), volume 24, pages 63–83, New York, USA. LSA and CLC Publications
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explicitly distinguishing between the introduction and interpreta-
tion site of semantic content. Our formal analysis explains the in-
terpretational differences between CIs, presuppositions, anaphora,
and at-issue content, without stipulating a fundamental distinc-
tion between them.
4.1 Introduction
The property of projection has posed a challenge for semantic the-
ories because of its apparent non-compositional nature. Projection
refers to the indifference of semantic content to the syntactic scope of
its embedding operators, such as negation, implication, modal opera-
tors, and interrogative constructions. Presuppositions have generally
been considered the most paradigmatic class of projection phenomena.
However, since Potts’ redefinition of the class of Conventional Impli-
catures (CIs; Potts, 2003, 2005), interest has shifted toward a broader
class of phenomena that project, including CIs, presuppositions, and
anaphora (see, e.g., Simons et al., 2010). Critically, these projection
phenomena can be differentiated from at-issue content, since they con-
vey backgrounded information. On the other hand, despite their shared
property of projection, presuppositions and conventional implicatures
also exhibit clear differences in terms of their discourse contribution;
while presuppositions signal established, or old information (from the
speaker’s perspective), CIs signal novel information, in the sense that
by using a CI the speaker communicates to the hearer that he is intro-
ducing some additional, backgrounded information that may be new to
the hearer. Consider an example of a presupposition in (1a) and a CI in
(1b).
(1) a. It is not the case that John and his sister went to the party.
b. It is not the case that John, who has a sister, went to the
party with her.
It follows from both (1a) and (1b) that John has a sister, despite the
fact that the constructions that trigger this content syntactically occur
within the scope of a negation operator. In (1a) the possessive construc-
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tion his sister triggers a presupposition, i.e., it is taken for granted that
John has a sister, while in (1b) the appositive construction signals this
same piece of information to be backgrounded but novel. The challenge
for a formal theory of projection phenomena, now, is to account for the
projection behavior of presuppositions and CIs in a unified way, while
appreciating their information structural differences. This is not only
interesting from a theoretical perspective, but also aids practical ap-
proaches to semantic interpretation, such as Information Extraction
(see Karttunen and Zaenen, 2005).
In this chapter, we describe a unified analysis of projection phe-
nomena, formalized in the framework of Projective Discourse Repre-
sentation Theory (PDRT; Venhuizen et al., 2013b). This framework was
specifically developed to deal with the projection behavior of presupposi-
tions, without introducing an extra dimension of meaning (as in Geurts
and Maier, 2003, 2013), or a separate stage of processing (as in van der
Sandt, 1992). Here, we will show that we can account for CIs within
this framework as well, by explicitly incorporating constraints reflect-
ing the information structure of the discourse as part of the semantic
representations of PDRT. The analysis of CIs is based on the observa-
tions that (i) CIs always attach to an anchor, (ii) this anchor refers to
a specific referent in the discourse context, and (iii) CIs project to the
same interpretation site as their anchor.
This chapter is organized as follows: in section 4.2, we first discuss
the projection behavior of CIs, and propose an analysis in which CI pro-
jection is based on discourse anchoring. In section 4.3, we then describe
the semantic framework of PDRT, and show how it can account for the
projection behavior of presuppositions. Next, in section 4.4, the PDRT
analysis is extended to account for CIs, on the basis of the analysis pre-
sented in the previous sections. The coverage of our novel analysis is
discussed in section 4.5, and section 4.6 concludes this chapter.
4.2 The projection behavior of conventional implicatures
CIs were first described by Grice (1975) as referring to implicatures
that get their meaning by virtue of the conventional meaning of words.
Grice took the expressions “therefore” and “but” to be prime examples
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of CI triggers, because their usage commits the speaker to the conven-
tional meaning of the expression (i.e. implicating consequence and con-
trast, respectively). Potts (2003, 2005) agrees with Grice that some ex-
pressions trigger conventional implicatures that commit the speaker
to the conventional meaning of the expression, while being logically
independent of what is said. However, following Bach (1999), he re-
jects “but” and “therefore” as CI triggers. Instead, Potts identifies a
new class of expressions that trigger CIs, which can be categorized into
twomain groups: supplemental expressions, including appositives, non-
restrictive relative clauses (NRRCs) and parenthetical adverbs, and ex-
pressives, including expressive attributive adjectives, epithets and hon-
orifics. Example (2) illustrates some of these CI triggers (from Potts,
2003):
(2) a. Ames, the former spy, is now behind bars. appositive
b. Ames, who stole from the FBI, is now behind bars. nrrc
c. Ames was, as the press reported, a successful spy. as-
clause
d. Fortunately, Beck survived the descent. parenthetical
adverb
e. Frankly (speaking), Ed fled. utterance modifier
f. I hate your damn dog! expressive adverb

























‘Professor Yamada laughed.’ honorific
In each of the examples above, the speaker is committed to the contri-
bution made by the underlined content; for example, the supplemental
in (2b) conveys that Ames stole from the FBI, the expressive in (2f) con-
veys the speaker’s negative attitude toward the addressee’s dog, and the
honorific in (2h) conveys the social status of Professor Yamada relative
to the speaker. Crucially, the CI content contributes novel information
that is backgrounded (i.e., not at-issue), and hence projects.
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4.2.1 CIs, presuppositions, and at-issue content
Most formal analyses of CIs have focused on separating their contri-
bution from at-issue content, e.g., by introducing separate meaning
dimensions (see, e.g., Potts, 2005). Recently, however, converging ev-
idence has emphasized a close interaction between CIs and other types
of content, motivating a unidimensional analysis of CIs and at-issue
content (see, e.g., Nouwen, 2007; Amaral et al., 2007; AnderBois et al.,
2010; Schlenker, 2013; Koev, 2014). AnderBois et al. (2010), for in-
stance, point out that the strong separation between at-issue content
and CIs into different meaning dimensions is challenged by the obser-
vation that various semantic phenomena “cross the meaning boundary”
between these different types of content. In particular, anaphoric de-
pendencies, presuppositions, as well as ellipsis from the at-issue part
of a sentence, can be resolved within the CI, as well as the other way
around. This is illustrated in (3) (from AnderBois et al., 2010).
(3) Johnx, who nearly killed ay woman with hisx car, visited hery in
the hospital.
In this example, the anaphoric expression his that occurs within the CI,
is bound by the (presuppositional) antecedent John, which is introduced
as part of the at-issue content. Moreover, the indefinite a woman, in-
troduced in the CI, serves as the antecedent for the pronoun her, which
occurs in the at-issue part of the sentence. This bidirectional depen-
dency motivates a unidimensional and incremental analysis of CIs and
at-issue content. Critically, such an analysis should capture the simi-
larities between these types of content, as well as their differences.
CIs are similar to at-issue content in terms of the contribution they
make to the discourse, as illustrated in the following example (from
Nouwen, 2007).
(4) a. Jake, a famous Dutch boxer, lives in Utrecht.
b. Jake lives in Utrecht. He is a famous Dutch boxer.
The appositive in (4a) and the second sentence of (4b) make a simi-
lar novel contribution to the discourse (that Jake is a famous boxer).
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However, the difference between the CI contribution and the at-issue
content is that the CI introduces backgrounded information. In this re-
spect, CIs are similar to presuppositions, which by definition contribute
information that is not at-issue, and therefore backgrounded. Presup-
positions differ fromCIs, however, in that they can bind to (dynamically)
accessible antecedents, like anaphora (following van der Sandt, 1992).
CIs do not allow for such binding, since they signal novel content. This
explains why CIs cannot be cancelled, as illustrated in (5) (from Koev,
2014).
(5) a. If Betty slapped Fred, then she regrets that she slapped him.
b. ??If Obama is a socialist, then the President, who is a socialist,
will raise taxes on the rich.
In (5a), the verb regrets triggers the factive presupposition that Betty
slapped Fred, but since the content of this presupposition occurs as
the antecedent of the conditional, the presupposition is cancelled, and
therefore the entire sentence does not presuppose that she slapped him.
In contrast, (5b) shows that a similar ‘cancellation’ of the conventional
implicature (i.e., that the President is a socialist) renders the sentence
infelicitous. The projected content of the CI matches the content of the
conditional statement, just like in (5a), but the CI contribution cannot
be bound by this antecedent. This is because the information that the
President is a socialist is signalled to be novel by the use of the appos-
itive construction, while this information is already contributed to the
discourse by the antecedent of the conditional.
In summary, converging evidence motivates a unidimensional anal-
ysis of CIs and at-issue content. This analysis should account for the
fact that both types of content contribute novel information, contrast-
ing them with presuppositions. On the other hand, the analysis should
also account for the fact that CIs, like presuppositions, contribute back-
grounded information, and hence project. In what follows, we will de-
rive such an analysis, in which CIs project because they ‘piggyback’ on
an anchor. This piggybacking is due to the fact that CIs provide an
elaboration on the referent referred to by their anchor.
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4.2.2 CI projection as anchoring
CIs contribute novel information to the discourse that is not part of
the at-issue content. As such, CIs place two constraints on the context
in which they occur: (i) CIs need to attach their contribution to some
part of the discourse, called an anchor, and (ii) this anchor must be
backgrounded, which means that it must refer to a specific referent in
the discourse. We motivate both of these requirements below.
(i) CIs attach to an anchor. It has been observed before that supple-
mental CIs systematically occur with a syntactic anchor, which allows
them to connect their content to the main contribution of the discourse
(e.g., Del Gobbo, 2003; Nouwen, 2007; Heringa, 2012). Similarly, an an-
tecedent is required for an expressive CI to connect its subjective con-
tent to. This way of discourse anchoring contains a clear element of
anaphoric binding. However, CIs make a different contribution to the
discourse than anaphora proper; whereas anaphora are used to express
identity to their antecedent, CIs contribute novel information about the
anchor. In the examples in (6) (from Potts, 2003), we have highlighted
the anchor of various supplemental and expressive CIs. Note that these
examples only include CIs that have a nominal anchor. We will come
back to the issue of non-nominal anchors in the discussion in section 4.5.
(6) a. Edna, a fearless leader, started the descent.
b. Chuck, who killed a co-worker, is in prison.
c. As the judge wrote, Chuck agreed that the verdict was fair.
d. Every Democrat advocating a proposal for reform says
















In most of these sentences, the anchor can be straightforwardly iden-
tified via syntactic attachment, as in (6a) and (6b), or referential de-
pendency, as in (6d) and (6e). Interestingly, however, the anchor in (6c)
is not the entire proposition that is subordinated by the as-clause, but
rather its subject. This is motivated by the observation that we can
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re-write (6c) as follows:
(6) c′. Chuck, about whom the judge wrote that he agreed that
the verdict was fair, agreed that the verdict was fair.
The as-clause in (6c) makes the same contribution as the supplemental
clause in (6c′), in which the complement proposition (Chuck agreed that
the verdict was fair) is duplicated. Therefore, the CI in (6c) obtains the
same anchor as the supplemental clause in (6c′), namely Chuck, the
subject of the complement proposition.
(ii) The anchor of a CI refers to specific referent. In order to
provide novel information that is not at-issue, CIs must attach to an
anchor that is backgrounded itself. This means that the anchor must
refer to a specific referent that has already been established in the cur-
rent discourse context. To see why this is the case, consider example
(7).
(7) a. John wants to go to a restaurant.
b. John wants to go to a restaurant, which is in the city center.
On the most intuitive reading of (7a), the indefinite a restaurant is in-
terpreted non-specifically (i.e., John wants to go to some restaurant,
but does not have a specific one in mind). Now, if an NRRC is attached
to this indefinite, as in (7b), the non-specific reading disappears com-
pletely (i.e., John now wants to go a specific restaurant, which—by the
way—is in the city center). This is because the CI triggered by the
NRRC signals novel information that is not at-issue, and therefore non-
restrictive. Any novel information that is contributed to a non-specific
referent will, by contrast, be restrictive and hence at-issue, as it helps in
determining the referent within the common ground. Thus, the indefi-
nite in (7b) can only be interpreted specifically, since the supplemental
clause would otherwise contribute restrictive information (as it would
restrict the set of restaurants that John wants to go to). In this case,
the supplemental clause would not be an NRRC and therefore it would
not trigger a CI.
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Now, consider the examples in (6) again. The anchors in (6a-c) are
all proper names, and trigger presuppositions that project out of the
local context, and hence refer to specific referents. Similarly, it follows
from (6e) that the existence of rain, as an object for honoring, is pre-
supposed. Interestingly, however, the indefinite description in (6d) is
still ambiguous between a specific and a non-specific reading; the sen-
tence can be interpreted both as referring to a particular proposal for
reform (a presupposition trigger), or to any proposal for reform. In the
latter case, the CI triggered by the epithet the stupid thing conveys the
speaker’s general characterization of Democratic proposals for reform
as stupid (Potts, 2003, 21). Critically, in this case the anchor of the CI
is non-specific within the global context, while it is specific with respect
to the context in which the CI is introduced; the universal quantifier
introduces an embedded context in which for any specific proposal for
reform it holds that if a Democrat advocates it, he says that the stupid
thing is worthwhile. In other words, within the local context of the CI
trigger, the object referred to by the anchor is specific, since it is intro-
duced in a different, accessible context (namely, in the antecedent of
the conditional triggered by the use of every). This highlights an inter-
esting difference between the classes of supplemental and expressive
CIs. Supplemental CIs always occur within the same context as their
anchors, because they syntactically attach to them. As such, the anchor
of a supplemental CI must project in order to be specific with respect to
the local context. This is illustrated in example (8).
(8) a. It’s not the case that the king of France is bald, because he
doesn’t exist.
b. #It’s not the case that the king of France, who lives in Paris,
is bald, because he doesn’t exist.
The existence presupposition triggered by the king of France cannot be
cancelled in case a CI is attached to the trigger, as in (8b). In contrast,
(8a) shows that the bare anchor does allow such cancellation; this is
because the presupposition can be accommodated locally (i.e., within
the scope of the negation).
Expressive CIs, by contrast, may attach to a non-projecting anchor,
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as long as it is introduced in a non-local, accessible context. In this case,
the referent referred to by the anchor is at least specific with respect
to the context in which the CI is introduced, and therefore the CI is
felicitous.
Putting the pieces together: CIs are piggybacking on their an-
chor. Given that CIs attach to an anchor, which refers to a specific
referent in the discourse context, we can explain the projection behav-
ior of CIs. Since the anchor is established within the current context,
the CI serves as an elaboration on the referent referred to by the an-
chor, and will hence be accessible in the discourse wherever the anchor
is accessible. This means that the CI content is contributed directly to
the context where the referent of the anchor is introduced or accommo-
dated. The CI thus inherits the anchor’s accommodation site; in other
words, the CI is ‘piggybacking’ on its anchor. Here, our analysis clearly
differs from the one proposed by Nouwen (2007), who treats appositives
as introducing an implicit variable that is bound by the anchor. We
make the stronger claim that appositives, and other CIs, not only intro-
duce a discourse anaphoric dependency to their anchor, but also inherit
its accommodation site; they are projection-anaphoric.
Projection-anaphoricity explains the tendency of CIs to project to
the global discourse context; presuppositional anchors introducing spe-
cific referents are often discourse-new, and thus accommodated at the
global discourse context (see Poesio and Vieira, 1998). Importantly,
projection-anaphoricity also explains why in some cases CIs do not
project to the global discourse level. This is illustrated in (9) (fromAma-
ral et al., 2007).
(9) Joan is crazy. She’s hallucinating that some geniuses in Silicon
Valley have invented a new brain chip that’s been installed in her
left temporal lobe [. . . ]. Joan believes that her chip, which she
had installed last month, has a twelve year guarantee.
In this example, the CI triggered by the NRRC does not project to the
global discourse context, since it is clear that the speaker does not want
to convey that Joan actually had a chip installed last month. Note, how-
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ever, that the direct anchor of the CI is a possessive construction (her
chip). This construction triggers a presupposition that is bound (in the
sense of van der Sandt, 1992) to the referent introduced by a new brain
chip, which is also embedded under an epistemic verb (hallucinate).
Thus, the anchor is not accommodated at the global discourse level,
and therefore the CI that is attached to the anchor is not either. Yet,
the fact that the anchor is specific within the local context, allows it to
felicitously occur with a (non-restrictive) CI.
In what follows, we will show that the analysis of CIs as piggyback-
ing on their anchor can be formalized using the framework of Projective
Discourse Representation Theory (Venhuizen et al., 2013b).
4.3 Toward a formal framework of projection
Despite the prevalence of projection phenomena in discourse, semantic
formalisms have mostly treated the property of projection as a devia-
tion from standard meaning construction. Van der Sandt (1992), for
instance, proposes an account of presupposition projection in terms of
anaphora resolution, which he formalizes in Discourse Representation
Theory (DRT; Kamp, 1981; Kamp and Reyle, 1993). On this account,
projection is carried out by means of a two-stage resolution procedure,
in which presuppositions are only resolved after discourse composition
has been completed. In order to eliminate such a post hoc analysis of
projection phenomena, we have recently proposed Projective Discourse
Representation Theory (PDRT; Venhuizen et al., 2013b), an extension
of DRT in which projection is part and parcel of standard meaning
construction. PDRT is a wide-coverage semantic formalism that in-
herits the DRT analysis of a wide range of linguistic phenomena, in-
cluding anaphora and tense (see Kamp, 1981), quantification and plu-
rality (see Kamp and Reyle, 1993), attitude reports (see Asher, 1986;
Zeevat, 1996; Maier, 2009a), and discourse structure (see Asher and
Lascarides, 2003). This wide applicability is underlined by the adop-
tion of PDRT as the formalism of choice in the Groningen Meaning
Bank (GMB), a large-scale corpus of automatically-derived deep seman-
tic representations (Basile et al., 2012a; Bos et al., 2015).
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4.3.1 Projective Discourse Representation Theory
PDRT extends classic DRT by making an explicit distinction between
the introduction and interpretation site of semantic content through
the use of projection variables; all basic structures, called Projective
Discourse Representation Structures (PDRSs), are associated with a la-
bel, and all referents and conditions are assigned a pointer. In a PDRS,
all semantic content occurs ‘in situ’, thereby reflecting the linguistic sur-
face form, and hence the introduction site of the content. The interpre-
tation site, on the other hand, is determined by the pointers, which can
be bound by the label of an accessible PDRS. Critically, the addition of
projection pointers allows us to distinguish between projected and at-
issue content, without introducing separate meaning dimensions (cf.
Layered DRT; Geurts and Maier, 2003, 2013).
Pointers that are bound by the label of the PDRS in which the con-
tent is introduced—the local PDRS—indicate at-issue content. Pro-
jected content, on the other hand, is either indicated by pointers that
are free variables, or by pointers that are bound by the label of some
non-local, accessible PDRS. Accessibility is determined in terms of DRS
subordination, following Kamp and Reyle (1993): (P)DRS k1 is accessi-
ble from (P)DRS k2 iff k1 directly or indirectly subordinates k2. Subor-
dination means that k2 is part of a condition in k1, or k1 serves (directly
or indirectly) as the antecedent of k2. In addition, each PDRS is en-
riched with a set of ‘Minimally Accessible Projection contexts’ (MAPs
for short), which reflect additional constraints on the accessibility of
PDRS contexts, in particular those indicated by free pointers (for a sim-
ilar use of additional accessibility constraints, namely for defining unre-
solved DRSs, see Reyle, 1993, 1995). Together, the classic accessibility
constraints and the MAPs create a partial order over PDRS contexts,
which means that each projected context is accessible from at least one
(sub-)PDRS that is introduced in the discourse. This assures that the
discourse representation remains coherent. Note that the MAPs are
an extension to the definition of PDRSs proposed in Venhuizen et al.
(2013b), which will prove to be a crucial feature for the formalization of
the projection behavior of CIs, described in section 4.4.
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4.3.2 Presuppositions in PDRT
To see how presuppositions are represented in PDRT, consider example
(10). This example shows a simple sentence containing a presupposi-
tion trigger (the proper name Mary), with the corresponding DRS in
(10a) and PDRS in (10b). As illustrated in this example, PDRSs extend
DRSs with projection variables; all PDRS contexts are associated with
a label, denoted by the integer on top of the PDRS boxes, and the ref-
erents and conditions are all associated with a pointer, denoted by the
integer preceding the ‘←’ operator. Finally, the MAPs are shown at the
bottom of each PDRS box.

















In the PDRS in (10b), all at-issue content is associated with a pointer
that is bound by the local PDRS (with label 2), meaning that it should
be interpreted within that context. In contrast, the presupposition trig-
gered by the proper name Mary (namely, that there exists some person
named ‘Mary’) has a pointer that occurs free, since there is no accessible
PDRS that has 4 as its label. This indicates that the presupposition still
needs to be resolved to some appropriate context. The only information
available in this PDRS is that the accommodation site should be acces-
sible from the local PDRS; this is indicated by the constraint ‘2 ≤ 4’ in
the set of MAPs, which means that context 4 is either the same as or
higher than local context 2 in the accessibility chain. On top of the se-
mantic constraints provided by the set of MAPs, pragmatic constraints
may be employed to resolve the accommodation site of projected content.
For instance, provided the pragmatic assumption that global accommo-
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dation is preferred over local accommodation (see van der Sandt, 1992;
Geurts, 1999), we may conclude that the presupposition in (10) will be
resolved to the global context (i.e., the PDRSwith label 1); this results in
an interpretation that is equivalent to the DRS shown in (10a). Despite
this interpretational equivalence, it should be noted, however, that the
PDRS provides a richer representation than the DRS; in contrast to the
DRS resulting from van der Sandt’s (1992) analysis of presupposition
projection, presuppositions remain discernible from at-issue content in
the PDRS (namely, on the basis of their pointer).
Moreover, in contrast to the DRS representation, the PDRS repre-
sentation directly corresponds to the linguistic surface form, as the pre-
supposition trigger Mary syntactically occurs within the scope of the
negation. This congruity between form and meaning representation
facilitates the compositional construction procedure, since no seman-
tic content needs to be moved within the representation, as in van der
Sandt’s (1992) account. Instead, at-issue and projected content behave
compositionally the same (in the sense of Muskens, 1996), except for
their pointers; during composition, the pointers of at-issue content re-
main bound by the local context, whereas the pointers of projected con-
tent are free variables, which may remain unbound, or become bound
later on during discourse construction (for a more elaborate description
of this compositional construction process, see Venhuizen et al., 2013b,
2014a).1
4.4 Implementing the projection behavior of CIs
PDRT enriches DRT with an inherent treatment of projection, which
has been shown to provide a parsimonious account of presupposition
(Venhuizen et al., 2013b). In what follows, we will show that PDRT can
1We have implemented PDRT (and classic DRT) as a Haskell library,
called pdrt-sandbox. This library incorporates machinery for represent-
ing PDRSs and DRSs, translations from PDRT to DRT and first-order
logic, composition via different types of merge, and the definition of unre-
solved structures using Montague Semantics. pdrt-sandbox is available at:
http://hbrouwer.github.io/pdrt-sandbox/.
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also account for the projection behavior of conventional implicatures, by
implementing the analysis of CIs as piggybacking on their anchor.
4.4.1 CI anchoring in PDRT
The MAPs of a PDRS impose accessibility constraints on projected con-
texts. Presuppositions pose minimal constraints on their accommoda-
tion site, requiring only that it is accessible from their introduction site.
This is formalized using the weak subordination constraint (p1 ≤ p2),
which means that PDRS context p2 is either the same as p1 or resolved
to some higher context that is accessible from p1, thereby licencing lo-
cal, global and intermediate interpretations of presuppositions (in line
with van der Sandt, 1992; Geurts, 1999). Critically, MAPs can also
place stronger constraints on contextual accessibility: strict subordina-
tion (p1 < p2) indicates that p2 is accessible from p1, but not identical
to it, and identity (p1 = p2) indicates that p1 and p2 refer to the same
projection context. We can use these latter constraints to account for
the projection behavior of CIs.
CIs provide a backgrounded elaboration on the description of the
referent referred to by their anchor. As such, they depend on the inter-
pretation site of this referent. To capture this dependency in terms of a
MAP constraint, identity is required between the interpretation site of
the CI and that of its anchor. Moreover, as CIs require their anchor to be
specific, they constrain their own interpretation site, and thereby that
of their anchor, to be non-local with respect to their introduction site;
this assures that the referent referred to by the anchor is established
with respect to the introduction context of the CI. This constraint can
be formalized by requiring the interpretation site of the CI to strictly
subordinate its introduction site.
Example (11), which shows the PDRS for example (4a) above, illus-
trates this PDRT representation of CIs.2 In this example, like in (10),
the presupposition (triggered by the proper name Jake) is associated
with a free pointer, which is related to its introduction context via weak
subordination (1 ≤ 2). The CI triggered by the nominal appositive (a fa-
2For reasons of brevity, the CI content and the at-issue content are represented
as a single condition.
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mous boxer) is also assigned a free pointer. The pointer of the at-issue
content (lives in Utrecht), by contrast, is bound by the local context.
Critically, the CI also introduces the two aforementioned accessibility
constraints. First, the interpretation site of the CI strictly subordinates
its introduction context (1 < 3), and secondly, the interpretation site of
the CI is equated with the interpretation site of its anchor (3 = 2). In
this way, the CI indirectly constrains the interpretation site of the an-
chor. Since the CI requires identity to the interpretation site of the
anchor and projection, the presupposition triggered by the anchor can
only be accommodated non-locally (thus, the MAP constraint 1 ≤ 2 is
strengthened to 1 < 2).







1 ≤ 2 1 < 3 3 = 2
It should be noted that the MAP constraints in (11) cannot be sat-
isfied within the current discourse representation. This is the case be-
cause the CI requires a non-local context to accommodate to (1 < 3), but
no such context is available in this representation. Nonetheless, the
PDRS shown in (11) is felicitous. This is because PDRSs (like DRSs)
are considered a partial representation of the discourse; they will be
interpreted with respect to some larger model, in which the unresolved
presuppositions can be verified (see Kamp and Reyle 1993; see also the
analysis of indexicals proposed by Hunter 2013, where an additional
global DRS is introduced to which indexical expressions accommodate).
4.4.2 Predicting CI infelicity in PDRT
The MAP constraints introduced by CIs generate straightforward pre-
dictions about CI (in)felicity. Example (12), for instance, shows that
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the constraints predict infelicity when a CI occurs with a non-specific
anchor (from McCawley, 1998).
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In this example, the non-specific anchor is locally accommodated. As a
consequence, its interpretation site is the same as the local context of
the CI. This leads to a contradiction within the accessibility constraints;
the constraints introduced by the CI simultaneously require the CI to
project out of its local context (strict subordination; 2 < 4), and its in-
terpretation site to be equal to that of its anchor (identity; 4 = 2). These
constraints (2 < 4 and 4 = 2) cannot be simultaneously satisfied, and
therefore the PDRS is infelicitous.
The PDRT analysis also predicts that CIs cannot be cancelled. This
is illustrated in (13), which shows the PDRS for example (5b) from
above. In this example, the presupposition triggers Obama and the
President, introduced in respectively the antecedent and the consequent
of an implication, refer to the same entity. This is reflected by the fact
that these conditions affect the same referent and are assigned the same
pointer.3 As such, the contributionmade by the CI (that the president is
a socialist) is the same as the contribution in the antecedent of the im-
plication (that Obama is a socialist). This equivalence renders the an-
tecedent of the implication void (i.e., not locally informative; cf. van der
3In PDRT, uniqueness of referents is determined on the basis of their pointer,
whereas in DRT it is determined on the basis of their introduction site. Therefore,
referents may be introduced more than once in PDRT, which is not allowed in DRT
due to ambiguous binding. See Venhuizen et al. (2014a) for details.
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Sandt, 1992). This is because the identity constraint (6 = 5) introduced
by the CI forces the CI content to project out of the consequent to the
interpretation site of its anchor. As a result of this piggybacking, the
content contributed by the antecedent is already established within the
context in which it is introduced; this is because the MAP constraint in
the antecedent (2 ≤ 5) indicates that the interpretation site of the CI
content is accessible from the antecedent’s local context. Hence, be-
cause CIs piggyback on their anchor, they cannot be cancelled unless
their anchor is also cancelled. In (13), the latter is not the case, and the
example is therefore infelicitous.
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4.4.3 Expressive CIs and speaker-orientedness
In Potts’ (2005) redefinition of the class of CIs, a central property of CIs
is speaker-orientedness. The importance of this property is particularly
emphasized in the analysis of expressive CIs, which contribute an opin-
ion (the speaker’s, in most cases) to the at-issue content of a sentence.
In PDRT, the attribution of subjective attitudes is a pragmatic process,
driven by context; both the possible belief-bearers and the polarity of
their beliefs are derived by pragmatic inferencing and the application
of world knowledge. This is exemplified by (14) (adapted from Kratzer,
1999), where the choice of verb affects to whom the subjective content
of the epithet (that bastard) is contributed.
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(14) a. Father said he would not allow me to hit that bastard Web-
ster.
b. Father said he would not allow me to marry that bastard
Webster.
In (14a), the verb hit suggests a negative attitude of the speaker toward
the person named ‘Webster’, and therefore world knowledge will tell us
that the speaker is the most likely bearer of the (negative) subjective
content triggered by the CI (that bastard). In contrast, this same sub-
jective content will most likely be attributed to the father in (14b), since
the speaker’s attitude toward Webster seems to be positive; the context
created by the verb marry suggests that the speaker wants to marry
Webster.
Pragmatics-driven subjectiveness can be implemented in PDRT by
exploiting the unresolved nature of free pointers in the model-theoretic
interpretation. In the model-theoretic interpretation of classic DRT
(see, e.g., Kamp, 1981; Kamp andReyle, 1993; Kamp et al., 2011), a DRS
is considered a partial model, representing the information conveyed by
an utterance. In order to determine the truth-conditional interpreta-
tion of this DRS, the partial model needs to be embedded in a total
model. This embedding is done via an embedding function that maps
the set of discourse referents in the universe of a DRSK, onto elements
in the domain of a total modelM . This mapping is done in such a way
that all conditions of K are verified in M (with respect to some world
w). A model-theoretic interpretation of PDRT can be constructed in a
similar way. However, the embedding function for PDRSs needs to have
proper machinery for dealing with projection variables. Content associ-
ated with bound projection variables should be interpreted in its bind-
ing context. Content associated with free variables, on the other hand,
still has an undetermined interpretation site, and should be resolved to
an appropriate context, on the basis of the semantic constraints in the
MAPs, and potential additional pragmatic constraints. One possible in-
terpretation site for unresolved content is the global discourse context,
which reflects the common ground of the speaker and hearer. Alterna-
tively, unresolved content may be interpreted in a subjective discourse
context, which provides a means of dealing with speaker-orientedness
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in PDRT.
Speaker-orientation is formalized in PDRT by assigning each dis-
course agent (e.g., the speaker, the hearer, and possible other individu-
als introduced in the discourse) a subjective modelMs, which describes
the current state of affairs in the world, as believed by that agent. Crit-
ically, this subjective model may or may not coincide with the actual
state of affairs in the world, which is represented in the truthmodelMT .
Pragmatic constraints determine whether subjective content associated
with a free pointer should be verified with respect to a discourse agent’s
subjective model Ms, rather than with respect to the truth model MT .
If this is the case, verification of the entire utterance with respect to
the truth model MT entails that this subjective content only needs to
be verified with respect to the subjective modelMs. Provided this anal-
ysis, we can represent the subjective sentence from example (14) as the
PDRS shown in (15).
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In this example, there are two relevant discourse agents that may ex-
press their subjective beliefs: the speaker and the father, which are
associated with subjective models MS and MF , respectively. To verify
the truth of the entire utterance with respect to a truth modelMT , the
subjective content expressed by the CI (that bastard), which is associ-
ated with a free pointer, should be verified with respect to either MS
(in case of the verb hit) orMF (in case of marry). In (16), the subjective
model with respect to which the subjective CI content is interpreted,
is indicated by means of the subscript (S or F ) attached to the free
pointer. These ‘subjective’ projection variables are tuples of pointers
and subjective models (e.g., 〈7, S〉 or 〈7, F 〉), that inform the embedding
function with respect to which model the subjective content should be
interpreted.
In summary, speaker-orientedness is dealt with at the pragmatic,
rather than the semantic level in PDRT. This explains the context-
dependency of the phenomenon, both on the linguistic context, as il-
lustrated in (14), and on the general discourse context, which includes
non-linguistic factors, such as the type of speaker (cynical, authorita-
tive, etc.), and the situation in which a sentence is uttered (for ex-
ample, a formal setting or an informal conversation) (see Hoeks and
Brouwer, 2014). By accounting for CIs within the semantic represen-
tation, while attributing their speaker-orientedness to the pragmatic,
interpretational domain, the PDRT analysis of CIs intuitively captures
the multi-dimensionality of their contribution. This shows that PDRT
provides a robust and flexible framework for the representation and in-
terpretation of different types of linguistic phenomena and their asso-
ciated levels of information.
4.5 Discussion
Formal analyses of CIs have often focused on differentiating their con-
tribution from at-issue content, as well as from that of other projection
phenomena, such as presuppositions. In this chapter, we have proposed
an analysis of the projection behavior of CIs, which highlights their cor-
respondence to presuppositions and anaphora, and treats them within
the same dimension as at-issue content. In this analysis, formalized
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in the framework of Projective Discourse Representation Theory, CIs
piggyback on a specific anchor because their contribution provides an
elaboration on the description of the referent referred to by this anchor.
Concerning Potts’ (2005) class of CIs, we have shown that our analy-
sis accounts for the (in)felicity of supplemental and expressive CIs that
have a nominal anchor. However, Potts also discusses CIs that do not
have a nominal anchor, such as utterance modifiers (e.g., “frankly”) and
expressive adverbs (e.g., “fucking”). If these expressions do indeed trig-
ger CIs, we might have to extend our analysis to non-nominal anchors.
The CI status of these expression has, however, been a subject of de-
bate. Amaral et al. (2007, 725-729), for instance, provide an extensive
discussion about utterance level modifiers, like "frankly", arguing that
they behave differently from other CIs, both on the theoretical and im-
plementational level; they seem to target the act of uttering a state-
ment, rather than the utterance itself. Similarly, Geurts (2007) argues
that expressive adverbs, like “fucking”, have a semantic dimension of
their own, thereby differentiating them from, in particular, supplemen-
tal CIs. Hence, the analyses of Amaral et al. (2007) and Geurts (2007)
cast doubt on the CI status of utterance modifiers and expressive ad-
verbs. Based on the analysis of CIs as piggybacking on their anchor, we
may have to draw a similar conclusion; it remains to be seen whether
there indeed exist CIs that have a non-nominal anchor.
A core assumption of our analysis of CIs is that they elaborate the
description of a specific referent in the discourse context, as referred
to by an anchor. As such, CIs piggyback on their anchor by projecting
to its interpretation site. Schlenker (2013), however, argues that there
exist CIs that are interpreted in situ, and thus do not project to the
interpretation site of their anchor. One example, in which he argues
this to be the case, is shown in (16).
(16) [Context: someone made a big mistake at the Department.]
If tomorrow I called the Chair, who in turn called the Dean, we
would be in deep trouble.
According to Schlenker (2013), the supplemental construction who in
turn called the Dean is an NRRC that triggers a CI, which is interpreted
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locally, as indicated by the licensing of the past tense in the relative
clause. However, as the relative clause introduces an additional condi-
tional statement, rather than an elaboration on the description of the
referent referred to by the anchor the Chair, we disagree with Schlenker
(2013) on the CI status of this contribution.
Nouwen (2014) also argues for the existence of CIs that have an in
situ interpretation, which he exemplifies by means of (17).
(17) If a professor, a famous one, writes a book, he will make a lot of
money.
According to Nouwen (2014), the indefinite anchor a professor can be in-
terpreted non-specifically, while at the same time occurring felicitously
with the appositive construction a famous one. This means that the CI
triggered by the appositive is interpreted in situ, namely in the same
context as its non-specific, and therefore non-projecting, anchor. How-
ever, by virtue of being interpreted locally, the appositive becomes re-
strictive. As such, it does not provide a backgrounded elaboration on
its anchor, and is therefore not a CI.
4.6 Conclusion
We have proposed an analysis of how and why conventional implica-
tures project; CIs piggyback on their anchor, which refers to a specific
referent in the discourse context. This piggybacking is due to the fact
that CIs signal novel, backgrounded information that elaborates the de-
scription of the referent referred to by the anchor. We have formalized
our analysis in the framework of Projective Discourse Representation
Theory. This PDRT analysis provides a unified account of the projec-
tion behavior of CIs, presuppositions, and anaphora, and treats their





Abstract. Traditional semantic formalisms typically do not repre-
sent the information status of semantic content (e.g., given versus
new), because it is not considered part of the truth-conditional con-
tribution of an utterance. However, information status crucially de-
termines how linguistic content is related to the current discourse
context, and therefore affects the dynamic semantic interpretation.
To overcome this shortcoming, we here describe an extension of
the widely used Discourse Representation Theory (DRT) frame-
work, called Projective Discourse Representation Theory (PDRT).
In PDRT, the semantic representations directly reflect the linguis-
tic surface structure of an utterance; the interpretation of semantic
content, which may or may not be local, is indicated by means of
projection variables. The interaction between the projection vari-
ables and the surface structure explicitly reflects the way in which
information is contributed to the discourse context, that is, the in-
formation status. Critically, the incorporation of projection vari-
ables affects the formal properties of DRT non-trivially, since the
hierarchical structure of the PDRT representations does not re-
flect their logical structure—just like in natural language. We here
show that PDRT extends all formal properties of traditional DRT,
using minimal additional machinery. As such, PDRT establishes
a significant step toward incorporating non-truth-conditional as-
pects of meaning into a formal semantic representation.
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5.1 Introduction
Discourse Representation Theory (DRT) is a representational frame-
work for dynamic semantics, which was originally developed by Hans
Kamp in order to account for discourse anaphoric dependencies and the
representation of tense in natural language (Kamp, 1981). Together
with Irene Heim’s introduction of File Change Semantics (Heim, 1982),
DRT established a departure from Montagovian truth-conditional se-
mantics. In contrast to traditional approaches to semantics, dynamic
approaches take the discourse context into account in the interpreta-
tion of semantic content; anaphoric expressions, for instance, obtain
an interpretation by virtue of the context in which they occur, i.e., by
binding to an accessible antecedent (Kamp and Reyle, 1993). DRT has
proven to be a powerful framework that provides an analysis for a wide
range of linguistic phenomena (see, e.g., Geurts and Beaver, 2011, for
an overview). Critically, however, these phenomena are mostly limited
to truth-conditional aspects of meaning, thereby excluding non-truth-
conditional aspects such as information status, which reflects whether
information is signalled to be given (e.g., presupposed content) or new
(asserted content). Interestingly, this contrasts with the observation
that information status crucially influences the way in which linguistic
content interacts with the discourse context. For instance, a definite
description, as in “the man walks”, signals that the discourse context
contains a salient referent to which “the man” refers, whereas an in-
definite noun phrase, as in “a man walks”, signals the introduction of
a new entity into the discourse context. The semantic representations
from traditional DRT are not expressive enough to represent this dis-
tinction, as they merely reflect the content contributed by an utterance,
and not the way in which this content is presented, i.e. its informa-
tion status. Any analysis of presuppositions in DRT therefore comes
at the cost of losing information about the way in which their content
is contributed to the discourse context, and hence fails to capture the
fundamental distinction between asserted and presupposed content.
In order to resolve this conflict, we describe an extension of DRT
that incorporates information status by providing enriched representa-
tions that reflect both the interpretation of linguistic content, and the
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way in which this content is contributed to the discourse. This exten-
sion, called Projective Discourse Representation Theory (PDRT), em-
ploys projection variables to indicate the interpretation site of linguis-
tic content, so that all content can be represented at the place where
it is introduced in the linguistic surface structure. The interaction
between the introduction and interpretation site of linguistic content
directly reflects its information status; asserted content is associated
with projection variables that are bound locally, i.e., at the introduction
site, whereas presuppositions are represented using projection vari-
ables that are either bound in some higher context (indicating that the
content is projected to that context) or occur free (indicating that the
interpretation site of the presupposition is not yet resolved; see Ven-
huizen et al. 2013b). Moreover, the addition of projection variables in
PDRT allows for representing explicit constraints on the interpretation
of semantic content, which can be shown to account for the informa-
tion status of conventional implicatures (see Venhuizen et al., 2014b).
PDRT thus enhances the representational power of the DRT formalism,
and allows for explicitly representing different kinds of information sta-
tus. As such, PDRT presents a departure from semantic analyses that
are limited to truth-conditional aspects of meaning, and unifies vari-
ous approaches that have aimed to incorporate the additional level of
information associated with non-truth-conditional content within DRT
(see, e.g., van der Sandt, 1992; Krahmer, 1998; Geurts, 1999; Geurts
and Maier, 2003, 2013; Hunter, 2013).
An important implication of the addition of projection variables to
all linguistic material is that the formal properties underlying DRT are
affected non-trivially. In particular, the representation of projected ma-
terial at the place where it is introduced in the syntactic surface struc-
ture violates the traditional DRT notion of accessibility, thereby com-
promising one of its trademarks: the treatment of anaphora. In the
current chapter, we describe the formal and theoretical implications of
enhancing DRT with projection variables. We derive the formal proper-
ties of the PDRT framework, thereby reestablishing the traditional DRT
notions of context accessibility, variable binding, and composition (in
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the sense of Muskens, 1996).1 These definitions illustrate that PDRT
does not radically change the way in which linguistic meaning is con-
structed. Since the projection variables are subject to the same con-
straints as the discourse referents from DRT, the formalization merely
extends the notions of variable binding and context accessibility already
available in traditional DRT. In other words, PDRT presents a minimal
extension of the DRT framework in order to obtain maximal additional
representational power.
This chapter is organised as follows. In Section 5.2, we first describe
some preliminaries on DRT and the motivation for its extension PDRT.
Then, in Section 5.3, we introduce Projective Discourse Representation
Structures (PDRSs) and define the notions of accessibility and binding.
On the basis of these definitions, the compositional properties of PDRSs
are described, using different kinds of merge for asserted and projected
content. The resulting structures and their representational power is
accordingly illustrated in Section 5.4. Finally, Section 5.5 provides a
discussion of the relation of the PDRT framework to other DRT vari-
ants, its interpretational consequences and the general implications for
semantic theory, providing several directions for future work.
5.2 Toward a formal framework of projection
5.2.1 Discourse Representation Theory
In the dynamic framework of Discourse Representation Theory (DRT;
Kamp, 1981; Kamp and Reyle, 1993), the meaning of a discourse is rep-
resented by means of recursive units called Discourse Representation
Structures (DRSs). A DRS consists of a set of discourse referents and a
set of conditions on these referents. Conditions may be either basic, re-
flecting a property or a relation between referents, or complex, reflecting
embedded contexts introduced by semantic operators such as negation,
implication, and modal expressions. DRSs are often visualized using a
box-representation consisting of two parts: the set of referents is rep-
1The PDRT definitions have also been implemented, alongside with the tradi-
tional DRT formulation, as a Haskell library, called pdrt-sandbox. This is available
at: http://hbrouwer.github.io/pdrt-sandbox/
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resented in the top of the box, and the set of conditions on these refer-
ents are shown in the body. Example (1) shows the DRS of a complex
sentence, containing a single complex condition representing an impli-
cation, which consists of two embedded DRSs; the first containing two
referents and a set of three basic conditions, and the second containing
a single basic condition (example adapted from Geach, 1962).







Each (embedded) DRS—each box—can be seen as representing a con-
text. Taken together, these contexts constitute the logical form of the
discourse. Crucially, anaphoric binding of referents is determined on
the basis of the accessibility between contexts; in the example above,
the antecedent DRS of the implication is accessible from the consequent
DRS, and as a result the variables introduced by the pronouns (“he” and
“it”) become bound by the referents introduced in the antecedent DRS
(x and y).2
The analysis of anaphora is DRT’s trademark feature, and one of the
main motivations behind its development (Kamp, 1981; Heim, 1982),
but over the years DRT has been shown to provide a flexible frame-
work that can account for a wide range of other linguistic phenomena as
well, including tense (Kamp, 1981), quantification and plurality (Kamp
and Reyle, 1993), modal subordination (Roberts, 1989), attitude reports
(Asher, 1986, 1989; Zeevat, 1996; Maier, 2009a), and discourse struc-
ture (Asher and Lascarides, 2003). Moreover, DRT forms the formal
basis of one of the most influential theories of presupposition, namely
2In the traditional formulation of DRT, each anaphoric element introduces a
discourse referent itself, which is identified with its antecedent via an equality-
relation (Kamp, 1981; Kamp and Reyle, 1993). It is straightforward to show that
the resulting representation is truth-conditionally equivalent to the representa-
tion above, where the equality statement is eliminated by reusing the discourse
variables x and y.
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the “presupposition as anaphora” account developed by van der Sandt
(1992), and further worked out by Geurts (1999). Interestingly, how-
ever, this account simultaneously demonstrates the strength and weak-
ness of DRT; it provides an analysis that makes empirically strong pre-
dictions, but at the same time pushes the boundaries of the formalism,
as it aims to capture a dimension of meaning that is not inherent to
DRT. The main issue with the analysis proposed by van der Sandt is
that presupposition projection is treated as a deviation from standard
meaning construction. As we will show, the analysis of presuppositions
can be implemented more parsimoniously in PDRT, where projected
and asserted content are treated as two sides of the same coin.
5.2.2 Beyond the surface structure
In DRT, form determines interpretation. That is, the context in which
some content appears determines how it is interpreted. Thus, if some
content occurs within the (syntactic) scope of, for example, an implica-
tion or a negation in the linguistic surface form, it will be interpreted
within the logical scope of this operator. This tight correspondence be-
tween form and meaning challenges a parsimonious account of projec-
tion, i.e., the property of being interpreted outside the logical scope of
some embedding operator (Langendoen and Savin, 1971). The most
paradigmatic class of phenomena exhibiting this property is the class of
presuppositions. For example, in (2) the proper name “John” is embed-
ded in the antecedent of an implication, and triggers the presupposition
that there exists some person named John.
(2) If John owns a donkey, he feeds it.
Although this example is almost identical to example (1) in terms of
the linguistic surface structure, there is a clear difference in interpre-
tation. Whereas the indefinite “a farmer” in (1) is interpreted in the
local context, i.e., as part of the antecedent of the conditional, the pre-
supposition about the existence of “John” in (2) should be interpreted
outside the scope of the implication. This results in a reading of (2) in
which there exists some person named John, for whom it holds that
if he owns a donkey, then he feeds it. One way of accounting for this
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interpretation is by making sure proper names always introduce their
discourse referents in the global DRS (Kamp, 1981; Kamp and Reyle,
1993), or by simply treating them as constants, which always refer to
some specific entity in the discourse context (Muskens, 1996). However,
these solutions are difficult to extend to other presupposition triggers,
such as definite descriptions and factives, as well as to the related class
of conventional implicatures (Potts, 2005).
An important advance in the analysis of presuppositions was made
by van der Sandt (1992), who proposed to treat presupposition projec-
tion as a variety of anaphora resolution. The account, that was formal-
ized in DRT, has become known as ‘binding and accommodation the-
ory’, or simply ‘binding theory’ (see also Geurts, 1999; Beaver, 2002;
Bos, 2003). According to van der Sandt, presuppositions behave like
anaphora in that they can anaphorically bind to an earlier introduced
antecedent (see also Soames, 1979; Kripke, 2009). Unlike anaphora,
however, presuppositions can occur felicitously in contexts where no
suitable antecedent can be found by creating their own antecedent at an
accessible discourse level; this is called accommodation (which was first
described by Karttunen, 1974, and Stalnaker, 1974, and later named as
such by Lewis, 1979). The resolution procedure for presuppositions in
binding theory is illustrated in (3).
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As this example shows, the resolution of presuppositions in binding
theory involves two stages of processing; in the first stage, presupposi-
tions appear marked at their introduction site, and in the second stage
the presupposition is resolved by either binding it to an antecedent or
accommodating it to an accessible context. In the example above, the
presupposition triggered by “John” does not have a suitable antecedent,
which means that it needs to be accommodated. In order to obtain the
desired interpretation of (2), the presupposition is accommodated to the
global discourse context.
Van der Sandt defines several acceptability constraints that deter-
mine the interpretation site of presuppositions, including semantic con-
straints, such as the requirement that bound variables cannot become
free as a result of projection (‘variable trapping’), and pragmatic con-
straints, such as local and global consistency and informativeness (for
more details, see van der Sandt, 1992). Moreover, the analysis assumes
a preference for global accommodation over local accommodation. On
the basis of these properties of projection, binding theory can account
for the projection behavior of various presupposition triggers, includ-
ing proper names, definite determiners, and possessives. However, de-
spite the empirical robustness of binding theory, the resolution process
as well as the obtained representations are not completely satisfactory.
Firstly, the two-stage process of deriving the representations is at odds
with a compositional construction procedure for DRSs, since presup-
positions are only resolved after discourse construction has been com-
pleted. Therefore, the intermediate representations with unresolved
DRSs are ill-defined with respect to formal properties like accessibility
and variable binding, which hinders a compositional formalization in
terms of Muskens (1996). Secondly, asserted and presupposed content
obtain the same status in the resulting representations. This obliter-
ates the information structure of the discourse and precludes any in-
terpretation in which their contributions are distinguished from each
other (cf. Kracht, 1994; Krahmer, 1998). Critically, however, these lim-
itations are not inherent to binding theory, but rather to the formalism
in which it is implemented; since DRT cannot capture aspects of mean-
ing that go beyond its logical representation, the contribution made by
presuppositions and related phenomena cannot be captured in a satis-
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factory manner.
To overcome these issues, we here describe Projective DRT (PDRT),
a framework that extends DRT with an inherent treatment of projec-
tion via the use of projection variables. The PDRT analysis of presuppo-
sitions basically follows van der Sandt’s treatment of presuppositions,
except that projection does not result in the movement of semantic con-
tent within the representation, but is represented by means of variable
binding. This eliminates the need for a two-stage resolution algorithm,
and thereby provides a more compositional treatment of projection phe-
nomena. Moreover, the application of variables for indicating projection
allows for a natural distinction between asserted and presupposed con-
tent; presupposed content that cannot be resolved in the current con-
text, i.e., still needs to be accommodated, is represented by means of a
free variable, reflecting its potential to be resolved as part of a larger
context (e.g., the current common ground). PDRT thus provides a par-
simonious treatment of projection phenomena by exploiting a central
component of traditional DRT: the binding of variables.
5.2.3 Introducing PDRT
In recent work, we have informally introduced the basic ideas under-
lying Projective Discourse Representation Theory, and shown how the
formalism can be applied to account for the projection behavior of pre-
suppositions and conventional implicatures (Venhuizen et al., 2013b,
2014b). Here, we summarize the basic intuitions behind the frame-
work, and show how the introduction of projection variables affects the
traditional DRT notion of accessibility.
5.2.3.1 Representing projected content
A basic structure in PDRT carries more information than a basic struc-
ture in DRT; in addition to the structural and referential content of
a DRS, a Projective Discourse Representation Structure (PDRS) also
makes the information structure of a discourse explicit by keeping lin-
guistic content at its introduction site, and indicating its interpreta-
tion site via projection variables. Each PDRS introduces a label that
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can be used as an identifier (similar to the context identifiers implic-
itly assumed by other DRT extensions, e.g., Segmented DRT; Asher and
Lascarides, 2003). Moreover, all referents and conditions of a PDRS are
associated with a pointer, which is used to indicate in which context the
material is interpreted. Example (4) shows the PDRS for example (1).










Projection variables are here represented as natural numbers; the la-
bels introduced by the PDRSs are shown on top of each PDRS, and the
pointers associated with referents and conditions are indicated using
a leftward pointing arrow ‘←’. In (4), all pointers are bound in the lo-
cal context; that is, the pointers of all referents and conditions coincide
with the label of the PDRS in which they are introduced. This indi-
cates that the content should be interpreted locally: it is asserted. Now
consider the PDRT representation for example (2), shown in (5).
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In this example, the proper name “John” introduces a presupposition,
which yet needs to be accommodated. This unresolved presupposition
occurs in situ and obtains a free variable pointer in the PDRT repre-
sentation; the pointer associated with “John” (here, pointer 4) does not
coincide with the label of any PDRS that is available in the current
representation, indicating that its interpretation site has not yet been
determined. This representation thus differs from the DRT represen-
tation shown in (3), where the presupposition is explicitlymoved to out-
side the scope of the implication.
The only information available about the projection site of the pre-
supposed content in (5) is the information derived from the set of
‘Minimally Accessible Projection contexts’ (MAPs, for short), which are
shown in the footer of each PDRS. TheMAPs contain constraints on con-
text accessibility, similar to the constraints introduced by Reyle (1993,
1995) for his Underspecified DRSs. In (5), the MAPs indicate that the
interpretation site of the projected content (indicated with pointer 4)
should be accessible from the context in which the content is introduced
(the PDRS labeled 2); this is represented as the constraint 2 ≤ 4 (see
Section 5.3.2 for a formal description of MAPs). Note, however, that in
this example the MAPs do not fully determine the interpretation site
of the projected content; the content may still be interpreted locally,
globally, or even in some context outside of the current discourse con-
text, which may become available during discourse construction. Prag-
matic heuristics can be employed on top of the MAPs in order to fully
determine the interpretation site of projected content; for example, by
assuming a preference for global accommodation over local accommoda-
tion (e.g., van der Sandt, 1992; Geurts, 1999), or by employing Zeevat’s
(2002) constraints formulated in Optimality Theory.
In sum, the introduction of projection variables allows for making
an explicit distinction between asserted and projected content, in terms
of the way in which their content is contributed to the discourse context.
Moreover, the use of variables to indicate the interpretation site of se-
mantic content simplifies the construction procedure significantly, as
no content needs to be moved within the representation. As we will
see in Section 5.3.4 below, the construction procedure for projected con-
tent now parallels the construction procedure for asserted content, only
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differing in terms of how themerge operations affect the projection vari-
ables. Integrating projection into the merge operations for PDRS has
several advantages. Firstly, it captures the intuitive distinction be-
tween asserted and projected content, in terms of how their content is
contributed to the unfolding discourse. Secondly, it allows for defining
projection as part of the lexical semantics; this means that the fact that
a presupposition like ‘John’ in (5) is associated with a free projection
variable is not stipulated, but rather results from the way in which this
presupposition is combined with its direct context on the lexical level
(see Section 5.3.4).
5.2.3.2 Non-hierarchical variable binding
One of the trademarks of traditional DRT is its treatment of anaphora,
which crucially depends on a systematic definition of context accessi-
bility and binding of referents. The addition of pointers and labels to
PDRSs affects these definitions non-trivially, since projected content
appears in situ, while it inherits the binding properties from its inter-
pretation site. This discrepancy is illustrated in example (6).










In the PDRS in (6), the variable x in the predicate vegan is bound by
the discourse referent introduced by the proper name ‘John’, despite
the fact that the referent is structurally introduced in an embedded
(non-accessible) PDRS. This is the case because the referent is asso-
ciated with a free pointer, indicating a presupposition, which means
that it has the potential to project to a higher discourse context. The
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MAPs are employed to indicate constraints on the projection site of pre-
suppositions; in (6), the constraint 1 ≤ 3 indicates that context 3, i.e.,
the context to which the referent introduced by the proper name ‘John’
projects, should be accessible from context 1, i.e., the context in which
the anaphoric expression is interpreted. Thus, variables may bind to
projected referents whose introduction site is not hierarchically acces-
sible; the only requirement is that the interpretation site of the pro-
jected referent is accessible, which is determined using the projection
variables and the MAPs. In what follows, we will work out the formal
definitions underlying the PDRT framework, and show how it extends
the formalization of traditional DRT, while remaining faithful to the
basic DRT notions, such as variable binding.
5.3 Projective Discourse Representation Theory
In this section, we describe the basic properties of Projective Discourse
Representation Structures (PDRSs) in terms of their syntax and acces-
sibility relations. For reference, the formal definitions of classic DRT
are included in Appendix 5.A (variations of which can also be found in,
e.g., Kamp and Reyle, 1993; Bos, 2003; Kamp et al., 2011, and refer-
ences therein).
5.3.1 Syntax of PDRSs
The box representations shown in Section 5.2 are an intuitive way to
look at PDRSs, but less useful for formal reasoning about these struc-
tures, or for providing a computational implementation. For this, we
adhere to the set-theoretical underpinnings of the DRT formalism (see,
e.g., Kamp and Reyle, 1993). In set-theoretic terms, a PDRS is a
quadruple that consists of a label, a set of projected referents (i.e., dis-
course referents associated with a projection variable), a set of projected
conditions (i.e., PDRS conditions associated with a projection variable),
and a set of MAPs (representing accessibility relations between projec-
tion variables—see below for a more detailed explanation). Formally, a
PDRS is defined as follows:
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Definition 8 (PDRS). A PDRS P is defined as a quadruple:
〈l, {δ1...δn}, {χ1...χm}, {µ1...µk}〉, where:
i. l is a projection variable;
ii. {δ1...δn} is a finite set of projected referents (also referred to as the
universe), with δi = vi ← xi, such that vi is a projection variable,
and xi is a discourse referent;
iii. {χ1...χm} is a finite set of projected conditions, with χi = vi ← γi,
such that vi is a projection variable, and γi is a PDRS condition (see
Definition 9);
iv. {µ1...µk} is a finite set of MAPs, with µi = v1 ≤ v2 or µi = v1  v2,
such that v1 and v2 are projection variables.
The definition of PDRS conditions basically follows the definition of DRS
conditions proposed by Bos (2003). Besides the standard logical opera-
tors for negation (¬), disjunction (∨) and implication (⇒), this definition
also includes modal operators for logical necessity (), and possibility
(♦), as well as a hybrid condition (:), which associates a variable ranging
over possible worlds with a DRS, and can be used to represent senten-
tial complements (see Bos, 2003). The following definitions describes
these PDRS conditions:
Definition 9 (PDRS Conditions). PDRS conditions may be either basic
or complex, and are defined as follows:
i. R(x1, ..., xn) is a basic PDRS condition, with x1...xn are discourse
referents and R is a relation symbol for an n-place predicate;
ii. ¬P , P and ♦P are complex PDRS conditions, with P is a PDRS;
iii. P1 ∨P2 and P1 ⇒ P2 are complex PDRS conditions, with P1 and P2
are PDRSs;
iv. x : P is a complex PDRS condition, with x is a discourse referent
and P is a PDRS;
v. PDRS conditions are only defined on the basis of clauses i-iv above.
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Together, Definitions 8 and 9 define the syntax of PDRSs. Note that
this extends the PDRS syntax proposed in Venhuizen et al. (2013b),
which did not include the set of Minimally Accessible PDRS-contexts
(MAPs). As described above, MAPs introduce constraints on context ac-
cessibility, similar to the accessibility constraints for Unresolved DRSs
introduced by Reyle (1993, 1995). The MAPs are defined over PDRS-
contexts, which include all sub-PDRSs, as well as the projected contexts
indicated by a free pointer. There are two types of MAPs: v1 ≤ v2 in-
dicates that PDRS-context v2 is accessible from PDRS-context v1, and
v1  v2 indicates that PDRS-context v2 is not accessible from PDRS-
context v1. The first constraint represents weak subordination, i.e., v1
is the same context as v2 or subordinated by it. The latter constraint
indicates that v1 is not the same context as v2, nor subordinated by it;
it may thus either be the case that v2 subordinates v1, or that there
exists no subordination relation between v1 and v2. Using a combina-
tion of these types of MAPs, we can formulate two additional, stronger
accessibility constraints: strict subordination (v1 < v2), which can be
represented as v1 ≤ v2 ∧ v2  v1, and identity (v1 = v2), which can be
represented as v1 ≤ v2 ∧ v2 ≤ v1. We illustrate below in more detail
how these stronger constraints can be applied.
The label of a PDRS can be used as an identifier to refer to the PDRS;
formally, lab(P ) refers to the label of PDRS P . The set of all projection
variables of a PDRS P is indicated by Π(P ), and contains all variables
occurring as labels or pointers in P , or as part of the MAPs of P . For-
mally, this set is defined as follows:
Definition 10 (Projection variables in a PDRS).
i. Π(〈l, U, C,M〉) = {l} ∪⋃u∈U Π(u) ∪⋃c∈C Π(c) ∪⋃m∈M Π(m);
ii. Π(p← x) = Π(p← R(x1 . . . xn)) = {p};
iii. Π(p ← ¬K) = Π(p ← ♦K) = Π(p ← K) = Π(p ← x : K) =
{p} ∪Π(K);
iv. Π(p← K1 ⇒ K2) = Π(p← K1 ∨K2) = {p} ∪Π(K1) ∪Π(K2);
v. Π(p1 ≤ p2) = Π(p1  p2) = {p1, p2}.
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In a similar manner, we can collect the set of projected referents in
a PDRS P , represented by R(P ). This includes the projected referents
from all universes in P , as well as the projected referents occurring
within the conditions of P (these are derived by combining the DRS ref-
erents in the conditions with the pointer associated with the condition
in which they occur); see Appendix 5.B for the complete definition. The
set of all discourse referents in P (i.e., excluding pointers) is referred
to by ∆(P ), and can be derived from the set of projected referents as
follows:
Definition 11 (Discourse Referents in a PDRS).
∆(P ) = {x | ∃p : p← x ∈ R(P )}
5.3.2 Binding and Accessibility in PDRT
The definition of free and bound referents in DRT determines when
some discourse referent can be anaphorically linked to an earlier intro-
duced referent. This is defined using the notion of accessibility, which
determines the DRS universes that are accessible from a given context,
such that variables introduced in that context can be bound by refer-
ents in these universes. In DRT, accessibility is defined based on a sub-
ordination relation between DRSs. Informally, the universes that are
accessible from a referent introduced in DRS K, are the universe of K
itself, and those of any DRS that directly, or indirectly subordinates K
(see Definition 23 in Appendix 5.A). Subordination, in turn, is defined
as follows (see Definition 24): DRS K1 directly subordinates DRS K2 if
K2 occurs in a condition in K1, or K1 serves as the antecedent of K2 in
an implication, and DRS K1 indirectly subordinates DRS K2 if K2 is a
sub-DRS of a DRS that directly subordinates K1.
As described above, the addition of projection variables in PDRT,
and the in situ representation of projected content critically affect the
definitions of binding and accessibility. In contrast to DRT, accessibility
in PDRT cannot be simply determined on the basis of context subordi-
nation, since the surface structure of a PDRS does not reflect its logical
structure—in the same way that the surface structure of a linguistic
utterance does not reflect its logical structure. Due to projection, the
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antecedent of a discourse referent may be introduced in any universe
available in the global PDRS, and not just in the universes of the PDRSs
that dominate the local context via context subordination, as illustrated
in example (6), repeated here as (7).










In this example, the variable x in the predicate vegan in PDRS 1 is
bound by the projected referent ‘3← x’, despite the fact that it appears
in an inaccessible universe; according to the traditional DRT notion of
accessibility defined above, PDRS context 2 is not accessible from PDRS
context 1, since PDRS 1 structurally subordinates PDRS 2. However,
accessibility in PDRT is determined based on the interpretation site of
the content, rather than the context in which it is syntactically intro-
duced. Thismeans that the accessibility of the projected referent should
be determined with respect to the context indicated by its pointer, i.e.,
context 3. As this is a projected context, information about its accessibil-
ity constraints should be obtained from the MAPs; here, the constraint
‘1 ≤ 3’ indicates that the interpretation site of the projected referent is
accessible from the interpretation site of the PDRS-condition in which
the variable is used, and hence the variable appears bound.
Formalizing this definition of binding in PDRT thus requires an
adjusted notion of context subordination, which determines the acces-
sibility relations between all contexts of interpretation; these include
contexts introduced by (sub-)PDRS, as well as projected contexts intro-
duced by the free pointers. The accessibility relations between these
contexts should take into account the structural subordination con-
100 Chapter 5. Aligning discourse semantics with surface structure
straints from DRT, as well as the additional constraints introduced by
the MAPs. This can be formalized using a graph-structure, called the
projection graph, which contains underspecified accessibility relations
for unresolved projected contexts. In what follows, we first describe how
to derive the projection graph of a PDRS, and then define binding for
both projection variables and projected referents, based on the accessi-
bility constraints that can be derived from the projection graph.
5.3.2.1 Projection graph
A projection graph is a partial order over PDRS-contexts, which can
be derived from the logical structure of the PDRS and the accessibility
constraints in the MAPs. The projection graph is a directed labeled
graph (E, V, l), consisting of a set of edges E, a set of vertices V (i.e.,
PDRS-contexts), and a labeling function l that maps edges to the labels
‘+’ and ‘−’ (signalling accessibility and inaccessibility, respectively).
The projection graph of a PDRS can be derived directly by traversing
the PDRS structure, as shown in Definition 28 in Appendix 5.B. Just
like in DRT, a PDRS is accessible from itself and from any other PDRS
that it subordinates; i.e. the antecedent of an implication is accessi-
ble from its consequent, and the context indicated by the pointer of a
condition is accessible from all PDRSs within that condition. Moreover,
the projection graph of a PDRS incorporates the additional accessibil-
ity constraints provided by the MAPs, as well as the constraint that
pointers can only indicate contexts that are accessible from the PDRS
in which the pointer is introduced. Importantly, the way in which the
projection graph is derived assumes that all projection variables in a
PDRS indicate unique discourse contexts; i.e., there cannot be any du-
plicate uses of projection variables in the PDRS from which the graph
is derived, as these cannot be distinguished in the resulting projection
graph (in other words, the PDRSmust be pure; see Definition 18 below).
Example (8) shows the projection graph that can be derived for ex-
ample (7). The notation used in (8a) defines a projection graph as a set
of labeled edges, where an edge between vertices a and b with label l
is indicated as {〈a, b〉 7→ l}. The graphical representation is shown in
(8b); here the spatial ordering loosely reflects the hierarchical structure
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of PDRS-contexts.
(8) a. {〈1, 1〉 7→ +, 〈1, 2〉 7→ −, 〈2, 1〉 7→ +, 〈2, 3〉 7→ +, 〈2, 2〉 7→








Interestingly, the graph-theoretic properties of the projection graph of
a PDRS provide insight into the status of the information represented
by it. For instance, the graph in (8) is weakly connected, which means
that it is not the case that for every two vertices there is an edge con-
necting them. This indicates that the PDRS represented by the projec-
tion graph still contains undetermined contexts; in this case context 3,
which may either be resolved to be the same as context 1, or to some
context that subordinates context 1.3
Using the projection graph, we can define the accessibility of PDRS-
contexts in a PDRS as finding a path p between two vertices, such that
all edges in the path indicate a positive accessibility relation. We can de-
fine the path-label of a path p as pathlab(p) =
⋃
e∈p lab(e), where lab(e)
is e’s edge label (Zou et al., 2014). This definition describes the set of
labels of all edges that make up a path; note that this set is unordered,
i.e., duplicates are excluded. Now, accessibility of PDRS-contexts is for-
mally defined as follows (compare: the notion of accessibility in DRT, de-
scribed inDefinition 23 in the appendix). Note that PDRS-contexts (rep-
resented by pi) refer to both sub-PDRSs available in the global PDRS,
and projected contexts indicated by free pointers; a projected referent
is part of the universe of a projected context, in case it is introduced in
the universe of some sub-PDRS, and its pointer indicates a projected
context.
3Although the edge from context 3 to context 2 is also undetermined in (8), it
can be derived based on the information available in the graph: since 〈1, 3〉 7→ +
and 〈1, 2〉 7→ −, it must follow that 〈3, 2〉 7→ −, since otherwise there would be
an indirect positive path from 1 to 2 (based on the transitivity of the accessibility
relation), which would make the graph incoherent.
102 Chapter 5. Aligning discourse semantics with surface structure
Definition 12 (PDRS accessible universes). The universe of PDRS-
context pij is accessible from PDRS-context pii in PDRS P with projec-
tion graph G, i.e., pii ≤ pij (in G), iff:
i. There is a path p from pii to pij in G, i.e., p = path(pii, pij,G) 6= ∅;
ii. p consists only of positive edges, i.e., pathlab(p) = {+}.
Based on the projection graph, we can define variable binding in
PDRT. As described above, in order to determine whether some referent
is bound, the interpretation site of the referent, as well as the interpre-
tation site of its possible antecedents, must first be determined. This is
done on the basis of the projection variables, which in turn may also oc-
cur free or bound in a PDRS. Therefore, we first define variable binding
for projection variables, and accordingly describe binding of projected
referents in PDRT.
5.3.2.2 Binding of projection variables
The definition for free and bound projection variables in PDRT parallels
the DRT definition of free and bound referents. DRS referents can be
bound by a referent introduced in the universe of an accessible DRS
(see Definition 25 in the appendix). Similarly, projection variables can
be bound by the label of some accessible PDRS. This is formalized below.
Definition 13 (Projection Variable Binding). A projection variable v,
introduced in some PDRS Pi is bound in global PDRS P (represented
as: boundpvar(p, pii, P )) iff there exists a sub-PDRS Pj in P , such that:
i. Pj is accessible from Pi in the projection graph G of P , i.e., P1 ≤ Pj ;
ii. The label of Pj is v, i.e.,lab(Pj) = v.
Informally, a projection variable v is bound in case it occurs as the label
of some PDRS Pj that is accessible from (the label of) the introduction
site of v, namely Pi, which has label pii. Thus, the binding of projec-
tion variables in PDRT crucially depends on the introduction site of the
projection variable, just like in the DRT definition for bound referents.
Note, however, that this introduction site may be a projected context
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itself, as it may be part of a projected condition. Therefore, the bind-
ing of projection variables is not simply determined based on context
subordination (as is the case for the binding of referents in DRT), but
rather using the PDRT notion of accessibility in terms of the projec-
tion graph defined above. The set of all free projection variables in a
PDRS P , indicated by Fpi(P ), can now be derived in a principled man-
ner, by traversing the PDRS and checking for all projected referents
in the universes, conditions and MAPs of P whether they occur free
(i.e., not bound). Critically, binding is determined for each projection
variable relative to the global PDRS, such that all possible projected
antecedents are taken into account. The full definition is shown in Ap-
pendix 5.B, Definition 29.
5.3.2.3 Binding of projected referents
Based on the definition of free and bound projection variables, we can
define the binding of referents in PDRT. Since binding crucially depends
on the interpretation site of the referents, we define binding for projected
referents, i.e., a discourse referent combined with a pointer, as formal-
ized in Definition 27 in the appendix. The pointer determines the inter-
pretation site of the projected referent, so we define binding based on
the existence of an accessibility relation between the pointer of the pro-
jected referent and the pointer of its antecedent. This notion of binding
of projected referents is formalized as follows.
Definition 14 (Projected Referent Binding). A projected referent p← r
is bound in global PDRS P (boundpref(p ← r, l, P )) iff there exists a
PDRS-context pij ∈ Π(P ), such that:
i. pij is accessible from the interpretation site of the projected referent
(p ≤ pij);
ii. pij ← r is introduced in some universe of P , i.e., there exists some
PDRS Pj ≤ P , such that pij ← r ∈ U(Pj).
This definition states that a projected referent p ← r is bound in case
there exists a projected referent p′ ← r′ in a universe of the global
PDRS, such that r′ = r and p′ is accessible from p. Based on this notion
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of binding, it follows that in example (7), the discourse referent x used
in the condition 1 ← vegan(x) appears bound by the projected refer-
ent 3 ← x: since 3 ← x appears in some universe in the global PDRS
(namely that of PDRS 2), and there is a positive edge between context
1 and context 3 in the projection graph shown in (8), the occurrence of
x in vegan(x) is bound.
The set of all free discourse referents of a PDRS P , represented as
FR(P ), can now be defined straightforwardly by traversing the condi-
tions of P and determining for each referent xi occurring in a relation-
condition (p ← R(x1, ..., xn)) or a propositional condition (p ← x : K)
whether p← xi is free in P relative to the label of its introduction con-
text l. This is formalized in Definition 30 in Appendix 5.B.
5.3.3 Structural properties
Based on the definitions of free and bound variables in PDRT, we can
define several properties of PDRSs. Firstly, a PDRS without any free
projected referents is called a proper PDRS, just like in DRT (Kamp
and Reyle, 1993; Kamp et al., 2011). In general, a PDRS representing
a complete sentence or proposition will be proper, meaning that none of
the referents remain underspecified.
Definition 15 (Properness). A PDRS P is proper iff P does not contain
any free projected referents: FR(P ) = ∅.
In PDRT, we have defined free and bound referents, as well as free
and bound projection variables. This provides us with an extra level of
information about the projective properties of PDRSs. In particular, if a
PDRS contains free projection variables, this means that there are still
unresolved presuppositions. Thus, we can describe a PDRSwithout any
free projection variables as a non-presuppositional PDRS.
Definition 16 (Non-presuppositionality). A PDRS P is non-presuppo-
sitional iff P does not contain any free pointers: Fpi(P ) = ∅.
Note that in a non-presuppositional PDRS not all content needs to be
asserted; some pointers may be bound by labels of accessible contexts.
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Thus, we can also define a property that describes PDRSs with only
asserted content, we will call these PDRSs projectionless, or plain.
Definition 17 (Plainness). A PDRS P is plain iff all projection vari-
ables in P are locally accommodated: For all P ′, such that lab(P ′) ≤
lab(P ), it holds that Fpi(P ′) = ∅.
Following these definitions, all plain PDRSs are non-presuppositional
PDRSs, but not the other way around. Non-presuppositional, non-plain
PDRSs are those PDRSs in which some content is accommodated at a
higher level, but not presupposed (this is also referred to as intermediate
accommodation). Interestingly, these properties of PDRSs reflect the
structural differences between the sentences that they represent. This
is illustrated in (9), which shows two logically equivalent sentences that
only differ with respect to the information status of their content; both
(9a) and (9b) are non-presuppositional, but only (9b) is plain.
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Finally, the property of purity refers to the occurrence of duplicate
uses of variables. In DRT, this property is defined in order to prevent
referents from being bound by multiple instantiations of the same vari-
able. This may happen in case a discourse referent is introduced inmul-
tiple accessible universes. In PDRT, discourse referents are allowed to
be introduced in multiple universes, as long as they are associated with
the same pointer; we call these shadow referents. Due to the distinc-
tion made in PDRT between the introduction and interpretation site
of linguistic content, ambiguities can only arise in case the same dis-
course referent is interpreted in multiple accessible universes. This is
illustrated in example (10).
(10) Someone is walking in the park and it’s not the case that...



























In (10a), the projected referents introduced by “someone” and “a man”
do not overlap with respect to either their projection variables of their
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discourse referents, so they explicitly refer to two distinct entities. In
(10b), the pronoun “he” introduces a shadow referent, i.e., a repetition
of the projected referent introduced by “someone”, thereby signalling
co-reference. By contrast, the representation in (10c) is ambiguous be-
tween an introductory and a co-referential interpretation, because the
discourse referent x indicates both PDRS 1 and PDRS 2. As a result, the
variable occurring in the PDRS-conditions in PDRS 2 are ambiguously
bound by the local introduction of the referent x, and the introduction
of “someone” in PDRS 1. Therefore, the PDRS in (10c) is not pure.
In a similar manner, a PDRS may be impure with respect to its pro-
jection variables, which happens in case a projection variable is used
as a label in multiple accessible PDRSs; this may result in ambiguous
binding of pointers. The definition of PDRS purity thus consists of two
parts; describing impurity with respect to discourse referents, and im-
purity with respect to projection variables, respectively. This is formally
defined as follows (here, U(P ) indicates the union of all universes in P ).
Definition 18 (Purity). PDRS P is pure iff:
i. P does not contain any otiose uses of discourse referents (i.e., P
does not contain any unbound, duplicate uses of discourse refer-
ents): For all P1, P2, such that P1 < P2 ≤ P , and lab(P1) = p1 and
lab(P2) = p2, it holds that: {r1 | p1 ← r1 ∈ U(P )} ∩ {r2 | p2 ← r2 ∈
U(P )} = ∅;
ii. P does not contain any otiose uses of projection variables (i.e., P
does not contain any unbound, duplicate uses of projection vari-
ables): For all P1, P2, such that P1 < P2 ≤ P , and lab(P1) = p1 and
lab(P2) = p2, it holds that: {p1} ∩ ({p2} ∪ Fpi(P )) = ∅.
5.3.4 Composition in PDRT
As the aim of a semantic formalism is to construct complex meaning
representations, we need to define a way to combine structures in or-
der to create larger meaning representations. The combination of ba-
sic structures in PDRT basically extends the traditional DRT notion
of merge. Combining two structures in DRT means creating a novel
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DRS that contains all referents and conditions of both conjuncts, and
resolves any anaphoric dependencies. To do this, themerge of two DRSs
is defined as the union of the sets of referents and conditions from both
DRSs. One important condition on this merge, however, is that no acci-
dental binding of variables may occur due to overlapping variables. To
appreciate this, consider the following example, where the set-theoretic
union of the referent and conditions of two DRSs (indicated by ⊕) does
not yield the desired interpretation.














In example (11), the resulting DRS corresponds to the interpretation
that there is a single entity x, for which each of the four conditions
holds. Clearly, this is not the desired interpretation, on which there are
two separate individuals, with two separate conditions each. In order
to prevent such undesired bindings, a renaming function R is applied
to the second argument of the merge (K2). The renaming function ba-
sically performs α-conversion on K2 based on a fixed set of variables,
namely all discourse referents occurring in K1, indicated as ∆(K1).
This function only renames bound variables in K2, which means that
variables that occur free in K2 may become bound during the merge
procedure by some antecedent introduced in K1. The formal definition
for DRS Merge (indicated using the • operator, following van Eijck and
Kamp, 1997) is provided below.
Definition 19 (DRS Merge). Given DRSs Ki = 〈Ui, Ci〉 and Kj =
〈Uj, Cj〉, the DRS merge between Ki and Kj (Ki •Kj) is defined as fol-
lows:
Ki •Kj = 〈Ui ∪ Uj′ , Ci ∪ Cj′〉
where: Kj′ = 〈Uj′ , Cj′〉 = rename(Kj,∆(Ki))
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Note that in this merge operation the order of the arguments only mat-
ters with respect to anaphoric binding; the freely occurring variables
from the second argument may have become bound in the resulting
DRS. This means that, given two proper DRSs (i.e., without any free
variables), DRSmerge isα-symmetrical; the DRSs resulting frommerg-
ing both directions are truth-conditionally equivalent and only differ in
their variable assignments.
In PDRT, the projection variables should be taken into accountwhen
combining structures. In line with Venhuizen et al. (2013b) we can de-
fine different types of merge for asserted and projected content.4 The
idea is that the different types of merge reflect the different ways in
which content is contributed to the foregoing discourse; asserted con-
tent is merely added to the current discourse context, whereas projected
content introduces a constraint on the context in which it is introduced,
namely the constraint that the projected content can be felicitously
bound or accommodated.
5.3.4.1 Assertive Merge
The first type of merge in PDRT is Assertive Merge, an operation be-
tween two PDRSs P1 and P2 that results in a PDRS in which the as-
serted content of both P1 and P2 remains asserted, i.e., occurring with
a pointer that is bound by the label of the local PDRS. The operation
is similar to DRS Merge in that it is defined as taking the union of all
elements of a PDRS. Just like in the case of DRS Merge, a renaming
function makes sure all overlapping bound variables are renamed in
P2, which include both the projection variables of P1 (i.e., Π(P1)) and
the discourse referents of P1 (i.e., ∆(P1)). The renaming function for
PDRSs is worked out in Appendix 5.B, Definition 31. Critically, in order
tomake sure that all asserted content remains asserted, all occurrences
of the label of P1, lab(P1), are replaced by the label of the resulting
PDRS, i.e., by the label of (the renamed version of) P2; this is indicated
4In Venhuizen et al. (2013b), a third type of merge was defined to account for
the projection of Conventional Implicatures (CIs): ImplicativeMerge. However, this
merge variant has become obsolete due to a novel analysis for CIs in PDRT that does
not require a special type of merge (see Venhuizen et al., 2014b).
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by P [v1\v2], which means that all occurrences of v1 in P are replaced
by v2. The formal definition for Assertive Merge (indicated using the +
operator) is provided below.
Definition 20 (Assertive Merge). Given two PDRSs Pi and Pj , such
that Pi = 〈li, Ui, Ci,Mi〉 and Pj = 〈lj, Uj, Cj,Mj〉, the assertive merge
Pi + Pj is defined as follows:
Pi + Pj = 〈lj′ , (Ui ∪ Uj′), (Ci ∪ Cj′), (Mi ∪Mj′)〉[li\lj′ ]
where: Pj′ = 〈lj′ , Uj′ , Cj′ ,Mj′〉 = rename(Pj,Π(Pi),∆(Pi))
Example (12) illustrates this merge procedure. Here, the two PDRSs
that are being merged only contain asserted content; in the resulting
PDRS, this content remains asserted. There are no overlapping vari-
ables between the two PDRSs, so only the pointers of the content in the
left argument of the merge need to be renamed.

















In line with DRS Merge, Assertive Merge is α-symmetrical given two
proper and non-presuppositional PDRSs; that is, if there are no freely
occurring projection variables or projected referents, the order of ap-
plying the merge does not affect the truth-conditions of the resulting
PDRS. However, in case the second argument of the merge contains free
variables, these may become bound during the merge procedure. The
main contribution with respect to traditional DRT is that not only refer-
ents, but also projection variables may become bound during merging.
This directly implements van der Sandt’s (1992) formalization of pre-
supposition projection as anaphora resolution, since in PDRT presup-
positions are resolved in the same way as anaphora, namely by binding
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to an antecedent during discourse construction. The interpretation site
of linguistic content becomes available for binding if during discourse
construction it becomes projected; this is the effect of a second type of
merge in PDRT, called Projective Merge.
5.3.4.2 Projective Merge
The application of Projective Merge between two PDRSs results in a
PDRS in which the asserted content of the first argument of the merge
has become projected. This operation is similar to the α-operator in-
troduced by Bos (2003), which is used to separate presupposed from as-
serted content. In addition, however, Projective Merge defines how the
projected content is to be integrated into the discourse context. Projec-
tion in PDRT means that the pointer of the projected content indicates
some accessible PDRS-context, which may either be instantiated by a
higher PDRS, or it may be a projected context in case the pointer cannot
be bound by any accessible label. This result can be obtained by defin-
ing Projective Merge as an operation that does not affect the pointers of
the projected content; the content becomes projected since its pointers
are not bound anymore by the local PDRS. Moreover, the set of MAPs
of the PDRS resulting from Projective Merge contains an accessibility
relation between the resulting PDRS and the context created through
projection. This ensures that the interpretation site of the projected
content remains accessible from the context that it is merged with, even
if this context later becomes projected itself (e.g., in the case of embed-
ded presuppositions, as illustrated in example (14b), below). The formal
definition for Projective Merge—indicated using the ∗ operator—is pro-
vided below (see Definition 31 for a definition of the renaming function).
Definition 21 (Projective Merge). Given two PDRSs Pi and Pj , such
that Pi = 〈li, Ui, Ci,Mi〉 and Pj = 〈lj, Uj, Cj,Mj〉, the projective merge
Pi ∗ Pj is defined as follows:
Pi ∗ Pj = 〈lj′ , Ui ∪ Uj′ , Ci ∪ Cj′ ,Mi ∪Mj′ ∪ {lj′ ≤ li}〉
where: Pj′ = 〈lj′ , Uj′ , Cj′ ,Mj′〉 = rename(Pj,Π(Pi),∆(Pi))
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In contrast to Assertive Merge and traditional DRS Merge, Pro-
jective Merge is not an α-symmetrical operation for proper and non-
presuppositional PDRSs, since the order of the arguments crucially af-
fects the interpretation of the resulting PDRS; the asserted content of
the first PDRS has become projected in the resulting PDRS. This re-
flects the asymmetrical nature of projected content (and in particular
presuppositions), which can be seen as assumptions that have to be ful-
filled before the asserted content can be evaluated. This results in some
interesting interactions between Assertive and Projective Merge, which
are illustrated in Section 5.4.2. First, we will briefly discuss how these
merge operations contribute to the notion of compositionality in PDRT.
5.3.4.3 Compositional PDRT
The merge operations described so far allow for the combination of com-
plete structures, representing for example sentences or propositions.
Ideally, however, we could build up structures from even smaller build-
ing blocks, such as words. For this, we need a way to express the
meaning of unresolved structures that still need to be combined with
some additional content in order to form a complete PDRS. Following
Muskens’s (1996) definition of Compositional DRT, we can define a com-
positional version of PDRT, in which the unresolved lambda-structures
contain PDRSs that are combined using assertive and projective merge.
With this machinery, we can deal with projection in a straightforward
and intuitive way on the lexical level, so that it becomes an inherent
part of meaning composition: presupposition triggers introduce a pro-
jective merge to insert their content in their local context, instead of
introducing a constant (cf. Kamp and Reyle, 1993; Muskens, 1996) or
requiring a post-hoc projection mechanism (such as the algorithm pro-
posed by van der Sandt, 1992, described in Section 5.2.2 above). As de-
scribed above, projective merge shows a strong correspondence to the α-
operator introduced by Bos (2003); this correspondence is also reflected
in the resulting lexical semantics. For example, a proper name like
“John” is a noun phrase that introduces a presupposition about the ex-
istence of an entity named ‘John’; this can be represented by means of
a lambda-term that uses a projective merge to combine the PDRS that
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When combined with an unresolved structure requiring a discourse ref-
erent, the pointer associated with ‘John’ (1 in the example above) will
become a free pointer because the definition of projective merge en-
sures that the label of the second argument of the merge is distinct
from the label of its first argument. Since projected content keeps its
own pointer, it appears free and therefore projects. Note, however,
that the presupposition may still become bound later on during dis-
course construction, when it is combined with an antecedent PDRS
that matches its label. This treatment of presupposition projection as
part of discourse construction is much like the treatment of anaphoric
expressions in dynamic semantic formalisms, such as Dynamic Pred-
icate Logic (Groenendijk and Stokhof, 1991). Just like in the case of
anaphoric expressions, determining the projection site of a presupposi-
tion in PDRT is part of constructing its lexical semantics. This empha-
sizes a context-dependent view of meaning construction.
A set of lexical items together with their semantics is shown in Ap-
pendix 5.C. One of the main advantages of the PDRT representation
over the traditional DRT representations is that the use of different
types of merge nicely captures the correspondence between projection
and non-projecting sibling items. For example, the definite determiner
“the” and the indefinite determiner “a” obtain the same lexical seman-
tic representation, except for the fact that the argument “the” is con-
tributed to its direct context using Projective Merge, whereas the argu-
ment of “a” uses Assertive Merge. Similarly, a distinction can be made
on the lexical level between the factive verb “know” and its non-factive
equivalent “believe” (see Appendix 5.C, Table 5.2).
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5.4 Harnessing projection using PDRT
This section illustrates how PDRT represents the information status
of different types of linguistic expressions. Up to this point, the PDRT
examples have mainly concerned existential presuppositions triggered
by definite descriptions and proper names. Here, we show that the ad-
ditional representational level of PDRT can be used to account for vari-
ous other linguistic phenomena, in particular by exploiting the level of
information provided by the MAPs. Moreover, we show how the inter-
action between Assertive Merge and Projective Merge can account for
the emergence of different types of meaning.
5.4.1 Representing information status
As described above, Projective DRT extends the representational power
of DRT by explicitly representing the relation between the introduction
and interpretation site of linguistic content, via the use of projection
variables. As illustrated above, this additional level of information can
be used to represent the information status of presuppositions. Crit-
ically, the interpretational constraints contributed by the MAPs allow
for representing dependencies between projected content and its local
discourse context, as well as dependencies between different instances
of projected content, as illustrated in (14).







1 ≤ 2 1 ≤ 3









1 ≤ 2 2 ≤ 3 1 ≤ 4
Example (14a) contains two existential presuppositions, triggered by
the use of the proper name “John” and the definite description “the cook-
ies”. In (14b), on the other hand, this latter presupposition is embedded
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as part of another presupposition, triggered by the it-cleft construction,
namely that someone ate the cookies. This embedding is represented in
the MAPs, which indicate that the interpretation site of the presuppo-
sition triggered by “the cookies” should be accessible from the interpre-
tation site of the presupposition triggered by the it-cleft construction
(i.e., 2 ≤ 3). This reflects a hierarchical ordering of presuppositions
that states that the mention of the cookies is more backgrounded than
the observation that someone ate them.
As described above, the MAP constraints for weak subordination
(≤) and its negation () can be used to represent various stronger con-
straints on accessibility, such as identity (i.e., v1 = v2 ⇔ v1 ≤ v2 ∧ v2 ≤
v1), and strict subordination (i.e., v1 < v2 ⇔ v1 ≤ v2 ∧ v2  v1). These
stronger constraints can be used, for instance, to represent the contri-
bution made by conventional implicatures, as described by Potts (2005);
this is illustrated in example (15) (see Venhuizen et al., 2014b).









2 ≤ 5 2 ≤ 3
1←hit(x,y)
1 ≤ 3 1 < 4 4 = 3 1 ≤ 5
This example shows the PDRS for a sentence containing a non-
restrictive relative clause (NRRC). The conventional implicature trig-
gered by the NRRC at the same time requires projection from the local
context (using strict subordination: 1 < 4), and introduces a depen-
dency to the projection site of its anchor, “Mary” (using identity: 4 = 3).
These constraints reflect the information status of conventional impli-
catures, which are considered to provide novel and backgrounded infor-
mation about the referent referred to by the anchor (for a more detailed
explanation, see Venhuizen et al., 2014b).
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5.4.2 Merge interactions
As described above, the order of the arguments in a merge operation
may in some cases crucially affect the result of the merge; in the case
of Projective Merge only the content of the first argument becomes pro-
jected, and both Assertive and Projective Merge allow for free variables
from the second argument to become bound by content in the first argu-
ment (this includes projection variables as well as discourse referents).
However, because of the asymmetry between Assertive and Projective
Merge, not only the order of the arguments, but also the order of ap-
plying merge operations in sequence may affect the resulting PDRS.
This effect is demonstrated below, using the three PDRSs in (16). Note
that there is a strong dependency between these PDRSs in terms of the














In case the PDRSs from (16) are combined as a sequence, using only
Assertive or only Projective Merge, the order of applying the operations
does not change the result, as long as the sequence of the arguments
is not changed; that is, both Assertive Merge and Projective Merge are
associative operations. This is illustrated in example (17).
(17) a. A + (B + C) = (A +








b. A ∗ (B ∗ C) =







3 ≤ 1 3 ≤ 2 2 ≤ 1
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In (17a), applying AssertiveMerge two times in a row results in a PDRS
in which all content from the three arguments remains asserted, and
all free variables from PDRSsB and C have become bound or renamed.
The resulting PDRS corresponds to a non-presuppositional interpreta-
tion, i.e., “Aman has a sister and loves her”. In (17b), the two Projective
Merge operations result in a representation in which the content from
PDRSs A and B has become projected, corresponding to an interpreta-
tion that contains two presuppositions, namely that there exists some
man and that he has a sister, i.e., “The man loves his sister”.
On the other hand, if we apply Assertive Merge and Projective
Merge in the same sequence, the order of applying the operations cru-
cially affects the resulting representation; in other words, the merge
operations are not inter-associative. This is due to the fact that Projec-
tive Merge results in the projection of its first argument, which means
that the projection of the entire foregoing sequence may be affected by
adapting the order of applying the operations. This is illustrated in (18).







3 ≤ 2 2 ≤ 2








The different results in (18a) and (18b) clearly illustrate that projec-
tion differences crucially affect the interpretation of a PDRS. In (18a),
the content of both PDRS A and PDRS B becomes projected due to the
ProjectiveMergewithC, even thoughA andB are themselves combined
using Assertive Merge. This results in a reading with one presupposi-
tion, which combines the content of both PDRSA and PDRSB, i.e., “The
man who has a sister loves her”. But if the arguments are combined in
a different order, as in (18b), the resulting PDRS obtains a different in-
terpretation. Because of the MAPs constraining the interpretation site
of the content of PDRS B, the result of the Assertive Merge in (18b)
is that the presupposition triggered by the Projective Merge becomes
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locally accommodated, corresponding to the reading “A man loves his
sister”.
Thus, in (18) the order of applying the merge operations matters
because the combination of Assertive Merge and the constraints indi-
cated by the MAPs may prevent content from becoming projected. If,
however, the ProjectiveMerge operation appears sequentially before the
Assertive Merge operation, no such presupposition cancellation can oc-
cur, and inter-associativity is reestablished, as shown in (19).







3 ≤ 1 3 ≤ 3
Here, both of the permutations result in a PDRS with a single presup-
position, corresponding to the interpretation “ The man has a sister and
loves her”. The availability of natural language examples correspond-
ing to the readings of each of these different PDRSs resulting from the
same set of constituents, suggests that these interactions between as-
serted and projected content are in fact present in the way linguistic
meaning is constructed.
5.5 Implications for semantic theory
In this chapter, we have presented Projective Discourse Representation
Theory, an extension of traditional DRT that represents the informa-
tion status of linguistic content by explicitly representing the relation
between its semantic interpretation, and how it is presented in the lin-
guistic surface structure. We have shown how the definitions that form
the formal backbone of DRT can be extended to account for the addi-
tional level of information introduced by the projection variables. With
this in place, PDRT has become a full-fledged semantic formalism—
the question now arises what can be done with these extended repre-
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sentations, and how they relate to existing extensions of DRT. In what
follows, we will first briefly discuss the relation of PDRT to other varia-
tions of the DRT framework, and then describe some of its implications
in more detail, in particular with respect to the interpretation of the
resulting semantic representations. What is more, we will lay out what
we believe to be the most important directions for future research.
5.5.1 Position within the DRT family
Projective DRT introduces projection pointers for dealing with projected
content within the DRT framework. Because of its intuitive and flexible
nature, DRT has already formed the basis for several other extensions
aimed at dealing with various linguistic phenomena. Within this fam-
ily of DRT variations, PDRT unifies the intuitions behind two major
directions; (i) the incorporation of an additional level of meaning repre-
sentation to account for, in particular, the distinct information status of
presuppositions (other DRT variants exploiting this principle are, e.g.,
Presuppositional DRT, as proposed by Krahmer, 1998, Layered DRT,
proposed by Geurts and Maier, 2003, 2013, and the treatment of in-
dexicals proposed by Hunter, 2010, 2013), and (ii) the use of specific
identifiers for individual discourse contexts and the accessibility rela-
tions between them (this concept is used, for example, in the Unresolved
DRSs (UDRSs) defined by Reyle, 1993, 1995, but also in the Segmented
DRSs (SDRSs) from Segmented DRT, following Asher, 1993; Asher and
Lascarides, 2003).
With respect to the class of frameworks dealing with additional lev-
els of meaning, PDRT positions itself right between Presuppositional
DRT, defined specifically for dealing with presuppositions, and Layered
DRT, which treats different levels of linguistic meaning as separate,
non-interacting layers of linguistic content. In contrast, PDRT provides
a unified analysis of different projection phenomena within a single di-
mension, by using projection variables to indicate the interpretation
site of linguistic content. As we will see in Section 5.5.2 below, this
analysis is highly compatible with the treatment of indexical expres-
sions proposed by Hunter (2010, 2013).
The projection variables of PDRT are used to identify specific dis-
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course contexts, in much the same way that UDRSs and SDRSs obtain
an identifier. Critically, however, in PDRT the identifiers are part of
the basic structures in the form of variables that behave in the same
way as discourse referents in DRT, in the sense that they may appear
free or bound, and can be renamed during discourse construction. By
contrast, the identifiers used in UDRSs are constants, and therefore do
not adhere to the same principles as discourse variables. On the other
hand, the identifiers in SDRT are also variables, but in addition obtain
a model-theoretic interpretation. This is not the case for the projection
variables from PDRT, which serve a representational purpose in expli-
cating the interaction between the linguistic surface structure and the
semantic representation (but see Section 5.5.2 for different ways of in-
corporating the information contributed by the projection variables into
the model-theoretic interpretation of PDRSs).
Of particular interest with respect to PDRT is Schlenker’s (2011)
version of DRT with local contexts, which aims to incorporate the
satisfaction-based view on presuppositions as proposed by Heim (1983)
into the DRT formalism. Schlenker employs variables to indicate ‘local
contexts’ and uses coindexation for presuppositions to indicate the con-
texts in which they must be satisfied. Satisfaction here means that the
context indicated by the presupposition should entail it. This is where
the account crucially differs from PDRT: in Schlenker’s local contexts
analysis, presuppositions merely impose constraints on the interpre-
tation of the context in which they are accommodated. By contrast,
projected content in PDRT inherits all referential and interpretational
properties from its accommodation site. This means, for example, that
the accounts make different predictions about the interpretation of re-
ferring expressions that are more descriptive than their antecedent, as
illustrated in example (20).
(20) Awomanwas arrested in Berlin yesterday. The mother of three
is suspected of murder.
Here, the underlined definite description “the mother of three” simul-
taneously co-refers with the indefinite description “a woman” and pro-
vides more information about its referent. On Schlenker’s account, the
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presupposition triggered by the definite description requires the con-
text in which the indefinite “a woman” is introduced to entail that this
woman is a mother of three. In the PDRT analysis, on the other hand,
this information is attached to the description of “a woman”, and there-
fore becomes part of the novel contribution of the discourse.
5.5.2 Interpretation of Projected DRSs
One of the strengths of the traditional DRT framework—which we have
omitted in this chapter thus far—is that its basic structures have a
model-theoretic interpretation, providing themwith a truth-conditional
semantics. The model-theoretic interpretation can be derived in two
ways. Firstly, one can formulate a translation from DRSs into first-
order logic. Such translations, as provided, for example, in Bos (2003),
assume a variant of DRT that only contains conditions that can be for-
mulated as first-order logic formulas. A second way of deriving amodel-
theoretic interpretation for DRSs, is by providing a direct interpretation
using an embedding function that verifies a DRS in a given model. In-
tuitively, a DRS is considered to be a partial model representing the
information conveyed by some piece of discourse; determining the truth
of DRSK in some world w, therefore means finding a function that em-
beds K in the total model M with respect to w (for a formal definition
of the embedding function for DRSs, see, e.g., Kamp and Reyle, 1993;
Geurts and Beaver, 2011).
As we have shown extensively in this chapter, PDRT provides a
richer semantic formalism than its predecessor DRT, since PDRT incor-
porates explicit information about how the information in a discourse
is structured, in particular regarding the introduction site of projected
material. With respect to themodel-theoretic interpretation of PDRT, it
depends on one’s interests whether this informational extension should
also be percolated through to the model. On the one hand, PDRSs
can be translated into DRSs, as shown in Venhuizen et al. (2013b).
This demonstrates that PDRSs—albeit richer representations—inherit
all interpretational properties from DRSs, including the translation to
first-order logic. However, the translation from PDRT to DRT comes at
the cost of losing information about how the information is structured
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within the discourse (e.g., the status of presupposed material), since
during translation all content is moved to the interpretation site indi-
cated by the pointers. So, the additional level of information provided
by the projection variables can only be incorporated into the model-
theoretic interpretation using the direct interpretation via an embed-
ding function. There are various ways in which the interpretation func-
tion can be extended in order to incorporate different aspects ofmeaning
that can be represented in PDRT. Below, we informally describe three
different ways of incorporating different dimensions of meaning into the
PDRT interpretations.
• Presupposition failure using three-valued logic. Since
Strawson’s (1950) famous argument against Russell (1905), in
which he states that sentences containing a definite description
that fails to refer (i.e., presupposition failure) should be inter-
preted as lacking a truth-value, different versions of three-valued
logics have been proposed to account for these undefined inter-
pretations. In the context of DRT, Krahmer (1998) has proposed
a version of DRT that has a three-valued interpretation (based on
middle Kleene; Kleene, 1952). PDRT also allows for an interpreta-
tion along these lines, since presuppositions are discernible from
asserted content in the final representations, namely via the use
of free pointers.
• Anchoring linguistic content to the extra-linguistic con-
text. In order to account for the interpretational properties of
indexical expressions, such as I and here, Hunter (2013) proposes
a DRT analysis in which indexicals, and other presupposition trig-
gers, are accommodated to a special global DRS context, called
K0, which is evaluated with respect to the extra-linguistic con-
text, i.e., the actual world (see also, Hunter and Asher, 2005).
Such an analysis is highly compatible with the PDRT approach,
since the use of free pointers for presuppositions already suggests
their readiness to be bound by the label of some higher (possibly
extra-linguistic) context. In fact, the availability of such a context
is already assumed by the PDRT analysis of conventional impli-
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catures proposed in Venhuizen et al. (2014b), as CIs require their
anchor to project out of the local context via strict subordination,
even in case the local context is itself the global context of the
discourse, as shown in example (15) above.
• Speaker-orientedness via subjective models. Besides pro-
viding a special interpretation for presuppositions and indexicals,
the embedding function of PDRT may also be extended to provide
an adapted treatment for other phenomena, such as conventional
implicatures. As already proposed in Venhuizen et al. (2014b),
the projection pointers from PDRT may be exploited to incorpo-
rate information about the speaker-oriented nature of CIs into the
model. CIs are generally interpreted as contributing subjective
content that is attributed to the speaker of the utterance. This
information may be reflected in PDRT by the use of special point-
ers that indicate a context in a subjective model, which is the state
of affairs in the world according to some specific discourse agent,
e.g., the speaker, the hearer, or some agent introduced in the dis-
course (see Venhuizen et al., 2014b, for more details).
5.5.3 PDRT applications and outlook
The representations from PDRT are richer than the traditional DRT
representations. Thismeans that they aremore expressive, in the sense
that more aspects of linguistic meaning can be captured within these
representations. In particular, we have focused on representing the dif-
ference in information status between asserted and projected content.
However, this expressiveness comes at the cost of adding extra variables
to the representations, which arguably increases their complexity. An
important question is therefore what is gained exactly with this addi-
tional level of information. And, from a more philosophical perspective,
how far should we go in complicating the semantic representations with
the goal of incorporating more detail into the analyses?
Firstly, it should be noted that the variables that Projective DRT
employs in order to to indicate the interpretation site of linguistic con-
tent are defined using constraints that are already available in tradi-
tional DRT; as was demonstrated in the definitions above, projection
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variables behave just like traditional DRS referents in terms of their
binding properties, and the way in which they can be resolved. This
means that no additional machinery is required to account for the be-
havior of these variables. Moreover, the introduction of projection vari-
ables results in a simpler construction procedure for representations
containing projected content than the one proposed by van der Sandt
(1992), since presuppositions do not need to be resolved post hoc, as
the projection variables can become bound already during discourse
construction. The result is a purely dynamic analysis of projection, in
which projection triggers provide content with ‘projection potential’ on
the lexical level—using Projective Merge—and the context determines
where the content will be accommodated by binding the projection vari-
ables during discourse construction.
With respect to the applicability of the representations from PDRT,
and its position within the broader enterprise of semantic theory, it is
important to consider the theoretical as well as the practical perspec-
tive. From a theoretical point of view, PDRT opens up the way to model
and investigate the semantic properties of different linguistic phenom-
ena. As was already shown by the analysis of conventional implica-
tures presented in Venhuizen et al. (2014b), formalizing the behavior of
specific linguistic phenomena in a semantic framework contributes sig-
nificantly to the understanding of the semantic properties underlying
this behavior. For instance, PDRT could be employed to gain insight
into the projection behavior of different kinds of projection triggers; for
instance, PDRT could be used to investigate the different contextual
constraints underlying the behavior of weak and strong presupposition
triggers. Conversely, as PDRT aims to treat projection as a property
that is inherent to the way in which discourse representations are con-
structed, the PDRT analysis might contribute to the development of a
unified analysis of projected content, in line with analyses that aim to
explain projection in terms of at-issueness (Simons et al., 2010; Ton-
hauser et al., 2013). Finally, the representations from PDRT may be
used to investigate aspects of meaning beyond projection phenomena.
The additional level of information available in the representations of
PDRT allows for the formalization of different syntactic constructions,
and their interaction with linguistic meaning. For example, the MAPs
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may be employed to explicitly represent the notion of givenness as an
ordering of projection sites; this has been shown to critically affect the
choice of syntactic structure in, e.g., dative alternation Bresnan et al.
(see 2007) and genitive alternation (see Rosenbach, 2014).
From a practical point of view, the direct correspondence between
the representations of PDRT and the linguistic surface structure make
it an attractive semantic formalism for the purpose of natural language
generation (see, e.g., Basile and Bos, 2013). Moreover, the formalization
of the construction and interpretation procedure make PDRT a suit-
able formalism for computational applications. As described above, the
formal definitions of PDRT have been implemented as part of pdrt-
sandbox, a widely applicable NLP library (Venhuizen and Brouwer,
2014). PDRT also provides the formal backbone underlying the seman-
tic representations in the GroningenMeaning Bank (GMB; Basile et al.,
2012a; Bos et al., 2015). These existing implementations make PDRT a
practically useful semantic framework for investigating linguistic phe-
nomena using large-scale computational methods, such as is common
in modern day computational linguistics. As a straightforward working
example on the applicability of the PDRT analysis for gaining insight
into semantic behavior, we are currently gathering data from the GMB
on the projection behavior of definite noun phrases (e.g., accommoda-
tion versus binding). We aim to investigate whether we can use the
richer semantic representations of PDRT to derive specific semantic fea-
tures that influence this behavior, in order to obtain more fine-grained
insights into the projection behavior of definite descriptions.
In sum, the PDRT analysis provides a rich representational scheme
for formalizing and investigating a variety of linguistic phenomena. The
addition of projection variables to discourse representation structures
has been shown to provide a maximal information gain into the seman-
tic representation, usingminimal additionalmachinery. The formalism
employs traditional semantic notions such as variable binding to ac-
count for aspects of meaning that were not traditionally considered part
of the semantic contribution of an utterance. As such, PDRT opens up
new directions for the investigation of linguistic meaning, where non-
truth-conditional aspects of meaning (e.g., information status) may con-
tribute to and interact with model-theoretic semantic interpretations.
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Appendices
5.A DRT: Definitions
These definitions are based on Kamp and Reyle (1993); Bos (2003);
Kamp et al. (2011).
Definition 22 (DRS). A Basic DRS: 〈{x1...xi}, {γ1...γj}〉 is a tuple,
where:
i. {x1...xi} is a finite set of variables;
ii. {γ1...γj} is a finite set of DRS conditions (which may be either basic
or complex);
iii. R(x1, ..., xn) is a basic DRS condition, with x1...xn are variables and
R is a relation symbol for an n-place predicate;
iv. ¬K, K and ♦K are complex DRS conditions, with K is a DRS;
v. K1 ∨ K2 and K1 ⇒ K2 are complex DRS conditions, with K1 and
K2 are DRSs;
vi. x : K is a complex DRS condition, with x is a variable and K is a
DRS.
Definition 23 (DRS accessible universes). The universe of DRS Kj is
accessible from (a referent introduced in) DRS Ki (Ki ≤ Kj) iff:
• Ki = Kj ;
• Ki < Kj (Ki is subordinated by Kj ; see Definition 24).
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Definition 24 (DRS Subordination). DRS K1 is subordinated by DRS
K2 (K1 < K2) iff:
• ¬K1, K1 or ♦K1 is a DRS condition of K2;
• x : K1 is a DRS condition of K2 for some x;
• K1 ⇒ K3, K3 ⇒ K1, K1 ∨ K3, or K3 ∨ K1 is a DRS condition in
K2 for some DRS K3;
• There is a DRS K3, such that K2 ⇒ K1 is a DRS condition in K3;
• There is a DRS K3, such that K1 < K3 and K3 < K2.
Definition 25 (DRS Variable Binding). DRS variable x, introduced in
DRSKi, is bound in global DRSK iff there exists a DRSKj ≤ K, such
that:
i. Ki ≤ Kj ;
ii. x ∈ U(Kj), where U(Kj) refers to the universe of DRS Kj .
Definition 26 (Free DRS Variables).
i. F(〈U,C〉) = (⋃c∈C F(c))− U ;
ii. F(R(x1, ..., xn)) = {x1, ..., xn};
iii. F(¬K) = F(♦K) = F(K) = F(K);
iv. F(K1 ⇒ K2) = F(K1) ∪ (F(K2)− U(K1));
v. F(K1 ∨K2) = F(K1) ∪ F(K2);
vi. F(x : K) = {x} ∪ F(K).
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5.B PDRT: Additional Definitions
5.B.1 Structure
Definition 27 (Projected Referents).
i. R(〈l, U, C,M〉) = U ∪⋃c∈C R(c))
ii. R(p← R(x1, ..., xn)) =
⋃
x∈{x1,...,xn}{p← x}
iii. R(p← ¬K) = R(p← ♦K) = R(p← K) = R(K)
iv. R(p← K1 ⇒ K2) = R(p← K1 ∨K2) = R(K1) ∪R(K2)
v. R(p← x : K) = {p← x} ∪ R(K)
Definition 28 (PDRS to Projection Graph).
i. pg(〈l, U, C,M〉) = {〈l, l〉 7→ +} ∪ ⋃v←x∈U{〈l, v〉 7→ +} ∪⋃
c∈C pg(l, c) ∪
⋃
m∈M pg(l,m)
ii. pg(l, v ← R(x1, ..., xn)) = {〈l, v〉 7→ +}
iii. pg(l, v ← ¬P ) = pg(l, v ← ♦P ) = pg(l, v ← P ) = pg(l, v ← x : P )
= {〈l, v〉 7→ +, 〈lab(P ), l〉 7→ +, 〈l, lab(P )〉 7→ −} ∪ pg(P )
iv. pg(l, v ← P1 ∨ P2) = {〈l, v〉 7→ +, 〈lab(P1), l〉 7→ +, 〈l, lab(P1)〉 7→
−, 〈lab(P2), l〉 7→ +, 〈l, lab(P2)〉 7→ −} ∪ pg(P1) ∪ pg(P2) ∪
{〈lab(P1), lab(P2)〉 7→ −, 〈lab(P2), lab(P1)〉 7→ −}
v. pg(l, v ← P1 ⇒ P2) = {〈l, v〉 7→ +, 〈lab(P1), l〉 7→ +, 〈l, lab(P1)〉 7→
−, 〈lab(P2), l〉 7→ +, 〈l, lab(P2)〉 7→ −} ∪ pg(P1) ∪ pg(P2) ∪
{〈lab(P1), lab(P2)〉 7→ −, 〈lab(P2), lab(P1)〉 7→ +}
vi. pg(l, v1 ≤ v2) = {〈l, v1〉 7→ +, 〈l, v2〉 7→ +, 〈v1, v2〉 7→ +}
vii. pg(l, v1  v2) = {〈l, v1〉 7→ +, 〈l, v2〉 7→ +, 〈v1, v2〉 7→ −}
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5.B.2 Variable Binding
In the definitions below, freepvar(p, l, P ) means that projection vari-
able p, introduced in a PDRS labeled l, is not bound in PDRS P (that
is, freepvar(p, l, P ) = ¬boundpvar(p, l, P )). Analogously, freepref(p ←
x, l, P )} means that projected referent p ← x, introduced in a PDRS
labeled l, is not bound in PDRS P (that is, freepref(p ← x, l, P )} =
¬boundpref(p← x, l, P )}).
Definition 29 (Free Projection Variables). Given a global PDRS P , we
can define the set of free projection variables of PDRS P ′ = 〈l, U, C,M〉
as follows:
i. Fpi(〈l, U, C,M〉) = {p | p ← u ∈ U ∧ freepvar(p, l, P )} ∪⋃
c∈C Fpi(c, l) ∪
⋃
µ∈M Fpi(m, l)
ii. Fpi(p← R(...), l) = {p | freepvar(p, l, P )}
iii. Fpi(p ← ¬P1, l) = Fpi(p ← ♦P1, l) = Fpi(p ← P1, l) = Fpi(p ← x :
P1, l) =
{p | freepvar(p, l, P )} ∪ Fpi(P1)
iv. Fpi(p← P1 ⇒ P2, l) = Fpi(p← P1 ∨ P2, l) = {p | freepvar(p, l, P )} ∪
Fpi(P1) ∪ Fpi(P2)
v. Fpi(p1 ≤ p2, l) = {freepvar(p1, l, P )} ∪ {freepvar(p2, l, P )}
Definition 30 (Free Projected Referents). Given a global PDRS P , we
can define the set of free projected referents of PDRS P ′ = 〈l, U, C,M〉
as follows:
i. FR(〈l, U, C,M〉) =
⋃
c∈C FR(c, l)
ii. FR(p← R(x1, ..., xn), l) = {p← xi | xi ∈ {x1, ..., xn} ∧ freepref(p←
xi, l, P )}
iii. FR(p← ¬P1, l) = FR(p← ♦P1, l) = FR(p← P1, l) = FR(P1)
iv. FR(p← x : P1, l) = {p← x | freepref(p← x, l, P )} ∪ FR(P1)
v. FR(p← P1 ⇒ P2, l) = FR(p← P1 ∨ P2, l) = FR(P1) ∪ FR(P2)
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5.B.3 Composition









{(xi, x′i)} where xi ∈ ∆(P ) and x′i ∈ newdrefs(∆(P ))
where newpvars is a function that takes a set of projection variables and
returns a set of the same length containing novel projection variables,
and newdrefs does the same for discourse referents.
Now, define rename′(P ) as follows:
i. rename′(〈l, U, C,M〉) = 〈l′, U ′, C ′,M ′〉
where: l′ = trpvar(l, l)
U ′ =
⋃






p1≤p2∈M trpvar(p1, l) ≤ trpvar(p2, l)
∪⋃p1p2∈M trpvar(p1, l)  trpvar(p2, l)
ii. rename′(p← Rel(x1, . . . , xn), l) = p′ ← Rel(x′1, . . . , x′n)
iii. rename′(p← ¬P1, l) = p′ ← ¬(rename′(P1))
iv. rename′(p← P1, l) = p′ ← (rename′(P1))
v. rename′(p← ♦P1, l) = p′ ← ♦(rename′(P1))
vi. rename′(p← P1 ∨ P2, l) = p′ ← (rename′(P1) ∨ rename′(P2))
vii. rename′(p← P1 ⇒ P2, l) = p′ ← (rename′(P1)⇒ rename′(P2))
viii. rename′(p← x : P1, l) = p′ ← (x′ : rename′(P1))
where: p′ = trpvar(p, l)
x′i = trdref(xi, p, l)
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The translate function trpvar(p, l) determines for a projection vari-
able pwhether it is free relative to its local context l, given global PDRS
P . If this is not the case, p is translated based on the set of tuples of
projection variables ΠT .
trpvar(p, l) =
{
p if freepvar(p, l, P )
p′ otherwise, where: (p, p′) ∈ ΠT
Similarly, trdref(x, p, l) determines whether a discourse referent x
is free relative to pointer p and local context l, given global PDRS P . If
this is not the case, x is translated based on the set of tuples of discourse
referents ∆T .
trdref(x, p, l) =
{
x if freepref(p← x, l, P )
x′ otherwise, where: (x, x′) ∈ ∆T
5.C PDRT: Lexical semantics
Tables 5.1 and 5.2 shows the lexical semantics for a set of English lexi-
cal items, following the lexical DRT semantics proposed by Bos (2003).
These lexical items employ a neo-Davidsonian event semantics, with
thematic roles from VerbNet (Kipper et al., 2008).
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Abstract. As a preliminary to data-driven semantic analysis, a
resource is required that provides semantic annotations for a large
amount of data. In this chapter, we describe the development of
such a resource: the Groningen Meaning Bank (GMB). The GMB
project aims at annotating a wide variety of linguistic phenomena,
and integrating them into a single representational framework,
namely, the structures provided by (Projective) Discourse Repre-
sentation Theory. In this chapter, we describe the various levels of
annotation available in the GMB, as well as the concept ofmeaning
banking: creating a semantic resource and improving the existing
annotations in a bootstrapping fashion. As the GMB is part of an
ongoing research project, we here evaluate its current status and
describe some directions for future work.
6.1 Introduction
The development of linguistic resources in the form of syntactic tree-
banks, such as the Penn TreeBank (Marcus et al., 1993), has inspired
∗For a more elaborate treatment of the information presented in this chapter,
see: Bos, Johan, Valerio Basile, Kilian Evang, Noortje J. Venhuizen, and Johannes
Bjerva (2015). The Groningen Meaning Bank. In Ide, Nancy and James Puste-
jovsky, editors, Handbook of Linguistic Annotation – Part Two: Case studies, Text,
Speech and Language Technology. Springer. (forthcoming).
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much research in statistical parsing methods. In the field of semantics,
on the other hand, such data-driven approaches are much less preva-
lent, due to the limited availability of semantically annotated resources.
Most of the existing semantic corpora focus on specific semantic phe-
nomena, such as semantic roles (PropBank; Palmer et al., 2005), se-
mantic frames (FrameNet; Baker et al., 1998), or discourse structure
(the Penn Discourse Tree-Bank; Miltsakaki et al., 2004; Prasad et al.,
2008). A notable exception is OntoNotes (Hovy et al., 2006), which
combines syntactic annotations (in the style of the Penn Treebank),
predicate-argument structure (based on PropBank), word senses, and
co-reference annotation. In this chapter, we present the Groningen
Meaning Bank (GMB), a large collection of texts (rather than isolated
sentences) that not only combines various levels of linguistic annota-
tion, but also provides a ‘deep’ level of formal meaning representation
that integrates the annotations from these layers into a single semantic
formalism. The different levels of syntactic and semantic annotation in
the GMB include, e.g., named entities, word senses, tense, events, the-
matic roles, rhetorical relations, presuppositions, and coreference re-
lations. The semantic formalism used to represent the deep semantic
annotations is based on the foundations of Discourse Representation
Theory (DRT; Kamp, 1981; Kamp and Reyle, 1993); this framework
is particularly suitable for providing a formal backbone for analyzing
these phenomena, as it consists of a representational dimension on top
of the model-theoretic semantic interpretations, which can be exploited
to incorporate various non-truth-conditional aspects of linguistic mean-
ing, such as rhetorical structure (Asher and Lascarides, 2003) and in-
formation status (Venhuizen et al., 2015).
Critically, semantic phenomena often involve discourse-level anal-
ysis, in contrast to syntactic parsing, which can mostly be done on
the sentence-level. Therefore, the units of analysis in the GMB are
texts, rather than isolated sentences, as is common in syntactic tree-
banks. Besides providing a means of resolving discourse-level phenom-
ena, such as cross-sentential anaphoric dependencies, the analysis of
larger texts also enables one to resolve sentence-level ambiguities based
on the larger discourse context. For instance, the discourse context may
determine whether a specific noun is treated as an animate or as an
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inanimate entity, which, in turn may aid the syntactic parser in deter-
mining the right argument structure.
In order to obtain large-scale, high quality annotations, the GMB
employs an annotation method that combines automatic semantic anal-
ysis with human annotations; we call this human-aided machine anno-
tation. With this method, existing natural language processing soft-
ware performs the bulk of the annotations, which are then verified by
humans via two main platforms: a wiki-like interface, called the “GMB
Explorer”, which allows expert linguists to directly modify the anno-
tations, and a crowd-sourcing platform, called “Wordrobe”, which is a
collection of ‘Games with a Purpose’ for different levels of linguistic an-
notation. The annotations obtained from these sources are used for
bootstrapping the automatic analyses; by re-training the NLP software
on the corrected data, the tools as well as the analyses of novel texts are
improved. This way, both quantity and quality of annotation is ensured.
In section 6.2, we describe the various levels of analysis incorporated
in the GMB in more detail, and section 6.3 describes the process of col-
lecting and improving the linguistic annotations. Finally, section 6.4
presents an evaluation of the current state of the GMB, and provides
some directions for future research. For a more detailed and elaborate
discussion of the information presented in this chapter, the interested
reader is referred to Bos et al. (2015). An earlier description of the GMB
and its development can be found in Basile et al. (2012a).
6.2 Levels of annotation
The aim of the Groningen Meaning Bank is to incorporate many layers
of linguistic annotation into a single semantic formalism. Critically, the
semantic representations in the GMB depend upon a variety of underly-
ing analyses, including part-of-speech (POS) tagging, syntactic analysis
and the resolution of scopal properties and co-reference. Below we de-
scribe all levels of analysis that are represented in the GMB, divided
over three levels of annotation: the token-level, the sentence-level and
the discourse-level.
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6.2.1 Tokens
The smallest units of linguistic annotation in the GMB are tokens, rep-
resenting the individual words and punctuation characters in a text.
Therefore, the first step of analysis in the GMB is identifying these to-
kens, and accordingly tagging these tokens using various syntactic and
semantic analyses.
Tokenization. The separation of texts into word tokens and sentence
tokens is done using a variant of the IOB tagging scheme, which is an-
notated on the character level (Evang et al., 2013). This scheme indi-
cates for each character whether it occurs inside a token (I), outside of
a token (O), at the beginning of a token (T), or at the beginning of a sen-
tence (S). This provides a flexible tagging scheme that can account for,
e.g., discontinuous tokens, such as hyphenated words at line-breaks,
and contractions, such as in the case of English negations like “did|n’t”.
Syntactic categories. After the tokenization, all tokens are anno-
tated with part-of-speech (POS) categories, which critically influence
the higher-level syntactic and semantic analyses. The set of POS cate-
gories in the GMB is based on the tag-set introduced in the Penn Tree-
Bank (Marcus et al., 1993) and later adopted and extended in the CCG-
Bank (Hockenmaier and Steedman, 2007).
Based on the POS annotations, each word is assigned a syntac-
tic category from the syntactic framework of Combinatory Categorical
Grammar (CCG; Steedman, 2001). The advantage of using a categorical
grammar for the development of the GMB is that it is lexically driven;
all combinatory information is stored in the categories assigned to the
word tokens, such that they can be mapped onto unique semantic types.
This way, the lexical semantic representations can be derived directly
from theCCG categories. There are two types of categories in CCG: base
categories and functor categories, the latter being functions composed
out of base categories (using backward and forward slashes indicating
the direction of the function). Table 6.1 shows the CCG categories used
in the GMB, together with their associated semantic types. On the sen-
tence level, the lexical CCG categories are combined using a fixed set of
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Table 6.1: Overview of CCG categories and semantic types
Category Description Semantic type
S sentence 〈〈e, t〉, t〉
NP noun phrase 〈〈e, t〉, t〉
N noun 〈e, t〉
PP prepositional phrase 〈e, t〉
b :β/a :α functor (with argument a right) 〈α, β〉
b :β\a :α functor (with argument a left) 〈α, β〉
combinatory rules: forward application (>), backward application (<),
composition (∨) and type raising (∗) (see Figure 6.1 below for an example
derivation from the GMB).
Named Entities. In addition to the syntactic categories, all tokens
are annotated with several aspects of lexical meaning. Firstly, Named
Entity (NE) tagging categorizes tokens that refer to some named entity
into different classes of entities, i.e., distinguishing persons, locations,
organizations, geo-political entities (GPE’s), etc. As a tagging scheme
for Named Entities, we use a simplified version of Sekine et al.’s (2002)
Extended Named Entity classification (for the complete overview of NE
tags, see Bos et al., 2015).
One of the main issues in NE tagging is the observation that named
entities often exhibit a complex hierarchical structure. For instance,
the expression “New York Times” as a whole indicates an organiza-
tion (or artifact, depending on the context), but part of the expression,
i.e., “New York”, indicates a location (this, in turn, could even be sep-
arated into two separate named entities, i.e., “New” and “York”, which
arguably make different contributions to the identification of the loca-
tion). In the GMB, embedded named entities are currently not explic-
itly tagged; all tokens obtain the NE tag associated with the outer NE
(‘organisation’, in the example above). Critically, however, this analysis
assumes that complex named entities introduce a single entity into the
discourse model, which means that any embedded entity is not avail-
able for anaphoric reference. Therefore, the analysis cannot account for
the anaphoric interpretation of “the city” in the following example from
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the GMB:
TheNew York City Fire Department has released thousands
of pages of oral histories and hours of radio transmissions
from the September 11, 2001, terrorist attacks on the World
Trade Center. [...] The New York Times newspaper and
families of the victims of the attacks had sued for the re-
lease of the material. The city... (doc. 20/0099)
In this example, the definite description “the city” refers to the city of
New York. However, all mentions of “New York” in this text are part of
embedded named entities; both “the New York City Fire Department”
and “the New York Times” introduce organisations. Under the ‘flat’
analysis of embedded named entities, “New York” is therefore not an
available antecedent for “the city” in this text.
A possible way to resolve the issue of embedded named entities is
based on the ‘Structured Named Entities’ approach suggested as part
of the Quaero program (Grouin et al., 2011; Rosset et al., 2012): all
NEs are separated into referential expressions (called types) and func-
tional expressions (called components), such that the components act
as modifiers of the types. For example, the title “President” in the com-
pound expression “President Obama” serves as a component modifying
the person-type “Obama”, via a relation that can be dubbed “title”. If we
extend this idea and assume that types themselves can serve as com-
ponents, the structure becomes compositional and we can treat “New
York Times” as a structured NE: an expression of type ‘organization’,
consisting of two sub-types, i.e., the location-type “New York” and the
organisation-type “Times”, such that the first modifies the latter via
a “from”-relation. Interestingly, such an analysis highlights the cor-
respondence between embedded named entities and implicit relations,
which will be discussed in more detail in section 6.2.2 below.
Animacy and Word Senses. The two other layers of lexical mean-
ing present in the GMB are animacy-tagging and word sense-labelling.
Animacy is a property of nouns, which denotes whether its referent
is animate or not, or whether it refers to a human-like entity (e.g., a
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robot). This property has been shown to play a role in various linguistic
phenomena, including argument realization (Dell’Orletta et al., 2005),
dative alternation (Bresnan et al., 2007), and co-reference resolution
(Orasan and Evans, 2007; Lee et al., 2013). The classification used in
the GMB is the one proposed by Zaenen et al. (2004). Finally, all lexical
items that are POS tagged as noun, verb, adjective or adverb are asso-
ciated with a word sense from WordNet (version 3.1; Fellbaum, 1998),
expressed as a synset identifier.
6.2.2 Sentences
The annotation layers described above can all be seen as operating on
the word-level; despite the obvious influence of the direct linguistic con-
text on these layers, the properties can all be assigned to a single token.
Now, if we move to the sentence-level, we find various aspects of mean-
ing that are constituted by relations between tokens.
Thematic roles. The primary example of a sentence-level annotation
is the annotation of thematic roles associated with verbs, which indicate
the relation between the verb and its arguments. The thematic roles
used in the GMB are adopted from VerbNet (Kipper et al., 2008). Inter-
estingly, the CCG category assigned to the verb helps in determining
which thematic roles may be associated with it (Bos et al., 2012); for ex-
ample, CCG category (S\NP )/NP signals a transitive verb requiring
two arguments, e.g., [Agent, Patient]. This means that we can asso-
ciate each token with an ordered (possibly empty) set of roles, whose
size is determined by the CCG category of the token, i.e., the number
of arguments and adjuncts. So, despite the fact that the thematic role
assignment is considered a sentence-level phenomenon (as it describes
the relation between multiple tokens), it is annotated on the token level
in the GMB. This keeps the annotations simple, since the relation be-
tween the verb and its argument remains implicit (it is derived from the
syntax), and flexible, since the arguments of the verb and the thematic
roles associated with them, are determined on separate layers.
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Implicit relations. The implicit semantic relations annotated in the
GMB are signaled, for example, by noun-noun compounds (e.g., a “fish-
ing zone” describes a zone for fishing), possessive constructions (e.g.,
“his wife” refers to the wife of him) and temporal modifiers (“the meet-
ing Wednesday” indicates the meeting on Wednesday). The implicit re-
lations are based on English prepositions, and derived from the Google
Ngram Viewer (Michel et al., 2011). Just like the thematic roles, these
relations can be represented on the token-level, as properties of the to-
kens that trigger the implicit relations.
Scope interactions. Another type of semantic relation annotated in
the GMB is the way in which the scopal properties of semantic oper-
ators are affected by specific linguistic constructions. In most cases,
the arguments that are affected by a scope-bearing operator are de-
termined by the order in which the arguments occur in the linguistic
surface structure of the sentence. For instance, in the sentence “A man
loves many women”, the quantifier “many” only takes scope over the
argument “women”. Critically, however, this default ordering may in
some cases be affected by the use of specific linguistic constructions, for
example modifying constructions triggered by prepositions, such as “A
teacher of every student came to the party”. In this example, the quanti-
fier “every” may be interpreted both as taking wide scope (correspond-
ing to the reading that every student has a teacher that came to the
party) and narrow scope (corresponding to the reading that there is
some teacher that teaches all students, who came to the party). In the
GMB, scope-ordering is annotated on the token level as a property of
prepositions, which may either be scope-preserving, in which case they
are tagged as ‘Default’, or scope-inverting, in which case they are tagged
as ‘Inverting’ (see Evang and Bos, 2013).
Co-reference. When two or more separate expressions denote the
same entity, they are considered to be co-referential. The property of
co-reference is arguably a discourse-level, rather than a sentence-level
property, since co-reference relations often reach beyond the sentence-
boundaries. Just like the semantic relations described above, however,
co-reference is annotated at the token level in the GMB: co-referential
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expressions are annotatedwith their direct antecedent, whichmay have
been introduced in the same, or any preceding sentence. The expres-
sions that are currently being annotated for co-reference in the GMB
are pronouns, definite noun phrases, and proper names. Pronouns are
the most paradigmatic cases of co-referential expressions; they predom-
inantly occur in contexts in which they co-refer with some antecedent
expression. Definite noun phrases and proper names, on the other
hand, often occur without any antecedent, in which case they are an-
notated with the co-reference tag ‘new’. Depending on the referential
expression that is used, the set of expressions that can serve as possible
antecedents differs: pronouns and proper names generally refer to enti-
ties (introduced by nouns), definite descriptions may also refer to more
abstract entities introduced, for example, by verbs (e.g., “[protestors]
demonstrated [. . . ] the demonstration”). Two important issues that
need to be taken into account when annotating co-reference are the
availability of multiple or complex antecedents, and the occurrence of
bridging inferences; below we describe these issues in somemore detail.
In some cases, an expression has multiple correct antecedents,
which all denote the same entity (e.g., “The president [. . . ] Obama [. . . ]
he”); we call this a ‘co-reference chain’. Similarly, the antecedent of a
referential expression may consist of multiple tokens (e.g., “President
Barack Obama [. . . ] he”). The annotation convention used in the GMB
for these cases is to annotate the closest antecedent-token of the co-
reference chain as the correct antecedent. This decision does not af-
fect the final representations; since co-reference is considered a tran-
sitive property in the semantic analysis, multi-word expressions and
co-reference chains are interpreted as introducing a single entity into
the discourse model (which is represented as a Discourse Representa-
tion Structure; see Section 6.2.3 below).
While co-reference indicates that the referent of a referring expres-
sion is identical to some previously introduced entity, ‘bridging’ indi-
cates a different relation between a referring expression and its an-
tecedent. For instance, in a text about “an ox”, a subsequent mention of
“the owner”is interpreted as referring to the owner of the ox. Bridged in-
ferences are currently not explicitly annotated in the GMB, but treated
as regular cases of co-reference. In the next chapter, we will investi-
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Figure 6.1: CCG derivation from the GMB (document 89/0732) with
token- and sentence-level tags; from top to bottom: POS, NE tags,
animacy, word senses, thematic roles, implicit relations, scope, co-
reference, and CCG category.
gate whether the distinction between co-reference and bridging can be
derived automatically, either based on features from the expressions in-
volved (e.g., number and animacy classification), or based on external
resources, such as WordNet.
Tokens and sentences: the complete picture. Since all sentence-
level phenomena described in this section are annotated on the token-
level, we can integrate these different levels of annotation into a single
representation. Figure 6.1 shows an example sentence from the GMB,
annotated with its token- and sentence-level annotations, as well as the
full CCG derivation.
6.2.3 Discourse
The main aim of the GMB is integrating a variety of linguistic phe-
nomena into a single semantic formalism. The levels of annotation
described thus far serve as preliminaries to an integrated representa-
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tion of the meaning of a complete discourse, based on Discourse Repre-
sentation Theory. Here, we describe the motivation for the formalism,
and the representation of discourse-level phenomena, such as rhetorical
structure, and events.
Semantic formalism. The semantic representations in the GMB are
based on Discourse Representation Theory (DRT; Kamp, 1981; Kamp
and Reyle, 1993). The main advantages of using DRT in the context of
developing the GMB, are its high coverage, the existence of tools for au-
tomatic analysis, and the readability of the resulting representations.
We will briefly describe each of these properties below.
With respect to the coverage of linguistic phenomena, DRT has been
shown to provide a powerful formalism that can account for various
phenomena, including anaphora, quantification, tense, attitude reports
and ellipsis (see Kamp et al., 2011, for an overview). Moreover, the ver-
sion of DRT applied in the GMB is based on the extension Projective
Discourse Representation Theory (PDRT), which provides a parsimo-
nious analysis of projection phenomena, such as presuppositions and
conventional implicatures (Venhuizen et al., 2013b, 2015). In PDRT,
projection is represented by means of variable binding; all content is
associated with a projection variable, which can be bound in the lo-
cal context (for asserted content), or some higher, accessible context
(for projected content). This way, projected content does not need to be
moved from its interpretation site, preserving the alignment between
the semantic representations and the linguistic surface structure.
From a practical point of view, DRT is interesting because it is one
of the few semantic formalisms for which high-coverage automatic se-
mantic analyzers exist, most notably Boxer (Bos, 2008), the application
used in theGMB. Boxer produces representations based onCCGderiva-
tions, and incorporates several relevant extensions of DRT, including
Projective DRT and Segmented DRT (see below). Finally, the property
of providing readable representations is especially interesting for our
current purpose, as the GMB consists of automatically derived seman-
tic analyses that need to be verified by human annotators.
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Table 6.2: Overview of rhetorical relations used in the GMB
Relation Description
Coordinated Continuation common topic
Narration common topic, occur in sequence
Precondition inverted Narration
Result cause
Subordinated Background extra information (general)
Elaboration extra information (specific elem.)
Commentary opinion
Explanation inverted Result
Rhetorical structure. For representing the rhetorical structure of
a discourse, the GMB uses representations based on Segmented Dis-
course Representation Theory (SDRT; Asher, 1993; Asher and Las-
carides, 2003). The formal semantics of DRT is combined with a de-
tailed semantics for rhetorical relations, producing a theory that incor-
porates both semantic and pragmatic features in order to account for
dependencies between the discourse structure and semantic interpre-
tation.
The first step of annotating rhetorical structure is separating texts
into units corresponding to single propositions; these are called dis-
course segments. These segments are accordingly connected via rhetor-
ical relations. In SDRT, a basic distinction is drawn between two types
of discourse relations: coordinating discourse relations and subordinat-
ing discourse relations, reflecting different properties of textual coher-
ence, for example the temporal order of the described events, or the
communicative intentions of the speaker. Table 6.2 summarizes the
discourse relations currently used in the GMB.
Event Structure. The representation of events in the GMB is based
on a neo-Davidsonian event semantics. This means that events
are first-order entities, characterized by one-place predicate symbols.
Events are associated to their arguments and modifiers via an inven-
tory of thematic roles, derived from VerbNet (Kipper et al., 2008). This
analysis of events results in consistent representations, with predicates
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Figure 6.2: DRS representation from the GMB for the discourse: “Clin-
ton’s mother prayed fervently that Bill would grow up and be president.
So far, half of her prayer has been answered.” [GMBdocument 19/0727].
of a fixed arity, which can be derived in a compositional manner.
Discourse: the complete picture. Figure 6.2 shows a DRS from the
Groningen Meaning Bank, including the neo-Davidsonian event struc-
ture, rhetorical relations, and the local representation of projected con-
tent following PDRT. Note that in the current version of the GMB, the
projection variables from PDRT are only represented internally.
6.3 Meaning banking
The process of collecting and automatically analyzing linguistic data,
correcting the analyses, and improving the automatic tools, is what we
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Table 6.3: Overview of sub-corpora in the GMB. The statistics are as of
November 1, 2014 (excluding RTE and Tatoeba sub-corpora, which are
only for development purposes).
Subcorpus Documents Sentences Tokens
Aesop’s fables (fables) 224 950 23,105
Basic jokes (jokes) 122 443 7,533
CIA World Factbook (CIA) 514 4,430 112,535
Manually annotated sub-
corpus Open ANC (MASC)
35 291 6,991
Voice of America (VOA) 9,207 57,159 1,238,659
Total 10,102 63,269 1,388,823
call meaning banking. In this section, we describe each of these steps
in the process.
6.3.1 Data collection and automatic analysis
The GMB aims to provide high-quality annotations that can be used for
theoretical purposes, as well as for improving statistical machine learn-
ing methods. This implies that the data for analysis should be diverse,
representative, and freely available for distribution. On the other hand,
state-of-the-art natural language processing tools are relatively limited
in terms of their coverage of different genres, languages and modali-
ties (e.g., written vs. spoken language). Therefore, the GMB currently
focuses on English written texts, which are available from the public
domain. It covers various genres, divided over different sub-corpora,
including newswire and informative texts (represented by the VOA and
CIA sub-corpora), fiction (the fables sub-corpus), and a miscellaneous
genre containing, e.g., jokes and emails (from the jokes andMASC sub-
corpora). Table 6.3 provides an overview of the different sub-corpora
and their distribution over the corpus.
The tool-chain of NLP tools applied in the GMB for automatically
deriving the semantic analyses consists of the following elements: tok-
enization using the statistical tokenizer Elephant (Evang et al., 2013),
POS and Named Entity tagging using the taggers included with the
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C&C tools (Curran et al., 2007), morphological analysis using Mor-
pha (Minnen et al., 2001), animacy tagging using a dedicated classifier
(Bjerva, 2014), syntactic analysis using the C&C parser (Curran et al.,
2007), and finally semantic analysis using Boxer (Bos, 2008).
6.3.2 Collecting linguistic annotations
The annotations made by the NLP tool-chain are necessarily imperfect
due to the way in which these tools are developed. Machine learning
methods always need to make a trade-off between quality and quantity,
since obtaining high-quality annotations for large amounts of data is
expensive. Wide-coverage methods therefore often need to rely on sta-
tistical regularities, which means that the analysis is easily subject to
overgeneralization. In order to improve the annotations, as well as the
tools used for obtaining them, we collect data annotated by human an-
notators via two main sources: the GMB Explorer interface and Wor-
drobe, which will be briefly described below. In addition to these two
sources of input, the GMB annotations are improved using various ex-
isting NLP tools, as well as externally collected annotations (e.g., the
annotations provided by the Open ANC project for their MASC sub-
corpus).
Explorer interface. The documents of the GMB, together with their
annotations, are available via an online wiki-like platform, called the
GMB Explorer1 (Basile et al., 2012b). The platform allows for naviga-
tion and search through the documents of the GMB, visualization of
various levels of annotation, and manual correction of the existing an-
notations. The latter feature is especially aimed at expert linguists, who
are able to directly assess and improve the provided annotations. The
Explorer moreover allows users to see and evaluate the result of their
corrections, as documents can be reprocessed directly based on the NLP
tool-chain and the provided annotations. In case a document contains
an erroneous annotation that cannot be corrected, or if there is some
other problem with the document, users can report an issue which will
be directly send to the developing team. Currently, manual corrections
1http://gmb.let.rug.nl/explorer/explore.php
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can only be made to the token- and sentence-level annotations; the dis-
course annotations are not yet available for manual editing. One reason
for this is that the discourse-level annotations are highly influenced by
lower-level annotations. In order to prevent conflicting information at
the token/sentence- and discourse-level, our first aim is to create a high
standard for the lower-level annotations, which can then be used to pro-
vide a good reference point for the discourse-level annotations.
Wordrobe. In order to obtain annotations from non-experts in lin-
guistic annotation, we use a crowd-sourcing technique calledGamewith
a Purpose. To this end, we developed ‘Wordrobe’,2 a collection of games
each targeting a specific level of linguistic annotation, e.g., Named En-
tity tagging, co-reference resolution, and word sense disambiguation;
see Table 6.4 for an overview. In all games, a question consists of a
piece of text from the GMB with one or more highlighted elements, and
a set of annotation choices. The question and choices both contain as
few linguistic terminology as possible. Players are asked to select one
choice, and indicate their confidence in the answer using a betting sys-
tem. The correctness of the answer is evaluated based on a system of
agreement: the more players agree with the same answer, the more
points can be gained by selecting that answer. This means that player’s
points are subject to constant change, since the agreement score for any
question may change as more players answer the same question. In ad-
dition to the dynamic points-system, players are awarded with static
achievements, which are obtained by finishing sets of questions (called
drawers).
In order to evaluate the quality of the annotations obtained from
Wordrobe, we have conducted an study that focuses on one of the games,
namely the word sense disambiguation game called ‘Senses’ (Venhuizen
et al., 2013a). Using different aggregation methods, the quality of the
annotations was measured using precision and recall for questions that
obtained answers from six different players, relative to a gold standard
annotation. The highest F1-score was 0.86 (representing the harmonic
mean between the precision—0.88—and recall—0.83), which was ob-
2http://wordrobe.housing.rug.nl
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Table 6.4: Current set of Wordrobe games
Game Task Possible choices
Animals Animacy classification human, animal, . . . , abstract
Bridges Information structure explicit, implicit, or new
Burgers Compound noun disamb. prepositions (Google Ngrams)
Names Named entity tagging person, organisation, . . . , time
Pointers Anaphora resolution possible antecedents in text
Roles Thematic role labelling VerbNet relations
Senses Word sense disamb. WordNet 3.1 synsets
Twins Homonym disamb. noun or verb
tained using the least conservative method of aggregation, i.e., relative
majority. Precision got up to 0.97 using the most conservative method of
aggregation, i.e., unanimity, albeit with a considerable loss of recall (to
0.35). Overall, the results showed that the annotations obtained using
Wordrobe are of a relatively high quality, despite the difficulty of the
task at hand, which is well-known for word sense disambiguation, as
demonstrated by the various SensEval/SemEval tasks organized over
the last 16 years (Kilgarriff and Rosenzweig, 2000). In order to perform
a more general evaluation of the annotations obtained from Wordrobe,
we are currently conducting a large-scale experiment in which the an-
notations are compared to other crowdsourced annotations obtained via
the CrowdFlower platform3.
6.3.3 Bootstrapping the analyses
The annotations gathered from the different sources need to be incorpo-
rated into the GMB in order to improve the annotations, as well as the
tools used for deriving the annotations. Besides providing annotations
for different levels of linguistic information, the corrections obtained
from the various sources may in some cases be contradictory. This
means that corrections should be stored and evaluated as separate an-
notation decisions. Moreover, the corrections should not be dependent
upon a specific annotation format, since the tools used for automatic
3http://www.crowdflower.com
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analysis may change. Therefore, the GMB employs a bootstrapping ap-
proach that treats annotations as stand-alone facts, which are called
Bits of Wisdom, or BOWs for short. Each type of linguistic annotation
is associated with its own type of BOW, containing an identifier to the
annotated expression (usually in the form of character offsets), informa-
tion about the annotation layer (e.g., ‘POS’), and the annotation itself
(e.g., ‘NNP’).
The various sources of BOWs differ with respect to the quality of
their contributions; for example, the annotations obtained from the ex-
pert linguists in the Explorer interface may be considered more reliable
than the crowd-sourced annotations from Wordrobe. As a means of ad-
judicating between these different BOWs, we currently employ a com-
bination between weighted evaluation and recency; the BOWs based
on less consistent sources like Wordrobe are derived using an aggre-
gation method (currently, relative majority, but see Venhuizen et al.,
2013a, for alternative proposals), and in the case of conflicting BOWs,
the most recent BOW is applied to the annotation. However, all BOWs
are permanently stored, so that they can be reevaluated and reapplied
at each processing cycle. Our aim is to incorporate a more elaborate
‘judge component’ in the future, which can make informed decisions
about the choice of BOW using statistical methods.
The BOWs are applied at various stages of the toolchain in order to
improve the automatically derived annotations in the GMB. In the fu-
ture, we also aim to employ the BOWs to improve the NLP tools them-
selves, which will aid future efforts in automatic annotation. Figure 6.3
shows an overview of the toolchain employed in the GMB, together with
the bootstrapping mechanism that incorporates BOWs from different
sources into the toolchain.
6.4 Evaluation and future perspectives
Previous work on semantically annotated corpora has mainly aimed at
analyzing specific semantic phenomena; e.g. predicate-argument re-
lations (PropBank; Palmer et al., 2005), semantic frames (FrameNet;
Baker et al., 1998), or discourse relations (the Penn Discourse Tree-
Bank; Prasad et al., 2008). One notable exception is OntoNotes (Hovy














Figure 6.3: Graphical representation of the GMB toolchain and boot-
strapping mechanism
et al., 2006), which combines various levels of annotation, including
syntactic analysis based on the Penn TreeBank, predicate-argument
structure based on PropBank, word senses, and co-reference. The ad-
vantage of the GMB over these resources is that the semantic represen-
tations in the GMB combine all levels of annotation into a single anal-
ysis. Moreover, the bootstrapping method of combining automated and
human annotations results in a large-scale resource with high quality
annotations.
The amount of Bits of Wisdom available for different levels of analy-
sis in the GMB gives an indication of the quality of the obtained annota-
tions. Table 6.5 shows an overview of the number of BOWs per source.
Moreover, it shows the number and percentage of effective BOWs, which
represent the BOWs that actively contribute to the annotation; in the
case ofmultiple or conflicting BOWs, only the BOWselected by the judge
component is considered ‘effective’. The high total number of BOWs ob-
tained from the different sources indicates that the automatic analyses
in the GMB are subject to a considerable amount of verification. We can
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Table 6.5: BOW statistics per source, as per November 7, 2014.
Source #BOWs #Effective %Effective
Explorer: Manual 44,000 39,279 89%
Explorer: Script 134,335 104,744 78%
Wordrobe 7,018 4,639 66%
External (MASC) 13,351 9,626 72%
Total 198,704 158,288 79%
look at the high percentage of effective BOWs in two ways: on the one
hand, it indicates that the data-collection effectively targets the weak
spots of the natural language processing tools used for obtaining the
automatic annotations. On the other hand, it highlights the fact that
these tools still need to be improved significantly in order to approach
a gold standard annotation. We aim to achieve this by re-training the
tools on the manually corrected data, which in time should lead to an
overall smaller percentage of effective BOWs (since the tools would ap-
proximate the gold standard annotation).
As the aim of the GMB is to both provide a resource for semantic
analysis, and to improve existing semantic annotation tools, directions
for future work are also two-fold; firstly, we aim to improve the tools
used for obtaining the semantic analyses in the GMB, and thereby
the analyses themselves, using the BOWs obtained via the different
sources. In particular, the current method of choosing between com-
peting BOWs, which is based on recency, is rather uninformed. In the
future we aim to evaluate the quality of the different sources of BOWs,
and apply them accordingly. The second main direction for future work
is applying the GMBdata for data-driven semantic analysis. In the next
chapter, we describe such an effort, which uses co-reference annotation
from the GMB to predict the information status of different phenomena.
Finally, the GMB is subject to constant extension and improvement.
As described above, we aim to incorporate several additional levels of se-
mantic analysis, such as the annotation of bridging relations. Moreover,
the GMB is currently being extended to include multi-lingual texts and
translations between them. This project, called the Parallel Meaning
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Bank, opens up theway to exploring semantic alignment between differ-
ent languages, and resolving ambiguities in one language based on an-
notations obtained from another language (Bos, 2014). These different
applications show that meaning banking opens up new and promising
directions in computational linguistic research.

Chapter 7
The information status of
referential expressions:
A corpus study
Abstract. When investigating the information status of projection
phenomena in discourse, the class of referential expressions is es-
pecially interesting because of its heterogeneity; despite the com-
mon property of referring to an entity, referential expressions seem
to differ considerably with respect to the information status asso-
ciated with this entity, i.e., whether it is given, new or inferred in
the discourse context. A prerequisite for a formal semantic treat-
ment of these expressions, therefore, is to determine to what extent
referential expressions differ in terms of the information status of
their referent, and how this choice is affected by different types of
linguistic features, including the expression itself, its context, and
the way in which it is represented as part of the semantic repre-
sentation. To investigate this, we used a crowdsourcing platform
to collect manual annotations of the information status of referen-
tial expressions, and fitted a multinomial logistic regression model
with a set of token-based, contextual and deep semantic features.
The model shows that the type of referential expression (e.g., name
versus definite noun phrases) is indeed one of the strongest pre-
dictors for information status, along with a superficial contextual
feature describing whether the lemma was already introduced in
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the discourse context. The results moreover indicate that informa-
tion status should be interpreted on a gradient scale, where given
and new represent the two extremes, and inferred constitutes the
less well-defined middle area.
7.1 Introduction
Formal semantic analyses often take a categorical stance with regard
to the semantic behavior of different linguistic expressions. This means
that differences in interpretation generally result in the identification of
separate meaning categories. Proper names and definite descriptions,
for instance, have been argued to differ in terms of their information
status; that is, whereas proper names are generally used to refer to
fixed referents in the discourse, definite descriptions may get their ref-
erence by virtue of the context in which they occur. As such, traditional
semantic approaches have treated proper names and definite descrip-
tions as distinct semantic phenomena; the former are interpreted us-
ing semantic constants while the latter are interpreted using discourse
variables. Critically, the separation of these phenomena into different
meaning classes on the basis of their information status forgoes a uni-
fied semantic analysis; i.e., an analysis that does not only highlight the
differences between semantic phenomena, but also accounts for their
similarities and interactions.
A semantic formalism that does not presume an inherent distinc-
tion between expressions on the basis of information status is Projec-
tive Discourse Representation Theory (PDRT; Venhuizen et al., 2013b,
2015, see Part II of this thesis). PDRT is an extension of Discourse
Representation Theory (Kamp, 1981; Kamp and Reyle, 1993) that ex-
plicates the notion of information status, i.e., how linguistic content is
related to the discourse context, without treating it as a segregating
aspect of linguistic meaning. More specifically, the PDRT analysis in-
troduces variables to represent differences in information status, which
can be resolved in different ways depending on the discourse context.
This means that there is no a priori distinction in the way different ref-
erential expressions are analyzed within PDRT, since their information
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status is determined by the context that they interact with.
In this chapter, we investigate differences in information status
within the class of referential expressions, including proper names, def-
inite descriptions, indexical expressions, possessive constructions, and
pronouns. We aim to determine whether referential expressions differ
in terms of the information status of their referent and what linguistic
features affect this property. Wewill investigate features from three dif-
ferent levels of linguistic analysis: the token level, containing properties
of the referential expression itself, the context level, describing proper-
ties of the sentential as well as the discourse context in which the ex-
pression occurs, and the deep semantic level, reflecting how the expres-
sion is embedded as part of the formal semantic representation of the
context in which it occurs. We use the GroningenMeaning Bank (GMB;
Bos et al., 2015, see Chapter 6) corpus to collect instances of the differ-
ent types of referential expressions, which are thenmanually annotated
for information status using an online crowdsourcing platform. Tradi-
tionally, the information status of referential expressions is described
using three main classes: given, new, and inferred (Prince, 1981). The
first class describes expressions that refer to entities that were already
explicitly introduced in the discourse, and the second class describes
expressions that refer to entities that were not introduced before. The
third class consists of expressions that refer to an entity that is re-
lated to a known discourse referent, but not identical to it. As such,
this class has also been described as ‘bridging inferences’ (Clark, 1975),
‘inferrables’ (Prince, 1981), and ‘indirect anaphora’ (Chafe, 1976). An
example is given in (1) (GMB document 14/0694), where the entity re-
ferred to by “the owner” is taken to be inferred, as it refers to the owner
of the “Ox” that was introduced in the previous sentence.
(1) A Heifer saw an Ox hard at work harnessed to a plow, and
tormented him with reflections on his unhappy fate in being
compelled to labor. Shortly afterwards, at the harvest festival,
the owner released the Ox from his yoke, but bound the Heifer
with cords and led him away to the altar to be slain in honor of
the occasion.
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The information status of referential expressions has been stud-
ied from a psychological (e.g., Clark and Haviland, 1977; Burkhardt,
2006), formal (e.g., Bos et al., 1995; Asher and Lascarides, 1998; Piwek
and Krahmer, 2000; Irmer, 2009), as well as an empirical perspective
(see, e.g., Fraurud, 1990; Poesio and Vieira, 1998; Gardent et al., 2003).
These investigations focus on how the different classes of information
status are processed, represented, and categorized, respectively. An-
other line of work aims to automatically identify the information status
of referential expressions (e.g., Postolache et al., 2005; Nissim et al.,
2004; Nissim, 2006). None of these studies, however, focuses on deter-
mining which specific features from different levels of linguistic analy-
sis affect the information status of different types of referential expres-
sions. The goal of the current study, therefore, is to investigate which
linguistic features can be used to predict whether a referential expres-
sion is given, new, or inferred with respect to its discourse context. We
will statistically assess the contribution of the different features using
multinomial logistic regression modeling (cf. Bresnan et al., 2007).
7.2 Data collection
In order to investigate which contextual features influence the informa-
tion status of referential expressions (based on the three classes given,
new, and inferred), we collect instances of the different expressions from
a large corpus of semantically annotated texts (the Groningen Meaning
Bank), and derive a range of different linguistic features for each of
these expressions. Accordingly, we collect annotations on the informa-
tion status of these expressions via the crowdsourcing platform Crowd-
Flower. The resulting data will form the basis for the multinomial lo-
gistic regression model presented in Section 7.3.
7.2.1 Collecting data from the Groningen Meaning Bank
The Groningen Meaning Bank (GMB; Bos et al., 2015) is a large corpus
of texts, with different levels of linguistic annotation, including token-
based annotations (e.g., syntactic categories, named entity tagging, an-
imacy classification, and word senses), sentence-level annotations (e.g.,
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thematic roles, syntactic scope), and discourse-level annotations (e.g.,
co-reference annotation and rhetorical structure); see Chapter 6 for a
more detailed overview. Critically, the annotations in the GMB also in-
corporate deep semantic representations, based on Projective Discourse
Representation Theory (Venhuizen et al., 2013b, 2015). This level of
deep semantic representation is especially useful for the current pur-
pose of deriving features regarding the information status of referential
expressions, as it allows for a formal definition of information structural
properties, such as the number of accessible discourse referents.
We identified a set of referential expressions from theGMB, focusing
on proper names, definite descriptions, and possessive constructions.
We did not incorporate pronouns in this study, because a preparatory
analysis revealed that pronouns in the GMB were predominantly used
in contexts in which their referent is given (which can be ascribed to
the fact that the GMB consists largely of newspaper articles; see Ta-
ble 6.3 in the previous chapter). Including pronouns would therefore
highly bias our data, since the information status of these expressions
can be determined solely based on the fact that they are pronouns, dis-
regarding any other features. We only selected referential expressions
that occurred in the beginning of texts—within the first 70 tokens—in
order to keep the texts reasonably short for the annotation procedure
(see Section 7.2.2). Moreover, text-inital expressions were omitted, as
they are new by necessity. In total, we collected 991 referential expres-
sions, for which we derived a collection of features from the different
levels of analysis represented in the GMB.
For the task of classifying referential expressions according to their
information status, we can select features similar to those used for co-
reference resolution, with the exception that the current task is based
on a single referential expression along with its context, instead of com-
paring two referential expressions for co-reference. This means that we
cannot use features that depend on the properties of a specific poten-
tial antecedent, such as its grammatical role (which has been shown
to be an important feature for co-reference resolution; see, e.g., Mitkov,
2002). Instead, we collect token-based features that describe properties
of the referential expression itself, and a set of contextual features that
describe properties of the entire preceding context (e.g., the availabil-
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ity of potential antecedents). In addition, we also collect a set of deep
semantic features that describe the properties of the referential expres-
sion as part of the semantic representational structures from Projective
Discourse Representation Theory. Below, we will briefly describe the
features selected in each of these classes; an overview of all features is
provided in Table 7.1.
(i) Token-based features. The first set of features represents token-
based features that describe properties of the referential expression it-
self. Sentence indicates the number of the sentence in which the ref-
erential expression occurs, counted from the beginning of the text, and
Position indicates the position of the referential expression in the sen-
tence, counted from the beginning of the sentence to the head noun of
the referential expression. The part-of-speech tag and animacy classi-
fication associated with the head noun are reflected by POS and An-
imacy, respectively (for more information about the token-level anno-
tations in the GMB, see section 6.2 in the previous chapter). Finally,
this set includes two properties of the referential expression as a whole:
NPlength indicates the number of tokens in the NP (counting from the
first token up to the head noun), and NPtype indicates to which of the
four referential classes the expression belongs: definite noun phrases
(e.g. “the president”), indexical expressions (e.g., “this week”), names
(e.g., “Mr. Zhvania”), or possessive constructions (e.g., “[Britain ’s] par-
ticipation”).
(ii) Contextual features. The second set of features represents prop-
erties of the sentential and discourse context in which the referential
expression occurs. Role represents the semantic role of the referent
(again, see section 6.2). Arg1 describes whether the introduction of the
referent is modified by some other referent or event. If this is the case,
the semantic analysis in the GMB indicates that there is binary se-
mantic relation between the referent and the modifying entity, and the
referent is the first argument of this relation. Analogously, Arg2 de-
termines whether the referent occurs as the second argument of binary
predicate in semantic representation, i.e., reflecting wether the referent
itself modifies another entity. These features are illustrated in (2):
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Table 7.1: Overview of features collected from the GMB. The most fre-
quently selected (i.e., median) values are underlined, and m indicates
the mean value for integer features.
Feature Description Values
Token-based features
Sentence Number of sentence 1, 2, 3, . . . (m = 1.8)
Position Position in sentence 1, 2, 3, . . . (m = 14.2)
POS POS-tag of head token NN(S), NNP(S), . . .
Animacy Animacy of referent Inanimate or Animate
NPlength Number of tokens in NP 1, 2, 3, . . . (m = 2.0)
NPtype Type of referential ex-
pression
Definite or Indexical or
Name or Possessive
Contextual features
Role Thematic role of referent None, Agent, Patient, . . .
Arg1 Occurs as 1st argument of
a binary predicate
False or True
Arg2 Occurs as 2nd argument
of a binary predicate
False or True
LemmaOcc Same lemma was already
used in text
False or True
LemmaFreq Number of occurrences of
same lemma
0, 1, 2, . . . (m = 0.3)
LemmaRec Token distance to previ-
ous occurrence of lemma
0, 1, 2, . . . (m = 5.3)
SuitAnt Number of compatible an-
tecedents
0, 1, 2, . . . (m = 1.6)
Deep semantic features
PDRSdepth Level of DRS embedding 1, 2, 3, . . . (m = 2.9)
PSites Number of accessible pro-
jection sites in PDRS
1, 2, 3, . . . (m = 2.8)
Ants Number of accessible ref-
erents in PDRS
0, 1, 2, . . . , 20, 21, . . .
(m = 20.4)
xAnts Number of accessible en-
tities in PDRS
0, 1, 2, . . . , 7, 8, 9, . . .
(m = 10.0)
Projected Pointer of referent is not
bound in local PDRS
False or True
Presup Pointer of referent is re-
leased (free)
False or True
EmbPresup Pointer of referent is re-
leased and subordinated
False or True
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(2) United Nations investigators have begun questioning top Syrian
officials about the assassination of former Lebanese Prime Min-
ister Rafik Hariri.
The target referential expression in this example (“the assassination”)
occurs as the first argument of the binary predicate “of ”, which means
that it is modified by the introduction of “former Lebanese Prime Min-
ister Rafik Hariri”. Moreover, the expression also occurs as the second
argument of a binary predicate, namely “about”, where it modifies the
event introduced by “questioning”. Hence, the referential expression
“the assisination” has both Arg1 and Arg2 set to True.
Another aspect of the context that may affect the information status
of referential expressions, is the availability of other referential expres-
sions in the context that in some way match with the target expression.
One way to specify such matching antecedents is on the basis of the
lemma of the target expression; LemmaOcc describes whether or not the
lemma of the head noun occurs in the foregoing text, and LemmaFreq
and LemmaRec define the frequency of the lemma, and the distance
to the closest mention, respectively. Another way of finding matching
antecedents is to determine whether there are other referential expres-
sions in the context that describe the same type of entity. This is cap-
tured by the SuitAnt feature, which determines the number of referen-
tial expressions in the context that match with the target expression in
number (i.e., singular versus plural) and animacy.
(iii) Deep semantic features. The final set of features is extracted
from the formal semantic representations underlying the analyses
in the GMB; the semantic structures from PDRT (called PDRSs),
which are derived using the semantic annotation system Boxer (Bos,
2003). We used pdrt-sandbox1 (Venhuizen and Brouwer, 2014, see
Appendix A) to derive features for predicting information status from
Boxer’s PDRS output. The PDRS features primarily describe the level
of embedding of the target expression in the formal semantic represen-
tation, which affects the possible ways in which the information con-
1Available at: http://hbrouwer.github.io/pdrt-sandbox/
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tributed by the referential expression can be resolved. Firstly, PDRS-
depth represents the number of PDRS-embeddings from the introduc-
tion site of the referent, introduced by the target expression, to the outer
PDRS. PSites, in turn, indicates the number of accessible PDRSs from
the introduction site of the referent, taking into account constraints on
accessibility (see Section 5.3.2 in Chapter 5). The number of accessible
referents in the PDRS is represented by Ants, and the number of acces-
sible referents that refer to entities (as opposed to events, or points in
time) is indicated by xAnts (since Boxer’s convention is to use variables
starting with x as referring to entities).
In order to arrive at its semantic analyses, Boxer employs a rule-
based mechanism to determine the presuppositional status of referen-
tial expressions (i.e., whether they are bound or accommodated; Bos,
2003, pp. 200–204) . As such, the presuppositional status of an ex-
pression as determined by Boxer is a complex interaction between con-
textual features and formal semantic rules. This means that we can
use this information for predicting information status, as it can be de-
rived directly (i.e., in a rule-based manner) from other, more superficial
features. The three features that were derived from Boxer’s analysis
of presuppositions are Projected, Presup and EmbPresup. In case the
referent is associated with a projection pointer that is not bound by the
local PDRS, the referent is analyzed as projected (Projected = True), and
in case this variable occurs free, it is analyzed as presuppositional (Pre-
sup = True). Moreover, presuppositional expressions may be embedded
within other presuppositional expressions, in case the projection site
indicated by the pointer of the target expression is such that another
projection context is accessible from it (EmbPresup = True).
7.2.2 Annotating information status using CrowdFlower
CrowdFlower2 is an online crowdsourcing market-place that provides a
platform for collecting data from contributors from all over the world. In
a similar way to other crowdsourcing platforms, such as Amazon’s Me-
chanical Turk, CrowdFlower collects data by distributing small tasks
over a large group of contributors (“the crowd”). These tasks may have
2http://www.crowdflower.com
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Figure 7.1: Example of a CrowdFlower question
various objectives; for instance, sentiment analysis, data categorization
(e.g., of images) or content rating, but they all have in common that they
are short tasks that can be performed by a large pool of contributors. In
the current study, contributors were presented with shorts texts from
the Groningen Meaning Bank. Each text contained a highlighted refer-
ential expression, and was accompanied by a multiple-choice question
aimed at determining the information status of this expression. That
is, contributors had to indicate whether the referent of the highlighted
expression was given (“explicitly mentioned in the text before”), inferred
(“implicitly mentioned in the text before”), or new in the given text. An
example question is shown in Figure 7.1 (note that this is one of the
control questions, with a pronoun as target expression; see below), and
the instructions that were given to the contributors are provided in Ap-
pendix 7.A.
Contributors were paid 0.06$ per set of 6 questions. Each question
was answered by at least 7 contributors. We used the most conserva-
tive way of selecting contributors in order to obtain the highest qual-
ity answers (on a 3-point Likert scale, ranging from “Highest speed”
to “Highest quality”). In general, the contributors were satisfied with
job, as reflected by an overall 4/5 satisfaction rating. For the 991 ques-
tions we obtained a total number of 7199 annotations from 133 con-
tributors. CrowdFlower implements a quality control system based on
control questions (called “test questions” by CrowdFlower): questions
that have a pre-determined gold-standard answer, and that are indis-
tinguishable from the target questions. We employed a set of 100 con-
trol questions, of which half had pronouns as target expressions, an-
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Table 7.2: Summary of the CrowdFlower data. The ‘Annotations’ are
the individual answers of all contributers, and ‘Questions’ represents
the aggregated answer per question. ‘Trust’ reflects the average trust
(or confidence score) for the questions.
Answer Annotations Questions Trust
given 1947 (27.1%) 269 (29.9%) 0.79
inferred 771 (10.7%) 42 (4.2%) 0.50
new 4481 (62.2%) 653 (65.9%) 0.87
Total 7199 991 0.83
notated with the gold-standard answer given, and the other half had
indefinite noun phrases as target expressions, which were annotated
with the gold-standard answer new. The control questions were ran-
domly inserted throughout the job, in such a way that each page of 6
questions contained at least one control question. In order to partic-
ipate in the job, contributors had to pass a “Quiz Mode” consisting of
control questions for which they needed to obtain a minimum accuracy
of 70%, and they had to maintain this accuracy throughout the job. The
average contributor accuracy on our job was 0.95%.
Annotationswere aggregated such thatwe obtain a single data point
per question. The aggregate result of a question is chosen based on the
answerwith the greatest ‘confidence score’ or ‘trust’, which indicates the
level of agreement between contributors (weighted by their individual







whereCa represents the set of contributors that responded to question q
with answer a, and Cq is the total set of contributors that answered the
question. The average confidence score over all questions was 0.83 (on
a scale from 0 to 1). Table 7.2 presents a summary of the collected data.
One thing that immediately stands out is the low number of inferred
answers overall; we will address this observation in Section 7.3.2.
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Table 7.3: Overview of CrowdFlower data per NPtype
Answer NPtype
Definite NP Indexical Name Possessive
given 137 (36%) 2 (22%) 143 (30%) 14 (12%)
inferred 24 (6%) 1 (11%) 14 (3%) 3 (3%)
new 222 (58%) 6 (67%) 322 (67%) 103 (86%)
Total 383 9 479 120
Table 7.3 presents a breakdown of the aggregatedCrowdFlower data
per type of referential expression (based on the featureNPtype). Firstly,
this table shows the under-representation of indexical expressions in
our data-set, constituting only 1% of all annotated referential expres-
sions. Interestingly, the distribution of answers shows that each type
of referential expression is associated with each of the three different
answers, which means that all different types of referential expressions
are acceptable with each of the three types of information status. More-
over, for each of the different types of referential expressions, the or-
dering of the different types of information status corresponds to the
ordering observed in the overall data set (shown in Table 7.2): the high-
est percentage of occurrences is annotated as new, followed by given and
finally inferred. Critically, however, the different types of expressions do
show a difference in the distribution of the individual answers; whereas
possessives show a very high bias toward new as opposed to given (86%
versus 12%), this preference is much smaller for definite noun phrases
(58% versus 36%). In the next section, we will evaluate the statisti-
cal contribution of the NPtype feature, as well as of the other features
shown in Table 7.1, in predicting the information status of referential
expressions.
7.3 Modeling the data
We employ multinomial logistic regression to investigate if and how the
selected features can be used to predict the information status of refer-
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ential expressions.3 A logistic regression model allows for statistically
assessing the contribution made by individual features in predicting a
categorical variable (in this case, information status), due to the trans-
parent nature of the resulting model, which is defined as a non-linear
combination of the intercept and the values of each of the predictors, cor-
rected by theirweight (or: slope). More specifically, a logistic regression
model can be described using the following equation:




Here, P (Y ) is the probability of Y occurring, b0 is the Y intercept, each
Xi represents a feature, and bi is the weight associated with the corre-
sponding featureXi. Themultinomial variant of this logistic regression
model, then, performs multiple comparisons using the above equation
in order to predict categorical variables with more than two categories;
in our case, we aim to predict three categories (given, inferred and new),
which boils down to two main comparisons: inferred versus given, and
new versus given (i.e., taking given as our reference category). For com-
pleteness, we will also report the third comparison (inferred versus new)
in order to be able to compare all individual differences between the cat-
egories.
7.3.1 Finding the best model
In order to find the best combination of features, we first ran an all-
subsets regression analysis on all 20 predictors from Table 7.1. In this
analysis, each of 1, 048, 575 models (the power set of our 20 predictors)
is compared to the null model (a model that always predicts the most
frequent information status category, i.e., new) based on the Akaike
Information Criterion (AIC; Akaike, 1974). The AIC of a model is de-
fined at its deviance (−2 times LL, the log-likelihood ratio), penalized
by the number of parameters (coefficients) that it contains (2k), yielding
AIC = −2LL + 2k. Lower values of AIC indicate better models, and
3All statistical analyses were carried out using R version 3.2.0 (R Core Team,
2014) on an Apple Mac Pro. The Multinomial Logit Models were estimated using
the mlogit package (Croissant, 2013).
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models with fewer parameters are favored. As an additional estimate of
goodness of fit, we also reportMcFadden’s PseudoR2 (McFadden, 1977).
For a given model, McFadden’s Pseudo R2 is defined as 1− LL/LLnull,
where LL refers to the log-likelihood ratio of the model, and LLnull to
that of the null model. Critically, values of McFadden’s Pseudo R2 that
indicate good fit are typically lower than that of R2 in ordinary regres-
sion; McFadden’s Pseudo R2 values of 0.2 to 0.4 are considered to indi-
cate excellent fit (McFadden, 1977, pp. 34–35).
The best model resulting from the all-subsets regression (AIC =
941.70; LL = −444.84; R2 = 0.42) is:
Model 1: Position + Animacy + NPlength + NPtype + Arg1
+ Arg2 + LemmaOcc + SuitAnt + PDRSdepth + PSites
This model significantly improves upon the null model (χ2 = 635.99,
p < 0.0001) in predicting the information status of referential expres-
sions in terms of the given/inferred/new-distinction. Table 7.4 shows
the confusion matrix for Model 1, with the rows indicating the observed
choices in the aggregated CrowdFlower data, and the columns indicat-
ing the predictionsmade byModel 1. In this matrix, the numbers on the
diagonal indicate correctly predicted values. As is immediately clear
from this table, the model never predicts the answer inferred; this is
not surprising given the small percentage of inferred referents over-
all (4.2%). Otherwise, the model performs well with an overall accu-
racy of 0.84 (AccM1:given = 0.72; AccM1:inferred = 0; AccM1:new = 0.95),
which is a 27% improvement upon the accuracy of the null model
(AccM0 = 0.66). The F1-score of the model, which describes the har-
monic mean of its precision and recall, is strongly affected by the lack
of inferred answers (F1M1 = 0.56), but it shows an improvement over
the null model (F1M0 = 0.27) and good results for the individual classes
given (F1M1:given = 0.77) and new (F1M1:new = 0.90). The overall perfor-
mance of the model is comparable to results obtained by other studies
that aim to automatically identify the information status of referential
expressions (in particular, Nissim, 2006, presents a decision treemodel,
which achieves an overall accuracy of 79.5%, and an F1-score of 0.67).
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Table 7.4: Confusion matrix Model 1
Predicted
Observed given inferred new Total
Aggregated answer = given 213 0 83 296
Aggregated answer = inferred 13 0 29 42
Aggregated answer = new 34 0 619 653
Total 260 0 731 991
Table 7.5 shows the results of the regression model for the com-
parison between new and given (the other comparisons of this model–
inferred versus given and inferred versus new–are shown in Tables 7.10
and 7.11 in Appendix 7.B). This table shows the contribution made per
feature to predicting whether the target expression is new as opposed
to given, and whether this contribution is significant. Out of the total
of 12 binary predictors4, 9 are significant (p < 0.05) for the comparison
at hand.
To assess how the different features contribute to the overall model,
we can take a look at their odds ratios. An odds ratio reflects in which
direction and how much the odds of predicting one category over an-
other change due to the value of a predictor. This is calculated by divid-
ing the odds of new being selected instead of given after a single unit
change in the predictor Pafter(new)/Pafter(given) by the odds before the
unit change Pbefore(new)/Pbefore(given); an odds ratio of 1 thus reflects a
50/50 odds. An odds ratio that is smaller than 1 indicates a decrease in
the likelihood of the expression being new; in other words, it increases
the likelihood of given. For instance, Animacy has an odds ratio of 0.32,
indicating that animate entities are less likely to be categorized as new
(in other words, animate entities are more likely to be categorized as
given); more specifically, the odds of non-animate entities to be cate-
gorized as new are 1/0.32 = 3.125 times more likely than for animate
entities. Other features that decrease the likelihood of new are Lem-
4Categorical predictors with more than two categories (such as NPtype) are
transformed into binary parameters by treating one of the categories as the base-
line category (in this case, the most frequently occurring category Definite), and
comparing each of the other categories to this baseline category.
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Table 7.5: ResultsModel 1: new vs. given. The left part of this table lists
the regression coefficient (B) for each predictor, along with its standard
error (SE) and a significance rating for its p-value (0 ‘***’ 0.001 ‘**’ 0.01
‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1). The right part lists the odds ratio for each predictor
(Ratio), as well as the lower bound (Lower) and the upper bound (Upper)
of its 95% confidence interval (CI).
New vs. Given 95% CI for odds ratio
B (SE) Lower Ratio Upper
Intercept −1.54 (0.64)*
Position 0.03 (0.02)* 1.00 1.03 1.06
Animacy −1.13 (0.32)*** 0.17 0.32 0.61
NPlength 1.06 (0.22)*** 1.88 2.90 4.46
NPtype (vs. Definite)
Indexical 0.54 (0.88) 0.30 1.72 9.71
Name 2.54 (0.37)*** 6.11 12.67 26.28
Possessive 0.75 (0.45). 0.88 2.12 5.11
Arg1 1.38 (0.26)*** 2.41 3.99 6.60
Arg2 0.49 (0.24)* 1.03 1.63 2.59
LemmaOcc −4.30 (0.30)*** 0.01 0.01 0.02
SuitAnt −0.17 (0.06)** 0.74 0.84 0.96
PDRSdepth 0.08 (0.15) 0.81 1.08 1.45
PSites −0.28 (0.11)* 0.60 0.75 0.94
maOcc (i.e., the odds for new drastically decrease—namely 1/0.01 = 100
times—if the lemma of the target expression occurs in the foregoing
context), SuitAnt (i.e., the more suitable antecedents in the discourse
context, the lower the likelihood of new as opposed to given), and PSites
(i.e., the higher the number of accessible projection sites, the higher the
likelihood of given as opposed to new). All other features have an odds
ratio that is larger than 1, which indicates an increase in the likelihood
of the referential expression being new (as opposed to given). This effect
is small but significant for Position (i.e., the later in the sentence, the
more likely it becomes that the expression is new), and even stronger
for NPlength (i.e., the more tokens the referential expression consists
of, the more likely it is to be new). For NPtype, only the comparison
between definite noun phrases and names results in a significant ef-
fect on the distinction between new and given, showing that names are
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Table 7.6: Confusion matrix Model 2
Predicted
Observed given inferred new Total
Aggregated answer = given 194 0 102 296
Aggregated answer = inferred 7 0 35 42
Aggregated answer = new 19 0 634 653
Total 220 0 771 991
more likely to be categorized as new (as opposed to given) than definites.
Finally, both Arg1 and Arg2 also significantly increase the odds of new
(i.e., modified or modifying expressions have an increased the likelihood
of being new as opposed to given).
To summarize, referential expressions referring to animate entities,
whose lemma was already mentioned before, which have more suitable
antecedents matching in number and animacy, and have a high num-
ber of accessible projection sites are more likely to be tagged as given.
Conversely, referential expressions that refer to named entities, that
occur later in the sentence and consist of multiple tokens, and that are
bothmodified by andmodifiers of other referential expressions aremore
likely to be tagged as new. Of these 9 significant predictors, LemmaOcc
is the strongest predictor for the given answer, and NPtype:Name is the
strongest predictor for the new answer. In fact, the model consisting
of only these two features performs reasonably well (AIC = 1043.96;
LL = −511.98; R2 = 0.33), with a similar overall accuracy (0.84) and
F1-score (0.56) as Model 1. The confusion matrix is shown in Table 7.6,
and the contribution of the individual features is shown in Table 7.12
(comparing new to given), Table 7.13 (comparing inferred to given), and
Table 7.14 (comparing inferred to new) in Appendix 7.B.
Model 2: NPtype + LemmaOcc
Critically, the confusion matrix of this simplified model shows that the
inferred category is still severely underrepresented in the predicted re-
sults (in fact, it is never predicted). In the next subsection, we will take
a closer look at the inferred referents, and investigate whether they
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should be considered a separate category, or if they can be conflated
with either the given or the new referents.
7.3.2 The case of inferred referents
As shown in Table 7.2, of the total number of 991 annotated questions,
only 42 were tagged with the answer inferred (cf. Adams, 1979), which
constitutes 4, 2% of the data. Moreover, the inferred answers obtained
the lowest trust score overall (0.50). Interestingly, however, the percent-
age of inferred answers in the overall (unaggregated) number of anno-
tations is less dramatic, as these constitute 10.7% of the total number
of 7199 data points. This discrepancy suggests that although the in-
ferred answer is reasonably often selected by the contributors, it gets
the majority vote only in a very small percentage of the questions (see
the aggregation procedure described above). This is confirmed by the
observation that out of the total of 456 questions that have at least one
inferred answer, the vast majority (94%) has three or less inferred an-
swers (on aminimum of 7 answers per question). After aggregation, the
distribution of given answers (29.1%) and new answers (61.6%) among
these 456 questions matches the distribution of the overall data.
In order to investigate the effect of the inferred answers on our re-
sults, we derived threemoremodels using all-subsets regression: Model
3 was fitted on the data that excludes all questions that obtained in-
ferred as the aggregated answer, Model 4 was fitted on the data that
conflates these inferred referents with the given referents, and Model 5
was fitted on the data that conflates the inferred referents with the new
referents. The best results are obtained by Model 3, which excludes the
inferred referents (AIC = 594.00; LL = −277.00; R2 = 0.53), followed
by the model that conflates inferred with new (Model 5: AIC = 645.69;
LL = −304.85; R2 = 0.50), and finally the model that conflates inferred
with given (Model 4: AIC = 714.19; LL = −337.09; R2 = 0.47). Inter-
estingly, all of these model provide a better fit to the data than Model 1
andModel 2. The winning model contains the following features, whose
individual contributions are shown in Table 7.7 (the results of Models
4 and 5 can found in Tables 7.15 and 7.16 in Appendix 7.B):
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Table 7.7: Results Model 3 (inferred referents excluded). The left part
of this table lists the regression coefficient (B) for each predictor, along
with its standard error (SE) and a significance rating for its p-value (0
‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1). The right part lists the odds ratio
for each predictor (Ratio), as well as the lower bound (Lower) and the
upper bound (Upper) of its 95% confidence interval (CI).
New vs. Given 95% CI for odds ratio
B (SE) Lower Ratio Upper
Intercept −2.51 (0.74)***
Position 0.04 (0.01)* 1.01 1.04 1.07
Animacy −1.07 (0.34)** 0.18 0.34 0.67
NPlength 0.98 (0.25)*** 1.64 2.67 4.34
NPtype (vs. Definite)
Indexical 0.93 (0.89) 0.44 2.53 14.42
Name 2.71 (0.40)*** 6.81 15.03 33.16
Possessive 0.48 (0.45) 0.66 1.61 3.92
Role (vs. None)
Agent 1.21 (0.45)** 1.38 3.35 8.12
Cause 0.40 (0.81) 0.30 1.49 7.35
Experiencer 1.23 (0.41)** 1.52 3.42 7.69
Patient 1.77 (0.68)** 1.56 5.89 22.24
Theme 1.23 (0.50)* 1.27 3.41 9.15
Other 1.97 (0.84)* 1.38 7.18 37.32
Arg1 1.63 (0.28)*** 2.95 5.08 8.75
Arg2 1.24 (0.36)*** 1.71 3.45 6.97
LemmaOcc −2.45 (1.10)* 0.01 0.09 0.74
LemmaFreq −0.96 (0.73) 0.09 0.38 1.58
LemmaRec −0.05 (0.03). 0.91 0.96 1.01
SuitAnt −0.16 (0.06)* 0.75 0.85 0.96
PSites −0.25 (0.08)** 0.67 0.77 0.91
Model 3: Position + Animacy + NPlength + NPtype + Role
+ Arg1 + Arg2 + LemmaOcc + LemmaFreq + LemmaRec +
SuitAnt + PSites
Model 3 consists of essentially the same set of features as Model 1, with
the exclusion of the non-significant feature PDRSdepth, and the addi-
tion of Role, LemmaFreq and LemmaRec (although the latter two do
178 Chapter 7. The information status of referential expressions
Table 7.8: Confusion matrix Model 3
Predicted
Observed given new Total
Aggregated answer = given 214 82 296
Aggregated answer = new 33 620 653
Total 247 702 949
not reach significance; ps > 0.05). The features that were also selected
in Model 1 contribute similarly to the choice between new and given in
Model 3. In addition, the results show that referential expressions that
are associated with a semantic role have an increased likelihood of be-
ing tagged as new as opposed to given relative to expressions that are
not associated with any role (‘None’); this effect is significant for all roles
except ‘Cause’. Table 7.8 shows the confusion matrix for Model 3. The
accuracy remains high (0.88) and is now consolidated with an equally
high F1-score of 0.86 (based on a precision score of 0.88, and a recall of
0.84).
7.4 Discussion
We employed multinomial logistic regression modeling to investigate
how linguistic features contribute to the information status of referen-
tial expressions. More specifically, using a crowdsourcing platform we
have collected manual annotations of the information status of refer-
ential expressions. Referential expressions were annotated to be either
given, inferred, or new, relative to their discourse context. We have then
fitted several regression models to predict these annotations of infor-
mation status on the basis of a set of token-based, contextual and deep
semantic features. We found that the distinction between given and
new referential expressions can be successfully accounted for by means
of two features: LemmaOcc and NPtype (see the results of Model 2 in
section 7.3.1); the former increases the likelihood of a referential ex-
pression being given if its lemma occurs in preceding discourse. The
latter increases the likelihood of a referential expression being new if it
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is a name or a possessive construction as compared to a definite noun
phrase (thereby confirming the aforementioned intuition that names
names and definite noun phrases behave differently with respect to
their context).
Our models proved less successful in predicting inferred referential
expressions. The best model obtained by all-subsets regression on the
set of 20 features from Table 7.1 never predicted the answer inferred.
Moreover, when repeating the all-subsets regression on different data-
sets that either (i) excluded the inferred referents (i.e., referents that
obtained the aggregated answer inferred) altogether, (ii) treated all ‘in-
ferred referents as given referents, or (iii) treated all inferred referents
as new referents, we found that option (i) obtained the best results, and
that option (iii) performed better than option (ii). This seems to suggest
that inferred referents indeed constitute a separate category from given
and new, since otherwise the results of conflating the inferred referents
with either the given or the new referents would have given the best
result. Interestingly, the results show that based on the current set of
features, inferred referents are more resemblant to new referents than
to given referents, since the model obtained by option (iii) performs bet-
ter than the model obtained by option (ii). This is in line with previous
results on the distinction between bridging inferences and coreference
(Nissim, 2006).
In the collected annotation data, the inferred answer was very infre-
quent. This may have several reasons. Firstly, it may be due to the task
itself. The instructions (shown in Appendix 7.A) were designed in such
a way that contributors would have enough examples of each of the pos-
sible answers, without an explicit formulation of the conditions under
which one of the answers was correct. This was done in order to give
the contributors the freedom to evaluate the questions, as well as the
interpretation of the different types of information status, according to
their own intuitions. However, the degree to which participants actu-
ally followed the instructions is difficult to quantify. This is in particular
true with regard to the inferred answer, because the control questions
used to evaluate the participants only contained questions that had ei-
ther given as the correct answer (in the case of pronouns), or new as the
correct answer (in the case of indefinite noun phrases). Moreover, in
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Table 7.9: Comparison of distributions of definite descriptions
Current study Poesio & Vieira (1998) Gardent e.a. (2003)
NPtype = Definite
given 35.8% coreferential 45.5% coreferential 16.9%
inferred 6.3% bridging 8.7% bridging 4.7%
new 58.0% larger situation 24.1% first mention 78.4%
unfamiliar 21.7%
addition to being unable to assess the performance of the contributors
on inferred answers due to the absence of control questions for these
answers, this choice of control questions may have biased contributors
toward the given and new answers, despite the indistinguishability of
target and control questions.
Interestingly, however, the general lack of inferred answers is con-
sistent with the results of previous corpus studies investigating the in-
formation status of referential expressions, which focused mainly on
definite descriptions. Of particular interest in this context are the stud-
ies by Poesio and Vieira (1998) (English data), and Gardent et al. (2003)
(French data). Table 7.9 shows an overview of the answer-distribution
for definite noun phrases in the current study (NPtype = Definite), as
compared to the results found by Poesio and Vieira (1998) and Gardent
et al. (2003). These distributions are remarkably similar, suggesting
that the lack of inferred answers in our annotation data is not a task-
confound.
Another, and arguably more interesting, explanation for the lack of
inferred answers is that the distinction between given, inferred, and new
that we pursue is not such an intuitive distinction. The three categories
of information status can be seen as part of a gradient representing the
salience of the described information (similar to the ‘Givenness Hierar-
chy’; Gundel et al., 1993); given and new represent the two outer limits
of this scale, and inferred can be interpreted as the grey area between
these extremes. Some support for this explanation can be found by look-
ing at the questions that obtained the inferred answer in the aggregated
data:
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(3) Germany’s highest court has ruled that random data profiling
for terror suspects is legal only when the country faces a spe-
cific threat to security or lives. Germany’s Constitutional Court
ruled Tuesday that the general threat of terror since September
11, 2001, does not warrant random profiling.
(4) Pakistani forces have targeted militants in the northwest for a
third day, launching airstrikes that they say killed at least nine
suspected insurgents. Helicopter gunships Saturday pounded
militant hideouts in the Orakzai tribal region, where many
Taliban militants are believed to have fled to avoid an earlier
military offensive in nearby South Waziristan.
In (3) the entity referred to by the referential expression “the general
threat” is clearly not new because it is strongly related to “a specific
threat” in the previous sentence. However, the choice between inferred
and given is less clear, as it strongly depends on the interpretation of the
notions ‘inferred’ and ‘given’. That is, when interpreted strictly, the ref-
erent described by “the general threat” is not the same as the referent de-
scribed by “a specific threat” and should therefore be tagged as inferred.
On amore lenient interpretation of givenness, however, one could argue
that (some kind of) “threat” was already explicitly introduced, and that
“the general threat” can therefore be tagged as given. In (4), in turn, the
referential expression “Taliban” is clearly not explicitly mentioned in
the preceding discourse (i.e., given), but here the choice between in-
ferred and new is less obvious; depending on one’s world knowledge
about the relation between the Pakistan and the Taliban, a mention
of the former may or may not lead to an inferred interpretation of the
latter.
The intuition that given and new constitute two extremes on a gra-
dient salience scale is also supported by the features that were shown to
affect the information status of referential expressions. In section 7.3.1,
we have shown that the strongest predictors for distinguishing new from
given are the superficial featuresLemmaOcc andNPtype. This suggests
that the distinction between new and given referents can be predicted
based on superficial features from the linguistic surface representation;
it does not require deeper semantic features, since superficial contex-
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tual cues provide sufficient information for determining which of the
two extremes is the case. Critically, however, the prediction of inferred
referents seems to require deeper semantic features that go beyond the
superficial token-based properties of referential expressions. In par-
ticular, it requires a richer notion of world knowledge, which may be
captured by semantic features describing the ontological status of ex-
pressions relative to each other (e.g., using WordNet Fellbaum, 1998).
7.5 Conclusions
We have investigated how different types of linguistic features con-
tribute to the information status of referential expressions by fitting
multinomial logistic regression models to crowdsourced data. Our re-
sults indicate that referential expressions that are given in the forego-
ing discourse and referential expressions that are new can be success-
fully distinguished on the basis of two superficial features: one indicat-
ing whether the lemma of the referential expressionwas already used in
the discourse before, and another indicating the type of the referential
expression (e.g., name, definite noun phrase, or possessive construc-
tion). In addition, our results indicate that it is less straightforward to
determine whether a referential expression is inferred in the discourse
context, which can be attributed to the observation that inferred ref-
erents constitute a gray area of referential expressions in between the
two extremes given and new. Future work should aim at improving
upon predicting inferred referential expressions by incorporating addi-
tional deep semantic features, in particular those encoding a notion of
world knowledge, e.g. based on an ontological database like WordNet
(Fellbaum, 1998). Moreover, the spectrum of expressions covered by the
analysis could be increased, for instance by including conventional im-
plicatures, and to incorporate different genres of texts in order to inves-
tigate whether and how genre affects the information status of different
expressions.
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Appendices
7.A CrowdFlower instructions
What do we want to know?
You are given a text with a word in bold face that refers to an entity
(person, organisation, etc), or a set of entities. We want to know what
the information status of this entity is: was it already explicitly or
implicitly introduced in the preceding text, or is it new?
NB: We do not want to know if the highlightedwordwas already used,
but rather if the entity described by this word was already introduced
before.
Explicitly mentioned before
These are entities that have already been introduced in the preceding
text. Note that these may include full or partial repetitions of phrases,
as well as a complete rephrasing of the description of the entity. For
instance:
• “President Obama wants to [...] Obama decided to [...]”
• “Barack Obama has [...] The president [...]”
• “Two persons died in the crash. The first victim [...]”
Implicitly mentioned before
These entities have not been mentioned directly in the text, but they
are not introduced out of the blue either. In some cases, the existence
of the entity is implied by the introduction of another entity (based on
world knowledge). In other cases, the highlighted entity is indirectly
related to an earlier introduced event or referent. For example:
• “A bus was [...] the driver”; it is implied that “the driver” men-
tioned here is the driver of the bus that was introduced before
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(since buses in general have drivers); therefore it is already im-
plicitly introduced.
• “A car bomb that killed 10 people [...] the incident”; here, “the
incident” refers to the bombing event described before, but wasn’t
explicitly mentioned.
• “Venezuela’s defense ministry decided to [...] Minister General
Raul Baduel said [...]”; the mentioned “Minister” is implied to be
part of an earlier introduced entity, namely “Venezuela’s defense
ministry”. Therefore, it’s previous introduction is implicit.
New
Entities that are neither explicit nor implicit in the preceding text are
considered new. Examples:
• “John was happy. Mary gave him a book.”
• “Nuclear envoys fromNorth and South Korea havemet inBeijing
to [...]”
• “[...] a convention in San Francisco, California.”
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7.B Regression models
Tables 7.5 (see Section 7.3.1), 7.10 and 7.11 show the results of Model 1,
which is the bestmodel found by all-subsetsmultinomial logistic regres-
sion with the 20 predictors from Table 7.1. Tables 7.12, 7.13, and 7.14
show the results of Model 2, the model resulting after feature selec-
tion on Model 1. Tables 7.7 (see Section 7.3.2), 7.15, and 7.16 show the
results of Models 3, 4 and 5, respectively, which are obtained from all-
subsets multinomial logistic regression with the 20 predictors from Ta-
ble 7.1, on different variants of the data: excluding all questions that
obtained “implicit” as the aggregated answer (Model 3), conflating “im-
plicit” questions with “explicit” questions (Model 4), and conflating “im-
plicit” questions with “new” questions (Model 5).
The left part of each table lists the regression coefficient (B) for each
predictor, along with its standard error (SE) and a significance rating
for its p-value (0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1). The right part
lists the odds ratio for each predictor (Ratio), as well as the lower bound
(Lower) and the upper bound (Upper) of its 95% confidence interval (CI).
Table 7.10: Results Model 1: inferred vs. given
Implicit vs. Explicit 95% CI for odds ratio
B (SE) Lower Ratio Upper
Intercept −1.70 (0.97).
Position 0.00 (0.03) 0.96 1.00 1.06
Animacy −0.18 (0.47) 0.33 0.84 2.10
NPlength 0.70 (0.29)* 1.14 2.00 3.54
NPtype (vs. Definite)
Indexical 0.87 (1.29) 0.19 2.38 30.07
Name 0.80 (0.56) 0.75 2.23 6.65
Possessive −0.32 (0.76) 0.16 0.73 3.20
Arg1 0.77 (0.40). 0.99 2.16 4.73
Arg2 −0.00 (0.38) 0.47 1.00 2.11
LemmaOcc −2.41 (0.47)*** 0.04 0.09 0.22
SuitAnt −0.09 (0.10) 0.75 0.91 1.11
PDRSdepth −0.61 (0.28)* 0.32 0.54 0.93
PSites 0.22 (0.18) 0.87 1.24 1.76
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Table 7.11: Results Model 1: inferred vs. new
Implicit vs. New 95% CI for odds ratio
B (SE) Lower Ratio Upper
Intercept −0.16 (0.89)
Position −0.02 (0.02) 0.93 0.98 1.02
Animacy 0.95 (0.44)* 1.08 2.58 6.15
NPlength −0.37 (0.24) 0.43 0.69 1.10
NPtype (vs. Definite)
Indexical 0.32 (1.17) 0.14 1.38 13.79
Name −1.74 (0.50)*** 0.07 0.18 0.47
Possessive −1.07 (0.66) 0.09 0.34 1.26
Arg1 −0.61 (0.37). 0.26 0.54 1.12
Arg2 −0.49 (0.36) 0.30 0.61 1.24
LemmaOcc 1.88 (0.50)*** 2.45 6.58 17.71
SuitAnt 0.08 (0.10) 0.89 1.08 1.31
PDRSdepth −0.69 (0.26)** 0.30 0.50 0.84
PSites 0.50 (0.17)** 1.19 1.65 2.28
Table 7.12: Results Model 2: new vs. given
New vs. Explicit 95% CI for odds ratio
B (SE) Lower Ratio Upper
Intercept 1.23 0.14***
NPtype (vs. Definite)
Indexical −0.14 0.83 0.17 0.87 4.43
Name 1.11 0.22*** 1.97 3.03 4.65
Possessive 1.49 0.39*** 2.07 4.43 9.48
LemmaOcc −4.40 0.28*** 0.01 0.01 0.02
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Table 7.13: Results Model 2: inferred vs. given
Implicit vs. Explicit 95% CI for odds ratio
B (SE) Lower Ratio Upper
Intercept −1.09 0.24***
NPtype (vs. Definite)
Indexical 0.40 1.25 0.13 1.49 17.20
Name 0.00 0.38 0.47 1.00 2.13
Possessive 0.18 0.70 0.30 1.20 4.74
LemmaOcc −2.24 0.45*** 0.04 0.11 0.26
Table 7.14: Results Model 2: inferred vs. new
Implicit vs. New 95% CI for odds ratio
B (SE) Lower Ratio Upper
Intercept −2.33 0.22*** 0.06 0.10 0.15
Indexical 0.53 1.10 0.20 1.71 14.81
Name −1.11 0.36** 0.16 0.33 0.67
Possessive −1.31 0.63* 0.08 0.27 0.92
LemmaOcc 2.16 0.49*** 3.31 8.66 22.61
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Table 7.15: Results Model 4 (inferred conflated with given)
New vs. Explicit 95% CI for odds ratio
B (SE) Lower Ratio Upper
Intercept −1.90 (0.62)**
Position 0.04 (0.01)** 1.01 1.04 1.07
Animacy −1.09 (0.30)*** 0.19 0.34 0.60
NPlength 0.64 (0.19)*** 1.30 1.90 2.76
NPtype (vs. Definite)
Indexical 0.52 (0.78) 0.37 1.68 7.76
Name 2.24 (0.33)*** 4.88 9.35 17.90
Possessive 0.77 (0.40). 0.98 2.15 4.72
Role (vs. None)
Agent 0.97 (0.39)* 1.22 2.63 5.71
Cause 0.48 (0.72) 0.40 1.62 6.66
Experiencer 1.13 (0.36)** 1.54 3.09 6.24
Patient 1.41 (0.62)* 1.21 4.08 13.73
Theme 0.65 (0.43) 0.83 1.92 4.45
Other 1.74 (0.75)* 1.33 5.71 24.62
Arg1 1.34 (0.24)*** 2.38 3.81 6.10
Arg2 1.16 (0.32)*** 1.72 3.19 5.92
LemmaOcc −1.87 (1.07). 0.02 0.15 1.25
LemmaFreq −1.06 (0.72) 0.08 0.35 1.43
LemmaRec −0.05 (0.03). 0.90 0.95 1.00
SuitAnt −0.17 (0.06)** 0.75 0.84 0.95
PSites −0.22 (0.07)** 0.70 0.81 0.93
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Table 7.16: Results Model 5 (inferred conflated with new)
New vs. Explicit 95% CI for odds ratio
B (SE) Lower Ratio Upper
Intercept −1.76 (0.69)*
Position 0.02 (0.01). 1.00 1.02 1.05
Animacy −0.97 (0.32)** 0.20 0.38 0.71
NPlength 0.82 (0.23)*** 1.46 2.28 3.57
NPtype (vs. Definite)
Indexical 0.76 (0.86) 0.40 2.14 11.50
Name 2.28 (0.37)*** 4.68 9.74 20.27
Possessive 0.53 (0.45) 0.70 1.70 4.09
Role (vs. None)
Agent 1.02 (0.42)* 1.21 2.78 6.38
Cause 0.59 (0.79) 0.38 1.81 8.48
Experiencer 1.26 (0.39)** 1.65 3.54 7.61
Patient 1.46 (0.64)* 1.22 4.29 15.03
Theme 1.07 (0.47)* 1.15 2.92 7.41
Other 1.76 (0.76)* 1.32 5.82 25.66
Arg1 1.50 (0.26)*** 2.69 4.50 7.53
Arg2 1.22 (0.34)*** 1.72 3.38 6.63
LemmaOcc −4.22 (0.30)*** 0.01 0.01 0.03
SuitAnt −0.16 (0.06)** 0.75 0.85 0.96




Projection refers to the indifference of linguistic content to the syntactic
scope of entailment-cancelling operators, such as negation, modals, and
implication. Projection behavior is traditionally associated with presup-
positions, which have been the object of study in the linguistic literature
for over a century, dating back to the works by Frege (1892) and Russell
(1905). The work presented in this thesis is part of a recent develop-
ment in the study of linguistic meaning (see, e.g., Simons et al., 2010;
Tonhauser et al., 2013) that aims to provide a unified analysis of the dif-
ferent types of expressions that have been associated with the property
of projection, including (different types of) presuppositions, anaphoric
expressions, and conventional implicatures (as defined by Potts, 2005).
Critically, any unified analysis should be able to account for the similari-
ties between the different types of expressions—as demonstrated by the
shared property of projection—as well as for the observed differences
between them in terms of the contribution they make to the unfolding
discourse context. In this thesis, I presented an analysis of projection
phenomena in which this requirement is met by defining the differences
and similarities between these phenomena in terms of the information
status of their contribution. This analysis was implemented as part
of the formal semantic framework Projective Discourse Representation
Theory, and formed the basis for an empirical investigation of the in-
formation status of referential expressions. This formal and empirical
analysis of projection phenomena provides the starting point for a more
elaborate, data-driven and unified approach to projection in discourse.
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Below, I will summarize the most important results from the individual
parts of this thesis and indicate directions for future work.
8.1 Part I: Categorizing projection phenomena
The first part of this thesis presents an overview of the different phe-
nomena that have been associated with the property of projection, and
introduces the notion of information status, which refers to whether lin-
guistic content is given, backgrounded, or foregrounded relative to the
current discourse context. In Chapter 2, I presented a categorization
of different types of projected content, including anaphoric expressions,
strong and weak presuppositions, and conventional implicatures, based
on their acceptability in the different contexts constituted by these three
types of information status. This categorization explains the shared
property of projection based on the observation that each of these dif-
ferent types of expressions can describe common ground information
that is either given or backgrounded. Critically, this analysis also ex-
plains the relation between the different types of projected content and
asserted content without introducing multiple dimensions of meaning;
assertions are argued to be felicitous only in contexts in which their con-
tribution is foregrounded, whereas presuppositions and conventional
implicatures pose less restrictive constraints on their context.
8.2 Part II: A semantic formalism for projection
In the second part of this thesis, this unified analysis of projected and
asserted content is formalized as part of Projective Discourse Represen-
tation Theory (PDRT): an extension of traditional Discourse Represen-
tation Theory (Kamp, 1981; Kamp and Reyle, 1993) that provides a par-
simonious treatment of the projection behavior of different types of phe-
nomena. In Chapter 3, I introduced PDRT as an extension of van der
Sandt’s (1992) idea to treat presupposition projection as anaphora reso-
lution. In PDRT, all semantic content is associatedwith ‘projection vari-
ables’, which explicitly represent the relation between the introduction
site of the semantic content and where this content is interpreted. This
way, differences in information status become an explicit part of the
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semantic representations. It was shown that the resulting formal rep-
resentations account for the different contributions made by projected
and asserted content, without assuming a two-stage resolution proce-
dure for presupposed content (see van der Sandt, 1992), or multiple
dimensions of meaning (as in, for instance, Layered DRT; Geurts and
Maier, 2003).
In Chapter 4, I employed this unidimensional approach to projec-
tion to formulate an analysis of the projection behavior of conventional
implicatures (CIs; Potts, 2005). CIs were argued to require an anchor
that refers to a specific entity in the discourse context. The contribu-
tion made by the CI, then, can be formulated as an elaboration on the
description of the referent referred to by its projecting anchor. I showed
that this analysis of CIs can be formalized in the semantic representa-
tions from PDRT, by treating CIs as ‘piggybacking’ on their projecting
anchor; they introduce an anaphoric dependency on the interpretation
site of their anchor, while at the same time requiring their anchor to
project. It was shown that extending PDRT with explicit constraints
on projection behavior enriches the representation of the information
status of semantic content and thereby increases the representational
power of the formalism.
The practical implications of extending traditional Discourse Rep-
resentation Theory with a notion of information status by means of pro-
jection variables were described in Chapter 5. It was argued that basic
DRT notions such as variable binding are affected by the introduction
of projection variables in a non-trivial manner. In order to establish
PDRT as a robust, widely applicable semantic framework, the basic
definitions regarding the syntax, accessibility constraints, and compo-
sition of PDRSs were formally worked out. This formalization showed
that PDRT extends all representational properties of traditional DRT,
and in addition captures differences in information status in a parsimo-
nious way. As a proof of concept, the formal definitions underlying the
PDRT framework were implemented as an NLP library called “pdrt-
sandbox”; this implementation incorporates all structural and compo-
sitional aspects of PDRT, as well as its translation to traditional DRT
and first-order logic (see Appendix A).
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8.3 Part III: A data-driven analysis of projection phenomena
In the third and final part of this thesis, the unified analysis of projec-
tion phenomena was employed in a data-driven approach to formal se-
mantics. Chapter 6 describes the development of the Groningen Mean-
ing Bank, a large corpus of public domain texts annotated with the se-
mantic structures from PDRT. I presented the different levels of anno-
tation underlying these semantic analyses, together with the concept
of ‘meaning banking’; automatically deriving deep semantic represen-
tations for large amounts of texts and bootstrapping these analyses by
collecting linguistic annotations from different sources. In order to pro-
vide a satisfactory trade-off between the quality and quantity of lin-
guistic annotations, different annotation platforms were developed for
collecting annotations from expert as well as non-expert linguists. A
preliminary analysis of the data collected via a ‘Game with a Purpose’
called Wordrobe, showed that high quality annotations can be obtained
using crowdsourcing methods, provided that the task at hand can be ex-
plained using minimal linguistic terminology (Venhuizen et al., 2013a).
In Chapter 7, I presented a data-driven analysis of the information
status of referential expressions, investigating which token-based, con-
textual, and deep semantic features affect how the contribution of a
referential expression is related to the discourse context. The results
indicated that the type of a referential expression (e.g., ‘name’ versus
‘definite description’) indeed affects the likelihood of the expression be-
ing categorized as given or new with respect to the discourse context.
It was shown that this choice was affected even more strongly by the
superficial contextual feature describing whether the lemma of the ex-
pression was already introduced in the text before. Moreover, the re-
sults indicated that inferred referential expressions were less straight-
forward to predict. I argued that this class should be interpreted as part
of the middle spectrum of an information status gradient that ranges
from given to new. This result supports the hypothesis that informa-
tion status is not a categorical property. In terms of the categorization
presented in Chapter 2, this means that the categories representing
given, backgrounded, and foregrounded information should be consid-
ered abstractions over the information status gradient. Moreover, the
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identification of superficial contextual features as the most important
factors for predicting the information status of referential expressions,
paves way toward an empirically driven formalization of the informa-
tion status of different types of semantic content.
8.4 Future directions in data-driven formal semantics
In this thesis, I combined a formal analysis of projection with a data-
driven account of the phenomena exhibiting this property. As a result,
the directions for future work can be described for both aspects of the
analysis. On the one hand, the formal semantic representations can be
extended as to incorporate a wider range of phenomena (e.g., including
indexical expressions, following Hunter, 2010). On the other hand, the
data-driven analysis must explore a wider range of expressions, fea-
tures and data-sets, in order to obtain a better understanding of the
behavior of projection phenomena in discourse. Critically, however, it
is the combination of these different strands of research that presents
the most interesting challenge for future work (Pulman, 2007).
One way of combining formal analyses and data-driven approaches
is exemplified by the integration of information from linguistic re-
sources like FrameNet (Baker et al., 1998) into the formal structures
from DRT and Segmented DRT (Bos and Nissim, 2008; Irmer, 2009,
2013). This appears to be a promising direction for future work, where
results from the natural language processing community can be used
to inform and enrich formal semantic representations. Conversely, the
development of semantically annotated corpora, such as the Groningen
Meaning Bank (Bos et al., 2015, see Chapter 6), as well as the imple-
mentation of semantic formalisms in applications like Boxer (Bos, 2003)
and pdrt-sandbox (Venhuizen and Brouwer, 2014, see Appendix A), in-
spire the utilization of formal semantic analyses in large-scale computa-
tional investigations of natural language. I believe that this data-driven
approach to formal semantics will prove to be crucial for a robust and







Abstract. We introduce pdrt-sandbox, a Haskell library that im-
plements Projective Discourse Representation Theory (PDRT; Ven-
huizen et al., 2013b), an extension of Discourse Representation
Theory (DRT; Kamp, 1981; Kamp and Reyle, 1993). The imple-
mentation includes a translation from PDRT to DRT and first-
order logic, composition via different types of merge, and unre-
solved structures based on Montague Semantics (Muskens, 1996),
defined as Haskell functions.
A.1 Introduction
The semantic property of projection, traditionally associated with pre-
suppositions, has challenged many structure-driven formal semantic
analyses. Linguistic content is said to project if it is interpreted outside
the scope of an operator that syntactically subordinates it. In semantic
formalisms, this behaviour has often been treated as a deviation from
standard meaning construction, despite the prevalence of expressions
exhibiting it (van der Sandt, 1992; Geurts, 1999; Beaver, 2001). By
contrast, we have proposed a formalism that centralizes the property of
projection as a strategy for integrating material into the foregoing con-
∗Appendix adapted from: Venhuizen, Noortje and Harm Brouwer (2014).
PDRT-SANDBOX: An implementation of Projective Discourse Representation The-
ory. In Rieser, Verena and Philippe Muller, editors, Proceedings of the 18th Work-
shop on the Semantics and Pragmatics of Dialogue (DialWatt - SemDial 2014),
pages 249–251, Edinburgh
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text. This formalism is called Projective Discourse Representation The-
ory (PDRT; Venhuizen et al., 2013b), and is an extension of the widely
used framework Discourse Representation Theory (DRT; Kamp, 1981;
Kamp and Reyle, 1993). In PDRT, all linguistic material is associated
with a pointer to indicate its interpretation site. In this way, an explicit
distinction is made between the surface form of an utterance, and its
logical interpretation. The formalism can account for various projection
phenomena, including presuppositions (Venhuizen et al., 2013b) and
Potts’ 2005 conventional implicatures (Venhuizen et al., 2014b), and
has already been integrated into the Groningen Meaning Bank (Basile
et al., 2012a).
Critically, adding projection pointers to all linguistic material af-
fects the formal properties of DRT non-trivially; the occurrence of pro-
jected material at the interpretation site results in non-hierarchical
variable binding, and violates the traditional DRT notion of context
accessibility, thereby compromising the basic construction mechanism.
Here, we present an updated construction mechanism as part of a
Haskell library called pdrt-sandbox that implements PDRT, as well as
standard DRT. The implementation incorporates definitions for build-
ing and combining structures, translating Projective Discourse Repre-
sentation Structures (PDRSs) to Discourse Representation Structures
(DRSs) and first-order logic (FOL) formulas, and dealing with unre-
solved structures via lambda abstractions (Muskens, 1996). Moreover,
it allows for various input and output representations, and is highly
modular, thereby providing a full-fledged toolkit for use in other NLP
applications.
A.2 Projective Discourse Representation Theory
PDRSs carrymore information than DRSs; in addition to the structural
and referential content of a DRS, a PDRS also makes the information
structure of a discourse explicit by keeping linguistic content at its in-
troduction site, and indicating the interpretation site via a projection
variable. That is, each PDRS introduces a label that can be used as an
identifier, and all of its referents and conditions are associated with a
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pointer, which is used to indicate in which context the material is inter-
preted by means of binding it to a context label.
Examples (1) and (2) show two PDRSs and their corresponding
DRSs. An important addition to the PDRS definitions described in Ven-
huizen et al. (2013b), is the introduction of Minimally Accessible Pro-
jection contexts (MAPs) in the footer of each PDRS. These MAPs pose
minimal constraints on the accessibility of projection contexts, creating
a partial order over PDRS contexts (Reyle, 1993, 1995).































In the PDRS in (1a), all pointers are bound by the label of the PDRS
in which the content is introduced, indicating asserted material. As
shown in (1b), this representation is identical to the standard DRT rep-
resentation of this sentence, except for the addition of labels to PDRSs
and pointers to all referents and conditions. In (2), on the other hand,
the proper name “John” triggers a presupposition about the existence
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of someone called ‘John’. The pointer associated with the referent and
condition describing this presupposition indicates projected material;
it occurs free, as it is not bound by the label of any accessible PDRS.
This means that no antecedent has been found yet. In the correspond-
ing DRS in (2b) the presupposition is accomodated at the most global
accommodation site. Note that in contrast to the DRT representation,
the accommodation site of the presupposition is not determined in the
PDRS; (2a) only stipulates that the accommodation site should be ac-
cessible from the introduction site of the presupposition. This flexibil-
ity of interpretation increases the compositionality of PDRT, since more
context may become available later on in which the presupposition be-
comes bound. In combination with MAPs, this property can also be
exploited to account for the projection behaviour of conventional impli-
catures (Venhuizen et al., 2014b).
A.3 Playing in the sandbox
We implemented the formal definitions for the construction and ma-
nipulation of the structures of PDRT and standard DRT in a Haskell
library called pdrt-sandbox. For a full description of all definitions, see
Venhuizen et al. (2014a). The library provides the following core fea-
tures:
• Definitions for building and combining (P)DRSs. The bind-
ing and accessibility definitions in DRT and PDRT are fully
worked out, and applied as conditions on combining (merging)
structures and resolving them. Two different types of merge
are defined for PDRT: projective merge and assertive merge (Ven-
huizen et al., 2013b).
• Translations. PDRSs can be translated to DRSs, FOL-formulas,
and flat (non-recursive) representations called P-Tables.
• Lambda abstractions. Unresolved structures obtainMontague-
style representations, following Muskens (1996). The implemen-
tation exploits Haskell’s lambda-theoretic foundations by formal-
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ising unresolved structures as Haskell functions, thereby profit-
ing from all existing associated functionality.
• Various input and output formats. As (P)DRS output format,
the standard “boxes” representation is available, as well as a lin-
ear representation of the boxes, a set-theoretic representation,
and the internal syntax for (P)DRSs. The latter two are also recog-
nised as input formats, along with the Prolog syntax from Boxer
(Bos, 2003).
A.4 Conclusion
pdrt-sandbox is a full-fledged NLP library for constructing and manip-
ulating the discourse structures from DRT and PDRT, which can be
used as part of a larger NLP architecture. One direction would be
combining the implementation with a syntactic parser, resulting in a
tool-chain similar to the one created by the C&C tools and Boxer (Cur-
ran et al., 2007). Furthermore, the representations produced by pdrt-
sandbox may be applied in a separate model checker, QA system, or
any other NLP tool that uses deep semantic representations. pdrt-
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Nederlandse samenvatting
De betekenis van een zin kan worden opgedeeld in verschillende onder-
delen. Wanneer we bijvoorbeeld de zin “Petra’s artikel heeft een prijs
gewonnen” horen, leiden we hier niet enkel uit af dat er een artikel is
dat een prijs heeft gewonnen, maar ook dat er een persoon bestaat die
“Petra” heet, en dat zij dit artikel heeft geschreven. We kunnen dus zeg-
gen dat deze ene zin uit tenminste drie verschillende bijdragen bestaat:
er is een persoon die “Petra” heet, Petra heeft een artikel geschreven, en
dit artikel heeft een prijs gewonnen. Deze bijdragen zijn niet onafhan-
kelijk van elkaar. Sterker nog, het bestaan van Petra is een voorwaarde
voor het gegeven dat zij een artikel heeft geschreven, en het bestaan van
dit artikel is op zijn beurt weer een voorwaarde voor het winnen van een
prijs. In de taalkunde noemtmen dit soort voorwaarden presupposities,
oftewel ‘vooronderstellingen’.
Presupposities hebben een aantal interessante taalkundige eigen-
schappen. De belangrijkste hiervan is dat ze zich anders gedragen
dan reguliere bijdragen ten opzichte van verschillende talige kenmer-
ken, zoals ontkenning en de vragende vorm. Als we bovenstaande zin
ontkennen (“Petra’s artikel heeft geen prijs gewonnen”) of in vragende
vorm zetten (“Heeft Petra’s artikel een prijs gewonnen?”), verandert de
betekenis: het volgt nu duidelijk niet meer dat het artikel een prijs ge-
wonnen heeft. Wat echter opvalt is dat de presupposities niet veran-
deren. Uit zowel de ontkenning als de vragende vorm volgt nog steeds
dat er iemand bestaat die “Petra” heet en dat deze persoon een arti-
kel heeft geschreven. Deze eigenschap van presupposities—dat ze niet
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beïnvloed worden door de aanwezigheid van ontkenning en vragende
vorm—wordt ook wel projectie genoemd. Om deze term te begrijpen,
zouden we een zin kunnen vergelijken met een pop in een schimmen-
spel: wanneer dezemet een lichtstraal wordt beschenen, laten bepaalde
onderdelen het licht door, terwijl andere het juist tegenhouden. In deze
analogie zijn de presupposities van een zin de stralen die op demuur ge-
projecteerd worden; deze worden niet beïnvloed door kenmerken zoals
de kleur van de pop, en maken enkel de contouren zichtbaar.
Lang heeft men aangenomen dat projectie een eigenschap is die
uniek is voor presupposities. In de loop der tijd zijn er echter andere
taalkundige fenomenen geïdentificeerd die net als presupposities kun-
nen projecteren, maar die op een andere manier bijdragen aan de bete-
kenis van een zin. Hiervan zijn de zogenaamde conventionele implica-
turen een goed voorbeeld. In de zin “Johan, een vogelaar, heeft een boek
geschreven” hebben we wederom te maken met meerdere bijdragen: er
is een persoon die “Johan” heet, Johan is een vogelaar, en hij heeft een
boek geschreven. Net als in de vorige zin functioneert de eerste bijdrage
als een presuppositie (het bestaan van Johan wordt aangenomen). De
tweede bijdrage dient daarentegen niet als aanname, maar verschaft
nieuwe achtergrondinformatie over de persoon Johan, namelijk dat hij
een vogelaar is. Dit noemt men een ‘conventionele implicatuur’, om-
dat het een afleiding is die volgt uit de manier waarop de betrekkelijke
bijzinconstructie conventioneel wordt gebruikt. Presupposities en con-
ventionele implicaturen verschillen dus met betrekking tot de status
van de overgebrachte informatie; waar de bijdrage van presupposities
als gegeven wordt beschouwd, worden conventionele implicaturen ge-
bruikt om nieuwe achtergrondinformatie te verschaffen. Ondanks dit
onderscheid hebben presupposities en conventionele implicaturen een
belangrijke eigenschapmet elkaar gemeen: ze projecteren—probeer bo-
venstaande zin maar eens in vragende vorm te zetten of te ontkennen!
Deze observatie stelt ons voor een aantal belangrijke vragen: Hoe ver-
houden presupposities en conventionele implicaturen zich tot elkaar?
Wat zijn de taalkundige eigenschappen die bepalen of een bijdrage pro-
jecteert of niet? En hoe kunnen we de relatie tussen de verschillende
bijdragen van een zin in een theoretisch model representeren?
Om een antwoord te vinden op deze vragen, beschrijf ik in dit proef-
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schrift de eigenschappen van verschillende projecterende fenomenen,
waarvan presupposities en conventionele implicaturen (maar bijvoor-
beeld ook anaforen) een belangrijk deel vormen. Ik beargumenteer dat
projectie een inherent onderdeel moet zijn van de manier waarop be-
tekenis wordt afgeleid uit de verschillende onderdelen van een zin of
tekst. Om dit proces beter te begrijpen, maak ik gebruik van de ab-
stracte betekenisrepresentaties van een veelgebruikt taalkundig for-
malisme genaamd Discourse Representation Theory (DRT). In deze re-
presentaties wordt de interactie tussen de verschillende onderdelen van
betekenis expliciet gemaakt. Ik laat zien dat de bestaande analyse
van presupposities in DRT een aantal tekortkomingen heeft, met name
met betrekking tot de generalisatie naar andere projecterende fenome-
nen, zoals conventionele implicaturen. Vervolgens stel ik een uitbrei-
ding van het DRT-formalisme voor waarin projectie centraal staat: dit
nieuwe formalisme noem ik Projective Discourse Representation The-
ory (PDRT). Het idee achter PDRT is dat speciale projectie-variabelen
aangeven wat de status is van de informatie bijgedragen door de ver-
schillende onderdelen van een zin; zo worden presupposities expliciet
gerepresenteerd als een verwijzing naar gegeven informatie in de con-
text, en conventionele implicaturen als toevoeging van nieuwe informa-
tie aan de beschrijving van een specifieke persoon of entiteit. De for-
mele (wiskundige) eigenschappen van het PDRT formalisme heb ik uit-
gewerkt in de computerimplementatie pdrt-sandbox, waarmee ik laat
zien dat deze analyse betrouwbare betekenisrepresentaties oplevert.
In het laatste deel van mijn proefschrift gebruik de betekenisrepre-
sentaties van PDRT om meer te leren over projectiegedrag. Dit doe ik
door middel van een computationele analyse op basis van de data uit de
Groningen Meaning Bank (GMB): een semantisch geannoteerd corpus
dat is ontwikkeld als onderdeel van het grotere onderzoeksproject waar-
van ik deel heb uitgemaakt. Dit corpus bestaat uit een grote digitale
collectie teksten (meer dan tienduizend in totaal), waarvoor automa-
tisch een betekenisrepresentatie in termen van PDRT is afgeleid. Deze
automatisch verkregen representaties moeten zoveel mogelijk overeen
komen met de taalkundige intuïties van mensen. Om deze intuïties
te verkrijgen, hebben wij een verzameling online spelletjes ontwikkeld,
genaamd Wordrobe. Elk van de spelletjes richt zich op een klein onder-
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deel van de taalkundige analyse, zoals bijvoorbeeld het bepalen van het
type woord (zelfstandig naamwoord of werkwoord), en het bepalen van
diegene of datgene waarnaar een persoonlijk voornaamwoord verwijst.
Door het spelen van Wordrobe kan iedereen dus bijdragen aan betere
taalkundige representaties in de Groningen Meaning Bank.
De betekenisrepresentaties kunnen vervolgens worden gebruikt om
meer te leren over verschillende aspecten van taal, zoals bijvoorbeeld
projectiegedrag. In mijn computationele analyse richt ik mij op referen-
tiële expressies, zoals namen, zelfstandige naamwoorden en persoon-
lijke voornaamwoorden. Ik onderzoek welke taalkundige eigenschap-
pen van invloed zijn op de bijdrage van een bepaalde referentiële ex-
pressie. Deze eigenschappen kunnen worden opgedeeld in drie catego-
rieën: eigenschappen van de expressie zelf, de context waarin hij wordt
gebruikt, en kenmerken van de formele PDRT-representatie. De ver-
kregen resultaten ondersteunen de PDRT-analyse op twee belangrijke
punten. Ten eerste wordt de hypothese bevestigd dat de bijdragen van
verschillende projecterende fenomenen in termen van ‘gegevenheid’ in
de context kunnen worden geformuleerd (denk aan de beschrijving van
presupposities als gegeven informatie en conventionele implicaturen als
nieuwe informatie). Ten tweede laten de resultaten zien dat de beteke-
nisrepresentaties van PDRT informatie bevatten die van invloed is op
de bijdrage van referentiële expressies, en dat de PDRT-representaties
dus gebruikt kunnen worden voor het maken van betere taalkundige
voorspellingen.
De bevindingen in dit proefschrift laten zien hoe een combina-
tie van theoretische en computationele analyses toegepast kan wor-
den voor het ontwikkelen van taalkundige analyses. Door gebruik te
maken van computationele toepassingen zoals de Groningen Meaning
Bank en pdrt-sandbox in combinatie met statistische methoden, kun-
nen bestaande taalkundige analyses onder de loep worden genomen
en verfijnd. Dit draagt niet alleen bij aan een beter theoretisch be-
grip van menselijke taal, maar helpt ook bij de verbetering van taal-
georiënteerde computationele toepassingen, zoals automatisch verta-
len (bijvoorbeeld Google Translate), spraakherkenning (bijvoorbeeld
Apple’s Siri), en vraag-antwoord systemen (bijvoorbeeld IBM’s Wat-
son).
English summary
The meaning of a sentence can be divided into different parts. For in-
stance, when hearing the sentence “Petra’s article won a prize”, we not
only infer that some article won a prize, but also that there is a per-
son named “Petra”, and that she is the author of the article. In other
words, this single sentence contains at least three different contribu-
tions: there is a person named “Petra”, Petra wrote an article, and this
article won a prize. These different contributions are not independent.
On the contrary, the existence of Petra is a precondition for the fact
that she wrote an article, and the existence of this article, in turn, is a
precondition for it to win a prize. In linguistics, these kinds of precon-
ditions are called presuppositions, since they are pre-supposed.
Presuppositions have several interesting linguistic properties. The
most important of these is that they behave differently than regular
contributions with respect to linguistic constructions, such as negation
and interrogatives. This becomes clear if the aforementioned sentence
is negated (“It’s not the case that Petra’s article won a prize”) or turned
into an interrogative sentence (“Did Petra’s article win a prize?”): its
meaning changes, that is, it clearly does not follow anymore that the
article won a prize. Interestingly, however, the presuppositions of the
sentence survive. Both the negated and interrogative versions of the
sentence imply that there is a person named “Petra” and that she wrote
an article. This property of presuppositions—to remain unaffected by
negation or interrogation—is called projection. This term can be ex-
plained by comparing a sentence to a puppet in a shadow play: when
229
230 English summary
light shines on the shadow puppet, some of its parts block the light
beams, while others let the light shine through. In this analogy, the
presuppositions of a sentence are the beams that are projected on the
wall; remaining unaffected by properties such as the color of the puppet,
they merely unveil its outlines.
It has long been assumed that presuppositions are the only phenom-
ena that possess the property of projection. Recently, however, several
linguistic phenomena have been identified that project just like presup-
positions, but that make a different contribution to the meaning of a
sentence. This is for example the case for a class of contributions called
conventional implicatures. In the sentence “Johan, a bird watcher,
wrote a book” we can again distinguish between different contributions:
there is a person named “Johan”, Johan is a bird watcher, and he wrote
a book. Just like in the previous example, the first contribution is a
presupposition (the existence of Johan is assumed). The second con-
tribution, on the other hand, does not function as an assumption, but
provides novel background information about the person named “Jo-
han”, namely that he is a bird watcher. This is called a ‘conventional
implicature’, because the implication follows from the conventional way
in which the appositional construction is used. Presuppositions and
conventional implicatures thus differ with respect to the status of the
information they convey; while the contribution of a presupposition is
considered to be given, conventional implicatures are used to convey new
information. Despite this distinction, presuppositions and conventional
implicatures share an important linguistic property: they project—as
becomes evident if we try to negate the sentence or turn it into the in-
terrogative form. This observation raises some important questions:
What is the relation between presuppositions and conventional impli-
catures? What are the linguistic properties that determine whether
contributions project or not? And how can we represent the different
contributions of a sentence in a theoretical model?
In this thesis, I aim to answer these questions by investigating the
behaviour of different projection phenomena, which include presupposi-
tions and conventional implicatures (but also, for instance, anaphora).
I argue that projection should be an inherent part of the way in which
the meaning of a sentence or text is deduced from its individual parts.
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To obtain a better understanding of this process, I employ the abstract
meaning representations from awidely used linguistic formalism called
Discourse Representation Theory (DRT). In these meaning representa-
tions, the interaction between the different contributions that make up
the meaning of a text (discourse) are made explicit. I show that the ex-
isting analyses of presuppositions in DRT have its limitations, in par-
ticular with respect to generalization to other projection phenomena,
such as conventional implicatures. I then propose an extension of the
DRT formalism, in which projection has a central role. This formal-
ism is called Projective Discourse Representation Theory (PDRT). The
idea behind PDRT is that special projection variables indicate the in-
formation status of the different parts of a sentence; presuppositions
are explicitly represented as referring to given information in the con-
text, and conventional implicatures as contributing novel information
to the description of a specific person or entity. The formal (mathemat-
ical) properties of the PDRT formalism are worked out in a computer
implementation called pdrt-sandbox, which shows that the analysis re-
sults in reliable and robust meaning representations.
In the last part of my thesis, I use the representations from PDRT
to learn more about projection behaviour. For this, I use a data-driven
analysis based on data from the Groningen Meaning Bank (GMB): a se-
mantically annotated corpus that was developed as part of the larger
research project of which I was part. This corpus consist of a large
digital collection of texts (more than ten thousand in total) that are au-
tomatically annotated with a meaning representation based on PDRT.
These automatically derived representations should resemble human
linguistic intuitions as much as possible. In order to collect these intu-
itions, we developed a collection of online crowd-sourcing games, called
Wordrobe. Each of these games focuses on a small part of the linguis-
tic analysis, such as determining the word type (noun versus verb), or
determining the referent of a personal pronoun. By playing Wordrobe,
everyone can contribute to the development of better meaning repre-
sentations in the Groningen Meaning Bank.
The resulting meaning representations can be used to learn more
about different aspects of linguistic meaning, for example projection be-
haviour. In my computational analysis, I focus on referential expres-
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sions, such as proper names, common nouns, and pronouns. I inves-
tigate which linguistic characteristics determine the contribution of a
given referential expression. These characteristics can be classified into
three categories: properties of the referential expression itself, the con-
text in which the expression is used, and characteristics of the formal
meaning representation from PDRT. The obtained results support the
PDRT analysis in two different respects. Firstly, they confirm the hy-
pothesis that the contributions of different projection phenomena can
be explained in terms of the notion of ‘givenness’ (remember the descrip-
tion of presuppositions as given information and conventional implica-
tures as new information). Secondly, this study shows that the meaning
representations from PDRT contain information that critically affects
the contribution of referential expressions. This means that the PDRT
representations contribute to making better predictions about linguis-
tic behaviour.
This thesis shows how a combination of theoretical and computa-
tional analyses can be used to obtain better linguistic analyses. By
making use of computational resources such as the Groningen Mean-
ing Bank and pdrt-sandbox, in combination with statistical methods,
existing linguistic analyses can be tested and refined. This not only
contributes to a better theoretical understanding of natural language,
but also aids the improvement of linguistically oriented computer appli-
cations, such as machine translation (for example, Google Translate),
speech recognition (for example, Apple’s Siri), and question answering
systems (for example, IBM’s Watson).
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