Introduction
Modular robots are made of many robotic modules, that can be connected together to form robots of various shapes (Fig. 1) . This allows the robots to adapt for unstructured environments, which may bring advantages in comparison to fixed-shape robots. As the modular robots have many degrees of freedom, they can perform various locomotions, which further increases they ability to move and adapt in the environment.
Widely used approach to generate motion of the modular robots is based on the concept of Central Pattern Generators (CPGs), that provide periodic control signals for the actuators. Although this can provide wide range of locomotions like crawling or walking, this approach cannot ensure reaching Example of three modular robots made of KaBot modules developed at IPR/KIT Karlsruhe, Germany, within Symbrion/Replicator projects.
of a place among obstacles. In such a case, more locomotion generators should be utilized and switched by a high-level motion planner.
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In this paper, we propose a novel efficient method to find suitable motion primitives, that can be used in the high-level motion planning. The utilization of a motion planner allows to employ short motion primitives, that move the robots in its vicinity. Consequently, the motion primitives can be realized by simple locomotion generators. The proposed method for optimization of motion primitives is based on Particle Swarm Optimization. 7 
Related work
Three basic approaches can be utilized to achieve motion of modular robots: a) reconfiguration, b) joint-control locomotion and c) locomotion using dedicated actuators like wheels, belts or even screw-drives. 8 The motion through reconfiguration is achieved by repeated disconnection/reconnection of the modules.
11 The joint-control motion, which is considered in this paper, is achieved by controlling joints between the connected modules. This can be realized e.g. using Central Pattern Generators (CPGs) 2 that produce periodic control signals for the actuators. By changing parameters and coupling of the CPGs, various gaits like swimming, crawling or caterpillar-like motions can be produced.
To obtain a desired locomotion, the parameters of a selected locomotion generator have to be optimized. As the modular robots can be reconfigured to plethora of shapes, it is not possible to create the motion primitives by hand. Instead, an automatic tool for parameter optimization of the primitives has to be used. The optimization can be also used to adapt an existing primitives when the environment changes or when some modules fail. Approaches proposed in literature are usually based on genetic algorithms, as the number of parameters of the CPGs can be high. [4] [5] [6] 9 To reduce the search space, functional parts like legs can be identified and evolved sepa-3 rately using a co-evolution.
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Motion in large and complex environments with obstacles requires more locomotion generators to provide various motion primitives. The final trajectory to approach a goal is then computed using a global motion planning. 12 As the global planning ensures visiting of a goal, the individual motion primitives can be relatively simple, i.e., they may provide only simple motions like 'walk-forward' or 'turn-left' without necessity to consider obstacles avoidance within the primitives. Moreover, the primitives can be specialized for a given terrain.
Optimization of motion primitives
A locomotion generated by a CPG is influenced by its parameters. To find a motion primitive p, the parameters x p of a chosen CPG have to be found to optimize a fitness function f p (x p ). In this paper, the parameters x p for a primitive p are found using Particle Swarm Optimization (PSO).
7 In PSO, each particle represents a candidate solution, whose quality is evaluated using the fitness function. Let x p i denote the best solution of a particle i in its history and letx p denote the best solution among all particles. At the beginning, the particles x p i are randomly placed into the search space and their velocities v i (0) are set randomly. In each iteration, new velocity v i (k +1) of the particle i is computed
, where ϕ 1 , ϕ 2 influence speed of the exploration of search space and r 1 , r 2 are random numbers from U (0, 1). The position is then updated as:
and the best solutionsx p andx p i are updated. The particles represent settings of a CPG, therefore their quality is determined by the quality of the motion provided by the CPG. This can be computed e.g. based on speed of motion in a desired direction. As the optimization on real robots is time consuming, a physical simulation can be used for fast fitness evaluation. To evaluate the fitness function of a particle x p i , the CPG is initialized with x p i and the robot is placed at the initial position q r (0). The robot is then controlled by the CPG for a time T sim . The fitness function is computed as
where q r (T sim ) is the final position, distance denotes 3D Euclidean distance between robot's pivot modules, and q p is a virtual goal point placed in the desired direction (see Fig 2) . To suppress rotation of the robot during
Example of the fitness function for measuring quality of 'move-forward' motion.
The robot starts at position qr(0) and its end position is qr(T sim ). To suppress rotation of the robot, the non-zero heading β of the robot is penalized.
the motion, the difference between the initial and the final heading β is considered with a weight k.
Optimization and motion planning in simulation
The simulated experiments are performed with three robots (Fig. 3) which are simulated using models of KaBot modular robots. 8 The motion primitives are modeled using three generators: a) nonlinear oscillator; 3 b) neural oscillator;
5 and c) harmonic oscillator. Due to page limit, we refer to 3,5,10 for detailed description of the oscillators. The harmonic oscillator provide control signal a i (t) of each hinge as a i (t) = A i sin(2πf i t+ϕ i ), where (A i , f i , ϕ i ) are parameters. The number of parameters to be optimized is: a) 3n + 2c; b) 2n+1c; and c) 3n, where n is the number of the modules in the organism and c is the number of the links. The links are depicted as arrows in Fig. 3 .
The task is to find two motion patterns for Snake ('move-forward' and 'move-back') and four primitives for Quadropod and Dog ('move- * ', where * ∈ {left, right, forward, back}). The PSO optimization with 20 particles and 200 iterations is used. The fitness is evaluated using Eq. 1 with goal q p placed to distance 30 map units in the desired direction. The robots are simulated in an ODE-based simulator, 13 duration of each primitive T sim = 10 s. Size of the simulated modules is 2 map units.
The convergence of the optimization is depicted in Fig. 4 . The harmonic oscillator provides the worst primitives for all robots (it has the highest fitness). The nonlinear oscillator provides the best primitives for Snake and Quadropod, but its performance is worse for Dog. The opposite effect can be seen in the case on neural oscillator, which performance is poor on Snake, but it is better on Quadropod and it is the best for the Dog robot. The results indicate, that more complex locomotion generators like neural oscillator bring advantages with increasing complexity of the robot. Simple robots like Snake can be controlled with the simple nonlinear oscillators. The optimization provides motions in all cases, as the final fitness is always less than 30 cm, which indicates, that the robot moves toward the virtual goal q p . To find a global trajectory for a robot in a complex environment, the 'move- * ' primitives of Quadropod and Dog robot can be combined using the RRT-MP 12 high-level motion planner. The task is to find trajectories between two configurations in two environments. For each environment, 30 plans are computed with the time limit 3000 s. The results are shown in Fig. 5 . In all cases, the planner found a trajectory to the goal position, as the runtimes are always less than the time limit. The planning for Quadropod robot is faster than for Dog robot, which indicates that Quadropod moves more efficiently. Despite the fact that the harmonic oscillator provides the slowest primitives, the motion planning utilizing the harmonic primitives is successful, albeit slower. 
Optimization on real robots
The performance of the proposed optimization schema is also verified on real robots made of KaBot modules. 8 The modules are cubes of side length 10 cm and weight ∼1 kg equipped with actuators for both 2D and 3D locomotion, four docking mechanisms, camera, IR receivers/transmitters, accelerometers and a small PC with µClinux. The modules can communicate using Ethernet or Zigbee.
In this setup, Snake 3 with three modules and Snake 4 with four modules are utilized. The locomotion is generated using the harmonic oscillator. In the case of Snake 3 robot, all three parameters (A i , f i , ϕ i ), i = 1, . . . , 3 need to be found for each actuator, therefore dimension of the search space is D = 9. As have been observed in preliminary simulated experiments, the motion of a snake is strongly influenced by the phase shift of the individual oscillators. Therefore, only D = 4 parameters (ϕ i ), i = 1, . . . , 4 have to be found in the case of Snake 4 and the other parameters are set according to best solution found for Snake 3 . Due to lower number of dimensions, only four particles are utilized in the PSO. The fitness function is evaluated as traveled distance after 25 s of motion (the position of the robot is tracked using a top-view camera). The videos from the experiments can be seen at: http://imr.felk.cvut.cz/Modular.
The progress of the fitness functions is depicted in Fig. 6 . The optimiza-7 tion for Snake 4 is faster than for Snake 3 , as only four parameters are tuned for Snake 4 . This shows the importance of selection of proper locomotion generators, that are able to perform desired motions, but have reasonable amount of parameters. The dimension of the search space can be further decreased by optimizing only those parameters, that influence the behavior of the robot. The results achieved on real robots confirm the simulated results. The optimization quickly finds desired primitives for both robots. The achieved primitives move the Snake 3 about ∼ 20 cm and Snake 4 about ∼ 30 cm. In the case of Snake 3 robot, first interesting pattern is found in 40th iteration (∼ 16 minutes of optimization). The convergence is even faster in the case of Snake 4 robot, which achieves f = 20 cm in 8th iteration (∼ 4 minutes). Finally, primitive with f = 30 cm is found in 15th iteration (∼ 7 minutes). Snapshots from the experiments with real robots (top). The bottom graphs show progress of the fitness function of 'Move-forward' for Snake 3 (left) and Snake 4 (right). The fitness is computed as traveled distance after 20 s (higher is better).
Conclusion & Future work
The results of simulated as well as real experiments have shown, that the proposed PSO-based optimization is fast enough to optimize motion primitives of the modular robots. The experiments have also shown performance of the motion planning with the found primitives. It is worth to note, that optimization on both simulated and real robots started from scratch, i.e., 8 with randomly initialized particles. To increase speed of the optimization on real robots, the best solutions obtained in a simulation can be used for the initialization on real robots. Further improvements can be achieved by using an extended version of the PSO algorithm, e.g. to decrease the number of fitness evaluation. In future work, internal sensors will be used to estimate efficiency of the primitives, rather than currently used camera-based localization.
