In recent years, machine learning researchers have focused on methods to construct flexible and interpretable prediction models. However, the interpretability evaluation, the relationship between the generalization performance and the interpretability of the model and the method for improving the interpretability are very important factors to consider. In this paper, the quantitative index of the interpretability is proposed and its rationality is given, and the relationship between the interpretability and the generalization performance is analyzed.
Introduction
Safe, controllable and credible artificial intelligence has been the goal which the humanity has been pursuing. In the field of machine learning, in order to achieve this goal, it is necessary for learning algorithm to really interact with the humanity; It is necessary for the learning algorithm to have the ability to correct errors, so as to avoid a prediction model with serious errors caused by unnecessary deviation in training data; It needs to be able to check its own learning process or decision-making process based on unsuccessful prediction results, especially for complex learning tasks; It is necessary to establish a learning algorithm for capturing and learning causal relationships in the world around us, so that the prediction model could predict what will happen under certain conditions, even if these conditions are significantly different from those of the past; It needs the learning algorithm which can really take full control of generalization performance of the prediction model. As big data accelerates transformation of scientific research pattern, scientific research is translating from a hypothetical drive mode to a data-driven one, which needs learning algorithm to discover new natural phenomena and laws through big data mining, statistic and analysis. However, recently, all of this is out of reach. The reason is that the prediction model and its training process are not yet understood by human beings, and are not covered by the knowledge base we currently have.
In practice, occurrence of random events always causes deviation of measurement data, which generates many intermittent and continuous noise data, so as to make the prediction model deviated from known relationship and real law between data. Even if there is no noise data, because the training data set is just a sample in sample space, if we can't scout out its distribution, as well as sample size is not large enough, even without the influence of the noise data, finally the prediction model can't accurately express the true relationship and law between data. Even if a lot of data were collected, if they do not conform to its real distribution, the final prediction model will be the same as the result from usual small sample.
Even if distribution is known, but if the basis of the prediction model's space is not known in advance, traditional machine learning algorithms still can't guarantee the final prediction model can express exactly the true relationship and the real law between data and is difficult to ensure the model full compliance with professional knowledge. We believe this is because that in conjugate space of high dimensional feature space obtained by kernel method the linear functional set is nowhere dense in the square integrable function space. Even if mathematical form of the prediction model is known in advance, if the optimization problem is multi-peak complex objective function, recently there is no strong optimization mechanism to solve this optimization problem effectively for the optimal interpretable prediction model.
In order to achieve this goal, the sample must be dense enough, its distribution must be accurately known, and interference of the noise data can be avoided easily, the kernel function should be reasonable or mathematical expression of the prediction model must be fully known, even prediction model posterior distribution is clear and a good optimization algorithm is also essential. However, in fact, all learning algorithms we face do not have such strict prerequisites.
How to make the prediction model and training process understood by us, and conform to human cognition, even to generate new cognitive for human, is in essence an optimization problem which can promote the interpretability of the prediction model and make the model more suitable to its causality or discover faults in the causality. As literature [1] points out, when we pay attention to scientific problems, it is a motivation of scientific research to trace their origins, or to pursue their causality. Professor Zoubin Ghahramani also pointed out that current machine learning theorists should consider how to construct more flexible and interpretable prediction models [2] . In ICML 2017, the theme of the best paper "Understanding black-box Predictions via Influence Functions" is to use influence functions to understand black-box predictions and study how to explain source of prediction models [3] . Many The interpretability of the prediction model is generally regarded as human simulatability.
If humans can explain every calculation steps and finally make prediction at right time by using input data and model parameter, the prediction model will have this kind of imitative which is the interpretability (Lipton, 2016). For example, given a simulation model for a diagnosis, a doctor can easily check each step of the model with their professional knowledge and even infer fairness and system deviation of the diagnosis result. However, this is a strict definition. If based on this definition to improve the interpretability, the domain knowledge must be forced to every step of the training process of the prediction model. The optimal prediction model tends to lose its generalization performance, such as decision tree algorithm.
We posit that the interpretability should be a potential ability to help experts discover an essential reason of a prediction result and provide research clues and possibilities for researchers to further research. Specifically, that is, when the prediction model is the same as a theoretical model in the form of geometric shape or mathematical expression, despite different value and different scale, we can think that the model has good interpretability, that the model can be explained well by the theoretical model.
We posit that in machine learning, it is more realistic to apply this definition to solve an interpretability improvement problem of the prediction model. Its key problem is how to ensure the prediction model as much as possible consistent with its explanatory description, but not lost its generalization performance. In a training process of the prediction model, we not only should consider its generalization performance but also need to consider the deviation between the prediction model and the theoretical model, namely the interpretability.
Currently, there are two methods for improving the interpretability of the prediction model: analytical interpretability and statistical interpretability. In the analytical interpretability, Pang et al. [3] , Wu et al. [4] , and Zhou et al. [5] [6] respectively discovered and analyzed the prediction model by influential function and visualization of internal feature data of neural networks. Craven et al. [7] , and Baehrens et al. [8] proposed model-agnostic method by learning an interpretable model on the predictions of the black box model. Strumbelj et al. [9] and Krause et al. [10] proposed perturbing inputs and seeing how the black box model reacts. In statistical interpretability, James et al. [11] proposed to build a prediction model of automatic statistical learning by mining the functional relationship between input and output from training samples. Ribeiro et al. [12] [13] proposed a measure of the interpretability complexity for obtaining an interpretable linear model and realizing a local interpretability and proposed a submodular pick algorithm for a global interpretability. We in a literature [14] proposed use of prior knowledge in a hypothesis space (such as Sobolev space) to construct a compact subset, which can ensure the interpretability of the prediction model and correct prior knowledge in its training process. 
Learning framework of traditional machine learning
Suppose is a compact domain or a manifold in Euclidean space and ∈ , = 1, is a Borel probability measure of a space = × .
: → as ( ) = ∫ dρ( | ) is defined. The function is a regression function of .
In machine learning, and are unknown. At some conditions, an edge probability measure of is known.
The goal of the learning is to find the best approximation of in a functional space.
Therefore, Tihonov regularization learning framework [23] [24] can be obtained
Learning framework for improving the interpretability of the prediction model
In traditional kernel machine learning framework [15] , generalization error bound [16] representing the generalization performance of the prediction model is related to sample size and feature space of kernel function. If trying to ensure that the prediction model can be explained as far as possible, but not lose its generalization performance, so in the learning process, not only the generalization error bound should be considered also the deviation boundary between the prediction model and a mathematical model describing prior knowledge, denoted by interpretability model, need to be considered. Literature [2] proposed a uniform description of all optimization problems based on prior knowledge, assuming that the interpretability model and the prediction model are in the same Hilbert space, using the prior knowledge as strong constraints, and conducting the risk of consistency analysis and error analysis. However, the following two problems are not well solved: 1. How to quantify the interpretability of the prediction model? 2. When the interpretability model and learning function are not in the same Hilbert space, how to make use of prior knowledge constraint learning process for a well interpretability. This chapter will be the first to put forward a quantitative evaluation index of the interpretability, and then a learning framework for the well interpretability, and finally the uniqueness of the solution of the framework is proved.
Evaluation of the interpretability of the prediction model
The interpretability of the prediction model is not innate, and it requires the domain experts to provide based on professional terms or common sense, such as prior knowledge.
This kind of professional explanation should be expressed in a form of a mathematical function, denoted by interpretation function or interpretation model such as linear models[9， 17], gradient vector [18] , an additive model [19] , decision trees [20] , falling rule lists [21] [22] , attention-based networks. However, the prior knowledge is usually uncertain and incomplete, which leads to the uncertainty of the interpretation model. How to design interpretation models to express uncertain and incomplete prior knowledge? The representation method of the uncertain interpretation model and how to obtain complete knowledge from incomplete knowledge, in another article, has been introduced. So this article focuses on the second question. How to ensure that the prediction model is close to the uncertain interpretation model?
Inspired by induction and analysis coupling learning method, the differences between the prediction model ( ) and the interpretation function ( ) can be computed by the mean square error between the two. However, in practice, the mean square error is too strict in evaluating the difference between the two models, and there will be some problems caused by different orders of magnitude and different function subspace. We posit that the correctness of the interpretability of the prediction model itself depends on correct expression of causal relationship between the output attribute and the input attributes. When the attributes in both models satisfy the same causal relationship, we can assume that both models express the same interpretation, even if their magnitude is different. This conclusion can be explained by Fig. 1 .
In Fig , the mean square error between 2 ( ) and
)which is the mean square error between 1 ( ) and ( ).
In order of magnitude, 1 ( ) is similar to ( ), but the causal relationship between the input and output attributes in 2 ( ) and ( ) is consistent. So the mean square error can't compare difference of the causality between the input attributes and the output attribute. In the example, the variance of the error between 2 ( ) and ( ) is exactly 0. Thus it can be seen that the variance of the error is better.
Fig.1 Two different evaluative methods of the interpretability
From what has been discussed above, in the square integrable function space the variance ℇ ( ) of the error between a model ( )and an interpretation model ( ) is used to calculate the interpretability of ( ).
This formula calculates the distance between the prediction model and the interpretation function, also known as interpretation distance, where
is a mean error between ( ) and P(x).
The existence proof of equilibrium problem
In order to build a learning framework for improving the interpretability of the prediction model, it is necessary to understand the relationship between the interpretability and the 
The function ( ) is defined as the following:
where ( , ) is a distance between a point and a subspace . It can be known from lemma 2 that continuous nonlinear functional set of the separable Hilbert space is everywhere dense in ℒ 2 ( ). Thus, Lemma 3 is true.
Lemma 3.
Continuous nonlinear functional set of the separable Hilbert space is everywhere dense in ℒ 2 ( ).
From Lemma 3, it is less difficult to know that in ℒ 2 ( ) of a separable Hilbert space the optimal prediction model and the optimal interpretation function could not be equal. In other words, there is an equilibrium problem between the two models.
Learning framework for improving the interpretability of the prediction model
Based on Tihonov regularized learning framework [23] [24] and the evaluation formula of the interpretability, a learning framework for improving the interpretability of the prediction model can be obtained.
The uniqueness of the optimal solution is proved
Now let us prove the solution of the optimal problem is unique.
In a close subspace ℋ of ℒ 2 ( ), ℋ ( ) is defined as a optimal function which has the distance as small as possible with ( ) , while has the smallest distance with the interpretation model ( ). We will prove that if the close subspace ℋ is convex, ℋ ( ) must be unique.
Lemma 4.
A compact space ℋ is a convex subset of ℒ 2 ( ), then Eq. (6) must have unique
Proof: In ℋ, suppose = ℋ ̅̅̅̅̅ is a segment with two endpoints ℋ and . Because ℋ is a convex subset, and ⊂ ℋ,and in ℒ 2 ( ) the sum of the distance between ℋ ( ) and ( ) and the distance between ℋ ( ) and ( ) is the smallest, all ∈ , 
And in △ ℋ ,
Combining the above two equations, we can get
Suppose ( ) = ′ ℋ ( )，and ′ ℋ ( )also is the optimal one, then
Because ℋ is convex, from the above formula, it can be seen that there are a function If so ,we can always find a better function ℋ * ( ) than ℋ ( ) and ′ ℋ ( ), as shown in the following figure. Therefore, the conclusion is a contradiction to the previous hypothesis.
So ℋ ( ) is the unique solution that meets the condition in ℒ 2 ( ). For any function ∈ ℋ, ℰ ℋ ( ) ≥ 0 and ℰ ℋ ( ℋ ) = 0. Let us focus on that
where ℰ ℋ ( ) is a distance between ( ) and ℋ ( ), denoted by sample error. ℰ( ℋ )
is a distance between ℋ ( ) and , and ℰ ( ℋ ) is a distance between ℋ ( ) and ( ), the sum of the two distances is approximate error.
Sample error estimation
From the above formula (12) , it can be seen that
The formula can be divided into two parts: ℰ( ) − ℰ( ℋ ) and ℰ ( ) − ℰ ( ℋ ). 
where (ℋ, 16 ) is a covering number on ℋ in the radius 16 .
According to lemma 5 in literature [1] , it is easy to deduce Theorem 2 in the convex hypothesis space ℋ. 
holds, where 2 is a variance of ( ( ) − ( ) − ( )) 2 .
Theorem 4 can be derived from theorem 3. 
holds, where 2 is a maximum variance of
Lemma 5 or Lemma 5* give out a linearly dependent bound with when ℋ is a compact convex subset of ℒ 2 ( ). Then, according to Lemma 5 or Lemma 5*, the probability bound of sample error is given. 
holds.
In Lemma 5, if is replaced by 4 ⁄ , based on Theorem 1 and 4, we can obtain the following conclusion. 
Under the condition of no noise, for all ∈ ℒ 2 ( ) , we have 2 ( 2 ) = 0 . 
Approximation error estimate
Based on the Hilbert-Schmidt theorem, we can get the theorem 6. In both cases, is uniquely exists and finite and in the first part, the optimal is 
Theorem 7.
In the general setting of a Hilbert space, for 0 < ≤ , ∈ ℝ , the approximation error 
Approximation error estimate in Sobolev space and RKHS
In the section, suppose ⊂ ℝ is a compact region with smooth boundary.
Theorem 8. If 0 < < , is a sphere with radius in a conjugate space ( ) on , and ℋ = ( ) ( ) ̅̅̅̅̅̅̅̅̅̅̅̅ , the approximation error is 
From Theorem 7, we can obtain 
How to solve this new learning problem
According the general setting in section 4.2, suppose sample size is and the confidence is 1 − , 0 < < 1. For every > 0, hypothesis space ℋ = ℋ , . We consider ℋ and , ∈ . In the general setting, the optimal solution of the new learning problem Theorem 10. For all ∈ ℕ, ∈ ℝ, 0 < < 1, and ∈ ℝ, 0 < < , in the general setting , the optimal * ， * and * , can be found in the learning framework for improving the interpretability of a predication model.
Proof: we know that
Theorem 7 provides probability bound of the approximation error,
where ≤ ( + ) + ln 1 − (
, then
where ℓ > 1 2 ,which is related to and of ( ),and > 2 ⁄ ,ℓ = > 
is the optimal bound of sample error from Theorem 5*.
From Theorem 7, we can obtain
where
It can be seen from the proof of Theorem 6 that
We can get ( , , ) ≤ 
And ‖ ‖ ≤
The right-hand side of the above formula shrinks as
The left-hand side of the above formula is a quadratic function of . We always find an optimal equality relationship between and , which is always going to make the equality hold up. will minimize ( , , ) + ( , , ). □
The Proof of Main results
In section, we will prove Theorem 4 , Theorem 6, Lemma 5 and Lemma 5*. Firstly, we
give the following Lemma 6. for ∈ ,
Proof: Because
we get
So, (51)
Proof: Because of the equivalence property
and a fact, that the union probability of some events is bounded by the sum of the probabilities of these events, the result of the lemma can be obtained. 
Then,
Therefore, for = 1, ⋯ , ℓ , from Theorem 3 we can obtain
Now, we replace with 2 ⁄ , from Lemma 7 we obtain the following conclusion. In accordance with the probability of at least(1 − ) 2 , we have
Therefore,
In the same way，we have
Moreover, since in ℋ minimizes ℰ , we have
So, in accordance with the probability of at least(1 − ) 2 , we get
Proof of Lemma 5*. In accordance with the probability of at least (1 − )(1 − ), we .
In the same way，we have ( ) ( ) ( ) ( ) 2 .
Moreover, since in ℋ minimizes ℰ , we have ( )
So, In accordance with the probability of at least (1 − )(1 − ), we get
Given ℋ is a compact convex subset of ℒ 2 ( ) which can sure that the interpretation distance between ℋ and ( ) is as small as possible, then for all ∈ ℋ,
Proof: Firstly, we consider the first case. 
From Eq.(67) and Eq.(68), we get 2 . □ Lemma 11. Given 0 < α < 1, ε > 0, f ∈ ℋ, we have
For all ∈ ℋ, ‖ − ‖ ∞ ≤ 4 , we have
Proof: Firstly, we have
The following inequality can be obtained from proposition 3 in literature [1] and Lemma 6.
And because ( ) ( ) ( ) ( ) ( ) ( )
If the both sides of this inequality of the both inequalities add, we have ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
This is equivalent to
So,
□ From Lemma 11, we can obtain Lemma 12.
Lemma 12. For all > 0 and 0 < < 1,
Proof: If ℓ = (ℋ, 4 ), there some disks , j = 1,2, … , ℓ , to cover ℋ, which makes as the center and 4 as its' radius. In which is a completely measurable set, we have 
So, for all ∈ ℋ, we have 
if a function ̂ minimums , it must be a zero point on a derivative . 
Conclusion
In this paper, we proposed a quantitative index of the interpretability, and analyzed the relationship between the interpretability and the generalization performance of the prediction model in machine learning. The equilibrium problem between the two performances was proven to exist. For traditional supervised kernel machine learning problem, we studied a universal learning framework for improving the interpretability of the prediction model and solving the equilibrium problem. Next, the uniqueness of solution of the problem was proved and condition of unique solution was found. Probability upper bound of the sum of the two performances is analyzed. The solving method was proposed for the equilibrium problem.
