We show that, by applying the conformal transformation method, strongly correlated superconducting systems can be discussed in terms of the Fermi liquid with a variable density of states function. Within this approach, it is possible to formulate and carry out purely analytical study based on a set of fundamental equations. After presenting the mathematical structure of thewave superconducting gap and other quantitative characteristics of superconductors, we evaluate and discuss integrals inherent in fundamental equations describing superconducting systems. The results presented here extend the approach formulated by Abrikosov and Maki, which was restricted to the first-order expansion. A few infinite families of integrals are derived and allow us to express the fundamental equations by means of analytical formulas. They can be then exploited in order to find quantitative characteristics of superconducting systems by the method of successive approximations. We show that the results can be applied in studies of high-superconductors and other superconducting materials of the new generation.
Introduction
Over the past few years, research on superconductivity has been gaining new momentum due to the milestone discovery of iron-based superconductors [1, 2] . Along with the ongoing work on high-materials, studies on superconducting systems of the new generation remain one of the most active research areas in superconductivity research. Progress in fabrication and characterization techniques is mutually coupled with efforts to model and predict theoretically the trends and phenomena observed in experiments. An important tool for quantitative theoretical studies on superconducting systems is the gap equation accompanied by the carrier concentration equation. It appears in similar forms in the BCS theory, the Eliashberg equations, the Van Hove Scenario, and the conformal transformation method, with the latter taking fully into account the low-dimensional structure of high-materials. In order to evaluate fundamental thermodynamic functions such as the free energy, the thermodynamic potential, the entropy, the heat capacity, and other quantitative parameters such as the transition temperature, the heat capacity leap, the critical current, the critical magnetic field, and the isotope shift, one should study the gap equation and the carrier concentration equation along with the corresponding formulas for the thermodynamic potential, the critical fields, the concentration of superconducting carriers, and so forth [3] [4] [5] [6] [7] [8] [9] [10] [11] .
Employing the gap equation with a fixed chemical potential equal to the Fermi energy, in theoretical studies of BCStype superconducting systems at subcritical temperatures, Abrikosov and Maki have suggested to apply an expansion in the integral equation and restrict it to the first-order terms. The calculated integral allowed them to estimate the solution of the first boundary value problem for the gap of a BCS superconductor as a function of the temperature [12] [13] [14] .
Contemporary studies focus, however, more on superconducting materials of the new generation. These include 2 Advances in Condensed Matter Physics high-copper-oxide quasi two-dimensional superconducting systems and various doped superconducting compounds such as spinel-and perovskite-type structures of superconducting compounds of a trivalent rare-earth and a divalent alkali-earth ion. Other classes of superconducting materials that have been actively studied in recent years include novel superconducting compounds of MgB 2 with a C, Al, or Sc substitution, or organic superconductors with a controlled bandwidth and band filling [7, 11, [15] [16] [17] [18] [19] [20] [21] [22] . Theoretical description of such superconducting systems requires to take into account spin-fluctuations or strong-correlation effects. These can be included by means of an effective Hamiltonian in the strongly interacting Hubbard model with a given (multiband) one-particle dispersion relation enriched by selfenergy corrections, as well as a quite general form of the pairing potential. The latter can be decomposed into an antisymmetric and a symmetric part determining the symmetry of the order parameter [23] [24] [25] [26] [27] [28] [29] [30] .
In order to address the above problems in a systematic analytical manner, we propose to apply the conformal transformation, which allows us to consider a superconducting system as mapped onto a Fermi liquid in an isotropic momentum space with a naturally introduced function of the density of states [23] . In further discussion, a series expansion of fundamental integrals emerging in the formalism proves to be a powerful tool. In the present paper, we derive formulas for some infinite families of integrals, which allow us to construct such series up to an arbitrary order. We emphasize that until now only few of such integrals were given [12] [13] [14] [31] [32] [33] .
Employed Formalism
Employing the Green function formalism, with the effects of an external magnetic field included, one can derive a set of two fundamental equations in the momentum space, consistent with the mean-field approximation. One of these equations is the gap equation [5, 7, 19-21, 32, 34] :
where
A is the superflow, with being the phase of the order parameter and A is the vector potential. The other one is the carrier concentration equation:
which determines the chemical potential . This equation allows one to express in (1) in dependence on and study some superconducting systems with a partially filled conduction band. The dispersion relation entering both equations is usually defined with respect to the Fermi level. In the BCS theory, which was greatly successful in explaining various properties of simple low-superconductors by means of several experimental parameters, an electron system is treated as a Fermi liquid. However, highmaterials are complicated, and many fundamental condensed matter physics phenomena play some role in one or another part of their phase diagram. The normal state near the composition corresponding to the highest shows a convincing evidence of being a more composed form of a quantum liquid than the Fermi liquid and should be considered as a non-Fermi liquid. In a wide class of nonFermi liquids presented in [35] as applicable to modeling of superconducting systems, for some of them, a singular (or marginal) Fermi-liquid behavior is observed in the underdoped (low carrier concentration) regime, whereas the other ones exhibit it in the overdoped (high carrier concentration) regime, near to the optimally doped structure. Therefore, lowsuperconductors and overdoped high-cuprate superconductors, described by an effective Hamiltonian with a nonlinear dispersion relation k , can be discussed in terms of the Fermi liquid after applying a conformal transformation of the momentum space.
In general, such an approach can be applied to anisotropic superconducting systems with an arbitrary dispersion relation for spin-singlet -wave or -wave symmetry states, as well as for the spin-triplet -wave symmetry state, with a fixed carrier concentration. It also allows one to include the effects induced by variations of the carrier concentration , and the pairing potential amplitudes in both the isotropic and the anisotropic channel, in order to discuss the stability of these symmetry states [5, 20, 27, [33] [34] [35] [36] .
Studies of the pairing potential seem to be particularly interesting and valuable, since a definite pairing mechanism in high-superconducting systems has not been clearly identified yet. However, in the literature, two mechanisms are usually discussed [26] . The first one is based on the singleband Hubbard model (or related models, such as themodel) whereas in the other one it is suggested that the role of the electron-phonon interaction is crucial. Quantitative analysis of the pairing interaction in superconducting systems could therefore provide useful insights into the mechanism of Cooper pairs formation in superconducting systems of the new generation [7, 33] . In our approach, we have introduced the pairing potential amplitude in the form (k, k ). Nevertheless, one should remember that − (k, k ) is the momentum-dependent part of the full pairing potential, which is an antisymmetric matrix-function defined in the momentum-spin space. This function is obtained as a result of the Fourier transform of an effective two-particle interaction potential including all many-body effects, and ensuring the spin conservation law [36] . Hence, − (k, k ) is a symmetric function of k and k , and in order to generate attraction needed to form a paired state in the system, this function must be negative. In the formulated approaches (cf. [4, 5, 14, 26] ), the function − (k, k ) becomes negative and represents the introduced pairing potential amplitude (k, k ) only in Advances in Condensed Matter Physics 3 a small region of the momentum space near to the Fermi surface, and so (for a spin-singlet -wave state) it can be consider as constant.
Integrals of the Fundamental Equations for
It is worth to emphasize once again that the conformal transformation method [7, 23, 37] proves that an arbitrary anisotropic system, with a given one-particle energy spectrum, can be considered as an isotropic Fermi liquid in the momentum space. However, it needs then to be taken into account that quantum-mechanical states are not distributed homogeneously. The distribution is defined by a scalar field of the density of states, which for a fixed spin-singlet -wave state, with a given carrier concentration and a pairing potential amplitude 0 , reduces to the density of states function. Therefore, by applying the conformal transformation method to an anisotropic superconductor with a given dispersion relation, one can map quasiparticle excitations onto Landau quasiparticles and consider the system as a Fermi liquid with a fluctuating density of states. Then, (1), after taking into account (2) in the manner discussed above, can be transformed to the form:
where ⟨⋅ ⋅ ⋅ ⟩ denotes averaging over the angles in the scalar productkk and k =k and k =kV. Here, ( ) is the dimensionless density of states function, and it is found from the given dispersion relation inherent to the studied anisotropic superconducting system. More precisely, it appears as the final product in the conformal transformation approach and can also include effects of the particle-hole asymmetry and an extra factor, as, for example, the spectral function defined in the Eliashberg equations. Since for the BCS model ( ) = 1, we take it in the form ( ) = 1 + ( ) in further discussion. According to previous studies [38] , the function can substantially change various parameters of a superconducting system. The effects are particularly pronounced if the function has one narrow fluctuation (peak) in the vicinity of the Fermi surface. Moreover, peaks of various shapes yield similar results. Therefore, at this point, we do not need to consider any particular analytical properties of the function , treating it as a locally constant function. In the next step, introducing the symbols = /2 , = Δ/2 , = /2 , and = V/2 , (3) can be rewritten as
where the function ( ) is redefined into ( ), which can be again modeled in various manners. The factor (] 0 ) −1 can be eliminated by employing (4) in the limit cases = and = 0.
In order to obtain the full representation of the gap equation of the Abrikosov-Maki type when = 0, we note that
where the differential operator should be read as
Hence, for further calculation, we define the integrals
where for ≥ 1 we can replace by ∞. Substituting = , differentiating by , and putting = 1, we find that
Let us now define an extended form of which will become useful in our discussion later on:
so (1) = 2 . After applying the differential operator in the integral ( ) once, then substituting = , differentiating by , putting = 1, and completing some algebra, we arrive at the following recursive formula:
Note that substituting = 1 into the obtained formula (10), we get
and taking into account that 0 (1) = 1, we find
In order to calculate 1 ( ), after integrating by parts, it can be transformed into the form:
from which in turn, after some algebra, we obtain
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Here, the symbol denotes the integral
calculated in [39] and reported in the appendix. Eventually, employing the relation (A.19), formula (14) reduces to the form:
from which it is easy to find
2 − 1736 15
The obtained formulas (10), (16), and (A.20) allow us to evaluate ( ), for ≥ 1, and eventually find
for = 0, 1, . . . , − 1 and ( , ) = 1. Hence, in particular, for = 2, we have
and, consistently, for = 1, 2, and 3, their explicit forms read
Furthermore, for = 3,
which for = 1 and 2 yields
Note also that ( ) can be written in the form:
and hence the integrals ( ) are expressed by means of a linear combination of , where ≤ ≤ + , and 1 . Since for the formulated problem, we have to find the integrals and = (1/2 ) (1); below we focus on (1), solely. Employing (18), (A.10), and (A.19), after some algebra, we find
and hence
In particular,
6 , 4 = 53655
Now, restricting the discussion to the case of ( ) ≡ 0, we can rewrite (4) in the form (cf. [14] ):
where we include that, for = , the gap function Δ = 0 and we also assume that tanh ( /2 ) can be replaced by 1 in this limit. The obtained equation allows one to find the superconducting gap Δ as a function of the temperature using the method of successive approximations. So, neglecting all terms with ≥ 2 in the sum, one gets the solution of the first boundary value problem for (28) . Taking it as the first approximation and including the next terms in (28), one can obtain solutions in the subsequent approximations. For example, in the third step, we find
Advances in Condensed Matter Physics 5 where it is always taken into account that is close to and should be expressed as = [1 − (1 − / )]. Moreover, using relations established in [40] , we can derive the reduced specific heat difference in the form:
This allows us to find that, at = , the reduced specific heat jump is equal to 1.462, whereas the slope of the tangent line to the reduced specific heat difference curve is
which corresponds to the angle of 70.4 ∘ . Note that the sum (28) is an oscillating power series, whose coefficients for → ∞ tend to 0 as −2 . Thus, the expression (28) converges if > Δ/ , and then the resulting sequence converges, yielding a solution to the problem.
Integrals of the Fundamental Equations for
In developed models of superconductors, some additional parameters, such as a supercurrent or an external magnetic field, are included. In that case, one should also consider other expressions describing the superconducting current and the current of normal particles, the free energy difference, the entropy, and the magnetic susceptibility. These expressions allow one to derive a number of quantitative thermodynamic characteristics of the system such as the transition temperature, the isotope shift, the specific heat jump, the critical current, the critical superflow, the London penetration depth, the critical magnetic field, and other quantities important in characterization of superconducting systems [7, 11, 20] . Note that the integrand in the gap equation (4)-as well as in other expressions mentioned above-can be expanded in a double series, with respect to 2 and the additional parameter (kk) 2 . For the integrand in the gap equation, it takes the form:
Hence, there appear some new specific integrals, which can be represented as
and rewritten in the equivalent form
However, in order to evaluate such integrals, we yet define their extended forms:
so that ( ) = ( , 1). Now, use the following relations for even-order derivatives of cosh −2 , that is,
for = 0, 1, . . . , − 1 and ( , ) = 1, and
for = 1, 2, . . . , and (0, ) = 1. Note that 0 ( , ) = 2 , and
and including (9), we eventually find that
6 Advances in Condensed Matter Physics and hence putting = 1, we obtain
where the integrals ( ) are expressed by means of formula (18) , and, for example,
for ≥ 1 and 0 (0) = 0 (1). Note also that
for 3D systems (43) and such averages vanish for odd exponents.
Conclusions
In the present paper, we have found and discussed some infinite families of specific integrals inherent in models of superconducting systems. The results presented here can be easily applied in analytical studies on superconductors of the new generation, since the gap equation and the carrier concentration equation along with the other particular equations mentioned in the paper are important tools in research of thermodynamic properties of superconductors. They are commonly used to derive fundamental quantitative characteristics for various classes of superconducting systems. In order to apply the results presented in the paper to superconductors of the new generation studied within the conformal transformation method [7] , it is enough to take into account a model form of the function ( )-which so far has been treated as constant-in a local interval around = 0, where the integrands in the formulas under discussion are strongly concentrated. The model function should possess a narrow fluctuation (peak) in the vicinity of the Fermi surface. Since various particular shapes of the fluctuation produce similar results, we propose to take the function ( ) in the following normalized form:
where we also include (12) . The fixed parameter is the height of the local fluctuation, whereas = 2 arccosh( 2 √ 2) denotes its half-width. These should be estimated in accordance with a given form of the dispersion relation k (cf. [7, 38] there appear some extra integrals ( + ) and ( , + ) in the equations under consideration. In such a way, the proposed form of ( ) allows us to employ the derived integrals to calculate thermodynamic parameters of composed superconductors [3, 4, 6, 8-10, 12, 14, 21] .
Let us also emphasize that although the case = 0 corresponds to the Van Hove Scenario, the case > 0 can be properly discussed in the conformal transformation method only [7, [21] [22] [23] 30] . One should then include additional functions 2 ( ), for = 1, 2, . . ., where 0 ( ) ≡ ( ), which appear after averaging the dimensionless kernel of the density of states with (kk) 2 over the angles and can be modeled similarly to ( ).
Appendix The Integral
As we have shown in [39] , the formula for the family of integrals
for ∈ N, can be derived by analytical calculations. In order to calculate , we introduce the integrals:
and is a complex number such that Re > −1. Then, for each ∈ N, the function ( , ) is a continuous function of and , where ranges over the region D = { : Re > −1} and ∈ [ , ] , for all 0 < < < ∞. Moreover, for every value of ∈ [ , ], the function ( , ) is an analytic function of ∈ D, and finally the integral ( ), for all ∈ N, is almost uniformly convergent in the domain D. Therefore, ( ) is an analytic function of ∈ D and one can differentiate under the integral sign [41] :
In particular, it yields
Let us first derive a formula for ( ). Using a series expansion of ( , ), for > 0, we obtain
which, after changing the summation index to = + and using the formula
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where the summation can be extended to running from 1 to ∞ since for = 1, . . . , − 1 we obtain zero terms. If Re is sufficiently large, we can integrate the series term-by-term to get
where the change of variables 2 = in the integrals has been performed.
The precise argument which allows term-by-term integration goes as follows. First, we note that term-by-term integration of the series (A.8) is justified for the integration from to , where 0 < < < ∞ since the series (A.8) is uniformly convergent for ∈ [ , ] and any ∈ D. This allows us to integrate (A.8) term-by-term also over the interval (0, ∞) provided the right-hand side of (A.9) converges absolutely [41] . It is the case in the half-plane Re > 2 −1, and hence in that half-plane the formula (A.9) is valid.
In order to find the coefficients standing by the same power of in (A.9), let us introduce ] .
(A. and ( ) → 1, for → ∞, which can be exploited in numerical estimations.
