In this paper we prove that the Bernstein-Sato polynomial of any free divisor for which the
Introduction
In [14] Granger and Schulze proved that the Bernstein-Sato polynomial of any reductive prehomogeneous determinant or of any regular special linear free divisor satisfies the equality b(−s − 2) = ±b(s). Their proof is based on Sato's fundamental theorem for irreducible reductive prehomogeneous spaces. This symmetry property has been also checked for many other examples of linear (see for instance loc. cit. and [22] ) and non-linear free divisors (e.g. quasihomogeneous plane curves and the examples in [18] ). In this paper we prove the above symmetry property for free divisors for which the D[s]-module D[s]h s admits a logarithmic Spencer resolution (See Theorem (4.1) for a precise statement). This hypothesis holds for any free divisor of linear Jacobian type, and so for any locally quasi-homogeneous free divisor (for instance, free hyperplane arrangements or discriminants of stable maps in Mather's "nice dimensions").
The main ingredient of the proof is the explicit description of the D[s]-dual of D[s]h
s by means of the logarithmic duality formula in [5, 6] .
Let us mention that Yano proved in [27] that for any quasi-homogeneous germ h : (C d , 0) → (C, 0) with isolated singularity, its reduced Bernstein-Sato polynomial b(s) = b(s) s+1 satisfies the equality b(s) = ± b(−s − d). Yano's result and ours suggest that both are extremal cases of a whole family of "pure" cases where symmetry properties occur with other intermediate shiftings (see Question (4.8)). One can expect even that in the "non-pure" cases, the factors of the Bernstein-Sato polynomial which break the symmetry appear as minimal polynomials of the action of s on other D[s]-modules attached to our singularity (see for instance the examples in [19, §3] ), possibly related with the microlocal structure.
Let us now comment on the content of the paper.
In section §1 we recall the different conditions and hypotheses on free divisors we will use throughout the paper. In section §2 we recall the logarithmic Bernstein construction and we study the hypotheses we will need later to prove our main results. In section §3 we recall the duality formula in [6] and we apply it to describe the D From here the symmetry property comes up. At the end of the section we give some applications to the logarithmic comparison problem and a characterization of the logarithmic comparison theorem for Koszul free divisors. In section §5 we generalize the above results to the case of integrable logarithmic connections with respect to free divisors of linear Jacobian type.
I would like to thank Francisco Castro, Michel Granger and Mathias Schulze for useful discussions and comments.
Notations and linearity conditions
In this paper X will denote a complex manifold of pure dimension d, D ⊂ X a hypersurface (= divisor), O X [⋆D] the sheaf of meromorphic functions along D, O X (D) the sheaf of meromorphic functions along D with poles of order ≤ 1 and D X the sheaf of linear differential operators with coefficients in O X .
We will also denote by J D ⊂ O X the Jacobian ideal of D ⊂ X, i.e. the coherent ideal of O X whose stalk at any p ∈ X is the ideal generated by h, h
where h ∈ O X,p is any reduced local equation of D at p and x 1 , . . . , x d ∈ O X,p is a system of local coordinates centered at p.
We recall that D is a free divisor, in the sense of K. Saito [21] , if the coherent O X -module Der C (log D) of logarithmic vector fields with respect to D is locally free (of rank d). In such a case we will denote by In the above definition, if I = (a 1 , . . . , a r ) and (s i1 , . . . , s ir ), i ∈ L, is a system of generators of the syzygies of a 1 , . . . , a r , to say that the ideal I is of linear type is equivalent to saying that any homogeneous polynomial F (ξ 1 , . . . , ξ r ) ∈ A[ξ] such that F (a 1 , . . . , a r ) = 0 is a linear combination with coefficients in A[ξ] of the linear forms
(1.2) Example. An ideal generated by a regular sequence is of linear type. (1.4) Definition. (a) We say that the divisor D is strongly Euler homogeneous if for any p ∈ D and for some (and hence for any) reduced local equation h ∈ O X,p of D at p there is a germ of vector field χ at p vanishing at p such that χ(h) = h.
(b) We say that the divisor D is locally quasi-homogeneous if for any p ∈ D there is a system of local coordinates x = (x 1 , . . . , x d ) centered at p such that the germ (D, p) has a reduced weighted homogeneous defining equation (with strictly positive weights) with respect to x.
(1.5) Remark. There is also the notion of Euler homogeneity. Namely, we say that the divisor D is Euler homogeneous at a point p ∈ D if there is a reduced local equation h ∈ O X,p of D at p and a germ of vector field χ at p (not necessarilly vanishing at p) such that χ(h) = h. In that case we also say that h is Euler homogeneous. It is clear that if D is Euler homogeneous at p, then it is also Euler homogeneous at any point q ∈ D close enough to p. Notice that not any local reduced equation of a Euler homogeneous divisor is Euler homogeneous. Notice also that for any divisor D ⊂ X, which could not be Euler homogeneous, the divisor
Euler homogeneous. Let us also notice that a divisor D ⊂ X is of linear Jacobian type at p ∈ D if and only
(1.6) Example. Any smooth hypersurface is of linear Jacobian type. More generally, any quasi-homogeneous (with strictly positive weights) isolated singularity is of linear Jacobian type.
( 
be a basis of Der (log D) p , and let us write
), and we can take
Since J is an ideal of linear type, the kernel of ϕ is generated by the
On the other hand, since ker ϕ = (σ 1 , . . . , σ d−1 ) is a prime ideal and h / ∈ ker ϕ, we deduce that h, σ 1 , . . .
and let K be the kernel of the canonical graded surjective map
Since D is of linear Jacobian type at any smooth point, we deduce that
is supported by the singular locus of D. In particular, for any homogeneous
and D is of linear Jacobian type at p.
Q.E.D.
(1.10) Corollary. Assume that D is a free divisor and p ∈ D. The following properties are equivalent:
(a) D is strongly Koszul at p.
Proof. It is a straightforward consequence of Propositions (1.9) and (1.7). Q.E.D.
Let us notice that property (c) in the above corollary appeared as condition (c') in [24, Corollary 1.8] .
We recall the following definition of [19, page 257 ].
(1.11) Definition. Assume that D is a free divisor. We say that D is weakly Koszul 2 at p ∈ D if for some (and hence any) basis δ 1 , . . . , δ d of Der C (log D) p and some (and hence any) reduced local equation h ∈ O X,p of (D, p), the sequence
. We say that D is weakly Koszul if it is so at any p ∈ D.
For a free divisor, the following implications hold: strongly Koszul ⇒ Koszul ⇒ weakly Koszul. The example x 1 x 2 (x 1 +x 2 )(x 1 +x 3 x 2 ) = 0 is a weakly Koszul free divisor which is not Koszul ([19, Example 3.1]) and any non-quasihomogeneous plane curve is a Koszul free divisor non strongly Koszul (Proposition 2.3.1 in loc. cit.). 2 Logarithmic-meromorphic comparison for Bernstein modules
From now on we assume that h : ( 
The following result generalizes [24, Proposition 4.4 ] to the non-Euler homogeneous case and completes Proposition (1.9). 
Let us denote by Sp
the Cartan-Eilenberg-Chevalley-Rinehart-Spencer complex defined by (see 1.1.2 in loc. cit.) Sp
is given by:
for r ≥ 2, and ε −1 (P ⊗ λ 1 ) = P λ 1 for r = 1, and P ∈ V[s], λ i ∈ Θ h,s .
From Proposition 1.21 in loc. cit., we know that Sp
The proof of the following proposition is clear.
(2.2) Proposition. Under the above hypotheses, the following properties are equivalent: Sp
is exact in degrees = 0. 
Since ϕ Θ h,q(s) = Θ h,ϕ(q(s)) , the natural map
The proof of the following lemma is straightforward.
is an automorphism, then the natural maps
, 
is the left V[s]-ideal generated by Θ h,ϕ(s) and the complex
is exact in degrees = 0, where Sp
is defined in a completely similar way to Sp
Proof. The proof is a straightforward consequence of the fact that for any left V[s]-module M there is a canonical isomorphism of left D[s]-modules
Duality
We Let us call ω : (1) is clear from the canonical right D-module structure (resp. right V-module structure) on ω (resp on ω(log D)). The proof of part (2) is identical to the proof of [5, Proposition 3.1]. In fact we can use
Q.E.D. 
As in [5, §2], for any left
In 
The above functors are contravariant involutive triangulated functors. Let us notice that we have canonical isomorphisms 
where 
Proof. 
It is a consequence of of canonical isomorphisms
Proof. It is a consequence of the above corollary and Proposition (2.7). Q.E.D.
The symmetry of Bernstein-Sato polynomials
In this section we keep the notations of §3. 
Proof. Let us consider the exact sequence of left D[s]-modules
The Bernstein-Sato polynomial b(s) of h is by definition the minimal polynomial of the action of s on Q. By applying the duality functor D we obtain a triangle
→ and from corollary (3.7) we deduce that the second arrow corresponds to the inclusion 
the automorphism of C-algebras determined by ϕ(s) = −s − 2. From Lemma (2.6) we deduce that ϕ * (Q) ≃ D 1 (Q) and so the minimal polynomial of the action of s on
. On the other hand, since the action of s on Q is annhilated by b(s) we deduce that the action of s on D 1 (Q) is also annhilated by b(s) and we conclude that b(s) is a multiple of b(−s − 2), i.e. b(s) = ±b(−s − 2).
Q.E.D. (4.4) Remark. Let us notice that the above corollary applies in particular to the case of (weakly) Koszul free divisors of differential linear type (or equivalently, to free divisors of linear Jacobian type; see Proposition (2.1)) and so it answers (partially) the question stated in [24, Remark 4.7] .
(4.5) Question. We do not know whether reductive prehomogeneous determinants or regular special linear free divisors satisfy the equivalent properties of Proposition (2.2) or not, and so we do not know whether the results by Granger and Schulze in [14] can be derived from our Theorem (4.1) or not. However, all the examples of free divisors given in [18] are of linear Jacobian type and so they satisfy the above properties.
(4.6) Corollary. Let D ⊂ X be a free divisor and assume that the equivalent properties of Proposition (2.2) hold for some (and hence any) local reduced
is an isomorphism and the logarithmic comparison theorem holds. 
and second
s has no (s + 1)-torsion and so the last complexe is concentrated in degree 0.
The last statement is a consequence of [5, Theorem 4.1].
(4.7) Remark. Let us notice that, after corollary (2.4), the above corollary applies to free divisors of linear Jacobian type, and so to locally quasi-homogeneous free divisors ([4, Theorem 5.6]). In particular we obtain a purely algebraic proof of the logarithmic comparison Theorem in [8] (see [7, Remark 1.25] ). Let p ∈ D be a point. The question being local, we can assume that
The kernel of the natural map Der C (O X ) → J D sending any derivation δ to δ(h) coincides with the free O X -submodule Θ h ⊂ Der C (log D) generated by
the induced graded map, which is surjective.
Let us consider the augmented Koszul complex over gr
is a regular sequence and so K • is exact in degrees ≤ −1. It is also exact in degrees ≥ 1 because Φ is surjective.
In order to prove that D is of linear Jacobian type we need to prove that K
• is exact in degree 0, but for that it is enough to prove the exactness at any point q ∈ X − {0} (see [4, Proposition 5.4] ), or in fact at any point q ∈ D − {0} since K
• is exact outside D. Let q ∈ D − {0} be a point. From the Koszul hypothesis we know (cf. [4, Corollary 1.9] ) that the zero locus of the symbols σ(
, in the cotangent bundle T * X has dimension d, and so the zero locus of the coefficients a ij , i, j = 1, . . . , d, is the origin and there is a logarithmic derivation with respect to D non vanishing at q. We can integrate it and deduce that (X, D, p) is analytically isomorphic to (e) ⇒ (a) We proceed by induction on dim X. If dim X = 2 we know from [3] that D is locally quasi-homogeneous and so it is strongly Euler homogeneous. Assume that the implication (c) ⇒ (a) is true whenever the dimension of the ambient manifold is d − 1 and assume now that dim X = d ≥ 3. From [24 Q.E.D.
The case of logarithmic connections
In this section we generalize the preceding results to the case of integrable logarithmic connections. Proofs remain esentially the same and will be only sketched. This generalization is based on [7, Theorem 3.1, Corollary 3.2], and so we will assume that our germ of free divisor
, is of linear Jacobian type. We keep the notations of §2 and §3.
Let E be a germ at 0 of integrable logarithmic connection with respect D, i.e. E is a free O-module of finite rank endowed with a left V-module structure. As explained in [7, § 3 [17] ). Now we are ready to state and prove the announced extension of Theorem (4.1) to the case of arbitrary logarithmic connections. 
From (2) we deduce an isomorphism ϕ * (Q E * ) ≃ D 1 (Q E ) and so the minimal polynomial of the action of s on D 1 (Q E ) is ϕ(b E * (s)) = b E * (−s − 2). On the other hand, the action of s on D 1 (Q E ) is annhilated by b E (s) and we conclude that b E (s) is a multiple of b E * (−s − 2).
In a symmetric way we deduce that b E * (s) is a multiple of b E (−s − 2), or equivalently b E * (−s − 2) is a multiple of b E (s), and so b E (s) = ±b E * (−s − 2). Q.E.D.
