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The parton distribution functions (PDFs) provide process-independent information about the
quarks and gluons inside hadrons. Although the gluon PDF can be obtained from a global fit to
experimental data, it is not constrained well in the large-x region. Theoretical gluon-PDF studies
are much fewer than those of the quark PDFs. In this work, we present the first lattice-QCD results
that access the x-dependence of the gluon unpolarized PDF of the nucleon. The lattice calculation
is carried out with nucleon momenta up to 2.16 GeV, lattice spacing a ≈ 0.12 fm, with valence pion
masses of 310 and 690 MeV. We use reduced Ioffe-time distributions to cancel the renormalization
and implement a one-loop perturbative pseudo-PDF matching to the lightcone distribution. Our
matrix element results in coordinate space are consistent with those obtained from the global PDF
fits of CT18 NNLO and NNPDF3.1 NNLO. Our fitted gluon PDF extrapolated to the physical pion
mass gives consistent results in the x > 0.3 region.
I. INTRODUCTION
The unpolarized gluon parton distribution functions
(PDFs) g(x) and quark PDFs q(x) are important inputs
to many theory predictions for hadron colliders [1–8].
For example, both g(x) and q(x) contribute to the deep
inelastic scattering (DIS) cross section, and g(x) enters
at leading order in jet production [9, 10]. To calculate
the cross section for these processes in pp collisions, g(x)
needs to be known precisely. Although there are exper-
imental data like top-quark pair production, which con-
strains g(x) in the large-x region and charm production,
which constrains g(x) in the small-x region, g(x) is still
experimentally the least known PDF because the gluon
does not couple to electromagnetic probes. The Electron-
Ion Collider (EIC), which aims to understand the role of
gluons in binding quarks and gluons into nucleons and
nuclei, is at least in part intended to address this gap in
our experimental knowledge [11]. In addition to experi-
mental studies, the theoretical approaches to determining
gluon structure by calculation are continually improving.
Lattice quantum chromodynamics (QCD) is a theoret-
ical method that has full systematic control in calculat-
ing QCD quantities in the nonperturbative regime and
can provide useful information for improving our knowl-
edge of the gluon structure of the nucleon. However,
there are much fewer lattice calculations of gluon struc-
ture than calculations of the quark counterparts due to
notorious noise-to-signal issues and complicated mixing
in the renormalization. The few existing gluon-structure
calculations were mostly done for the leading moments,
such as the gluon momentum [12–14], and nucleon gluon
spin contribution [15, 16], or at heavy quark mass, such
as the gluon gravitational form factors of the nucleon and
the pion [17]. There has not been much effort to extract
the x-dependent PDF for many decades.
In recent years, there has been an increasing number
of calculations of x-dependent hadron structure in lat-
tice QCD, following the proposal of Large-Momentum
Effective Theory (LaMET) [18–20]. The LaMET method
calculates on the lattice quasi-distribution functions, de-
fined in terms of matrix elements of equal-time and spa-
tially separated operators, and then takes the infinite-
momentum limit to extract the lightcone distribution.
The quasi-PDF can be related to the Pz-independent
lightcone PDF through a factorization theorem. The first
part can be factorized into a perturbative matching co-
efficient, and the remaining part includes the corrections
suppressed by the hadron momentum [19]. This factor-
ization can be calculated exactly in perturbation the-
ory [21–23]. Alternative approaches to lightcone PDFs
in lattice QCD are “lattice good cross sections” [24–28]
and the pseudo-PDF approach [22, 29–38]. There has
been much progress made on the theoretical side since
the first LaMET paper [20, 22, 28, 39–96] and on the
lattice-calculation side, nucleon and meson parton distri-
bution functions (PDFs) [38, 54, 60, 61, 63, 91, 97–112].
Although there are limitations of finite volume and rela-
tively coarse lattice spacing, the latest nucleon isovector
quark PDFs determined from lattice data at the physical
point have shown reasonable agreement [101, 102, 105]
with phenomenological results from global fits to the ex-
perimental data [1–3, 113, 114]. However, the theoretical
uncertainties and lattice artifacts need to be carefully
studied to obtain fully reliable results. The latest efforts
include an analysis of finite-volume systematics [109] and
exploration of machine learning [111, 115].
The unpolarized gluon PDF is defined as the Fourier
transform of the lightcone correlation of the nucleon,
g(x, µ2) =
∫
dξ−
pix
e−ixξ
−P+
× 〈P |F+µ (ξ−)U(ξ−, 0)Fµ+(0)|P 〉, (1)
where ξ± = 12 (ξ
0 ± ξ3) are the spacetime coordinates
along the lightcone direction, the nucleon momentum
Pµ = (P0, 0, 0, Pz) and P
± = 12 (P0 ± Pz), |P 〉 is
the hadron state with momentum P with normaliza-
tion 〈P |P 〉 = 1, µ2 is the MS renormalization scale,
U(ξ−, 0) = P exp
(
−ig ∫ ξ−
0
dη−A+(η−)
)
is the lightcone
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2Wilson link from ξ+ to 0 with A+ as the gluon poten-
tial in the adjoint representation, and Fµν = T
aGaµν =
T a(∂µA
a
ν − ∂νAaµ − gfabcAbµAcν) is the gluon field tensor.
A straightforward way to calculate the gluon PDFs di-
rectly on the lattices would be to use LaMET. There was
attempted for the first unpolarized gluon quasi-PDF ma-
trix element was calculated in Ref. [106]; however, not
all the operators used in the calculation can be mul-
tiplicatively renormalized, and the largest momentum
used is only 1.3 GeV where the noise already dominated
the signal. Since then, there has been new development
of the general factorization formula for the quasi-PDFs
with the corresponding one-loop matching kernel calcu-
lated in Refs. [81, 108] for the unpolarized and polarized
gluon quasi-PDFs. In their papers, the authors also pro-
vide the multiplicatively renormalizable unpolarized and
polarized gluon operators and the corresponding renor-
malization condition that would allow us to match the
nonperturbatively renormalized gluon quasi-PDFs to the
lightcone PDFs from lattice simulations. However, calcu-
lating the gluon renormalization nonperturbatively suf-
fers worse signal-to-noise than the corresponding nucleon
calculation, making it harder to apply the strategies pro-
posed in Refs. [81, 108].
In this work, we adapt the pseudo-PDF approach. It
uses Ioffe-time distributions (ITDs) which are functions
of Ioffe time ν = zPz and the squared spacetime interval
z2. The pseudo-PDF approach uses “reduced” ITDs [29],
where the renormalization constants are canceled by tak-
ing ratios of the matrix element with corresponding that
of the nucleon at rest. This ratio not only removes Wilson
line-related UV divergences but also part of the higher-
twist contamination. Recently, a methodology for de-
termining the gluon PDFs within the pseudo-PDF ap-
proach was proposed in Ref. [116], allowing us to explore
the gluon PDF without facing the noisy nonperturbative
renormalization. There have been a number of successful
pseudo-PDF calculations of nucleon and pion PDFs. Ta-
ble I shows a summary of the lattice parameters used in
calculations of x-dependent PDFs using the pseudo-PDF
method.
The structure of this paper is organized as follows. In
Sec. II, we present the numerical setup of lattice simu-
lation and discuss the procedure to extract bare gluon
ground-state matrix elements from the lattice data. Sec-
tion III shows the numerical details to extract the phys-
ical pion mass unpolarized gluon distribution from the
reduced Ioffe time pseudo-distribution and compares our
results with the phenomenological global-fit gluon PDFs.
We summarize the final result and discuss future planned
calculation in Sec. IV.
II. LATTICE SETUP AND MATRIX ELEMENTS
This calculation is carried out using the Nf = 2+1+1
highly improved staggered quarks (HISQ) [117] lattices
generated by the MILC collaboration [118] with space-
time dimensions L3 × T = 243 × 64, lattice spacing
a = 0.1207(11) fm, and M seapi ≈ 310 MeV. We apply 1
step of hypercubic (HYP) smearing [119] to reduce short-
distance noise. The Wilson-clover fermions are used in
the valence sector where the valence-quark mass is tuned
to the lightest light and strange sea pseudoscalar me-
son masses (which correspond to pion masses 310 and
690 MeV, respectively) as done by PNDME collabora-
tion [120–123].
We first calculate two-point nucleon (N) correlator
C2ptN (Pz; t) = 〈0|Γ
∫
d3y e−iyPzχ(~y, t)χ(~0, 0)|0〉, (2)
where Pz is the boosted nucleon momentum along the
spatial z-direction, the nucleon interpolation operator
χ is lmn[u(y)l
T
iγ4γ2γ5d
m(y)]un(y) (where {l,m, n} are
color indices, u(y) and d(y) are the quark operators),
projection operator is Γ = 12 (1 + γ4), and t is lattice
Euclidean time. Gaussian momentum smearing [124] is
used for the quark field,
SmomΨ(x) =
1
1 + 6α
(
Ψ(x) + α
∑
j
Uj(x)e
ikeˆjΨ(x+ eˆj)
)
,
(3)
where k is the momentum-smearing parameter and α is
the Gaussian smearing parameter. In our calculation, we
choose k = 2.9, α = 3 with 60 iterations to help us get-
ting a better signal at a higher boost nucleon momentum.
These parameters are chosen after carefully scanning a
wide range of parameter space, and these parameters
overlap best with our desired boost momenta. We use 898
lattices in total and calculate 32 sources per configuration
for a total 28,735 measurements. Even though the num-
ber of measurements is smaller than the previous gluon-
PDF work [106], we have seen significant improvement
in signal-to-noise at the same boost momenta, which al-
lows us to extend our calculation to higher-momentum
nucleons.
The nucleons two-point correlators are then fitted to a
two-state ansatz
C2ptN (Pz, t) = |AN,0|2e−EN,0t + |AN,1|2e−EN,1t + ..., (4)
where the |AN,i|2 and EN,i are the ground state (i = 0)
and first excited state (i = 1) amplitude and energy,
respectively. In this work, we use Ns to denote a nucleon
composed of quarks such that Mpi ≈ 690 MeV and Nl
to denote a nucleon composed of quarks such that Mpi ≈
310 MeV. Figure 1 shows the effective-mass plots for the
nucleon two-point functions with Pz = [0, 5]
2pi
L for both
masses. The bands show the corresponding reconstructed
fits using Eq. 4 with fit range [3, 13]. The reason for
this choice of fit range is explained in Fig. 5 and the
corresponding paragraph. The bands are consistent with
the data except where Pz and t are both large. The error
of the effective masses at large Pz and t region is too
large to fit. However, our reconstructed effective mass
3Reference PDFs Sea quarks Valence quarks Pmax (GeV) a (fm) Mpi (MeV) MpiL µ (GeV)
JLab/W&M’17 [29] nucleon valence PDF clover clover 2.5 0.09 601 8.8 {1, 2}
JLab/W&M’19-1 [33] nucleon valence PDF clover clover 2.44 0.094–0.127 390–415 4.5–8.6 2
JLab/W&M’19-2 [34] pion valence PDF clover clover 1.22 0.127 415 6.4–8.6 2
JLab/W&M’20 [37] nucleon valence PDF clover clover 3.29 0.09 172–358 4.0–5.2 2
ETMC’20 [38] nucleon valence PDF twisted-mass twisted-mass 1.38 0.09 130 2.8 2
MSULat’20 (this work) gluon PDF clover HISQ 2.16 0.12 310–680 4.5–10 2
TABLE I. The lattice parameters used in pseudo-PDF calculations of x-dependent PDFs.
bands still match the the data points for the smaller t
values even for the largest Pz = 5× 2pi/L. We check the
dispersion-relation E2 = E20 +c
2P 2z of the nucleon energy
as a function of the momentum, as shown in Fig. 2, and
the speed of light c for the light quark is consistent with
1 within the statistical errors.
We use the unpolarized gluon operator defined in
Ref. [116],
Og(z) ≡
∑
i 6=z,t
O(F ti, F ti; z)−
∑
i,j 6=z,t
O(F ij , F ij ; z), (5)
where the operator O(Fµν , Fαβ ; z) =
Fµν(z)U(z, 0)F
α
β(0), z is the Wilson link length
and the field tensor Fµν is defined as,
Fµν =
i
8a2g0
(P[µ,ν] + P[ν,−µ] + P[−µ,−ν] + P[−ν,µ]),
(6)
where the a is the lattice spacing, g0 is the strong
coupling constant, the plaquette Pµ,ν = Uµ(x)Uν(x +
aµˆ)U†µ(x + aνˆ)U
†
ν (x) and P[µ,ν] = Pµ,ν − Pν,µ. The
operator Og is chosen because its corresponding match-
ing kernel appears in Ref. [116]. An alternative opera-
tor,
∑
i 6=z,tO(F ti, F zi; z), vanishes at Pz = 0 for kine-
matic reasons, which would cause additional difficulty
in obtaining the distributions from this operator. For
the gluon operator, we use 4 additional HYP smearing
steps to reduce the statistical uncertainties, as studied in
Ref. [106].
We obtain the three-point gluon correlator by combin-
ing the gluon loop with nucleon two-point correlators,
C3ptN (z, Pz; tsep, t)
= 〈0|Γ
∫
d3y e−iyPzχ(~y, tsep)Og(z, t)χ(~0, 0)|0〉, (7)
where t is the gluon-operator insertion time, tsep is the
source-sink time separation, and Og(z, t) is the gluon op-
erator. The matrix elements of gluon operators can be
obtained by fitting the three-point function to its energy-
eigenstate expansion,
C3ptN (z, Pz, t, tsep)
= |AN,0|2〈0|Og|0〉e−EN,0tsep
+ |AN,0||AN,1|〈0|Og|1〉e−EN,1(tsep−t)e−EN,0t
+ |AN,0||AN,1|〈1|Og|0〉e−EN,0(tsep−t)e−EN,1t
+ |AN,1|2〈1|Og|1〉e−EN,1tsep + ...,
(8)
where the energies AN,0, AN,1, EN,0 and EN,1 are ob-
tained from the two-state fit of the 2-point correla-
tor. 〈0|Og|0〉, 〈0|Og|1〉 (〈1|Og|0〉), and 〈1|Og|1〉 are the
ground state matrix element, ground-excited state ma-
trix element, and excited state matrix element respec-
tively. The ground state matrix element 〈0|Og|0〉 is
obtained from either a “two-sim” fit, a two-state si-
multaneous fit on multiple separation times with the
〈0|Og|0〉, 〈0|Og|1〉, 〈1|Og|0〉 terms, or a “two-simRR” fit,
which also includes the 〈1|Og|1〉 term.
Figure 3 shows example correlator plots from the ratio
RN (Pz, t, tsep) =
C3ptN (Pz, t, tsep)
C2ptN (Pz, tsep)
. (9)
as a function of the t−tsep/2 for multiple source-sink sep-
arations for at Pz = 2× 2pi/L and tsep = {6, 7, 8, 9} × a.
The reconstructed ratio plot, using the fitted parameters
obtained from Eqs. (8) and (4) are plotted for each tsep,
and the gray band indicates the reconstructed ground-
state matrix elements 〈0|Og|0〉. The left-two plots in
Fig. 3 show the two-simRR fits and two-sim fits using
the tsep = {6, 7, 8, 9}a, while the remaining two plots
show individual two-state fits to the smallest and largest
source-sink separations (tsep = {6, 9}a). The plots of
pion mass Mpi ≈ 690 MeV and Mpi ≈ 310 MeV are shown
in the top row and second row respectively. The recon-
structed ground state matrix elements (gray bands) for
Og are consistent for the fits with individual tsep = {6, 9},
the two-sim fit results and the two-simRR fit within one
sigma error. Therefore, the two-sim fits describe data
from tsep = {6, 7, 8, 9} well for operator Og. Thus, we
use the two-sim fits to extract the ground state matrix
element 〈0|Og|0〉 of different z, Pz in the following work.
Figure 4 shows the ratio of three-point to two-point
correlators and the reconstructed band of a two-state
fit of operator Og for the Mpi ≈ 690 MeV and Mpi ≈
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FIG. 1. Nucleon effective-mass plots for Mpi ≈ 690 MeV (left) and Mpi ≈ 310 MeV (right) at z = 0, Pz = [0, 5] × 2piL on the
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FIG. 2. Dispersion relations of the nucleon energy from the two-state fits for Mpi ≈ 690 MeV (left) and Mpi ≈ 310 MeV (right)
310 MeV nucleons on the a12m310 ensemble with Pz ∈
{1, 3, 5} × 2pi/L. The fit results are stable even for the
largest momentum Pz = 5 × 2pi/L with the largest er-
ror. The extracted bare matrix elements are fitted for
Pz ∈ [0, 5] × 2pi/L and z ∈ [0, 5] × a to obtain the Ioffe-
time distributions in pseudo-PDF calculation.
Our extracted bare ground-state matrix elements are
stable across various fit ranges. Figure 5 shows example
results from Mpi ≈ 690 MeV nucleons with nucleon mo-
mentum Pz = [1, 5]× 2pi/L as the fit ranges for two- and
three-point varies. In this case, the two-point correla-
tor fit ranges are [tmin, 13] and the 3-point correlators fit
ranges are [tskip, tsep−tskip]. All the matrix elements from
different fit ranges are consistent with each other in one-
sigma error. The fit range choice t3ptskip = 1, t
2pt
min = 2 are
not used at the end because the χ2/dof of the 2-point cor-
relator fits with t2ptmin = 2 are much larger than t
2pt
min = 3
cases. For the rest of this paper, we use the fitted matrix
element obtained from fit-range choice t3ptskip = 1, t
2pt
min = 3.
III. RESULTS AND DISCUSSIONS
In the previous section, we obtained the gluon ground-
state bare matrix element 〈0|Og(z)|0〉 at different z and
Pz. The Ioffe-time distribution (ITD) M(ν, z2) is
M(ν, z2) = 〈0|Og(z)|0〉, (10)
where Ioffe time ν = zPz. We construct the reduced
ITD, where we take the ratio of the ITD with its value
at ν = 0, to eliminate ultraviolet divergences. We then
further normalize the ratio by the reduced ITD at z2 =
0 to cancel out the kinematic factors and improve the
signal-to-noise ratios. The resulting double ratio [29] is
M (ν, z2) =
M(ν, z2)/M(ν, 0)
M(0, z2)/M(0, 0) . (11)
Dividing up the matrix elements by their correspond-
ing boost momentum at z = 0 also has the advantages
of reducing the statistical and lattice systematic errors,
and has been done since the first Bjorken-x–dependent
PDF calculation [97] in 2013. The reduced-ITD double
ratios used here have no additional explicit normaliza-
tion [29], and one can apply the pseudo-PDF matching
5tsep  6
tsep  7
tsep  8
tsep  9-4 -2 0 2 40.0
0.2
0.4
0.6
0.8
tsep  6
tsep  7
tsep  8
tsep  9-4 -2 0 2 40.0
0.2
0.4
0.6
0.8
tsep  6
-3 -2 -1 0 1 2 3
0.0
0.2
0.4
0.6
0.8
tsep  9
-4 -2 0 2 4
0.0
0.2
0.4
0.6
0.8
tsep  6
tsep  7
tsep  8
tsep  9-4 -2 0 2 4
0.0
0.5
1.0
tsep  6
tsep  7
tsep  8
tsep  9-4 -2 0 2 4
0.0
0.5
1.0
tsep  6
-3 -2 -1 0 1 2 3
0.0
0.5
1.0
tsep  9
-4 -2 0 2 4
0.0
0.5
1.0
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condition [116] to obtain the unpolarized gluon PDF,
M (ν, z2) =
∫ 1
0
dx
xg(x, µ2)
〈xg〉µ2 R(xν, z
2µ2), (12)
where µ is the renormalization scale in MS scheme and
〈xg〉µ2 =
∫ 1
0
dx xfg(x, µ) is the gluon momentum fraction
of the nucleon. The matching kernel, R(y = xν, z2µ2), is
composed of two terms to deal with the effects of evolu-
tion and scheme conversion [125],
R(y, z2µ2) = R1(y, z
2µ2) +R2(y), (13)
R1(y, z
2µ2) = −αs(µ)
2pi
Nc ln
(
z2µ2
e2γE+1
4
)
RB(y),
(14)
R2(y) = cos y − αs(µ)
2pi
Nc (2RB(y) +RL(y) +RC(y)) ,
(15)
where R1(y, z
2µ2) is the term related to evolution,
R2(y, z
2µ2) is the term related to scheme conversion, αs
is the strong coupling at scale µ, Nc = 3 is the number
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of colors, γE = 0.5772 is Euler-Mascheroni constant, and
RB(y), RL(y) and RC(y) are defined in Eqs. 7.21–23 in
Ref. [116].
The lightcone PDF at physical pion mass is obtained
from the reduced ITDs by the following procedure. First,
we extrapolate the reduced ITDs to physical pion mass.
Second, we evolve the reduced ITDs. Finally, we assume
a functional form for the unpolarized gluon PDF and use
the matching kernel to match it to the evolved ITDs to fit
with the lattice simulation data. In order to determine
the gluon PDF at physical pion mass, we extrapolate
our reduced ITD results at Mpi = 690 and 310 MeV to
Mphyspi = 135 MeV using the following ansatz:
M (ν, z2,Mpi) =M (ν, z
2,Mphyspi )
+K(ν, z2)(M2pi − (Mphyspi )2), (16)
where Mphyspi is the physical pion mass. We fit the re-
duced ITDs for each jackknife sample at each Pz and
z value. The slope K is about −0.05 GeV−2 in our
fit. Then the jackknife samples of the reduced ITDs
at physical pion mass are reconstructed from the fit
parameters from each jackknife sample fit. Figure 6
shows the extrapolation results for the reduced ITDs at
Pz = {1, 5} × 2pi/L.
The evolved ITD G is obtained by using the evolution
term R1(y, z
2µ2) in Eq. 14,
G(ν, z2, µ,Mpi) =M (ν, z
2,Mpi)
+
∫ 1
0
duR1(u, y, z
2µ2)M (uν, z2,Mpi).
(17)
To obtain the evolved ITD, we need the reduced ITD
M (ν, z2) to be a continuous function of ν. We achieve
this using a “z-expansion”1 fit [126, 127] to the reduced
ITD. The following form is used [34],
M (ν, z2,Mpi) =
kmax∑
k=0
λkτ
k, (18)
where τ =
√
νcut+ν−√νcut√
νcut+ν+
√
νcut
. Then, we use the fitted
M (ν, z2) in the integral in Eq. 17. The z-dependence
in the M (uν, z2) term in the evolution function comes
from the one-loop matching term, which is a higher-order
correction compared to the tree-level term; thus, the z-
dependence can be neglected in M (ν, z2). We choose
the dimensionless cutoff νcut = 1 as used in [34]. We
also vary νcut between [0.5,2] and the results are consis-
tent with each other. We fix the λ0 = 1 because of the
normalization we have for the reduced ITD M (ν, z2) in
1 Note that the z in the “z-expansion” is not related to the Wilson
link length z we use elsewhere.
7Eq. 11. The maximum term kmax = 3 is used, because
we can fit all the data points Pz = [1, 5] and z = [1, 5]×a
with small χ2 using a 4-term z-expansion.
As shown in Fig. 7, the reduced ITDs of different z2
from our lattice calculation show very little z dependence,
because the z dependence cancels out when dividing out
the ITD at P = 0 in the ratio defining the reduced ITD.
Our fitted bands from the z-expansion fit match the re-
duced ITDs at different pion masses within the error
bands. In Fig. 7, we can see that the fitted bands are
mostly controlled by the small-z reduced ITDs, because
the error grows significantly with increasing z. The re-
duced ITDs at physical pion mass are extrapolated from
the pion masses at Mpi = 690 and 310 MeV and are
closer to the smaller pion mass at Mpi = 310 MeV. As
ν grows, the reduced ITDs decrease from M(0, z2) = 1.
The decrease becomes faster when we go to smaller pion
masses, but this trend is slight because the pion-mass de-
pendence is weak in our case, as seen in Fig. 7, where the
data and the fitted bands from 3 different pion masses
are consistent within one sigma error.
The evolved ITDs at Mpi = 690, 310 and 135 MeV
are obtained from Eq. 17. In the evolution, we choose
µ = 2 GeV and αs(2 GeV) = 0.304. The z depen-
dence of the evolved ITDs should be compensated by
the ln z2 term in the evolution formula, which is con-
firmed in our evolution results. The evolved ITDs from
different z = [1, 5] × a are shown in Fig. 8 as points
with different colors and are consistent with each other
within one sigma error. Similar to the reduced ITDs, the
evolved ITDs show small pion-mass dependence, because
the data points from 3 different pion mass are consistent
within one sigma error.
We assume a functional form for the lightcone PDF to
fit the evolved ITD,
fg(x, µ) =
xg(x, µ)
〈xg〉µ2 =
xA(1− x)C
B(A+ 1, C + 1)
, (19)
for x ∈ [0, 1] and zero elsewhere. The beta function
B(A + 1, C + 1) =
∫ 1
0
dxxA(1 − x)C is used to nor-
malize the area to unity. The xg(x, µ) can be recon-
structed by multiplying the gluon momentum fraction
〈xg〉µ2 = 0.411(8) [128] back to the fit form. Then, we
apply the matching formula to obtain the evolved ITD,
G(ν, µ) =
∫ 1
0
dx fg(x, µ)R2(xν). (20)
We then fit the evolved ITD G from the functional form
PDF to the evolved ITD G from the lattice calculation.
The fits are performed by minimizing the χ2 function,
χ2 =
∑
ν,z
(G(ν, µ)−G(ν, z2, µ,Mpi))2
σ2G(ν, z
2, µ,Mpi)
. (21)
The fit is performed on the evolved ITDs for Mpi = 690,
310 and 135 MeV separately, as shown in Fig. 8. The
fitted evolved ITD represented by the red band shows a
decreasing trend as ν increases. The fit results for three
pion masses are consistent with each other, as well as the
evolved ITD from CT18 NNLO and NNPDF3.1 NNLO
gluon unpolarized PDF, within one sigma error. How-
ever, the rate at which it decreases for smaller pion mass
is slightly faster. The fit parameters and the goodness
of the fit, χ2/dof, are summarized in Table II. From the
functional form, it is obvious that parameter A constrains
the small-x behaviour and parameter C constrains the
large-x behaviour. However, the small-x results obtained
from the lattice calculation are not reliable. This is be-
cause the Fourier transform of the Ioffe time ν is related
to the region around the inverse of the x and the large-ν
results of evolved ITDs as shown in Fig. 8 have very large
error, which leads to very poor constraint on the small-x
behaviour of xg(x, µ). In contrast, the large-x behaviour
of xg(x, µ) is constrained well because of the small error
in the evolved ITDs in the small-ν region. Therefore, we
have a plot that specifically shows the large-x region of
x2g(x, µ) in Fig. 9.
Mpi (MeV) A C χ
2/dof
690 −0.648(18) 4.24(63) 0.151(65)
310 −0.6113(29) 1.98(68) 0.19(12)
135 −0.6106(25) 1.85(74) 0.19(13)
CT18 [−0.7108,−0.469] [1.8720, 3.1481] N/A
TABLE II. Our gluon PDF fit parameters, A and C, from
Eq. 19 and goodness of the fit, chi2/dof, for calculations at
two valence pion masses and the extrapolated physical pion
mass. The numbers listed in “CT18” are the corresponding fit
parameters taken from “CT18” and “CT18Z” (different global
data inputs) from the global fits in Ref. [129] at reference
scale of charm quark mass. Our exponents, even though at
the slightly higher scale of 2 GeV, are within the range of the
‘CT18” numbers.
A comparison of the reconstructed unpolarized gluon
PDF from the function form in Eq. 19 with CT18 NNLO
and NNPDF3.1 NNLO gluon unpolarized PDF at µ =
2 GeV in the MS scheme is shown in Fig. 9. The left
side shows xg(x, µ) as function of x and the right side
shows x2g(x, µ) in the large-x region. Our fitted xg(x, µ)
for Mpi = 690, 310 and 135 MeV are shown as differ-
ent color bands. Our xg(x, µ) at physical pion mass
Mpi = 135 MeV is close to the 310-MeV results, and
agree with the phenomenology unpolarized gluon PDF
better than the 690-MeV results, as expected. We found
that our gluon PDF is consistent with the one from CT18
NNLO and d NNPDF3.1 NNLO within one sigma error
in the x > 0.3 region as shown in Fig. 9. To explore
the large-x behavior, we multiply an additional x factor
into the fitted x2g(x, µ) and zoom into the x-range on
right-hand side of Fig. 9. However, in the small-x region
(x < 0.3), there is a strong deviation of our lattice results
from the global fit. This is likely due to the fact that
the largest ν used in this calculation is less than 7, and
the errors in large-ν data increase quickly as ν increases.
As a result, there are no good constraints on the small-
8x region in the fitting procedure. In future work, finer
lattice-spacing ensembles with larger boost momenta will
be critical to study the small-x dependence from lattice-
QCD calculations.
We summarize our predictions of the second and third
moments 〈x2g〉µ2 and 〈x3g〉µ2 at the scale of µ = 2 GeV
obtained from this work in Table. III, together with the
ones from CT18 NNLO and NNPDF3.1 NNLO results.
The first error in our number corresponds to the statis-
tical errors from the calculation, while the second error
comes from the normalization of the global-PDF deter-
mination of the moment used in our calculation. Over-
all, they are in good agreement with the global-fit re-
sults. Future work including lighter pion masses and finer
lattice-spacing ensembles will further help us reduce the
systematics in the calculation.
moment MSULat (this work) CT18 NNPDF3.1
〈x2g〉µ2 0.04978(28)(97) 0.0552(76) 0.048(13)
〈x3g〉µ2 0.01641(11)(32) 0.0154(37) 0.0111(90)
TABLE III. Predictions for higher gluon moments from this
work and the corresponding ones obtained from CT18 NNLO
and NNPDF3.1 NNLO global fits.
IV. SUMMARY AND OUTLOOK
In this paper, we present the first lattice calculation of
the gluon parton distribution function using the pseudo-
PDF method. The current calculation is only done on one
ensemble with lattice spacing of 0.12 fm and two valence-
quark masses, corresponding to pion masses around 310
and 690 MeV. In contrast to the prior lattice gluon cal-
culation [106], we now use an improved gluon operator
that is proved to be multiplicatively renormalizable. The
gluon nucleon matrix elements were obtained using two-
state fits. The use of the improved sources in the nu-
cleon two-point correlators allowed us to reach higher
nucleon boost momentum. As a result, we were able
to attempt to extract the gluon PDF as a function of
Bjorken-x for the first time. There are systematics yet
to be studied in this work. Future work is planned to
study additional ensembles at different lattice spacings
so that we can include the lattice-discretization system-
atics. Lighter quark masses should be used to control
the chiral extrapolation to obtain more reliable results
at physical pion mass.
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