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0.1 abstract
Strong chromoﬁelds developed at early stages of relativistic heavy-ion col-
lisions give rise to the collective deceleration of net baryons from colliding
nuclei. We have solved classical equations of motion for baryonic slabs un-
der the action of time-dependent chromoﬁeld. We have studied sensitivity
of the slab trajectories and their ﬁnal rapidities to the initial strength and
decay pattern of the chromoﬁeld as well as to the back reaction of produced
plasma. This mechanism can naturally explain signiﬁcant baryon stopping
observed at RHIC, an average rapidity loss  δy  ≈ 2. Using a Bjorken hydro-
dynamical model with particle producing source we also study the evolution
of partonic plasma produced as the result of chromoﬁeld decay. Due to the
delayed formation and expansion of plasma its maximum energy density is
much lower than the initial energy density of the chromoﬁeld. It is shown
that the net-baryon and produced parton distributions are strongly corre-
lated in the rapidity space. The shape of net-baryon spectra in midrapidity
region found in the BRAHMS experiment cannot be reproduced by only one
value of chromoﬁeld energy density parameter ǫ0, even if one takes into ac-
count novel mechanisms as ﬂuctuations of color charges generated on the slab
surface, and weak interaction of baryon-rich matter with produced plasma.
The further step to improve our results is to take into account rapidity de-
pendence of saturation momentum as explained in thesis. Diﬀerent values of
parameter ǫ0 has been tried for diﬀerent variants of chromoﬁeld decay to ﬁt
BRAHMS data for net-baryon rapidity distribution. In accordance with our
analysis, data for fragmentation region correspond to the lower chromoﬁeld
energy densities than mid-rapidity region. χ2 analysis favors power-law of
chromoﬁeld decay with corresponding initial chromoﬁeld energy density of
order ǫf = 30GeV fm3.
0.2 ¨ Ubersicht
Starke Farbfelder, die fr¨ uh in relativistischen Schwerionenkollisionen entste-
hen, sorgen f¨ ur das kollektive Abbremsen von Baryonen der kollidierenden
Kerne. In dieser Arbeit werden die klassischen Bewegungsgleichungen f¨ ur die-
se Baryonen unter der Einwirkung von zeitabh¨ angigen Farbfeldern gelst. Dar-
ber hinaus wird die Abh¨ angigkeit der Trajektorien und ihrer Endrapidit¨ atenii
von der anf¨ anglichen St¨ arke und dem Zerfallsmuster des Farbfeldes sowie von
der R¨ uckreaktion des produzierten Plasmas untersucht. Dieser Mechanismus
kann mit einem mittlerem Rapidit¨ atsverlust von  δy  ≈ 2 auf nat¨ urliche
Weise das deutliche Baryonenstoppen erkl¨ aren, welches am RHIC beobach-
tet wurde. In einem Bjorken-hydrodynamischen Modell mit einer Teilchen-
erzeugenden Quelle untersuchen wir auch die Evolution des partonischen
Plasmas, das durch den Zerfall des Farbfeldes produziert wird. Aufgrund
der verz¨ ogerten Bildung und der Expansion des Plasmas ist seine maxima-
le kinetische Energiedichte viel kleiner als die anf¨ angliche Energiedichte des
Farbfeldes. Es wird gezeigt, dass die Verteilungen der Baryonen und der
erzeugten Partonen im Rapidit¨ atsraum stark korreliert sind. Die Form der
Netto-Baryonen Spektren im mittleren Rapidit¨ atsbereich des BRAHMS Ex-
perimentes kann nur reproduziert werden wenn man neuartige Mechanismen
ber¨ ucksichtigt, welche die Fluktuationen der auf der Scheibchenoberﬂ¨ ache
erzeugten Farbladungen und die schwache Wechselwirkung der Baryonenrei-
chen Materie mit dem produzierten Plasma ber¨ ucksichtigen. Es zeigt sich,
dass alle getesteten Varianten des Zerfalls des Farbfeldes die mittlere Ra-
pidit¨ atsregion reproduzieren k¨ onnen, wenn der Paramter ǫ0 variiert wird,
welcher in die Absch¨ atzung der anf¨ anglichen Energiedichte eingeht.
0.3 Zusammenfassung
Die betrachteten Strahlenergien in relativistischen Schwerionen Experimen-
ten sind so hoch, daß die kollidierenden Kerne vor der Kollision als d¨ unne,
Lorentz-kontrahierte Bl¨ atter angesehen werden k¨ onnen. Jedes Blatt ist auf-
geteilt in kleinere Elemente oder Scheibchen der Fl¨ ache σa mit Index a, wobei
a = p f¨ ur den Projektilkern und a = t f¨ ur den Targetkern steht. Jede dieser
Scheibchen ist charakterisiert durch die Baryonenzahl Na, die als erhalten
angenommen wird.
Wir zerteilen die Kern-Kern Kollision in eine Vielzahl von paarweisen
Kollisionen der Scheibchen von Projektil- und Targetkern. Dar¨ uber hinaus
nehmen wir an, daß vor und nach der ¨ Uberdeckung bei t = 0, jede Scheibchen
als starrer K¨ orper entlang der Strahlaxe z propagiert. Energie und Geschwin-
digkeit einer Scheibchen a sind parametrisiert durch ihre Masse Ma und ihre
longitudinale Geschwindigkeit Ya,
Ea = Ma coshYa   Pa = Ma sinhYa (1)
Es ist sinnvoll, Ma durch
Ma = m⊥ ˜ Na (2)0.3. ZUSAMMENFASSUNG iii
auszudr¨ ucken, wobei m⊥ =
p
m2
N +  p⊥ 2
τ die anf¨ angliche Energie pro Bary-
on bzw. die tranversale Masse¨ ıst. Diese wird ausgedr¨ uckt durch den durch-
schnittlichen transversalen Impuls  p⊥ τ. Wie sp¨ ater gezeigt werden wird,
h¨ angt die zeitliche Entwicklung von  p⊥ τ von der Plasmar¨ uckkopplung ab,
Gleichung (2).
Im Glauber Modell ist die durchschnittliche Anzahl der an der Kollision
beteiligten Protonen und Neutronen des Kerns a bei einem Stoßparameter
von b und einem Radius von s gegeben durch:
˜ Na(b s) = AaTa(b s)(1 − (1 − σNNT¯ a(b s))
A¯ a) (3)
Die Verteilung der Baryonenzahl in der transversen Ebene ist gegeben durch
die Integration des Woods-Saxon Proﬁls ρ(r) entlang der Strahlaxe
Na =
Z
ρ(r)dz ≡ AaTa(b s)   (4)
worin die normalisierte Proﬁlfunktion Ta eingef¨ uhrt wurde. Die Anzahl der
Nukleon-Nukleon Kollisionen in einem Zylinder mit Querschnitt σ ist gege-
ben durch:
Ncoll(b s) = σσNNNp(b − s)Nt(s) (5)
mit σNN = 4 21fm2 f¨ ur inelastische Nukleon-Nukleon Kollisionen bei RHIC
Energien. Der Parameter 0 < β < 1 kontrolliert den Grad des String-
Durchﬂusses. F¨ ur unabh¨ angige Strings, die zwischen den Scheibchen ge-
spannt sind ist β = 1 und f¨ ur ¨ uberlappende Strings ist β = 0 5. In den
folgenden Rechnungen ist der Zylinderquerschnitt gleich dem Wirkungsquer-
schnitt f¨ ur inelastische Nukleon-Nukleon Kollisionen. F¨ ur β = 1 sind die
Ergebnisse alledings unabh¨ angig hiervon, wie sp¨ ater gezeigt werden wird.
Die Gleichungen f¨ ur die Scheibchentrajektorien und f¨ ur die Zeitentwick-
lung ihrer Massen und Geschwindigkeiten wurden unter der Annahme ex-
pliziter Energie-Impuls-Erhaltung in den Scheibchen hergeleitet. Die Erzeu-
gung und Entwicklung des Plasmas wird durch einfache Gleichungen be-
schrieben, die auf Bjorken Hydrodynamik basieren, mit zus¨ atzlichen phe-
nomenologischen Quellentermen um den Feldzerfall zu ber¨ ucksichtigen. Wir
haben drei M¨ oglichkeiten f¨ ur den Feldabfall in Betracht gezogen: exponenti-
ell, polynomisch (ein solcher Abfall folgt aus dem Schwinger Mechanismus)
und eine M¨ oglichkeit die sich aus den Anfangsbedinungen f¨ ur ein Farbglas-
kondensat (Color Glass Condensate, CGC) ergibt. Wir konnten experimen-
telle Ergebnisse f¨ ur den polynomischen Zerfall mit vern¨ unftigen Abfallszei-
ten von ungef¨ ahrt 0 6 fm reproduzieren. Wir haben zwei verschiedene Va-
rianten von Rechnungen betrachtet. In der ersten wird angenommen, daßiv
die Scheibchendynamik von dem produzierten Plasma in Einklang mit der
Energie-Impuls-Erhaltung beeinﬂußt wird. Es konnte gezeigt werden, daß
wegen der verz¨ ogerten Bildung die maximale Energiedichte des Plasmas nur
20%-40% der anf¨ anglichen Energiedichte des Feldes erreicht. Die Baroyon-
reichen und Baryon-freien Komponenten des QGP werden als ideale Fl¨ ussig-
keiten angesehen. Die Wechselwirkung zwischen diesen zwei Fl¨ ussigkeiten
f¨ uhrt zu einer ansteigenden Temperatur der Scheibchen und somit zu ei-
nem Zuwachs an transversalem Impuls der Baryonen. Der experimentelle
Wert von  p⊥  ≈ 1GeV ergibt so eine Obergrenze f¨ ur die Scheibchen-Plasma
Wechselwirkung. Es wurde beobachtet, daß Baryon-reiche Materie nur bis zu
einem begrenzten Wert aufgeheizt wird. Die Plasmar¨ uckkopplung f¨ uhrt zu
einer S¨ attigung der Abbremsung mit steigender Farbfeldenergiedichte, oder
mit anderen Worten, steigender Strahlenergie. Es ist interessant, daß die ex-
perimentellen Daten ein logarhithmisches Verhalten anstelle eines linearen
Anstiegs zeigen. Da der Einfachheit halber eine boost-invariante Verteilung
der produzierten Partonenangenommen wurde, ist der Einﬂuß des Plasmas
derartig groß. Das bedeutet auch, daß die Randeﬀekte vernachl¨ assigt worden
sind. Um dieses Problem zu beheben, k¨ onnen Anfangsbedingungen gew¨ ahlt
werden, die die endliche Ausdehnung der partonischen Fl¨ ussigkeit ber¨ uck-
sichtigen, f¨ ur ihre weitere, isentropische Entwicklung. Es ist wichtig, sich
klarzumachen, daß unser Modell eine drastische Vereinfachung der realen
physikalischen Prozesse darstellt.
Eine angemessene Untersuchung der R¨ uckkopplungseﬀekte sollte auf einem
mikroskopischen Verst¨ andnis der Teilchenproduktion in einem starken, zeitabh¨ angi-
gen und endlich ausgedehnten Feld basieren. Im Prinzip kann dies auf der
Grundlage der Quantenfeldtheorie (QFT) oder von kinetischen Theorie statt-
ﬁnden. F¨ ur eine komplette L¨ osung des Problems mit Hilfe der Quantenchro-
modynamik m¨ usste ein Satz gekoppelter Gleichungen, inklusive der Dirac
und Yang-Mills Gleichung gel¨ ost werden. Da dies ein sehr schwieriges Un-
terfangen ist, ist es w¨ unschenswert, eine praktizierbare Methode zu ﬁnden.
Diese Methode sollte eine direkte Verbindung zwischen Feldtheorie und ki-
netischer Theorie beinhalten. Allerdings, ist die Verbindung der beiden bis
heute nicht genau bekannt und sie zu ﬁnden stellt eine ebenso anspruchsvolle
Herausforderung dar.
Betrachten wir nun den Einﬂuß starker Farbfelder auf die netto-Baryonen
Geschwindigkeitsverteilung. Unsere Rechnungen zeigen, daß sich die Frag-
mentationsregion der netto-Baryon Spektren von den Anfangsgeschwindig-
keiten zu zentraleren Geschwindigkeiten verschiebt, ein Eﬀekt dessen Gr¨ oße
von der Anfangsenergiedichte der Farbfelder abh¨ angt. Andererseits w¨ achst
die R¨ uckkopplung des produzierten Plasmas mit zunehmender Farbfeldst¨ arke
an, was die Baryonverteilung aus der Region mittlerer Geschwindigkeiten0.3. ZUSAMMENFASSUNG v
in die usseren Regionen verschiebt. Unsere Rechnungen f¨ ur diesen Fall zei-
gen, daß die Region mittlerer Geschwindigkeiten fast frei von netto-Baryonen
bleibt, unabh¨ angig von der anf¨ anglichen Energiedichte des Farbfeldes.
Eine andere extreme Annahme ist, daß das produzierte partonische Plas-
ma keinen Einﬂuß auf die Dynamik der Baryonen hat. In diesem Fall ist
die Geschwindigkeitsverschiebung in Richtung zentraler Geschwindigkeiten
groß genug, um den durchschnittlichen Geschwindigkeitsverlust zu erkl¨ aren.
Allerdings kann die Verteilung der netto-Baryonen Geschwindigkeiten nicht
mit festen Farbfeldwerten reproduziert werden. Um BRAHMS Daten zu re-
produzieren haben wir die Farbladung als eine Gaußsche Zufallsvariable an-
genommen. Genauer gesagt ist im Einklang mit dem McLerran-Venugopalan
Modell die Farbladung eine klassische Zufallsvariable, die innerhalb einer
Region der transversalen Ausdehnung
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Qs ﬂuktuiert, wobei Qs die sogenann-
te Saturationsskala ist. Die durchschnittliche Farbladung in dieser Region
ist nat¨ urlich gleich Null. Auf diese Weise k¨ onnen physikalische Gr¨ oßen wie
die Anzahl der emittierten Partonen oder der netto-Baryonen Geschwindig-
keitsverlust ausgewertet werden, indem man ¨ uber viele verschiedene Events,
korrespondierend zu verschiedenen Anfangsbedingungen, mittelt. Auf diese
Weise werden die Beitr¨ age von h¨ oheren Energiedichten mit angemessenen
statistischen Gewichten ber¨ ucksichtigt.
Die beste ¨ Ubereinstimmung mit experimentellen Daten wurde f¨ ur Stapel
erziehlt, die sich unabh¨ angig vom produzierten Plasma bewegen, bei einem
polynomischen Farbfeldabfall mit anf¨ anglichen Farbfeldenergiedichten von
ungef¨ ahr 30GeV fm3. In diesem Fall wird ein transversaler Baryonenimpuls
nur bei den anf¨ anglichen, harten Prozessen generiert. Geschwindigkeitsver-
teilungen von netto-Baryonen und produzierten Partonen wurden f¨ ur un-
terschiedliche Zentralit¨ aten berechnet. Die Mittelung ¨ uber die Zentralit¨ aten
wurde unter Annahme der Wood-Saxon Verteilung der Nukleonen im Kern
durchgef¨ uhrt. Es wurde gezeigt, daß Fluktuationen der Farbladung helfen,
die Regionen mittlerer Geschwindigkeit in der netto-Baryonen Geschwindig-
keitsverteilung zu f¨ ullen. Die Berechnungen wurden unter Vernachl¨ assigung
einer R¨ uckkopplung des produzierten Plasmas durchgef¨ uhrt, da nur so eine
gute ¨ Ubereinstimmung mit den BRAHMS Daten bei mittleren Geschwindig-
keiten erziehlt werden konnte. Hieraus ziehen wir die Schlußfolgerung, daß die
Randeﬀekte bei der Partonenproduktion sehr wichtig sind, genauer gesagt,
daß die Dichte der produzierten Partonen in der N¨ ahe der Stapel stark ab-
nimmt. Der netto-Baryonen Geschwindigkeitsverlust in Gold-Gold Kollisio-
nen bei RHIC Energien  δy  ≈ 1 5−4 kann durch die Wirkung von Farbfelder
mit anf¨ anglichen Energiedichten von ungef¨ ahr 17−83GeV fm3 erkl¨ art wer-
den. Eine Extrapolation zu LHC Energien erm¨ oglicht es eine Prognose vonvi
 δy  ≈ 3 5−6 5 und anf¨ anglichen Feldenergiedichten von 45−224GeV fm3.Contents
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Introduction
The goal of this dissertation is to develop a simple dynamical model for ultra-
relativistic heavy ion collisions which includes explicitly strong chromoﬁelds
generated at early stage of the collision. There exist various suggestions
concerning the space-time structure of these ﬁelds from string-like conﬁgura-
tions as in the color ﬂux-tube model [1] to merely transverse conﬁgurations
of the Weizscker-Williams type [2]. The decay of these ﬁelds will eventually
lead to the creation of Quark Gluon Plasma (QGP). This process has been
studied by several authors under diﬀerent assumptions about the ﬁeld decay
mechanism (see e. g. Refs. [3, 4, 5, 6]). Obviously, search for the QGP is
closely related to one of the basic problems of the modern elementary particle
physics: veriﬁcation of Quantum Chromodynamics (QCD) as the true theory
of strong interactions. Importance of such investigations does not call any
doubt because of urgent necessity to interpret recent RHIC data and to pro-
pose new ideas for coming soon experiments at LHC. It should be mentioned
that current experimental data, at least for SPS and lower energies, do not
exclude purely hadronic scenarios for evolution of produced system, as shown
by ultrarelativistic Quantum Molecular Dynamics (uRQMD) [7] and Hadron
String Dynamics (HSD) [8] models. At the same time, results of SPS experi-
ments can be also reproduced by combination of parton and hadron pictures
as it was done in [9] by using quark Molecular Dynamics(qMD) model, where
only initial and ﬁnal stage of evolution are described in terms of hadronic
degrees of freedom. It should be mentioned that quark matter is expected
to exist not only in experimentally controlable situation but also in nature,
where superdense baryonic matter can be formed in such astrophysical ob-
jects as neutron stars and hypothetical quark stars, [10].
Heavy-ion physics has a long and ambiguous history. Fermi was the ﬁrst
who applied methods of statistical physics to study relativistic hadron colli-
sions [11]. Later Landau proposed a hydrodynamical model where complete
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stopping of produced matter in the boost contracted volume was assumed
[12]. This model predicts a gaussian shape for the rapidity distributions of
produced particles which is in agreement with experimental data. Later on,
Bjorken has proposed a scaling model, which takes into account ﬁnite forma-
tion time of produced particles [13]. This model predicts a plateau in rapidity
distribution, which height depends on the c.m. energy. Ideas of Landau were
not fully accepted because Quantum Field Theory(QFT) of Strong Interac-
tions had a hard times in this period. Because of that it was not possible
to prove classical limit of such ill-developed theory. It took almost 20 years
with invention of QCD to understand that classical approach is natural way
for describing relevant phenomena. Therefore success of Landau model in
describing of data for multiparticle production was not accidental.
Recently a remarkable success in explaining hadron yield ratios was demon-
strated by simple thermal models [14]. The experimental data can be well
ﬁtted with only three parameters: the temperature, the volume and the
baryonic chemical potential  b of the hadron gas at the point of the chem-
ical Freeze-Out (F-O). These models can even reproduce hadron yields in
e+e− and hh collisions, where thermal equilibrium is not expected [15]. This
can be explained rather by phase space population than by established local
thermal equilibrium. Indeed, elementary collisions do not exhibit hydrody-
namical behavior at all because analysis of hadronic spectra shows little sign
of the transverse expansion predicted by the hydrodynamical description of
produced system. Thus, the excited systems produced in these elementary
collisions are not macroscopic. In contrast, relativistic heavy ion collisions
show evidence for a hydrodynamic expansion. Momentum correlations as-
sociated with collective ﬂow are observed at SPS and RHIC. This is ﬁrmly
established by a combined analysis of particle spectra and HBT correlations.
In non-central collisions soft particles (pt < 2GeV ) reveal the so called ellip-
tic ﬂow. Certainly, hydrodynamics is not valid when the mean free path of
particles becomes too long and one must impose a certain F-O criterion in
order to compare the observed hadron spectra to hydro calculations.
Up to now there is no completely computable dynamical theory (like
Magneto-Hydrodynamics for QED plasmas), which is able to describe con-
sistently the overall evolution of produced system in relativistic heavy-ion
collisions. Much more rich structure of QCD and nonperturbative nature of
the conﬁnement put the limit on the applicability of the QCD to realistic
situations in experiment. Serious restrictions are also imposed by limited
performance of modern computers since the lattice QCD which is assigned
to explore nonperturbative region become exact only in continuum limit.
Another diﬃculty is so-called sign problem, which arises in calculations at
ﬁnite baryon density. Therefore theorists working with lQCD must exercise1.1. PHASES OF STRONGLY INTERACTING MATTER 5
Figure 1.1: Dynamical trajectories for central(b=2.5 fm) Pb+Pb collisions
for various bombarding energies, calculated within the relativistic 3-ﬂuid
hydrodynamics with hadronic EoS [17]. Numbers near the trajectories cor-
respond to the diﬀerent times after the ﬁrst contact of nuclei. The phase
boundary is obtained in a two-phase bag model [22]. Critical end-point cal-
culated in the lattice QCD [23] is marked by the star and shaded region
corresponds to the uncertainties of the bag model.
caution to separate really valuable physical information from various lattice
artefacts. Equation of state of baryon-free matter is one of the most impor-
tant outcomes of lattice calculations so far. Lattice results show that even at
temperature much larger than the deconﬁnement temperature Tc the equa-
tion of state is still by 15% − 20% away from the ideal gas limit [16]. For
RHIC energies corresponding to 1 25Tc < T < 2 4Tc and higher this is still
the case. This fact is usually interpreted as an indication that the residual
interactions are still present.
1.1 Phases of strongly interacting matter
A convenient way to present a variety of possible states accessible in heavy
ion collisions with diﬀerent beam energies is to look at the trajectories in the
temperature-baryon density plane shown in the Fig.1.1. One can see that the
higher is beam energy the more compressed and heated system is produced.6 CHAPTER 1. INTRODUCTION
The degree of compression and heating of baryon-rich matter at low energies
is related with the entropy generated on a strongly nonequilibrium stage of
the collision. Within the three-ﬂuid model [17] this entropy is determined
by inter-ﬂuid friction acting on this stage. However uncertainties of calcu-
lations in this model are still large, since these dynamical trajectories were
calculated for pure hadronic gas equation of state, and in the presence of
a phase transition they may be strongly modiﬁed. Near the phase transi-
tion the strongly interacting QCD system behaves like a liquid rather than
a gas, as it was clariﬁed recently at small  B from both partonic [18] and
hadronic [19] side. In the limit of vanishing baryon density the deconﬁne-
ment temperature practically coincides with the transition temperature for
chiral symmetry restoration. What happens at larger baryon densities is a
completely open question. It is worth to mention that low energy experi-
ments are very important to investigate the transition region on the phase
diagram between conﬁned and deconﬁned phases. The experimental pro-
grams at FAIR in GSI(Darmstadt) [20], and at Nuclotron in JINR(Dubna)
are assigned to investigate this mixed phase region, [21].
1.2 Picture of relativistic heavy ion collision
One can devide collision process into the following stages:
1. Initial Conditions. Formation of coherent chromoﬁeld.
2. Decay of chromoﬁelds to incoherent QGP.
3. Thermalization process which can be studied by some of transport mod-
els: Parton Cascade Model(PCM), uRQMD, HSD.
4. Hydrodynamic evolution of deconﬁned matter.
5. Hadronization or dynamical mechanism of parton-hadron conversion by
parton recombination mechanism employed in macroscopic approach
or color neutral clusters fragmentation as it was implemented in qMD
model [9].
6. Hadron transport: The ﬁnal state interactions of the expanding dense
hadronic matter prior to F-O.
7. Freeze-Out
The schematic picture of collision is visualized in Fig.1.2. The time interval
between hadronization and F-O hypersurfaces (F-Oh) depends on a hadron1.2. PICTURE OF RELATIVISTIC HEAVY ION COLLISION 7
Figure 1.2: Space-time diagram of the longitudinal evolution of a rela-
tivistic nucleus-nucleus collision from the ﬁrst moment of collision, via pre-
equilibrium stage and quark-gluon plasma to the ﬁnal hadron formation and
Freeze-Out.8 CHAPTER 1. INTRODUCTION
emission time. At RHIC energies both hypersurfaces practically coinside due
to extremely short hadron emission time measured in the local frame [24].
1.3 Physics of initial state
There are two generic approaches to derive initial conditions for high energy
A+A collisions. In the ﬁrst one initial conditions are computed via clas-
sical Yang-Mills(YM) or pQCD equations. In the second approach initial
conditions are constructed by extrapolating ﬁnal observable backwards via
suitable dynamical scenario. The second approach is traditionally based on
solution of hydrodynamic equations. In this section we consider the ﬁrst one,
and in Section 1.5, the second one.
Immediately after heavy ion collision at RHIC and higher energies the nu-
clei acquire stochastic color charge because of multiple soft gluon exchange.
These color charges produce multitude of color ﬂux tubes occupying space
between receding slabs. Apparently initial string tension depends on the
beam energy. In principle as it will be shown later, the string tension can
be related to the color charge by Gauss law. Color charges ﬂuctuate from
event to event around zero average value. For asymptotically large num-
ber of events these ﬂuctuations are described by Gaussian distribution. In
this range of energies a new state of very dense partonic plasma is expected
to form. This new state can be described by the classical Yang-Mills the-
ory, which is known as the Color Glass Condensate(CGC) model [28]. This
model provides a general method to compute initial conditions. What are
the general properties of this initial state? One of remarkable features of ra-
pidity distribution of produced hadrons is so-called limiting fragmentation.
If we plot rapidity distribution of produced hadrons at diﬀerent energies as
a function of y − yproj, the rapidity distributions in vicinity of yproj are to
a good approximation independent of beam energy. This means that as we
go to higher and higher energies the degrees of freedom at large x are held
ﬁxed. The new physics is associated with additional degrees of freedom at
smaller rapidities in c.m. frame (x ≤ 10−2). Partons at small x are in the
high-density semi-classical regime. At the same time, degrees of freedom at
x ∼ 1 do not change much. This suggests that one can apply some kind of a
RG description of rapidity distributions that is done in the CGC model.
Formally the CGC model is introduced via following generating func-
tional:
Z =
 
X0
[dA][dj]exp(iS[A j] − χ[j])  (1.1)
which corresponds to an eﬀective theory deﬁned below some cutoﬀ in x at X0,1.3. PHYSICS OF INITIAL STATE 9
which separates fast and slow degrees of freedom. Fast degrees of freedom
serve as sources of slow degrees of freedom. Arbitrariness in choice of X0 is
cured by the RG equation which requires that physics should be independent
on it. This eﬀective theory describes gluon ﬁeld in the presence of an external
source j. This source arises from quarks and gluons with x ≥ X0, and is a
variable of integration. The ﬂuctuations in j are controlled by the weight
function χ[j]. This weight function satisﬁes the JIMWLK equations which
make the theory independent on X0. If the parton densities are not so high,
this RG equation can be linearized and have been shown to agree identically
with the leading log BFKL [25] and small x DGLAP equations [26]. Very
high parton densities correspond to CGC saturation regime. In this regime
density of gluons is large and interaction of probability is close to 1. The
border between dense and dilute regions is deﬁned by saturation criterion:
σρ ∼ 1  (1.2)
where ρ is the density of partons in the transverse plane, and σ is the cross
section of interaction of hard probe with partons
σ ≈ αs(Q
2)
π
Q2 (1.3)
Generic momenta corresponding to this regime are less than the saturation
scale,
Q
2 ≤ Q
2
s(x) (1.4)
Dependence on x appropriate for given energy range can be evaluated as
Q
2
s = Q
2
0(x0 x)
λGeV
2 (1.5)
This formula approximates with about 15% uncertainty λ = 0 3 HERA data
at x0 ∼ 10−4 [29].
As was shown in Ref.[27] saturation criterion can be reformulated in terms
of classical Yang-Mills ﬁelds as well. Namely, in saturation regime non-
linear terms in the ﬁeld stress tensor become important: ∂ Aν ∼ gsA Aν.
In momentum space, this condition corresponds to gsA  ∼ Qs. Therefore
chromoﬁeld energy density in saturation regime is
ǫf =
E2
2
=
Q4
s
g2
s
(1.6)
Limit case corresponding to very small x and very large nuclei can be
described by McLerran-Venugopalan (MV) model. For this model pertur-
bative treatment is valid, since strong coupling constant calculated on the10 CHAPTER 1. INTRODUCTION
characteristic scale Qs is small αs(Qs) ≪ 1. This means that the quantum
states of the system associated with the condensate are multiply occupied:
nk ∼ 1
αs. These states are highly coherent, and share some properties of Bose
condensate. The gluon occupation number is very high, but it is logarith-
mically increasing with increasing the energy, or decreasing the transverse
momentum. This provides saturation and cures the next to leading order
problem of BFKL approach which leads to very large corrections. Therefore,
the Froissart limit appears naturally in this model.
The basic ingredients of the MV model are hard probes distributed stochas-
tically in transverse plane and corresponding to them classical YM equation.
These hard probes or external currents are assumed moving along the light
cone or recoilless. Hard probe cross section has such extent that mean color
charge squared inside it is large but average color charge is zero. It can
be estimated from condition (1.2), and in further calculations we take it as
s⊥ =
π
Q2
s. In this picture all partons with large rapidities can be considered as
sources for classical color ﬁelds or gluons with lower rapidities. This follows
from the fact that classical and quantum calculations for tree-level radiative
process corresponding to emission of soft gluons by fast partons give the
same results. It can be also shown that further quantum corrections do not
invalidate this description, but simply renormalize the properties of classical
source, in particular, its correlations. For example if we want to compute the
gluon distribution in the small region ∆y ∼ 1 around y = 0, then the source
of these gluons is dominated by hard partons with rapidities much larger
than 1. Since this can be done at any reference frame, the classical gluon
ﬁeld may be thought of as arising from rapidity dependent classical source.
At ultra-high energies the coordinate space rapidity is of the same order as
the momentum space rapidity. It is used coordinate space rapidity because
classical equation of motion is formulated in terms of coordinate space vari-
ables. In the case of collision of projectile p and target t nuclei it takes the
following form:
D F
 ν = g
2
s(δ
ν+ρp(x
− b s) + δ
ν−ρt(x
+ b s))  (1.7)
where ρp ρt are recoilless sources of the classical Yang-Mills ﬁeld. The
space-time rapidity η is related to the light-cone variable, x± = t±z √
2 as
η = 1
2 ln(x+ x−).
In the MV model averaging on ensemble of color charges in transverse
plane is carried out with the Gaussian weight:
P[ρp ρt] = N exp
 
−
 
dηd
2s
 
1
2 2
p(η b s)
Trρ
2
p(η b s) +
1
2 2
t(η b s)
Trρ
2
t(η b s)
  
(1.8)1.3. PHYSICS OF INITIAL STATE 11
Rapidity density of color charge per unit area is usually normalized as
 ρ
a
A(η b s)ρ
b
A(η
′ b s
′)  =  
2
A(η
′ b s
′)δ
abδ(η − η
′)δ
(2)(s − s
′) (1.9)
where a b are reserved for color indecies, and index A = p t speciﬁes the
nucleus. Rapidity density of average color charge squared per unit area and
per color  2
A, as shown in Ref.[30], in the general case has contributions from
valence quarks and hard gluons color charges both:
 
2
A(b s Q
2 y) = NA(b s)
 
1
2Nc
xq(x Q
2) +
Nc
N2
c − 1
xg(x Q
2)
 
(1.10)
where qA(x Q2) and gA(x Q2) are valence quark and gluon distribution func-
tions. As was shown in Ref.[31] saturation momentum squared for nucleus
A = p t can be found by iterative solution of the following equation:
Q
2
s =
8π2Nc
N2
c − 1
αs(Q
2
s)NA(b s)xg(x Q
2
s) (1.11)
where αs is the ﬁne-structure constant calculated at some virtuality Q2.
αs(Q
2) =
4π
(11 − 2
NcNf)ln
Q2
Λ2
QCD
(1.12)
Iterations are started from parton distribution functions deﬁned at initializa-
tion scale Q2
0. This scale should be taken large enough to provide convergence
of the DGLAP evolution to higher virtualities.
Since valence quark and gluon distribution functions are normalized as
following:
1  
x0
dxq(x Q
2) = Nc 
1  
x0
dxg(x Q
2) = N
2
c − 1 (1.13)
integration on pseudorapidity reproduces results of Ref.[32] obtained for
charging of nucleus by random walk of classical color charge in SU(3) space:
 
2
A(b s) = g
2
sNA(b s)
 
Nc +
1
2
 
(1.14)
Fig.1.3 shows the generic conﬁgurations of CGC ﬁelds after collision.12 CHAPTER 1. INTRODUCTION
Figure 1.3: Longitudinal and transverse components of MV chromoﬁeld pro-
duced by stochastic color charges generated on nuclear sheets after collision,
as proposed in Ref. [2]. Directions of the ﬁeld can be opposite, but total
force between the slabs is attractive. Each slab area is subdivided on smaller
elements or spots of minimal area s⊥ = πa2 = π
Q2
s, which can be resolved
by hard probe of given energy. Classical ﬁeld produced between two spots
with opposite charges Qi has a color ﬂux tube conﬁguration displayed on the
bottom ﬁgure.1.4. MICROSCOPIC MODELS 13
1.4 Microscopic models
Eﬀective QCD motivated models for hadron-hadron and heavy ion collisions
at diﬀerent energies are constructed to mimic some characteristic features of
the QCD such as asymptotic freedom and conﬁnement. It should be noted
that while asymptotic freedom of QCD was proved by the RG analysis, the
analytical proof of conﬁnement for QCD is still an open issue. At present it is
treated only phenomenologically, as for instance in Friedberg-Lee model [33]
or in a simple string model, where it is assumed that the string can be broken
by a pair creation. The deconﬁnement transition is predicted at high T, large
  or in strong external ﬁeld (at ultra-high energies this external ﬁeld can be
modeled as the Color Glass Condensate (CGC)[2, 35]). The basic idea of
Friedberg-Lee model is to model conﬁnement by the color-dielectric function
0 < κ(σ) < 1. QCD vacuum in this model is introduced by assuming that
it can be treated as a color dielectric medium. Outside the medium we have
usual nonperturbative QCD vacuum: κ(σ) = 0. The dynamics of color ﬂux
tube formation in this model is studied by Lagrangian:
LFL =
 
i
¯ qi
 
iγ 
 
∂  + igs
 
a
A
a
 Ta
 
− g0σ − mi
 
qi−
1
4
κ(σ)
 
a
F
a
 νF
 νa+Lσ
(1.15)
The ﬁeld tensor is given by
F
a
 ν = ∂ A
a
ν − ∂νA
a
  + gsfabcA
b
 A
c
ν  (1.16)
To study static properties it is usually considered only gluon sector of the
theory in the Abelian approximation. Then non-Abelian interactions are
merged in the conﬁnement ﬁeld σ and its dielectric coupling κ(σ). The
conﬁnement ﬁeld is evolving in the presence of a scalar self interaction U(σ)
Lσ =
1
2
∂ σ∂
 σ − U(σ)  U(σ) =
a
2!
σ
2 +
b
3!
σ
3 +
c
4!
σ
4 + B  (1.17)
However, as shown in Ref. [34] non-Abelian self-interaction is important to
conﬁne dynamical gluons. Placing the color charge in QCD vacuum produce
the dielectric cavity around it. In the static case chromoelectric displacement
induced by color charge is calculated by the Gauss theorem
  D
a =
gsqa
4πr2  er (1.18)
Since outside this cavity the energy of color charge
 
d3r
D2
a
2κ(σ) is divergent,
color charge is eﬀectively locked. In this model quarks behave like quasi-free14 CHAPTER 1. INTRODUCTION
particles inside the soliton, but they are conﬁned at larger distances. Results
of this model approach the MIT bag model limit, which has the advantage
that it can be solved analytically in its static variant. Dynamical MIT model
is a very complicated problem in Quantum Field Theory, which has been
solved only in 1+1 dimensional case [36]. Soliton ﬁeld describing dielectric
medium in the CDM model is eﬀectively reduced to the MIT bag constant,
which amounts to the volume energy to produce bubble of perturbative QCD
vacuum.
Other popular class of models is dealing with binary parton potentials.
The potential is usually divided into short range and long range parts. Short-
range part corresponds to processes with high virtualities. It is described by
Coloumb-like potential. Long-range part corresponds to one or multiple soft
gluon exchange processes, and it is described by linear potential. Due to
gluon self-interaction chromoﬁeld is assumed to be conﬁned in the tube with
a constant energy per unit length. When two hadrons collide color ﬂux tube
is formed due to single soft gluon exchange. In the simplest case of excited
hadrons, the chromoﬁeld appears as a single string, and corresponding string
tension can be extracted from the slope of Regge trajectory, which relates
hadron mass and its spin. In the case of multiple soft gluon exchange a color
ﬂux tube may appear and corresponding chromoﬁeld energy density can be
calculated by Gauss law [5].
If energy accumulated in the color electric ﬁeld is high enough, it can
create parton pairs. Strings can percolate to form a color ﬂux tube whose
color ﬁeld is determined by color charges on the one of ﬂux tube cap. Since
these charges are bigger than in a single string this will lead to enhanced
heavy ﬂavor and baryon-antibaryon production due to increased string ten-
sion. The possibility of string fusion was studied within the Quark Gluon
String Model (QGSM) [37]. Output of this model can be used as initial con-
ditions for further rescattering dynamics. Initial longitudinal and transverse
momentum fractions of newly created complexes of strings and hard gluons
are governed by Pomeron theory [38]. String fragmentation proceeds in an
iterative way: String fragments are taken as new strings which are broken
again, until enough energy for further division. String decay probability is
given by Schwinger formula, and for longitudinal string break up, an invariant
area law is employed [46] (see e.g. (1.21)).
In the ﬂux tube model in addition to the possibility of baryon produc-
tion via the diquark-antidiquark creation, there exist a possibility to produce
baryons via successive creation of q¯ q pairs by ’popcorn’ mechanism [39]. In
high energy collisions the majority of primary particles are soft partons and
jets are in minority. If energy of jets is high enough they initiate further
cascade development in course of propagation inside continuously formed1.4. MICROSCOPIC MODELS 15
medium of soft partons. This medium of soft particles at ultra-high energies
can be modeled as Color Glass Condensate (CGC) [40]. Proper treatment of
the CGC leads to a cut-oﬀ in parton momentum distribution at saturation
momentum pt ∼ Qs ≫ ΛQCD. As shown in [40], the parton interaction with
the CGC environment in small x regime is characterized by QCD coupling
constant evaluated at Qs. In the process of propagation jets lose some part of
their energy due to interaction with this medium. This phenomenon is called
”jet quenching”. The mechanism of jet quenching is diﬀerent in QGP and
hadron gas. In the case of hadron gas partons are decelerated according to
the string tension. In partonic medium the jet loses energy due to collisions
with color charges. Taking into account Debay screening leads to IR ﬁnite
results for energy loss without introducing a cutoﬀ. Multiple parton pro-
duction neutralizes external ﬁeld gradually. This process was investigated in
Ref.[5] in a kinetic approach including the interaction of partons with chro-
moﬁeld. There neutralization of Abelian chromoﬁelds occupying inﬁnitely
long cylinder had been studied by solving the kinetic equation. Interaction
of hard modes was treated by Boltzmann-like collision term, and soft modes
by Debye screened potential. Moreover at early times treatment of parton
production in a constant classical background ﬁeld is well justiﬁed in the
CGC parton cascade picture since fast degrees of freedom can be considered
as eﬀectively frozen over the life-time of the soft gluons [28].
Understanding of experimental data from the ﬁrst principles is rather
diﬃcult for heavy ion collisions, but at the same time QCD-based calcula-
tions are quite successful for the description of l+l− and lN collisions at high
energies [41]. The main components of such calculations are parton distribu-
tions and fragmentation functions. These functions are universal and once
extracted from experiment they can be used to describe hadron production
in the other hard QCD processes. A fragmentation function D(z) allows to
know how much of the energy-momentum carried by the initial quarks and
gluons ends up in each of the produced hadrons. It is deﬁned as probability to
produce a hadron of some type anywhere in the jet with energy-momentum
fraction:
z =
(E + p||)hadron
(E + p||)parton
(1.19)
from an initial parton. It should be kept in mind that complicated picture of
quark-gluon shower development is absorbed in the fragmentation function.
The primary hadron multiplicity in a jet produced in l+l− annihilation event
is calculated as:
n =
1  
zmin
D(z)dz (1.20)16 CHAPTER 1. INTRODUCTION
Figure 1.4: The ﬁgure shows a typical Lund String break-up. The left panel
shows a e+e− annihilation into q¯ q pair. Receding q and ¯ q are connected
by a string. The right panel shows the hadron formation after string break
up. Each hadron is understood as quark-antiquark pair moving along yo-yo
trajectory. Probability to produce a set of hadrons is dependent on area
spanned by primary quarks corresponding to some proper time.
where zmin is a minimum z which is kinematically allowed. For instance in
two jet event zmin = 2Mh 
√
s.
There exist several competing Monte-Carlo event generators to simu-
late shower development and fragmentation process in l+l− annihilation.
The simplest one is based on independent jets model leading to so-called
Feynman-Field fragmentation function [42]. Most advanced are either based
on pQCD branching processes as in Marchesini-Weber model, [43], or, as its
rival Lund parton shower on string fragmentation model [44, 45].
In the Lund model, ﬁrstly, after a virtual photon emission in l+l− collision,
a high energy q¯ q pair is produced. Quark and antiquark move apart along
the light cone in opposite directions connected by a relativistic string with
constant energy per unit length. New q¯ q pairs can be created in the color
ﬁeld and accelerated by the ﬁeld in opposite directions. The probability of
string breaking in a length δx and time δt is a universal constant γ times
the space-time volume, γδxδt: Breaking the string destroys the color ﬂux in
the future light cone of the vertex. This leads to so-called Area Law, which
states that the non-normalized probability to produce a set of hadrons with1.4. MICROSCOPIC MODELS 17
momenta p1 p2     pn and total momentum Ptot is given by:
dPn({pj};Ptot) =
n  
j=1
Njd
2pjδ(p
2
j − m
2
j)δ
 
n  
j=1
pj − Ptot
 
exp(−γA)  (1.21)
where A is the area spanned by the string state before it decays, Fig.1.4.
Recent developmet of Lund model includes gluon production also [46].
As more q¯ q pairs are produced, small pieces of string with quark from
one vertex, and antiquark from another one form a bound states via the
attractive color force (a ’yo-yo’ type of binding). The process of pair cre-
ation can be considered as tunnelling through the energetic gap of width
2m⊥ = 2
 
m2 + p2
⊥ between the negative-energy states in Dirac sea and
the positive-energy states (produced pairs are characterized by their quan-
tum numbers (p σ), where σ runs over spin and color indecies). This gap
is schematically illustrated in Fig.1.5 for the case of a linear static poten-
tial. It can be shown that in the case of external ﬁeld occupying inﬁnite
volume the famous Schwinger’s result can be reproduced [47]. In the time-
dependent case, the evolution mixes states with positive and negative ener-
gies, resulting in non-diagonal terms of Hamiltonian which are responsible for
pair production. The diagonalization of the Hamiltonian in the homogeneous
chromoﬁelds can be achieved by a time-dependent Bogoliubov transforma-
tion. Applying this transformation to the initial oscillator type diﬀerential
equation with time dependent frequency reduces the latter to the system of
two Heisenberg-like equations of motion [48].
Strings which are formed between receding partons can break-up only if
they are long enough to have suﬃcient energy to form a hadron. Thus, the
ﬁnite size eﬀects are important for chromoﬁeld decay probability. They were
taken into account only for linear static vector potential with ﬁeld volume
restricted by a ﬁnite cylinder, [49] and linear time dependent vector potential
with ﬁeld volume restricted by an inﬁnite cylinder, [50]. Schwinger formula is
reproduced in inﬁnite volume limit for both cases. In accordance with QCD,
chromoﬁeld can decay either on q¯ q,gg or ggg in the diﬀerent color, ﬂavor
and spin states. Due to interaction between each other produced partons
can form new strings. These strings again decay and so on, and so on, until
the partons form bound states via recombination. It is believed that mesons,
baryons, and their excited state are formed in this way.
The simplest way to study ﬁnite size eﬀects is based on the static MIT
bag model [51]. One can consider a Color Flux Tube of a cylindrical shape.
The ﬁnite size eﬀects in transverse direction can be taken into account by
applying so called MIT boundary conditions on the tube surface [5], and
in longitudinal direction by applying the continuity condition for the wave18 CHAPTER 1. INTRODUCTION
Figure 1.5: Energy gap between positive and negative continuum in the
presence of an external ﬁeld (linear string-like potential) as a function of
longitudinal coordinate, where L is the string length, and zL =
−E−m⊥
σ ,
zR =
−E+m⊥
σ are the left and right bounds of energy gap corresponding to
the energy of incident wave E = ω(p).1.4. MICROSCOPIC MODELS 19
function in diﬀerent regions of external potential. The alternative way to
study these eﬀects is based on expansion of corresponding Green functions
in powers of inverse volume occupied by the ﬁeld, [52].
In reality physical situation is highly dynamical, since receding partons
stretch the string. Hence boundary conditions on the edge of expanding ﬂux
tube are also dynamical. In two-dimensional case the problem with non-
stationary boundary conditions is always reduced to a static case by means
of conformal transformations, provided that the vacuum expectation value
of the energy-momentum tensor can be neglected [53].
Parton cascade models [54, 55, 56] use diﬀerent philosophy to generate the
ﬁnal state hadrons. Parton interactions are described within the leading-log
approximation of perturbative QCD (pQCD). The cross section of producing
a primary hadron of some type in e+e− annihilation is factorized on the basis
of the QCD factorization theorem [57] on the perturbative (e+e− → q¯ q) and
non-perturbative parts (fragmentation function). This theorem is formulated
for an inclusive reaction, like ep deep inelastic scattering. There are two mass
scales in the problem. One is renormalization scale, and the other one is the
factorization scale. If virtuality Q2 is greater than the factorization scale
one has coeﬃcient functions, while opposite case corresponds to the parton
distribution function. It can be proved that the structure functions can be
factorized into short-distance part calculable in pQCD and a long-distance
(nonperturbative) part which is parameterized according to experimental
data. Short-distance evolution of parton distributions, given at some initial
scale Q2
0 towards higher virtualities Q2 is governed by so-called DGLAP
equations [26]. The initial partons are mostly gluons, which split into q¯ q pairs
and then recombine into primary hadrons or color singlet clusters. These
clusters decay via many-body phase space into ﬁnal hadrons.
In nuclei the situation is complicated by shadowing (x < 0 01), and anti-
shadowing (0 1 < x < 0 4) eﬀects, as well as by saturation phenomenon
[35]. Parameterization of nuclear quark distribution functions was obtained
by combined χ2 analysis of the data at given virtuality with further DGLAP
evolution [58]. But for gluon distribution function the ﬁt is still unreliable.
The investigation in Ref. [59] has revealed that the NNLO DGLAP anal-
ysis is convergent only at Q2
0 > 5GeV 2, but convergence deteriorates with
decreasing x. Therefore other approaches are needed to probe the whole
kinematical region. One of them is BFKL equation which resumes leading
logarithms of αslog(1 x) in QCD [25]. It allows to describe evolution on
1 x at some ﬁxed Q2. The BFKL kinematic region overlaps with saturation
region at small x corresponding to high parton density produced in heavy
ion collisions. As it will be discussed later, only in the small x region and
for very large nuclei the parton distributions can be calculated in MV model20 CHAPTER 1. INTRODUCTION
within perturbative theory [32].
Copious production of minijets which are unresolved pQCD jets with
pt > p0 makes it possible to employ the pQCD formalism. Determination
of the scale p0 separating soft and hard interactions is ambiguous. To sim-
ulate the minijet production a Monte-Carlo model HIJING (Heavy Ion Jet
Interaction Generator) is often used. It can be classiﬁed as dilute parton-
gas model. Such models are based on the extrapolation of pQCD from high
pt down to a scale of p0. It has the following characteristics: a)Soft beam
jets are modeled by diquark-quark strings within the Lund phenomenology.
Multiple low pT exchange among end point constituents are included in the
initial state interactions; b)Initial and ﬁnal state radiation; c)An impact
parameter-dependent structure function is introduced to study the inﬂuence
of shadowing on observables; d)jet quenching.
The early stages of a nuclear collision, up to times ∼ 1
Qs, can be described
as the melting [60] (or explosion?) of the CGC by formation of minijets and
soft gluons. The gluons resulting from the decay of the classical saturated
ﬁeld are uncorrelated at k⊥ . Qs. In turn partons with larger transverse
momenta have strong back-to-back correlations. This is in accordance with
well known results of pQCD calculations.
The forthcoming thermalization process can be studied by solving rel-
ativistic quantum ﬁeld equations, but such kind of calculations in QCD is
intractable at present. Instead of that some simpliﬁed QFT models simulat-
ing some generic features of strong interactions are usually used. Numerical
simulations of thermalization process are carried out in various domains of
physics from Heavy Ion Collisions to Cosmology. For instance, in Cosmology
they were applied to study post-inﬂationary preheating stage in the evolu-
tion of the Early Universe [61]. The decomposition of ﬁeld into the classical
background ﬁeld and quantum ﬂuctuations [62], with further Bogoliubov’s
transformation of obtained dynamical equations into kinetic equations, was
applied in Ref. [63, 64] to study back reaction mechanism and thermalization
process in some simple scalar QFT models. Due to interaction with mean
ﬁeld quasiparticles gain a time dependent mass. As shown in Ref.[63] the
calculated spectra of quasiparticles are rather close to thermal. In Ref.[64]
a more advanced QFT model was proposed to simulate QGP. Gluon self-
interaction was modeled by a scalar term ϕ4. Collision integral was taken
in Landau approximation, i.e. assuming small momentum transfer in elastic
qq,qg and gg collisions. But it turned out that this model can hardly provide
thermal equilibration. In contrast to abundances calculated in pQCD gluons
are not dominant at the very early stage of interaction for this model. This
can be explained by spin eﬀects in source term suppressing low P|| gluons.1.4. MICROSCOPIC MODELS 21
Most popular microscopic models to study thermalization process are
based on the relativistic transport theory. The fundamental assumption
underlying transport models is that the state of the partonic system can
be characterized by a set of one-body distribution functions. The starting
point for deriving corresponding kinetic equations is Liouville equation. In
particular BBGKY hierarchy [65, 83] was derived in this way. It has two
physically important limits. In one of them, when mean free path is much
smaller than the size of the system, it leads to hydrodynamics, and in an-
other one, when mean free path is of order of system size, it transforms to
Boltzmann equation. Derivation of quantum kinetic equation starts from
evolution equation for density matrix. Fourier transform of the density ma-
trix is known as the Wigner function which in semiclassical limit can be
interpreted as a one-body distribution function. It’s evolution in phase space
is obtained by Wigner transform of the von Neymann equation. The main
advantage of this method is that functions sharply peaked with respect to
relative coordinate variable translate into smooth functions with respect to
coordinate and momenta. Smoothness of Wigner function can be enforced
even more by averaging it over a phase space volume larger than ~3, what is
called coarse-graining. Of course, by doing so one is losing information about
quantum correlations. Coarse-grained volume is chosen in accordance with
relaxation time generic to the problem of interest. Smoothening over the
phase space volume which is characteristic for given problem is essential to
make equations solvable. In the simplest case of binary collisions this equa-
tion is reduced to the standard Boltzmann equation, which can be solved
by subdivision technique [66]. The collision integral is usually taken in the
most simple form, where transport cross sections are calculated by pQCD
or taken from experiment. Physical region between this two limiting cases
corresponds to the dense quantum gases, and it is very diﬃcult for numerical
analysis. But as shown in Refs.[56, 67] corrections to the Boltzmann equation
corresponding to 2 → n > 2 processes, in particular gg → ggg, are impor-
tant for studying thermalization in QGP at RHIC energies. Unfortunately,
there is no practical algorithm at the moment to solve kinetic equations with
collision term of higher order. Therefore, if hydrodynamics applies to A+A
at RHIC, then some other nonperturbative mechanisms leading to thermal-
ization should be considered. Recently such a mechanism was proposed in
Ref. [68]. The idea is to study time evolution of classical ﬁelds in CGC
cascade picture. It was pointed out two important eﬀects for the classical
ﬁeld evolution in the CGC cascade. It is increasing the ﬁeld frequency due to
the interactions between produced partons, and screening the original color
ﬁeld by produced color charges. By consideration based on the background
ﬁeld method [62] and relation between the gluon distribution function and22 CHAPTER 1. INTRODUCTION
imaginary part of the gluon propagator in the strong classical ﬁeld [69] the
ﬁrst eﬀect leads to increasing the temperature of gluon spectra
T =
ω
4π
(1.22)
and the second one to fall-oﬀ of the ﬁeld amplitude. In the same work the
both eﬀects were incorporated in the simple model of chromoﬁeld decay:
A+(x−) =
E0
ω
(1 − exp(−ωx−)) (1.23)
As one can see, the early time evolution of the classical ﬁeld is static, which
corresponds to the initial stage of the CGC cascade development: parton
production can be thought as a process of emission by a frozen system of
fast partons. It should be pointed out inconsistency of the model based on
potential (1.23), since it does not take into account oscillations of classical
ﬁeld. Therefore it is quite crude approximation of potential, which should
describe damping oscillations with increasing frequency. In the low color
charge density approximation analytical solution of Yang-Mills equation has
a form (2.31), which should lead to the more adequate model.
Moreover, application of pQCD for near-equilibrium evolution is question-
able. For instance, linear response analysis based on pQCD predicts highly
viscous state of produced matter [70] while experimental data indicate on
practically ideal ﬂuid behavior. In Ref.[71] it was argued that the QGP must
expand as nearly perfect ﬂuid due to large jump of entropy density at the
deconﬁnement transition. On the other hand, alternative calculations within
the AdS5 CFT correspondence predict a very low viscosity for strongly cou-
pled plasma. Only forthcoming LHC program can clarify these questions.
There exist other models to describe approach to kinetic equilibrium
and/or momentum isotropzation. Most of them are based on solving the
Boltzmann equations with diﬀerent corrections and modiﬁcations. The PCM
[54] is one of them. Initial conditions are given by appropriate parameteri-
zation of parton distributions sampled at initialization scale Q2
0. Partons are
assumed on their mass shell, except before the ﬁrst collision. In this model
non-perturbative, collective ﬁeld eﬀects on parton dynamics are neglected.
The weak point of the PCM is dependence of results on low momentum cut-
oﬀ pmin
t , which is needed to regularize the infrared divergent perturbative
parton-parton cross section. Under certain assumptions, the low momentum
cut-oﬀ pmin
t ∼ Q0 can be extracted from the experimental data for elementary
hadron-hadron collisions [72]. In addition, one has to take into account the
LPM eﬀect [73], namely that, in a dense medium the radiation of soft gluons
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this problem has been solved by introducing a medium which screens the
long range color ﬁelds associated with soft modes [74]. Natural and consis-
tent treatment of plasma screening eﬀects is based on the thermal ﬁeld theory
[75]. The medium is produced in early parton-parton collisions. When two
nuclei collide at suﬃciently high energy, the screening occurs on the length
scale where pQCD is still applicable. This approach yields predictions for the
initial conditions for the QGP formation without any need for momentum
and virtuality cut oﬀ parameters.
Another popular model is the so-called uRQMD model [7], which can be
classiﬁed as a string based hadron cascade model. In string models non-
interacting strings are formed and then decay into hadrons which later on
perform rescatterings. The description of particles in the uRQMD takes into
account their quantum nature by representing them by Gaussian wave pock-
ets. Hadrons interact either by elastic or inelastic scatterings, or, at higher
energies, by the formation and decay of strings. Moreover, inelastic scatter-
ings can produce hadronic resonances, which will subsequently decay. These
interactions are implemented by using known vacuum masses and cross sec-
tions or, where data are not available, extrapolations from known vacuum
cross sections and estimates based on additive quark model. The conver-
sion of the excited string into hadrons is obtained according to the Field-
Feynman string fragmentation function [42]. The excitation and fragmen-
tation of strings dominates the production of new particles in the uRQMD.
At any time step of simulations the uRQMD code propagates only particles
not strings. Therefore, all hadrons which are to be formed by the string
fragmentation are determined from the very instant of the string formation,
and propagated for a certain amount of time without interaction with the
remainder of the hadronic system. Transparency of the nuclei is strongly
dependent on this so-called formation time.
Due to the small transverse pressure at early times the uRQMD predicts
a decrease of elliptic ﬂow from SPS to RHIC, but 50% increase was observed
instead [76]. In contrast to these microscopic models, hydrodynamic calcu-
lations at the SPS and RHIC, give a good description of the observed radial
and elliptic ﬂows, but oﬀer no insight into the microscopic mechanism of
equilibration.
In analogy with Coloumb plasma, where diﬀerent instabilities play crucial
role, one can expect them also in the QGP and in the hadron medium,
when mean ﬁelds are taken into account in the kinetic approach. Let us
consider so-called two-ﬂux instability [77]. At the initial stage the mean
ﬁeld is small, and hard dynamics which is described by collision integral is
dominating. Hard collisions between plasma constituents can be described
in a semiclassical approximation by Lennard-Balesku collision integral for24 CHAPTER 1. INTRODUCTION
color particles. Stability analysis reveals fast growing mode corresponding
to Weibel or ﬁlamentational instability, [77, 78]. This instability can be
experimentally measured from essentially nonequilibrium stage of reaction,
and can be interpreted as a signal of QGP formation. It can be detected
by intensive γ-radiation (bremsstrahlung) in the perpendicular plane to the
beam axis. At the late stages mean ﬁelds are strongly nonlinear and may pose
a turbulent behavior. This can be possibly detected only at LHC energies
when the QGP is expected to live long enough. This eﬀect was studied in [79],
where signiﬁcant grows of chromoﬁeld transverse mode was demonstrated.
Moreover anomalously low viscosity generation is expected [80].
The evolution of thermalized and dense partonic matter(QGP) have been
studied in various microscopic and macroscopic approaches. In particular,
thermal properties of QGP on microscopic level have been studied within the
qMD model with initial conditions provided by the uRQMD. Time evolution
of the system of quarks interacting via linear potential is described by New-
ton equations which are solved by Runge-Kutta method. The knowledge of
particle trajectories in phase space is used to calculate the Hamiltonian and
corresponding statistical weights on each time step. After that the Metropo-
lis algorithm is applied to ﬁnd the most probable equilibrium conﬁguration.
In some test cases shaking of all coordinates and momenta is applied instead
of step by step solving equations of motion. Temperature is either given
by hand or extracted from inverse slope of the momentum spectra. The
net-baryon density is introduced by specifying the numbers of quarks and
antiquarks. Quark color is treated in Abelian approximation which assumes
it as a ﬁxed quantum number. No gluons are included explicitly in the model.
This is serious obstacle to apply the qMD for RHIC and higher energies. But
if gluons would be included in dynamical description of produced system the
other problem arises, namely, how to cope with hard gluons at hadronization.
Further possible extension of this model is to treat color as dynamical vari-
able evolving in time by classical Wong equations. A more realistic treatment
should deal with parton Wigner functions in induced self-consistent ﬁeld. Ki-
netic equations for partonic Wigner functions were derived in Ref. [81]. Due
to the high complexity only linearized version of these equations was consid-
ered up to now. In particular, it was used to study possible instabilities in
the system [77]. The other shortcoming of the qMD model is that quarks are
treated as classical particles, and as a consequence it cannot yield realistic
hadron spectrum. However it can be used as a ﬁrst step to obtain a fully
dynamical description of deconﬁned quarks and their hadronization through
formation of color-neutral clusters via the implemented recombination mech-
anism. Using current masses in qMD does not mean that the color neutral
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part of their mass from the large potential energy. In contrast to the qMD,
in the coalescence model quarks carry large constituent masses, and recom-
bination criteria requires proximity in momentum space, i.e. quarks with
small relative three-momenta. One of possible ways to incorporate quan-
tum mechanics in the qMD model is to treat the problem of color neutral
cluster decay in the MIT bag model. Each produced cluster occupy ﬁnite
volume in space-time. This volume is constrained by energy-momentum and
potential energy stored in the bag. The latter is usually parameterized by
bag constant and set of coupling constants. This constants are ﬁtted to the
hadron ground state properties. Due to boundary conditions, the spectrum
of quantum states of the bag is discrete. Each energy level has deﬁnite width
reﬂecting probability to decay into some lower states. Each excitation is iden-
tiﬁed with an appropriate hadron state of given mass and quantum numbers.
At SPS energies most of produced particles are delivered by resonance de-
cays but not by Schwinger mechanism because produced chromoﬁelds are not
strong enough. At higher beam energies particle production by chromoﬁeld
decay becomes more important. It can be taken into account either by in-
creasing string tension or by using a more advanced Friedberg-Lee model. Up
to now this model has been implemented to compute ﬁelds corresponding to
static conﬁgurations of color charges. Consideration of network of dynamic
color charges linked by Friedberg-Lee strings reﬂects the physical situation
more realistically. But in this case computational eﬀort will be much more
expensive.
1.5 Hydrodynamical approach
On the macroscopic level the time evolution of a thermalized system is gov-
erned by the hydrodynamical equations which express explicitly local conser-
vation of energy and momentum. The applicability of hydrodynamic models
to describe ultra-relativistic heavy ion collisions (SPS and higher energies)
follows from the observation that the local thermal equilibrium is estab-
lished very fast. For instance, the Parton Cascade Model(PCM) simulations
for RHIC energies indicate that the momentum distributions of quarks and
gluons become isotropic almost at the same time of about 1− 2fm which is
the time scale when the energy spectrum gets exponential [56]. On the other
hand, simulations within QGSM gave the same time for achieving isentropic
regime even at lower energies of SPS for Pb+Pb collisions [82]. This shows
rather large uncertainties of these models. But of course advantage should
be given to the more reﬁned PCM model, since rescattering mechanism in
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Weakly non-equilibrium systems can also be studied within hydrodynam-
ics, but in this case entropy is not conserved. Dissipative forces and corre-
sponding to them transport coeﬃcients were calculated in the linear responce
theory [83]. Obviously if there is an inﬂux of particles due to pair creation by
external ﬁeld then entropy current is also not conserved. Besides assumption
of local thermal equilibrium, under certain conditions one can also assume
local chemical equilibrium. One of the great advantages of hydrodynamic
model is its ability to investigate the relation between the equation of state
(EoS) and physical observables via comparison of calculations with experi-
mental data. It is especially useful because ﬁrst principle calculations based
on lattice QCD at large baryon density are still not possible. In experiments
at intermediate energies, where baryon density is quite large, integrating
backwards hydrodynamic equations is the only possibility to gain informa-
tion about initial state. At the same time, lack of a realistic hadronization
theory makes backward integration of hydrodynamic equations ambiguous.
This problem can be solved only by experimentally testing predictions of par-
ticular models. In all these hydrodynamic models a space-time F-Oh must
be speciﬁed. After that Cooper-Frye formalism can be used to compute
particle spectra and the ﬁnal anisotropic ﬂow pattern of hadrons [84]. Un-
fortunately, the Cooper-Frye prescription has serious problems too (see, e.g.
Refs. [85]). Thus, the main disadvantages of the hydrodynamic approach
is that both the initial and ﬁnal (F-O) hypersurfaces must be speciﬁed. In
reality, however, both these hypersurfaces are not sharp, but rather smooth
transition layers [86]. In particular, hadron ﬁnite emission times indicate on
smeared F-Oh. Thickness of the F-Oh depends on energy of collision [24].
As it was observed experimentally the higher is beam energy the smaller is
thickness of F-Oh or hadron emission time. For instance, RHIC experiments
suggest a very rapid F-O since measured two-particle correlation functions
are consistent with an extremely short emission time in the local rest frame
[87]. Therefore, as it was stated above, backtracing of experimental data to
deduce initial conditions via suitable hydrodynamic scenario is rather am-
biguous. This problem can be resolved by deriving some approach which
incorporates evolution before and after F-O in uniﬁed way. The states of
matter before and after F-O are radically diﬀerent, since before F-O it is
relativistic ﬂuid and after F-O it is dilute relativistic gas of hadrons. In
the ﬁrst approximation this relativistic hadron gas can be also described by
hydrodynamics. Therefore we have two ﬂuids of vastly diﬀerent densities
constrained by dynamical boundary conditions applied on both sides of the
ﬁnite width F-Oh. It can be shown by standard methods of mathematical
physics that this system of Euler equations with speciﬁc boundary conditions
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forts of Soviet mathematicians [89] eﬃcient numerical methods have been
developed to solve such equations. The other very promising approach was
proposed in Ref. [90], where the hydrodynamical description of the QGP
was supplemented at latter times by one of the hadronic transport models.
Thermal distribution in this case serves as an input for subsequent cascade
simulations. However, as was shown in Ref. [91], it is not so easy to connect
both descriptions in a systematic and consistent way. Recently, in Ref. [92],
it was proposed a gradual F-O with a ﬁnite transition layer instead of sharp
hypersurface.
1.6 The problem of baryon stopping.
As measured by the BRAHMS collaboration [93], in central Au+Au collisions
at highest RHIC energy
√
sNN = 200 GeV the nuclear energy loss is very
strong, about 70% of the initial kinetic energy. Obviously, the energy of
produced particles and ﬁelds is taken entirely from the kinetic energy of
colliding nuclei. An important result of the BRAHMS experiment is the
measurement of the net-baryon rapidity distribution in a central rapidities
region (|y| < 3). It demonstrates that a signiﬁcant fraction of baryon charge
has been transfered to this region.
Let us consider diﬀerent mechanisms to describe phenomena of baryon
stopping and particle production in high energy domain. In Ref.[95] a simple
space-time model of baryon stopping at ultra-relativistic heavy ion collisions
has been proposed. In this model baryon stopping was directly linked to
the formation of strong chromoﬁelds. Nuclear trajectories were calculated
under assumption that the ﬁeld is neutralized at some sharp proper time
τ0. In this thesis we extend this model for the more general case when both
time-dependent chromoﬁeld and partonic plasma are present. The basic idea
is the same, i. e. to derive equations of motion of the baryonic slabs from
the energy-momentum conservation. This approach makes it possible to re-
late the degree of baryon stopping and energy density of partonic plasma to
the strength of the chromoﬁeld generated at the initial stage of the reaction.
String-based or hadronic models like HSD [8] and uRQMD [7] can produce
signiﬁcant degree of baryon deceleration, which is associated with the ac-
tion of strings. But these models are exceptionally well ﬁtted to reproduce
experimental data for intermediate energies. At higher energies deconﬁned
state plays a major role, so concept of string becomes irrelevant. On the
other hand, a string-based microscopic model qMD, where quark degrees of
freedom are treated explicitly, is not able to produce suﬃcient baryon stop-
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corrected either by increasing the elementary parton-parton cross section or
by assuming some additional mechanism which eventually generates larger
string tension. It would be interesting to embed these string models to our
model to explore transformation of partonic plasma to hadron gas.
The alternative way to describe production of parton plasma is advo-
cated by parton cascade based models. This approach, however, gives no
idea about evolution of the system, since quarks and gluons are assumed to
be produced instantly with production rates calculated by pQCD. Observed
excess of net-baryons at mid-rapidities for RHIC energies can be explained
by parton cascade based model-VNI. As was shown in Ref.[55] already one
parton scattering is suﬃcient to explain it. In this calculations collision term
in Boltzmann equation includes all lowest-order pQCD scattering processes
between massless quarks and gluons. Additionally, it was included the in-
elastic reactions q → qg, q → qγ, g → gg and g → q¯ q were included. The
soft singularities in the showers are avoided by termination the branchings
when the virtuality of the time-like partons drops below  0 = 1GeV . Initial
parton distribution function of valence quarks is given by GRV-HO param-
eterization [96]. It should be noted that results are quite vulnerable to the
factorization scale Q0, and parameterization scheme for parton distribution.
Another possibility to study mid-rapidity region is to derive equation for
quarks propagating across the strong background ﬁeld by summing up the
fan diagrams in the presence of the CGC as was done in Ref. [40]. The main
result of this work is that valence quark distributions are power law behaved
with non-integer powers in mid-rapidity region (for ﬁxed coupling).
Among exotic mechanisms which can explain the drift of the net-baryon
charge to central rapidities is the idea of baryon junction. Baryon junction
can be thought as a topological knot in the gluon ﬁeld conﬁguration connect-
ing the color ﬂux tubes from three quarks into a color singlet gauge-invariant
state [97]. This gluon knot carries baryon charge provided that baryon charge
is conserved. At suﬃciently high energies valence quarks of colliding nuclei
do not have enough time to interact during collision, and they pass through
each other leaving almost net-baryon free midrapidity region, provided that
baryon number is associated with valence quarks, as assumed in naive quark
model. On the other hand ”string junction”, composed of inﬁnite number
of wee gluons, has enough time for interaction. This leads to some stopped
baryon junctions. These topological defects are seeds of new baryons, which
are produced by condensation of sea quarks around them [98]. This mech-
anism has been implemented in HIJING/B ¯ B event generator [99], where it
was shown, that, indeed, it can provide suﬃcient ﬁlling of midrapidity region.
Signiﬁcant baryon stopping has also been observed at low energy of col-
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tion is diﬀerent. Multi-ﬂuid dynamics [101], as well as diﬀerent versions
of the kinetic models, like Vlasov-Uehling-Uhlenbeck (VUU, sometimes also
called Boltzmann-Uehling-Uhlenbeck BUU [102]), and Relativistic Quantum
Molecular Dynamics [103] models provide satisfactory description of reaction
dynamics in this energy domain. The molecular dynamics models including
mean ﬁelds are more advantageous, due to their ability to describe collective
dynamics at low energies more realistically [104].
In Refs. [105] the net-baryon rapidity distribution for wide range of beam
energies from AGS to RHIC was obtained as solution of the generalized
Fokker-Plank equation with properly chosen drift and diﬀusion coeﬃcients.
This nonlinear Fokker-Plank equation describes anomalous diﬀusion in coor-
dinate and momentum space. However, the microscopic mechanism for these
processes was not speciﬁed in this work, that makes this approach somewhat
abstract.
Apparently, the lower is the beam energy the larger is time interval, where
dynamics is nonequilibrium. This is the ﬁrst reason why transport models
are more appropriate for low energies. There substantial part of nuclear
stopping is generated on the strongly non-equilibrium hadronic stage of re-
action. Therefore, viscosity and thermal conductivity are not appropriate
for such situations, because by deﬁnition they are only suitabe for weak
non-equilibrium. A possible way out is taking advantage of a multi-ﬂuid ap-
proximation to heavy ion collisions, pioneered by Los Alamos group [106].
Approach to kinetic equilibrium at low energies, where the constituents of
matter are mainly nucleons or their excited states, can be investigated by two
[107] and three ﬂuid models [17]. Two ﬂuid dynamics can be derived from
the Fokker-Plank equation which in turn follows from the system of Langevin
equations. Interﬂow friction coeﬃcient can be derived from Langevin equa-
tion by use of the Fokker-Plank expansion. Three ﬂuid hydrodynamics con-
siders time-delayed formation of a third baryon-free ﬂuid of newly produced
particles alongside with two baryon-rich ﬂuids. After the formation it starts
to interact with baryon-rich ﬂuids and quickly gets thermalized. There the
ﬁnite formation time of the third ﬂuid was introduced, which is the conven-
tional concept of the hadronic physics. It is associated with a ﬁnite time of
string fragmentation. It is incorporated in the kinetic transport models such
as UrQMD, QGSM and HSD. Along with assumption of ﬁnite formation
time, it is assumed that the ﬁreball matter gets quickly thermalized after its
formation. The derivation of 3-ﬂuid model is based on Boltzmann equation,
which is valid strictly speaking only for dilute systems; the interaction be-
tween ﬁreball and baryon-rich ﬂuids is estimated on the basis of elementary
hadron-hadron cross sections.30 CHAPTER 1. INTRODUCTION
1.7 Description of the thesis
In the approach developed in this thesis to solve baryon stopping and partons
production problems the coherent chromoﬁeld formation was explicitly as-
sumed. As shown in [28], initial gluon dynamics in ultrarelativistic heavy ion
collisions can be treated purely classically. Therefore, instead of dealing with
baryon dynamics in quantized background ﬁeld it is enough to consider in-
teraction with classical ﬁeld that is much simpler. This classical chromoﬁeld
is formed shortly after collision of boost contracted nuclei. After that it
decays gradually into the partons. To simplify the treatment it is assumed
that these partons quickly thermalize and form a QGP [94]. Its evolution is
described by the boost-invariant hydrodynamic equations with a source term
describing chromoﬁeld decay rate. Further dynamics of hadronization and
F-O, which might aﬀect on the late stages of baryon stopping and particle
production, though very interesting, is out of scope of this thesis. Since we
treat the produced plasma as an ideal ﬂuid, the entropy produced due to
the ﬁeld decay can be identiﬁed with parton multiplicity. A large amount of
energy lost by net-baryons during collision can be considered as the signature
of strong chromoﬁelds generated at the early stage of reaction.
Baryon stopping dynamics have been studied for diﬀerent scenarious of
chromoﬁeld decay. Experimental data for net-baryon rapidity spectra cannot
be reproduced by the only value of parameter ǫ0 in the whole rapidity in-
terval. Larger energy densities correspond to mid-rapidity region, and lower
for fragmentation region. This can be improved by taking into account ra-
pidity dependence of saturation momentum, which goes in ǫf(τ0). We have
considered two variants of calculations. In the ﬁrst one the slab dynamics
is assumed to be aﬀected by the produced plasma, namely that the plasma
particles crossing the slab trajectories are absorbed by the slabs. This leads
to a very large increase of slab temperature and accordingly to the increase of
average baryon transverse momentum. The plasma back reaction on baryon
dynamics leads to the saturation of stopping power with increasing chro-
moﬁeld energy density or beam energy. It is interesting to note, that exper-
imental data, measured at beam energies from AGS to RHIC, show rather
logarithmic behavior than linear grows [93]. But mechanism of deceleration
on this energy scale is diﬀerent, since formation of strong chromoﬁelds there
is hardly expected. Apparently, the inﬂuence of plasma is so strong because
the boost invariant distribution of produced partons was assumed for sim-
plicity, i.e. that plasma occupies the whole region between the slabs. This
means that the edge eﬀects were neglected. For instance, in Ref.[108], to
cure this problem, initial conditions which take into account ﬁnite size of
ﬂuid were adopted for further isentropic evolution.1.7. DESCRIPTION OF THE THESIS 31
Most previous studies were done under assumption that the recoil eﬀects
do not aﬀect signiﬁcantly the baryon trajectories, i.e. that the source pro-
ducing gluon ﬁelds moves nearly along the light cone. This fact was used in
Ref. [2, 109] to compute quark and gluon structure functions in perturbative
limit, as well as sea quark distribution in a hadron wave function at small x.
The computations there were performed within an eﬀective QCD motivated
theory at small x (CGC model), where the gluon ﬁeld can be treated classi-
cally. In contrast, our analysis shows that the recoil eﬀect play an important
role in the net-baryon dynamics and production of the QGP. It was proved
numerically, that strong chromoﬁelds shift signiﬁcantly initial net-baryon ra-
pidity distribution to the mid-rapidity region. In the case without taking
into account plasma back reaction the shift quantity depends strongly on the
ǫf(τ0). On the other hand, the stronger is chromoﬁeld the stronger is back
reaction of produced plasma, which prevents population of the midrapidity
region. Our calculations in this case revealed that midrapidity region remains
almost net-baryon free independently of how large ǫf(τ0) is.
Another extreme assumption is that the produced partonic plasma does
not aﬀect the dynamics of baryonic slabs. In this case the rapidity shift to-
wards central rapidity is large enough to explain the observed rapidity loss.
However the shape of the net-baryon rapidity distribution can not be repro-
duced by certain ﬁxed values of the chromoﬁeld. We have tried to reproduce
the BRAHMS data [93] by assuming color charge as gaussian random vari-
able, or chromoﬁeld strength ﬂuctuations. To be more speciﬁc, in accordance
with the MV model [32], color charge is the classical random variable which
ﬂuctuates inside a region of transverse extent ∼ 1
Qs, where Qs is a so-called
saturation scale. The average color charge in this region will be of course
zero, but its square, which determines the chromoﬁeld energy density, is not.
In fact, random color charge has a gamma distribution (2.22) with the mean
value proportional to ǫ0. Thus, various physical quantities, like number of
emitted partons or net-baryon rapidity loss must be evaluated by averaging
over many diﬀerent evolutions corresponding to diﬀerent initial chromoﬁelds.
By this way contributions from higher energy densities are taken into account
with appropriate statistical weight. This makes net-baryon rapidity distri-
bution a more ﬂat in the mid-rapidity region. But it is far not suﬃcient to
reproduce the shape of experimental data at some ﬁxed value of parameter
ǫ0. Therefore other mechanisms are required.
Experimental data can be ﬁtted by all considered in this thesis chro-
moﬁeld decays, provided that strong plasma back reaction was not taken into
account, and diﬀerent values of parameter ǫ0 were chosen for mid-rapidity
and fragmentation regions. χ2-analysis selects the power law of chromoﬁeld32 CHAPTER 1. INTRODUCTION
decay with a reasonable decay time of about 0 6 fm as the most appropriate
to ﬁt the BRAHMS data. Corresponding initial chromoﬁeld energy densities
are quite large: 30−50GeV fm3. Baryon transverse momentum is assumed
generated only in the very initial hard processes.
It is important to keep in mind that our model is a very serious simpliﬁca-
tion of real physical process. The proper study of back reaction eﬀects should
be based on microscopic understanding of the particle production in a strong
time-dependent ﬁnite-size ﬁeld. In principle this can be done on the basis
of Quantum Field Theory(QFT) or kinetic theory. For complete solution of
this problem in QCD one should solve a set of coupled equations, includ-
ing the Dirac equation and the Yang-Mills equation. Since this is a very
diﬃcult task, it is highly desirable to ﬁnd a more practical method. This
method should provide a direct connection between the ﬁeld theory and ki-
netic theory. However, ﬁnding this precise connection is also a very challeng-
ing problem, which is also unsolved up to now. The further simpliﬁcation is
to introduce time-dependence artiﬁcially by some phenomenological external
potential. For instance, in Ref.[48] the pair production process was studied
by solving the kinetic equation derived by using the Bogoliubov transforma-
tion from Dirac/Klein-Gordon equation in external spatially homogeneous
but time-dependent electric ﬁeld. The particle producing source term in this
kinetic equation is of non-Markovian character, even for the constant ﬁeld.
The Schwinger source term is reproduced in the low density limit. Interaction
with classical external ﬁeld leads to time-dependent dispersion relation.
We will use units with ~ = kB = c = 1 and Minkovski metric g ν =
diag(1 −1 −1 −1) throughout this thesis.Chapter 2
General formalism
2.1 Baryonic slabs
We consider only beam energies so high that before collision the nuclei can
be thought of as very thin, Lorentz-contracted, sheets. Each sheet is divided
into many small elements or slabs, of transverse area σ0 labeled by an index
a where a = p for the projectile nucleus and a = t for the target nucleus
(see Fig. 1.3). Each slab is characterized by a baryon number Na which is
assumed to be strictly conserved.
We decompose a nucleus-nucleus collision into a multitude of pairwise
collisions of individual slabs from projectile and target nuclei. Moreover, we
assume that before and after the overlap at t = 0, both slabs propagate as
rigid bodies in opposite directions along the beam axes z. The energy and
momentum of slab a per unit area is parameterized in terms of its mass Ma
and longitudinal rapidity Ya (for more details see Ref. [107]),
Ea = Ma coshYa   Pa = Ma sinhYa (2.1)
It is convenient to express Ma as
Ma = m⊥ ˜ Na (2.2)
where m⊥ =
 
m2
N +  p⊥ 2
τ is the baryon mean transverse mass, which is
written in terms of the mean transverse momentum  p⊥ τ. As it will be
demonstrated later, the time evolution of  p⊥ τ strongly depends on the
interaction with partonic plasma.
In the Glauber model [?] the average number of participants at impact
parameter b is determined by integration over transverse plane:
Npart(b) =
 
d
2s
 
˜ Np(b s) + ˜ Nt(b s)
 
(2.3)
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where
˜ Na(b s) = AaTa(b s)(1 − (1 − σNNT¯ a(b s))
A¯ a) (2.4)
is the number of participants from he nucleus a at transverse coordinate s.
Here Aa and A¯ a are baryon numbers of colliding nuclei, ¯ a = p for a = t and
vice versa, σNN is the total inelastic NN cross section. The proﬁle function
Ta(b s) is introduced by integration of the baryon number density along the
beam axis
Ta(b s) =
1
Aa
 
ρa(r)dz (2.5)
Below we use for ρa(r) a Woods-Saxon parameterization consistent with nu-
clear data. It is obvious that the slab baryon number is given by
Na(b s) = σ0 ˜ Na(b s) (2.6)
The number of nucleon-nucleon collisions within the slab area σ0 is:
Ncoll(b s) = σ0σNNApAtTp(b − s)Tt(s) (2.7)
The value of σ0 serves as the coarse-graining scale for sampling string-like
conﬁgurations sttretched between the slabs. Final results are not very sensi-
tive to the choice of σ0, and below we take it equal to the inelastic NN cross
section σNN.
2.2 Region between the slabs
At suﬃciently high collision energies the slabs will go through each other
leaving behind a very unusual region occupied by strong chromoﬁelds and
newly produced partons. It is most likely that vacuum condensates will be
destroyed in this region so that chromoﬁelds and partons will live in a back-
ground of the perturbative QCD vacuum. We call this region ”QCD vacuum
bubble” or simply a ”bubble”. With time the bubble will expand, predom-
inantly in the longitudinal direction, following the receding nuclear sheets.
It is natural to assume that chromoﬁelds and partons can exist only inside
the bubble. By expanding the bubble the color charges, localized on bary-
onic slabs, do work against the physical vacuum by expense of their kinetic
energy. This picture follows from the Color Glass Condensate initial state
proposed in Ref. [2] and studied in numerous subsequent works. In general,
both transverse and longitudinal ﬁeds can exist in bubble [6]. Although our
approach can be easily formulated for arbitrary ﬁeld conﬁgurations, below
we consider only longitudinal chromoelectric ﬁelds characterized by strength
E . The transverse components of the chromoﬁeld, which certainly appear2.2. REGION BETWEEN THE SLABS 35
in the Weizs¨ acker-Williams picture [2], in average will also act for the decel-
eration of color charges, but we shall put aside this issue until more detailed
consideration. From a somewhat diﬀerent point of view, the ﬁeld conﬁgura-
tions between the slabs can be represented as a collection of strings stretched
between the projectile and target slabs. If the density of strings per unit
transverse area is n, and string tensions for each string are equal σ = σi,
then the energy density associated with this stringy ﬁeld conﬁguration is
ǫf =
1
2
E
2 = nσ (2.8)
In ultrarelativistic heavy-ion collisions the string density may be so high that
the individual string picture becomes meaningless. As pointed out by several
authors [110, 111], at suﬃciently high n the strings will fuse or even form
percolated clusters, leading to more complicated conﬁgurations (see below).
The energy-momentum tensor inside the bubble can be generally represented
as
T
 ν = T
 ν
vac + T
 ν
ﬁeld + T
 ν
part   (2.9)
where the terms in the r.h.s. correspond to the vacuum, chromoﬁeld and par-
tonic contributions, respectively. In the simplest consideration the vacuum
contribution can be written as
T
 ν
vac = Bg
 ν   (2.10)
where B is the ”bag constant”. In a particular case when only the longitu-
dinal chromoelectric ﬁeld is present, the energy-momentum tensor has the
form
T
 ν
ﬁeld = ǫf   diag(1 1 1 −1)   (2.11)
where ǫf is the energy density of the ﬁeld. As explained in Ref. [112], by
performing a proper Lorentz boost, one can obtain this diagonal form for
the energy-momentum tensor for any ﬁeld conﬁguration, except the case
when E and H are perpendicular and have equal values. By inspecting
equations (2.10) and (2.11) one can notice that the vacuum contribution
corresponds to a positive energy density ǫvac = B and a negative isotropic
pressure pvac = −B. But the pressure associated with the chromoelectric
ﬁeld is anisotropic, i. e. negative in the longitudinal direction and positive in
the transverse direction with respect to the ﬁeld. Therefore, in particular case
when ǫf = B the transverse pressure vanishes. This observation was used
by several authors (see e.g. Refs. [5, 117, 51, 118]) for modeling the color
ﬂux tube by combining chromo-electro-magnetic and scalar ﬁelds. At the
same time, the longitudinal pressure components for both the vacuum and36 CHAPTER 2. GENERAL FORMALISM
the chromoﬁeld are both negative and act against of expansion of the bubble.
In our calculations below we disregard eﬀects of the transverse pressure on
the slabs’ longitudinal motion.
The last term in Eq. (2.9) is associated with the partonic contribution.
This could be minijets produced at the very early stage of the collision [4],
or partons produced later at the decay of the chromoﬁeld. We parameterize
this contribution in a general form appropriate for a perfect ﬂuid,
T
 ν
part = (ǫ + p)u
 u
ν − pg
 ν (2.12)
where ǫ and p are the energy density and pressure of partonic plasma, and
u  is its collective 4-velocity. Diﬀerent physical situations can be modeled
by choosing diﬀerent equations of state p(ǫ) ranging from a free-streaming
partonic system (p = 0) to an ideal quark-gluon plasma (p ≈ ǫ 3). For
our numerical simulations further on we will use only ideal gas equation of
state. Again, we assume that at early stages the plasma only expands in the
longitudinal direction, i.e. u  = γ(1 0 0 v) and γ = 1 
√
1 − v2.
2.3 Initial Chromoﬁeld Energy Density
In this section we follow the ideas formulated in Refs. [2, 6] and widely
referred to now as the Color Glass Condensate initial state. Within this
picture, random color charges are generated on the nuclear sheets as a result
of soft gluon exchange at the interpenetration stage of a nuclear collision. In
a single event these charges ﬂuctuate from point to point in the transverse
plane. The charges also ﬂuctuate from event to event, so that in average over
many events the areal charge is zero. It is convenient to introduce the color
charge density, ρ(η b s), as a function of coordinate in transverse plane:
(b s) and longitudinal pseudorapidity: η = 1
2 ln t+z
t−z. Following Refs. [2, 6]
we assume it as a stochastic variable distributed with the Gaussian weight:
P[ρ] ∼ exp
 
−
 
dηd
2s
1
2 2
a(η b s)
Trρ
2(η b s)
 
(2.13)
where  2
a is the corresponding variance. For our estimates below we disregard
possible dependence of  a on (b,s) and η. Then, after integrating out η in
Eq. (2.15) we introduce a new color charge density as only a function of
transverse coordinates,
ρ
2(b s) =
 
dηρ
2(η b s) (2.14)2.3. INITIAL CHROMOFIELD ENERGY DENSITY 37
which is treated as a random variable with the Gaussian weight
P[ρ] ∼ exp
 
−
1
2 2
a
 
d
2sTrρ
2(b s)
 
  (2.15)
where Tr is taken over color indecies.
These ﬂuctuations are characterized by a certain scale in the transverse
plane, which is related to the saturation scale A ≈ 1
Qs introduced in high-
density QCD [35]. Since the transverse size of the baryonic slabs σ0 is as-
sumed to be much larger, this means that many string-like conﬁgurations
(ﬂux tubes) are stretched between the receding slabs. In this situation we
can divide each slab into n small elements with equal transverse area A =
π
Q2
s,
corresponding to the resolution scale ∼ 1
Qs of hard probe at given energy, so
that they cover the total slab area, i.e. σ0 = nA. Each ﬂux tube conﬁg-
uration connects the spots of opposite charge, ±Qi, like in capacitor. In
Abelian approximation the chromoelectric ﬁeld strength in a static ﬂux tube
is obtained from the Gauss theorem [5],
Ei =
Qi
A
≡ ρi (2.16)
Then the force acting between opposite spots or string tension σi is
Fi =
1
2
QiEi =
1
2
ρ
2
iA = Aǫi = σi (2.17)
where ǫi is the energy density of the chromoﬁeld in the color ﬂux tube. For
simplicity we neglect contribution of bag constant here. It is important to
note, that all ﬂux tubes produce attractive force between opposite spots
on the projectile and target slabs. The force lines and their structure are
schematically dislayed in Fig. 1.3. The total force acting on each slab is then
Fa =
n  
i=1
Fi =
1
2
A
n  
i=1
ρ
2
i   a = p t (2.18)
Accordingly, we can represent the integral in Eq. (2.15) as the sum over all
elements, so that
P(ρ1     ρn) ∼ exp
 
−
A
2
n  
i=1
ρ2
i
 2
i
 
=
n  
i=1
exp
 
−
Aρ2
i
2 2
i
 
(2.19)
Obviously, the event-by-event distribution of color charge in each element
follows the Gaussian distribution
P(ρi) =
 
A
2π 2
i
exp
 
−
Aρ2
i
2 2
i
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Therefore, in accordance with Eq. (2.17) mean values of force acting between
two spots and the initial chromoﬁeld energy density are expressed as
< Fi >=
 2
i
2
   ǫi  =
 2
i
2A
(2.21)
The next step is to calculate the distribution of the total force acting
between the slabs for an ensemble of events. This distribution is obtained
by integrating δ(F −
 
i
Fi) over all charge densities ρi with weight P(ρi).
Taking for simplicity  2
1 =     =  2
n =  2 we have:
w(F) =
n  
i=1


∞  
−∞
P(ρi)dρi

δ
 
F −
1
2
A
n  
k=1
ρ
2
k
 
=
 
A
2π 2
 n 2  
δ
 
F −
Aρ2
2
 
exp
 
−
ρ2
 2
 
2πn 2
Γ(n 2)
ρ
n−1dρ =
1
Γ(n 2) 2
 
F
 2
 n 2−1
e
− F
µ2
(2.22)
In the second expression we have used O(4) symmetry of the integrand and
made transformation to spherical coordinates in n-dimensional ρ space. As
a result we get a gamma-distribution which has the following ﬁrst moments:
< F >=
n
2
 
2   σF =
 
n
2
 
2 (2.23)
One can see that the parameter  2 introduced in Refs. [2, 6] in fact de-
termines the mean force between the slabs and its dispersion. It is more
convenient to express the mean energy density of the chromoﬁeld in the
space between the slabs as:
ǫf(τ0) =
< F >
σ0
=
 2
2A
(2.24)
Determination of parameter  2 is somewhat unbiguous. Discussion on this
matter can be found in Ref. [30]. Therefore, we have to use some approxi-
mation for ǫf(τ0). We will follow a simple parameterization proposed in Ref.
[95].
ǫf(τ0) = ǫ0
 
s
s0
 λ
Ncoll(b s)
β  (2.25)
where ǫ0 has a sense of the mean energy density in an individual string and
is considered as an adjustable parameter. The second factor is motivated by2.4. EVOLUTION OF THE CHROMOFIELD 39
the small x behavior of the gluon structure function, which is consistent with
λ = 0 3 [29]. The last geometrical factor is introduced to take into account
the fact that, in the case of independent strings the ﬁeld energy density
should be proportional to the number of binary NN collisions (β = 1). But
at higher energies percolated clusters of strings can be formed. As was shown
in Refs. [110, 111] this should lead to β = 0 5. Below we consider the case
of β = 1 only. Moreover we have neglected rapidity dependence of ǫf(τ0) as
follows from the transition from Eq. (2.13) to Eq. (2.15). According to our
calculations below, parameter ǫ0 varies within the range from 0 2 GeV fm
3
to 3 0 GeV fm
3 depending on the chromoﬁeld decay scenario and quantities
to be calculated. The inelastic NN cross section at RHIC energy has value
σNN = 4 21 fm
2 [113]. For central Au+Au collisions at RHIC energies the
value Q2
s ≈ 1 44 GeV
2 calculated in Ref. [27] was used. Thus, the ”charged
spots” on the transverse plane, where the color charge is essentially nonzero,
have the characteristic area A =
π
Q2
s ≈ 0 09 fm
2.
2.4 Evolution of the chromoﬁeld
For sake of simplicity we disregard a short time delay, ∼ 0 1 fm, which is
needed for formation of the coherent ﬁeld [4]. At t > 0 the region occupied by
the ﬁeld expands following color sources at the baryonic slabs. In the other
words the ﬁeld is nonzero only in the region constrained by the instantaneous
slab positions, zt(t) < z < zp(t). At later time the ﬁeld decays gradually into
quark and gluon pairs. For our further discussion we use the light-cone
variables τ, η. We incorporate approximate boost invariance of the ﬁeld
conﬁgurations by assuming that the ﬁeld energy density is a function of the
proper time only ǫf(τ). This means that we disregard the ﬁnite size and edge
eﬀects which have been studied earlier by several authors [49, 52]
Let us consider several examples. In the FTM [1, 3, 4] the ﬁeld decay is
caused by the quark and gluon pair creation via the Schwinger mechanism
[47]. Quite generally the evolution equation for the ﬁeld energy density can
be written as [4]
dǫf
dτ
= −
 
κ(2ǫf)
5 4 + 2σcǫf
 
  (2.26)
where the ﬁrst term comes from the pair creation and the second one accounts
for the Ohmic heating of produced partons. In Ref. [3] the constant κ was
estimated in the Abelian approximation for massless partons,
κ =
(4παs)5 4ζ(5 2)
16π3
 
νB + (1 − 2
−3 2)νF
 
  (2.27)40 CHAPTER 2. GENERAL FORMALISM
where νB(F) is the degeneracy factor for bosons (fermions) and αs is the
strong ﬁne-structure constant. Corresponding degeneracy factors for quarks
and gluons are
νF = νq = 2NcNf  νB = νg = 2(N
2
c − 1) (2.28)
where Nc = 3 is the number of colors, and Nf is the number of quark ﬂavors.
In the numerical simulations we take Nf = 2 5 to take into account a non-
zero mass of strange quarks. Expressions for the color conductivity σc can
be found in Refs. [4]. At σc = 0 Eq. (2.26) has a simple analytical solution
[4]:
ǫf(τ) = ǫ0
 
1 +
τ
τd
 −4
  (2.29)
where τd = 2 
 
κ(2ǫ0)1 4 
is a characteristic decay time and ǫ0 is the initial
ﬁeld energy density. A somewhat diﬀerent decay law of chromoﬁeld, 1 −
(τ τd)3, was suggested in Ref. [5].
In the CGC model, Refs. [2, 6], the gluon ﬁeld evolution is governed
by nonlinear equations derived from the QCD. Without going into details
we point out only that according to this model the chromoﬁeld has not only
transverse but also longitudinal component. Moreover, the longitudinal ﬁelds
dominate at the early times. This follows from results of Ref. [6] which were
derived for low density limit in the covariant gauge
x
+A
− + x
−A
+ = 0 (2.30)
In thi gauge light-cone vector potentials of the chromoﬁeld are expressed as
A
± = ±x
±α(τ x⊥) (2.31)
where x± = (t ± z) 
√
2 are the light-cone coordinates and function α(τ x⊥)
is perturbative solution of classical Yang-Mills equation, where color charge
density serves as expansion parameter. As shown in the same paper, its
Fourier transform over transverse coordinates is given by the Bessel function,
αk(τ) = αk(0)
2
ωkτ
J1(ωkτ)   (2.32)
where ωk =
 
k2
⊥, and k⊥ is the transverse wave vector. A longitudinal ﬁeld
conﬁguration of this type was used recently in Ref. [119] as external potential
for the pair production problem in (1+1)-dimensional Dirac equation. Using
standard deﬁnitions, one can get the longitudinal ﬁeld strength for mode k⊥
as
E (τ k⊥) = 2αk + τ
dαk
dτ
= αk(0)J0(ωkτ)   (2.33)2.5. CREATION OF PARTONIC PLASMA 41
Accordingly, the ﬁeld energy density can be expressed as
ǫf(τ) =
1
2
E
2
  = ǫf(τ0)J
2
0(ωkτ)   (2.34)
This solution describes damped oscillations with the characteristic period
∼ 1 ωk. Asymptotically the amplitude of oscillations decreases as 1 τ. In
our estimates below we take ωk = k⊥ ≈ Qs, where Qs is a saturation scale,
Ref. [6, 27]. Since the ﬁeld regeneration is physically unrealistic we shall
cut evolution on the ﬁrst zero of Bessel function at τ = 2 4 Qs = 0 4 fm for
Qs = 1 2 GeV.
Besides of these two cases of the ﬁeld decay we will also consider an
exponential decay
ǫf(τ) = ǫf(τ0)e
−Γτ  (2.35)
which follows from Eq. (2.26), when Ohmic heating term is dominating. In
this case Γ = 2σc, and we take Γ ≈ 2 5 fm in the numerical calculations.
2.5 Creation of partonic plasma
Decay of the chromoﬁeld results in the production of quarks and gluons that
eventually leads to the formation of thermalized quark-gluon plasma. We are
not going to study here all aspects of the thermalization process. Instead,
we adopt a simple picture which is often used for describing the reheating
process in cosmological inﬂation models (see e.g. [120]). Namely, we assume
that the energy and momentum of the classical ﬁeld are transferred into
the equilibrated partonic plasma. In Ref. [95] this process was assumed to
happen at a ﬁxed proper time τ = const. Then the energy and momentum
conservation equations take a simple form,
T
 ν
partdΣν = T
 ν
ﬁelddΣν  (2.36)
where hypersurface separating the region of ﬁeld and the region of plasma is
parameterized as
dΣ  = d
2s(dz 0 0 −dt) (2.37)
Using Eqs.(2.11) and (2.12) we can rewrite these equations explicitly as
 
(ǫ + p)γ
2 − p
 
dz −
 
(ǫ + p)γ
2v
 
dt = (ǫf + B)dz   (2.38)
 
(ǫ + p)γ
2v
 
dz −
 
(ǫ + p)γ
2v
2 + p
 
dt = (ǫf + B)dt   (2.39)
where dz and dt are taken along the hyperbola τ = const, i.e. tdt−zdz = 0.
One can easily see that these equations require
v(τ0) =
z
t
  ǫ(τ0) = ǫf(τ0)   (2.40)42 CHAPTER 2. GENERAL FORMALISM
which are exactly the Bjorken initial conditions for scaling hydrodynamics
[13], 1.
In a more realistic consideration one should deal with a continuous trans-
formation of chromoﬁeld into plasma. Still, one can derive a simple equation
for the plasma evolution even in this more general case. This is achieved by
using the local energy-momentum conservation equations, ∂νT  ν = 0, which
give generalized hydrodynamical equations. We assume that the chromoﬁeld
energy density and the plasma energy density are functions of the proper
time only, and deﬁned in the ﬁnite interval of η: ηt(τ) ≤ η ≤ ηp(τ). As fol-
lows from Eqs.(2.38),(2.39) in this case produced plasma has a Bjorken-like
velocity ﬁeld, v = z
t, and the hydrodynamical equations reduce to
∂ǫ
∂τ
+
ǫ + p
τ
= −
∂ǫf
∂τ
  (2.41)
This equation contains in the r.h.s. the source term due to the parton pro-
duction from the chromoﬁeld. For given ǫf(τ) Eq. (2.41) has a simple ana-
lytical solution. Taking equation of state for plasma in the form p = c2
sǫ with
constant sound velocity cs, we get
ǫ(τ) = [ǫ(τ0) + ǫf(τ0)]
 τ0
τ
 1+c2
s
− ǫf(τ) +
1 + c2
s
τ1+c2
s
  τ
τ0
ǫf(τ)τ
c2
sdτ   (2.42)
Here the initial condition for ǫ and ǫf is deﬁned at proper time τ0 which in
principle can be moved arbitrarily close to zero. Now one can study dynamics
of the plasma formation from the initial state, where the energy density was
mainly stored in the chromoﬁeld.
To illustrate the general trend, let us consider an exponential ﬁeld de-
cay, ǫf(τ) = ǫf(τ0)exp[−Γ(τ − τ0)], where the decay rate is controlled by
parameter Γ ≈ 2 5 fm. The integral in Eq. (2.42) can be done analytically
for c2
s = 0. This case corresponds to free-steaming partons (p = 0), and is
especially appropriate for the early stages of plasma evolution. Eq. (2.42)
gives in this case
ǫ(τ) = ǫ(τ0)
τ0
τ
+ ǫf(τ0)
  
1 +
1
τ0Γ
 
τ0
τ
−
 
1 +
1
τΓ
 
exp[−Γ(τ − τ0)]
 
 
(2.43)
where ǫ(τ0) is the initial energy density of partons (minijets). It is easy to ﬁnd
that starting from the initial state without partons ǫ(τ0) = 0, at τ0 = 0 01
fm, the plasma energy density reaches its maximum value, ǫmax ≈ 0 3ǫf(τ0),
1In Ref. [95] the terms with dt in the l.h.s. of Eqs.(2.38) and (2.39) were missing that
lead to an erroneous result for ǫf(τ0) as a function of η2.6. EQUATIONS OF MOTION 43
at τmax ≈ 1 79 Γ. A similar behavior was found in Ref. [4] for the power-law
ﬁeld decay deﬁned by Eq. (2.29), where ǫmax is only about 0 2ǫf(τ0). In that
paper the initial ﬁeld energy density was taken for minijet initial state and
evolution was started at τ0 = 0 1 fm. In our calculations we start evolution
at even earlier time τ0 = 0 01 fm and neglect minijets contribution to the
energy density.
A substantial reduction of the plasma energy density as compared with
the initial ﬁeld energy density is the common feature of all realistic calcu-
lations with the continuous plasma production. This important observation
must be taken into account when estimating initial energy density of the
plasma by extrapolating backward the hydrodynamical evolution.
We have considered several functional forms for the time dependence
of the chromoﬁeld, resulting in the diﬀerent plasma production rates and
baryon deceleration patterns. Corresponding results are displayed in Fig.
2.1 for exponential and power law of chromoﬁeld decay as well as for the
CGC and ’cosh-like’ cases; ’cosh-like’ ﬁeld decay with
ǫf(τ) = ǫf(τ0) cosh
4((τ − τ0) τd) (2.44)
was proposed in Ref. [127] to study e+e− pair creation in the pulse of strong
laser ﬁeld (this case can be solved analytically, and was used as a benchmark
for our numerical results). It is seen that the maximum plasma energy density
reaches only 20% of the ǫf(τ0) for the power law (2.29) and 40% for the CGC
(2.34) decay law. Among all considered cases the exponential decay law (Fig.
1a) leads to the longest survival of the chromoﬁeld and slowest production
of the partonic plasma.
2.6 Equations of motion
After the collision at t = 0 the trajectories of the projectile and target slabs,
zp(t) and zt(t), are aﬀected by the energy and momentum losses due to the
generation of classical ﬁelds and production of partons.
First assume that the chromoﬁelds and partonic plasma are conﬁned be-
tween the baryonic slabs. Therefore, the slabs have normal vacuum from
one side and excited QCD matter from the other. Then, the inﬁnitesimal
decrement of the 4-momentum of a slab a, dP  
a , after traversing distance
dz in time dt must be equal to the increment of the energy and momentum
contained in the QCD bubble. The latter quantities can be expressed in
terms of the energy-momentum tensor as dP  
a = T  νdΣν, where dΣν is an
inﬁnitesimal 4-vector orthogonal to the hypersurface constrained by dt dz44 CHAPTER 2. GENERAL FORMALISM
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Figure 2.1: Evolution of the chromoﬁeld(thin solid line) and QGP(thick solid
line) energy density in the units of the initial chromoﬁeld energy densities
ef(τ0) for diﬀerent assumptions concerning chromoﬁeld decay: a) exponential
decay (τd = 0 6 fm); b) power-law decay (τd = 0 6 fm); c) CGC decay
(evolution is cutted at the ﬁrst zero of Besel function τ = 2 41 Qs fm, see
the text); d) ’cosh-like’ chromoﬁeld decay (τd = 0 6 fm).2.6. EQUATIONS OF MOTION 45
and unit transverse area [84]. Assuming that the chromoﬁeld has only longi-
tudinal components, the energy and momentum conservation equations can
be written as
dEa = −
 
T
00dz − T
03dt
 
  (2.45)
dPa = −
 
T
30dz − T
33dt
 
  (2.46)
Eqs.(2.45) and (2.46) describe the classical trajectories of baryonic slabs,
zp(t) and zt(t), with the initial conditions: zp(τ0) = zt(τ0) ≈ 0, yp(τ0) = y0,
yt(τ0) = −y0. Using Eqs.(2.10), (2.11) and (2.12), these equations can be
rewritten in explicit form (for brevity we drop index a),
dE = −
 
A(τ)γ
2 + B(τ)
 
dz +
 
(A(τ)γ
2v
 
dt   (2.47)
dP = −
 
A(τ)γ
2v
 
dz +
 
A(τ)γ
2v
2 − B(τ)
 
dt   (2.48)
where we have simpliﬁed the notations as
A(τ) = ǫ + p   B(τ) = ǫvac + ǫf − p   (2.49)
It is worth noticing that A(τ) is in fact the plasma enthalpy density, and B(τ)
is the total longitudinal pressure taken with negative sign. Let us rewrite the
instantaneous slab velocity V and the local parton velocity v as
V ≡
dz
dt
= tanhY   v =
z
t
= tanhη   (2.50)
Then one can derive simple kinematic relations, valid on the slab trajectories,
dt
dτ
=
coshY
cosh(Y − η)
 
dz
dτ
=
sinhY
cosh(Y − η)
  τ
dη
dτ
= tanh(Y − η)   (2.51)
Now we can combine Eqs. (2.47), (2.48), and (2.51) to the following two
equations
 
dE
dτ
 2
−
 
dP
dτ
 2
=
 
dM
dτ
 2
− M
2
 
dY
dτ
 2
= [A(τ) + B(τ)]
2 tanh
2 (Y − η) − B
2(τ)   (2.52)
E
 
dE
dτ
 
− P
 
dP
dτ
 
= M
 
dM
dτ
 
= −A(τ)M sinh(Y − η)   (2.53)46 CHAPTER 2. GENERAL FORMALISM
After combining Eqs.(2.52), (2.53) and (2.51) one has
M
τ
dY
dη
= A(τ)sinh(Y − η) −
B(τ)
sinh(Y − η)
  (2.54)
After some additional algebra we obtain two coupled equations governing the
motion of the baryonic slab
d ˜ P
dτ
= −B(τ) −
˜ P
τ
  (2.55)
dM2
dτ
= −2A(τ) ˜ P   (2.56)
where ˜ P = M sinh(Y − η) is the slab momentum in the local frame mov-
ing with the slab pseudorapidity η. It is interesting that the plasma en-
thalpy density A(τ) has dropped out from equation (2.55). In the other
words, the slab acceleration is determined entirely by the pressure diﬀerence
B(τ) = ǫvac + ǫf − p from inside and outside the QCD bubble. Obviously,
the slab will decelerate only if B(τ) > 0, i.e. when the ﬁeld and vacuum
pressure dominates over the counter pressure of the plasma. Such situation
is expected at early stages of the reaction when partonic plasma is in the free-
streaming regime (p ≈ 0). At later stages, when the ﬁeld decays and plasma
pressure builds up, the slab may re-accelerate again. The origin of this eﬀect
is very simple: when deriving equations (2.55) and (2.56) we have implicitly
assumed that the plasma particles, whose trajectories are intercepted by the
slab trajectory, are absorbed by the slab. This explains also the increase of
the slab mass, as predicted by Eq. (2.55) at A(τ) > 0 and Y < η.
Eq. (2.55) has an obvious solution
˜ P(τ) = ˜ P0
τ0
τ
−
1
τ
  τ
τ0
B(τ
′)τ
′dτ
′   (2.57)
where the initial condition ˜ P(τ0) = ˜ P0 is imposed. In the case of free motion
(B(τ) = 0) the ﬁrst term in this equation describes gradual alignment of the
initial velocity
V0 = tanhY0 along the ray z
t = V0 or lim
τ→∞
η(τ) = Y0. From Eq. (2.56) one
obtains expression for the eﬀective slab mass squared
M
2(τ) = M
2(τ0) − 2
  τ
τ0
A(τ
′) ˜ P(τ
′)dτ
′   (2.58)
where M(τ0) ≡ M0 is the initial slab mass, which was generated due to hard
gluon exchange at early times, τ ∼ 0.2.7. SOME INTERESTING EXAMPLES 47
One can use the same equations to study another extreme situation, when
the slabs are transparent for the partonic plasma produced at the early stages.
If the plasma expands to the regions beyond the slabs, its pressure from
inside and outside is equal, and one can simply drop it out from the energy-
momentum conservation equations (2.47),(2.48). This equivalent to redeﬁne
the functions in Eq. (2.49) as
A(τ) = 0   B(τ) = ǫf(τ) (2.59)
In other words the slabs motion is only aﬀected by the residual chromoﬁeld.
This case is considered below in order to understand the role of plasma back
reaction (see Sect. VIIIB).
Despite of their simple form Eqs.(2.55),(2.56) reﬂect important physics of
ultrarelativistic nuclear collisions. Namely they allow to study the inﬂuence
of a chromoﬁeld decay scenario and plasma back reaction on the baryon
stopping. Integration of Eq. (2.55) was carried out by the routine based on
a Chebyshev interpolation algorithm [116]. For the number of interpolation
nodes N = 40 the 5% accuracy was achieved as follows from the comparison
with analytical results for a constant ﬁeld, Eq. (2.63).
2.7 Some interesting examples
In this section we shall present analytical and numerical results for several
physically interesting cases.
2.7.1 Vacuum cleaner
Let us ﬁrst discuss a simplest case when the region between the slabs is rep-
resented by the perturbative QCD vacuum characterized by the bag constant
B. This is of course a non-realistic situation when no chromoﬁeld or par-
tonic plasma is produced as the result of binary slab collisions. The baryonic
slabs work in this case as a vacuum cleaner removing all nonperturbative
condensates from the region between them and forcing transition into a false
vacuum state. As follows from Eq. (2.56) at A(τ) = 0, the slab mass remains
constant, M(τ) = M(τ0) = M0. Then the deceleration equation (2.57) has a
very simple solution
˜ P(τ) = ˜ P0
τ0
τ
−
B
2τ
 
τ
2 − τ
2
0
 
  (2.60)
Taking τ0 = 0 we get
sinh(Y − η) = −
 
Bτ
2M0
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On the other hand, from Eq. (2.54) with A = 0 and B(τ) = B = const one
ﬁnds that
dY
τdη
= −
B
M0 sinh(Y − η)
=
2
τ
  (2.62)
With initial condition η(τ0) = Y0 this leads to the relation η = (Y + Y0) 2.
Finally we obtain the slab trajectory
η(τ) = Y0 − Arcsinh
 
Bτ
2M0
 
  (2.63)
In a similar context this solution was earlier discussed in Ref. [121]. If
the vacuum bubble would exist forever, Eq. (2.63) would predict a ”yo-yo”
type motion for slab pairs [124]. In particular, the slabs will go through
the turning point (Y = 0) at τ1 = 2M0 sinh(Y0 2) B or t1 = M0 sinhY0 B.
Later on they collide again at η = 0 and t = 2t1 and so on. Parametrically,
the period of oscillations is long, because it is proportional to sinhY0, where
Y0 is the initial beam rapidity. In reality the vacuum bubble will decay in a
much shorter time.
2.7.2 Stringy state
Now we consider multi-string conﬁgurations where only the longitudinal chro-
moelectric ﬁelds are present. This case represents the earliest stages of the
deceleration process when the ﬁelds are strong and almost no partonic plasma
is present. Since in this case A(τ) = 0, the slab mass remains constant,
M = M0, irrespective of time-dependence of the ﬁeld. Possible scenarios of
the ﬁeld evolution were described in Sect. IIC.
Let us represent the ﬁeld energy density as ǫf(τ) = ǫf(τ0)f(x), where
ǫf(τ0) is its initial value parameterized in Eq. (2.25), and f(x) is an arbitrary
(decreasing) function of the dimensionless variable x = τ τd with τd being a
characteristic decay time. Obviously, f(x0) = 1, where x0 =
τ0
τd. Introducing
the dimensionless parameter
α = ǫf(τ0)τd M0  (2.64)
we can rewrite Eq. (2.57) with ˜ P0 = 0 as
sinh(Y − η) = −αF(x)   F(x) ≡
1
x
  x
x0
f(x
′)x
′dx
′   (2.65)
From Eq. (2.54) we get
dY
dη
= −α
xf(x)
sinh(Y − η)
=
xf(x)
F(x)
  (2.66)2.7. SOME INTERESTING EXAMPLES 49
After diﬀerentiating Eq. (2.65) by x and eliminating dY dη by Eq. (2.66)
we get an explicit expression for the slab pseudorapidity
η(x) = η(x0) −
  x
x0
αF(x′)
 
(αF(x′))
2 + 1
dx′
x′   (2.67)
Now calculations can be easily done for any speciﬁc f(x). For instance, the
choice f(x) = 1 corresponds to the time-independent chromoﬁeld, ǫf(τ) =
ǫf(τ0), which is formally equivalent to the false vacuum case considered in the
previous subsection. In this case F(x) = x 2 (for x0 = 0) and, apart of nota-
tions, Eq. (2.67) gives the same result as Eq. (2.63). Numerical calculations
of slab rapidities Ya(τ) and slab trajectories za(τ) corresponding to this case
are displayed in Fig. 2.2. At each intersection of slab trajectories, constant
chromoﬁeld changes sign, and initial conditions are recalculated. Each in-
stant of collision of two slabs corresponds to their maximum rapidities. This
can be easily seen in behavior of trajectories and rapidities of two identical
slabs (Fig. 2.2a,b). In this case laboratory time coincides with the proper
time, t1 = τ1. In an asymmetric collisions (Figs. 2.2c,d) energy loss of the
smaller projectile slab is larger than energy loss of the target slab. After sec-
ond collision the projectile slab reaccelerates again and gains kinetic energy
larger than the initial one. Deceleration and reaccelaration of target slab is
smaller due to its larger mass. This periodic motion states a challenge for the
numerical simulations. Suﬃcient accuracy to ﬁnd initial conditions at each
intersection point was achieved only by increasing the number of nodes in
Chebyshev interpolation from 40 to 60. It is seen that constant chromoﬁeld
leads to the ”yo-yo” type motion of baryonic slabs with the period strongly
dependent on the initial slab rapidity and the chromoﬁeld energy density.
This is in direct analogy with the Lund model for e+e− annihilation [45] and
other string based models. The principle diﬀerence of our approach is that
we describe the coherent action of many string-like conﬁgurations (2.17).
Let us consider now several more realistic time-dependent ﬁelds as dis-
cussed in Sect. V:
1. The ﬁeld evolution motivated by the Schwinger mechanism, Eq. (2.29),
is described by f(x) = (1 + x)
−4, that gives
F(x) =
1
x
  x
0
x′dx′
(1 + x′)4 =
x(3 + x)
6(1 + x)3   (2.68)
2. The exponential decay, f(x) = e−γx with γ = Γτd = 1, corresponds to
F(x) =
1
x
  x
0
e
−x′
x
′dx
′ =
1
x
(1 − e
−x)   (2.69)50 CHAPTER 2. GENERAL FORMALISM
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Figure 2.2: Projectile and target slab trajectories on t−z plane (left panels),
and projectile(upper curves) and target(lower curves) slab rapidities as func-
tions of proper time (right panels) calculated for constant chromoﬁeld. Dif-
ferent pairs of curves correspond to various parameters e0 displayed in the ﬁg-
ure. Results are shown for two cases: a),b) equal slabs with Np = Nt = 2 58
representing a central Au+Au collision, and c),d)Np = 1 01 Nt = 5 56 rep-
resenting peripheral collision.2.7. SOME INTERESTING EXAMPLES 51
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Figure 2.3: Projectile(right curves) and target(left curves) slab trajectories
on z − τ plane calculated for the exponential chromoﬁeld decay with τd =
0 4 fm. Diﬀerent pairs of curves correspond to the diﬀerent parameters
ǫ0 displayed in the ﬁgure. Results are shown for two cases: a),b) equal
slabs with Np = Nt = 5 8 representing a central Au+Au collision, and c),d)
Np = 2 0 Nt = 8 8 representing a central d+Au collision. Left and right
panels show the calculations with and without the back reaction of produced
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Figure 2.4: The same as Fig. 2.6 but for the power-law chromoﬁeld decay.2.7. SOME INTERESTING EXAMPLES 53
0
2
4
6
8
10
-200 -150 -100 -50 0 50 100 150 200
 e
0
=1.0 GeV/fm
3
 e
0
=2.0 GeV/fm
3
 e
0
=3.0 GeV/fm
3
 
 
(
f
m
)
a)
0
2
4
6
8
10
-60 -40 -20 0 20 40 60
 
 
b)
  
0
2
4
6
8
10
-300 -200 -100 0 100
z(fm)
 
c)
0
2
4
6
8
10
-250 -200 -150 -100 -50 0 50
 
 
d)
Figure 2.5: The same as Fig. 2.6 but for the CGC decay law of chromoﬁeld
decay, Eq. (2.34), with Qs = 1 2 GeV.54 CHAPTER 2. GENERAL FORMALISM
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Figure 2.6: Projectile(upper curves) and target(lower curves) slab rapidities
as functions of proper time calculated for the exponential law of chromoﬁeld
decay with τd = 0 6 fm. Diﬀerent pairs of curves correspond to diﬀerent
parameters ǫ0 displayed in the ﬁgure. Results are shown for two cases: a),b)
equal slabs with Np = Nt = 5 8 representing a central Au+Au collision, and
c),d) Np = 2 0 Nt = 8 8 representing a central d+Au collision. Left and right
panels show the calculations with and without the back reaction of produced
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Figure 2.7: The same as Fig. 2.6 but for the power-law of chromoﬁeld decay
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Figure 2.8: The same as Fig. 2.6 but for the CGC decay law of chromoﬁeld
decay, Eq. (2.34) with τd = 0 4 fm.2.7. SOME INTERESTING EXAMPLES 57
3. The CGC motivated decay, which leads to sharp disappearance of the
ﬁeld at τd ≈ 2 4 Qs, i.e. to F(x) = const at x > 1.
In Figs. 2.3-2.5 we show the slab trajectories za(τ) as a function of proper
time. It is instructive to compare them with trajectories calculated for the
constant ﬁeld (Fig. 2.2). Due to the fast decay of the chromoﬁeld we do not
observe generally any traces of the yo-yo motion. Peripheral collisions with
large ǫf(τ0) and without taking into account plasma back reaction gives the
largest deceleration of projectile slab (Fig. 2.6d). The increasing of impact
parameter and ǫ0 will eventually lead to reversal of the slab trajectories and
their further collisions. The back reaction of the plasma generates strong
push to the slabs. For comparison the distance between colliding slabs with
equal baryon number (Np = Nt = 5 74) corresponding to the proper time
τ = 1 91 fm for the case with plasma back reaction, is ∆z = 64 54 fm,
and for the case when plasma back reaction was not taken into account, is
∆z = 25 35 fm, if ǫf(τ0) parameter ǫ0 = 1 GeV fm
3 was chosen, and power
of chromoﬁeld decay was considered. Numerical results for evolution of the
collective slab rapidities are presented in Figs. 2.6-2.8. Calculations were
performed for the values of parameter ǫ0 ranging from 0 2 GeV fm
3 to 1 0
GeV fm
3 and two values of impact parameter. By comparing left and rights
panels one can see in this ﬁgures that the slab dynamics is strongly aﬀected
by the plasma back reaction. Namely, the plasma back reaction leads to
rapid saturation of the baryon rapidity loss with increasing ǫf(τ0). It is seen
also that the rapidity lost by the smaller slab is signiﬁcantly larger then the
bigger one. This is of course a direct consequence of Newton’s law that the
equal forces cause larger deceleration for less massive body.
In Fig. 2.9 projectile rapidity loss is displayed as a function of beam
rapidity calculated in the wide interval from RHIC to LHC energies at the
diﬀerent parameters ǫ0. It is seen that strong counter pressure of plasma
on slabs leads to slight violation from the linear grows of baryon energy loss
with increasing the ǫ0.
In Fig. 2.10 we show the evolution of the projectile slab energy loss
∆εp(τ) per baryon, deﬁned as
∆Ep(τ) = (M0 coshY0 − Mp(τ)coshYp(τ)) Np  (2.70)
where M0 is the initial slab mass and Mp(τ) is the projectile slab mass
calculated by formula (2.58), Np is the baryon number of projectile slab. The
additional slab transverse mass Mp(τ) is generated entirely due to interaction
with produced plasma. To demonstrate the strength of this interaction, in
Fig. 2.11 we show the evolution of the baryon transverse momentum. The
maximal value of baryon transverse momentum for central collisions is quite58 CHAPTER 2. GENERAL FORMALISM
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Figure 2.9: Projectile slab rapidity loss as a function of initial beam rapidity
calculated for the power-law of chromoﬁeld decay. Diﬀerent curves corre-
spond to the diﬀerent values of parameter ǫ0 displayed in the ﬁgures. Color
charge is assumed ﬁxed. Results are shown for the two cases: a),b) equal
slabs with Np = Nt = 5 75 representing a central Au+Au collision, and c),d)
Np = 2 01 Nt = 7 65 representing central d+Au collision. Left and right
panels show the calculations with and without the back reaction of produced
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Figure 2.10: Evolution of the baryon energy loss from projectile nucleus cal-
culated for power-law chromoﬁeld decay with τd = 0 6fm. Diﬀerent curves
correspond to the diﬀerent values of parameter ǫ0 displayed in the ﬁgures.
Results are shown for the two cases: a),b) equal slabs with Np = Nt = 5 75
representing a central Au+Au collision, and c),d) Np = 2 01 Nt = 7 65 rep-
resenting central d+Au collision. Left and right panels show the calculations
with and without the back reaction of produced plasma, respectively.60 CHAPTER 2. GENERAL FORMALISM
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Figure 2.11: Evolution of the baryon transverse momentum calculated for
power law of chromoﬁeld decay at diﬀerent parameters ǫ0 indicated in the
ﬁgure. Results are shown for two cases: a) Np = 2 01 Nt = 7 65 representing
central d+Au collisions, and b) Np = Nt = 5 75 representing central Au+Au
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large:  p⊥  = 3 5 GeV. In our model we can only allow the ﬁnal  p⊥  value,
which agree with the observed ones,  p⊥  ≈ 1 GeV, [93]. To obtain such low
value of baryon transverse momentum one has to take into account partial
transparency of slabs with respect to the produced plasma. This can be
implemented by assuming that plasma is created not uniformly on the whole
hypersurface τ = const, but only on the part of it which suﬃciently far from
the ends (edge eﬀect). Thus, in a more realistic calculation, dependence
of the plasma energy density on pseudorapidity should be explicitly taken
into account. When the plasma back reaction is disregarded, the slab mass
remains constant in the course of evolution. Therefore, we should assume
that the observed value of the baryon transverse momentum was generated
already at very early stage of the collisions, i.e. at τ ∼ τ0. Then the initial
slab rapidities should also be shifted from y0 to y0 = Arcosh
√
s
2m⊥. From
Fig. 2.10 one can see that the 70% energy loss observed by the BRAHMS
collaboration for central Au + Au collisions at
√
s = 200 AGeV can be
explained by the action of the chromoﬁeld with the energy density of about
20 GeV fm
3 (ǫ0 ≃ 0 5 GeV fm
3).
2.7.3 Partonic wind
In this subsection we address the question, how the baryon slab trajecto-
ries are aﬀected by the collective partonic ﬂux from the central region. The
calculations can be done analytically for a step-like evolution of the chro-
moﬁeld, ǫf(τ) = ǫf(τ0)θ(τd−τ). In this case the partonic plasma is produced
at a ﬁxed proper time τ = τd, exactly as postulated in the Bjorken model
[13]. An interesting observation for this case is that predictions can be made
without knowledge of equation of state. According to Eqs.(2.42) and (2.49),
the pressure, energy density and enthalpy density of partonic plasma at later
times (τ > τd) evolve as
p(τ) = c
2
sǫ(τ) = c
2
sǫf(τ0)
 τd
τ
 1+c2
s
  A(τ) = (1 + c
2
s)ǫf(τ0)
 τd
τ
 1+c2
s
(2.71)
where c2
s is the constant sound velocity. From Eq. (2.57) we ﬁnd that due to
the action of the chromoﬁeld at τ < τd the slab momentum decreases on the
value ˜ P(τd)− ˜ P(0) = −ǫf(τ0)τd 2. The additional momentum change due to
the partonic wind at τ > τd is found from Eq. (2.57) with B(τ) = −p(τ):
˜ P(τ) − ˜ P(τd) = −
ǫ0τ2
d
2τ
− ǫ0τd
 
c2
s
1 − c2
s
   τd
τ
 c2
s
−
 τd
τ
  
  (2.72)
According to Eq. (2.58) with A(τ) from Eq. (2.71), the additional slab62 CHAPTER 2. GENERAL FORMALISM
mass squared due to plasma absorption is given by
M
2(τ) − M
2(τ0) = −
ǫ2
0τ2
d
1 − c2
s
 
1 − 3c2
s
x1+c2
s +
1 + c2
s
x2c2
s + 2(c
2
s − 1)
  
   
 
τ
τd
1
  (2.73)
where x = τ
τd is a new variable. Asymptotically at τ → ∞ dependence on
the sound velocity in the relative mass squared increment drops out
M2 − M2
0
M2
0
= 2α
2 (2.74)
Parameter α was introduced in Eq. (2.64). Let us take ǫ0 = 1 0 GeV fm
3,
which according to Eq. (2.25) corresponds to average energy density for
central Au + Au collisions ǫf(τ0) = 30 65 GeV fm
3. The initial mass per
unit area of the central slab is M(τ0) = 2 89 1 fm
3. Characteristic time of
chromoﬁeld decay was chosen as τd = 0 6 fm. For this values parameter α is
estimated as α = 6. This eventually leads to the increasing of the slab mass
in ∼ 8 5 times, which is obviously unrealistic.
2.8 Net-baryon rapidity spectra
In this section we study the net-baryon rapidity distributions under diﬀer-
ent hypotheses concerning the chromoﬁeld decay and plasma back reaction.
Our basic assumption is, that the baryon-rich matetr of slabs consists of
nearly massless quarks, antiquarks and also gluons. For simplicity we also as-
sume that that the kinetic equilibrium is established within individual slabs.
The Parton Cascade Model(PCM) simulations for RHIC energies indicate
that the momentum distributions of produced gluons become isotropic and
Boltzmann-like at proper times of about 1−2 fm [56]. On the other hand, sim-
ulations within the QGSM give similar times for achieving isentropic regime
even at lower energies of SPS for Pb+Pb collisions [37, 82].
A simple analytival expression for the net-baryon rapidity density can
be obtained within thermal model by applying the Cooper-Frye prescription
[84]:
dNB− ¯ B
dy
=
 
a=p t
 
Σ
p
 dΣ Sa(τ η)
 
d
2p⊥Fa  (2.75)
where Σ is a 4−dimensional hypersurface on which the distribution of parti-
cles is calculated. The function Sa(τ η) describes the distribution of emitting
sources in τ η space. The baryon momentum distribution function in slab a2.8. NET-BARYON RAPIDITY SPECTRA 63
is taken in the standard form
Fa =
νq
3(2π)3
 
1
exp(
(pµuµ)a− a
Ta ) + 1
−
1
exp(
(pµuµ)a+ a
Ta ) + 1
 
fa(τ η)  (2.76)
where νq is the quark (antiquark) degeneracy factor given in Eq. (2.28). It
is easy to see that (p u )a = m⊥ cosh(y − Ya) is the quark energy in the
laboratory frame, where
u
 
a = (coshYa 0 sinhYa) (2.77)
is the collective velocity of slab a = p t, and
p
  = m⊥(coshy 0 sinhy) (2.78)
is the quark 4-momentum. For the case of massless quarks (m⊥ = p⊥) the
p⊥ integration in Eq. (2.75) can be done analytically,
 
p⊥d
2p⊥Fa =
nB
2cosh
3(y − Ya)
(2.79)
where the net-baryon number density carried by quarks is
nB =
νq
18π2( 
3 + π
2T
2 ) (2.80)
We used a standard parameterization of the hypersurface Σ in terms of
τ and η coordinates such that
p
 dΣ  = m⊥[dητ cosh(y − η) − dτ sinh(y − η)]d
2s (2.81)
Since we neglect the slab expansion the functional form of the source function
Sa(τ η) is only constrained by the slab trajectories z = za(τ) or η = ηa(τ),
i.e.
Sa(τ η) = Caδ(η − ηa(τ)) (2.82)
Factor Ca is found from the normalization condition
 
dy
dN
dy
= Npart(b) (2.83)
where Npart(b) is the number of participants given by Eq. (2.3). For each
individual slab in the nucleus a it takes the following form
Ca =
Na(b s)
nBτ cosh(Ya(τ) − ηa(τ))
(2.84)64 CHAPTER 2. GENERAL FORMALISM
Since we shall perform all further calculations at some ﬁxed proper time,
τ = const, contribution of the second term in Eq. (2.81) vanishes. The
integration on η for the given form of Sa(τ η) is trivial:
dNB− ¯ B
dy
=
 
d
2s
 
a=p t
˜ Na cosh(y − ηa(τ))
2cosh
3(y − Ya(τ))cosh(Ya(τ) − ηa(τ))
  (2.85)
In accordance with Eq. (2.57), lim
τ→∞
(Ya(τ) − ηa(τ)) = 0. Therefore, at times
τ ≫ τd the net-baryon rapidity distribution is expressed as:
dNB− ¯ B
dy
=
 
d
2s
 
a=p t
˜ Na(b s)
2cosh
2(y − Ya(τ))
  (2.86)
In the case, when color charge is treated as a random variable, net-baryon
rapidity density should be averaged over the random color ﬁeld distribution
given by Eq. (2.22),
 
dNB− ¯ B
dy
 
=
 
dNB− ¯ B(F)
dy
w(F)dF (2.87)
The net-baryon rapidity spectra calculated for diﬀerent centralities and var-
ious chromoﬁeld decay patterns are shown in the Figs. 2.12-2.14. Averaging
over impact parameters was performed within the Glauber model, according
to the number of participants Eq. (2.3), in diﬀerent centrality bins. Left
and right panels present results with and without the back reaction of the
partonic plasma. One can clearly see that the plasma back reaction is too
strong, so that net-baryons are sweeped from the central rapidity region.
When plasma back reaction is disregarded, the mid-rapidity region can be
ﬁlled easily by proper choice of parameter ǫ0, introduced in Eq. (2.25).
Comparison of two cases, when the color charge is treated as ﬁxed or
random quantity, shows that the ﬁeld ﬂuctuations contribute to ﬁlling the
mid-rapidity region. However, as one can see from Table 2.1, this eﬀect
is rather small, and it is not suﬃcient to reproduce a rather ﬂat shape of
net-baryon rapidity distributions at (|y| . 2). The increase of net-baryon
content at mid-rapidities is explained by the fact that the color ﬁeld dis-
tribution (2.22) has a long tail at large ﬁelds, but their contributions are
strongly suppressed by the exponential weight. This improvement of the
model is still not enough to ﬁt the data simultaneously at mid-rapidity and
in fragmentation regions by varying only one parameter ǫ0. The mid-rapidity
region is better described by larger values of ǫ0, but the fragmentation region,
by smaller ǫ0.2.8. NET-BARYON RAPIDITY SPECTRA 65
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Figure 2.12: Net-baryon rapidity distributions for Au+Au collisions at √
sNN = 200 AGeV calculated for diﬀerent centralities and diﬀerent pa-
rameters ǫ0 of ǫf(τ0), which are displayed in the ﬁgure. Exponential law of
chromoﬁeld decay was chosen. Calculations with back reaction of produced
partonic plasma on slab dynamics are displayed in the panels a),c), and with-
out back reaction in the panels b),d). Fluctuations of the chromoﬁeld are
taken into account by averaging of results over the gamma-distribution of
chromoﬁeld energy density (2.22). Calculations were stopped at τ = 10 fm.66 CHAPTER 2. GENERAL FORMALISM
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Figure 2.13: The same as Fig. 2.12 but for power-law of chromoﬁeld decay.2.8. NET-BARYON RAPIDITY SPECTRA 67
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Figure 2.14: The same as Fig. 2.12 but for the CGC-law of chromoﬁeld
decay.68 CHAPTER 2. GENERAL FORMALISM
y
dN
fix
B− ¯ B
dy
dN
fluc
B− ¯ B
dy
2.77 69.6 64.7
2.17 59.26 53.28
1.56 30.85 30.29
0.94 11.42 12.64
0.31 4.42 5.25
Table 2.1: Comparative table for net-baryon spectra calculated for power law
of chromoﬁeld decay in the central rapidity region with
dN
fluc
B− ¯ B
dy and without
dN
fix
B− ¯ B
dy taking into account color charge ﬂuctuations. Corresponding initial
chromoﬁeld ﬁeld energy density is ǫf(τ0) = 48 GeV fm
3
For example, calculations for exponential chromoﬁeld decay (Fig. 2.12)
give even lower values of ǫf(τ0), 32 GeV fm
3 and 8 GeV fm
3 for mid-rapidity
and fragmentation region respectively. Results for power law (Fig. 2.13) are
between this two cases: 50 GeV fm
3 and 17 GeV fm
3 respectively. Within
the CGC model we need ǫf ≈ 78 GeV fm
3 to better describe the mid-rapidity
region, while ǫf ≈ 16 GeV fm
3 to better describe the fragmentation region
(see Fig. 2.14). Calculations within the MV model give ǫf(τ0) values in-
termediate between fragmentation and mid-rapidity regions ǫf(τ0) = 37 87
GeV fm
3. In this estimate we have used Q2
s ≈ 1 44 GeV
2 used in Ref. [27]
for the RHIC energy, and explicit expression,
 
2 = g
2
s(Q
2
s)Na
 
Nc +
1
2
 
(2.88)
obtained in Ref. [32]. By applying χ2-criterion we conclude that the power-
law of chromoﬁeld decay is the best of three to ﬁt the experimental data.
These results indicate that the geometrical factor Ncoll in Eq. (2.25) is not
suﬃcient to describe the diﬀerence of chromoﬁelds generated in the mid-
rapidity and fragmentation regions, and because of that one should explicitly
introduce the η- dependence of the chromoﬁeld.
In the rest of this section we present our estimates for the temperature
and baryon density, which can be achieved in the baryonic slabs. They can
be found in the following way. By assuming that baryon-rich plasma is an
ideal gas of massless partons, the energy density can be expressed through
the temperature T and baryon chemical potential   [75],
ε =
π2
15
 
N
2
c − 1 +
7NcNf
4
 
T
4 +
NcNf
2
 
T
2 
2 +
 4
2π2
 
+ B (2.89)2.9. PARTON RAPIDITY SPECTRA 69
Due to smallness of the vacuum energy density B compared to other terms
in Eq. (2 89), it can be safely omitted. Usng the corresponding expression for
the baryon density, Eq. (2.80) we can express the mean energy per baryon,
ǫB = ε
n, as: ǫB = Tf(z), where z =
 
T, and
f(z) =
a1 + a2z2 + a3z4
b1z3 + b2z
  (2.90)
This function is shown in Fig. 2.15. To get an idea about T and   let us con-
sider condition of minimum energy per baryon. At given T this corresponds
to the minimum of f(z), corresponding to zmin = 1 8 and fmin = 15
From the values zmin fmin, and at given energy per baryon ǫB =
M(τ)
Na
obtained from our dynamical calculations, one can ﬁnd the maximum tem-
perature and corresponding chemical potential:
Tmax =
ǫB
fmin
   max = zminTmax (2.91)
Maximal temperature and baryon density in calculations with plasma
back reaction are unrealistically large, while in calculations without plasma
back reaction they are more reasonable: n = 0 59fm
−3, and T = 100 MeV.
This shows that baryonic slabs are composed of very dense and relatively cold
quark-gluon plasma, which is expected to have ﬁrst-order phase transition to
hadronic phase [126].
2.9 Parton rapidity spectra
To calculate the parton rapidity distributions we also use the Cooper-Frye
prescription, Eq. (2.75), discussed in the previous section. Integration on
transverse momentum of Bose-Einstein and Fermi-Dirac distributions is eas-
ily done by changing variable x → p⊥ cosh(y −η) that leads to the standard
integrals
∞  
0
dp⊥p
2
⊥
 
exp
 
p⊥ cosh(y − η)
T
 
∓ 1
 −1
=
T 3ζ(3)
cosh
3(y − η)
×
 
2, gluons
3
2, quarks
(2.92)
The energy density of ideal massless plasma is described by the Stefan-
Boltzmann law
ǫ(τ) = σSBT
4 (2.93)
where σSB = π2
30(νg + 7
4νq). The corresponding entropy is
s(τ) =
ǫ + p
T
= (1 + c
2
s)σSBT
3 (2.94)70 CHAPTER 2. GENERAL FORMALISM
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Figure 2.15: Characteristic function for calculation of temperature and chem-
ical potential of baryon rich matter.2.9. PARTON RAPIDITY SPECTRA 71
According to Eq. (2.81), the convolution p dΣ  has two contributions: 1)
Integration along the slab trajectories as functions of τ; 2) η-integration along
τ = const over space occupied by the baryon-free plasma. Diﬀerent regions in
the η −τ plane, occupied by the partonic plasma are schematically depicted
in Fig. 2.16. The slab trajectories ηt(τ) and ηp(τ) are shown there too. In
the Bjorken scaling expansion plasma particles propagate along trajectories
η = const and therefore can cross the slab trajectories at later times.
If these particles are absorbed by the baryonic slabs, the volume occupied
by plasma is restricted by slab trajectories ηa(τ). In the other extreme,
when plasma back reaction is not considered, produced partons are freely
propagating across the slabs.
Usually parton spectra are calculated at some ﬁxed proper time, corre-
sponding to the freeze-out condition (the second horizontal line in Fig. 2.16).
In this case the second term in Eq. (2.81) vanishes, and we have for the case
when plasma back reaction is taken into account
dN
dy
 
   
 
τ=const
=
ζ(3)
2π2
 
νg +
3
4
νq
  
d
2s
ηp(τ)  
ηt(τ)
dη
T 3τ
cosh
2(y − η)
(2.95)
Since the temperature is a function of τ only (Bjorken’s scaling), it can be
taken out from the integral. Thus we have
dN
dy
 
   
 
τ=const
=
ζ(3)
2π2
 
νg +
3
4
νq
  
d
2sT
3(τ)τ [tanh(ηp(τ) − y) − tanh(ηt(τ) − y)]
(2.96)
Corresponding parton distributions calculated for diﬀerent chromoﬁeld decay
patterns are shown in the left panels of Figs. 2.17-2.19.
In the case of independent plasma and baryonic matter one should take
into account that plasma is also present outside of the region between the
slabs. The region of η integration is now wider: −y0 < η < y0. The diﬀerence
between inside and outside regions is that between the slabs the chromoﬁeld is
present, and due to its decay the entropy (baryon-free plasma) is continuously
produced. Since the slab trajectories are not aﬀected by the plasma, the slab
deceleration eﬀect is stronger. As the result, the region occupied by the
chromoﬁeld is signiﬁcantly smaller than in the case of strong plasma-slab
interaction. The integration in region BC is done exactly as before and
result is given by Eq. (2.96) with slab trajectories calculated accordingly.
Outside the slabs there is no parton production and, therefore, the entropy
is conserved, i.e.
τT
3(τ) = const (2.97)72 CHAPTER 2. GENERAL FORMALISM
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Figure 2.16: Illustrative ﬁgure for the calculations of partonic spectra at
diﬀerent assumptions concerning the back reaction of plasma on baryonic
slabs (see text).
Hence, in regions AB and CD one should include plasma, which was produced
earlier, and then expanded adiabatically after crossing the slab trajectory at
certain proper time, say τ = τ1. So the contribution from AB can be obtained
by taking into account that in point A1 the plasma temperature is
T
3
1(τ) = T
3
1(τ1)
τ1
τ
(2.98)
Results for this case are presented in Fig. 2.17-2.19, right panels.
Following the above consideration one may come to the erroneous con-
clusion that the number of produced partons is larger in the case when the
plasma back reaction is included (larger region occupied by chromoﬁeld).
One should bear in mind, however, that a signiﬁcant fraction of these par-
tons is absorbed by the baryonic slabs. These partons will be emmited by2.9. PARTON RAPIDITY SPECTRA 73
some kind of radiation in the baryon-rich environment at the decay of the
baryonic slabs. This will happen at later stages of evolution which are out
of scope of this work. When interaction of slabs and produced plasma is
absent, all produced partons are freely propagating across the baryonic slabs
and baryonic slabs are less excited. The overall energy diﬀerence between
these two limiting cases is caused by the generation of the slab mass, addi-
tional to the mass gained at the initial stage of collision. This is clearly seen
in Fig. 2.10: In the beginning of evolution, when slab deceleration is only due
to the action of chromoﬁeld, the rapidity loss acheives its maximum value,
but later, with gradual chromoﬁeld decay, the produced plasma is absorbed
by the slabs, and they reaccelerate again. This leads, in turn, to increasing
the slab mass, and regaining of their initially lost kinetic energy. Thus, there
is no contradiction with the fact that kinetic energy lost by net-baryons in
the case without the plasma back reaction is larger than in the case with
plasma back reaction included.
This conclusion is conﬁrmed by calculations of parton spectra displayed
in Fig. 2.17-2.19. It is seen that maximum parton multiplicities at y ∼ 0 are
exactly the same in both cases, as it should be. One can see that reasonable
values of rapidity density, dN
dy ≈ 103 at y ≈ 0 are obtained at ǫ0 ranging from
0 5 GeV fm
3(exponential decay) to 1 5 GeV fm
3 (CGC decay). Generally,
parton rapidity spectra predicted by our model are in good agreement with
other models [27, 129]. Noticeable diﬀerence in the shape of dN
dy appearers
only at large y, where the plasma absorption eﬀect might be important. This
eﬀect makes parton spectra broader, a nontrivial eﬀect, which is not predicted
by any other model. Therefore, the large y regions may contain important
information about the plasma production mechanism.74 CHAPTER 2. GENERAL FORMALISM
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Figure 2.17: Parton rapidity distributions for Au+Au collisions at
√
sNN =
200 AGeV, and diﬀerent centralities calculated for diﬀerent values of param-
eter ǫ0 displayed in the ﬁgure. Exponential law of chromoﬁeld decay was
chosen. Calculations, where back reaction of produced partonic plasma on
slab dynamics was included, are displayed in the panels a),c), and, where it
was not, in the panels b),d). Calculations are stopped at τ = 10 fm.2.9. PARTON RAPIDITY SPECTRA 75
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Figure 2.18: The same as Fig. 2.17 but for power law chromoﬁeld decay.76 CHAPTER 2. GENERAL FORMALISM
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Figure 2.19: The same as Fig. 2.17 but for CGC chromoﬁeld decay.Chapter 3
Summary
This thesis is devoted to the problem of baryon stopping in ultrarelativis-
tic heavy-ion collisions. A new mechanism was proposed to describe net-
baryon stopping phenomena. In this mechanism net-baryons are decelerated
by strong chromoﬁelds, which are developed at the early stages of a heavy-ion
collision.
We have divided the Lorentz contracted nuclei (nuclear sheets) into small
slabs which interact pairwise. The QGP is produced as a result of the chro-
moﬁeld decay. Equations describing slab trajectories as well as time evolution
of their masses and rapidities are derived from explicit energy-momentum
conservation across the slab. The creation and evolution of the plasma was
described by simple equations based on the Bjorken model with phenomeno-
logical source term responsible for chromoﬁeld decay. Stochastic nature of
color charges based on the ideas of CGC was also taken into account. Dif-
ferent scenarios of chromoﬁeld decay were studied numerically. It was shown
that due to the delayed QGP production the maximum of its energy density
reaches only 20%-40% from the initial chromoﬁeld energy density. Baryon-
rich as well as baryon-free components of the QGP are treated as an ideal
ﬂuids. Interaction between these ﬂuids leads to increasing of slab temper-
ature and therefore to increasing transverse momentum of baryons. It has
been found that baryon-rich matter can be only heated up to some limited
value.
Rapidity distributions of net-baryons and produced partons were calcu-
lated for diﬀerent centralities. Averaging on centralities and calculation the
number of participants was done in Glauber model. It has been demon-
strated that taking into account ﬂuctuations of color charges is not suﬃcient
to reproduce the shape of net-baryon rapidity distribution in the midrapid-
ity region by the only value of ﬁtting parameter ǫ0. In accordance with our
analysis midrapidity region has larger initial chromoﬁeld energy density than
7778 CHAPTER 3. SUMMARY
fragmentation region. The further step for improvement of our model is to
take into account rapidity dependence of initial chromoﬁeld energy density.
Calculations have been made for two limit cases: With and without back
reaction of produced plasma. Agreement with BRAHMS data at y ∼ 0 can
be achieved only if we neglect the back reaction of the plasma. This was the
main reason which led us to conclusion that the edge eﬀects in the parton
production are very important, i.e. the density of produced partons should
be strongly reduced in the vicinity of the slabs. The net-baryon rapidity loss
in Au+Au collisions at RHIC energy,  δy  ≈ 2, can be explained by the ac-
tion of the chromoﬁeld with the initial energy density of about 35GeV fm3.
Extrapolation to the LHC energy predicts  δy  ≈ 3 9, and initial ﬁeld energy
density around 95GeV fm3.Bibliography
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