Paralelización de estructuras métricas para búsquedas por similaridad en servidores web by Osiris, Sofía & Uribe Paredes, Roberto
Paralelizacio´n de Estructuras Me´tricas para
Bu´squedas por Similaridad en Servidores Web.*
Osiris Sofia
Universidad Nacional de la Patagonia Austral
R´ıo Gallegos, Argentina
osofia@unpa.edu.ar
and
Roberto Uribe Paredes
Departamento de Ingenier´ıa en Computacio´n
Universidad de Magallanes
Punta Arenas, Chile
ruribe@ona.fi.umag.cl
Resumen
La bu´squeda por similaridad consiste en recu-
perar todos aquellos objetos dentro de una base
de datos que sean parecidos o relevantes a una de-
terminada consulta. Este concepto tiene una am-
plia gama de aplicaciones en a´reas como bases de
datos multimediales, reconocimiento de patrones,
miner´ıa de datos, recuperacio´n de informacio´n,
etc.
La posibilidad de fusionar dos l´ıneas de inves-
tigacio´n independiente, como es, el desarrollo de
estructuras de datos para bu´squedas por similitud
y la necesidad de procesar grandes volu´menes de
datos usando computacio´n paralela, permitira´ la
utilizacio´n de estas nuevas estructuras en aplica-
ciones reales.
El presente art´ıculo describe la l´ınea de investi-
gacio´n conjunta de un grupo de investigadores de
la Universidad de Magallanes y de la Universidad
Nacional de la Patagonia Austral a trave´s del
programa de investigacio´n “Paralelizacio´n de
Estructuras de Datos y Algoritmos para la
Recuperacio´n de Informacio´n”, el cual permi-
tira´ el disen˜o, implementacio´n y evaluacio´n de
estructuras me´tricas paralelas.
Palabras claves: bases de datos, estructuras
de datos, algoritmos, espacios me´tricos, consultas
por similaridad, paralelismo, modelo BSP.
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1. Introduccio´n
1.1. Antecedentes
Uno de los problemas de gran intere´s en cien-
cias de la computacio´n es el de “bu´squeda por
similitud”, es decir, encontrar los elementos de
un conjunto ma´s similares a una muestra. Esta
bu´squeda es necesaria en mu´ltiples aplicaciones,
como ser en reconocimiento de voz e imagen, com-
presio´n de video, gene´tica, miner´ıa de datos, re-
cuperacio´n de informacio´n, etc. En casi todas las
aplicaciones la evaluacio´n de la similaridad entre
dos elementos es cara, por lo que usualmente se
trata como medida del costo de la bu´squeda la
cantidad de similaridades que se evalu´an.
Interesa el caso donde la similaridad describe
un espacio me´trico, es decir, esta´ modelada por
una funcio´n de distancia que respeta la desigual-
dad triangular. En este caso, el problema ma´s
comu´n y dif´ıcil es en aquellos espacios de “alta
dimensio´n” donde el histograma de distancias es
concentrado, es decir, todos los objetos esta´n ma´s
o menos a la misma distancia unos de otros.
El aumento de taman˜o de las bases de datos y la
aparicio´n de nuevos tipos de datos sobre los cua-
les no interesa realizar bu´squedas exactas, crean
la necesidad de plantear nuevas estructuras para
bu´squeda por similaridad o bu´squeda aproxima-
da. Asimismo, se necesita que dichas estructuras
sean dina´micas, es decir, que permitan agregar o
eliminar elementos sin necesidad de crearlas nue-
vamente, as´ı como tambie´n que sean o´ptimas en
la administracio´n de memoria secundaria. La ne-
cesidad de procesar grandes volu´menes de datos
obligan a aumentar la capacidad de procesamien-
to y con ello la paralelizacio´n de los algoritmos y
la distribucio´n de las bases de datos.
1.2. Marco teo´rico
La similaridad se modeliza en muchos casos in-
teresantes a trave´s de un espacio me´trico, y la
bu´squeda de objetos ma´s similares a trave´s de una
bu´squeda por rango o de vecinos ma´s cercanos.
Definicio´n 1 (Espacios Me´tricos): Un espa-
cio me´trico es un conjunto X con una fun-
cio´n de distancia d : X2 → R, tal que
∀x, y, z ∈ X,
1. d(x, y) ≥ 0 and d(x, y) = 0 ssi x = y. (positi-
vidad)
2. d(x, y) = d(y, x). (Simetr´ıa)
3. d(x, y) + d(y, z) ≥ (d(x, z). (Desigualdad
Triangular)
Definicio´n 2 (Consulta por Rango): Sea un
espacio me´trico (X,d), un conjunto de datos
finito Y ⊆ X, una consulta x ∈ X, y un
rango r ∈ R. La consulta de rango alrededor
de x con rango r es el conjunto de puntos
y ∈ Y , tal que d(x, y) ≤ r.
Definicio´n 3 (Los k Vecinos ma´s Cercanos):
Sea un espacio me´trico (X,d), un conjunto
de datos finito Y ⊆ X, una consulta x ∈ X
y un entero k. Los k vecinos ma´s cercanos
a x son un subconjunto A de objetos de Y,
donde la |A| = k y no existe un objeto y ∈ A
tal que d(y,x) sea menor a la distancia de
algu´n objeto de A a x.
El objetivo de los algoritmos de bu´squeda es
minimizar la cantidad de evaluaciones de distan-
cia realizadas para resolver la consulta. Los me´to-
dos para buscar en espacios me´tricos se basan
principalmente en dividir el espacio empleando la
distancia a uno o ma´s objetos seleccionados. El
no trabajar con las caracter´ısticas particulares de
cada aplicacio´n tiene la ventaja de ser ma´s gene-
ral, pues los algoritmos funcionan con cualquier
tipo de objeto [6].
Existen distintas estructuras para buscar en es-
pacios me´tricos, las cuales pueden ocupar funcio-
nes discretas o continuas de distancia. Algunos
son BKTree [4], MetricTree [18], GNAT [2], Vp-
Tree [22], FQTree [1], MTree [7], SAT [14], Slim-
Tree [17], EGNAT [20].
Algunas de las estructuras anteriores basan la
bu´squeda en pivotes y otras en clustering. En el
primer caso se seleccionan pivotes del conjunto
de datos y se precalculan las distancias entre los
elementos y los pivotes. Cuando se realiza una
consulta, se calcula la distancia de la consulta a
los pivotes y se usa la desigualdad triangular para
descartar candidatos.
Los algoritmos basados en clustering dividen el
espacio en a´reas, donde cada a´rea tiene un cen-
tro. Se almacena alguna informacio´n sobre el a´rea
que permita descartar toda el a´rea mediante so´lo
comparar la consulta con su centro. Los algorit-
mos de clustering son los mejores para espacios
de alta dimensio´n, que es el problema ma´s dif´ıcil
en la pra´ctica.
Existen dos criterios para delimitar las a´reas en
las estructuras basadas en clustering, hiperplanos
y radio cobertor (covering radius). El primero di-
vide el espacio en particiones de Voronoi y deter-
mina el hiperplano al cual pertenece la consulta
segu´n a que´ centro corresponde. El criterio de ra-
dio cobertor divide el espacio en esferas que pue-
den intersectarse y una consulta puede pertenecer
a ma´s de una esfera.
Definicio´n 4 (Diagrama de Voronoi):
Conside´rese un conjunto de puntos
{c1, c2, . . . , cn}(centros). Se define el diagra-
ma de Voronoi como la subdivisio´n del plano
en n a´reas, una por cada ci, tal que q ∈ al
a´rea ci s´ı y so´lo s´ı la distancia euclidiana
d(q, ci) < d(q, cj) para cada cj , con j 6= i.
El EGNAT es una estructura basada principal-
mente en el diagrama de Voronoi, aunque igual-
mente usa radio cobertor. Esta´ basada en el
GNAT [2] que es una generalizacio´n del Gene-
ralized Hyperplane Tree (GHT ) [18].
1.3. Modelo de computacio´n paralela
BSP
El modelo BSP de computacio´n paralela fue
propuesto en 1990 con el objetivo de permitir
que el desarrollo de software sea portable y ten-
ga desempen˜o eficiente y escalable [21, 16]. BSP
propone alcanzar este objetivo mediante la es-
tructuracio´n de la computacio´n en una secuen-
cia de pasos llamados supersteps y el empleo de
te´cnicas aleatorias para el ruteo de mensajes en-
tre procesadores. El computador paralelo, inde-
pendiente de su arquitectura, es visto como un
conjunto de pares procesadores-memoria, los cua-
les son conectados mediante una red de comuni-
cacio´n cuya topolog´ıa es transparente al progra-
mador. Los supersteps son delimitados mediante
la sincronizacio´n de procesadores. Los procesado-
res proceden al siguiente superstep una vez que
todos ellos han alcanzado el final del superstep,
los cuales son agrupados en bloques para optimi-
zar la eficiencia de la comunicacio´n. Durante un
superstep, los procesadores trabajan asincro´nica-
mente con datos almacenados en sus memorias
locales. Cualquier mensaje enviado por un pro-
cesador esta´ disponible para procesamiento en el
procesador destino so´lo al comienzo del siguiente
superstep. Dada la estructura particular del mo-
delo de computacio´n, el costo de los programas
BSP puede ser obtenido utilizando te´cnicas simi-
lares a las empleadas en el ana´lisis de algoritmos
secuenciales. En BSP, el costo de cada superstep
esta dado por la suma del costo en computacio´n
(el ma´ximo entre los procesadores), el costo de
sincronizacio´n entre procesadores, y el costo de
comunicacio´n entre procesadores (el ma´ximo en-
viado/recibido entre procesadores).
En el marco del Proyecto de Investigacio´n
Paralelizacio´n de Estructuras de Datos y Algo-
ritmos para la Recuperacio´n de Informacio´n, de
la Universidad Nacional de la Patagonia Austral
se ha abierto una l´ınea de investigacio´n que
da continuidad al desarrollo de servidores web
soportados en clusters de PC a trave´s del modelo
BSP de computacio´n paralela y que tiene como
objetivo estudiar estrategias de implementacio´n
de estructuras me´tricas para bu´squedas por simi-
litud tanto en la paralelizacio´n de los algoritmos
como en la distribucio´n de las estructuras de
datos.
2. Resultados Preliminares
La unificacio´n de experiencias de los equipos de
las distintas Universidades esta´ formalizada en las
distintas publicaciones en las a´reas de Paralelis-
mo ([10, 9, 13, 11, 8]), como en la de implementa-
cio´n y evaluacio´n de estructuras me´tricas ([20, 3]).
Tambie´n se pueden mencionar resultados prelimi-
nares en la paralelizacio´n de estructuras me´tricas
por parte de uno de los equipos ([5, 19, 15, 12]).
Inicialmente el trabajo de los equipos es-
tara´ orientado a dos problemas, la paralelizacio´n
de los algoritmos y a las estrategias utilizadas pa-
ra la distribucio´n de la base de datos sobre el clus-
ter de PCs.
El contexto comu´n para el estudio de las dis-
tintas estrategias de distribucio´n de las bases de
datos y paralelizacio´n de los algoritmos, es que
existe una ma´quina broker que reparte las consul-
tas de forma circular entre todas las ma´quinas.
En cada superstep cada ma´quina toma Q con-
sultas (enviadas desde la ma´quina broker) y hace
el proceso de bu´squeda con dichas consultas, lue-
go recoge todas las consultas provenientes de las
dema´s ma´quinas y realiza el proceso de bu´sque-
da con ellas. Entonces se procede a repartir las
Q consultas (ya procesadas anteriormente) a las
dema´s ma´quinas, y tambie´n se env´ıan los resul-
tados de las consultas a las ma´quinas que corres-
ponda.
Entre las distintas medidas de costo a conside-
rar en los estudios esta´n, los ca´lculos de distancia
y los accesos a disco durante la construccion y
bu´squeda de objetos. A su vez, es relevante man-
tener en forma adecuada el balance de carga sobre
los procesadores como tambie´n un balance en la
distribucio´n de los datos entre los distintos com-
ponentes del cluster. En el ana´lisis secuencial de
las estruturas es de suma importancia mantener
metodos eficientes de almacenamiento de e´stas,
de tal manera de evitar altos costos, tanto de ac-
cesos como de espacio en memoria secundaria.
3. Conclusiones
En este trabajo se ha presentado una de las
l´ıneas de investigacio´n de un grupo conforma-
do por investigadores de la Universidad Nacional
de la Patagonia Austral, Argentina y de la Uni-
versidad de Magallanes, Chile. Esto da continui-
dad tanto al desarrollo de servidores web sopor-
tados en clusters de PC a trave´s del modelo BSP
de computacio´n paralela como al disen˜o e imple-
mentacio´n de estructuras me´tricas que permitan
bu´squedas aproximadas mas eficientes.
Estudios preliminares realizados por los equi-
pos sobre paralelizacio´n de estructuras me´tricas,
han generado resultados exitosos y prometedores
en te´rminos de obtener resultados que permitan
soluciones adecuadas al problema presentado.
Se espera contar, al finalizar el proyecto de
investigacio´n conjunto, con el desarrollo de parte
de una ma´quina de bu´squeda por similitud,
soportada sobre un cluster de PCs, que pueda
ser utilizada como prototipo en aplicaciones de
tipo real.
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