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Edge excitations of the ν = 0 quantum Hall state in monolayer graphene are studied within
the mean-field theory with different symmetry-breaking terms. The analytical expressions for the
continuum (Dirac) model wave functions are obtained for the charge density wave, Kekule´ distortion,
ferromagnetic, and (canted) antiferromagnetic phases. The dispersion equations for each phase and
boundary type (zigzag and armchair) are derived, numerically solved, and compared to the results of
the corresponding effective tight-binding model. The effect of the next-to-nearest neighbor hopping
parameter on the edge state spectrum is studied and revealed to be essential. The criteria for the
existence of gapless edge states are established for each phase and edge type.
PACS numbers: 73.22.Pr, 73.43.–f, 71.70.Di
I. INTRODUCTION
The unconventional sequence of the integer quantum
Hall states at filling factors ν = ±4(n + 1/2), n =
0, 1, 2, . . . [1, 2], in graphene is a direct experimental man-
ifestation of the Dirac quasiparticles [3, 4] and the four-
fold (spin and valley) degeneracy of Landau levels (LLs)
in this system. In high magnetic fields, however, the
additional quantum Hall plateaux are observed [5–8], in-
cluding the insulating state at the charge neutrality point
(ν = 0) [9], which indicates the lifting of the LL degen-
eracy due to the Coulomb interactions. Several scenarios
of the interaction-induced splitting of the lowest Landau
level (LLL) leading to the ν = 0 state have been pro-
posed, including the charge density wave (CDW) [10–
13], the Kekule´ distortion (KD) [14, 15], the ferromag-
netic (F) [16, 17], the antiferromagnetic (AF) [13, 18],
and the canted antiferromagnetic (CAF) [19–22] phases.
Whereas the bulk energy spectrum is gapped in all these
phases, the differences in the edge transport can help to
identify the nature of the ground state experimentally.
Therefore, it is important to have an accurate theoretical
description of the edge state properties for each phase.
Most of the existent studies of edge excitations in the
ν = 0 quantum Hall state take the simplified approach:
the mean-field symmetry breaking potential is assumed
to be constant across the sample area [16, 21, 23–26].
More rigorous treatment takes into account the modifica-
tion of the order parameter at the edge [18, 27–29]. Both
approaches predict the existence of the current-carrying
gapless edge excitations in the F phase [16, 18, 27], which
rules out this state in the case of a magnetic field per-
pendicular to the graphene plane, for which the diver-
gent resistance was observed experimentally in Ref. [9]
(see also Refs. [7, 30]). The transition from an insulating
to a metallic state, which occurs upon tilting the mag-
netic field [31], supports the scenario of transition be-
tween the CAF and F phases [21, 28, 32]. The absence of
dispersing gapless edge states in the KD phase has been
shown for the cases of a particular valley isospin orien-
tation [26, 33] or the simplified confining boundary po-
tential [25, 34]. The edge state spectrum of the armchair
graphene ribbon in the CDW and AF phases, obtained
numerically by the self-consistent Hartree-Fock calcula-
tions, was found to be gapped [18]. On the other hand,
the analysis done within the continuum (Dirac) model
showed that in the case of zigzag edges, the existence of
gapless edge states depends on the ratio between the co-
existing [35] chemical-potential-like symmetry breaking
term and the corresponding mass gap (assumed to be
constant) [23, 24].
In this paper, we present the systematic study of the
edge excitations in the CDW, KD, AF, CAF, and F
phases in the cases of ideal zigzag or armchair edges, us-
ing the effective Dirac Hamiltonian with constant mean-
field symmetry breaking terms. We derive the dispersion
equations for the edge states and find the analytic ex-
pressions for the corresponding wave functions, taking
into account the finite next-to-nearest neighbor (NNN)
hopping parameter.
Besides that, the edge state spectrum is also obtained
numerically from the effective tight-binding model for
noninteracting electrons where the symmetry-breaking
potentials are introduced as the on-site energies and the
imaginary NNN hopping parameters. This allows us to
calculate the spectrum of edge states between the two
valleys (in the case of zigzag edges), where it is not cap-
tured by the Dirac model. Within the simplified model,
neglecting the modification of the order parameter near
the edge, we formulate the most general criteria for the
existence of gapless edge excitations for each considered
phase and boundary type.
In the case of an armchair ribbon, the spectrum is
found to be almost independent of the NNN hopping
parameter. We find, in agreement with the previously
reported results, that the band gap in the CDW and
AF phases is equal to the bulk LLL splitting, and the
transition from the CAF to F phase is accompanied by
the edge-gap closure. For the KD phase, in general, the
spectrum is gapped, however, the edge gap closes at some
critical value of the valley isospin angle. This occurs due
to the interplay between the bulk order and the effective
infinite Kekule´ mass at the boundary.
In the case of a zigzag ribbon, the finite NNN hop-
ping parameter leads to the deformation of the edge state
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2branch between the two valleys, which makes the energy
spectrum gapless (provided the magnitude of the NNN
hopping parameter exceeds the LLL splitting) in CDW,
AF, CAF, and F phases. The only gapped phase is the
KD state, where the edge gap is approximately equal to
the half of the bulk LLL splitting. At zero NNN hopping,
the spectrum is found to be gapped in the KD phase and
gapless in the F phase, whereas for the CDW, AF, and
CAF phases the band gap depends on the ratio between
the corresponding mass gaps and the chemical-potential-
like parameters.
The paper is organized as follows. In Sec. II we
describe the effective continuum mean-field model for
the broken symmetry phases, the corresponding tight-
binding models, formulate the boundary conditions, and
derive the general form of the wave function in the ar-
bitrary phase. The dispersion equations for edge states
are written and analyzed numerically for each phase in
Sec. III. The discussion of the main results is given in
Sec. IV. The expressions for the effective tight-binding
Hamiltonians for zigzag and armchair graphene ribbons
are provided in the Appendix.
II. MODEL AND GENERAL SOLUTION
A. Dirac model with broken symmetry
We consider monolayer graphene subject to the ex-
ternal magnetic field B = ∇ × A that can be tilted
with respect to the xy plane of the two-dimensional lat-
tice (Fig. 1). The effective mean-field Hamiltonian is
H = H0 + H1 with the free U(4)-symmetric part given
by
H0 = vFσ0 ⊗ τ˜0 ⊗ (τ1pˆix + τ2pˆiy). (1)
Here (pˆix, pˆiy) = −i~∇ + (e/c)A is the momentum oper-
ator (the electron charge is −e < 0), vF =
√
3ta/(2~) '
106 m/s is the Fermi velocity, t ' 3 eV is the nearest-
neighbor (NN) hopping parameter, and a ' 0.246 nm
is the lattice constant of graphene. The Pauli matri-
ces σi, τ˜i, and τi, i = 1, 2, 3, act on the spin (s = ±),
valley (K±), and sublattice (A and B) components of
the wave function Ψ = (Ψ+K+ ,Ψ
+
K− ,Ψ
−
K+
,Ψ−K−)
T , respec-
tively, where
ΨsK+ =
[
ΨsK+A
ΨsK+B
]
, ΨsK− =
[
ΨsK−B
−ΨsK−A
]
, (2)
and σ0, τ˜0, τ0 are the unit matrices. The basis spin states
(the eigenstates of σ3) correspond to the direction of the
external magnetic field, which does not coincide with the
z axis if the field is tilted. The symmetry-breaking part
H1 has the general form
Hgen1 =
3∑
α,β=0
σα ⊗ τ˜β ⊗ (τ3∆αβ − τ0µαβ). (3)
2 3 1 2 31
A
B
zigzag edge
a
rm
c
ha
ir
e
dg
e
missing atoms
m
is
si
ng
a
to
m
s
y
x
FIG. 1. Graphene lattice with zigzag and armchair edges.
Numbered vertical dotted lines label the three inequivalent
atom types within each sublattice in the case of Kekule´ order
(the modulation of the NN hopping parameter is indicated by
three different types of lines representing the NN bonds).
It includes the Zeeman splitting term HZ = µZσ3⊗τ˜0⊗τ0
with µZ = µBB ≈ 0.06B[T] meV and the dynamical
part, which is mostly generated by the Coulomb interac-
tion. The explicit form of this part depends on a given
ground state determined by the interplay between the
small lattice-scale asymmetric part of the Coulomb inter-
actions, the Zeeman coupling, and the electron-phonon
interactions [20].
In the absence of perpendicular magnetic field, param-
eters µαβ act like the chemical potentials shifting the
Dirac cones for different spins and valleys, whereas the
parameters ∆αβ result in the (mass) gaps in the bulk
spectrum. On the other hand, in the limit of a strong
perpendicular magnetic field, within the projection on
the LLL, these parameters appear only as a linear com-
bination ∆αβ + µαβ and cause the same LLL splitting
(but act differently on the higher LLs). However, even
in high magnetic fields the edge state spectrum depends
on the ratio between µαβ and ∆αβ in the case of zigzag
edges [23, 24]. The coexistence of these two types of pa-
rameters is a general phenomenon and has been explicitly
shown for the F and CDW phases in both monolayer [35]
and bilayer [36] graphene (and also for AF phase in bi-
layer graphene [37]). We assume here that such a coex-
istence can also take place for CAF and KD phases. We
also assume that the parameters µαβ and ∆αβ are deter-
mined self-consistently for the infinite graphene sheet and
do not vary near the edges of the system. In the follow-
ing, we consider some specific cases of symmetry-broken
phases.
In the mean-field symmetry breaking term
HF1 = σ3 ⊗ τ˜0 ⊗ (∆′τ3 − µ′τ0) (4)
of the F phase, the finite spin polarization
〈Ψ†σ3⊗ τ˜0⊗ τ0Ψ〉 =
∑
s,ξ=±
∑
X=A,B
s
〈
(ΨsKξX)
†ΨsKξX
〉
(5)
3is described by the enhanced Zeeman splitting −µ′  µZ.
The coexisting order parameter
〈Ψ†σ3 ⊗ τ˜0 ⊗ τ3Ψ〉
=
∑
s,ξ=±
sξ
〈
(ΨsKξA)
†ΨsKξA − (ΨsKξB)†ΨsKξB
〉
, (6)
which is dual to ∆′, has the same form as the spin-orbit
interaction [38]. Note that in Eq. (6), the two valleys con-
tribute with the opposite signs; i.e., this order parameter
is valley-odd.
The symmetry-breaking part of the Hamiltonian in the
CAF phase,
HCAF1 = H
F
1 +H
AF
1 , (7)
is characterized by the additional term
HAF1 = σ1 ⊗ τ˜3 ⊗ (∆˜τ3 − µ˜τ0), (8)
where we have chosen the x spin axis along the antifer-
romagnetic vector that can have an arbitrary direction
in the plane, perpendicular to the magnetic field [19, 20].
In the purely AF phase (which can exist only in the ab-
sence of Zeeman coupling or for the AF vector oriented
along, rather then normally to, the magnetic field), the
spin density imbalance between the sublattices A and B
〈Ψ†σ1 ⊗ τ˜3 ⊗ τ3Ψ〉
=
∑
s,s′,ξ=±
σss
′
1
〈
(ΨsKξA)
†Ψs
′
KξA
− (ΨsKξB)†Ψs
′
KξB
〉 (9)
connected with ∆˜ coexists with the valley-odd order pa-
rameter
〈Ψ†σ1 ⊗ τ˜3 ⊗ τ0Ψ〉
=
∑
s,s′,ξ=±
∑
X=A,B
ξσss
′
1
〈
(ΨsKξX)
†Ψs
′
KξX
〉
, (10)
which is dual to µ˜.
In the CDW phase,
HCDW1 = σ0 ⊗ τ˜3 ⊗ (∆τ3 − µτ0) +HZ, (11)
the charge imbalance between the sublattices
〈Ψ†σ0 ⊗ τ˜3 ⊗ τ3Ψ〉
=
∑
s,ξ=±
〈
(ΨsKξA)
†ΨsKξA − (ΨsKξB)†ΨsKξB
〉 (12)
described by the Dirac mass ∆ coexists with the valley
charge imbalance
〈Ψ†σ0⊗τ˜3⊗τ0Ψ〉 =
∑
s,ξ=±
∑
X=A,B
ξ
〈
(ΨsKξX)
†ΨsKξX
〉
(13)
dual to the parameter µ.
The Hamiltonian of the KD phase with the symmetry-
breaking term (we use the same variables ∆ and µ as for
the CDW phase)
HKD1 = σ0⊗ (τ˜1 cos θ+ τ˜2 sin θ)⊗ (∆τ3−µτ0)+HZ (14)
is related to its CDW counterpart by the valley isospin
rotation
H0 +H
KD
1 = S(H0 +H
CDW
1 )S
† (15)
with
S =
1√
2
σ0 ⊗ (τ˜0 + iτ˜1 sin θ − iτ˜2 cos θ)⊗ τ0, (16)
where the parameter θ is the valley isospin angle describ-
ing the phase of the bond density wave.
B. Representation in the tight-binding model
The components of the Dirac wave function are related
to the tight-binding amplitudes ψs(RX) at the atomic
sites RA = n ≡ n1a1 + n2a2, RB = n + δi (n1, n2 ∈ Z)
by
ψs(RX) =
∑
ξ=±
ΨsKξX(RX)e
iξK·RX , (17)
where ±K = (±4pi/(3a), 0) are the momenta corre-
sponding to K± points, a1 = (a/2, a
√
3/2), a2 =
(a/2,−a√3/2) are the lattice vectors, a3 = −a1 − a2,
and the three vectors δ1 = (a1−a2)/3, δ2 = (a2−a3)/3,
δ3 = (a3 − a1)/3 connect the NN sites (Fig. 1).
The tight-binding Hamiltonian incorporating only the
NN hopping terms is
H0 = −t
∑
n
∑
s=±
3∑
i=1
(
a†nsbn+δi,s + H.c.
)
, (18)
where aRA,s and bRB ,s are Fermi operators correspond-
ing to the atomic orbitals at the sites RA and RB . In
the continuum limit, it leads to the free Dirac Hamilto-
nian (1). The mean-field potentials specific to each phase
can be introduced as
HF1 = −µ′Ω+3 −∆′Λ−3 ,
HAF1 = ∆˜Ω−1 + µ˜Λ+1 ,
HCDW1 = ∆Ω−0 + µΛ+0 +HZ,
HZ = µZΩ+3 ,
(19)
where the valley-even symmetry breaking terms are rep-
resented by the on-site energies
Ω±α =
∑
n
∑
s,s′=±
σss
′
α
(
a†nsans′ ± b†n+δ1,sbn+δ1,s′
)
, (20)
4and the valley-odd potentials are accounted for by using
the imaginary NNN hopping parameters [38–40]:
Λ±α = 3
− 32 i
∑
n
∑
s,s′=±
3∑
i=1
σss
′
α
(
a†nsan+ai,s′
± b†n+δ1,sbn+δ1+ai,s′ −H.c.
)
.
(21)
For the KD phase, we use
HKD1 =
∑
n
∑
s,κ=±
3∑
i=1
[∆− κµ
3
eiκK(2n+δi)−iκθa†nsbn+δi,s
+ H.c.
]
+HZ, (22)
where the real and imaginary modulations of the NN hop-
ping t are described by the parameters ∆ and µ, respec-
tively. Note that the hopping parameters are constant
along the directions of armchair edges (Fig. 1). As we will
see in Sec. III, in a low-energy Dirac model, the abrupt
change of the NN hopping parameter from t to zero at
the first missing row of bonds at the armchair edge can
be viewed as an infinitely large Kekule´ mass term at the
boundary.
Finally, we consider the (real) NNN hopping term:
H′ = −t′
∑
n
∑
s=±
3∑
i=1
(
a†nsan+ai,s
+ b†n+δ1,sbn+δ1+ai,s + H.c.
)
.
(23)
As far as the bulk spectrum is concerned, this term
adds a constant 3t′ to the energy [41] (implicitly sub-
tracted in what follows) and leads to the small LL shifts
∆E ∼ t′a2/l2 [42], where l = √~c/(eB⊥) is the magnetic
length.
The magnetic field is introduced in the tight-binding
Hamiltonian by the Peierls substitution
c†i cj → c†i cj exp
(
ie
~c
∫ rj
ri
dr ·A
)
(24)
in the hopping terms corresponding to the transitions
between the lattice sites ri and rj .
C. Boundary conditions
For a zigzag ribbon 0 < y < W , the tight-binding am-
plitudes vanish on the first missing rows of atoms (Fig. 1):
ψs(RA|y=0) = ψs(RB |y=W ) = 0. (25)
This condition uniquely defines the finite difference
boundary problem in the case t′ = 0 and translates, ac-
cording to Eq. (17), into the boundary conditions [43]
ΨsK±A(x, 0) = Ψ
s
K±B(x,W ) = 0 (26)
for the Dirac model, which also can be written as [44, 45]
(1 + σ0 ⊗ τ˜3 ⊗ τ3)Ψ(x, 0) = 0,
(1− σ0 ⊗ τ˜3 ⊗ τ3)Ψ(x,W ) = 0. (27)
In the case t′ 6= 0, the tight-binding equations have to
be supplemented with the condition that the amplitudes
ψs(RX) vanish also on the second missing rows of atoms,
and the effective boundary conditions for the Dirac model
in this case are [46, 47]
ΨsK±A(x, 0) = (t
′/t)ΨsK±B(x, 0),
ΨsK±B(x,W ) = (t
′/t)ΨsK±A(x,W ),
(28)
or, equivalently,
[1 + σ0 ⊗ τ˜3 ⊗ (τ3 cosϑ− τ1 sinϑ)]Ψ(x, 0) = 0,
[1− σ0 ⊗ τ˜3 ⊗ (τ3 cosϑ+ τ1 sinϑ)]Ψ(x,W ) = 0, (29)
where tan(ϑ/2) = t′/t.
For the armchair edge at x = x0, the vanishing of the
tight-binding amplitudes at the first missing row of atoms
(Fig. 1),
ψs(RA|x=x0) = ψs(RB |x=x0) = 0, (30)
implies, according to Eq. (17), the continuum model
boundary condition [43]∑
ξ=±
eiξθ0/2ΨsKξX(x0, y) = 0, X = A,B, (31)
which can also be written as [44, 45]
[1 + σ0 ⊗ (τ˜2 cos θ0 − τ˜1 sin θ0)⊗ τ2]Ψ(x0, y) = 0, (32)
where the valley isospin angle θ0 = 8pix0/(3a) depends on
the position of the edge. For a single edge (in the case of
a half-plane), the factors e±iθ0/2 in Eq. (31) change only
the phases of the wave functions in each valley Kξ=± and
thus are important only in the case of a narrow (com-
pared to the magnetic length) ribbon when the bound-
ary conditions at the opposite edges have to be taken
into account simultaneously [43, 45] or when the valleys
are coupled by the symmetry-breaking term of the bulk
Hamiltonian (the KD phase).
D. General solution for the wave function
In the case of zigzag edges along the x axis, we choose
the Landau gauge (Ax, Ay) = (−B⊥y, 0). The wave func-
tions are plane waves in the x direction,
Ψ(r) = eikxΨ(η), η = y/l − kl, (33)
and the Dirac equation acquires the form[−0σ0 ⊗ τ˜0 ⊗ (τ+aˆ+ τ−aˆ†) +Hgen1 −E]Ψ(η) = 0, (34)
5where τ± = (τ1 ± iτ2)/2 are projectors, aˆ = 2−1/2(η +
∂η), aˆ
† = 2−1/2(η−∂η) are the annihilation and creation
operators, and 0 =
√
2~vF /l is the Landau energy scale.
The general solution of this equation is given in terms of
the parabolic cylinder functions U(a, z) and V (a, z) [48]:
ΨsKξ(η) =
∑
i
{[
CisξU,1U
(
1
2 − λsξi ,
√
2η
)
CisξU,2U
(− 12 − λsξi ,√2η)
]
+
[
CisξV,1V
(
1
2 − λsξi ,
√
2η
)
CisξV,2V
(− 12 − λsξi ,√2η)
]}
, s, ξ = ±.
(35)
Substituting this solution into Eq. (34) and using the
recurrence relations for the parabolic cylinder functions
aˆU
(− 12 − λ,√2η) = λU( 12 − λ,√2η),
aˆ†U
(
1
2 − λ,
√
2η
)
= U
(− 12 − λ,√2η),
aˆV
(− 12 − λ,√2η) = V ( 12 − λ,√2η),
aˆ†V
(
1
2 − λ,
√
2η
)
= λV
(− 12 − λ,√2η)
(36)
leads to the system of algebraic equations. Solving this
system for each phase gives the correspondence between
the coefficients CisξU,i , C
isξ
V,i and the energy dependence of
parameters λsξi .
In the following, we will often assume that the ribbon
is wide enough (W  l) so that the bulk LLs are well
formed and the states localized near each edge can be
considered independently. In this case, one can use the
solutions for the half planes y > 0 and y < W instead
of (35). On a semi-infinite plane y > 0, the normaliz-
able wave functions contain only the parabolic cylinder
functions U(a,
√
2η) which are bounded at η → ∞, and
CisξV,j = 0. For the half plane y < W , the solution is given
by
ΨsKξ(η) =
∑
i
[
−CisξU,1U
(
1
2 − λsξi ,−
√
2η
)
CisξU,2U
(− 12 − λsξi ,−√2η)
]
. (37)
The bulk solutions must be normalizable on an infi-
nite plane and contain only the bounded at η → ±∞
parabolic cylinder functions
U
(− 12 − n,√2η) = 2−n2 e− η22 Hn(η), n = 0, 1, 2, . . . ,
(38)
where Hn(η) are the Hermite polynomials. This is pos-
sible when λsξi = n is a positive integer,
ΨsKξ(η) = e
− η22
[
Csξ1 Hn−1(η)
Csξ2 Hn(η)
]
, (39)
or when λsξi = 0 and C
isξ
U,1 = 0,
ΨsKξ(η) = e
− η22
[
0
CsξH0(η)
]
. (40)
For the armchair edges along the y axis, we choose
the gauge (Ax, Ay) = (0, B⊥x). The wave functions are
plane waves in the y direction,
Ψ(r) = eikyΨ˜(η), η = x/l + kl, (41)
and the Dirac equation becomes[−i0σ0⊗ τ˜0⊗ (τ+aˆ− τ−aˆ†) +Hgen1 −E]Ψ˜(η) = 0. (42)
Its general solution can be obtained from the solu-
tion (35) of Eq. (34) by the unitary transformation
Ψ˜(η) =
1√
2
σ0 ⊗ τ˜0 ⊗ (τ0 + iτ3)Ψ(η), (43)
which does not change the form of Hgen1 .
III. SPECTRA OF EDGE STATES
A. CDW phase
The symmetry-breaking term (11) corresponding to
the CDW order does not mix different spin (s = ±) and
valley (ξ = ±) components that satisfy[−0(τ+aˆ+τ−aˆ†)+ξ(∆τ3−µτ0)−Es]ΨsKξ(η) = 0, (44)
where Es = E−sµZ. The general solution is given by [23,
24]
ΨsKξ(η) = C
sξ
U
[Es+ξ(µ+∆)
0
U
(
1
2 − λsξ,
√
2η
)
−U(− 12 − λsξ,√2η)
]
+ CsξV
[
−V ( 12 − λsξ,√2η)Es+ξ(µ−∆)
0
V
(− 12 − λsξ,√2η)
]
,
(45)
where
λsξ =
[
(Es + ξµ)2 −∆2
]
/20. (46)
The bulk LLs, which correspond to the positive integer
values of λsξ, are
Esξn± = sµZ − ξµ±
√
20n+ ∆
2, n ≥ 1,
Esξ0 = sµZ − ξ(µ+ ∆).
(47)
Imposing zigzag boundary conditions (27) on the solu-
tion (45),
(τ0 + ξτ3)Ψ
s
Kξ
(−kl) = 0,
(τ0 − ξτ3)ΨsKξ(W/l − kl) = 0,
(48)
one obtains λ±ξ = λ
ξ
n(k), where λ = λ
+
n (k) is the nth root
of the equation [24]
λU
(
1
2 − λ,−
√
2kl
)
V
(− 12 − λ,√2(W/l − kl))
− U(− 12 − λ,√2(W/l − kl))V ( 12 − λ,−√2kl) = 0,
(49)
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FIG. 2. Spectrum of graphene ribbons of the width W = 10l
in perpendicular magnetic fieldB⊥ = 40 T for the CDW phase
calculated numerically within the tight-binding (solid line)
and Dirac (dashed line) models. Values of parameters used
here: (a), (c), (d) µ = 0.030, ∆ = 0.070; (b) µ = 0.070,
∆ = 0.030. For the armchair ribbon, the NNN hopping
t′ = −0.1t is taken into account only in the tight-binding
calculations. The overall energy shift of 3t′ is subtracted and
the Zeeman splitting is neglected.
and λ−n (k) = λ
+
n (W/l
2 − k). Using Eq. (46), we obtain
the energy spectrum
Esξn±(k) = sµZ − ξµ±
√
∆2 + 20λ
ξ
n(k). (50)
The lowest solution λ+0 (k) is a monotonically increasing
function with λ+0 (k → −∞) → 0 [24]. This implies that
the gap in the energy spectrum is
Egap = 2(|∆| − |µ| − µZ) (51)
[Fig. 2(a)]. In the case Egap < 0, the gapless edge states
are present. There is a pair of such states of the same spin
that counterpropagate at each edge, and the Dirac model
captures only one gapless state from each pair [Fig. 2(b)].
The other gapless states are located on the edge state
branches connecting the two valleys [49], which have a
finite dispersion at nonzero µ.
In the case of a finite NNN hopping, applying the
boundary conditions (29) to the solution (45),
[τ0 + ξ(τ3 cosϑ− τ1 sinϑ)]ΨsKξ(−kl) = 0,
[τ0 − ξ(τ3 cosϑ+ τ1 sinϑ)]ΨsKξ(W/l − kl) = 0,
(52)
leads to the dispersion equation
Es ± (µ+ ∆)
0
U
(
1
2 − λs±,−
√
2kl
)
±(t′/t)±1U(− 12 − λs±,−√2kl) = 0. (53)
for the edge y = 0 in the valley K±. The corresponding
equation for the edge y = W is
Es ± (µ+ ∆)
0
U
(
1
2 − λs±,
√
2(kl −W/l))
∓(t′/t)∓1U(− 12 − λs±,√2(kl −W/l)) = 0. (54)
Here we have used CsξV = 0 for the solution on a half plane
y > 0 and took into account Eq. (37) for the solution on
a half plane y < W .
At finite t′, the edge state branches between the two
valleys are dispersive. Indeed, within the Dirac model,
these edge modes approach the linear asymptotes
Esξy=0 ' sµZ − ξµ−∆ cosϑ+ ξ~vF k sinϑ,
Esξy=W ' sµZ − ξµ+ ∆ cosϑ+ ξ~vF (k −W/l2) sinϑ,
(55)
which can be obtained from dispersion equations (53)–
(54) by using the asymptotic formula [50, 51]
U
(
1
2 − λ,−
√
2kl
)
U
(− 12 − λ,−√2kl) ' −kl +
√
k2l2 − 2λ√
2λ
, (56)
for λ  |kl|  1 (it breaks down at k > 0, λ ' n,
n ∈ Z, which corresponds to the avoided crossings with
the bulk LLs). Equation (55) agrees with the previously
obtained dispersion of the corresponding edge modes at
zero magnetic field [47, 52]. This result from the Dirac
model is a good approximation only in the vicinity of
the K± points, and from the tight-binding calculations
we see that these edge modes, in fact, attain their max-
ima between the two valleys [Fig. 2(c)]. In the absence
of the symmetry-breaking parameters µ, ∆, and µZ, the
maximum deviation from the LLL energy is equal to −t′
and corresponds to the state which is localized exclu-
sively on the outermost row of atoms [41] (it can be easily
shown that the effect of experimentally accessible mag-
netic fields on this state is negligible). Therefore, this
edge state branch closes the spectrum gap (if present)
provided that |∆/t′| . 1/2. This condition is expected
to be satisfied even for the highest accessible magnetic
fields (B . 50 T). Indeed, the magnitude of the NNN
hopping parameter t′ ' −0.3 eV [42] exceeds the energy
scale e2/(εgεsl) ∼ 0.01
√
B⊥[T] eV of the Coulomb in-
teractions responsible for the LLL splitting, where the
dielectric constants εg = 1 + pie
2/(2~εsvF) and εs de-
scribe the intrinsic and the substrate-induced screening,
respectively [34].
In the case of a half plane with the armchair edge at
x = x0, the boundary condition (32) can be rewritten,
7using Eq. (43), as
(1− τ˜2 ⊗ τ1)
[
ΨsK+
e−iθ0ΨsK−
]
η=kl+x0/l
= 0. (57)
Substituting the solution (45) into this equation with
x0 = 0 gives the dispersion equation [23]
F1
(Es,√2kl) = 0, (58)
where
F1(Es, z) ≡ E
2
s − (µ+ ∆)2
20
U
(
1
2 − λs+, z
)
U
(
1
2 − λs−, z
)
− U(− 12 − λs+, z)U(− 12 − λs−, z), (59)
and λsξ are defined in Eq. (46). The dispersion equation
for a half plane x < W ,
F1
(Es,−√2(kl +W/l)) = 0, (60)
will be used for the spectrum at the opposite edge of
the wide ribbon. At µ = 0, Eq. (58) reduces to the
equation [23]
λU2
(
1
2 − λ,
√
2kl
)− U2(− 12 − λ,√2kl) = 0 (61)
for λs+ = λ
s
− = λ, which has the solutions λ = λ˜n(k).
Taking into account that the lowest solution λ˜0(k) is a
monotonic function and λ˜0(k → −∞) → 0, we see that
the spectrum
Esn±(k) = sµZ ±
√
∆2 + 20λ˜n(k) (62)
has a gap of 2(|∆| − µZ). In the case of a finite µ, we
find numerically that although the lowest energy solution
of dispersion equation (58) can be nonmonotonic, the
spectrum gap is still very close to the bulk LLL splitting,
Egap ' 2(|∆ + µ| − µZ), (63)
provided that |µ|  0 [Fig. 2(d)]. The effect of the NNN
hopping on the edge gap is also found to be very small if
|t′/t|  1.
B. KD phase
The symmetry-breaking term (14) of the KD phase
mixes the two valleys but leaves the spin components
(s = ±) uncoupled:[−0τ˜0 ⊗ (τ+aˆ+ τ−aˆ†) + (τ˜1 cos θ + τ˜2 sin θ)
⊗ (∆τ3 − µτ0)− Es
]
ΨKDs (η) = 0.
(64)
The general solution ΨKDs (η) ≡ [Ψs,KDK+ (η),Ψ
s,KD
K+
(η)]T
of the above equation is obtained from the solution
Ψs(η) ≡ [ΨsK+(η),ΨsK+(η)]T for the CDW phase (45)
by the valley isospin rotation (16), and the bulk energy
spectrum is identical to the spectrum (47) of the CDW
phase. Imposing the zigzag boundary conditions (27) on
the solution of Eq. (64), one gets the equations
(1 + τ˜3 ⊗ τ3)ΨKDs (−kl) = 0,
(1− τ˜3 ⊗ τ3)ΨKDs (W/l − kl) = 0,
(65)
which are equivalent to the equations
[1− (τ˜1 cos θ + τ˜2 sin θ)⊗ τ3]Ψs(−kl) = 0,
[1 + (τ˜1 cos θ + τ˜2 sin θ)⊗ τ3]Ψs(W/l − kl) = 0, (66)
in terms of the solution (45) for the CDW phase. The
resulting dispersion equation for a zigzag ribbon,
det
[
Z+(−kl) Z+(W/l − kl)
−Z−(−kl) Z−(W/l − kl)
]
= 0, (67)
with the 2× 2 blocks Z±(η) defined as
Z±(η)
=
[Es±µ±∆
0
U
(
1
2 − λs±,
√
2η
) ±U(− 12 − λs±,√2η)
V
(
1
2 − λs±,
√
2η
)
µ−∆±Es
0
V
(− 12 − λs±,√2η)
]
(68)
and λs± given by Eq. (46), is independent of the angle θ.
The spectrum, shown in Fig. 3(a), has two dispersion-
less (in the limit W  l) edge modes E = ±µZ [33, 53],
which lie inside the bulk gap (assuming 2µZ < |µ+ ∆|).
In the case t′ 6= 0, the modified zigzag boundary con-
ditions (29) applied to the solution at y = 0,
[1− (τ˜1 cos θ+ τ˜2 sin θ)⊗ (τ3 cosϑ−τ1 sinϑ)]Ψs(−kl) = 0,
(69)
lead to the dispersion equation
F
(0)
2
(Es,−√2kl)− tan(ϑ)F1(Es,−√2kl) = 0, (70)
where F1(Es, z) is defined in Eq. (59) and
F
(n)
2 (Es, z) ≡
∑
ξ=±
(ξ)n
Es + ξ(µ+ ∆)
0
× U( 12 − λsξ, z)U(− 12 − λs−ξ, z).
(71)
The dispersion equation for the edge y = W is obtained
from Eq. (70) by replacing k → W/l2 − k. The edge
modes are not dispersionless at t′ 6= 0, but in contrast to
the CDW phase, the finite edge gap approximately equal
to the half of the bulk gap remains even at |t′|  |µ|, |∆|
[Fig. 3(c)]. In fact, one can easily check that Eq. (70)
does not have solution Es = 0 at t′ 6= 0; thus the edge
gap is always larger than the half of the bulk gap. In
the case µ = 0, one can also obtain analytically the ratio
between the edge and the bulk gaps:
Egap
2|∆| =
1 + | sinϑ|
2
. (72)
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FIG. 3. Spectrum of graphene ribbons of the width W = 10l
in perpendicular magnetic field B⊥ = 40 T for the KD phase
calculated numerically within the tight-binding (solid line)
and Dirac (dashed line) models. Values of parameters used
here: µ = ∆ = 0.050. For the armchair ribbon (N = 333),
the NNN hopping t′ = −0.1t is taken into account only in the
tight-binding calculations. The overall energy shift of 3t′ is
subtracted and the Zeeman splitting is neglected.
In the case t′ = µ = 0, one has λs+ = λ
s
− and Eq. (70)
simplifies to
EsU
(
−1
2
− E
2
s −∆2
20
,−
√
2kl
)
× U
(
1
2
− E
2
s −∆2
20
,−
√
2kl
)
= 0.
(73)
In Ref. [26], only the solutions corresponding to the third
factor on the left-hand side of the above equation were
found.
For the armchair edge x = x0, the boundary condi-
tion (32) can be written as[
1 + (τ˜2 cos θ0− τ˜1 sin θ0)⊗ τ2
]
Ψ˜KDs (kl+x0/l) = 0, (74)
or, using Eqs. (43) and (16),{
1 +
[
(τ˜1 sin θ − τ˜2 cos θ) cos(θ − θ0)
− τ˜3 sin(θ − θ0)
]⊗ τ1}Ψs(kl + x0/l) = 0, (75)
in terms of the solutions for the CDW phase. For the
half plane x > 0, we use the solution (45) with CsξV = 0,
which leads to the dispersion equation
F1
(Es,√2kl)− sin(θ)F (1)2 (Es,√2kl) = 0. (76)
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FIG. 4. Edge gap at x = 0 (solid line) and x = W (dashed
line) in an armchair ribbon as a function of the valley isospin
orientation of the KD order parameter. Here µ = µZ = t
′ = 0
and N = 3n, n ∈ Z. For N = 3n ± 1, the dashed curve is
shifted horizontally with θ → θ ∓ 2pi/3.
In the case sin θ = 0, it simplifies to the corresponding
dispersion equation (58) for the CDW phase, in particu-
lar, for µ = 0 it reduces to Eq. (61) [26]. At θ = ±pi/2,
Eq. (76) can be factorized into two equations:
ξEs + µ+ ∆
ε0
U
(
1
2 − λsξ,
√
2kl
)± U(− 12 − λsξ,√2kl) = 0,
(77)
where ξ = ± correspond to the eigenstates of the valley
isospin matrix τ˜2. In particular, when θ = θcr with the
critical angle
θcr = − sgn(µ+ ∆)pi
2
, (78)
Eq. (77) has a solution Es = 0 for each ξ = ± and the
spectrum is gapless [Fig. 3(d)]. In the case µ = 0, one
can obtain analytically from Eq. (76) the θ dependence
of the ratio between the edge and the bulk gaps (Fig. 4):
Egap
2|∆| =
{ | cos θ|, ∆ sin θ < 0,
1, ∆ sin θ > 0.
(79)
Qualitatively similar behavior (with ∆ replaced by ∆+µ)
is observed numerically for µ 6= 0. At nonzero µZ, the
spectrum is gapless for a finite range of θ, namely, when
|θ − θcr| . µZ/|∆ + µ|.
For the edge x = W , applying the boundary condi-
tion (75) to the corresponding solution for a half plane
x < W [see Eq. (37)] yields Eq. (76) with k → −k−W/l2,
θ → θW − θ, where
θW =
8piW
3a
=
4pi(N + 1)
3
, (80)
and the dispersion equation is written as
F1
(Es,−√2(kl +W/l))
+ sin
(
θ + 2pim3
)
F
(1)
2
(Es,−√2(kl +W/l)) = 0. (81)
Here m = 0,±1 depends on the number of atoms N
across the ribbon, N + 1 = 3n+m, n ∈ Z. For the edge
9x = W , the critical angle at which Eq. (81) has solution
Es = 0 is θ′cr = −θcr − 2pim/3. This implies that the
spectrum cannot be gapless at both edges simultaneously
(Fig. 4).
Edge-gap closing at a critical valley isospin angle of
the KD order parameter was recently pointed out in a
tight-binding study of Ref. [53] at B = 0. In the case of a
strong magnetic field, this phenomenon can be simply un-
derstood by noticing that the armchair boundary condi-
tion (32) is equivalent to the infinite Kekule´ mass bound-
ary term (rather than the infinite Dirac mass boundary
condition commonly used in graphene [54–56])
Vconf(x) = nxM(x)σ0 ⊗ (τ˜2 cos θ0 − τ˜1 sin θ0)⊗ τ3, (82)
which confines the motion of electrons to the region
nx(x − x0) < 0, where M(x) = M0Θ(nx(x − x0)), nx =
±1 is the x component of the outward unit vector nor-
mal to the boundary, Θ(x) is the Heaviside step function,
and M0 → +∞. Indeed, for a two-component spinor the
confining Berry-Mondragon mass term M(x)τ3 implies
the boundary condition (1 − nxτ2)ΨsKξ(x0, y) = 0 [57],
from which the armchair boundary condition (32) is
obtained by adding the valley matrix structure τ˜ ′ ≡
τ˜2 cos θ0 − τ˜1 sin θ0. In the absence of valley symmetry
breaking in the bulk, Vconf(x) produces the edge split-
ting of LLs that correspond to the different τ˜ ′ eigen-
states [21, 27, 58]. The spatially homogeneous LLL split-
ting of the same valley components is caused by the KD
symmetry-breaking term (14) with θ = θ0 ± pi/2. In
particular, when θ = θ0 ± nxθcr, the constant bulk and
growing near the edge boundary contributions have the
opposite signs and cancel each other at some distance
from the edge; i.e., the gap closes.
Note that in the case of a smooth confining Dirac mass
potential V˜conf(y) = V (y)σ0 ⊗ τ˜3 ⊗ τ3, the edge state
spectrum of the KD phase was found to be gapped [25,
34]. For this type of boundary one should expect, by
the same argument, that the spectrum is gapless in the
CDW phase with the appropriate sign of ∆ + µ. Indeed,
for the abruptly changing at y = 0 potential V (y) =
M0Θ(−y), which is equivalent to imposing the boundary
conditions (1 − ξτ1)ΨsKξ(−kl) = 0 on the solution (52)
with CsξV = 0, one obtains in the Kξ valley the same
dispersion equation (77) with the upper sign.
C. AF, CAF, and F phases
While we consider the Hamiltonian (7) of the CAF
phase in general, the F and AF phases are treated
as the special cases with ∆˜ = µ˜ = 0 and ∆′ =
µ′ = 0, respectively. The valley components ΨKξ(η) =
[Ψ+Kξ(η),Ψ
−
Kξ
(η)]T decouple and the energy eigenvalue
equation for each valley (ξ = ±) reads[−0σ0 ⊗ (τ+aˆ+ τ−aˆ†) + σ3 ⊗ (∆′τ3 − µ′τ0)
+ξσ1 ⊗ (∆˜τ3 − µ˜τ0)− E
]
ΨKξ(η) = 0.
(83)
The general solution is given by
ΨKξ(η) =
∑
κ=±
{
CκξU

a+κU
(
1
2 − λκ,
√
2η
)
−bκU
(− 12 − λκ,√2η)
ξc+κU
(
1
2 − λκ,
√
2η
)
ξd+U
(− 12 − λκ,√2η)

+ CκξV

bκV
(
1
2 − λκ,
√
2η
)
−a−κ V
(− 12 − λκ,√2η)
ξd−V
(
1
2 − λκ,
√
2η
)
ξc−κ V
(− 12 − λκ,√2η)

}
,
(84)
where we introduced
a±κ = (E ±∆′ − µ′)g± − (E ±∆′ + µ′)20λκ,
bκ = 0
[
(E − µ′)2 −∆′2 − ∆˜2 + µ˜2 − 20λκ
]
,
c±κ = (∆˜∓ µ˜)g± − (∆˜± µ˜)20λκ,
d± = 20
[
µ˜(∆′ ± E)− µ′∆˜],
g± = E2 − (µ′ ±∆′)2 − (µ˜± ∆˜)2,
(85)
and
λ± =
1
20
(
E2 + µ′2 + µ˜2 −∆′2 − ∆˜2
± 2
√
E2(µ′2 + µ˜2)− (µ′∆˜− µ˜∆′)2
)
.
(86)
The bulk LLs corresponding to the positive integer val-
ues of λκ are
Eκn± = ±
[
β2 +
(
α+ κ
√
γ2 + 20n
)2]1/2
,
κ = ±, n ≥ 1,
E0± = ±
√
(µ′ + ∆′)2 + (µ˜+ ∆˜)2,
(87)
where
α =
√
µ′2 + µ˜2,
β = (µ′∆˜− µ˜∆′)/α,
γ = (µ′∆′ + µ˜∆˜)/α.
(88)
Note that the ferromagnetic parameter µ′ includes the
bare Zeeman splitting µZ. In the special case when the
valley-odd potentials are absent (µ˜ = ∆′ = 0), the bulk
spectrum (87) reduces to [19, 21, 22]
Eκn± = ±
√
∆˜2 +
(|µ′|+ κ0√n)2, n ≥ 1,
E0± = ±
√
∆˜2 + µ′2.
(89)
Imposing the zigzag boundary conditions (27) at the
two edges of the ribbon,
σ0 ⊗ (τ0 + ξτ3)ΨsKξ(−kl) = 0,
σ0 ⊗ (τ0 − ξτ3)ΨsKξ(W/l − kl) = 0,
(90)
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FIG. 5. Spectrum of graphene ribbons of the width W = 10l in perpendicular magnetic field B⊥ = 40 T for the AF, CAF,
and F phases calculated numerically within the tight-binding (solid line) and Dirac (dashed line) models. Values of parameters
used here: (a), (f) µ′ = ∆′ = 0, µ˜ = 0.030, ∆˜ = 0.070; (b), (e) µ˜ = ∆′ = 0, µ′ = −0.080, ∆˜ = 0.060; (c), (g) µ′ = −0.0450,
∆′ = −0.0150, µ˜ = 0.060, ∆˜ = 0.020; (d), (h) µ˜ = ∆˜ = 0, µ′ = −0.070, ∆′ = −0.030. For the armchair ribbon, the NNN
hopping t′ = −0.1t is taken into account only in the tight-binding calculations. The overall energy shift of 3t′ is subtracted.
one arrives at two identical equations (49) for λ = λ±
in the K+ valley and the corresponding equations for
the CDW phase in the K− valley. Therefore, in the Kξ
valley one has λ± = λnξ (k). As follows from Eq. (86),
this implies the energy spectrum
Eξκn±(k) = ±
√
β2 +
(
α+ κ
√
γ2 + 20λ
ξ
n(k)
)2
,
κ = ±, n = 0, 1, 2, . . . .
(91)
Taking into account that the lowest solution λξ0(k)
changes continuously from 0 to +∞, we see that the low-
est energy branch is monotonic if |γ| > α or has an ex-
tremum otherwise. Thus, the spectrum gap in the Dirac
model is equal to
Egap = 2
√
β2 + Θ(|γ| − α)(|γ| − α)2. (92)
In the case µ′∆˜ = µ˜∆′ [this includes AF and F phases;
see Figs. 5(a), 5(c), 5(d)], the spectrum (91) is given by
Eξκn±(k) = ±
∣∣∣∣√µ′2 + µ˜2+κ√∆′2 + ∆˜2 + 20λξn(k)∣∣∣∣. (93)
A pair of counterpropagating gapless edge states is
present at each edge if
√
µ′2 + µ˜2 >
√
∆′2 + ∆˜2; oth-
erwise the gap in the spectrum is equal to
Egap = 2
(√
∆′2 + ∆˜2 −
√
µ′2 + µ˜2
)
. (94)
Note that the gapless states in the F phase with |µ′| <
|∆′| are located between the two valleys [38] and are not
captured by the Dirac model [23, 24, 59].
In the absence of valley-odd potentials [µ˜ = ∆′ = 0;
see Fig. 5(b)], the spectrum (91) is given by
Eξκn±(k) = ±
√
∆˜2 +
(
|µ′|+ κ0
√
λξn(k)
)2
, (95)
and the ratio of the edge gap Egap = 2|∆˜| to the bulk
gap E0+−E0− = 2
√
∆˜2 + µ′2 changes from unity in the
AF phase (µ′ = 0) to zero in the F phase (∆˜ = 0). The
behavior of edge state spectrum in this case qualitatively
agrees with the recent numerical self-consistent Hartree-
Fock study [28], where the modification of the order pa-
rameter at the boundary was taken into account.
In the case of a finite NNN hopping parameter, the
boundary condition at y = 0,
σ0 ⊗ [τ0 + ξ(τ3 cosϑ− τ1 sinϑ)]ΨKξ(−kl) = 0, (96)
gives the dispersion equation
g+u
(−)
++ + 
2
0(t
′/t)2ξu(−)−− + ξ(t
′/t)ξ0E
{
u
(−)
+− + u
(−)
−+
+
4
[
µ′(∆′ + µ′) + µ˜(∆˜ + µ˜)
]
(u
(−)
+− − u(−)−+)
20(λ+ − λ−)
}
= 0,
(97)
11
where we introduced
u
(±)
αβ = U
(
α 12 − λ+,±
√
2kl
)
U
(
β 12 − λ−,±
√
2kl
)
. (98)
For the edge y = W , the dispersion equation is obtained
from (97) by replacing k → W/l2 − k and exchanging
the valleys. Similarly to the CDW phase, the edge state
branch connecting the two valleys becomes dispersive at
finite t′ [Fig. 5(e)] and makes the spectrum gapless pro-
vided that |t′| exceeds the LLL splitting 2E0+ with E0+
given in Eq. (87).
In the case of an armchair ribbon, the boundary con-
dition (32) at x = x0 can be written as
[
1+(τ˜2 cos θ0−τ˜1 sin θ0)⊗σ0⊗τ2
] [Ψ˜K+
Ψ˜K−
]
x=x0
= 0, (99)
or, using Eq. (43),
(1− τ˜2 ⊗ σ0 ⊗ τ1)
[
ΨK+
e−iθ0ΨK−
]
η=kl+x0/l
= 0. (100)
Substituting the solution (84) into this equation with
x0 = 0 leads to the dispersion equation
g+u
(+)
++ − 20u(+)−− ±
{
0(µ
′ + ∆′)(u(+)+− + u
(+)
−+)
+
4
[
µ′(E2 − ∆˜2) + ∆˜µ˜(∆′ − µ′) + ∆′µ˜2]
0(λ+ − λ−)
× (u(+)+− − u(+)−+)
}
= 0.
(101)
For the edge x = W , the replacement k → −W/l2 − k
has to be made in the above equation.
In the absence of the valley-odd potentials (µ˜ = ∆′ =
0) the dispersion equation (101) reduces to two identical
equations (61) for λ = λ±. Therefore, the spectrum in
this case is given by
Eκn±(k) = ±
√
∆˜2 +
(
|µ′|+ κ0
√
λ˜n(k)
)2
, κ = ±.
(102)
The edge gap, corresponding to the minimum value of
the lowest positive energy branch E−0+(k), is equal to
2|∆˜| [21]. We find numerically that at nonzero µ˜ and
∆′ (|µ˜|, |∆˜|  0), the lowest branches of the spectrum
have qualitatively similar behavior. The edge gap is ap-
proximately equal to Egap ' 2|∆˜ + µ˜| and is almost un-
affected by the finite NNN hopping parameter (provided
|t′/t|  1). The ratio of the edge gap to the bulk gap
Egap
E0+ − E0− '
[
1 +
(
µ′ + ∆′
µ˜+ ∆˜
)2]−1/2
(103)
changes from unity in the AF phase to zero in the F
phase [Figs. 5(f)–5(h)], in agreement with the previous
theoretical results [21, 28] and experiment [31].
IV. CONCLUSION
In this paper, we studied the edge state spectrum of the
ν = 0 quantum Hall state in monolayer graphene in the
CDW, KD, AF, CAF, and F phases. The main result
is establishing the criterion for the existence of gapless
current-carrying excitations in each phase, which pro-
vides the concrete theoretical predictions from the mean-
field model with the homogeneous symmetry-breaking
terms in the cases of ideal zigzag and armchair edges.
Our analysis shows that the existence of gapless edge
states depends on the edge type, and the difference be-
tween the spectra of zigzag and armchair ribbons is even
more profound in the case of a finite NNN hopping term.
For a ribbon with armchair edges, the influence of
the NNN hopping parameter and the ratio of symmetry-
breaking terms (chemical potentials and mass gaps) on
the spectrum is negligible for all phases. In the CDW and
AF phases, the band gap is equal to the bulk LLL split-
ting, in agreement with the previous studies [18, 23, 24].
For the transition from the CAF to F phase, we obtain
the closing of the edge gap, which is consistent with the
earlier theoretical results [21, 28] and the recent experi-
ment [31]. In the KD phase, the spectrum is generically
gapped but the edge gap closes at a certain valley isospin
angle of the KD order parameter.
In the case of zigzag edges, the band gap is strongly
affected by the finite NNN hopping parameter. At t′ = 0,
the spectrum is gapped in the KD phase and gapless in
the F phase. For the CDW and AF phases, the gapless
edge states exist if the chemical-potential-like symmetry
breaking terms exceed the corresponding mass gaps, in
agreement with Refs. [23, 24]. In the CAF phase, the
band gap can vary between zero and the size of the bulk
LLL splitting, depending on the ratios between four dif-
ferent symmetry-breaking terms. At a finite NNN hop-
ping parameter larger than the bulk LLL splitting, the
band gap is closed in all considered phases, except the KD
one, due to the deformation of the edge state branch con-
necting the two valleys; for the KD phase, the edge gap
becomes approximately equal to the half of the bulk gap.
It is notable that the KD phase is the only state which
can have the gapped spectrum at such a large value of
NNN hopping for both edge types (as was already indi-
cated in Sec. III, the experimental value |t′| ' 0.3 eV [42]
is indeed large).
As shown in Ref. [45], mixed armchair/zigzag edges
with the intermediate orientation are generally described
within the Dirac model by the zigzag-like boundary con-
dition whereas the number of dispersionless edge states
is determined by the percentage of zigzag edge segments
or, equivalently, by the momentum separation of the K±
points projected along the ribbon. This suggests that
results obtained here for the zigzag case should hold in
general for a mixed edge with the only difference being a
reduced bandwidth of the intervalley edge state branch
(given by |t′| for a purely zigzag boundary). Therefore, in
the cases when the spectrum is gapless due to this zigzag
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edge state branch, one can expect the gap opening at
some critical deviation from the zigzag direction, when
the edge state bandwidth becomes smaller than the bulk
LLL splitting.
Our results for the case of armchair edges support the
currently accepted CAF-F scenario [21, 28, 29, 31] of the
observed gradual insulator-metal transition in the tilted
magnetic field [31]. For the zigzag edges and finite NNN
hopping, however, we find that CAF phase has gapless
edge excitations. Whether these excitations indeed lead
to a conducting state or they are modified substantially
beyond the present model is an important question. As a
first step, it would be reasonable to take into account the
variation of the order parameter near the edges [18, 27–
29]. This issue will be considered elsewhere.
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APPENDIX: TIGHT-BINDING HAMILTONIAN
FOR GRAPHENE RIBBON
1. Zigzag ribbon: CDW and CAF phases
For a zigzag ribbon, the free part of the tight-binding
Hamiltonian (including the NNN hopping terms) can be
written as
H0 +H′ = −
pi/a∫
−pi/a
dk
2pi
χ†(k)σ0 ⊗
(
t
[
0 M1
MT1 0
]
+ 2t′Re
[
M+2 0
0 M−2
])
χ(k),
(A1)
where the 4N components of the vectors
χ(k) =

χ+A(k)
χ+B(k)
χ−A(k)
χ−B(k)
 , χsX(k) =

cXs1(k)
cXs2(k)
...
cXsN (k)
 , (A2)
are the Fourier-transformed in the x direction lattice
fermion operators,
[
ajxs
bjxs
]
=
√
a
pi/a∫
−pi/a
dk
2pi
eikx
[
cAsj(k)
cBsj(k)
]
, j = 1, . . . , N.
(A3)
The symmetry-breaking terms (20)–(21) are given by
Ω±α =
pi/a∫
−pi/a
dk
2pi
χ†(k)σα ⊗
[
1N 0
0 ±1N
]
χ(k), (A4)
Λ±α =
pi/a∫
−pi/a
dk
2pi
χ†(k)σα ⊗
(
2
3
√
3
Im
[
M+2 0
0 ±M−2
])
χ(k).
(A5)
The matrix elements of M1 and M
±
2 are expressed as
[M1]jj′ = δj′,j+1 + 2δjj′ cos(kja/2)
[M±2 ]jj′ = δjj′e
ik±j a + (δj′,j+1 + δj′,j−1)e
−i(k±j +k±j′ )a/4,
(A6)
where we introduced
kj = k − piφ
a
(
2j − 1
3
)
, k±j = kj ∓
piφ
3a
. (A7)
Here φ =
√
3a2/(4pil2) is the magnetic flux through a
hexagonal unit cell in units of the magnetic flux quantum.
2. Zigzag ribbon: KD phase
The Kekule´ order term (22) triples the number of
nonequivalent atoms in the zigzag direction (Fig. 1), and
the full mean-field Hamiltonian can be written as
H0 +H′ +HKD =
∑
s=±
pi
3a∫
− pi3a
dk
2pi
χ†s(k)Hs(k)χs(k), (A8)
where χs(k) is the 6N -component vector
χs(k) =

χsA1(k)
χsA2(k)
χsA3(k)
χsB1(k)
χsB2(k)
χsB3(k)
 , χsX(k) =

cXs1(k)
cXs2(k)
...
cXsN (k)
 , (A9)
and the blocks of the matrix
Hs(k) =
[
Y+ X
X† Y−
]
+ sµZ16N , (A10)
are given by
X =
β0M3 β1M4 β2M†4β1M†4 β2M3 β0M4
β2M4 β0M
†
4 β1M3
 , (A11)
Y± = −t′
 0 (M±2 )† M±2M±2 0 (M±2 )†
(M±2 )
† M±2 0
 . (A12)
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The matrix elements of M3 and M4 are
[M3]jj′ = δj′,j+1,
[M4]jj′ = δjj′e
ikja/2,
(A13)
and we introduced
βj ≡ −t+ 2
3
∆ cos
(
θ− 2pij
3
)
+
2i
3
µ sin
(
θ− 2pij
3
)
. (A14)
3. Armchair ribbon
For an armchair ribbon, the free part of the Hamilto-
nian (including the NNN hopping terms) reads
H0 +H′ = −
pi√
3a∫
− pi√
3a
dk
2pi
χ†(k)σ0 ⊗
(
t
[
0 M5
M†5 0
]
+ t′
[
M+6 0
0 M+6
])
χ(k),
(A15)
where χ(k) is defined in Eq. (A2) with
[
ajys
bjys
]
=
(√
3a
) 1
2
pi√
3a∫
− pi√
3a
dk
2pi
eiky
[
cAsj(k)
cBsj(k)
]
, j = 1, . . . , N.
(A16)
The symmetry-breaking terms (20)–(21) are given by
Ω±α =
pi√
3a∫
− pi√
3a
dk
2pi
χ†(k)σα ⊗
[
1N 0
0 ±1N
]
χ(k), (A17)
Λ±α = 3
− 32 i
pi√
3a∫
− pi√
3a
dk
2pi
χ†(k)σα ⊗
[
M−6 0
0 ±M−6
]
χ(k),
(A18)
HKD =
pi√
3a∫
− pi√
3a
dk
2pi
χ†(k)σ0⊗
[
0 M7
M†7 0
]
χ(k)+HZ. (A19)
The matrix elements of M5, M
±
6 , and M7 are
[M5]jj′ = δj′je
ik˜ja√
3 + (δj′,j+1 + δj′,j−1)e
− i(k˜j+k˜j′ )a
4
√
3 ,
[M±6 ]jj′ = δj′,j−2 ± δj′,j+2
+ 2(δj′,j+1 ± δj′,j−1) cos
((
k˜j + k˜j′
)
a
√
3/4
)
,
[M7]jj′ = (βj+j′ + t)[M5]jj′ ,
(A20)
where k˜j = k + 2piφj/(
√
3a).
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