Let K denote a field and V denote a nonzero finite-dimensional vector space over K. We consider an ordered pair of linear transformations A :
Introduction
In [1, Definition 1.1] Ito, Tanabe and Terwilliger introduced the notion of a tridiagonal pair of linear transformations. Loosely speaking, this is a pair of diagonalizable linear transformations on a nonzero finite-dimensional vector space, each of which acts on the eigenspaces of the other in a certain restricted way. In [1, Theorem 4 .6] Ito et. al. showed that a tridiagonal pair induces a certain direct sum decomposition of the underlying vector space, called the split decomposition [1, Definition 4.1] . In order to clarify this result, in the present paper we introduce a generalization of a tridiagonal pair called a Hessenberg pair. Our main results are summarized as follows. Let V denote a nonzero finite-dimensional vector space, and let (A, A * ) denote a pair of diagonalizable linear transformations on V . We show that if (A, A * ) induces a split decomposition of V , then (A, A * ) is a Hessenberg pair on V . Moreover the converse holds provided that V has no proper nonzero subspaces that are invariant under each of A, A * .
The rest of this section contains precise statements of our main definitions and results. We will use the following terms. Let K denote a field and V denote a nonzero finite-dimensional vector space over K. By a linear transformation on V , we mean a K-linear map from V to V . Let A denote a linear transformation on V and let W denote a subspace of V . We call W an eigenspace of A whenever W = 0 and there exists θ ∈ K such that W = {v ∈ V | Av = θv}.
In this case θ is called the eigenvalue of A corresponding to W . We say A is diagonalizable whenever V is spanned by the eigenspaces of A.
Definition 1.1. By a Hessenberg pair on V , we mean an ordered pair (A, A * ) of linear transformations on V that satisfy (i)-(iii) below.
(ii) There exists an ordering
of the eigenspaces of A such that
where
of the eigenspaces of A * such that
It is a common notational convention to use A * to represent the conjugatetranspose of A. We are not using this convention. In a Hessenberg pair (A, A * ) the linear transformations A and A * are arbitrary subject to (i)-(iii) above. Referring to Definition 1.1, the orderings
are not unique in general. To facilitate our discussion of these orderings we introduce some terms. Let (A, A * ) denote an ordered pair of diagonalizable linear transformations on V . Let
) denote any ordering of the eigenspaces of A (resp. A * ). We say that the pair (A, A * ) is Hessenberg with respect to
) whenever these orderings satisfy (1) and (2) . Often it is convenient to focus on eigenvalues rather than eigenspaces. Let
) denote the ordering of the eigenvalues of A (resp. A * ) that corresponds to 
We are primarily interested in the irreducible Hessenberg pairs. However for parts of our argument the irreducibility assumption is not needed. As we will see in Proposition 2.4, for an irreducible Hessenberg pair the scalars d and δ from Definition 1.1 are equal.
We now turn to the notion of a split decomposition. We will define this notion after a few preliminary comments. By a decomposition of V we mean a sequence
consisting of nonzero subspaces of V such that
For notational convenience we set U −1 = 0, U d+1 = 0. For an example of a decomposition, let A denote a diagonalizable linear transformation on V . Then any ordering of the eigenspaces of A is a decomposition of V .
Then A is diagonalizable and {θ i } are distinct we see that the minimal polynomial of A has distinct roots. Therefore A is diagonalizable and the result follows.
2
As we will see in Corollary 3.4, the (A, A * )-split decomposition of V with respect to
The main results of this paper are the following two theorems and subsequent corollary. 
2 The Proof of Theorem 1.7
In this section we give a proof of Theorem 1.7. Along the way, we show that the scalars d and δ from Definition 1.1 are equal. We will refer to the following setup.
) denote the corresponding eigenspaces of A (resp. A * ). We assume that the pair (A, A * ) is irreducible and Hessenberg with respect to (
). For all integers i and j we set
We interpret the sum on the left in (7) to be 0 (resp. V ) if i < 0 (resp. i > d). We interpret the sum on the right in (7) to be 0 (resp. V ) if j < 0 (resp. j > δ). 
Lemma 2.2. With reference to Assumption 2.1, the following (i), (ii) hold for
Proof: (i) Since V i is the eigenspace of A corresponding to the eigenvalue θ i , we have
Using (2) we find
Evaluating (A − θ i I)V ij using (7)- (9), we find it is contained in V i−1,j+1 .
(ii) Using (1) we find
Since V * j is the eigenspace of A * corresponding to the eigenvalue θ * j , we have
Evaluating (A * − θ * j I)V ij using (7), (10), (11), we find it is contained in V i+1,j−1 . 
Proof: For all nonnegative integers r such that r ≤ d and r ≤ δ, we define
We have AW r ⊆ W r by Lemma 2. 
Proof: Observe that (5) follows from Lemma 2.3(i) and (6) follows from Lemma 2.3(ii). It remains to show that the sequence {V
Let W denote the sum on the right in (14). We have AW ⊆ W by Lemma 2.3(i) and A * W ⊆ W by Lemma 2.3(ii). Now W = 0 or W = V by the irreducibility assumption. Observe that W contains V d0 and V d0 = V * 0 is nonzero so W = 0. We conclude that W = V and (14) follows. Next we show that the sum (14) is direct. To do this we show that
is zero for 1 ≤ i ≤ d. Let i be given. From the construction
for 0 ≤ j ≤ i − 1, and
Therefore (15) is contained in
But (16) is equal to V d−i,i−1 and this is zero by (12), so (15) is zero. We have shown that the sum (14) is direct. Next we show that
and observe that W = 0 and W = V by our above remarks. By Lemma 2.3(ii), we find A * W ⊆ W . By Lemma 2.3(i) and since V d−i,i = 0, we find AW ⊆ W . Now W = 0 or W = V by our irreducibility assumption, which yields a contradiction. We conclude that V d−i,i = 0 for 0 ≤ i ≤ d. We have now shown that the sequence
is a decomposition of V and we are done.
2 Theorem 1.7 is immediate from Lemma 2.5.
3 The Proof of Theorem 1.8
In this section we give a proof of Theorem 1.8. Along the way, we show that the split decomposition from Definition 1.6 is unique if it exists. The following assumption sets the stage.
Assumption 3.1. Let d denote a nonnegative integer. Let A (resp. A * ) denote a diagonalizable linear transformation on V with eigenvalues
) denote the corresponding eigenspaces of A (resp. A * ). We assume that there exists a decomposition
Lemma
Proof: First consider (17). We abbreviate
, and observe Z = XV by elementary linear algebra. Using (5), we find
Using (5), we find Y U j = 0 for i ≤ j ≤ d, so Y W = 0. Combining this with (19), we find W ⊆ Z. We now have Z = W and hence (17) holds. Line (18) is similarly obtained using (6). 2
Lemma 3.3. With reference to Assumption 3.1,
Proof:
Evaluating (21) using (17), (18) 
Moreover (A, A * ) is a Hessenberg pair on V .
Proof: To obtain (22), observe
To obtain (23), observe
(by (18)).
2 Theorem 1.8 is immediate from Lemma 3.5.
We finish this section with a comment. (ii) There exists an ordering
of the eigenspaces of A * such that 
) and no further orderings of the eigenspaces.
Hessenberg pairs and tridiagonal pairs are related as follows. In Proposition 4.4 we showed how Hessenberg pairs are related to tridiagonal pairs. We now use this relationship to obtain some results on tridiagonal pairs. ).
