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Abstract
System of Systems (SoS) architecting requires analyzing a set of individual but interconnected systems simultaneously in order to 
build a communicating SoS, which can provide the capabilities needed. In general, the systems can provide a set of capabilities 
and the SoS architect needs to decide which systems to include in the SoS so that each capability is provided by at least one 
system. In this case, the systems are inflexible, i.e., a selected system will contribute to the SoS with all the capabilities it can 
provide. On the other hand, if SoS architect can incentivize systems to contribute specific capabilities instead of all its 
capabilities, it might be possible to build a better SoS in terms of not only one objective but all objectives considered. In this 
study, we compare SoS architecting with inflexible and flexible systems and quantify the value of the flexibility of the systems
for a military application. Two evolutionary algorithms are constructed for the SoS architecting with inflexible and flexible 
systems for the resulting multi-objective optimization problems. These evolutionary algorithms output a set of Pareto efficient 
SoS's for the architect. Upon comparing the Pareto fronts of inflexible and flexible models, we quantify the value of systems'
flexibilities. It is demonstrated that SoS architecting with flexible systems can improve performance while decreasing costs.
© 2014 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of scientific committee of Missouri University of Science and Technology.
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1. Introduction and Literature Review
System of Systems (SoS) architecting finds many applications in engineering, health, transportation, and military 
systems. In SoS architecting, the architect should build a SoS that is able to provide a set of capabilities. On the 
other hand, different capabilities can be provided by different systems and the SoS architect’s problem is, therefore, 
to determine which systems should be included in the SoS to achieve a capable SoS1. However, in doing so, SoS 
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(http://creativecommons.org/licenses/by-nc-nd/3.0/).
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architect should consider the distinct characteristics of the systems as not every system can provide any capability at 
the same cost or performance levels as well as he/she should guarantee communication among the systems included 
in the SoS. A functioning SoS should include at least one system providing each capability and at least one interface 
between any pair of systems included in the SoS.
In particular, this study focuses on a military application of SoS architecting sponsored by the U.S. Department of 
Defense. Many military strategy development projects can be approached as SoS architecting problems2,3,4, and 
military systems correspond to SoS’s5. In this study, a SoS architecture refers to a military strategy for a mission that 
requires a set of capabilities and different military components can provide and contribute to the mission with
different capabilities. Nevertheless, we consider two cases for the SoS architecting problem of interest. In the first 
case, the systems are defined inflexible, i.e., a system announces the capabilities it can provide and if included in the 
SoS, it will contribute to the mission with all of the capabilities it can provide. In the second case, the systems are 
defined flexible, i.e., a system announces the capabilities it can provide; however, different than the inflexible 
systems, the SoS architect can request specific capabilities from the system and the system will contribute to the 
mission with the capabilities requested among the capabilities it can provide. The main motivation of our study is to 
quantify the benefits of having flexible systems instead of inflexible systems in the SoS architecting process. We 
note that the flexibility in this content is not the flexibility (robustness) of the SoS itself6 but the flexibility of the 
systems that will contribute to the SoS.
In both cases, the SoS architect targets to have low cost-high performance SoS, which is fully interconnected and 
able to provide all of the capabilities required for the mission. We formulate a bi-objective optimization problem for 
SoS architecting with each type of systems. Then, an evolutionary heuristic algorithm is developed for each of the 
bi-objective models. We conduct a numerical study to compare SoS architecting with inflexible systems to SoS 
architecting with flexible systems. Our observations indicate that the SoS architect can build better SoS’s with 
flexible systems. Therefore, the systems should be incentivized to be flexible.
The rest of the paper is organized as follows. In Section 2, the mathematical formulations are given. Section 3 
explains the details of the algorithms proposed to solve the SoS architecting problems. The results of a numerical 
study are discussed in Section 4. Concluding remarks and future research directions are noted in Section 5.
2. Problem Formulation
The SoS architect's problem is to construct a SoS with minimum total costs and maximum total performance. In 
this section, we formulate the SoS architecting problem with two types of systems: inflexible and flexible. In case of 
inflexible systems, the systems, who are selected by the SoS architect to be a part of the SoS, will contribute to the 
total cost and the total performance of the SoS with all of the capabilities they can provide. On the other hand, in 
case of flexible systems, the SoS architect determines which capabilities will be provided by which of the selected 
systems. The following definitions and notation are used in the mathematical formulation of both cases.
Consider that ݊ capabilities, indexed by i such that ݅ א ܫ, ܫ = {1,2, … ,݊}, are required for the SoS. There are m
systems, indexed by j such that ݆ א ܬ, ܬ = {1,2, … ,݉}, that can provide some or all of the capabilities. In particular, 
let ܽ௜௝ = 1 if system j can provide capability i, and ܽ௜௝ = 0 otherwise, and let ࡭ be the ݊ ×݉-matrix of ܽ௜௝ values. 
Each system has individual costs and performance levels in providing a specific capability. Let ܿ௜௝  and ݌௜௝denote 
system j's cost and performance level for providing capability i, respectively. Furthermore, each distinct pair of 
systems included in the SoS architect should have an interface between each other to achieve full connectivity. That 
is, no matter if the systems are inflexible or flexible; the SoS architect should decide which interfaces to select along 
with the systems selected. In both cases, one set of decision variables of the SoS architect can, therefore, be defined 
as ݕ௥௦ = 1 if an interface is selected between systems r and s, and ݕ௥௦ = 0 otherwise such that ݎ, ݏ א ܬ, and let ࢅ be 
the ݉ ×݉-matrix of ݕ௥௦ values. It is assumed that a system can communicate with itself by default; hence, one 
should have ݕ௝௝ = 0 ࿤ ݆ א ܬ. We define ݄௥௦ as the interface cost between systems r and s and, without loss of 
generality, assume that  ݄௥௦ = ݄௦௥ .
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2.1. SoS Architecting with Inflexible Systems
In case of inflexible systems, the SoS architect's main decision is to determine which systems to select. Let 
௝ܵ = 1 if system j is included in the SoS architecture, and ௝ܵ = 0 otherwise, and let ࡿ be the ݉-vector of ௝ܵ values.
Note that given ࡿ, one can determine ࢅ very easily. Particularly, it can be observed that ݕ௥௦ + ݕ௦௥ = 1 if ܵ௥+ܵ௦ = 2;
and, ݕ௥௦ + ݕ௦௥ = 0 if ܵ௥+ܵ௦ ൑ 1.
The total cost of the SoS architect is the sum of the costs of the capabilities provided by the systems and the costs 
of the interfaces, which reads as ܶܥଵ(ࡿ,ࢅ) = σ σ ௝ܵܽ௜௝ܿ௜௝௝א௃௜אூ + σ σ ݄௥௦ݕ௥௦௦א௃௥א௃ . The total performance of the 
SoS architect is ܶܲଵ(ࡿ,ࢅ) = σ σ ௝ܵܽ௜௝݌௜௝௝א௃௜אூ . The SoS architect's problem in case of inflexible systems (SoS-I) 
can then be formulated as follows:
SoS-I: Minimize ܶܥଵ(ࡿ,ࢅ)
Maximize ܶܲଵ(ࡿ,ࢅ)
Subject to σ ௝ܵܽ௜௝௝א௃ ൒ 1 ࿤ ݅ א ܫ (1)
ݕ௥௦ + ݕ௦௥ ൒ ܵ௥+ܵ௦ െ 1 ࿤ ݎ, ݏ א ܬ (2)
௝ܵ א {0,1} ࿤ ݆ א ܬ (3)
ݕ௥௦ א {0,1} ࿤ ݎ, ݏ א ܬ (4)
Constraints (1) guarantee that each capability is provided by at least one of the systems selected. Constraints (2)
assure that an interface is included between any distinct pair of the selected systems. Note that if ܵ௥+ܵ௦ = 2,
constraints (4) imply that ݕ௥௦ + ݕ௦௥ ൒ 1; however, since an additional interface will only increase costs while not 
contributing to the total performance, either ݕ௥௦ = 1 or ݕ௦௥ = 1 but not both ݕ௥௦ = ݕ௦௥ = 1 in a Pareto efficient 
solution. Similarly, it can be argued that if ܵ௥+ܵ௦ ൑ 1, ݕ௥௦ = ݕ௦௥ = 0 in a Pareto efficient solution. Constraints (3) 
and (4) give the binary definitions of the decision variables.
2.2. SoS Architecting with Flexible Systems
In case of inflexible systems, the SoS architect's main decision is to determine which systems will be asked to 
provide which capabilities. Let ݔ௜௝ = 1 if system j is requested to provide capability i, and ݔ௜௝ = 0 otherwise, and let 
ࢄ be the ݊ ×݉-matrix of ݔ௜௝ values. Note that by definition of ܽ௜௝ , we have ݔ௜௝ ൑ ܽ௜௝ . That is, the SoS architect will 
not request a capability from a system which cannot provide that capability. A system is selected in the SoS 
architecture if it is asked to provide at least one capability. Let ௝ܼ = 1 if σ ݔ௜௝௜אூ ൒ 1 and ௝ܼ = 0 otherwise, and let 
ࢆ be the ݉-vector of ௝ܼ values. That is,  ௝ܼ is the binary variable indicating selection of system j. It should be 
remarked that ࢆ and ࡿ are different. In particular, while ࡿ is the decision variables vector in case of inflexible 
systems, ࢆ is the auxiliary decision variables vector, determined by ࢄ in case of flexible systems. Nonetheless, the 
relation between ࢅ and a given ࡿ is the same between ࢅ and a given ࢆ. That is, ݕ௥௦ + ݕ௦௥ = 1 if ܼ௥+ܼ௦ = 2; and, 
ݕ௥௦ + ݕ௦௥ = 0 if ܼ௥+ܼ௦ ൑ 1.
The total cost of the SoS architect is the sum of the costs of the capabilities provided by the systems and the costs 
of the interfaces, which reads as ܶܥଶ(ࢄ,ࢅ) = σ σ ݔ௜௝ܿ௜௝௝א௃௜אூ + σ σ ݄௥௦ݕ௥௦௦א௃௥א௃ . The total performance of the SoS 
architect is ܶܲଶ(ࢄ,ࢅ) = σ σ ݔ௜௝݌௜௝௝א௃௜אூ . The SoS architect's problem in case of flexible systems (SoS-F) can then 
be formulated as follows:
SoS-F: Minimize ܶܥଶ(ࢄ,ࢅ)
Maximize ܶܲଶ(ࢄ,ࢅ)
Subject to σ ݔ௜௝ܽ௜௝௝א௃ ൒ 1 ࿤ ݅ א ܫ (5)
ݕ௥௦ + ݕ௦௥ ൒ ܼ௥+ܼ௦ െ 1 ࿤ ݎ, ݏ א ܬ (6)
௝ܼ ൑ σ ݔ௜௝௜אூ ࿤ ݆ א ܬ (7)
௝ܼ ൒ 1/݊σ ݔ௜௝௜אூ ࿤ ݆ א ܬ (8)
ݔ௜௝ א {0,1} ࿤ ݅ א ܫ ࿤ ݆ א ܬ (9)
௝ܼ א {0,1} ࿤ ݆ א ܬ (10)
ݕ௥௦ א {0,1} ࿤ ݎ, ݏ א ܬ (11)
68   Dincer Konur et al. /  Procedia Computer Science  36 ( 2014 )  65 – 71 
Constraints (5) and (6) are defined similar to constraints (1) and (2), respectively. Constraints (7) and (8)
guarantee that a system is selected in the SoS if at least one capability is requested from it; and, not selected 
otherwise. Particularly, if σ ݔ௜௝௜אூ = 0 constraint (7) indicates that ௝ܼ = 0 as 
௝ܼ א {0,1} ; and, if σ ݔ௜௝௜אூ > 0 , 0 < 1/݊σ ݔ௜௝௜אூ ൑  1 ; hence, constraint (8) indicates that ௝ܼ = 1 as 
௝ܼ א {0,1}. Constraints (9), (10), and (11) give the binary definitions.
3. Solution Analysis
Note that both SoS-I and SoS-F are binary-integer bi-objective optimization problems. Two common methods for 
solving multi-objective optimization problems are Pareto front generation (where the decision maker is provided 
with a set of solutions, among which a solution is selected) and reduction to single-objective formulation (where 
different weights are assigned to different objectives consider the decision maker's preferences or maximum 
deviation from the optimum solution of the individual objectives is minimized and a solution is provided to the 
decision maker). In this study, we adopt the former method and approximate the Pareto front (PF) of SoS-I and SoS-
F by generating a set of Pareto efficient SoS's for each case. To do so, due to the binary definitions of the decision 
variables, we propose two evolutionary heuristic algorithms; one for SoS-I, denoted by EA-I and one for SoS-F, 
denoted by EA-F.
Both of these algorithms consist of four main steps: (i) chromosome representation and initialization, (ii) fitness 
evaluation, (iii) mutation, and (iv) termination. Basically, an evolutionary algorithm works as follows. Given a set of 
solutions (chromosomes), i.e., a population, the best chromosome(s) are selected, through fitness evaluation, to 
generate the next population. The best chromosomes of a population constitute the parent chromosomes of the next 
population. The next population is generated by mutating the parent chromosomes of the current population. These 
steps are repeated until certain termination criterion is met. Steps (ii) and (iv) are common in both of the algorithms 
while steps (i) and (iii) are different due to the distinct characteristics of SoS-I and SoS-F. We, therefore, first 
explain the common steps (ii) and (iv), and then, steps (i) and (iii) for each algorithm.
3.1. Pareto Front Approximation and Termination
Let ࡻ denote a solution for SoS-I or SoS-F and let (ܶܥ,ܶܲ) be the total cost and performance of ࡻ, respectively. 
Note that ࡻ = (ࡿ,ࢅ) and (ܶܥ,ܶܲ) = (ܶܥଵ(ࡿ,ࢅ),ܶܲଵ(ࡿ,ࢅ)) in SoS-I, and ࡻ = (ࢄ,ࢅ) and (ܶܥ ,ܶܲ) =
((ܶܥଶ(ࢄ,ࢅ),ܶܲଶ(ࢄ,ࢅ)) in SoS-F. Now suppose that a set of solutions ܴ is given and let ࡻ࢘e the rth solution in ܴ
such that (ܶܥ௥ ,ܶܲ௥)defines the total cost and performance of ࡻ࢘ . In fitness evaluation of EA-I and EA-F, the 
purpose is to select the best chromosomes out of a given population, i.e., the parent chromosomes that will be used 
in generating the next population. To do so, since both SoS-I or SoS-F are bi-objective optimization problems, we 
focus on generating the Pareto efficient solutions out of a given population. A soluton is Pareto efficient if it is not 
Pareto dominated by another solution. Unless  (ܶܥ௥ ,ܶܲ௥) = (ܶܥ௦,ܶܲ௦) , ࡻ࢘ P Pareto dominates ࡻ࢙ if ܶܥ௥ ൑ ܶܥ௦
and  ܶܲ௥ ൒ ܶܲ௦ . Therefore, the following routine can be used to generate all of the Pareto efficient solutions, 
denoted by ܲܨ(ܴ) out of a given set of solutions ܴ.
Routine for determining ܲܨ(ܴ):
Step 1: Set ݐ = 1
Step 2: While ݐ ൑ |ܴ| െ 1
Step 3: Set ݓ = ݐ + 1
Step 4: While ݓ ൑ |ܴ|
Step 5: Unless (ܶܥ௧ ,ܶܲ௧) = (ܶܥ௪ ,ܶܲ௪)
Step 6: if ܶܥ௧ ൑ ܶܥ௪ and ܶܲ௧ ൒ ܶܲ௪
Step 7: Set ܴ = ܴ െ {ࡻ࢝} and ݓ: = ݓ െ 1
Step 8: if ܶܥ௥ ൑ ܶܥ௦ and ܶܲ௥ ൒ ܶܲ௦
Step 9: Set ܴ = ܴ െ {ࡻ࢚} and ݓ ؔ |ܴ| and ݐ: = ݐ െ 1
Step 10: Set ݓ: = ݓ + 1
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Then, given a population ܴ, ܲܨ(ܴ) is taken as the set of parent chromosomes for the next population. If ܲܨ(ܴ)
is not changing over a pre-specified number of populations, defined as  ܭ , in EA-I and EA-F, algorithms are 
terminated. The latest ܲܨ(ܴ) is the set of solutions returned for the decision maker. Next, the details of steps (i) and 
(ii) for each algorithm are explained.
3.2. Evolutionary Algorithm for SoS-I
Recall that ࡿ is the binary decision variables vector in SoS-I. Therefore, the EA-I evolves with ࡿ. The details of 
the steps of chromosome representation and initialization and mutation steps of EA-I are as follows.
x Chromosome Representation and Initialization: The chromosome is defined by ࡿ . Initially, ݊݉ feasible 
chromosomes are generated as the first population as follows. First, a binary ݉-vector ࡸ = [ܮଵ, ܮଶ, … , ܮ௠] is 
generated. For each ݅ א ܫ, if σ ܮ௝ܽ௜௝௝א௃ = 0, a system ݆ such that ܽ௜௝ = 1 is randomly selected and we set ܮ௝ =
1. The final ࡸ is a feasible ࡿ.
x Mutation: Given a set of parent chromosomes, the next set of chromosomes consists of the parent chromosomes 
and newly generated chromosomes through mutation. Including the parent chromosomes within the next 
population guarantees that the Pareto front is not worsening over populations. New chromosomes are generated 
by applying a neighbor mutation on each gene of every parent chromosome. The neighbor mutation works as 
follows. Consider a parent chromosome ࡿ and a gene ݈ ൑ ݉. If ௟ܵ = 0, we set ௟ܵ = 1 and create a new feasible 
chromosome. If ௟ܵ = 1, to avoid infeasibility, we set ௟ܵ = 0 if σ ௝ܵܽ௜௝௝א௃:௝ஷ௟ ൒ 1 ࿤ ݅ א ܫ. One can generate at 
most ݉ new chromosomes out of a given parent chromosome.
3.3. Evolutionary Algorithm for SoS-F
Recall that ࢄ is the binary decision variables vector in SoS-F. Therefore, the EA-F evolves with ࢄ. The details of 
the steps of chromosome representation and initialization and mutation steps of EA-F are as follows.
x Chromosome Representation and Initialization: We adopt the binary matrix representation of ࢄ as the 
chromosome. The ݆௧௛ column of ࢄ defines the ݆௧௛ gene of the chromosome. Specifically, note that σ ݔ௜௝ܽ௜௝௝א௃ ൒
1 in a feasible  ࢄ . Therefore, for each capability  ݅ , we select a system ݆ among the systems with ܽ௜௝ = 1
randomly and set  ݔ௜௝ = 1 . Repeating this process for each capability, a feasible ࢄ is generated. There are two 
advantages of this chromosome representation: feasibility of each chromosome is guaranteed and mutation 
operations, as will be explained, are really simple to generate new chromosomes. We set the initial population 
size equal to ݊݉.
x Mutation: Similar to EA-I, given a set of parent chromosomes, the next set of chromosomes consists of the 
parent chromosomes and newly generated chromosomes through mutation to have non-worsening Pareto fronts 
over populations. New chromosomes are generated by applying two mutations on each gene of every parent 
chromosome: adding request and dropping request. Consider a parent chromosome ࢄ and a gene ݈ ൑ ݉. Adding 
request is executed by randomly selecting a capability ݅ such that ݔ௜௟ = 0 and ܽ௜௝ = 1 then, we set ݔ௜௟ = 1.
Dropping request is executed by randomly selecting a capability ݅ such that ݔ௜௟ = 1 and  σ ݔ௜௝ܽ௜௝௝א௃:௝ஷ௟ ൒ 1
࿤ ݅ א ܫ , then we set ݔ௜௟ = 1 . One can generate at most 2݉ new chromosomes out of a given parent 
chromosome.
4. Numerical Study
In this section, we conduct a numerical study to analyze the benefits of SoS architecting with flexible systems 
compared to SoS architecting with inflexible systems. To do so, we first solve a given problem instance with EA-I
and EA-F and generate two Pareto fronts. Let ܲܨூ and ܲܨி denote the Pareto fronts returned by EA-I and EA-F, 
Step 11: Set ݐ: = ݐ + 1
Step 12: Return ܲܨ(ܴ) = ܴ.
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respectively, at termination (the same initial population number and termination criteria are used for EA-I and EA-
F). Then, we compare ܲܨூ and ܲܨி by using the dominance relation between these two Pareto fronts. Particularly, 
Pareto dominance between ܲܨூ and ܲܨி is defined as follows. Unless  ܲܨூ ؠ ܲܨி , ܲܨூ Pareto dominates ܲܨி
if ܲܨ(ܲܨூ ׫ ܲܨி) = ܲܨூ , that is, ܲܨி includes no solution that Pareto dominates any solution in ܲܨூ . Note that one 
can use Routine given above to generate ܲܨ(ܲܨூ ׫ ܲܨி).
For the numerical study, each combination of ݊ = {5,10,15} and ݉ = {5,10,15} is considered as a problem size 
class. For each problem size class, we randomly generate 10 problem instances with the following problem 
parameters: ܿ௜௝~ ܷ[10,50], ݄௥௦~ ܷ[5,10] , and ݌௜௝~ ܷ[1,10] , where ܷ[ܽ, ܾ] denotes the continuous uniform 
distribution with range [ܽ, ܾ]. Moreover, given a problem instance, we randomly generate the binary matrix ࡭ such 
that the problem instance is feasible.
Tables 1 and 2 show the average values over the 10 problem instances solved for each problem size class of the 
quantitative and qualitative comparison of EA-I and EA-F, respectively. Particularly, the quantitative comparison 
presents the number of Pareto efficient solutions returned (|ܲܨூ| and |ܲܨி|) and computational time in seconds
( ܿ݌ݑ௜ and  ܿ݌ݑ௙ ) at termination of the algorithms, the percentage of the problem instances where  |ܲܨூ| >
|ܲܨி|, |ܲܨூ| = |ܲܨி|, and |ܲܨூ| < |ܲܨி|. The qualitative comparison presents the percentage of problem instances 
where ܲܨூ ؠ ܲܨி (i.e., |ܲܨூ| = |ܲܨி| and each solution in one set has a matching solution in the other in terms of 
objective function values), ܲܨூ~ܲܨி (i.e., neither ܲܨூ dominates ܲܨி nor ܲܨிdominates ܲܨூ ), ܲܨூ ب ܲܨி (i.e., 
ܲܨூ dominates ܲܨி), and ܲܨூ ا ܲܨி (i.e., ܲܨிdominates ܲܨூ).
We have the following observations based on Tables 1 and 2:
x As expected, EA-I requires less computational time than EA-F on average since the search space of SoS-I (note 
that there are at most 2௠binary ࡿ vectors) is smaller that the search space of SoS-F (note that there are at most 
2௡௠binary X matrices). Due to the same reason, EA-F, nevertheless, returns more Pareto efficient solutions on 
average. In particular, EA-I returns more solutions than EA-F for less than 8% of the problem instances while 
EA-F returns more solutions than EA-I for 90% of the problem instances (both algorithms returned the same 
number of solutions for only 2.2% of the problem instances).
x In none of the problem instances, ܲܨூ was equal to ܲܨி or ܲܨூ dominated ܲܨி . For 21.11% of the problem 
instances, ܲܨிdominated ܲܨூ and for the remaining 78.89% of the problem instances none of the Pareto fronts 
dominated the other.
Based on these observations, one can conclude that flexibility of the systems is beneficial as the SoS architect can 
consider more options to choose from (i.e., more Pareto efficient solutions), each of which are not inferior compared 
to the options available in case of inflexible systems. Furthermore, it is even possible that flexibility of the systems 
may offer increased performance with lower costs or decreased costs with higher performance.
5. Conclusions and Discussion
In this study, we analyzed two cases for a SoS architecting problem: inflexible systems and flexible systems. In 
case of inflexible systems, a system contributes to the SoS with all of the capabilities it can provide. On the other 
hand, in case of flexible systems, the SoS architect can request specific capabilities from a system among the 
capabilities it can provided. Two bi-objective optimization models are formulated for SoS architecting problem: one 
with inflexible systems and one with flexible systems. For each model, we propose an evolutionary heuristic 
algorithm to determine a set of approximate Pareto efficient SoS’s. A numerical study is conducted to compare two 
cases for SoS architecting quantitatively as well as qualitatively. Based on quantitative comparison, one can 
conclude that, with flexible systems, the SoS architect will have more options. Based on qualitative comparison, one 
can conclude that the SoS architect can have options that improve both objectives (i.e., reduce costs and increase 
performance). Therefore, we recommend that the SoS architect should incentivize systems to be flexible. An 
immediate future research direction is to analyze different incentives to make systems flexible. For instance, the SoS 
architect can allocate funds depending on the level of flexibility of the systems. Another future research direction is 
to improve the evolutionary heuristics proposed. One can use the Pareto efficient SoS’s returned after solving the 
SoS architecting problem with inflexible systems as starting solutions within solving flexible systems.
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Table 1. Quantitative Comparison
݊ ݉ |ܲܨூ| ܿ݌ݑ௜ |ܲܨி|  ܿ݌ݑ௙ |ܲܨூ| > |ܲܨி| |ܲܨூ| = |ܲܨி| |ܲܨூ| < |ܲܨி|
5 5 8.2 0.009 18.5 0.248 0% 20% 80%
10 39.2 0.142 75.1 7.659 10% 0% 90%
15 115.6 1.839 109.9 18.821 60% 0% 40%
10 5 5.1 0.010 27.3 0.718 0% 0% 100%
10 55.1 0.216 151.5 42.092 0% 0% 100%
15 130.9 2.083 285.7 260.128 0% 0% 100%
15 5 5.2 0.014 50.4 2.026 0% 0% 100%
10 53.4 0.198 375.1 303.694 0% 0% 100%
15 148 2.874 544.1 1274.406 0% 0% 100%
Average 62.3 0.821 182.0 212.199 7.78% 2.22% 90.00%
Table 2. Qualitative Comparison
݊ ݉ ܲܨூ ؠ ܲܨி ܲܨூ~ܲܨி ܲܨூ ب ܲܨி ܲܨூ ا ܲܨி
5 5 0% 80% 0% 20%
10 0% 100% 0% 0%
15 0% 100% 0% 0%
10 5 0% 10% 0% 90%
10 0% 100% 0% 0%
15 0% 100% 0% 0%
15 5 0% 20% 0% 80%
10 0% 100% 0% 0%
15 0% 100% 0% 0%
Average 0.00% 78.89% 0.00% 21.11%
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