The Fibonacci word W on an infinite alphabet was introduced in [Zhang et al., Electronic J. Combinatorics 2017 24(2), 2-52] as a fixed point of the morphism 2i → (2i)(2i + 1), (2i + 1) → (2i + 2), i ≥ 0. Here, for any integer k > 2, we define the infinite k-bonacci word W (k) on the infinite alphabet as the fixed point of the morphism ϕ k on the alphabet N defined for any i ≥ 0 and any 0 ≤ j ≤ k − 1, as
Abstract
The Fibonacci word W on an infinite alphabet was introduced in [Zhang et al., Electronic J. Combinatorics 2017 24(2), 2-52] as a fixed point of the morphism 2i → (2i)(2i + 1), (2i + 1) → (2i + 2), i ≥ 0. Here, for any integer k > 2, we define the infinite k-bonacci word W (k) on the infinite alphabet as the fixed point of the morphism ϕ k on the alphabet N defined for any i ≥ 0 and any 0 ≤ j ≤ k − 1, as ϕ k (ki + j) = (ki)(ki + j + 1) if j = 0, · · · , k − 2, (ki + j + 1) otherwise.
We consider the sequence of finite words (W
is the prefix of W (k) whose length is the (n + k)-th k-bonacci number. We then provide a recursive formula for the number of palindromes occur in different positions of W (k)
n . Finally, we obtain the structure of all palindromes occurring in W (k) and based on this, we compute the palindrome complexity
Introduction
Finite and infinite Fibonacci words are among the most studied ones in combinatorics of words and have important roles in computer science, based on their optimal properties and various applications, see for example [13, 3, 14, 5] . The sequence of finite Fibonacci words (F n ) n≥−1 is given by F −1 = 1, F 0 = 0 and the recurrence relation F n = F n−1 F n−2 which holds for n ≥ 1. An equivalent way to give these words for n ≥ 0, is using F n = ψ n (0), where ψ is the binary morphism 0 → 01, 1 → 0. The infinite Fibonacci word is then given by F ∞ = lim n→∞ F n or equivalently by
A natural extension of finite Fibonacci words to k-letter alphabet, k ≥ 2, is defining finite k-bonacci words (F (k) n ) n≥0 by
Alternatively, these words may be given by F 
The infinite k-bonacci word is then given by F The infinite Fibonacci word belongs to the class of infinite aperiodic binary words having the minimal complexity (i.e. the minimal number of factors of each given length); Any such word is called a Sturmian word. Sturmian words are well-studied in the literature; They admit some equivalent definitions and have several interesting properties, see [4, 12, 10] for instance.
While the infinite Fibonacci word is the simplest example of Sturmian words, the infinite kbonacci word is similarly related to the most natural extension of Sturmian words, namely episturmian words. More precisely, the k-bonacci word is the simplest example of non-ultimately periodic episturmian words on the k-letter alphabet; To see the definition and properties of episturmian words see [6, 4, 11, 8, 7] .
The infinite Fibonacci word over the infinite alphabet of nonnegative integers, N, denoted here as W (2) , is presented in [15] as the fixed point of the morphism ϕ 2 given by ϕ 2 (2i) = (2i)(2i + 1) and ϕ 2 (2i + 1) = 2i + 2 for i ≥ 0. More precisely, we have W (2) = ϕ ω 2 (0). The authors of [15] have also studied the finite Fibonacci words over N, namely the words W (2) n = ϕ n 2 (0). It is obvious that when the digits of W (2) n and W (2) are calculated mod 2, these words are reduced to F n and F ∞ , respectively. Among several properties of words W (2) n and W (2) studied in [15] , the authors characterized palindrome factors of W (2) n and W (2) . Particularly, the authors showed that in contrast to the ordinary infinite Fibonacci word which contains palindrome factors of arbitrary length, the word W (2) has no palindrome of length greater than 3. Some more properties of these words were consequently studied by Glen et al. in [9] . Among other results, they computed the number of palindromes in W
n .
In this paper, we introduce finite and infinite k-bonacci words on infinite alphabet N, denoted respectively as W (k) n and W (k) . We study some properties of these words as well as the ones of the generating morphism ϕ k , defined later in this paper. Based on these, we characterize the palindrome factors of W (k) for any fixed integer k ≥ 3. More precisely we show that the length of a palindrome factor of
element ℓ of L k we give the structure of palindromes of W (k) with length ℓ. We also enumerate the total number of palindromes of W (k)
Definitions and notation
In this paper, the alphabet, which can be a finite or a countable infinite set, is denoted as A. When the alphabet is infinite, we simply take A = N. Each element of the alphabet A is called a letter; When A = N, we equivalently use the term digit instead of letter. We denote by A * the set of finite words over A and we let A + = A * \ {ǫ}, where ǫ the empty word. We denote by A ω the set of all infinite words over A and we let A ∞ = A * ∪ A ω . If a ∈ A and W ∈ A ∞ , then the symbols |W | and |W | a denote respectively the length of W , and the number of occurrences of letter a in W (It is obvious that when W ∈ A ω , |W | = ∞). For a word W ∈ A ∞ , Alph(W ) is defined to be the number of letters which have at least one occurrence in W , that is Alph(W ) = {a ∈ A : |W | a > 0}.
A word V ∈ A + is a factor of a word
We denote the suffix (resp. prefix) V of size j of W ∈ A + by Suff j (W ) (resp. Pref j (W )). If W ∈ A * and W = V U (resp. W = U V ,) we merely write V = W U −1 (resp. V = U −1 W ). For a finite word W = w 1 w 2 . . . w n , with w i ∈ A and for 1 ≤ j ≤ j ′ ≤ n, we denote W [j, j ′ ] = w j . . . w j ′ , and for simplicity we denotes W [j, j] by
The r eversal of a finite word W = w 1 w 2 . . . w n , with
The set of all palindrome factors of the word W ∈ A ∞ is denoted by Pal(W ). When the alphabet is finite, for any word U ∈ A ∞ , the number of palindrome factors of length n of U , called the palindrome complexity of U , is denoted by pal U (n) (for more information about the palindrome complexity see [1, 2] and the references therein).
When the alphabet is infinite (i.e. A = N), the definition of palindrome complexity can naturally be extended to all words U ∈ A ∞ with the same notation. Let P be a palindrome of odd length, then the letter a ∈ A for which P = W aW R , is called the center of the palindrome P .
If P is a palindrome of even length, then the center of P is defined to be the empty word. For any occurrence of a palindrome factor P ∈ A * in a word W ∈ A ∞ such as W = U P V with U ∈ A * , V ∈ A ∞ , the center position of this occurrence of P in W is denoted by c p (P, W ) and defined to be |U | +
|P |+1
2 . A palindrome factor P ∈ A of W ∈ A * is called a maximal palindrome factor of W if there is no longer palindrome factor of W with the same center position.
For a finite word W and an integer n, n ⊕ W denotes the word obtained by adding n to each letter of W . For example, let W = 01023 and n = 5, then n ⊕ W = 56578. For a finite set S = {S 1 , . . . , S m } ⊂ A + , we define n ⊕ S to be the set {n ⊕ S 1 , . . . , n ⊕ S m }.
For any integer k ≥ 2 the sequence of k-bonacci numbers, denoted by {f
The sequences corresponding to k = 2 and k = 3 are respectively the well-known Fibonacci and Tribonacci sequences. We define the finite (resp. infinite) k-bonacci words W
infinite alphabet N, using the morphism ϕ k given below
mod k, that is for a fixed value of k, the k-bonacci words over infinite alphabet are reduced to k-bonacci words over finite alphabet when the digits are calculated mod k. It is easy to show that for n ≥ 0, |F
We end this section with two examples giving some initial k-bonacci words on finite and infinite alphabet.
Example 1. In this example the third k-bonacci words on finite and infinite alphabet are given when k ≤ 5. The infinite Tribonacci words on finite and infinite alphabet are also shown. = 0102010010201, = 0102010301020104010201030102010010201030102010401020103010201. 3 Some properties of the morphism ϕ k
In this section we give some basic properties of the morphism ϕ k . We will later use these properties to discover the structure of palindromes in k-bonacci words. The following lemma states a property of the morphism ϕ k which can be easily deducted from the definition.
Lemma 1. For any integer
Theorem 2. For any n ≥ 1, we have ϕ
Proof. We use induction on n. When n = 1, the result follows from the definition of ϕ k . Now suppose the result holds for all n, 1 ≤ n ≤ m; We will prove it for n = m + 1.
•
✷
The following theorem gives us the suffix of length two of the word ϕ n k (0). The proof is based on some definitions and Lemmas come in the next section. So, we demonstrate the proof of this theorem later.
Theorem 3. Let n ≥ 1 and n ≡ j (mod k) and 0 ≤ j ≤ k − 1. Then
We end this section with the following simple lemma. i . Now, suppose that there is no factor 00 in W (k) i for i ≤ m. We are going to prove that 00 is not a factor of W In this section we give some identities for W (k) n which are very useful for the rest of the paper.
The following lemma gives a recursive formula for W
Proof. We use induction on n. It is easily to check that the statement true for j = 1. Suppose the lemma is true for all i with 1
Proof. By Lemma 5, we have
In the next lemma we give a recursive formula for W (k) n when n ≥ k.
Proof. We use induction on n. If n = k, the statement is true since
Now, suppose (5) holds for all n with k ≤ n ≤ j; We prove it for n = j + 1 as below.
, then the following equality holds:
Proof. The result is true either by (3), or by Lemmas 5 and 7.
The following corollary is a direct consequence of Corollary 8.
Corollary 9.
The following inequality holds for every nonnegative integer i.
and appears once at the end of this word.
Proof. We prove this using induction on n.
= ϕ k (0) = 01 and it is obvious that the claim is true. Now suppose the result holds for n ≤ m. We must it for n = m + 1. Proof. We prove the lemma using induction on n, for a fixed integer k > 2. If n = 1, then W (k) 1 = 01 and it is clear that the lemma is true. Let the claim be true for all n with n ≤ m; We want to prove it for n = m + 1. Assume that ab ≺ W (k) m+1 and k ∤ b. We show that a < b.
If n ≤ k − 1, then by (4) we have
always starts with 0 and k ∤ b, using above equation we conclude that either ab ≺ W
i , for some 1 ≤ i ≤ n − 1, then by induction hypothesis a < b and if ab = 0n it is clear that a < b, as required.
always start with 0 and k ∤ b, using above equation we conclude that either ab ≺ W
n−k ). In both cases by induction hypothesis we have a < b, as desired. ✷
Proof of Theorem 3:
We prove the theorem using induction on n. Suppose the result holds for n ≤ m. We consider two following cases for n = m + 1:
• If m + 1 ≡ j (mod k), and 0 < j < k then by Lemma 10, m is the last digit of ϕ
So, the proof is complete. ✷
5
The number of palindromes in W
In this section we are going to count the total number of palindromes in W (k)
n . Actually, the process of counting all palindromes in W (k) n leads us to find all possible palindrome factors of W (k) n . Equations (4) and (5) are essential in the rest of this work. By equation (4) and Lemma 6, we obtain an explicit formula for the number of palindromes in W (k) n when n ≤ k − 1; This is done in Section 5.1. When n ≥ k, equation (5) 
for some n−k+2 ≤ j ≤ n−1.
We call any such palindrome, a bordering palindromes of type j of W (k) n .
Type 3. Palindromes P which are of the forme P = AB, where A is a suffix of
and B is a prefix of k ⊕ W n , respectively. It is clear that the following recurrence relation holds
The following theorem gives a recurrence formula for computing P (k) (n). The proof which is formally stated in Section 5.4, is based on considering several cases with respect to values of n and k. This is done in Sections 5.1-5.3.
Theorem 12. Let k > 2 and n ≥ 1 be given integers. Then the following holds
To prove the theorem we divide this section in some subsections with respect to the values of n and k.
Palindromes in
Proof. We prove this by induction on n. Since for every k > 2 we have W
= 0102 the first step of the induction is true. Suppose n = j < k − 1, the word W (k) j j −1 is palindrome. Now using Lemma 6 we have
which is a palindrome word by induction hypothesis. ✷
Proof. Since the digit n just occurs in the last position of W (k)
n , every palindrome factors of W (k) n should be a palindrome factor of W (k) n (n) −1 . By Lemma 6, for every n ≤ k − 1, we have
From (7), we conclude that n − 1 occurs once in W (k) n (n) −1 . Using Lemma 13 and again using (7), we found that a factor p of W (n−1) . Therefore,
Proof. We can easily prove the formula by induction on n. ✷
Bordering Palindromes of W (k) n
In this section we consider the bordering palindromes of W n . Then n ≤ 2k − 3 and
n , followed by W 
Proof. By definition of bordering palindrome, B j is a palindromic factor of the following word
and by Lemma 16, j is the center B j . Now, by Lemma 13, W
. From these two points we conclude that
n−k+1 ).
✷
Lemma 19. Let n and j be two integers with n ≤ 2k − 3 and n − k + 2 ≤ j ≤ k − 1 and B j be a bordering palindrome of type j.
Proof. By Lemma 18 and (4) the maximal bordering palindrome of type j of W (k) n is of the following form:
Hence
Proof. If n ≤ 2k − 3 and n − k + 2 ≤ j ≤ k − 1, then by Lemma 19, we have
Since k ≤ n ≤ 2k − 3 and j < k, the last equality holds. Otherwise, by Lemma 17, B (k) (n, j) = 0, as desired. ✷
Straddling Palindromes of W (k) n
In this section we are going to count the number of straddling palindromes of W , is a (A, B) -straddling palindrome which is a maximal straddling palindrome.
Lemma 21. If S is a straddling palindrome of W
Proof. First we note that (k ⊕ W (k) n−k ) starts with k and W (k) n−k+1 ends with n − k + 1. Hence, the sequence (n − k + 1)k occurs in any straddling palindrome P of W (k) n . Since P is palindrome, the sequence k(n − k + 1) also occurs in P . By definitions of W (k) n and φ k the only letters that come after k are from the set {k, k + 1, k + 2, . . . , 2k − 1}. Therefore, we have (n − k + 1) ∈ {k, k + 1, k + 2, . . . , 2k − 1}, hence, n ∈ {2k − 1, 2k, . . . , 3k − 2}, as desired. Proof. By Lemma 7,
k−1 ) and using Theorem 3, (1k) ✄ W 
n−2k+1 ) and hence |X| ≤ 2 n−2k+1 .
Proof. Let i = n − 2k and let W be an (A, B)-maximal straddling palindrome of W
2k+i . By (5),
Hence,
Therefore, W
Let W
i+2 |. By definition of (A, B)-maximal straddling palindrome of W (k) 2k+i and using (10), we conclude that
k+i |. We claim that j > l; To the contrary, let j ≤ l. Let the digits y and z satisfy yz = Suff 2 W (k) i+2 . Since 1 ≤ i + 1 ≤ k − 2, using Theorem 3, we have yz = 0(i + 2). Since B ✁ k ⊕ (W (k) k+i ), we have 0 ∈ Alph(B) and we conclude that c p (W, W (k) 2k+i ) ≤ l − 2. On the other hand by (10), the subsequent letter of z = i + 2 is k. Hence, (i + 2)k ≺ W and k(i + 2) ≺ W , but this is impossible by Lemma 11. Therefore,
The next lemma is useful to give an upper bound for the size of the word Y in any (X, Y )-straddling palindrome of W
Lemma 24. Let i ≥ 0 and P be palindrome prefix of
k+i . Then the largest digit of P is i + 1.
Proof. Let ℓ be the largest digit of P and for contrary suppose that ℓ > i + 1. It is obvious that
i+k . We note that ℓ + 1, which is the last digit of W (k) ℓ+1 , does not appear in P Hence,
On the other hand W
ℓ+1 and since i + 1 < ℓ and using Lemma 10, we conclude that the first place that ℓ occurs is the last digit of W 
Proof. Let i = n − 2k and W be an (A, B)-maximal straddling palindrome of W
So we have
By Lemma 23,
and by Lemma 10, k + i + 2 ∈ Alph(A). We claim that k + i + 2 ∈ Alph(B). For contrary suppose that k + i + 2 ∈ Alph(B). We note that (k ⊕ W 
−1 ))-straddling palindrome and the
Proof. Let S = AB be an (A, B)-maximal straddling palindrome of W
. Then by Lemmas 23 and 25, we conclude that S ≺ W . Moreover, by (5) we have
By the last equation and using Lemma 10, we conclude that |W | k+i+1 = 2. Let c 1 and c 2 be two integers with
2k+i , the first occurrence of the digit k + i + 1 in W , lies in S. Therefore, either c p (S, W ) = c 1 or c p (S, W ) = c1+c2 2 . In other words, the center position of S is either the corresponding position of first occurrence of k + i + 1, or is the position of the middle digit between the two occurrences of k + i + 1 in W . So, we have the following two cases
• S has only one digit k + i + 1: in this case we show that
) is palindrome and this true by Lemma 13.
• S has exactly two digits k + i + 1: in this case we show that
) is palindrome and using Lemmas 23 and 25, S = AB is a maximal straddling palindrome, as desired.
✷
Lemma 27. Let n = 3k − 2 and let S = XY be an (X, Y )-straddling palindrome of
Proof. Let W be a (A, B)-maximal straddling palindrome of W (k) 3k−2 . By Lemma 7, we have
Using (5) we have
and by Lemma 10, 2k ∈ Alph(A). We claim that 2k ∈ Alph(B) as well. For contrary suppose that 2k ∈ Alph(B). We note that (k ⊕ W hence c p (W, W ) > |A|. Therefore, (2k − 1)B contains a palindrome P with 2k ∈ Alph(P ), which is impossible by Lemma 24. Hence, 2k ∈ Alph(B), which implies that
has exactly two maximal straddling palindromes which are respectively (k ⊕ W
Proof. In perivous lemma we show that
Therefore for every (A, B)-straddling palindrome of W (k) 3k−2 , S = AB ≺ W , where
By Lemma 10 and (18) the digit k − 1 occurs twice in W . Let c 1 and c 2 be two integers with
3k−2 , S should contain the first occurrence of k − 1 in W . Therefore, either we have c p (S, W ) = c 1 or
In other words the center position of S is either the position of the first occurrence of k − 1 in W or exactly the position of the digit in the middle of the two occurrences of k − 1 in W . So, we have the following two cases
Lemma 27, it suffices to show that k ⊕ (W
) is palindrome and this is true by Lemma 13.
• |S| k−1 = 2 : In this case we show that
) is palindrome and using Lemmas 27 and 28, S = AB is a maximal straddling palindrom as desired. n . Then
Proof. If n = 2k − 1, then by Lemma 22, the only straddling palindrome of
If 2k ≤ n ≤ 3k − 3, then by Lemma 26, the only maximal straddling palindromes of W
, where i = n−2k. According to the proof of Lemma 26, the center of S 1 is k+i+1 and c p (
i+1 |. Therefore, the number of straddling palindromes with the same center position as S 1 , is |W
Hence, the number of straddling palindromes with the same center position as S 2 , is |W
If n = 3k − 2, then by Lemma 29, the only maximal straddling palindromes of W
According to the proof of Lemma 29, c p (S − 1, S − 1) = |W k−1 |. Hence, the number of straddling palindrome with the same center position as S 2 , is |0
Finally, in the cases n < 2k − 1 of n > 3k − 2 by Lemma 21, we have S (k) (n) = 0, as desired. ✷
Proof of Theorem 12
(i) This part is true according to the Theorem 15.
(ii) To prove this part by the equation 6 we have
Therefore,
Where
Lemma 20 we have
If 2k − 1 ≤ n ≤ 3k − 2, then by Lemma 20 and Equation 6, α (k) (n) = S (k) (n). Hence using Theorem 30, we have
Finally, using Theorem 30 and Lemma 20, α (k) (n) = 0, if either n = 2k − 2 or n > 3k − 2.✷
Examples
In the following example in the case k = 4 for some different values of n we give all of the maximal straddling palindromes and the maximal bordering palindromes of W has some bordering palindromes with center 3 and 2 respectively, the largest one of these palindromes are shown in (21,22).
We also notice that by Theorem 30, W
Palindrome Structure
In the previous section we counted the total number of palindromes in W (k) n and we gave a recurrence formula for computing this number. In this section firstly we give the structure of all palindrome factors of W (k) . Then we compute the palindrome complexity of W (k) .
The following lemma indicate that to computing Pal(W (k) ) it suffices to compute Pal(W (k) n ) for some finite numbers of n.
Lemma 31. For all integer k > 2, the following relation holds:
Proof. Using Lemma 20 and Theorem 30, for n > 3k − 2, the word W (k) n has neither straddling palindrome nor bordering palindrome. Hence, by equation (5), when n > 3k − 2, Pal(W
✷
To present the next results we need the following definition.
Definition 1. Let k be an integer greater than two, then we define the following set of words:
The following lemmas give the structure of the palindromes of W
Lemma 32. Let n < k and P be a maximal palindromic factor of W
Proof. By Lemma 13,
n−1 (n−1) −1 is a maximal palindrome with center n − 1. Therefore, it is easy to see that the maximal palindromes appeared in W n−1 (n − 1) −1 . Hence, using induction we can see that the set all maximal palindromes of W
Proof. By Theorem 30, W (k) n has no straddling palindrome. Using equation (5) and lemma 18, we found that the only maximal palindromes of W (k) n which are not appeared in P
Lemma 34. Let n = 2k − 2 and P be a maximal palindromic factor of W
Proof. By Lemma 20 and Theorem 30, W (k) n has neither straddling palindrome nor bordering palindrome. Hence, using equation (5), we conclude that Pal(W
n−k )). By Lemmas 32 and 33, we know that
2 ), as desired. ✷ Lemma 35. Let n = 2k − 2 and P be a maximal palindromic factor of W
2 ). Then by Lemma 34, P is not a maximal palindromic factor of any W (k) j , j < n. Hence, P is either straddling palindrome or a bordering palindrome. By Lemmas 17 and 22, P is straddling and P = kk. ✷ Lemma 36. Let 2k ≤ n ≤ 3k − 3 and P be a maximal palindromic factor of W
∪ {kk}). Hence by Lemmas 32, 33, 34 and 35, P is not a maximal palindromic factor of any W (k) j , j < n. Hence, P is either straddling palindrome or a bordering palindrome. By Lemma 20, W (k) n has no bordering palindrome and by Lemma 26, the maximal straddling palindromes of W (k) n are all from the set {k ⊕ (W
3 ). Hence by Lemmas 32, 33, 34, 35 and 36, P is not a maximal palindromic factor of any W i .
Proof. First we want to prove the if part. By Lemma 13, all members of P (k) 1
are palindrome and it is clear that all of them are maximal palindrome. If P ∈ P (k) 2 , then by Lemma 18, P is a maximal palindrome. If P ∈ P The only if part is trivial using Lemmas (32-37). ✷ Example 5. Consider the word W (3) . Then by Definition1, the sets P
1 , . . . , P are as follows: 
i .
Example 6. Consider the word W (4) . Then by Definition 1, the sets P
1 , . . . , P 
Length of Palindromes in W (k)
In this section we want to compute all possible values for the lengths of palindromes in W (k) .
Definition 2. Let k ≥ 3, and for 1 ≤ i ≤ 4, P i be the sets defined in Definition 1. For 1 ≤ i ≤ 4, we define L(P Proof. By Theorem 38 and using Lemma 39, we found that if n ∈ {2, 3, 5, . . . , 3.2 k−1 − 1}, then there is no palindrome factor in W (k) of length n, in other words P W (k) (n) = 0. If n ∈ {2, 3, 5, . . . , 3.2 k−1 − 1}, then by Theorem 38 and Lemma 39, W (k) has at least one palindrome factor of length n or equivalently P W (k) (n) = 0. By Definition 1 and 2, it is easy to see that in this case P W (k) (n) = ∞. ✷
