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摘　要 ：文章以经典的多模式匹配算法—AC 算法为例，通过对 CUDA 特性的分析，提出了基于
CUDA 的并行模型，设计了适合 CUDA 并行技术的 AC 匹配算法。实验结果表明，基于 CUDA 的 AC 匹
配算法较 CPU 上获得了 22 倍的加速比，有效提高了入侵检测系统的性能。
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Abstract: By analyzing the characteristic of CUDA, a parallel module of AC matching algorithm based on 
CUDA is proposed. Experiment shows that the AC multi-pattern matching algorithm based on GPU gets 22 times 
speedup ratio than it based on CPU, and it improves the performance of intrusion detection system effectively.




多模式匹配技术是网络入侵检测系统（Network Intrusion Detection System，NIDS）的计算核心，主要用于从网络包中搜索出
已知网络攻击的特征数据，检测到利用合法的包头穿过防火墙的网络包攻击。对于现有的 NIDS，以 Snort 为例 [1]，模式匹配过程






不能满足现实需求。为了达到更快的匹配速度，一些研究者提出了基于专有硬件的解决方案 ：如基于 FPGA、TCAM 的方案，但
是其价格昂贵且稳定性、扩展性不够好，应用范围有限。
随着图形处理器（Graphic Processing Unit，GPU）的高速发展，特别在近年 NVIDIA 公司推出了基于 G80 以上系列的 GPU 的
统一计算设备架构（Compute Unified Device Architecture，CUDA），其并行线程执行模型和线程同步技术为大规模并行计算提供
了一种崭新的研究视角与实现解决方案 [3-5]。通过把 NIDS 的模式匹配计算任务移植到 GPU，可以有效提升模式匹配的速度，如
PixelSnort[6] 的解决方案。 好情况下，PixelSnort 的模式匹配部分的性能比 Snort 要提高 85 %。
本文分析了 CUDA 的特性，以 Aho-Corasick（AC）匹配算法为例分析了其在 CUDA 架构上实现存在的问题，提出了基于
CUDA 的解决方案，并对实验结果进行了对比分析。
1 CUDA 介绍
CUDA 是用于 GPU 计算的开发环境 [7]，它是一个全新的软硬件架构 , 可以将 GPU 视为一个并行数据计算的设备，对所进行
的计算进行分配和管理，其巧妙的线程体系设计、存储体系和线程同步技术是 CUDA 成功的重要因素。
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CUDA 只对 ANSI C 进行了 小的必要扩展，以实现其关键
特性——线程按照两个层次进行组织、共享存储器和栅栏同步。
这些关键特性使得 CUDA 拥有了两个层次的并行 ：线程级并行
实现的细粒度数据并行，和任务级并行实现的粗粒度并行。















存储器类型 高速缓存 存取方式 访问速度
寄存器 N/A R/W 快
全局存储器 No R/W 慢
本地存储器 No R/W 慢
共享存储器 N/A R/W 快
常量存储器 Yes R 快
纹理存储器 Yes R 快
2 基于 CUDA 的 AC 算法实现
2.1 AC算法
AC 算法是一种经典的基于有穷状态自动机 FSA（Finite 
State Automata）的多模式匹配算法。AC 匹配过程主要分为两个
阶段 ：在进行匹配之前，先对模式串集合进行预处理，构建树
















构造 FSA 并不是 AC 匹配算法的性能瓶颈，因此本文主要研
究 AC 算法中匹配阶段的并行设计。
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2.3 CUDA存储器选择




















配过程比 CPU 的方案获得了 10 倍以上的性能提升，但在设备
之间的数据传输上产生了新的性能瓶颈，如果加上 GPU 显存
与系统内存之间的数据拷贝时间，基于 GPU 的匹配效率有时
反而比基于 CPU 的匹配效率还低 [4，5]。







硬件环境 ：使用的 CPU 为 AMD Phenom(tm) II X4 945 
Processor 3.01GHz，4G 内存，GPU 为 NVIDIA GTX 480。
软件环境 ：使用 Windows XP 操作系统，CUDA 3.2 版本
的开发工具，Visual Studio 2005 开发环境。
本文主要测试 CPU 与 GPU 在不同情况下的匹配速度，以
及使用 CUDA 存储映射方法对整体性能的影响。其中，4/16M
表示模式串长度为 4 字节，匹配数据长度为 16M，其余类推。
实验结果如表 2、表 3 所示。
由表 2 的对比数据可以看出，由于 16M 的任务量还未使 GPU
达到满载工作状态，而 64M 时已经可以使 GPU 满载工作，因此任
务量为 16M 时，GPU 与 CPU 在匹配阶段的加速比要低于 64M 时
任务量的加速比。在未使用存储映射时，匹配阶段的加速比 大
达到 32 倍，使用存储映射时，匹配阶段的加速比也达到 22 倍。
匹配阶段的加速比并未考虑设备间数据拷贝对性能的影
响，由表 3 的测试结果可以看出，当未使用存储映射时，数




由以上测试 结果可以看出，与基于 CPU 的 方 法相比，





本文通过分析 CUDA 架构的特点以及 AC 算法原理，设
计了适合于 CUDA 的 AC 算法并行模型和匹配流程，同时优化
了数据的存储访问，使 AC 匹配算法在 GPU下获得了 22 倍的
加速比。为了获得更高的加速比，基于多个 GPU 的 AC 算法
设计将是下一步的研究重点。   （责编  张岩）
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测试平台 4/16M 8/16M 8/64M
CPU 7.1529 7.1973 28.3532
GPU（未使用存储映射） 0.4864 0.4931 0.8947
GPU（使用存储映射） 0.6852 0.6977 1.2836
表3  设备间数据拷贝时间（单位：ms）
时间 16M 64M
数据上传 6.9625 28.8163
数据下载 12.4681 49.6453
