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 ABSTRACT 
Brain network mechanisms in learning behavior 
Raphael Thomas Gerraty 
 
The study of learning has been a central focus of psychology and neuroscience 
since their inception. Cognitive neuroscience’s traditional approach to understanding 
learning has been to decompose it into discrete cognitive processes with separable and 
localized underlying neural systems. While this focus on modular cognitive functions for 
individual brain areas has led to considerable progress, there is increasing evidence that 
much of learning behavior relies on overlapping cognitive and neural systems, which 
may be harder to disentangle than previously envisioned. This is not surprising, as the 
processes underlying learning must involve widespread integration of information from 
sensory, affective, and motor sources. The standard tools of cognitive neuroscience limit 
our ability to describe processes that rely on widespread coordination of brain activity. To 
understand learning, it will be necessary to characterize dynamic co-activation at the cir-
cuit level. 
In this dissertation, I present three studies that seek to describe the roles of dis-
tributed brain networks in learning. I begin by giving an overview of our current under-
standing of multiple forms of learning, describing the neural and computational mecha-
nisms thought to underlie incremental feedback-based learning and flexible episodic 
memory. I will focus in particular on the difficulties in separating these processes at the 
cognitive level and in localizing them to individual regions at the neural level. I will then 
describe recent findings that have begun to characterize the brain’s large-scale network 
 structure, emphasizing the potential roles that distributed networks could play in under-
standing learning and cognition more generally. I will end the introduction by reviewing 
current attempts to characterize the dynamics of large-scale brain networks, which will be 
essential for providing a mechanistic link to learning behavior.  
Chapter 2 is a study demonstrating that intrinsic connectivity between the hippo-
campus and the ventromedial prefrontal cortex, as well as between these regions and dis-
tributed brain networks, is related to individual differences in the transfer of learning on a 
sensory preconditioning task. The hippocampus and ventromedial prefrontal cortex have 
both been shown to be involved in this type of learning, and this study represents an early 
attempt to link connectivity between individual regions and broader networks to learning 
processes.  
Chapter 3 is a study that takes advantage of recent developments in mathematical 
modeling of temporal networks to demonstrate a relationship between large-scale net-
work dynamics and reinforcement learning within individuals. This study shows that the 
flexibility of network connectivity in the striatum is related to learning performance over 
time, as well as to individual differences in parameters estimated from computational 
models of reinforcement learning. Notably, connectivity between the striatum and visual 
as well as orbitofrontal regions increased over the course of the task, which is consistent 
with an integrative role for the region in learning value-based associations. Network flex-
ibility in a distinct set of regions is associated with episodic memory for object images 
presented during the learning task.  
Chapter 4 examines the role of dopamine, a neurotransmitter strongly linked to 
value updating in reinforcement learning, in the dynamic network changes occurring dur-
 ing learning. Patients with Parkinson’s disease, who experience a loss of dopaminergic 
neurons in the substantia nigra, performed a reversal-learning task while undergoing 
functional magnetic resonance imaging. Patients were scanned on and off of a dopamine 
precursor medication (levodopa) in a within-subject design in order to examine the im-
pact of dopamine on brain network dynamics during learning. The reversal provided an 
experimental manipulation of dynamic connectivity, and patients on medication showed 
greater modulation of striatal-cortical connectivity. Similar results were found in a num-
ber of regions receiving midbrain projections including the prefrontal cortex and medial 
temporal lobe. This study indicates that dopamine inputs from the midbrain modulate 
large-scale network dynamics during learning, providing a direct link between reinforce-
ment learning theories of value updating and network neuroscience accounts of dynamic 
connectivity. 
Together, these results indicate that large-scale networks play a critical role in 
multiple forms of learning behavior. Each highlights the potential importance of under-
standing dynamic routing and integration of information across large-scale circuits for 
our conception of learning and other cognitive processes. Understanding the when, 
where, and how of this information flow in the brain may provide an alternative or com-
pliment to traditional theories of distinct learning systems. These studies also illustrate 
challenges in integrating this perspective with established theories in cognitive neurosci-
ence. Chapter 5 will situate the studies in a broader discussion of how brain activity re-
lates to cognition in general, while pointing out current roadblocks and potential ways 
forward for a cognitive network neuroscience of learning. 
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 The study of learning has been an essential theme throughout the history of psy-
chology and neuroscience (Thorndike, 1898; Skinner, 1948; Lashley, 1950; Shepard, 
1967; Schultz et al., 1997). Changing our behavior in response to experience— which can 
range from incrementally updating actions following repeated outcomes to generalizing 
from memories of unique episodes—is crucial to survival in a changing world. In modern 
cognitive neuroscience, a mechanistic understanding of learning remains a central goal.   
 Decades of research have led to substantial progress in understanding the neural 
underpinnings of learning in terms of distinct cognitive processes implemented locally in 
individual brain regions (Schacter and Tulving, 1994; Nelson, 1995; White and 
McDonald, 2002; Poldrack and Packard, 2003; Squire and Wixted, 2011). The striatum is 
known to be crucially involved in the updating of stimulus and action value via midbrain 
dopaminergic inputs (Fibiger et al., 1974; White, 1989b; Robbins and Brown, 1990; 
Blackburn et al., 1992; Knowlton et al., 1996; Shohamy et al., 2004b; Yin et al., 2006; 
Rutledge et al., 2010; Foerde and Shohamy, 2011b), while the hippocampus and sur-
rounding medial temporal lobe are essential for forming more abstract spatial, relational, 
or statistical associations (O'Keefe and Dostrovsky, 1971; Dusek and Eichenbaum, 1997; 
Eichenbaum, 2000; Nakazawa et al., 2002; Mayes et al., 2007; Shohamy and Wagner, 
2008; Schapiro et al., 2012; Eichenbaum, 2017). But there is increasing evidence that the 
cognitive processes underlying learning are overlapping, relevant to other functions, and 
rely on distributed rather than local neural circuits (Tulving and Markowitsch, 1997; 
Wesierska et al., 2005; Graham et al., 2010; Foerde and Shohamy, 2011a; Wimmer and 
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Shohamy, 2012; Shohamy and Turk-Browne, 2013). Learning—even in tasks as decep-
tively simple as classical or instrumental conditioning—is a complex process that relies 
on the integration of multidimensional information over time, and cognitive neuroscience 
has thus far had little to say concerning the underlying brain mechanisms of this wide-
spread integration.  
The approach taken in this dissertation is that, in order to fully describe learning 
(or any complex cognitive process), we must begin to understand the way the brain func-
tions on the scale of distributed and dynamic circuits. The goal is to characterize learning 
systems by their network properties and to better understand the function of brain net-
works using distinct learning behaviors to constrain those functions. Focusing on how 
different regions integrate information from multiple sources, and under what circum-
stances this take place, may help to clarify the complex relationship between local brain 
activity, cognitive processes, and behavior.  
 The idea that large-scale brain networks—widely distributed groups of regions 
with correlated activity—provide a mechanism for integration is not new (Gallos et al., 
2012; Park and Friston, 2013; Sporns, 2013). Only recently, however, has this become a 
tractable avenue for cognitive neuroscience research. Beginning with early studies 
demonstrating the existence of stable patterns of correlations across distributed groups of 
brain areas (Biswal et al., 1995) and the eventual discovery of the Default Mode Network 
(Raichle et al., 2001), neuroscientists have begun to characterize a host of resting-state 
networks, so called because of their presence in the absence of external stimuli.  These 
networks exhibit similarity to patterns of co-activation across experimental tasks, sug-
gesting an active role in cognitive processes (Mišić and Sporns, 2016). Some early at-
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tempts to link brain networks to cognition (including one presented in Chapter 2) have 
associated stable properties of these networks at rest to learning and memory perfor-
mance (McIntosh and Gonzalez-Lima, 1998; Tambini et al., 2010; Gerraty et al., 2014).  
However, a major roadblock to providing a mechanistic explanation for the rela-
tionship between distributed patterns of brain connectivity and cognitive processes such 
as learning has been the lack of tools to characterize the dynamics of these networks and 
their direct links to specific aspects of behavior. Learning over time represents a dynamic 
process, one for which stable properties of brain function can provide only a limited de-
scription. Recent mathematical and statistical advances have begun, however, to enable 
time-resolved descriptions of large-scale network coordination, leading to an emerging 
field of dynamic network neuroscience (Mucha et al., 2010; Allen et al., 2012; Barttfeld 
et al., 2015). These early developments have paved the way for a fuller characterization 
of learning as a process of large-scale network coordination, in which local regions such 
as the striatum and hippocampus communicate dynamically with distributed networks to 
integrate information in the service of future actions. The studies in this dissertation ex-
plore the dynamics of large-scale networks during learning. But first, it is worth review-
ing our current state of knowledge about the cognitive, neural, and computational pro-
cesses underlying learning behavior.  
  
II. Multiple Forms of Learning 
 Research in animals as well as in healthy and clinical human populations has sup-
ported the division between multiple learning processes that rely on distinct cognitive 
functions implemented in independent brain systems. Incremental, feedback-based learn-
 5 
ing depends on the striatum and its midbrain dopaminergic inputs (Kao and Powell, 1986; 
White, 1989b; Knowlton et al., 1996; Shohamy et al., 2004b; Yin et al., 2006; Steinberg 
et al., 2013), while a distinct system relies on the hippocampus and surrounding medial 
temporal lobe (MTL) for encoding associative or relational memories (Cohen et al., 1999; 
Eichenbaum, 2000; Mayes et al., 2007; Dupret et al., 2008; Shohamy and Wagner, 2008; 
Giovanello et al., 2009; Dupret et al., 2013). While they were originally conceived of as 
independent systems, there is an increasing understanding that at the very least much of 
learning has both incremental and associative components, requiring these systems to in-
teract (Poldrack et al., 2001; Shohamy and Adcock, 2010; Foerde and Shohamy, 2011a).  
 There is a long history in psychological research of examining the effect of re-
warding stimuli on incremental changes in behavior (Thorndike, 1898; Pavlov, 1927; 
Dews and Morse, 1958). Early lesion-based investigations into the neural processes un-
derlying this form of learning demonstrated that the striatum and its sub-regions are criti-
cal for incorporating feedback into future actions (Kirkby and Kimble, 1968; Buerger et 
al., 1974; Fibiger et al., 1974). Further studies showed that the neurotransmitter dopamine 
plays an essential role in reward learning (Mason and Iversen, 1974; Beninger, 1983; 
Robbins and Everitt, 1996). 
More recent investigations have begun to uncover the neurobiological and compu-
tational mechanisms underlying incremental feedback-based learning. Much of this work 
has focused on midbrain dopaminergic neurons and their projections to the striatum. This 
circuit has been shown to report a reward prediction error- the divergence between the 
expectation and receipt of a reinforcing stimulus (Schultz et al., 1997)- which is used to 
update the value of a cue or action. These responses are similar in nature to traditional 
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learning rules in psychological conditioning literature (Rescorla and Wagner, 1972),  but 
they have been shown to reflect a more general form of updating that takes into account 
expected future rewards at individual time points. Notably, these dopaminergic signals 
resemble temporal difference prediction errors, which are central to a number of well-
known artificial reinforcement learning algorithms, with striking precision. These algo-
rithms are referred to as “model-free,” due to the fact that they do not learn a model of 
statistical associations between stimuli (Sutton and Barto, 1998), reinforcing the idea that 
midbrain-striatal circuits are selectively involved in learning reward-based associations. 
There are a number of weaknesses with the model-free learning account of mid-
brain and striatum function, both in terms of fully explaining the responses of neurons in 
both brain areas (Daw, 2011; McDannald et al., 2011; Hamid et al., 2016; Kishida et al., 
2016; Gershman and Schoenbaum, 2017; Sharpe et al., 2017), and in describing learning 
behavior in humans and non-human animals (Tolman, 1948; Daw, 2011; Doll et al., 
2012; Bornstein et al., 2017; Gershman and Daw, 2017). Model-based learning, an alter-
native computational framework in which an agent or organism uses statistical 
knowledge of the environment or task structure to predict sequences leading to rewards 
or to anticipate reinforcement without direct experience, accounts for some of these 
weaknesses, and will be discussed later in terms of its relationship to more episodic forms 
of learning. However, the model-free account has been largely successful and has helped 
elucidate the central role played by dopaminergic midbrain-striatal circuitry in incremen-
tal learning, in the form of updating predictions based on feedback. 
One of the strengths of the above account is its incremental nature. Midbrain error 
signals are thought to update predictions or beliefs about the world through an incremen-
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tal and iterative process that can converge on an adaptive response in a static environ-
ment, while changing appropriately in response to dynamic outcome contingencies. It is 
clear, however, that some learning happens more rapidly, with organisms able to encode 
episodes based on single experiences. This type of episodic learning has historically been 
the domain of memory research, but with increasing acknowledgment of episodic contri-
butions to reinforcement learning and vice versa, episodic processes have become a topic 
of central interest to learning and memory researchers.  
Research into the neural basis of memory has focused primarily on the hippocam-
pus. Damage to this region has been known since patient H.M. to produce profound am-
nesia (Scoville and Milner, 1957; Squire, 2009). Following damage to the hippocampus 
and surrounding medial temporal lobe (MTL), patients are seemingly unable to encode 
any memories for new experiences. In fact, patients such as H.M. have an intact ability to 
learn motor sequences and to form the type of habitual associations described by the 
model-free learning framework described above. This finding, which led to the division 
of learning and memory into “declarative” and “non-declarative” forms relying on the 
brain systems described in this section, has had further support from studies comparing 
MTL-damaged amnesiac patients to individuals with Parkinson’s disease, which involves 
damage to dopaminergic neurons in the substantia nigra resulting in decreased striatal 
dopamine and disrupted striatal function. Parkinson’s patients have been shown across a 
number of studies to exhibit deficits in incremental feedback-based learning, but exhibit 
no impairment in episodic memory, while MTL lesion patients exhibit the opposite pat-
tern (Knowlton et al., 1996).  
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 Early functional magnetic resonance imaging (fMRI) studies of normal function-
ing hippocampi focused primarily on measuring hippocampal activation while partici-
pants encoded images of objects, then contrasting responses to objects later remembered 
during a subsequent memory test to forgotten objects (Paller and Wagner, 2002). While 
such studies are consistent with lesion studies in pointing to a role for the hippocampus in 
processes that fall under the rubric of “declarative” memory processes, there is reason to 
believe that this categorization represents an oversimplification (Shohamy and Turk-
Browne, 2013). For one, a line of research in animals running parallel to the study of 
MTL damage in humans has clearly demonstrated that the hippocampus is essential for 
spatial navigation (O’KeefeIlI, 1982), and that cells in this region and surrounding cortex 
code specifically for spatial location and time (O'Keefe and Dostrovsky, 1971; 
MacDonald et al., 2011). Damage to the hippocampus also impairs the ability to perform 
higher-order conditioning procedures such as sensory preconditioning, in which unre-
warded cues are reinforced as a result of being associated with rewarded cues (see Chap-
ter 2; (Port et al., 1987)). Other neuroimaging and lesion work in humans has shown that 
the MTL supports encoding statistical properties of the environment, such as whether se-
quentially presented pairs of objects represent common or rare transitions (Chun and 
Phelps, 1999; Hannula et al., 2007; Schapiro et al., 2012).  
 Ongoing research on the role of the hippocampus during decision-making has also 
begun to complicate the absolute distinction between habits learned in the striatum and 
memories stored in the hippocampus. The hippocampus has, for example, been shown to 
respond to rewarding stimuli when there is a substantial delay before the receipt of feed-
back (Foerde and Shohamy, 2011a), a finding in line with earlier studies of trace condi-
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tioning (Solomon et al., 1986). In addition, neuroimaging work in humans has also shown 
that communication between the hippocampus and the striatum is related to the transfer 
of learned value during sensory preconditioning (Wimmer et al., 2012). Thus the hippo-
campus seems to play some part in incremental learning as well, at least when statistical 
associations between non-reinforced stimuli are relevant to the task at hand. In fact, it has 
been hypothesized that the model-based algorithm for learning described above is carried 
out in part by the hippocampus (Shohamy and Daw, 2015), which seems to be essential 
for forming relatively abstract relationships between stimuli (Eichenbaum et al., 1992).  
 While it should be clear from the above discussion that the exact functions being 
carried by striatal and MTL systems remain to some extent unknown, it is also apparent 
that both forms of learning rely on the integration of information across multiple sensory 
and motor domains. In learning incrementally via feedback, the striatal system must 
combine multidimensional sensory and motor information, while the MTL system inte-
grates information about environmental stimuli in the form of spatiotemporal binding of 
flexible associations. Probing the neural processes underlying this integration requires an 
understanding of the brain’s large-scale network properties. The central question of this 
dissertation is: how do specialized learning systems, particularly the striatum and the hip-
pocampus, coordinate with distributed networks to integrate, route, and update infor-






III. Large-Scale Functional Networks and Cognition 
 In the domains of learning and memory, one compelling reason to believe that 
distributed networks will be an important piece of the conceptual puzzle is the seeming 
lack of spatial specificity, in terms of brain areas, to the processes described in the previ-
ous section. While much of the field has focused on midbrain-striatal circuitry and the 
hippocampus, respectively, to describe learning and memory processes, there is increas-
ing evidence of much broader recruitment of brain regions. It should be noted that this 
phenomenon is not unique to learning and memory- information seems to be processed in 
a distributed fashion throughout the brain even in cases as simple as motion or color per-
ception (Siegel et al., 2015)- but learning and memory will be the focus of this disserta-
tion.  
In the case of incremental reward learning, it has been shown that machine learn-
ing classifiers can decode whether a reinforcing or non-reinforcing stimulus has been 
shown to subjects based on fMRI activation throughout the cortex, rather than being spe-
cific to any set of “reward” related regions (Vickery et al., 2011).  Subjective value and 
prediction error signals posited by reinforcement learning models also are also associated 
with changes in the BOLD signal distributed across striatal, medial prefrontal, posterior 
cingulate, and parietal regions, rather than being localized to the striatum alone (Kable 
and Glimcher, 2007; Bartra et al., 2013). Even reward prediction errors, which are local-
ized to dopaminergic neurons in the midbrain and their ventral striatal targets, are theo-
rized to effect updates to stimulus or action value by strengthening or weakening connec-
tions in distributed striatal cortical circuits (Glimcher 2011). Chapter 4 discusses a poten-
 11 
tial link between this theory and measures of dynamic network connectivity based in the 
striatum. 
 Episodic processes also seem to correspond to a diffuse rather than localized spa-
tial map (Shohamy and Turk-Browne, 2013). When considering evidence for memory 
localization from lesion studies, it is important to note that damage to the retrosplenial 
cortex is known to produce retrograde and anterograde amnesia in humans (Valenstein et 
al., 1987) and spatial navigation impairments in rodents (Vann and Aggleton, 2002), par-
alleling findings following MTL damage. Lesions localized to the mediodorsal thalamic 
nucleus also produce memory impairments, with severe amnesia following damage to the 
mammillothalamic tract (Danet et al., 2015). Frontal damage also produces memory im-
pairments, especially in cases of free or cued recall, or where ordering of spatial or tem-
poral information is relevant to retrieval (Janowsky et al., 1989). Finally, functional im-
aging studies have tended to focus on the hippocampus, but meta-analyses indicate that a 
distributed network of regions is activated during successful memory encoding (Shohamy 
and Turk-Browne, 2013).  
There thus seems to be a lack of regional and functional specificity (at least in 
terms of previously theorized cognitive processes) to the systems implicated in learning 
behavior. In parallel to the increasing evidence that cognitive processes engage wide-
spread rather than local brain mechanisms, research has begun to characterize so-called 
intrinsic functional networks, distributed sets of regions exhibiting coupled activity even 
in the absence of external stimulation. Rather than testing evoked responses of individual 
regions to external stimuli, much of this research has focused on large-scale connectivity- 
the relationships between the intrinsic activity of regions across the brain, often at rest. 
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This has led to the characterization of consistent large-scale networks, widespread sets of 
brain regions whose activities are correlated (Damoiseaux et al., 2006). 
This intrinsic connectivity was first demonstrated in a set of motor related regions 
(Biswal et al., 1995) and has more recently been expanded to a number of large-scale 
functional networks including default mode, frontoparietal, cingulo-opercular, and dorsal 
attention networks, as well as networks corresponding to known sensory and motor cir-
cuits (Power et al., 2011).  Measured with standard fMRI acquisition, these networks ex-
hibit coupling in the low frequency (.008-.12 Hz) range; however, recent fMRI studies 
with higher temporal resolution (Chen and Glover, 2015), as well as magnetoencephalog-
raphy studies (Hipp et al., 2012), have indicated that they involve distributed communica-
tion at higher frequencies. 
The importance of the brain’s large-scale networks to cognition has become an 
area of increasing interest (Bressler and Menon, 2010). Similarity between these net-
works and the spatial patterns of evoked responses in task-based investigations implies a 
functional role for them in numerous cognitive processes (Krienen et al., 2014). In fact, it 
has been demonstrated using multiple techniques (e.g. univariate correlation, multivariate 
decomposition, and graph theoretic tools) that these patterns correspond very strongly to 
the large-scale functional networks described in resting subjects (Laird et al., 2011; Smith 
et al., 2012; Crossley et al., 2013; Cole et al., 2014). Given this correspondence, one par-
ticularly promising aspect of using large-scale networks to study cognition is the level of 
constraint this approach places on interpreting task-evoked regional activations, in terms 
of linking these activations to distinct cognitive and neural processes.  
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Given the arbitrary thresholding inherent in mass univariate analyses of functional 
brain images, it is unavoidable that statistical maps from different experiments will differ 
in their spatial patterns, even if the tasks engage overlapping (or even identical) neural 
processes. Thus researchers in different fields are prone to interpret neuroimaging results 
in terms of overly specific cognitive functions. Interpreting task-based activation in light 
of known connectivity networks provides a means to group together similar brain pro-
cesses observed across tasks that may have been originally designed to test putatively dis-
tinct cognitive domains. Large-scale functional networks therefore provide potential con-
straints on the constituent functional systems (at least at the macroscopic level afforded 
by current human brain imaging techniques) on which different cognitive or behavioral 
processes rely. One of the biggest challenges for the network neuroscience approach 
moving forward will be unraveling what fundamental processes these networks are en-
gaged in and how complex behavior emerges from these network processes. 
 To this end, there have been a number of recent investigations linking large-scale 
networks to specific cognitive domains. Relevant to learning and memory, some research 
has focused on changes in connectivity as a result of task-evoked activity (Harmelech et 
al., 2013; Gabard-Durnam et al., 2016), or of memory encoding (Vincent et al., 2006; 
Tambini et al., 2010). Another recent meta-analysis has linked large-scale connectivity of 
different sub-regions of the striatum with a set of cognitive components derived from a 
diverse set of tasks, with distinct striatal sub-regions involved in different functions via a 
connection to a number of large-scale connectivity networks (Pauli et al., 2016). It is also 
worth noting that changes in these networks have been observed in numerous mental dis-
orders associated with incremental or episodic memory deficits (Greicius, 2008), includ-
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ing schizophrenia (Jafri et al., 2008), depression (Sheline et al., 2010), and post-traumatic 
stress disorders (Sripada et al., 2012).  
Yet, while there is overwhelming evidence that the brain’s network properties 
matter for cognition, a precise description of how they matter has not yet been provided. 
Much of the reason for this has been the lack of available methods for characterizing the 
dynamics of networks. Most attempts to study the relationship between learning and the 
brain’s network properties have focused on stable descriptions of the latter, often meas-
ured at rest. Graph theory, the representation of networks as mathematical structures 
made up of pairwise associations, has been used with great success in characterizing 
complex aspects of brain connectivity such as clustering, modularity, and efficiency 
(Bullmore and Sporns, 2009), but until relatively recently there have been no metrics for 
describing the evolution of graphs over time. A mechanistic understanding of the roles of 
large-scale brain networks in cognition, however, requires the characterization of their 
temporal dynamics. 
 
IV. A Dynamic Network Neuroscience 
 While most studies of the brain’s network properties have thus far focused on sta-
ble aspects of connectivity, measuring correlations across large windows of time often in 
the absence of external stimulation, there is increasing recognition of the importance of 
understanding the dynamics of brain networks in order to explain their relationship to 
cognitive processes such as learning (Kopell et al., 2014; Medaglia et al., 2015). To this 
end, recent studies have begun to investigate non-stationary aspects of large-scale brain 
networks (see e.g. (Fornito et al., 2012; Hutchison et al., 2013; Bassett et al., 2015)).  
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 There are a number of reasons for the increasing push to elucidate the dynamics 
of large-scale networks. Most intuitively, if brain networks are important for cognitive 
processes such as learning and memory – and they seem to be – then our theories about 
the roles of brain networks in cognition must capture their dynamics. Without describing 
changes in brain networks over time, there is no possibility of modeling their relationship 
to behavior; correlations between static properties of networks and behavioral, demo-
graphic, or clinical variables can provide at best hints or snapshots of underlying mecha-
nisms. This would hold true even if it turns out that functional brain networks do not 
change in terms of their topology, and instead only become active or inactive (or perhaps 
rely more on this or that individual node) during different experimental conditions or the 
execution of different cognitive tasks. However, while there is much more work to be 
done to characterize when and how large-scale brain networks change over time, there is 
increasing evidence that they do, and more importantly that these changes seem to in-
volve reconfigurations in topographical structure.  
 Indeed, there is reason to believe that the functional connectivity patterns that 
make up the brain’s large-scale networks change across tasks and are time-dependent 
even within a particular experiment. Electrophysiological studies indicate that neuronal 
coupling between regions can change on the order of 100 ms and that increases in large-
scale coherence between the hippocampus and medial prefrontal cortex is associated with 
memory consolidation (Jones and Wilson, 2005). Similarly, replay of patterns of place-
dependent firing of cells in the hippocampus is associated with similar replay events in 
sensory cortex (Ji and Wilson, 2007) and has been shown to co-occur with increased co-
herence between the hippocampus and the medial prefrontal cortex (Benchenane et al., 
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2010). Two studies combining fMRI with electrophysiological recordings in primates 
have shown that sharp wave ripples in the hippocampus, which are known to relate to 
memory and spatial navigation, are accompanied by transient patterns of co-activation 
throughout the cortex, especially in regions of the default mode network (Logothetis et 
al., 2012; Kaplan et al., 2016). 
 Studies using fMRI in humans have also shown that, even when measured at rest, 
the brain’s large-scale connectivity structure seems to exhibit dynamic changes. A num-
ber of studies measuring pairwise correlations between regions over sliding temporal 
windows have found robust transient changes (Liu and Duyn, 2013), with some studies 
using clustering algorithms to derive large-scale network “states” that the brain travels 
between (Allen et al., 2012). These latter findings are in line with theories that static net-
works measured by standard approaches to intrinsic connectivity represent “low energy” 
attractor states for large-scale network structure (Deco et al., 2011). Together, these find-
ings are among a diverse program of research characterizing the “chronnectome” 
(Calhoun et al., 2014) or “dynome” (Kopell et al., 2014) to understanding the large-scale 
functional structure of the brain. At the very least, it is evident that brain networks do un-
dergo dynamic changes. However, these changes have been difficult to quantify rigorous-
ly, which has served as a roadblock to mechanistic explanations of their relationship to 
cognition or behavior.  
 One major reason why it has been so difficult to fully characterize the apparent 
changes in large-scale network properties and relate them to behavior has been the lack of 
analytic and statistical tools to provide detailed summaries of these dynamics. In some 
ways this is a general problem faced by many areas of neuroscience as technical advances 
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allow for the collection of larger and more complex data sets. In the case of dynamic 
connectivity, as mentioned in the previous section, one of the most successful tools for 
modeling networks in general (including networks in the brain) has been graph theory, 
which allows for high dimensional pairs of connections to be partitioned into communi-
ties and provides metrics for summarizing the properties of these communities and their 
constituent nodes, which can be related to behavior (Sporns, 2003; Bassett and Bullmore, 
2006; Bullmore and Sporns, 2009). Graph theory has traditionally been applied to static 
networks. The problem incorporating dynamics into this approach has been the inability 
to link nodal and community identities across time. Recent progress in network modeling 
has begun to change this, however.  
 One recent and promising theoretical advance in incorporating network dynamics 
into the graph theory approach has been the development of multi-slice community detec-
tion algorithms (Mucha et al., 2010). This method, explained in mathematical detail in 
Chapter 3, involves linking graphs across time in order to describe the evolution of their 
constituent sub-networks, allowing for graph theoretical descriptions of the dynamics of 
brain networks for the first time. One example of this has been the novel metric of net-
work flexibility, a graph-based measure which indexes the extent to which brain regions 
couple dynamically with distinct networks over time (Bassett et al., 2011). 
 These dynamic graph theory methods have been successfully applied to motor 
learning, demonstrating that network flexibility of a number of regions predicts the extent 
to which individuals learn a simple visuo-motor sequence (Bassett et al., 2011). While 
these results represent a step forward in understanding brain network dynamics and their 
relationship to simple forms of learning, the details of this relationship remain unclear. 
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Chapters 3 and 4 in this dissertation attempt to relate network properties such as flexibil-
ity to established computational and cognitive theories of learning.  
 
V. Overview of present research 
 The thrust of the above discussion is that we have come to understand a great deal 
about the functions of individual brain regions in multiple forms of learning, but there 
remains significant uncertainty about both the nature of the learning processes themselves 
and the specificity of the brain regions engaged in these processes. There is increasing 
evidence that part of this confusion is the result of a focus on mapping discrete brain re-
gions to “known” cognitive functions. The position taken in this dissertation is that a bet-
ter characterization of learning processes will entail an understanding of the brain’s abil-
ity to integrate information from sensory, motor, and affective domains over time. This in 
turn will require us to consider the brain’s large-scale circuit organization and the dynam-
ics of activity over those circuits.  
How is information relevant to a particular decision, action, or environmental 
context encoded and retrieved such that future behavior is modified? In addition to think-
ing about broad networks, answering this question will entail the characterization of the 
dynamic reconfiguration of these distributed brain circuits over time. Until recently, most 
task-evoked studies have focused on the behavior of individual regions, while most net-
work studies have focused on static properties of brain connectivity. But, if our under-
standing of brain networks is to help explain how patterns of behavior are generated, we 
must consider brain network dynamics.  
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Together, the studies presented here are intended to move towards these goals. In 
terms of providing a general link between networks and learning behavior, Chapter 2 ex-
amines the role of intrinsic connectivity in the transfer of value, tested using a “sensory 
preconditioning” paradigm.  This study shows that resting-state connectivity between the 
hippocampus and ventromedial prefrontal cortex, as well as between these regions and 
default mode and fronto-parietal networks, is related to the transfer of learned value 
based on previously encoded stimulus-stimulus associations (Gerraty et al., 2014). 
 While Chapter 2 focuses on static measures of brain connectivity across individu-
als, Chapter 3 examines the dynamics of large-scale networks and the relevance of these 
dynamics during learning (Gerraty et al., 2018). This study demonstrates that network 
flexibility is associated with learning performance on a reinforcement learning task, a re-
lationship notably present in areas of the striatum, as well as orbitofrontal, parietal, and 
motor cortices. Specifically, the striatum increases its connectivity with visual cortex and 
ventromedial prefrontal cortex during a task in which choices are differentiated by visual 
properties. It also provides some evidence that network flexibility in medial prefrontal 
and hippocampal areas is related to episodic memory. 
 Chapter 4 explores the role of dopamine in dynamic network changes that occur 
during learning, by testing patients with Parkinson’s disease on and off levodopa medica-
tion, a dopamine precursor used to treat the symptoms of this disease. This study provides 
a direct manipulation of brain network dynamics using reversal learning and a pharmaco-
logical intervention, and demonstrates that learning-dependent cortico-striatal dynamics 
are modulated by dopamine. In addition, by using stimuli known to target particular areas 
of visual cortex (scenes and objects), this study demonstrates that dopamine modulates 
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dynamic changes in connectivity between the striatum and task-relevant sensory regions 
in a functionally specific manner.  
 These studies each seek to characterize a distinct aspect of the relationship be-
tween distributed brain networks and learning processes. They illustrate the promises and 
challenges of applying network techniques to questions in cognitive neuroscience. Im-
portantly, they represent attempts to integrate ideas about distributed brain networks with 
established theoretic frameworks usually focused on local brain regions. Taken together, 
they may begin to provide insight into the types of functions brain networks are engaged 
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Chapter 2 was published in the Journal of Neuroscience: Gerraty, R. T., Davidow, J. Y., 
Wimmer, G. E., Kahn, I., & Shohamy, D. (2014). Transfer of learning relates to intrinsic 
connectivity between hippocampus, ventromedial prefrontal cortex, and large-scale net-
works. Journal of Neuroscience, 34(34), 11297-11303. 
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Abstract 
An important aspect of adaptive learning is the ability to flexibly use past experiences to 
guide new decisions. When facing a new decision, some people automatically leverage 
previously learned associations, while others do not. This variability in transfer of learn-
ing across individuals has been demonstrated repeatedly and has important implications 
for understanding adaptive behavior, yet the source of these individual differences re-
mains poorly understood. In particular, it is unknown why such variability in transfer 
emerges even among homogeneous groups of young healthy participants who do not vary 
on other learning-related measures. Here we hypothesized that individual differences in 
transfer of learning could be related to relatively stable differences in intrinsic brain con-
nectivity which could constrain how individuals learn. To test this, we obtained a behav-
ioral measure of memory-based transfer outside of the scanner, and on a separate day ac-
quired resting-state functional MRI in 42 participants. We then analyzed connectivity 
across ICA-derived brain networks during rest, and tested whether intrinsic connectivity 
in learning-related networks was associated with transfer. We found that individual dif-
ferences in transfer were related to intrinsic connectivity between the hippocampus and 
the ventromedial prefrontal cortex, and between these regions and large-scale functional 
brain networks. Together, the findings demonstrate a novel role for intrinsic brain dynam-
ics in flexible learning-guided behavior, both within a set a functionally-specific regions 
known to be important for learning, as well as between these regions and the default and 





Different people learn in different ways; some individuals readily integrate old 
and new information to support novel inferences, while others fail to transfer what they 
learn to new situations (Shohamy and Wagner, 2008; van Kesteren et al., 2010; Daw et 
al., 2011; Wimmer and Shohamy, 2012; Zeithamova et al., 2012). Transfer of learning is 
highly variable even among healthy populations (Shohamy and Wagner, 2008; Wimmer 
and Shohamy, 2012). Moreover, transfer is dissociable from other complementary forms 
of learning, such as learning based on trial-by-trial reinforcement (Shohamy and Wagner, 
2008; Daw et al., 2011; Wimmer and Shohamy, 2012; Doll et al., 2015). Prior studies 
have shown that variability in transfer is related to differences in task-evoked brain acti-
vation during learning (Shohamy and Wagner, 2008; Wimmer and Shohamy, 2012). 
However, a critical open question is why this variability initially emerges. It is particular-
ly unclear whether differences in activation merely represent transient changes related to 
task demands, or whether they also reflect intrinsic differences in brain organization.  
Flexible learning can be measured using paradigms such as “sensory precondi-
tioning,” where participants first learn associations and then make choices about novel 
options (Brogden, 1939; Port et al., 1987; Wimmer and Shohamy, 2011; Jones et al., 
2012; Wimmer and Shohamy, 2012). Responses to novel options provide an opportunity 
for spontaneous transfer of initial associations without requiring or rewarding it, captur-
ing individual variability in this tendency. Previous work suggests that transfer may 
emerge from associative encoding in the hippocampus (Port et al., 1987; Wimmer and 
Shohamy, 2012), or from inference-based processes in the ventromedial prefrontal cortex 
(vmPFC) (Jones et al., 2012). However, beyond a functional role for each region during 
 24 
learning and decision-making, these studies do not address the central question of wheth-
er variability in transfer behavior relates to stable variation in functional brain organiza-
tion.  
To answer this question, we used resting-state fMRI (rs-fMRI), which provides a 
stable measure of distributed brain connectivity. We measured transfer with sensory pre-
conditioning and collected rs-fMRI on a separate day to test whether differences in be-
havior related to intrinsic connectivity between regions implicated in transfer, including 
the hippocampus and the vmPFC. RS-fMRI has also been used for characterizing large-
scale networks, including the default (DMN), frontoparietal (FPN), and cingulo-opercular 
(CON) (Power et al., 2011; Yeo et al., 2011). Interestingly, there is overlap between 
learning-activated regions and a subset of DMN areas – including the hippocampus and 
the vmPFC, which may compose a distinct sub-network (Andrews-Hanna et al., 2010; 
Roy et al., 2012). 
Given these findings, we hypothesized that variability in transfer would relate to 
differences in intrinsic connectivity between the hippocampus and the vmPFC. We addi-
tionally hypothesized that these regions’ participation in large-scale functional networks, 
particularly the DMN, may be related to transfer. Crucially, our task was designed to test 
whether connectivity effects are selective to transfer versus incremental reinforcement-






Methods and Materials 
Experimental Design 
Forty-nine healthy right-handed participants (age 21.4 ± 3.3, 30 females) were re-
cruited from Columbia University and the surrounding community. Each participant un-
derwent two testing sessions: a behavioral session and a separate rs-fMRI scan. Informed 
consent was obtained according to procedures approved by the Columbia University In-
stitutional Review Board. Seven participants were excluded from imaging analysis for 
excessive motion (see fMRI preprocessing in Methods below), leaving a sample of 42. 
Participants were paid $20 for behavioral testing, a percentage of their earnings from the 
task, and $20 for the MRI scan. 
 
Figure 1.1 Task Design. The learning and transfer task consisted of three phases: Association phase, Re-
ward phase, and Decision phase. (A) In the Association phase, participants viewed a series of four pairs of 
S1 and S2 face stimuli while performing a cover task. (B) In the Reward phase, participants learned that S2 
stimuli led to either monetary gain (S2+), monetary loss (S2-) or no outcome (S2=), through instrumental 
conditioning. (C) In the Decision phase, participants chose between pairs of S1 or pairs of S2 stimuli. The 
learning of directly reinforced associations (‘conditioning’) was measured as participants’ tendency to 
choose S2+ and avoid S2-. Transfer was measured as participants’ tendency to choose S1+ and avoid S1-, re-





Task and Behavioral Analysis 
Participants underwent a behavioral testing session outside the scanner, several 
days prior to the brain imaging session (mean time between sessions: 55.0 ± 6.7 hours). 
Testing was conducted first to ensure that all scanned participants had behavioral data 
and to screen for MRI contraindications. The transfer paradigm (Figure 1.1) was an 
adapted version of a previously-described sensory preconditioning task (Wimmer and 
Shohamy, 2011; Wimmer et al., 2012). 
The task consists of three phases. In the Association phase, participants made but-
ton responses as they were exposed to sequential presentations of neutral stimuli pairs 
(faces, denoted S1 and S2). A particular S1 stimulus always preceded its paired S2 stimu-
lus. Participants performed a cover task responding to “target” upside-down images, 
aimed at making the encoding incidental. Each of the 4 pairs was presented 10 times in 
pseudo-random order, intermixed with 10 target trials for 2 s, with a 2 s inter-stimulus-
interval and 4 s inter-trial interval. Participants were not informed of the trial structure. 
Next, during the Reward learning phase, participants learned to associate S2 stim-
uli with a monetary gain (S2+), a monetary loss (S2-), or a neutral outcome (no win or 
loss, S2=). On each trial, a S2 face was presented and participants pressed a button to 
choose to bet or not. The S2+ stimulus led to a reward of $1 (80% of trials 16/20) or noth-
ing, while the S2- stimulus led to a loss of $0.50 (80% of trials 16/20) or nothing. The S2= 
stimulus led to neither gain nor loss for all 20 trials. The S2 stimulus from the fourth pair 
was not presented during this phase (S2~), providing a control stimulus with no value as-
sociation for the subsequent Decision phase. Participants were instructed that they would 
receive a percentage of their total earnings. 
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In the critical Decision phase, participants were presented with two face stimuli 
and instructed to choose the face they thought would be more likely to win. Participants 
were instructed that they would not receive trial-by-trial feedback but that they would be 
rewarded for a percentage of their choices. Each choice could lead to a win of $1 or no 
reward. Stimuli for choice trials were either two S1 or two S2 faces.  Choices between S1 
stimuli consisted of five trial types: positive vs. neutral (S1+ - S1=), positive vs. held-out 
(S1+ - S1~), positive vs. negative (S1+ - S1-), negative vs. neutral (S1- - S1=), and negative 
vs. held-out (S1- - S1~). Analogous choices were presented for S2 stimuli. Each choice 
was presented three times, intermixed in pseudo-random order for 30 total trials.  
We computed a transfer score for each participant by averaging the number of S1+ 
stimuli chosen or S1- stimuli avoided across the five trial types described above, provid-
ing a single estimate of individual differences in transfer, while limiting the number of 
comparisons with the fMRI data. Similar results were obtained using the first principal 
component across S1 pairs, which explained 48.9% of the total variance as measured by 
the ratio of eigenvalues and was highly correlated with the mean. Population-level trans-
fer was compared to chance performance. We used the same analysis strategy for the S2 
choices during the Decision phase, allowing a comparison of  “conditioned” vs. “trans-
fer” responses to test the selectivity of any connectivity associations. 
To ensure that participants did not have pre-existing preferences for the stimuli, 
images were selected based on pre-task ratings. Finally, a recognition memory test for S1-
S2 pairs was administered after the experiment to test whether subjects' transfer responses 




Participants returned for a rs-fMRI scan that enabled us to assess intrinsic connec-
tivity. We acquired two series of 104 interleaved T2*-weighted single-shot gradient-echo 
echo-planar functional images on a 3T Phillips MRI with an 8 channel head coil. Se-
quence parameters were as follows: TR= 3000 ms, TE=30 ms, flip angle=84 degrees, ar-
ray=80x80, 41 slices, effective voxel resolution of 3 mm3, SENSE factor=8.  Participants 
were told they would be in the scanner for under 30 minutes, and to remain still with their 
eyes open looking at a fixation cross, which was back-projected and visible through a 
mirror mounted on the head coil. A high-resolution T1-weighted MPRAGE image was 
acquired for registration.  
 
fMRI preprocessing and nuisance regression 
Preprocessing of fMRI data was carried out using FSL (FMRIB's Software Li-
brary, www.fmrib.ox.ac.uk/fsl). BET was used to skull-strip anatomical and functional 
images (Smith, 2002). The first three volumes were removed to account for saturation 
effects. Functional images were slice-time corrected, motion-corrected to the median im-
age using tri-linear interpolation with 6 degrees of freedom (Jenkinson et al., 2002), spa-
tially smoothed with a 5 mm FWHM Gaussian kernel, grand-mean scaled, and high-pass 
filtered with ƒ>0.01 hz. Functional scans were co-registered with anatomical images and 
linearly transformed to a standard template (T1 Montreal Neurological Institute template, 
voxel dimensions of 4 mm3) using FLIRT (Jenkinson et al., 2002).  
Subject-level functional data were further preprocessed with a nuisance regression 
using FILM with local autocorrelation implemented in FEAT (Woolrich et al., 2001). 
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Given the well-established effects of movement on functional connectivity (Power et al., 
2012; Satterthwaite et al., 2012a), we utilized a recently-proposed extended regression 
technique shown to successfully control for motion artifact in connectivity measures 
(Satterthwaite et al., 2012b). Thirty-six nuisance variables (time-series for CSF, white 
matter, whole-brain, and six motion parameters, the first temporal derivative of each 
time-series, and the square of each time series and its derivative) were regressed against 
the spatially smoothed and high-pass-filtered data from initial pre-preprocessing. Each 
model also included single spike regressors for any time point where relative motion was 
greater than 2 S.D. from the global mean across subjects. Any subject with more than 
20% of time-points in any scanning session “scrubbed” in this manner was excluded from 
further analysis, resulting in a final sample of 42 out of 49 participants. The residual 
time-series from each regression were then low-pass filtered at ƒ<0.08 hz. For each sub-
ject, the filtered time-series from both sessions were concatenated, resulting in 202 time-
points for each region and network of interest.  
 
Connectivity Analyses 
To define regions and networks of interest, we performed a spatial Independent 
Component Analysis (sICA), implemented in MELODIC. MELODIC’s implementation 
of probabilistic sICA seeks to maximize the independence of latent spatial components 
(http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/MELODIC). For this analysis, we temporally concat-
enated all sessions and subjects into a 2D matrix, as this does not assume consistency of 
temporal patterns across subjects or sessions.  
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Next, regions from within one of the resulting networks, a putative subcomponent 
of the default mode network labeled here the Ventral Medial Network (VMN), were cho-
sen for preliminary within-network analysis based on their association with transfer in 
previous reports (Jones et al., 2012; Wimmer et al., 2012; Zeithamova et al., 2012). De-
fault mode (DMN), frontoparietal (FPN), and cingulo-opercular (CON) networks (Table 
2.1) were included for between-network analyses examining the relationship between 
transfer and their connectivity with the hippocampus and vmPFC, based on previous as-
sociation with the performance of cognitive tasks (Dosenbach et al., 2008; Fornito et al., 
2012).  
All ROIs and networks were functionally defined based on group-level ICA ef-
fects. For connectivity analysis within the ventral medial component, we isolated discrete 
functional ROIs using anatomical boundaries from the Harvard-Oxford atlas where avail-
able. Thus the hippocampus and striatum ROIs were defined based on overlap between 
group level VMN effects and anatomical masks of these regions derived from the Har-
vard-Oxford atlas, with a threshold probability of 25%. For the vmPFC, given its lack of 
clear anatomical demarcation, and taking advantage of its robust position in the VMN, 
the ROI was defined by thresholding the VMN component at Z>7, providing a region 
consistent with prior reports (Kumaran et al., 2009; van Kesteren et al., 2010). DMN, 
FPN, and CON were defined by thresholding their respective component Z statistics until 
there was no overlap between the networks. Mean time-series were then extracted from 
all regions and networks for each subject.  
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Table 2.1 Regions of each component included in connectivity analyses 
Region Size (voxels) Max-
Z 
x y z 
VMN      
  vmpfc/hippocampus/VStr 2003 17.5 -6 42 -12 
   l frontal pole 17 3.86 -34 10 -36 
   posterior cingulate 10 3.46 -6 -54 12 
   r cerebellum 10 3.63 42 -42 -28 
DMN      
   l angular gyrus 1214 9.04 -54 -62 20 
   r angular gyrus 1103 8.04 58 -58 20 
   dorsal medial prefrontal cortex 769 9.84 2 54 24 
   posterior cingulate cortex 150 6.66 2 -54 32 
   l cerebellum 71 6.1 -26 -78 -36 
   r cerebellum 63 5.28 26 -78 -36 
   l middle frontal gyrus 39 5.04 -42 10 48 
   r middle frontal gyrus 17 3.48 13 35 26 
   frontal pole 15 4.17 2 62 -12 
L FPN      
   l middle/inferior frontal gyrus 1963 14.8 -50 14 32 
   l superior lateral occipital cortex 899 13 -34 -70 44 
   l middle temporal gyrus 434 9.74 -58 -46 -12 
   r cerebellum 359 8.21 34 -70 -44 
   r superior lateral occipital cortex 81 5.37 34 -66 44 
   r middle/inferior frontal gyrus 60 4.63 46 30 16 
   r middle temporal gyrus 38 5.05 8 21 14 
R FPN      
   r middle/inferior frontal gyrus 2303 11.5 46 22 36 
   r superior lateral occipital cortex 1096 13.3 46 -54 48 
   l cerebellum 461 10 -38 -70 -40 
   r middle temporal gyrus 285 7.52 62 -46 -12 
   l superior lateral occipital cortex 140 4.71 33 18 31 
   r thalamus 19 4.07 19 31 21 
CON      
   dACC/frontal pole/l anterior insula 3003 13.1 -26 50 20 
   r anterior insula 126 5.58 50 14 -4 
   r cerebellum 121 6.41 38 -58 -32 
   l cerebellum 80 6.17 -38 -58 -32 
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   l angular gyrus 35 4.26 -58 -50 32 
   r caudate 35 4.37 14 22 0 
   r angular gyrus 26 4.47 62 -42 28 
VMN, ventromedial network; DMN, default mode network; CON, cingulo-opercular network; FPN, fron-
toparietal network; L, left hemisphere; R, right hemisphere; dACC, dorsal anterior cingulate cortex; vmpfc, 
ventromedial prefrontal cortex; Vstr, ventral striatum. Components were thresholded at Z>3.1, extent > 10 
for inclusion in this table. Coordinates reported in MNI space. 
 
Within the VMN, we computed pairwise correlations between five regions: left 
and right hippocampus, left and right ventral striatum, and vmPFC. The correlation coef-
ficients for each pair were Fisher z-transformed. Average pairwise connectivity was used 
to characterize the network structure. We tested the correlation between pairwise connec-
tivity and transfer score for each set of regions (yielding 10 region-region pairs). The re-
sulting correlations were corrected for multiple comparisons using a parametric bootstrap 
approach, in which we selected randomly from a 10-dimensional normal distribution with 
the same means and covariance as the VMN connectivity matrices across subjects. These 
42×10 matrices were generated 10,000 times, with each column then correlated with 
composite transfer score, to calculate the family-wise error (FWE) rate for a given corre-
lation. In addition, to probe the selectivity of any effects to transfer, we correlated pair-
wise connectivity with first-order conditioning performance, using both a parametric test 
(Meng et al., 1992) and a non-parametric bootstrap to examine the difference between 
these overlapping correlations. 
Because of their significance for learning-based transfer (see Results), we com-
puted connectivity between both the left hippocampus and vmPFC and three intrinsic 
connectivity networks: DMN, FPN, and CON. These correlations were Fisher z-
transformed and included in separate linear models for each intrinsic network predicting 
transfer score. In order to isolate the individual effects of each region's network participa-
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tion, regressors for each of these three models included connectivity between the hippo-
campus and the network of interest and connectivity between the vmPFC and the network 
of interest, as well as a nuisance regressor of hippocampus-vmPFC connectivity.  
 
Figure 2.2 Connectivity between the hippocampus and the vmPFC negatively correlates with trans-
fer.  (A) Ventral Medial Network. Spatial ICA revealed an intrinsic functional connectivity network con-
sisting of the ventromedial prefrontal cortex, bilateral striatum, and bilateral hippocampus. Inter-individual 
variability in pairwise connectivity between regions of this ventral medial network (VMN) allowed us to 
test the relationship between within-network connectivity and value transfer. Images thresholded at 3.1<Z 
and resampled to 2 mm3 for display purposes, and are shown in radiological convention. (B) Behavioral 
performance during the decision phase. Average scores for first-order conditioning and transfer were both 
significantly above chance. Subjects exhibited a large amount of variability in transfer behavior. Bars rep-
resent mean and 95% Confidence Intervals, and points show individual subject scores. (C) The z-
transformed distribution of correlation between the left hippocampus and vmPFC across participants. The 
y-axis represents number of participants. (D) Connectivity between the left hippocampus and vmPFC is 
significantly negatively correlated with transfer. A trend in the same direction was found for the right hip-






The sICA revealed a number of components reflecting well-characterized intrinsic 
connectivity networks, consistent with previous reports (Beckmann et al., 2005; Zuo et 
al., 2010; Fornito et al., 2012). Supporting the notion that the hippocampus, vmPFC, and 
ventral striatum compose a distinct sub-component of the default mode network, our sI-
CA analysis estimated this ventral medial network (VMN) as a separate component (Fi-
gure 2.2A). Correlation analyses revealed significant connectivity between the vmPFC 
and all other regions extracted from the VMN. We also found significant inter-
hemispheric connectivity for both the hippocampus and ventral striatum. These results 
allowed us to test whether connectivity within this network related to transfer tested on a 
separate day.  
On the separate behavioral session, participants showed robust learning of direct 
S2-outcome associations trained during the Reward phase of sensory preconditioning, ev-
idenced by their average tendency to choose the S2+ and avoid the S2- stimuli during the 
Decision phase (88.8% ± 2.0% (mean ± SE), t(41)=19.04, p<0.0001, Figure 2.2B). Av-
erage transfer scores were significantly greater than chance (58.9% ± 3.9%, t(41)=2.3, 
p=0.01 one-tailed, Figure 2.2B). A recognition memory test revealed no significant ex-
plicit memory for the S1-S2 associations (mean accuracy, 22.6% ± 3.5%, not different 
than chance, 25%), and the correlation between explicit memory for these pairs and trans-
fer did not differ from chance (r(40)=0.11, p=0.49). These findings replicated prior re-
sults (Wimmer and Shohamy, 2011; Wimmer et al., 2012) indicating that any transfer in 
the current study was implicit and not the result of strategic reasoning.  Additionally, 
transfer was orthogonal to first-order conditioning (r(40)=0.02, p=0.93). As anticipated, 
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transfer was highly variable across participants, ranging from 16.7% - 100% (Figure 
2.2B); thus, some participants generalized all learned associations while others showed 
little to no transfer.  
 vmPFC Hippocampus (R) Hippocampus (L) Caudate (R) Caudate (L) 
vmPFC - -0.29 -0.42* 0.02 0.09 
Hippocampus (R) -0.29 - -0.18 -0.06 -0.18 
Hippocampus (L) -0.42* -0.18 - -0.07 -0.21 
Caudate (R) 0.02 -0.06 -0.07 - 0.29 
Caudate (L) 0.09 -0.18 -0.21 0.29 - 
 
Table 2.2 Correlations between behavioral transfer and intrinsic functional connectivity between 
ROIs. Values in each cell represent the correlation of transfer with intrinsic functional connectivity be-
tween the ROIs listed in the corresponding row and column. Only connectivity between the vmPFC and the 
left hippocampus ROIs is significantly related to transfer behavior, r(40)=-0.42, p-FWE < 0.05. 
 
We next tested the central question of whether transfer behavior relates to varia-
bility in intrinsic network connectivity (Figure 2.2C). Of the ten correlations between 
VMN regions (Table 2.2), only vmPFC connectivity with the left hippocampus showed a 
significant transfer correlation (r(40)=-0.42, p=0.02 FWE corrected). This correlation 
was negative, with lower connectivity related to higher transfer (Figure 2.2D). A trend in 
the same direction was found for vmPFC connectivity with the right hippocampus 
(r(40)=-0.29, p=0.06, uncorrected), indicating that this effect is not lateralized.  
We next tested whether connectivity between the vmPFC, hippocampus, and 
large-scale networks of interest (Table 2.1; Figures 2.3 and 2.4) was related to transfer. 
Connectivity between the core DMN and both the hippocampus and the vmPFC was sig-
nificantly related to transfer (Figure 2.3; DMN connectivity with the hippocampus: β=-
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0.48, p=0.0002; with vmPFC: β=0.26, p=0.02; adjusted r2=0.32, p=0.0002). Connectivity 
between the hippocampus and the DMN was negatively associated with transfer, while  
 
Figure 2.3 Intrinsic Default-Mode Network (DMN) connectivity with the vmPFC and the hippocam-
pus is associated with transfer. (A) Default mode network as revealed by spatial ICA. Intrinsic functional 
connectivity between the DMN and (B) the hippocampus and (C) the ventromedial prefrontal cortex 
(vmPFC) was significantly related to transfer of learned value. Regression lines are from linear models 
containing DMN-hippocampus and DMN-vmPFC connectivity as predictors. Both effects remained signif-
icant when including vmPFC-hippocampus connectivity as a covariate and both effects are selective to 
transfer.  
 
connectivity between the vmPFC and the DMN was positively associated with transfer. 
Both effects remained significant when including hippocampus-vmPFC connectivity in 
the model as a nuisance covariate. In keeping with the vmPFC’s position as a network 
hub (Buckner et al., 2008; Roy et al., 2012; Sreenivas et al., 2012), its connectivity with 
the FPN was also significantly negatively associated with transfer (Figure 2.4; β=-0.38, 
p=0.02, adjusted r2=0.20). This effect remained significant when including hippocampus-
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vmPFC connectivity as a nuisance covariate. There were no significant effects of connec-
tivity between the cingulo-opercular network and either the hippocampus or vmPFC.   
 
Figure 2.4 VMPFC connectivity with the frontoparietal network is negatively associated with trans-
fer. (A) Frontoparietal network. (B) Plot showing negative relationship between value transfer and vmPFC-
FPN connectivity. The regression line was computed from a linear model containing FPN-hippocampus 
and FPN-vmPFC connectivity as predictors. This effect remained significant when including vmPFC-
hippocampus connectivity as a covariate and is specific to transfer.  
 
Finally, we tested the selectivity of the above effects to transfer. To control for the 
possibility that this pattern of results broadly reflect attentional or learning tendencies, we 
repeated the analyses using each participant's conditioning score (i.e. the proportion of 
choosing S2+ and avoiding S2-), which reflects direct learning of stimulus-outcome asso-
ciations from the Reward learning phase. Importantly, the correlation between hippocam-
pus-vmPFC connectivity and learning was selective to transfer and was not found for 
conditioning (r(40)=-0.02, p=0.90, uncorrected). Moreover, a direct comparison of the 
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two overlapping correlations (Meng et al., 1992) was significant (Z=-1.85, p=0.03, one-
tailed); this difference was also significant when tested using a non-parametric bootstrap 
to account for non-normality of behavioral performance. These results provide evidence 
for the specific contributions of this network to transfer. Associations with between-
network connectivity were also specific: conditioning did not relate to DMN connectivity 
with either the vmPFC or the hippocampus (hippocampus: β=-0.02, p=0.85; vmPFC: β=-
0.01, p=0.85; adjusted r2=-0.05, p=0.96). The same was true for the effect of vmPFC-
FPN connectivity on learning (β=-0.06, p=0.52, adjusted r2=-0.06).   
 
Discussion 
Individuals vary in the extent to which they leverage past learning when faced 
with novel choices. The sensory preconditioning paradigm provides a unique opportunity 
to explore the stable neural basis of variability in the tendency to transfer spontaneously, 
even in contexts where it provides no explicit benefit. Here we find that individual varia-
bility in the transfer of learning is related to intrinsic connectivity between the hippocam-
pus and the vmPFC, measured during rest and on a separate day. Further, we find that 
individual differences in this behavior are also related to overall connectivity between 
these regions and the DMN and FPN. While multiple studies have demonstrated a rela-
tionship between task-evoked activation and differences in transfer (Shohamy and 
Wagner, 2008; Wimmer et al., 2012; Wimmer and Shohamy, 2012; Zeithamova et al., 
2012), these studies do not address the potential role of intrinsic functional brain organi-
zation. Based on these studies, variability in transfer could have related solely to task-
evoked patterns of brain activity, and not to intrinsic connectivity. The finding of a link 
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between these two measures advances our understanding of the role of network connec-
tivity in behavioral variability and suggests that stable and intrinsic aspects of functional 
brain organization can explain individual differences in transfer of learning. 
These results thus demonstrate a novel link between intrinsic connectivity and 
complex measures of learning. Further, their specificity to transfer of value as opposed to 
first-order conditioning indicates a relationship between resting-connectivity and behav-
ior that is particular to regions involved in a given domain. While we used sICA to func-
tionally isolate intrinsic networks, the selection of VMN regions was based on the apriori 
hypothesis that connectivity between regions known to be involved in transfer would be 
related to variability in this behavior. While much rs-fMRI research has focused on 
commonalities in normal populations, here we exploit the fact that individual connectivi-
ty is itself highly variable in healthy adults (Kahn and Shohamy, 2013) and show that this 
variability has implications for learning behavior. 
Previous studies have separately highlighted roles for the hippocampus and the 
vmPFC in a wide range of behaviors that involve memory-guided learning (Port et al., 
1987; Dusek and Eichenbaum, 1997; Myers et al., 2003; Greene et al., 2006; Kumaran et 
al., 2009; van Kesteren et al., 2010; Schoenbaum et al., 2011; Wimmer and Shohamy, 
2012; Zeithamova et al., 2012). Together these regions are thought to contribute to the 
formation and use of flexible representations that guide transfer behavior. In the sensory 
preconditioning paradigm, we previously found in humans that hippocampus activation 
during learning is related to subsequent transfer (Wimmer and Shohamy, 2012). Jones 
and colleagues separately demonstrated the necessary role of a homologue to human me-
dial orbitofrontal cortex in transfer behavior using the same paradigm in rodents (Jones et 
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al., 2012). The current results suggest that the strength of connectivity between the hip-
pocampus and vmPFC at rest explains a significant portion of the variability in this kind 
of transfer, and links across these pieces of evidence in different species performing the 
same task.  
The current results indicate that the correlation between hippocampal-vmPFC 
connectivity and transfer is negative, such that participants transferring the most are those 
with the weakest connectivity. The direction of this effect is consistent with a recent pro-
posal about how connections between the hippocampus and the vmPFC relate to the in-
corporation of new memories into existing abstract frameworks, called “schemas”. 
Schemas also capture an element of flexible memory-guided behavior, and studies show 
that the extent to which an individual will generalize a schema to new events is negative-
ly correlated with hippocampus-vmPFC connectivity (van Kesteren et al., 2010). Such 
findings are consistent with neurobiological evidence of dynamic changes in hippocam-
pal-prefrontal circuits during learning (Doyère et al., 1993; Takita et al., 1999) and have 
led to the proposal that the vmPFC may serve as a gateway to hippocampal learning (van 
Kesteren et al., 2012). Given the convergence between our results and previous findings, 
it is possible that the negative relationship we show reflects an overlapping learning 
mechanism to that proposed by van Kesteren and colleagues (van Kesteren et al., 2012). 
If prefrontal gating supports multiple forms of transfer, intrinsic connectivity between the 
hippocampus and vmPFC could be a marker of the tendency to transfer learning across a 
range of tasks. If so, then it would be expected that groups who show decreased transfer, 
such as patients with schizophrenia (Ivleva et al., 2012), may actually display increased 
vmPFC-hippocampus connectivity at rest.  
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Sensory preconditioning provides a measure of implicit transfer of value across 
learned associations. The findings we report are broadly relevant for other classes of par-
adigms that test transfer or generalization of knowledge (Kumaran and McClelland, 
2012), many of which involve generalization of stimulus-stimulus associations outside 
the domain of reward learning. Yet other related processes have been examined within 
the context of reward-based decision-making, in studies of the neural and cognitive 
mechanisms underlying learning about structured regularities in the environment, referred 
to as “model-based” reinforcement learning (Daw et al., 2005; Hampton et al., 2006; 
Daw et al., 2011). This type of learning relies on prospective models of environmental 
contingencies that can flexibly guide decision-making, as opposed to the rigid and feed-
back-dependent updating of action or stimulus value, referred to as “model-free” learning 
(Doll et al., 2012). Current evidence suggests that there is significant individual variabil-
ity in the respective weights placed on these types of learning (Daw et al., 2011). Alt-
hough memory-based generalization and model-based frameworks vary in their origins, 
there is evidence for shared behavioral mechanisms (Doll et al., 2015). Furthermore, 
emerging findings across these domains reveal an important role for the hippocampus and 
vmPFC (McDannald et al., 2011; Zeithamova et al., 2012; Bornstein and Daw, 2013). 
Together with the current results, this suggests that variability in intrinsic functional con-
nectivity between the hippocampus and the vmPFC may relate to a broader range of sta-
ble learning behaviors that involve a common mechanism.  
In the present study we purposefully measure intrinsic connectivity in the absence 
of a task in order to address questions regarding variability in transfer behavior regardless 
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of task-evoked activity. In general, the link between activation evoked by task demands 
and spontaneous fluctuations remains an open question. Emerging evidence suggests that 
resting and evoked activity may negatively interact (He, 2013). Such a tradeoff between 
baseline and event-related connectivity presents a challenge to drawing inferences be-
tween these two conditions. These questions are important for interpreting studies of in-
trinsic connectivity, and should be tested in future studies that directly compare evoked 
and baseline conditions.  
Learning and memory research has historically focused on distinguishing the roles 
of discrete and functionally specific nodes. The present findings indicate an important but 
unexplored role for large-scale functional networks in complex learning behavior. Our 
results highlight the relationship between learning and intrinsic connectivity within a ven-
tral medial component of the default network centered on the hippocampus and the 
vmPFC – regions known to be involved in a host of flexible learning behaviors. In addi-
tion, we demonstrate that broader connectivity between these regions and the DMN and 
FPN, whose functions are currently much less clear, also relates to transfer. Taken to-
gether, these findings raise the possibility that communication between localized brain 
regions involved in specific cognitive functions and distributed domain-general networks 
may play an important role in learning. These results also suggest that this approach has 
potential implications for the use of rs-fMRI to further our understanding of individual 
differences in a range of basic learning behaviors. Because variation in these processes is 
likely to underlie complex behavioral traits, these results hold additional promise for an-
swering questions about stable differences in complex behavior that are central to re-
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Complex learned behaviors must involve the integrated action of distributed brain cir-
cuits. While the contributions of individual regions to learning have been extensively in-
vestigated, much less is known about how distributed brain networks orchestrate their 
activity over the course of learning. To address this gap, we used fMRI combined with 
tools from dynamic network neuroscience to obtain time-resolved descriptions of net-
work coordination during reinforcement learning. We found that learning to associate 
visual cues with reward involves dynamic changes in network coupling between the stria-
tum and distributed brain regions, including visual, orbitofrontal, and ventromedial pre-
frontal cortex (n=22, 13 females). Moreover, we found that this flexibility in striatal net-
work coupling correlates with participants’ learning rate and inverse temperature, two 
parameters derived from reinforcement learning models.  Finally, we found that episodic 
learning, measured separately in the same participants at the same time, was related to 
dynamic connectivity in distinct brain networks. These results suggest that dynamic 
changes in striatal-centered networks provide a mechanism for information integration 






Learning from reinforcement is central to adaptive behavior and requires integra-
tion of sensory, motor, and reward information over time. Major progress has been made 
in understanding how individual brain regions support reinforcement learning. However, 
little is known about how these brain regions interact, how their interactions change over 
time, and how these dynamic network-level changes relate to successful learning.  
In a reinforcement learning task, participants use feedback over many trials to as-
sociate choices with probable outcomes (O'Doherty et al., 2003; Frank et al., 2004; 
Shohamy et al., 2004b). Computationally, this is captured by “model-free” learning algo-
rithms, which provide a mechanistic framework for describing behavior (Sutton and Bar-
to, 1998; Daw et al., 2005; Daw, 2011). These models account for neuronal signals un-
derlying learning (Schultz et al., 1997; O'Doherty et al., 2003; Daw et al., 2006), demon-
strating a role for the striatum and its dopaminergic inputs in updating reward predictions. 
However, to support reinforcement learning, the striatum must also integrate visual, mo-
tor, and reward information over time. Such a process is likely to involve coordination 
across a number of different circuits interconnected with the striatum. 
The idea that the striatum serves an integrative role is not new (Kemp and Powell, 
1971; Bogacz and Gurney, 2007; Hikosaka et al., 2014; Ding, 2015). The striatum is ana-
tomically well positioned for integration: it receives input from many cortical areas and 
projects back to motor cortex (Alexander et al., 1986; Haber, 2003; Haber et al., 2006; 
Haber and Knutson, 2010). However, while the idea that the striatum serves such a role is 
theoretically appealing, it has been difficult to test empirically. Thus, it remains unknown 
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how the striatum interacts with cortical regions representing sensory, motor and value 
signals and how these network-level interactions reconfigure over the course of learning.  
Here we aimed to address this gap, utilizing the emerging field of dynamic net-
work neuroscience (Kopell et al., 2014; Medaglia et al., 2015). This area of research has 
been spurred by the development of tools like multi-slice community detection (Mucha et 
al., 2010) that can infer activated circuits and their reconfiguration from neuroimaging 
data. These tools have been leveraged to understand the role of dynamic connectivity in 
motor learning (Bassett et al., 2011; Bassett et al., 2013b; Bassett et al., 2015). A key 
measure is an index of a brain region’s tendency to communicate with different networks 
over time, known as “flexibility” (Bassett et al., 2011). Prior work has shown that flexi-
bility across a number of brain regions predicts individual differences in the acquisition 
speed on a simple motor task (Bassett et al., 2011), and it has been related to working 
memory performance (Braun et al., 2015). But its role in updating choice behavior based 
on reinforcement is not known.  
We hypothesized that network dynamics, indexed by flexibility, support key pro-
cesses underlying reinforcement learning; specifically, that reinforcement learning is as-
sociated with increases in dynamic coupling between the striatum and cortical regions 
processing visual and value information. We predicted that (1) reinforcement learning 
would involve increased flexible network coupling between the striatum and distributed 
brain circuits; and (2) that these circuit changes would be related to measurable changes 
in behavior, specifically learning performance (accuracy, within subjects) as well as 
learning rate and inverse temperature, individual difference measures derived from rein-
forcement learning models. 
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Our final prediction concerned the relationship between flexibility and episodic 
memory for individual events. The rationale for testing episodic memory was two-fold. 
First, it provided a comparison for time-on-task effects. Second, it was a question of in-
terest given that little is known about how episodic memory is supported by brain net-
works. Given the extensive literature indicating that separate brain regions support epi-
sodic memory vs. reinforcement learning (Knowlton et al., 1996; Myers et al., 2003; 
Foerde et al., 2012; Doll et al., 2015), we predicted that (3) distinct medial temporal and 
prefrontal regions would exhibit a relationship between network flexibility and episodic 
memory.  
Materials and Methods 
To test these hypotheses, we used functional magnetic resonance imaging (fMRI) 
to measure changes in brain network structure while participants engaged in a reinforce-
ment learning task (Figure 3.1A). On each trial, participants were presented with a visual 
cue, made a choice indicated by a key press, and then received feedback. Participants had 
up to 4 seconds to respond to each trial, and feedback was shown for 2 seconds. We used 
a task for which behavior has been well described by reinforcement learning models 
(Foerde and Shohamy, 2011a), and which is known from fMRI to involve the striatum 
(Foerde and Shohamy, 2011a) and from patient studies to depend on it (Foerde et al., 
2012). The task also included trial-unique images presented during feedback, allowing us 
to test the role of network dynamics in episodic memory. Presentation of these images 




Figure 3.1 Task design and learning performance. Participants performed a modified reinforcement 
learning task while undergoing fMRI (Foerde and Shohamy, 2011a). A. Participants were instructed to as-
sociate each of 4 cues (butterflies) with one of two outcomes (flowers). Feedback was probabilistic, with 
positive feedback following the choice on 80% of correct trials and on 20% of incorrect trials. B. Each 
feedback event was presented with a unique image. Thirty minutes following the MRI scan, participants 
were given a surprise episodic memory test, testing recognition and confidence for images seen during the 
scan, intermixed with novel images. C. Average performance on the learning task improved linearly, sug-
gesting continuous learning across all trials. 
 
 
Experimental Design. Twenty-five healthy right-handed adults (age 24-30 years, mean of 
27.7, standard deviation of 2.0, 13 females) were recruited from the University of Cali-
fornia Los Angeles and the surrounding community as the adult comparison sample in a 
developmental study of learning (Davidow et al., 2016). All participants provided in-
formed consent in writing to participate in accordance with the UCLA Institutional Re-
view Board, which approved all procedures. Individuals were paid for their participation. 
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Participants reported no history of psychiatric or neurological disorders, or contraindica-
tions for MRI scanning. Three subjects were excluded from this analysis (two for tech-
nical issues in behavioral data collection and one for an incidental neurological finding), 
leading to a final sample size of 22.  
 
Task and Behavioral Analysis. The probabilistic learning task administered to subjects 
undergoing an fMRI session has been previously described (Foerde and Shohamy, 2011a; 
Foerde et al., 2012; Foerde et al., 2013; Davidow et al., 2016). Before scanning, partici-
pants completed a practice round of 8 trials to become familiar with the task. On each 
trial, participants were presented with an image of one of four butterflies along with two 
flowers, and asked to indicate which flower the butterfly was likely to feed from, using a 
left or right button press. The four learning blocks were followed by a test phase, in 
which subjects performed the same butterfly task without feedback for 32 trials. They 
were given feedback consisting of the words ‘Correct’ or ‘Incorrect’. Presentation of 
feedback also included an image of an object unique to each trial, shown in random order 
for the purpose of subsequent memory testing. For each butterfly image, one flower rep-
resented the ‘optimal’ choice, with a 0.8 probability of being correct, while the alternative 
flower had a 0.2 probability of being followed by correct feedback. Subjects performed 
four blocks of this probabilistic learning phase, each consisting of 30 trials. Feedback was 
presented for 2 seconds, and was followed by a randomly jittered inter-trial interval.  
For each trial in the learning phase, we recorded the feedback the participant actu-
ally received as well as whether the optimal choice was made, and we computed the per-
cent correct for each block based on the percent of trials on which subjects made the op-
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timal choice (regardless of actual feedback). These variables enable a characterization of 
learning as the proportion of optimal choices in each block, as well as that in the test 
phase. Using this information, we fit reinforcement learning models to subjects’ decisions 
(Sutton and Barto, 1998; Daw, 2011), utilizing a hierarchical Bayesian approach to pool 
uncertainty across subjects and aid in model identifiability. 
Briefly, the expected value for a given choice at time t, Qt, is updated based on the 
reinforcement outcome rt via a prediction error 𝛿": 
 𝑄"$% = 𝑄" + 𝛼𝛿" 𝛿" = 𝑟" − 𝑄". 
 
The reinforcement learning models included two free parameters, 𝛼 and 𝛽. The learning 
rate 𝛼 is a parameter between 0 and 1 that measures the extent to which value is updated 
by feedback from a single trial. Higher 𝛼 indicates more rapid updating based on few tri-
als and lower 𝛼 indicates slower updating based on more trials. Another parameter fit to 
each subject is the inverse temperature parameter 𝛽, which determines the probability of 
making a particular choice using a softmax function (Ishii et al., 2002; Daw, 2011), so 
that the probability of choosing choice 1 on trial t would be: 
 𝑝(𝑐" = 1|𝛼, 𝛽) = 3456734567$34587, 
 
where 𝑝(𝑐" = 1) refers to the probability of choice one and 𝑄%" is the value for this 
choice on trial t.  
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Reinforcement learning models of this form have known issues with identifiabil-
ity (Gershman, 2016). To constrain the parameter space and reduce noise, we fit a hierar-
chical Bayesian model, which regularizes this estimation with empirical prior distribu-
tions on 𝛼 and 𝛽 (Daw, 2011): 
 𝛽~𝐺𝑎𝑚𝑚𝑎(𝑏1, 𝑏2) 𝛼~𝐵𝑒𝑡𝑎(𝑎1,𝑎2), 
 
where b1, a1, and a2 are shape parameters, and b2 is a scale parameter. By fitting prior 
parameters as part of the model, individual-level likelihood parameters are constrained by 
group average distributions. These group parameters were themselves regularized by 
weakly informative hyperprior distributions (𝐶𝑎𝑢𝑐ℎ𝑦$(0,5) in all cases). Models were fit 
using Hamiltonian Markov Chain Monte Carlo in Stan (Carpenter et al., 2015). In addi-
tion to the benefit of constraining the parameter space, this approach produces a posterior 
distribution of all parameters, which incorporates uncertainty at both group and individu-
al levels in parameter estimation, and also allows for the consideration of all plausible 
values of RL parameters in subsequent analyses, rather than relying on point estimates or 
Gaussian assumptions.  
Following the fMRI session (approximately 30 minutes), subjects were given a 
surprise memory test for the trial-unique object images presented during feedback in the 
learning phase. Subjects were presented with all 120 objects shown during the condition-
ing phase, along with an equal number of novel objects, and asked to judge the images as 
“old” or “new”. They were also asked to rate their confidence for each decision on a scale 
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of 1-4 (one being most confident; four indicating “guessing”).  All responses rated 4 were 
excluded from our analyses (Foerde and Shohamy, 2011a).  
 
MRI Acquisition and Preprocessing. MRI images were acquired on a 3 T Siemens Tim 
Trio scanner using a 12-channel head coil. For each block of the learning phase of the 
conditioning task, we acquired 200 interleaved T2*-weighted echo-planar (EPI) volumes 
with the following sequence parameters: TR = 2000 ms; TE = 30 ms; flip angle (FA) = 
90°; array =64 x 64; 34 slices; effective voxel resolution = 3x3x4 mm; FOV = 192 mm).  
A high resolution T1-weighted MPRAGE image was acquired for registration purposes 
(TR = 2170 ms, TE = 4.33 ms, FA = 7º, array = 256 x 256, 160 slices, voxel resolution = 
1 mm3, FOV = 256). In addition, as part of the original study for which these data were 
collected, two resting state scans were acquired  - one before and one after the learning 
task. Resting state scans were acquired with identical sequence parameters to the EPI 
scans described above, except that each scan consisted of 154 images (308 s). We utilized 
these scans to test the specificity of our results to learning, and to demonstrate the relia-
bility of our dynamic connectivity metric across multiple scans (see Dynamic Network 
Statistics- Flexibility and Allegiance, below). 
Functional images were preprocessed using FSL’s FMRI Expert Analysis Tool 
(FEAT, (Smith et al., 2004). Images from each learning block were high-pass filtered at f 
> 0.008 Hz, spatially smoothed with a 5mm FWHM Gaussian kernel, grand-mean scaled, 
and motion corrected to their median image using an affine transformation with tri-linear 
interpolation. The first three images were removed to account for saturation effects. 
Functional and anatomical images were skull-stripped using FSL’s Brain Extraction 
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Tool. Functional images from each block were co-registered to subject’s anatomical im-
ages and non-linearly transformed to a standard template (T1 Montreal Neurological In-
stitute template, voxel dimensions 2 mm3) using FNIRT (Andersson et al., 2008).  Fol-
lowing image registration, time courses were extracted for each block from 110 cortical 
and subcortical regions of interest (ROIs) segmented from FSL’s Harvard-Oxford Atlas. 
Due to known effects of motion on measures of functional connectivity (Power et al., 
2012; Satterthwaite et al., 2012a), time courses were further preprocessed via a nuisance 
regression. This regression included the six translation and rotation parameters from the 
motion correction transformation, average CSF, white matter, and whole brain time 
courses, as well as the first derivatives, squares, and squared derivatives of each of these 
confound predictors (Satterthwaite et al., 2012b). Images acquired during learning and at 
rest underwent identical preprocessing.  
 
Dynamic Connectivity Analysis. To assess dynamic connectivity between the ROIs, time 
courses were further subdivided into sub-blocks of 25 TRs each. The selection of 25 TRs 
represents a compromise between the precision and range of frequencies sampled for 
each network, the number of networks per estimate of flexibility, and the number of flex-
ibility measurements to compare to within-subject behavior. Smaller window sizes are 
more sensitive to short term-dynamics (including task-evoked changes) and also to indi-
vidual differences in dynamic connectivity. In contrast, larger window sizes offer more 
precise estimates of connectivity and are more sensitive to inter regional variation 
(Telesford et al., 2016). Because we were interested in variation across time, regions, and 
subjects, we selected windows 25 TR (50s) in duration, representing a middle ground be-
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tween time windows that exhibit high levels of temporal and individual variability (~25s) 
and those that show high levels of inter-regional variability (~75s). 
For each 25 TR sub-block, connectivity was quantified as the magnitude-squared 
coherence between each pair of ROIs at f = 0.06-0.12 Hz in order to later assess modular-
ity over short time windows in a manner consistent with previous reports (Bassett et al., 
2011; Bassett et al., 2013b): 
 
𝐶HI(𝑓) = KLMN(O)K8LMM(O)LNN(O)  , 
where 𝐺HI(𝑓) is the cross-spectral density between regions x and y, and 𝐺HH(𝑓) and 𝐺II(𝑓) are the autospectral densities of signals x and y, respectively. We thus created 
subject-specific 110 x 110 x 32 connectivity matrices for 110 regions and 8 time win-
dows for each of the 4 learning blocks, containing coherence values ranging between 0 
and 1. The frequency range of 0.06-0.12 Hz was chosen to approximate the frequency 
envelope of the hemodynamic response, allowing us to detect changes as slow as 3 cycles 
per window with a 2 second TR. We selected this frequency band based on previous 
work showing that high frequency associations may not map on to task-evoked changes 
in connectivity (Sun et al., 2004). This observation follows if one assumes that the canon-
ical hemodynamic response function serves as a low pass filter of any high frequency 
coupling. There is increasing reason to be suspicious of this assumption (see Chen and 
Glover, 2015; Zhang et al., 2016) for examples examining static and dynamic connectivi-
ty, respectively), but the processes leading to interactions measured by high-frequency 
BOLD signals are not well understood. For this reason, we decided to follow previous 
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studies of task-based flexibility (e.g. Bassett et al. 2011) by focusing on coupling in the 
frequency range associated with the canonical hemodynamic response. 
Each connectivity matrix was treated as an unthresholded graph or network, in 
which each brain region is represented as a network node, and each functional connection 
between two brain regions is represented as a network edge (Bullmore and Sporns, 2009; 
Bullmore and Bassett, 2011). In the context of dynamic functional connectivity matrices, 
the network representation is a temporal network, which is an ensemble of graphs that are 
ordered in time (Holme and Saramäki, 2011). If the temporal network contains the same 
nodes in each graph, then the network is said to be a multilayer network where each layer 
represents a different time window (Kivelä et al., 2014). The study of topological struc-
ture in multilayer networks has been the topic of considerable study in recent years, and 
many graph metrics and statistics have been extended from the single-network represen-
tation to the multilayer network representation. Perhaps one of the single most powerful 
features of these extensions has been the definition of so-called identity links, a new type 
of edge that links one node in one time slice to itself in the next time slice. These identity 
links hard code node identity throughout time, and facilitate mathematical extensions and 
statistical inference in cases that had previously remained challenging. 
 
Uncovering Evolving Circuits Using Multi-slice Community Detection. To extract mod-
ules or communities from a single-network representation, one typically applies a com-
munity detection technique such as modularity maximization (Newman, 2004). However, 
these single-network algorithms do not allow for the linking of communities across time-
points, thus hampering statistically robust inference regarding the reconfiguration of 
 56 
communities as the system evolves (Mucha et al., 2010). In contrast, the multilayer ap-
proaches allow for the characterization of multi-layer network modularity, with layers 
representing time windows. In this framework, each network node in the multi-layer net-
work is connected to itself in the preceding and following time windows in order to link 
networks in time. This enables us to solve the community-matching problem explicitly 
within the model (Mucha et al., 2010), and also facilitates the examination of module re-
configuration across multiple temporal resolutions of system dynamics (Bassett et al., 
2013a). We thus constructed multilayer networks for each subject, allowing for the parti-
tioning of each network into communities or modules whose identity is robustly tracked 
across time windows. 
While many statistics are available to the researcher to characterize network or-
ganization in temporal and multilayer networks, it is not entirely clear that all of these 
statistics are equally valuable in inferring neurophysiologically relevant processes and 
phenomena (Medaglia et al., 2015). Indeed, many of these statistics are difficult to inter-
pret in the context of neuroimaging data, leading to confusion in the wider literature. A 
striking contrast to these difficulties lies in the graph-based notion of modularity or 
community structure (Newman, 2004), which describes the clustering of nodes into 
densely interconnected groups that are referred to as modules or communities (Porter et 
al., 2009; Fortunato, 2010). Recent and convergent evidence demonstrates that these 
modules can be extracted from rest and task-based fMRI data (Meunier et al., 2010; Cole 
et al., 2014), demonstrate strong correspondence to known cognitive systems (including 
default mode, fronto-parietal, cingulo-opercular, salience, visual, auditory, motor, dorsal 
attention, ventral attention, and subcortical systems (Power et al., 2011; Yeo et al., 
 57 
2011)), and display non-trivial re-arrangements during motor skill acquisition (Bassett et 
al., 2011; Bassett et al., 2015) and memory processing (Braun et al., 2015). These studies 
support the utility of module-based analyses in the examination of higher order cognitive 
processes in functional neuroimaging data. 
The partitioning of these multilayer networks into temporally linked communities 
was carried out using a Louvain-like locally greedy algorithm for multilayer modularity 
optimization (Mucha et al., 2010). The multilayer modularity quality function is given by 
 
𝑄PQ = 12𝜇STU𝐴WXQ − 𝛾Q 𝑘WQ𝑘XQ2𝑚Q [ 𝛿Q\ + 𝛿WX𝐶XQ\] 𝛿^𝑔WQ, 𝑔X\`,WXQ\  
 
where 𝑄PQ is the multilayer modularity index. The adjacency matrix for each layer l con-
sists of components Aijl. The variable 𝛾Q represents the resolution parameter for layer l, 
while Cjlr gives the coupling strength between node j at layers l and r (see below for de-
tails of fitting these two parameters). The variables 𝑔WQ and 𝑔X\ correspond to the com-
munity labels for node i at layer l and node j at layer r, respectively; kil is the connection 
strength (in this case, coherence) of node i in layer l; 2𝜇 = ∑ 𝜅X\X\ ; the multilayer node 
strength 𝜅XQ = 𝑘XQ + 𝑐XQ; and 𝑐XQ = ∑ 𝐶XQ\\ . Finally, the function 𝛿^𝑔WQ, 𝑔X\` refers to the 
Kronecker delta function, which equals 1 if gil=gjr, and 0 otherwise.   
Resolution and coupling parameters (𝛾Q and 𝐶XQ\ , respectively) were selected using 
a grid search formulated explicitly to optimize 𝑄PQ relative to a temporal null model 
(Bassett et al., 2013a). The temporal null model we employed is one in which the order of 
time windows in the multilayer network was permuted uniformly at random. Thus, we 
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performed a grid search to identify the values of 𝛾Q and 𝐶XQ\  that maximized 𝑄PQ − 𝑄cdQQ , 
following (Bassett et al., 2013a). We selected this objective function to maximize the dis-
tance between multi-slice modularity when temporal information is removed from the 
network. Grid searches are visualized in Supplementary Figure 3.1. To ensure statistical 
robustness, we repeated this grid search 10 times. To maximize the stability of resolution 
and coupling, each subject’s parameters were treated as random effects, with the best es-
timate of resolution and coupling generated by averaging across-individual subject esti-
mates. This is a similar approach to that taken in computational modeling of reinforce-
ment learning, in which learning rate and temperature parameters are averaged in order to 
generate prediction error estimates (Daw, 2011). With this approach, we estimated the 
optimal resolution parameter 𝛾 to be 1.18 (standard deviation of 0.61) and the coupling 
parameter C to be 1 (this was the optimal parameter for all subjects for all iterations). 
These values are quite similar to those chosen a priori (usually setting both parameters to 
unity) in previous reports (Bassett et al., 2011).   
Finally, we note that maximization of the modularity quality function is NP-hard, 
and the Louvain-like locally greedy algorithm we employ is a computational heuristic 
with non-deterministic solutions. Due to the well known near-degeneracy of 𝑄PQ (Good 
et al., 2010; Mucha et al., 2010; Bassett et al., 2013a), we repeated the multi-slice com-
munity detection algorithm 500 times using the resolution and coupling parameters esti-
mated from the grid search procedure outlined above. This approach ensured an adequate 
sampling of the null distribution (Bassett et al., 2013a). Each repetition produced a hard 
partition of nodes into communities as a function of time window: that is, a community or 
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module allegiance identity for each of the 110 brain regions in the multilayer network. 
We used these community labels to compute flexibility and module allegiance statistics.  
 
Dynamic Network Statistics—Flexibility and Allegiance. To characterize the dynamics of 
these temporal networks and their relation to learning, we computed the flexibility of each 
node, which measures the extent to which a region changes its community allegiance 
over time (Bassett et al., 2011). Intuitively, flexibility can be thought of as a measure of a 
region’s tendency to communicate with different networks during learning. Flexibility is 
defined as the number of times a node displays a change in community assignment over 
time, divided by the number of possible changes (equal here to the number of time win-
dows in a learning block minus 1). This was computed for each region in each block. In 
addition, average measures of flexibility were computed across the brain and across all 
blocks. We also computed the module allegiance of each ROI with respect to regions of 
the striatum during each learning block. Module allegiance is the proportion of time win-
dows in which a pair of regions is assigned the same community label, and thus tracks 
which regions are most strongly coupled with each other at a given point in time. To ob-
tain stable estimates, we averaged both flexibility and allegiance scores for each ROI 
over the 500 iterations of the multilayer community detection algorithm. To test the relia-
bility of flexibility as a measure of dynamic connectivity, we calculated the correlation 
between flexibility averaged across the striatum (i) during the first resting state scan (pri-
or to learning) and (ii) during the second resting state scan (after learning). 
We hypothesized that flexibility would be positively related to learning as meas-
ured by performance across blocks of the task. To examine the effect of flexibility on 
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learning from feedback, we estimated a generalized mixed-effects model predicting op-
timally correct choices with flexibility estimates for each block with a logistic link func-
tion, using the Maximum Likelihood (ML) approximation implemented in the lme4 pack-
age (Bates et al., 2015). Thus, each participant’s average flexibility in an a priori striatum 
ROI was calculated for each learning block and was used to predict the proportion of op-
timal choices in each block. The ROI included bilateral caudate, putamen, and nucleus 
accumbens regions from the Harvard-Oxford atlas. We included a random effect of sub-
ject, allowing for different effects of flexibility on learning for each subject, while con-
straining these effects with the group average. Average flexibility across sessions was 
included as a fixed effect in the model to ensure that our estimates represented within-
subject learning effects. Additionally, to examine distinct effects in different striatal sub-
regions, we included striatal ROI as a varying effect. The maximum likelihood estimate 
of the variance by region was 0, indicating that there is little variability across regions 
and not enough data to distinguish these small effects. To further explore differences in 
this effect across sub-regions of the striatum, we fit separate models for each sub-region 
ROI, essentially assuming that this inter-regional variance is infinite. Even with this as-
sumption, there were no significant differences between estimates for any pair of striatal 
regions. We also estimated this relationship between performance and whole-brain flexi-
bility, which has been related to several cognitive functions in previous reports (Bassett et 
al., 2011; Braun et al., 2015). To rule out motion influences, we also included the block-
level averages of the root mean squared relative displacement, a common output measure 
from motion correction preprocessing pipelines.  
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To provide appropriate posterior inference about the plausible parameter values 
indicated by our data, and to account for uncertainty about all parameters, we also fit a 
fully Bayesian extension of the ML approximation described above for the effect of stria-
tal flexibility on learning performance. We used the ‘brms’ package for fitting flexibility-
performance models in the Stan language (Carpenter et al., 2015).  These were similar to 
the likelihood approximation models, but included a covariance parameter for subject-
level slopes and intercepts (which could not be fit by the above approximation), and 
weakly informative prior distributions to regularize parameter estimation: 𝛽~𝑁(0,10f) 𝜏~𝐶𝑎𝑢𝑐ℎ𝑦$(0,5), 
 
where 𝛽 represents the “fixed effects” parameters (slope and intercept), 𝜏 represents the 
“random effects” variance for subject-level estimates sampled from 𝛽, and 𝐶𝑎𝑢𝑐ℎ𝑦$ is a 
positive half-t distribution with one degree of freedom (Gelman, 2006b). Similarly, we 
used an lkj prior with 𝜂 = 2 for correlations between subject-level intercept and slope 
estimates (Lewandowski et al., 2009). This approach also allowed us to fit and visualize 
subject-level estimates of the relationship between flexibility and performance.  
To examine the relationship between flexibility and parameters estimated from re-
inforcement learning models, we tested whether striatal flexibility was correlated with the 
learning rate 𝛼 and inverse temperature 𝛽 for each subject, using Spearman’s correlation 
coefficient due to the non-Gaussian distribution of these parameters. We hypothesized 
that inverse temperature, which is tightly linked to overall optimal choice performance, 
would be positively correlated with flexibility in the striatum. Learning rate has a more 
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complex relationship with performance on reinforcement learning tasks; different learn-
ing environments will afford distinct optimal learning rates. However, lower learning 
rates reflect wider temporal averaging, and are preferable once the correct choice is 
learned. In that sense, lower learning rates reflect more stable processing of sensory in-
formation indicating an optimal choice. Given the hypothesis that dynamic connectivity 
in the striatum underlies such processing, it is reasonable to suspect that lower learning 
rates would be associated with higher flexibility in this region. To account for joint un-
certainty in these parameters at the group and subject level, correlations were computed 
over the full posterior distributions from the reinforcement-learning model. We computed 
correlations with flexibility in each sub-region of the striatum, as well as with flexibility 
averaged across the striatum. To ensure that these associations were specific to network 
dynamics evoked during learning, rather than reflecting intrinsic network characteristics 
unrelated to task performance, we also calculated the correlation coefficient between both 
reinforcement learning parameters and the average flexibility in the striatum during the 
resting state scan acquired before the learning task. 
Our hypothesis that dynamic connectivity in the striatum allows for the integra-
tion of sensory and value information during learning led us to predict that, as decisions 
are learned, the striatum should increase its tendency to couple with relevant sensory (in 
this case visual) areas and regions processing value, such as the vmPFC. To determine 
which regions changed coupling with the striatum during the course of the task, we fit 
mixed effects models using learning block to predict log-transformed module allegiance. 
This analysis was computed first using the average of each ROI’s allegiance across stria-
tal sub-regions, and then separately for each sub-region of the striatum. In both cases this 
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analysis was carried out for each region of the brain, treating block as a factor so as to 
avoid assumptions about the linearity or direction of changes in allegiance. We controlled 
the false discovery rate across all ROI-striatum pairs.  
To explore other regions exhibiting effects of dynamic connectivity on learning 
performance, we separately modeled the effect of flexibility in each brain region on rein-
forcement learning using the ML approximation implemented in the lme4 package. We 
applied a false discovery rate correction for multiple comparisons across regions (Benja-
mini and Hochberg, 1995). While regions passing this threshold are reported, we also 
visualize the results using an exploratory uncorrected threshold of p<0.05.  
 
To explore the relationship between network dynamics and other forms of learn-
ing, we also regressed flexibility statistics from each ROI against subsequent memory 
scores for the trial-unique objects presented during feedback.  If the effects of striatal 
flexibility were relatively selective to incremental learning, we expected to find no signif-
icant association even at an uncorrected threshold with memory in the regions comprising 
our striatal ROI. In addition, this provided an exploratory analysis to examine the regions 
in which network flexibility plays a potential role in episodic memory. Given a host of 
previous studies on multiple learning systems, we reasoned it might be possible to detect 
an effect of dynamic network coupling on episodic memory in regions traditionally asso-






Reinforcement learning performance. Participants learned the correct response for each 
cue. The percentage of optimal responses increased continuously from 68% in the first 
block to 76% in the final block, on average. Using a mixed-effects logistic model, we ob-
served a significant effect of block on learning performance, as measured by the propor-
tion of optimal responses during each block (Figure 3.1C; 𝛽 = 0.28, Standard Error 
(S.E.) = 0.11, p = 0.01 (Wald approximation, (Bates et al., 2015). We also fit reinforce-
ment learning models (Sutton and Barto, 1998; Daw, 2011) to participants' trial-by-trial 
choice behavior, utilizing hierarchical Bayesian models to aid estimation and pool infor-
mation across subjects (Gershman, 2016).  
 
We fit standard reinforcement learning parameters to subjects’ choice data using a 
hierarchical Bayesian model. Fit was evaluated using the Widely Applicable Information 
Criterion, a measure of expected out-of-sample deviance (Watanabe, 2013; Vehtari et al., 
2017). The full model fit better than a null model with no learning rate (WAIC difference 
= 894.2, S.E.= 47.4), as well as a model where a single learning rate (𝛼) was estimated as 
fixed across all subjects (WAIC difference = 21.6, S.E. = 8.2). The average learning rate (𝛼) was 0.41 with a standard deviation of 0.14; the average inverse temperature (𝛽) was 
3.84, with a standard deviation of 4.31. These 𝛼 and 𝛽 parameters provide a mechanistic 
probe of individual differences in learning, which allowed us to characterize the relation-





Figure 3.2. Spatial distribution of flexibility. Network flexibility was computed for each ROI in the Har-
vard-Oxford atlas. Here flexibility is averaged across learning blocks to visualize the spatial distribution. 
Flexibility is highest in subcortical regions and association cortex, and lowest in primary sensory areas. See 
Supplementary Figure 3.1 for grid search for selecting resolution and coupling parameters of the mul-
tislice community detection algorithm used when computing flexibility.  
 
Flexibility in the striatum relates to reinforcement learning. To characterize spatial and 
temporal properties of dynamic brain networks during the task, we constructed dynamic 
functional connectivity networks for each subject in 50 s windows, and used a recently 
developed multi-slice community detection algorithm (Mucha et al., 2010) to partition 
each network into dynamic communities: groups of densely connected brain regions that 
evolve in time. Our analyses included 110 cortical and subcortical ROIs from the Har-
vard-Oxford atlas, including bilateral nucleus accumbens, caudate, and putamen sub-
regions of the striatum. We computed a flexibility statistic for each learning block, which 
measures the proportion of changes in each region’s allegiance to large-scale communi-
ties over time (Bassett et al., 2011). Overall, flexibility was highest in association cortex 





Figure 3.3 Flexibility in the striatum relates to learning performance within subjects. A. Mixed-
effects model fit for the association between network flexibility in an a priori striatum ROI and learning 
performance. The black line represents the fixed effect estimate and the gray band represents the 95% con-
fidence interval for this estimate.  Color lines are predictions based on subject-level random effects esti-
mates of the flexibility-performance relationship. See Supplementary Figure 3.2 for a Bayesian extension 
of this model and full model fits with uncertainty for individual subjects. B. This effect was not distin-
guishable across regions of the striatum (bar plots and error bars represent estimates and standard errors 
from separate mixed-effects models for each ROI). Supplementary Figure 3.3 shows the relationship be-
tween flexibility and performance with flexibility computed across different temporal window lengths.  
 
To test whether flexibility in the striatum’s network coupling is related to learning 
performance, we fit a mixed effects logistic regression (Bates et al., 2015) using average 
flexibility across the Harvard Oxford striatum ROIs during individual learning blocks to 
predict performance. Striatal flexibility computed for each block was significantly asso-
ciated with the proportion of optimal responses (Figure 3.3A; 𝛽 = 9.45, S.E. = 2.75, p < 
0.001 (Wald approximation (Bates et al., 2015))).  This effect could not be distinguished 
statistically across sub-regions of the striatum (Figure 3.3B). For appropriate posterior 
inference, we fit a Bayesian extension of this model (Carpenter et al., 2015) to generate a 
posterior 95% credible interval of [3.53, 14.99] (Supplementary Figure 3.2). To ensure 
that this approach reflected a within-subjects relationship between flexibility and learn-
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ing, we included each subject’s average flexibility across blocks in the model. This model 
produced similar results (𝛽 = 9.79, S.E. = 2.82, p = 0.0005), indicating that increases in 
dynamic striatal connectivity are associated with increased reinforcement-learning per-
formance. Including average motion for each learning block in the model did not alter 
these results (𝛽 = 8.47, S.E. = 3.03, p = 0.005).  
 
Figure 3.4. Flexibility in the striatum relates to reinforcement learning parameters across subjects. 
Violin plots showing posterior distributions of the correlation between parameters from RL models and 
flexibility in striatal regions. A. Learning rate, which indexes reliance on single trials for updating value, is 
negatively correlated with flexibility in the nucleus accumbens and caudate. B. Inverse temperature, which 
measures overall use of learned value, is positively correlated with flexibility in the same regions. Plotting 
the joint distribution and utilizing partial correlations indicate that these effects are separable (Supplemen-
tary Figure 3.4).  
 
Individual differences in reinforcement learning parameters correlate with striatal flexi-
bility. We next explored the relationship between flexibility and reinforcement learning 
model parameters, which account for individual differences in learning behavior. We 
were most interested in the learning rate 𝛼, which quantifies the extent to which individu-
als weigh feedback from single trials when updating the value of a choice (Sutton and 
Barto, 1998; Daw, 2011). Learning rate was negatively correlated with network flexibil-
ity in the nucleus accumbens (Spearman’s correlation coefficient 𝜌= -0.29, p(𝜌>0) = 
0.04, Figure 3.4A) and to a lesser extent the caudate (𝜌= -0.24, p(𝜌>0) = 0.09 Figure 
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3.4A); that is, participants with a lower learning rate (indicating more integration of value 
across multiple trials) had more flexibility in these regions. Inverse temperature was posi-
tively correlated with flexibility in the same regions (accumbens 𝜌= 0.30, p(𝜌<0) < 
0.001; caudate 𝜌= 0.33, p(𝜌<0) = 0.002), indicating that subjects relying more on learned 
value overall showed more dynamic striatal connectivity (Figure 3.4B). Averaging flexi-
bility across all striatal regions, the correlation between learning rate and flexibility was 𝜌= -0.20 (p(𝜌>0) = 0.12) and the correlation between inverse temperature and flexibility 
was 𝜌= 0.27 (p(𝜌<0) = 0.007). The effects of these two parameters were separable, as 
indicated by partial correlations and the joint posterior distribution (Supplementary Fig-
ure 3.4).   
Finally, we sought to address the specificity and reliability of these results. We 
took advantage of resting state data obtained in the same individuals. We found that stria-
tal flexibility as measured during the resting state scan, prior to learning, was not related 
to individual differences in learning parameters (learning rate 𝜌 = -0.01, p(𝜌>0) = 0.54; 
inverse temperature 𝜌 = 0.07, p(𝜌<0) = 0.21), indicating that these effects are specific to 
dynamic connectivity evoked by learning. Additionally, we assessed the reliability of this 
measure by comparing striatal flexibility measured during a resting-state scan before the 
learning task with that measured in a resting-state scan after learning. We found that flex-
ibility was positively correlated across scans (r=0.59, p=0.004) indicating significant sta-
bility for this measure of striatal connectivity dynamics. 
Together, these results demonstrate that reinforcement learning involves dynamic 
changes in network structure centered on the striatum. They also suggest that distinct 
sources of individual differences in learning – reliance on individual trial feedback and 
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overall use of learned value – are related to differences in this dynamic striatal coupling. 
We next sought to examine which regions the striatum connects with during the task, and 
how such connections change over the course of learning.  
 
 Striatal allegiance with visual and value regions increases during learning. While an 
increase in flexible striatal network coupling is associated with learning within and be-
tween individuals, this leaves open the critical question of which regions are involved in 
this process. To address this question we used a dynamic graph theory metric known as 
module allegiance, which measures the extent to which each pair of regions shares a 
common network during a given time window (Bassett et al., 2015). Using the communi-
ty labels described above, we first estimated the allegiance between the striatal sub-
regions and every other ROI in the brain for each time window, and then probed their re-
lationship to learning.  
 
Figure 3.5. Allegiance between the striatum and visual cortex increases over the course of learning. 
A. Module allegiance between the striatum and a number of visual cortex ROIs changes over time (whole-
brain corrected, pFDR < 0.05). B. Average striatal allegiance increases in each of these visual ROIs (color 
lines represent the mean for each ROI passing FDR threshold across subjects and striatal regions). Alle-
giance is averaged across striatal sub-regions in both panels A. and B. See Supplementary Figure 3.5 for 
allegiance averaged over time and Supplementary Figure 3.6 for results presented by sub-region. 
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We found that overall, the nucleus accumbens and the caudate showed strongest 
connectivity with midline prefrontal, temporal, and retrosplenial structures, while the pu-
tamen exhibited its highest allegiance with motor cortices and insula (Supplementary 
Figure 3.5).  To address the key question of which regions changed coupling with sub-
regions of the striatum during learning, we ran whole-brain searches of separate mixed-
effects ANOVAs for each region, predicting striatal allegiance with learning block. This 
analysis does not assume any shape or direction to these temporal changes. A number of 
regions of visual cortex showed an increase in striatal allegiance over the course of learn-
ing (all FDR p<0.001, Figure 3.5).  Examining sub-regions of the striatum (correcting for 
multiple comparisons across allegiance of all ROIs with all striatal regions) revealed in-
creases in visual coupling in the nucleus accumbens and putamen, as well as between the 
putamen and orbitofrontal and ventromedial prefrontal cortices, regions known for their 
role in value processing (Padoa-Schioppa and Assad, 2006) (Supplementary Figure 
3.6).   
  
Flexibility relates to learning in a distributed set of brain regions. In a number of reports 
on dynamic networks, averaged whole brain flexibility has been used as a marker of 
global processes and associated with cognition (Bassett et al., 2011; Braun et al., 2016). 
Indeed, we found that whole-brain flexibility related to learning performance within sub-
jects (𝛽 = 11.84,S.E. = 3.91, p<0.005) and, to some extent, learning rate across subjects 
(𝜌= -0.26, p(𝜌>0) = 0.07). We were thus interested in regions outside of the striatum that 




Figure 3.6 Flexibility in cortical regions is related to learning performance. Regions passing FDR cor-
rection following a univariate whole-brain analysis using the same mixed-effects model as the a priori stri-
atum ROI. Regions passing this threshold include left motor cortex, bilateral parietal cortex, and right or-
bitofrontal cortex. See Supplementary Table 3.1 and Supplementary Figure 3.7 for a full list of regions 
and an exploratory uncorrected map.  
 
We conducted the learning performance analysis for each of the 110 ROIs, in ad-
dition the analysis in the striatum reported above (Figure 3.3). This analysis again re-
vealed a significant effect of flexibility in striatal sub-regions (the right putamen and left 
caudate) surviving FDR correction. In addition, the whole-brain corrected results, pre-
sented in Figure 3.6, indicate that network flexibility in regions of the motor cortex, pari-
etal lobe, and orbital frontal cortex (among others, see Supplementary Table 3.1 and 
Supplementary Figure 3.7 for full list and uncorrected map), are associated with rein-
forcement learning.  
 
Flexibility in medial cortical regions is associated with episodic memory. Finally, our 
task also included trial-unique objects presented simultaneously with reinforcement, al-
lowing us to measure subjects’ episodic memory, a process thought to rely on distinct 
cognitive and neural mechanisms to feedback-based incremental learning. We tested 
whether network flexibility was associated with episodic memory for these trial-unique 
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images, as assessed in a later surprise memory test (Figure 3.1). Having a measure of ep-
isodic memory for the same trials in the same participants allowed us to determine 
whether striatal network dynamics are correlated with any form of learning, or whether 
these two forms of learning, occurring at the same time, are related to distinct network 
dynamics.   
 
Figure 3.7 Network flexibility in medial prefrontal and parahippocampal cortex relates to episodic 
memory. An exploratory analysis showed effects of network flexibility on episodic memory performance 
in medial prefrontal and temporal lobes. A. Average memory (proportion remembered) across blocks. Par-
ticipants’ recollection accuracy varied across blocks. Line represents group average and bars represent 
standard errors. B. A number of medial prefrontal regions as well as the right parahippocampal gyrus 
passed an exploratory uncorrected threshold of p<0.05 for the effect of flexibility on subsequent episodic 
memory. The effect in the left paracingulate gyrus survived FDR correction. 
 
Behaviorally, participants’ memory was better than chance (d-prime = 0.93, t21 = 
7.27, p < 0.0001). Memory performance (“hits”) varied across learning blocks, allowing 
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us to assess within-subject associations between network flexibility and behavior (Figure 
3.7A). Memory performance was not correlated with incremental learning performance 
(mixed effects logistic regression,𝛽 = 0.41, Standard Error (S.E.) = 0.51, p = 0.42 (Wald 
approximation)). We tested the effect of flexibility on memory performance (proportion 
correct) in each of the 110 ROIs. A whole-brain FDR-corrected analysis revealed one re-
gion where flexibility was associated with episodic memory, the left paracingulate gyrus. 
An exploratory uncorrected analysis revealed regions in the medial prefrontal and medial 
temporal (parahippocampal) cortices where flexibility was associated with episodic 
memory (p<0.05 uncorrected, Figure 3.7B). None of the sub-regions from our a priori 




The current study reveals that reinforcement learning involves dynamic coordina-
tion of distributed brain regions, particularly interactions between the striatum and visual 
and value regions in the cortex. Increased dynamic connectivity between the striatum and 
large-scale circuits was associated with learning performance as well as with parameters 
from reinforcement learning models. Together, these findings suggest that network coor-
dination centered on the striatum underlies the brain’s ability to learn to associate values 
with sensory cues. 
Our results indicate that during learning the striatum increases the extent to which 
it couples with diverse brain networks, specifically with regions processing value and rel-
evant sensory information. This may represent the formation of efficient circuits for inte-
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grating and routing decision variables. Our reinforcement learning model findings are 
consistent with this idea. Striatal flexibility is negatively related to learning rate, suggest-
ing that increased dynamic coupling with relevant cortical areas may lead to less trial-
level weighting of prediction errors during learning. Flexibility in striatal circuits is also 
positively related to inverse temperature, indicating that this increased dynamic coupling 
is associated with stronger reliance on learned value during decision-making. Thus, our 
findings support a framework wherein network flexibility underlies information integra-
tion during learning.  
Central to this interpretation is the finding that regions of the striatum increase 
connectivity with visual and orbitofrontal areas over the course of this task. If the stria-
tum’s role is in part to integrate motivational and sensory information in support of deci-
sions, then such an increase is expected given that the relevant information on this task is 
the value of stimuli differentiated by their visual properties. The fact that bilateral prima-
ry auditory cortices are the only regions showing a significant decrease in connectivity 
with the striatum is also consistent with this explanation. It has been suggested that the 
striatum may serve to gate information coming in and out of the neocortex (Frank and 
Badre, 2011), and that this gating function may be related to a broad role for the striatum 
serving as a hub for controlling decisions (Shadlen and Shohamy, 2016). Reinforcement 
learning may be characterized in part by the dynamic formation of circuits linking areas 
processing sensory and value information to the striatum, and by the updating of these 
circuits via prediction error inputs from the midbrain, to ultimately control actions that 
reflect a decision. While we focused primarily on the striatum, given its established im-
portance in reinforcement learning, our whole-brain results suggest that the relationship 
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between dynamic connectivity and learning is not localized to this region: it is plausible 
that a number of regions integrate information during learning via changes in dynamic 
connectivity patterns.  
This framework offers clear and testable predictions for future studies. It suggests 
that flexibility will play a larger role in learning the more that learning depends on wide-
spread information integration, and also that this process is specific to regions known to 
support the particular demands of learning in a given situation.  For example, instrumen-
tal conditioning involving complex audio-visual stimuli (Kehoe and Gormezano, 1980) 
would be expected to associate more strongly with striatal flexibility than the task pre-
sented here and would be expected to involve increases in striatal interactions with audi-
tory as well as visual cortex. Learning that relies on other forms of integration across time 
or space (Eichenbaum, 2000; Staresina and Davachi, 2009; Wimmer et al., 2012; 
Wimmer and Shohamy, 2012), is predicted to be associated with network flexibility in 
medial temporal and prefrontal regions.  
There are a number of limitations to this report. First, given the static feedback 
probabilities, the relationship between network flexibility and learning performance could 
be affected by the time on task for each subject. This seems unlikely to fully explain the 
relationship because flexibility was related to multiple aspects of learning behavior and 
episodic memory, which was associated with network flexibility in a distinct set of brain 
regions, did not increase over time. Nonetheless, future studies incorporating reversal pe-
riods to dissociate time from performance will be important for addressing this issue. An-
other limitation is the hard-partitioning approach for network assignments provided by 
multi-slice community detection, which necessarily underemphasizes uncertainty about 
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community labels. There have been very recent attempts to formalize probabilistic mod-
els of dynamic community structure (Durante et al., 2016; Palla et al., 2016), but most 
work examining dynamic networks in the brain have used deterministic community as-
signment (Bassett et al., 2011; Bassett et al., 2015; Shine et al., 2016). More work is 
needed to develop and validate these probabilistic models and apply them to neuroscience 
data. Finally, while the spatial resolution of fMRI makes it an appealing method to char-
acterize dynamic networks, studies using modalities with higher temporal resolution such 
as ECoG (Khambhati et al., 2016) and MEG (Siebenhühner et al., 2013) will be im-
portant for providing more fine-grained temporal information.  
To summarize, we report a link between reinforcement learning and dynamic 
changes in networks centered on the striatum. While most descriptions of reinforcement 
learning have focused on the role of individual regions, recent advances in network theo-
ry are beginning to make the role of dynamic communication between individual regions 
and broader networks in this process a tractable area of research (Bassett et al., 2011; 
Kopell et al., 2014; Bassett et al., 2015; Braun et al., 2015). Here we show that incremen-
tal learning based on reinforcement is associated with dynamic changes in network struc-
ture, across time and across individuals. Our results suggest that the striatum’s ability to 
dynamically alter connectivity with sensory and value-processing regions provides a 
mechanism for information integration during decision-making and that learning may be 










































Supplementary Figure 3.1. Two grid searches at distinct scales illustrating that our resolution and cou-
pling parameters (1.18 and 1, respectively) fall at the peak of our optimization function, which is the differ-
ence between multi-slice modularity from our data and a null temporal model (𝑄PQ − 𝑄cdQQ , shown in A). 
We first used a wide grid to cover a larger range of potential parameters (left). The average peak of this 
search across subjects and iterations was used to select resolution and coupling terms for multi-slice com-
munity detection. To ensure that the large grid steps did not affect this selection, we repeated the search on 
a smaller scale (right). Our parameters are clearly within the optimum range on both grids. Panels B and C 
show the same grids for 𝑄PQ (B) and 𝑄cdQQ (C). Qml and Qnull show similar changes with resolution and 
coupling due to their sensitivity to shared features such as network size and edge strength distribution 





Supplementary Figure 3.2 Subject-level data and fits for Bayesian hierarchical model of the effect of 
striatal flexibility on learning. For posterior inference on the effect of striatal flexibility on learning per-
formance, we fit a Bayesian hierarchical model. Each subplot displays data (open circles) from a single 
subject. Solid lines represent model estimates for the effect of flexibility on learning, while dotted lines 





Supplementary Figure 3.3 The relationship between striatal flexibility and learning is robust across 
different lengths of connectivity windows. We recomputed coherence over 23- and 27-TR windows, and 
ran the multi-slice community detection algorithms to extract flexibility. The relationship between average 
flexibility and performance was similar across time windows. Regression coefficients and standard errors 






Supplementary Figure 3.4 Joint distributions of correlation between flexibility and reinforcement 
learning model parameters for striatal regions. Because we computed Spearman correlations over the 
posterior distributions of learning rate and inverse temperature from hierarchical Bayesian models, our in-
ferences can be most fully expressed with the joint distributions of correlations between flexibility and each 
parameter. While there is some covariance between these correlations, the two effects are clearly separable. 
This is further supported by partial correlations, which did not substantially alter inference (accumbens-




Supplementary Figure 3.5 Module allegiance broken down by striatal region. Maps show regions in 
the 50th percentile of allegiance for each striatal ROI, averaged over all learning blocks. Consistent with 
anatomical and functional connectivity, the nucleus accumbens and caudate show stronger allegiance with 
midline frontal, temporal, and retrosplenial regions, while the putamen shows relatively stronger allegiance 




Supplementary Figure 3.6 Visual and value regions change allegiance with the striatum over the 
course of the task. A. Regions where time-dependent changes to striatal allegiance exceed a threshold of 
pFDR<0.05, corrected for all ROIs’ allegiance with all three striatal regions (109 x 3 comparisons). These 
results were generated using mixed-effects ANOVAs and contain no assumptions about the shape or direc-
tion of changes. B.  Panel plot showing the change in allegiance over time for every pair passing the above 
threshold. Lines and bands represent and bands standard errors. As with average striatal allegiance, the nu-
cleus accumbens and putamen increase coupling with visual regions during the task. In addition, the puta-
men exhibits an increase in coupling with the right orbitofrontal and ventromedial prefrontal cortex and a 
decrease in coupling with primary auditory cortex. No regions’ allegiance with the caudate survived correc-
tion for multiple comparisons. Abbreviations: Occ=Occipital, Temp=Temporal, Front=Frontal, and 




Supplementary Figure 3.7 Exploratory uncorrected (p<0.05) results for whole-brain effect of net-
work flexibility on reinforcement learning performance.   
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Supplementary Table 3.1 
Harvard Oxford Region Regression Coeffi-
cient 
p 
Left Caudate 5.93 0.003 
Left Orbitofrontal Cortex 4.88 0.006 
Left Planum Polare 10.97 0.000 
Left Precentral Gyrus 4.79 0.006 
Left Supramarginal Gyrus 5.38 0.003 
Right Inferior Temporal Gyrus, anterior 4.75 0.01 
Right Inferior Temporal Gyrus, posterior 4.66 0.01 
Right Supplemental Motor Cortex 8.54 0.0009 
Right Middle Temporal Gyrus 3.51 0.006 
Right Planum Temporal 8.19 0.01 
Right Putamen 6.10 0.003 





















Dopamine induces learning-related modulation of dynamic striatal-
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Dopaminergic inputs from the midbrain to the striatum signal a reward prediction error 
that is thought to update the value of actions by modifying connections in widespread 
cortico-striatal circuits. Decades of research have described the activity of individual re-
gions in reinforcement learning; however, a broader role for dopamine in modulating 
network-level processes has been difficult to capture empirically. Here, we address this 
gap by characterizing the effects of dopamine on learning-related dynamic connectivity 
in patients with Parkinson’s disease undergoing fMRI. Patients with Parkinson’s disease 
have severe dopamine depletion in the striatum and are treated with dopamine enhancing 
drugs, providing an opportunity to compare learning and brain activity when patients are 
in a low dopamine state (off drugs) vs. a high dopamine state (on drugs). Patients per-
formed a probabilistic reversal learning task with domain-specific visual choice options, 
in order to measure the relationship between dopamine and dynamic connectivity cen-
tered on the striatum. We found that reversal learning altered dynamic network flexibility 
in the striatum and that this effect was dependent on dopaminergic state. We also found 
that dopamine modulated changes in connectivity between the striatum and specific task-
relevant visual areas of inferior temporal cortex, providing empirical support to theories 
that value is updated through changes in cortico-striatal circuits. These results suggest 
that the effect of dopamine on learning-related brain activity is not localized only to trial-
specific updating in the ventral striatum, but has effects on widespread circuits in the 





Updating actions based on feedback is critical for survival in a changing environ-
ment. Accordingly, reinforcement has been central to our understanding of learning in 
psychology and neuroscience (Thorndike, 1898; Skinner, 1948; Schultz et al., 1997). 
Learning from reinforcement relies on the formation of associations between sensory 
cues, actions, and the value of outcomes, which must involve coordinated routing and 
processing of information across widespread brain areas. However, much of the research 
examining the neural and cognitive mechanisms of reinforcement learning has focused on 
describing the roles of individual brain regions. And while circuit-level changes play a 
major role in theories of how value is updated in reinforcement learning (White, 1989a; 
Glimcher, 2011), such changes have been the focus of surprisingly little empirical work. 
In studies of reinforcement learning, particular attention has been paid to the stria-
tum and its dopaminergic inputs from the midbrain. The striatum has long been theorized 
to play an integrative role in brain function due to its widespread projections to cortical 
areas and its output to the motor system (Kemp and Powell, 1971; Bogacz and Gurney, 
2007; Hikosaka et al., 2014; Ding, 2015). Through a diverse set of inputs and the ability 
to gate and amplify outputs, the region is thought to be important for behavioral selection 
(Yin and Knowlton, 2006). Unsurprisingly given these properties, it has been demon-
strated repeatedly in human and animal studies that the striatum is necessary for the pro-
cess of learning from feedback (White, 1989b; Robbins and Brown, 1990; Yin et al., 
2006; Vo et al., 2014). Furthermore, striatal function has been shown to depend on do-
paminergic inputs from neurons in the ventral tegmental area and substantia nigra, two 
 88 
nuclei in the midbrain (Kao and Powell, 1986; Westerink and Kwint, 1996; Steinberg et 
al., 2013).   
Indeed, the precise signal being reported by midbrain dopaminergic neurons has 
been relatively well characterized. The firing of these neurons in response to sensory cues 
and reward outcomes provides a striking match to a specific reward prediction error 
computation found in a number of artificial reinforcement learning algorithms (Schultz et 
al., 1997; Sutton and Barto, 1998; Pagnoni et al., 2002; Bayer and Glimcher, 2005; Daw 
et al., 2006). Thus dopaminergic projections from the midbrain to the striatum and cortex 
are thought to update learned associations based on feedback via prediction error signal-
ing. The exact mechanism of this update has not been demonstrated, but it is theorized to 
take place via modulation of cortico-striatal circuits. Neurons in the striatum and frontal 
cortex that are active at the time of an outcome as a result of their involvement in the pre-
ceding actions are thought to be “transiently bathed” in the dopaminergic prediction error 
(Glimcher, 2011). Because the actual strengthening or weakening of value-based associa-
tions is putatively mediated by changes in striatal-cortical connectivity, a mechanistic de-
scription of the precise nature of these circuit-level interactions is essential for an under-
standing of the neural substrates for learning. Any account of reinforcement learning that 
does not describe striatal cortical connectivity changes will necessarily be incomplete.  
While reinforcement learning theories in neuroscience posit this widespread cir-
cuit-level mechanism, until recently there have been few investigations into the time-
varying interactions between distributed regions that facilitate reinforced behavior. This 
dearth of study has been due in part to difficulties in testing the existence and nature of 
these interregional interactions empirically; while measures of the activation of individual 
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regions provide a dynamic portrait of brain processes, most measures of interactions be-
tween regions have been based on pairwise structure in static correlations of regional ac-
tivity time series. Recent studies in network neuroscience have begun to address these 
difficulties using emerging tools from graph theory to characterize the evolution of dy-
namic connectivity patterns over the same time scales as behavior change (Bassett et al., 
2011; Bassett et al., 2015; Shine et al., 2016). With particular relevance to our study, 
some reports have explicitly linked dynamic and large-scale connectivity centered on the 
striatum to value- and feedback-based learning (Mattar et al., 2016; Gerraty et al., 2018).  
Part of the support for the role of striatal dopamine in learning comes from studies 
of patients with Parkinson’s disease, who experience loss of dopaminergic midbrain neu-
rons, and who exhibit subtle deficits in reinforcement learning in addition to their more 
pronounced motor disturbances (Knowlton et al., 1996; Frank et al., 2004; Foerde et al., 
2012). The main pharmaceutical treatment for Parkinson’s disease is levodopa, a dopa-
mine precursor that leads to increased levels of the neurotransmitter in the striatum. Thus, 
medication manipulations in patients with the disorder have been used to model dopa-
mine’s effects on learning, by comparing behavioral performance and brain activity on 
versus off medication. In this study, we used this approach to test dopamine’s effect on 
dynamic network connectivity in the striatum during reinforcement learning in patients 
with Parkinson’s disease. 
We have recently suggested that changes in connectivity between the striatum and 
areas of cortex that process sensory and value information provide a mechanism for dy-
namic information integration during reinforcement learning, allowing for the routing of 
evidence that is relevant for a given choice (Gerraty et al., 2018). In this framework, as 
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the optimal choice is learned, the striatum increases its coupling with sensory areas con-
veying decision-relevant information, and with regions processing value or motivational 
salience. This idea is consistent with reinforcement learning theories which hold that 
learned associations are updated via dopamine-induced changes in striatal-cortical cir-
cuitry. However, the relationship between dynamic connectivity and dopamine has not 
been characterized, diminishing the ability to link these recent findings to prominent the-
ories of value updating.  Moreover, research on dynamic connectivity during learning has 
previously relied on correlational data, and it is therefore not yet known whether experi-
mental manipulations of learning can modulate dynamic connectivity.  
Given prior findings demonstrating a relationship between dynamic cortico-
striatal connectivity and value learning, and the success of reinforcement learning theory 
in describing dopaminergic inputs to the striatum, we hypothesized that dopamine would 
modulate learning-related changes in dynamic connectivity between the striatum and 
task-relevant cortical areas. Specifically, we predicted that (i) reversal learning would 
modulate flexible network connectivity in the striatum, (ii) this modulation would depend 
on levels of the neurotransmitter dopamine, and (iii) dopamine would specifically alter 
dynamic connectivity between the striatum and cortical regions involved in processing 
task-relevant visual category information.  
We assessed the validity of these predictions in patients with Parkinson’s disease 
undergoing fMRI while engaged in a reversal learning task with visual-category-specific 
choice options. We compared behavior and dynamic connectivity metrics across sessions 
in which patients were tested on and off of dopaminergic medication using a within-
subject design. Our findings indicate that learning-induced changes in dynamic striatal-
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cortical connectivity are modulated by dopamine, and that these changes are most pro-
nounced in connections with task-specific sensory regions, providing a link between rein-





Participants were thirty patients with idiopathic Parkinson’s disease (7 females, 
mean + SD age: 61.86 + 6.25 years). Patients were recruited from either the Center for 
Parkinson’s Disease and other Movement Disorders at Columbia University Medical 
Center or from the Michael J Fox Foundation Trial Finder website. All patients provided 
informed consent and were compensated $100 per day for taking part in the study. All 
aspects of the study were approved by Columbia University’s Institutional Review Board.  
Patients were in the mild-to-moderate stage of disease, as rated on the Unified 
Parkinson’s Disease Rating Scale (UPDRS) in the OFF medication phase by a neurolo-
gist specializing in movement disorders (mean + SD:  20.35 + 9.22). Two patients were 
not rated and 5 other patients were missing ratings for one session, due to the lack of an 
available neurologist.  The range of disease duration was 1-17 years. All patients had 
been receiving levodopa treatment for at least 6 months; the mean total daily levodopa or 
equivalent dose was 796.76 + 404.91 mg. Fifteen patients were also taking dopamine ag-
onists. In addition to the learning task described below, patients also completed the Mon-
treal Cognitive Assessment (MoCA) neuropsychological battery, as well as an extended 
Digit Span, Starkstein Apathy Scale, and a Beck Depression Inventory. Patients did not 
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exhibit dementia (indicated by MoCA < 26) and had no other history of major neurologi-
cal or psychiatric illness except for Parkinson’s disease. 
 
Medication state 
Each participant was tested in two sessions 24 hours apart and counterbalanced 
for order of medication phase. For the OFF phase, patients were asked to undergo an 
overnight withdrawal from all medication taken for Parkinson’s, lasting at least 16 hours 
in duration which is at least 10 half-lives for levodopa and 2 half-lives for dopamine ago-
nists.  In the ON phase, the same patients were tested 1-1.5 hours after taking their nor-
mal dose of levodopa. To isolate the effect of levodopa, patients who were additionally 
taking dopamine agonists were asked to take only levodopa for the ON testing day. UP-
DRS scores decreased between OFF and ON sessions (mean + standard error ON versus 
OFF difference: -10.48 + 0.96, t(22) = -10.87, p < 0.0001).  
 
Task 
We designed a reinforcement learning task with two broad goals (Figure 4.1). 
First, we included a reversal of the optimal choice during each session, in order to ma-
nipulate learned choice contingencies and to characterize the effect of this manipulation 
on dynamic connectivity. Second, choice options were images of objects and scenes, cat-
egories known to evoke specific patterns of activation in the ventral visual stream, in or-
der to characterize the dynamics of specific striatal-cortical circuits during learning. We 
predicted that the use of these categories during learning would lead to changes in striatal 
connectivity with domain-specific sensory areas. Each patient was tested in ON and OFF 
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Figure 4.1. Reversal learning task. A. On each trial, participants were asked to choose between an image 
of a scene and an image of an object. Each trial contained unique images that were randomly placed on the 
left or right side of the screen, and they indicated their decision with a button press. B. One category led to 
positive feedback with a probability of 0.7, while the other category led to positive feedback with a proba-
bility of 0.3. The category-outcome contingencies reversed after 85 trials.  
 
On each trial, participants were asked to choose between images of a scene and of 
an object, which changed on every trial. Images were randomly presented on the right 
and left sides of the screen and participants responded using index and middle finger re-
sponses, respectively. There were 150 trials on each day, broken up into 5 scan runs to 
allow short breaks for patients. The optimal category led to positive feedback (‘You 
Win!’) with a probability of 0.7, while the non-optimal category led to positive feedback 
with a probability of 0.3. Negative feedback (‘Wrong!’) was shown with a probability of 
0.3 and 0.7 for ‘correct’ and ‘incorrect’ choices, respectively. Participants had 2.5 sec-
onds to respond, followed by a 1.5 second crosshair and feedback shown for 1 second. 
Reversals took place on the 85th trial of each session. Participants were instructed that 
the correct option could change at any point during the task, and they were not told how 
many times a change could take place. Optimal categories at the start of the session were 
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counterbalanced across subject-session pairs, such that half of the subjects experienced 
the same optimal category at the beginning of both sessions. Trials were separated by an 
inter-trial interval (ITI) drawn from an exponential distribution with a mean of 3 seconds, 
and a minimum of 1.5 seconds. Twenty-five participants also completed a surprise subse-
quent memory test for chosen objects 24 hours following their second session; we note 
that these data were not analyzed for this report. 
 
Behavioral analysis 
On each trial, we recorded whether participants chose the option with the higher 
probability of correct feedback, as well as reaction time and medication state. For behav-
ioral analysis, we divided trials into 10 learning blocks (2 blocks per scan run). We esti-
mated a mixed effects logistic regression using lme4 (Bates et al., 2015) with average 
performance and medication effect varying randomly by subject and by learning block. In 
glmer syntax for clarity: 
Opt ~ Med + Day + (Med  | Subject) + (Med + Day | Block), 
Where Med indicates ON or OFF medication session (coded as 0.5 or -0.5) and Day in-
dexes the first or second session (also coded as 0.5 or -0.5). For inference, we performed 
a parametric bootstrap using the varying effects estimated for learning block. To charac-
terize task- and dopamine-related changes in reaction time (RT), we also fit a linear 
mixed effects model of log(RT) with identical predictors and varying effects.  
 
Imaging Acquisition 
Images were acquired on a 3T General Electric Signa MRI scanner using a 32-
channel head coil. Functional images were acquired using a multiband pulse sequence 
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with the following parameters: TR=850 ms, TE=25 ms, flip angle = 60°, field of view 
(FOV) = 192 mm. A high-resolution (1 mm isotropic) T1-weighted image was also ac-
quired using the BRAVO pulse sequence for image co-registration.  Functional runs for 5 
sessions (no more than 1 run per session) were lost during acquisition due to errors in 
multiband image reconstruction.  
 
Preprocessing 
Functional images were preprocessed using FSL FMRI Expert Analysis Toolbox 
(FEAT; (Smith et al., 2004). Images were corrected for baseline magnetic field inhomo-
geneity using FUGUE. The first five images from each block were removed to account 
for saturation effects. The first of these five saturated images from each scan run were 
averaged together across blocks to form a functional template for registration. Images 
were high-pass filtered at f < 0.008 Hz, spatially smoothed with a 5 mm Gaussian kernel, 
grand-mean scaled, and motion corrected to the averaged template image using an affine 
transformation with trilinear interpolation. Due to well-characterized motion artifacts in 
measures of functional connectivity (Power et al. 2012; Satterthwaite et al. 2012), we 
used a previously validated nuisance regression strategy (Satterthwaite et al. 2013) to fur-
ther preprocess functional images. Predictors in this nuisance regression included the 6 
translation and rotation parameters from the motion correction registration as well as 
CSF, white matter, and whole brain average time course, in addition to the square, deriva-
tive, and squared derivative of each confound. This method has been shown to outper-
form a number of other strategies for motion correction—including PCA- and ICA-based 
decomposition, global signal regression, and motion regression techniques with fewer 
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parameters—on measures of connectivity-motion and modularity-motion correlations and 
as well as on measures of network identifiability (Ciric et al. 2018).  
Preprocessed residual images were registered to individuals’ anatomical images 
using linear boundary-based registration (BBR) (Greve and Fischl, 2009), and were then 
registered to a standard space MNI template using a nonlinear registration implemented 
in FNIRT. To characterize the effect of learning and dopamine on dynamic changes in 
functional connectivity, we used the Harvard-Oxford atlas of 110 cortical and subcortical 
regions (including 6 striatal regions: bilateral caudate, putamen, and nucleus accumbens) 
in keeping with our previous report on dynamic flexibility during reinforcement learning 
(Gerraty et al. 2018). After registration to 2mm MNI space, average time courses were 
extracted for each region in the atlas.  
 
Dynamic connectivity estimation 
Time series were concatenated across blocks, and we used the Multiplication of 
Temporal Derivatives (Shine et al., 2015) to characterize dynamic connectivity between 
regions. This method has been shown to be capable of detecting changes in community 
structure with more sensitivity than standard sliding window techniques. In this tech-
nique, dynamic coupling between each pair of regions i and j at each point in time t  is 
calculated as the ratio of the product of their temporal derivatives and the product of their 
standard deviations. This estimate is then smoothed using a running average:  𝐴WX" = %fo$%	∑ q"r7q"s7trts"$o"uo   . 
Aijt is the dynamic functional connectivity between regions i and j at time point t, dtit is 
the temporal derivative and 𝜎W the standard deviation of the average timeseries for region 
i, and w is the number of time points on each side of time t used for smoothing. We used 
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a window length of 13 TRs for temporal smoothing, corresponding to w=6 and averaging 
across 5.1 seconds on each side of the connectivity estimate for each time point. Using 
this metric, we computed a smoothed measure of network coupling for each pair of re-
gions, leading to an N x N x T (e.g., 110 x 110 x 1477) connectivity matrix for each ses-
sion. We use this matrix to represent a temporal network in which network nodes repre-
sent brain areas in the whole-brain parcellation, and network edges represent the magni-
tude of functional connectivity estimated using the method of Multiplication of Temporal 
Derivatives. 
 
Temporal community detection 
One of the most useful tools for characterizing network structure in the brain has 
been a set of techniques for community (or “module”) detection (Bassett 2013). These 
techniques allow for the partitioning of the brain into internally dense, externally sparse 
groups of nodes based on connectivity strength. Such communities can be extracted at 
rest or during task performance, and provide a striking match to known cognitive systems 
identified and characterized through other methods. Communities in brain networks have 
been shown to undergo non-trivial rearrangement during reinforcement learning (Gerraty 
et al., 2018), as well as other cognitive and motor tasks (Bassett et al., 2011; Braun et al., 
2015). To characterize the evolution of network structure in this experiment, we used a 
recently developed multilayer community detection algorithm (Mucha et al., 2010), 
which uses identity links to connect networks in neighboring time windows, in order to 
solve the community-matching problem and provide time-dependent labels for communi-
ty assignment (Bassett 2013).  
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Each connectivity matrix was treated as a unthresholded graph and because the 
graph extends in time, it represents a temporal network, or an ensemble of graphs ordered 
in time (Holme and Saramäki, 2011). Because each layer has the same number of slices, 
it can be represented as a multilayer network (Kivelä et al., 2014). Here, we partitioned 
regions in the multilayer network into temporal communities using a Louvain-like locally 
greedy algorithm for multilayer modularity maximization (Mucha et al., 2010; Jutla et al., 
2011; Bassett et al., 2013a). The quality function maximized in this algorithm is: 𝑄 = %fw ∑ (𝐴WXQ − 𝛾Q xryxsyfPy )𝛿Q\ + 𝛿WX𝐶XQ\𝛿(𝑔WQ, 𝑔X\)	WXQ\  , 
where the adjacency matrix for each layer l consists of pairwise connectivity components 𝐴WXQ. In this case, l is equivalent to a time point t  in the multiplication of temporal 
derivatives coupling measure. The variable 𝛾Q represents the resolution parameter for 
layer l, and 𝐶XQ\  indexes the coupling strength between node j at layer l and node j at layer 
r (due to the large number of layers being decomposed into temporal communities in this 
study, we set both the resolution and coupling to 1 rather than optimizing the pair of 
hyperparameters); 𝑘WQ is the coupling strength (the sum of edge weights over all 
connections) of node i in layer l; and 𝑚Q is the average coupling strength (the sum of all 
edge weights over all connections for nodes i and j divided by 2). Finally, the variables 𝑔WQ and 𝑔X\ correspond to the community labels for node i at layer l and node j at layer r, 
respectively, and 𝛿(𝑔WQ, 𝑔X\)	is the Kronecker delta function, which equals 1 if 𝑔WQ = 𝑔X\, 






 We utilized two network diagnostics to characterize dynamic connectivity chang-
es during learning and their relationship to dopaminergic state. First, we computed the 
flexibility of each brain region, which measures the proportion of time points during 
which the community assignment for a node changes. This metric has been shown to re-
late to reinforcement learning in a previous report (Gerraty et al. 2018), as well as to mo-
tor sequence learning (Bassett et al. 2013) and executive function (Braun et al. 2015). 
While there are potential ambiguities in the measure related to uncertainty in node as-
signment, we take it to index roughly the extent to which a region is coupling with multi-
ple networks during any given time period. We divided the community assignments into 
10 blocks (2 for each task period in the scanner), and computed the flexibility for each 
region in each learning block.  
 To characterize the network connectivity of the striatum in more detail— specifi-
cally, to characterize which regions the striatum couples with and whether these connec-
tions are altered by dopaminergic state—we estimated the community allegiance for each 
pair of regions in each time learning block. Allegiance measures the proportion of time 
points in a given window in which each pair of regions is assigned to the same communi-
ty. The measure has been linked to motor learning (Bassett et al., 2015), as well as rein-
forcement learning (Gerraty et al., 2018). To disentangle domain-specific visual areas of 
the inferior temporal lobe, we used the Brainnetome atlas, a finer parcellation of 246 re-
gions (Fan et al., 2016), to characterize which areas change their allegiance with the stria-
tum during reversal learning. This atlas includes the following 12 striatal sub-regions: 
bilateral ventromedial and dorsolateral putamen, ventral and dorsal caudate, globus palli-
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dus, and nucleus accumbens. For analyses of striatal allegiance, we used sub-regions 
overlapping with the Harvard-Oxford atlas, thus excluding the globus pallidus. Time se-
ries from each of these 246 regions underwent identical connectivity and community de-
tection analyses to those described above. 
 
Flexibility Analysis 
To characterize the time course of flexible striatal connectivity during learning, and the 
effect of choice reversal and dopamine on these dynamics, we estimated a linear mixed 
effects model analogous to that used to model behavior. This model predicted flexibility 
with estimates of average flexibility (intercept) and medication effect varying by subject, 
learning block, and striatal sub-region. In lmer syntax: 
Flexibility ~ Med + (Med | Subject) + (Med | Block) + (Med | ROI) . 
To characterize uncertainty about the time course of flexibility ON and OFF of medica-
tion, we performed a parametric bootstrap using the varying intercept and medication ef-
fects estimated by learning block. To uncover regions outside of the striatum showing 
medication effects on network flexibility, we extended this analysis by including all Har-
vard-Oxford ROIs, with medication estimates varying by region. We bootstrapped these 
estimates in the same fashion, but using varying effects estimated by region rather than 
by learning block, thus regularizing our estimates of the medication effect for each ROI 
using the distribution of effects across regions. For both striatal and whole-brain analyses 
we subtracted each region’s flexibility in the first learning block and fit the above models 





To analyze changes in striatal connectivity with specific target regions, we extracted the 
allegiance between each striatal sub-region and every other region, using the higher reso-
lution Brainnetome atlas (Fan et al., 2016). To characterize temporal changes in striatal-
cortical connectivity and the effect of dopaminergic state on these changes, we estimated 
the following linear mixed effects model, presented in lmer syntax: 
log(allegiance) ~ Med + Block + Med:Block + ( Med + Block + Med:Block |  Sub) + 
( Med + Block + Med:Block |  ROI) . 
 
Allegiance is the community allegiance computed between each pair of striatal sub-
regions and non-striatal target regions, Med is the participants’ medication state for each 
session, and Block is a factor indexing learning blocks. In this model we divided the task 
into 5 blocks rather than 10, corresponding in this case to scan run, due to the large num-
ber of parameters in the medication x block interaction. Effects varied randomly by par-
ticipant (Sub) and striatal region (ROI). Due to the large number of regions in this more 
fine-grained atlas (multiplied by the number of striatal regions), we estimated this model 
separately for each target region and approximated a p-value for each term using a Wald 
Chi-square test, rather than allowing effects to vary randomly by target region and boot-
strapping.  
To evaluate the functional specificity of any time- or medication- related changes 
in connectivity with the striatum, we constructed a metric for correspondence to known 
scene or object processing areas for each region in the atlas, using reverse inference maps 
from Neurosynth (Yarkoni et al., 2011). We thresholded reverse inference maps for the 
terms ‘object’ and ‘place’ at Z>3.1 and binarized them to create masks. The object-scene 
selective metric was simply the number of voxels in a given region overlapping with the 
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object mask minus the number of voxels overlapping with the place mask, divided by the 
total number of voxels in the region. This approach gave each region a weight for corre-
spondence to object- or scene- related areas, and the weight was positive for objects and 
negative for scenes. 
To test whether connectivity between the striatum and any domain-specific visual 
processing regions showed time or medication effects, we first fit the above model to re-
gions in the top 5% of the absolute value of object-scene processing weights and correct-
ed for multiple comparisons for each parameter using False Discovery Rate (FDR) with q 
< 0.05 across these selective regions (Benjamini and Hochberg 1995). To test for the 
specificity of this effect to relevant scene or object processing regions, we used a more 
liberal threshold of p < 0.01 and calculated the average object-scene processing weight 
across regions passing the threshold. We then compared this average to means boot-
strapped from samples of weights from the same number of regions, taking the absolute 
value to capture both object and scene area correspondence. We performed both of these 
procedures for learning block, medication, and block x medication interaction parameters 







Figure 4.2 Reversal learning in Parkinson’s patients ON and OFF of dopaminergic medication. A. 
Behavioral performance, as measured by the proportion of optimal responses, is plotted against trials 
binned into 10 learning blocks. The grey lines indicate the average proportion and the ribbons indicate 
standard errors, estimated by bootstrapping a generalized logistic mixed effects model of optimal choice. B. 
Reaction time (RT, seconds) is plotted against trials binned into the same 10 learning blocks. Grey lines 
indicate the geometric mean RT and the ribbons indicate standard errors, estimated by bootstrapping a line-
ar mixed effects model of log RT. Colors show medication state (ON levodopa = blue, OFF levodopa 





Overall, participants learned to track the correct choice over the course of the experiment. 
We fit a mixed effects logistic regression to characterize performance and the effects of 
medication. Somewhat surprisingly, we did not observe a robust overall difference in per-
formance between patients ON and OFF of medication (parameter estimate β = 0.08, 
95% confidence interval (CI) = [-0.03, 0.17], increase in proportion correct CI = [- 0.006, 
0.04]; Figure 4.2A). There was some evidence for a small effect of dopamine in individ-
ual learning blocks, particularly before reversal (p(ON<OFF) < 0.05 in block 2, and 
p(ON<OFF) < 0.15 in blocks 1-5 and block 9). While Parkinson’s patients have been 
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shown to exhibit deficits in multiple forms of feedback-based learning, and levodopa has 
been shown to alleviate such deficits, these effects are not always present, and some stud-
ies have found the reverse effect (Shohamy et al., 2004a; Cools et al., 2007; Schonberg et 
al., 2010; Grogan et al., 2017; Timmer et al., 2017). We observed no effect of medication 
on reaction times, which decreased over the course of the task, particularly after the first 
block (Figure 4.2B). 
 
Figure 4.3 Learning-related changes in dynamic striatal connectivity are modulated by dopamine. A. 
Reversal learning changes network flexibility in the striatum. Striatal flexibility as measured by the propor-
tion of network changes in a time window, is plotted against learning block. The reversal of outcome con-
tingencies provided an experimental manipulation of flexibility, which decreased following reversal before 
recovering, mirroring behavioral performance (Figure 4.2). B. Dopaminergic state modulates changes in 
striatal flexibility. Plot shows baseline-subtracted network flexibility in the striatum over learning blocks. 
Grey lines indicate the mean flexibility and the ribbons indicate standard errors, estimated by bootstrapping 
a linear mixed effects model of flexibility varying by subject ROI, learning block, and striatal sub-region. 
Colors show medication state (ON levodopa = blue, OFF levodopa =  red, average across states = purple). 
The dotted lines in panels A and B illustrate the reversal of outcome contingencies in the 6th learning 
block. C. The effect of medication was similar across sub-regions of the striatum. Bars show parameter 
estimates for separate models fit to each ROI; error bars indicate standard errors. Acc = Nucleus Accum-
bens, Caud = Caudate, and Put = Putamen. 
 
Learning and dopamine both modulate dynamic flexibility in the striatum 
   Previous studies of flexibility have been limited in interpretation by the fact that 
they have relied on correlations with behavioral measures. We designed this task with a 
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reversal in order to provide an experimental manipulation of this network metric. We ex-
tracted time series from regions distributed across the brain, and computed the dynamic 
connectivity between all pairs of regions at each time point during the task. We summa-
rized dynamic connectivity in the form of temporal multilayer networks and extracted the 
reconfiguration of functional modules using a multilayer community detection technique. 
After splitting the task into 10 learning blocks per session (2 per scanner run), we calcu-
lated the network flexibility in each block to capture the dynamic connectivity of regions 
during different periods of the task. We were particularly interested in flexibility in stria-
tal connectivity, as we have previously shown this network metric to relate to reinforce-
ment learning (Gerraty et al. 2018).  
To test the effects of dopamine on dynamic striatal flexibility, we fit a linear 
mixed effects model with average flexibility and medication state varying by subject and 
by striatal sub-region. In both the ON and OFF medication conditions, network flexibility 
in the striatum decreases as a result of reversal before recovering, mirroring changes in 
learning performance (Figure 4.3A). Overall flexibility was higher in the OFF medica-
tion condition than in the ON medication condition (regression β = -0.004, CI = [-0.006, -
0.002], p(OFF>ON) < 0.01), which could potentially be due to medication-related differ-
ences in motion or in overall differences in dynamic brain connectivity. Because we were 
most interested in changes in network flexibility during learning, we subtracted the flexi-
bility measured in the first learning bin from the flexibility measured in all other bins. As 
can be seen in Figure 4.3B, this baseline-subtracted flexibility was higher in patients ON 
dopamine medication than OFF dopamine medication (regression β = 0.01, CI = [0.009, 
0.02], p(ON<OFF) < 0.01), indicating greater modulation of flexible striatal-network 
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coupling in the presence of dopamine. This effect was similar in all sub-regions of the 
striatum (Figure 4.3C). 
 
Figure 4.4 Dopamine increases dynamic connectivity across widespread brain areas.   
A. Results from a linear mixed effects model of baseline-subtracted flexibility, with medication effect vary-
ing by subject, learning block, and ROI. Medication effects were parametrically bootstrapped from the var-
ying ROI estimates, and thresholded at p(OFF>ON) < 0.01. Lighter color indicates lower p(OFF>ON). The 
hippocampus, vmPFC, and regions across limbic, parietal, and prefrontal cortex exhibit greater learning-
related changes in dynamic connectivity ON dopamine medication relative to OFF dopamine medication. 
B. The ventromedial prefrontal cortex is also modulated by the reversal task. The grey line indicates the 
mean flexibility and the ribbons indicate standard errors, estimated by bootstrapping a linear mixed effects 
model of vmPFC flexibility. 
 
Dopamine has widespread effects on network flexibility 
Dopamine has widespread cortical and subcortical targets, and we have previous-
ly shown that network flexibility in regions of parietal and prefrontal cortex also relates 
to reinforcement learning. Thus, we were interested in whether other regions exhibited 
greater flexibility in network coupling ON versus OFF dopamine medication. To deter-
mine whether such differences existed, we estimated a linear mixed effects model with 
medication effects in network flexibility varying randomly by subject, learning block, 
and brain region. Region-level differences surpassing p<0.01 included the nucleus ac-
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cumbens, hippocampus, ventromedial and dorsolateral prefrontal cortex, as well as sup-
plementary motor and parietal cortex (Figure 4.4). All regions passing this threshold ex-
hibited greater flexibility ON dopamine medication relative to OFF dopamine medica-
tion. Given its anatomical position as a major target of midbrain dopamine, and its estab-
lished role in value-based learning, we also extracted the time course of flexibility in the 
ventromedial prefrontal cortex (vmPFC) region showing a medication effect. As seen in 
Figure 4.4B, the flexibility in this region was also affected by reversal, further supporting 
a link between dopamine, learning, and widespread changes in network connectivity. 
 
Dopamine modulates dynamic coupling between the striatum and task-specific visual ar-
eas 
Having shown that dynamic connectivity in the striatum changes over the course 
of learning and is modulated by dopamine, we were interested in which regions vary in 
their striatal coupling. The task was designed to capture the effect of dopamine on dy-
namic coupling between the striatum and areas of visual cortex. In particular, we hypoth-
esized that the striatum would exhibit greater changes in connectivity with domain-
specific areas that contribute to the processing of scene or object stimuli, and that these 
changes would be affected by dopaminergic state.  
To capture more distinct areas of cortex, we used a more fine-grained atlas of 246 
regions (Fan et al., 2016). Using Neurosynth (Yarkoni et al., 2011), we constructed a 
measure of correspondence between each region in this atlas and areas contributing to the 
processing of scene or object information (see Methods). We calculated the community 
allegiance between the striatum and each of these regions. To test whether category-
specific visual regions exhibited dynamic changes in connectivity with the striatum dur-
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ing the task, and whether any such changes were affected by dopamine, we estimated a 
linear mixed-effects model of changes in striatal allegiance with regions showing the 
strongest (top 5%) correspondence to scene- or object-specific areas.  In this model, we 
included learning block, medication state, and the interaction between the two.  
No regions showed an overall effect of medication on average striatal allegiance. 
A region in the right fusiform gyrus with a higher correspondence to object areas exhibit-
ed a significant effect of learning block (p<0.05 FDR corrected; Figure 4.5A, top), as 
well as a significant dopaminergic modulation of these temporal changes (p<0.05 FDR 
corrected; Figure 4.5B).  
 
 
Figure 4.5 Dopamine modulates dynamic connectivity between the striatum and task-relevant visual 
regions. A. Regions exhibiting changes in module allegiance with the striatum over the course of the task. 
Shown at a threshold of p < 0.01, these regions include the fusiform gyrus (top), inferior parietal lobe (bot-
tom), and lateral superior occipital gyrus (bottom). Based on Neurosynth maps, these regions showed a 
greater correspondence to object-processing areas than would be expected by chance alone.  B. Interaction 
between medication state and changes in allegiance in the fusiform gyrus region shown in panel A (top). 
This area of inferior temporal cortex showed significant temporal changes in striatal allegiance, as well as a 
significant dopaminergic effect on these changes (both FDR p<0.05). Solid lines show mean allegiance 
with the striatum and ribbons show standard error. Colors indicate medication group (blue=ON, red=OFF).  
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This result demonstrates that dynamic connectivity between the striatum and a 
category-specific visual region is altered by dopamine, but the analysis was limited to 
visual areas. To test the specificity of these effects, we used a lower threshold (p<0.01, 
uncorrected) across all brain regions. Two more regions in occipital and inferior parietal 
lobe (IPL) passed this more liberal threshold for an effect of time on striatal allegiance 
(Figure 4.5A, bottom), and the same IPL region passed this threshold for a significant 
dopamine-by-time interaction. These regions showed a significantly higher level of ob-
ject correspondence than would be expected due to chance alone (p=0.014 for the effect 
of learning block; p < 0.005 for the block-by-medication interaction; see Methods for 
description of bootstrapping procedure). Collectively, these results provide further evi-
dence of a dopaminergic effect on the dynamics of striatal connectivity with task-relevant 
regions during learning. 
   
Discussion 
There is growing evidence that dynamic changes in cortico-striatal connectivity 
play an important role in value-based learning (Mattar et al., 2016; Gerraty et al., 2018). 
Here, we provide a learning-based experimental manipulation of dynamic cortico-striatal 
connectivity, providing causal support to previously demonstrated associations between 
network flexibility in the striatum and learning. In addition, we show that changes in stri-
atal connectivity are modulated by the neurotransmitter dopamine, which has been theo-
rized to facilitate learning by updating associations via changes in striatal cortical connec-
tions (White, 1989a; Glimcher, 2011).  Our finding that dopamine-induced changes in 
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cortico-striatal coupling are most pronounced in domain-specific sensory regions pro-
vides empirical support for this theory.  
Dopamine is known to play an essential role in reinforcement learning. Evidence 
for this role comes from experimental manipulation of dopamine in non-human animals 
(Beninger, 1983), studies in healthy controls (Pizzagalli et al., 2008), and studies in pa-
tients with Parkinson’s disease (Knowlton et al., 1996; Shiner et al., 2012). Further evi-
dence comes from the finding that midbrain dopaminergic neurons report an analogue to 
the temporal difference prediction error postulated in reinforcement learning algorithms 
(Schultz et al., 1997; Bayer and Glimcher, 2005). The latter finding has been particularly 
influential, as it provides a putative computational mechanism for dopamine’s role in 
learning. While the prediction error account provides a parsimonious description of the 
firing of midbrain neurons during learning, it leaves open the question of how this signal 
actually affects learned associations. 
The dominant theory for how prediction errors update associations between 
stimuli, actions, and value outcomes is via changes in synaptic weights to targets of mid-
brain dopamine neurons that are active following a given state and action (Glimcher, 
2011). While this theory is intuitive and consistent with known anatomy and neurobiolo-
gy, it has proven difficult to test empirically. This is because most measures have focused 
on the activity of single neurons or brain regions. Even measures that can be used to 
characterize brain networks have been hampered by an inability to describe dynamic 
changes in these circuits. Our report takes advantage of recent developments in network 
neuroscience that afford precisely this ability to characterize circuit dynamics (Bassett et 
al., 2013a; Khambhati et al., 2017; Sizemore and Bassett, 2017).  
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Network neuroscience has provided a wealth of experimental evidence that the 
characteristics of distributed brain circuits are relevant to cognition (see (Medaglia et al., 
2015; Petersen and Sporns, 2015; Bassett and Sporns, 2017) for review). Despite this 
promise, it has been difficult to link findings from network neuroscience to established 
theories in cognitive neuroscience. Thus it has been hard to articulate the specific impli-
cations of our increasing study of brain networks for our understanding of cognition in 
general. Our findings in this study provide precisely such a bridge, and illustrate the po-
tential utility of characterizing the brain’s dynamic network structure for answering es-
sential questions about the mind. Here we show that cortico-striatal circuits change as a 
result of reinforcement learning associations, and that these changes are modulated by 
dopamine. 
More recently, the completeness of the reward prediction error account of dopa-
mine’s role in reinforcement learning has been called into question. A number of findings 
indicate that so-called model-free reinforcement learning or value-based decision making 
tasks evoke activity in systems associated with episodic or associative memory (Shadlen 
and Shohamy, 2016; Bornstein et al., 2017; Bakkour et al., 2018). In addition, there is 
increasing evidence that midbrain dopamine itself is essential for more complex so-called 
model-based associations, which rely on cognitive maps of environmental or conceptual 
contingencies (Deserno et al., 2015; Sharp et al., 2015; Sadacca et al., 2016; Sharpe et al., 
2017). A causal role for dopaminergic circuits in model-based learning would indicate 
that this neurotransmitter updates associations that extend beyond cue- and action-
outcome links, perhaps reporting a successor representation of statistical associations be-
tween states of the world (Dayan 1993; Gershman and Schoenbaum 2017). If dopaminer-
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gic updating does underlie the formation of complex stimulus-stimulus associations, one 
would expect to find dynamic changes in striatal-cortical and cortical-cortical connectivi-
ty modulated by dopamine on more complex tasks. The same network tools utilized in 
this report are of potential use for providing this characterization.  
This report has a number of limitations. The multilayer community detection al-
gorithm we used provides deterministic community labels, and are unable to assess the 
possibility of regions coupling with multiple communities at a given time point. Address-
ing this limitation may be important for providing a fuller account of dynamic changes in 
brain networks during learning and other cognitive processes. The further development of 
probabilistic and generative models, which pose serious statistical and computational 
challenges, will be essential in this regard (Durante et al., 2016; Palla et al., 2016; Betzel 
and Bassett, 2017). In addition, the use of fMRI, which affords a crucial level of spatial 
specificity, limits the temporal resolution with which we can describe brain network dy-
namics. To better characterize network changes underlying learning, it will be useful to 
measure the effect of individual prediction errors on network structure, and network stud-
ies using ECoG or combining fMRI and EEG may prove useful in this regard. A limita-
tion that is unique to this study is the use of a patient group with no control participants. 
We chose to focus on a within-subject pharmacological manipulation so as to limit the 
number of terms in the statistical interactions necessary to characterize dopaminergic ef-
fects, thereby limiting the uncertainty in our inferences. It is possible that these results are 
specific to patients with Parkinson’s disease; however, this concern may be mitigated by 
the fact that patients learned the correct choice and updated their decisions following re-
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versal. Nevertheless, further research could usefully evaluate similar hypotheses in neuro-
logically intact humans. 
While network science has produced a growing number of results linking large-
scale brain circuits to cognitive processes such as learning, it is sometimes unclear what 
the theoretical implications of these results are. In this study we sought to characterize, 
based on convergence between previous studies of dynamic network changes during 
learning and computational theories of reinforcement, the effect of dopamine on learning-
related changes in striatal-cortical coupling. In addition to providing experimental sup-
port linking dynamic connectivity to feedback-based learning and a neurotransmitter sys-
tem known to underlie this process, this study illustrates the potential utility of integrating 


















Such notions are speculative and vague, but we seem to have no choice but to be vague 
or to be wrong, and I believe that a confession of ignorance is more hopeful for progress 
than a false assumption of knowledge. 
-K.S. Lashley, 1930, Basic Neural Mechanisms in Behavior 
 
 
The preceding chapters in this dissertation provide evidence that large-scale net-
work connectivity, and in particular dynamic connectivity, plays a role in multiple forms 
of learning. In doing so, they highlight the promise of a network approach for linking 
brain activity to behavior. They also illustrate some of the challenges in gleaning theoret-
ical insight into cognition from this network characterization, as well as the potential of 
surmounting these challenges.  
Chapter 2 demonstrated that value transfer on a sensory precondition task is asso-
ciated with intrinsic connectivity between the hippocampus and ventromedial prefrontal 
cortex, two regions known to be essential to this behavior (Port et al., 1987; Jones et al., 
2012), as well as between these regions and more domain-general connectivity networks 
(Gerraty et al., 2014). Understanding the mechanisms underlying this link is impossible, 
however, without measuring changes in network connectivity that take place during 
learning. The study presented in Chapter 3 used emerging techniques from network sci-
ence to describe changes in network connectivity that take place during reinforcement 
learning (Gerraty et al., 2018). The striatum exhibited an increase in dynamic connectivi-
ty and coupled more with visual- and value-processing regions over the course of a learn-
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ing task, and this dynamic connectivity correlated with performance. In an attempt to 
ground interpretation of this result in light of known cognitive and neural processes, 
Chapter 4 tested patients with Parkinson’s disease on and off of dopaminergic medication 
on a reversal learning task, allowing for the experimental manipulation of both learning 
and dopamine. This study further demonstrates that learning involves dynamic changes in 
cortico-striatal connectivity, and shows that these changes are modulated by dopamine, 
providing empirical evidence for network-level processes that have been theorized to un-
derlie reinforcement learning. 
Each study presents evidence for the relationship between network connectivity 
and learning behavior, and each faced serious interpretational roadblocks. Hopefully it is 
clear from the trajectory of these chapters, with each study building on the limitations of 
the last, that these challenges are not insurmountable. However, many difficulties remain 
for integrating network science into cognitive neuroscience. The goal of this chapter is to 
situate the studies presented in this dissertation in a broader description of the promise 
and challenges facing the network neuroscience in terms of linking empirical findings 




Introduction: the promise of a network neuroscience 
Debates over whether brain functions are best described as local or distributed 
have a long and storied history in psychology and neuroscience. From foundational ar-
guments between proponents of the neuron doctrine and reticular theory (Yuste, 2015), to 
the cranial-based phrenology of Gall and lesion-based localization of Broca (Zola-
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Morgan, 1995), Karl Lashley’s arguments against the cortical reflex arc (Lashley, 1930), 
and ever-ongoing debates about connectionist neural networks versus modular computa-
tional architectures (Fodor, 1975; Smolensky, 1990; Botvinick et al., 2017; Lake et al., 
2017), the local vs. distributed question has been a recurrent backdrop to the history of 
studying the mind.  
It was noted almost twenty years ago that, while the advent of whole-brain hu-
man neuroimaging techniques had led to recognition that most cognitive tasks evoke dis-
tributed rather than localized activation, the relationship between cognitive processes and 
large-scale brain activity had largely not been worked out (McIntosh, 2000). In fact, it is 
easy to point to successes from functional neuroimaging in which we have learned some-
thing about the computations of an individual brain region, often for perceptual processes 
such as face perception (Kanwisher et al., 1997); however, while large-scale neuroimag-
ing has taught us that most brain activity involves coordinated interactions across wide 
swaths of the cortex (Bressler, 1995; Power et al., 2011; Raichle, 2015), today it is still 
difficult to articulate what we have learned about the inner workings of the mind from 
this fact. 
More recently, graph theoretic tools have been brought to bear on this question, 
characterizing the topological structure apparent in interactions between brain areas 
(Sporns, 2003; Bassett and Bullmore, 2006; Bullmore and Sporns, 2009). Over the past 
decade, driven in part by advances in dynamic applications of graph theory, these ap-
proaches have coalesced into a subfield known as network neuroscience (Muldoon and 
Bassett, 2014; Medaglia et al., 2015; Bassett and Sporns, 2017). The tools and approach 
of network neuroscience have been touted as potential solutions to a wide array of prob-
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lems we face in our attempts to understand the brain. It has been claimed that this emerg-
ing field can help us solve previously intractable issues in development (Fair et al., 2009), 
learning (Bassett and Mattar, 2017), psychopathology (Menon, 2011; Braun et al., 2016), 
and the general ontology of cognition (Bertolero et al., 2015), among many others. In-
deed, there has been an ever-increasing diversity of empirical findings linking brain net-
works to many aspects of cognition and behavior, from basic perceptual processes 
(Moussa et al., 2011; Ekman et al., 2012) to social interactions (Barrett and Satpute, 
2013) and consciousness (Lee et al., 2010). 
However, it is not clear what such findings mean, at least for our theories of cog-
nition. We have described many network phenomena in the brain, and related some of 
them to behavior, but in many respects we lack a conceptual framework for understand-
ing this relationship. There is still much work to be done to integrate network ideas into 
established cognitive neuroscience theory. In this review, I will describe what I see as the 
biggest challenges to this integration—those facing network measures as they are current-
ly used and interpreted, as well as problems with established theories in cognitive neuro-
science as they relate to (or fail to relate to) the dynamics of brain circuits—and look 
forward towards areas of research that seem ripe for incorporating network ideas. It may 
be premature or unfair to evaluate the potential of a field that has just begun to cohere, 
but with that caveat in mind this review represents something of an internal audit of the 
promises and pitfalls facing the study of large-scale brain networks. 
 Before taking stock it is important to highlight a distinction between two ways in 
which network neuroscience could be useful for understanding the link between the brain 
and behavior. One can consider the utility of the emerging battery of network methods, 
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which provide new ways of measuring and interpreting brain activity and relating it to 
behavior. One can also consider the contributions to a theoretical understanding of cogni-
tive or behavioral processes afforded by modeling the brain as a network. Of course, 
there is no way to completely separate methodological approaches from theoretical con-
tributions. In fact, as should become clear, our theoretical vocabulary is often dictated or 
at least constrained by the measurement devices available to us at any point in time, and 
it has been argued that a focus on single-neuron (as opposed to circuit) activity as the 
fundamental functional unit of the brain has been largely influenced by technological 
constraints (Yuste, 2015). Still, it will be useful to consider each in turn when evaluating 
the network approach. While it is clear that network neuroscience has been extremely 
useful in terms of emerging methods, providing theoretical contributions to our under-
standing of cognition presents a much more difficult challenge. 
 As another note before continuing, one of the strengths of network science is that 
it provides a mathematical framework that generalizes across multiple domains. Network 
theory can be applied to data from sociology, political science, ecology, and many other 
areas of investigation outside of neuroscience. Even within neuroscience, it can be ap-
plied to the behavior of proteins, neurons, or of brain areas. Because this review is meant 
to summarize the relevance of networks to cognitive neuroscience and the challenges fac-
ing this link, the focus will be on network approaches applied to interactions across dis-
tributed brain regions. The focus of cognitive neuroscience has been on the relationship 
between brain activity at the macro- and meso-scopic scale, and much of the work linking 
networks to cognition has followed suit. But many of the points of discussion will easily 
apply to thinking about neuron-level circuits and their dynamics. 
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Theoretical contributions of network neuroscience 
A methodological frontier 
What exactly does network neuroscience bring to the table in terms of theoretical 
insight into how the brain produces cognition? Maintaining the distinction sketched out 
above, one obvious answer is a suite of new and interesting methods for measuring, 
summarizing, and partitioning relational structures among brain regions. Network meth-
ods provide descriptions of (usually pairwise, but see (Giusti et al., 2016)) interactions 
between brain regions, and at its most cutting edge, the evolution of these interactions 
over time. These methods and their application to brain data are genuinely novel, and 
provide descriptions of brain activity that were previously impossible.  
An example of this dynamic relevant throughout this review is the development of 
multiplex community detection in graph theory (Mucha et al., 2010). Graph theory, one 
of the most widely used network tools for analyzing brain data, summarizes brain activity 
(or any measurement) in terms of pairwise adjacency (correlation, coherence, etc.) be-
tween nodes V on graph G, with adjacency represented by edges E. A detailed descrip-
tion of graph theory’s application to brain data is outside of the scope of this review, but 
there are a number of sources where this is provided (see (Sporns, 2010) for comprehen-
sive review). One of the most useful tools for describing graphs is community detection, 
a set of algorithms for decomposing a network into a set of communities or modules 
(Fortunato, 2010). On historic limitation of community detection tools had been their in-
ability to link communities across time. In some ways the 2010 development of multiplex 
community detection (Mucha et al., 2010) marks a turning point in the application of 
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networks to cognitive neuroscience, allowing researchers to link network changes to dy-
namic behaviors. A purely mathematical tool opened up an expansive and fertile area for 
asking questions about the relationship between the brain, cognition, and behavior. 
But what exactly are the questions being asked by network neuroscientists with 
these tools, and how are they relevant to understanding cognition? What specific aspects 
of neural function would a focus on networks uniquely elucidate? Surely, the fact that 
network neuroscience is emerging as its own sub-discipline, with a journal, conferences, 
and dozens of review papers on the topic, indicates that the approach has something more 
to offer than novel tools, even if those tools can potentially lead to future insights. Net-
work neuroscience should (and seems to) offer a novel theoretical vantage point for un-
derstanding the relationship between the brain and cognition. But the exact nature of the 
insight offered by the field for theories of cognition has been difficult to articulate. 
 
Theory in cognitive (neuro)science 
Part of the reason for this difficulty in discerning genuine theoretical insights 
about cognition from network neuroscience seems both unavoidable and essential to the 
emergence of the field. Because cognitive neuroscience has been focused primarily in 
mapping cognitive processes into activity in local and distinct brain areas (Posner and 
DiGirolamo, 2000), there is a lack of vocabulary for describing the potential roles of in-
teractions between brain regions in cognition.  
Cognitive science is a framework describing the processes underlying mental 
function as series of operations over abstract symbolic representations (Pylyshyn, 1980). 
These cognitive processes are evaluated empirically by measuring behavioral output such 
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as reaction times and are agnostic with respect to physical brain mechanisms. In fact, the 
computational and philosophical foundations of cognitive science dictate that these pro-
cesses must necessarily be invariant with respect to physical instantiation (Cummins, 
1989). 
Cognitive neuroscience has traditionally and in large-part been a search for brain 
regions underlying these cognitive operations, providing a map of the structures in the 
brain that support cognitive processes (Posner et al., 1988). The mostly implicit assump-
tion has been that cognitive functions will be localized to individual brain regions. This 
assumption is inherent in the traditional tendency to “reverse infer” function from regions 
passing statistical thresholds for association with a specific dimension of an experiment 
(Poldrack, 2011). Associations between activity, or more recently multivariate patterns of 
activity, in a brain region, and a behavioral or putative computational variable are taken 
as evidence that this brain region carries out a specific cognitive operation. There is rea-
son to believe, however, that a network representation of the brain will be relevant for 
describing the processes underlying cognition. 
One finding from human neuroimaging that has been difficult to square with this 
standard cognitive view has been the discovery of large-scale brain networks. Efforts to 
decompose brain activity into independent or functional components, even in the absence 
of stimuli, has revealed that outside of sensory cortices this decomposition does not lead 
to local clusters, but rather to patterns distributed across the whole brain (Beckmann et 
al., 2005; Power et al., 2011; Smith et al., 2012; Raichle, 2015). These networks are ex-
tremely robust; their stability has been demonstrated across individuals and over time 
(Zuo et al., 2010; Wang et al., 2011). 
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Most methods for characterizing these networks begin with a fundamentally dif-
ferent way of representing brain activity, using interactions between regions as the fun-
damental component of representation. It should come as no surprise, then, that it has 
been a challenge incorporating findings from network neuroscience, presented in terms of 
interactions, into the traditional landscape of cognitive functions. The standard inference 
that a statistical association provides evidence of a local underlying computation is clear-
ly insufficient when your dependent variable is a set of distributed associations.  
The theoretical stance implicit in network neuroscience, then, is that we must con-
sider interactions between brain regions (or units at other levels of brain activity) in order 
to understand function. That is, a sufficient description of cognitive processes and the 
production of complex behavior must include descriptions not only of the activities of 
individual neurons or brain regions, but of interactions between them. Part of the issue in 
integrating network neuroscience findings into established theories of cognition is the 
lack of recognition in cognitive neuroscience that dynamic activity over distributed cir-
cuits may represent an irreducible component of the production of the complex behaviors 
of interest to psychologists and cognitive scientists. In this way, in addition to tools for 
examining complex interactions in the brain and their relationship to behavior, network 
neuroscience provides the insight that understanding such interactions represents an es-
sential goal for psychology and cognitive science.  
And studies have demonstrated relationships between measures of network func-
tion and a host of cognitive and behavioral processes, including but not limited to percep-
tion (Moussa et al., 2011; Ekman et al., 2012), motor function (Xu et al. 2014; Bassett et 
al. 2015), attention and executive function (Wang et al., 2009; Bartolomeo et al., 2012), 
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learning (Bassett et al., 2011; Gerraty et al., 2014; Gerraty et al., 2018), memory (Nyberg 
et al., 2000; Wang et al., 2010), and social cognition (Barrett and Satpute, 2013). The 
ubiquity of this general finding that network-level measures are relevant to many cogni-
tive and behavioral processes validates the foundational claim of network neuroscience: 
that we must understand circuit-level brain interactions to understand cognition. In some 
ways however, this apparent fact raises more questions than it answers. What is the na-
ture of these network-level processes? What aspects of cognition and behavior rely on 
them? Are they domain general, with the same aspects of network processing relevant for 
all of cognition, or are their distinct network mechanisms underlying particular cognitive 
domains? 
 
The need for a theory of brain networks 
What may be missing for answering these questions is a specific description of 
the ways in which internal processing of particular stimuli or the production of a particu-
lar behavior requires dynamic activity over large-scale circuits. While fixed, anatomical 
connectivity between regions is consistent with and even included in many cognitive 
models, the potential that given circuits can turn “on” or “off” or be weighted differently 
depending on context is missing. I will argue here that not only is this possible, but that 
some behaviors depend on such dynamic changes in neural circuitry, in a way that cannot 
be reduced to the standard descriptions of cognitive neuroscience. It is in this area that 
network neuroscience seems to have the most theoretic potential.  
 To begin with a very simple behavior, imagine a cell which controls eye move-
ments to a particular point in visual space. Cells in the Frontal Eye Fields do just this, 
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possessing receptive fields for subsequent saccades(Mohler et al., 1973; Bruce and 
Goldberg, 1985). Current theories about perceptual decisions indicate that such a cell 
would receive input from specific neurons in the Lateral Inferior Parietal (LIP) cortex, 
which accumulate evidence for initiating eye movements, exhibiting ramping activity re-
flecting the likelihood of taking a specific action, such as saccading to the cell’s receptive 
field (Gold and Shadlen, 2007). It is clear that animals can be trained to use different 
sources of information for an eye movement in different contexts.  
These can range from random dot motion in different directions, which would de-
pend on the same LIP neurons interacting with distinct cells in area MT (Newsome et al., 
1989; Hanks et al., 2006), or other visual stimulus dimensions (which would depend on 
accumulating evidence from different visual areas). An animal could learn that the opti-
mal action depends on evidence from stimuli in different parts of the visual field, which 
would depend on the same LIP neurons interacting with different cells in any visual area 
with retinotopic mapping. The animal could also learn that the eye movement should de-
pend on properties of an auditory stimulus (Mazzoni et al., 1996) or on a mixture of mul-
timodal stimuli, which would depend on widespread integration of evidence. Perhaps 
most critically, the animal could learn to rapidly switch between evidence sources de-
pending on context, for instance when primed with an instructive stimulus before each 
trial (Siegel et al., 2015).  
Thus the same behavioral output can rely on a dynamic repertoire of input stimuli 
and internal processing via dynamic activity over distributed brain circuits. It is the net-
work of regions active and the interactions between them—rather than the activity in any 
one cell or brain region—which characterize the internal processes transforming sensory 
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input to behavioral output, even in this extremely simple task. Add to this the fact that the 
animal could clearly map any of these stimulus examples to multiple motor outputs in a 
similar fashion and the necessity of dynamic circuit activity should become clear. These 
circuits are not necessarily local, but distributed across the brain, involving the wide-
spread integration of information; and they are dynamic as well as context dependent, 
performing different functions depending on the set of co-activated regions with which 
they are interacting. 
How exactly this takes place is unclear. It has been proposed that a group of inter-
neurons in the thalamus control the routing of such information across circuits in the cor-
tex (Kastner and Saalman, 2012; Mitchell et al., 2014; Roth et al., 2016). Ongoing tech-
nological development in systems- and circuit-level neuroscience of tools for recording 
from neurons based on their large-scale connectivity will be necessary to begin to tease 
apart the mechanisms underlying this process, but they will play an integral role in under-
standing how networks function in cognition, providing a detailed description down to 
the cellular level. 
The ideas presented above are similar to a concept introduced twenty years ago by 
A.R. McIntosh in an earlier attempt to integrate networks into cognitive science 
(McIntosh, 2000). Drawing on the brain’s widespread anatomical connectivity as well as 
the notion of transient response plasticity—the ability of neurons throughout cortex to 
modify their response properties depending on context—McIntosh introduced the con-
cept of “neural aggregates” in contrast to the notion that cognitive processes are mediated 
by specific and discrete brain systems. Instead, he argued that cognitive functions are the 
result of aggregated properties of active regions, and are thus determined by dynamic and 
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context dependent interactions. Network neuroscience provides tools to examine such 
neural aggregation empirically.  
 
Mapping networks to cognition 
The challenge moving forward is to find a language or framework for describing 
cognitive processes in terms of overlapping patterns of groups of interacting brain re-
gions. There are a number of possibilities for how this might develop, some more chal-
lenging to traditional ideas in cognitive neuroscience than others.  
It is possible that linking brain networks to cognitive neuroscience will be as sim-
ple as showing which large-scale networks map onto which cognitive domain. In this 
scheme, brain networks will play the same role as brain regions in older theories: they 
will be the (distributed) locus of cognitive processes. This tendency is already somewhat 
prevalent with the increase in use of network methods: networks are often given (some-
times conflicting) cognitive labels such as the dorsal and ventral attention networks, the 
emotional salience networks, theory of mind network, and others, indicating that they 
map directly onto a specific cognitive task. This speaks to the extent to which one-to-one 
functional mapping is ingrained into the cognitive neuroscience framework.  
Alternatively, it is unclear that the domains carved out by cognitive science repre-
sent fundamental or discrete computations that we should expect to find in the brain at 
all. It is possible that, in terms of processes in which the brain is engaged, traditional 
cognitive domains do not represent the right constructs. If we imagine decomposing 
complex behavior (say across a large number of experimental tasks) into independent 
constituent parts, we may find that traditional cognitive processes to not describe the re-
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sulting factors, in much the same way that brain regions turn out to be poor candidates for 
constituent (macroscopic) components of brain activity.  
To further complicate matters, it is evident that the brain’s connectivity structure 
is more complex than canonical large-scale networks appear.  Brain networks have been 
shown to undergo non-trivial fluctuations in topology (Allen et al., 2012; Smith et al., 
2012; Liu and Duyn, 2013), indicating that as currently characterized they represent static 
snapshots of much more dynamic phenomena. The question for a new cognitive neuro-
science, one that is able to incorporate a network perspective, is: what are the relation-
ships between dynamic brain networks and the constituent processes underlying complex 
behavior? Given the uncertainty inherent in this question, it will be important to focus on 
specific behaviors and develop theories of network mechanisms that might underlie them. 
 
Challenges facing network neuroscience 
Theoretical contributions to cognitive neuroscience 
While it is clear that network neuroscience provides novel ways of describing 
brain activity in terms of interactions and relating these interactions to behavior, many 
questions remain about the theoretical implications of treating the brain as a network. 
What do brain networks explain about cognitive processes that standard approaches, in 
which cognition is described by computations generated by complex populations of cells 
localized to individual brain regions? What does the discovery of different large-scale 
networks tell us about cognitive ontology? Do different networks serve distinct cognitive 
functions akin to traditional cognitive or neuropsychological domains previously attribut-
ed to brain regions? Or do cognitive domains represent constructs that each rely on the 
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interaction of multiple brain networks? Perhaps most importantly, how do these networks 
change over time, and how do network dynamics relate to cognition? 
One way to frame these questions is in terms of computational modeling. If one 
were to develop a model of a specific cognitive process incorporating the findings of 
network neuroscience, what would be the form of the resulting model? How would such 
a model be distinct from traditional computational models?  It is essential to explore these 
questions if network neuroscience is to be integrated with our current theories and impact 
our understanding of the mechanisms giving rise to cognition. 
 
Underlying neural mechanisms 
There has been some detailed work in modeling the neurophysiological underpin-
nings of the large-scale correlations that generate distributed brain networks at rest (Deco 
et al., 2011). Much less is known about the effect of task-evoked activation in these mod-
els, and even less about their relation to dynamic connectivity changes during task per-
formance. So in addition to challenges in articulating the roles of dynamic connectivity 
changes in cognition, it has been very difficult to explain how these changes are generat-
ed by underlying neuron- or population-level processes. One example is the network 
measure of flexibility, which is thought to index dynamic coupling between regions and 
broader networks. Are fluctuations in network connectivity the result of changes at the 
synapse? Or would a gating mechanism, perhaps controlled by thalamic interneurons, 
provide a better explanation? Again, it is helpful to frame these questions in terms of ex-
plicit models. If we were to build a model of dynamic changes in distributed inter-region 
interactions from spiking neurons or mean field populations, what would it look like and 
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how would it relate to behavior? A key aspect of building theoretic insights from the em-
pirical successes of network neuroscience will be developing generative models of the 
underlying neurophysiology. 
 
Interpretation of network metrics 
 Despite large gaps in our understanding of the neurophysiological underpinnings 
of network-level processes, in network neuroscience studies topological measures and 
network diagnostics are often given specific interpretations in relation to neural or cogni-
tive data. It can be unclear to what extent these interpretations are appropriate or valid. 
For instance, communities into which networks are decomposed are often known 
as modules, and graphs in network science are often said to possess modular structure, 
meaning that there are more connections clustered within groups than would be expected 
by random connectivity. What is the relationship between modules in community detec-
tion and the modular architectures proposed in traditional cognitive theories? It is clear 
that graph theory modules are neither localized nor encapsulated, but it has been asserted 
that the modular organization of brain networks is related to the modular organization of 
the mind (Bertolero et al., 2015). However, a precise mapping of the general tendency 
towards information segregation captured by graph theoretic modularity and the encapsu-
lation and serial processing conveyed by cognitive notions of modularity has not yet been 
provided.  
As another example, many studies have shown that measures of efficiency from 
graph theory relate to a number of cognitive processes, both at rest and during task per-
formance (Heitger et al., 2012; Langer et al., 2012; Ma et al., 2012; Gießing et al., 2013; 
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Shine et al., 2016). High clustering is often interpreted as evidence of efficient local in-
formation flow (Bullmore and Sporns, 2009; Sporns, 2011), while measures of path 
length are taken to index long-distance transmission of information or global segregation 
(Achard and Bullmore, 2007). While those measures have specific meaning in network 
science, there has been no empirical validation that they accurately index information 
flow in neuronal firing, or concepts of efficiency in cognitive science. 
The notion of flexibility, which will be crucial to the studies described in the next 
section, is also somewhat ambiguous. Network flexibility has been interpreted as evi-
dence of sequential switching of the networks each brain region communicates with 
(Bassett et al., 2011).  And in a useful illustration of many of the challenges discussed in 
this review, network flexibility has been correlated with cognitive flexibility (Braun et 
al., 2015), however the mechanism by which processes captured by this network metric 
would lead to increases in flexibility as understood cognitively remains largely unclear. 
Given the ambiguities in terms of underlying neurophysiology described above and po-
tential issues in estimation at the algorithmic level described in the next section, caution 
should be exercised in the interpretation of this and other network diagnostics. And cru-
cially, we should lay out clearly potential explanatory mechanisms when relating these 
measures to behavior, and test these mechanisms empirically.  
 
Probabilistic modeling 
Many of the successes in network neuroscience have come from the incorporation 
of tools from signal processing and complex systems theory. For example, pairwise rela-
tionships between regions in a network are often summarized using measures like mean 
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squared coherence, networks are decomposed into communities, and diagnostics are used 
to summarize networks’ topological properties. Many of the tools used are deterministic: 
they do not incorporate uncertainty in their estimates. Community detection algorithms, 
for example, minimize a loss (or maximize a quality) function to provide a single net-
work assignment to each node (Bassett et al., 2013a; Garcia et al., 2017). While these 
tools have been enormously successful, when fitting network models to brain data to re-
late brain networks to behavior, we are faced with uncertainty at every level of analysis.  
Representing this uncertainty with probability would be beneficial for a number 
of reasons. It would allow us to pool our uncertainty across observations, regularizing our 
estimates for individual subjects or brain regions (Gelman, 2006a). Using probability to 
represent uncertainty also provides the optimal inference for a specified model, and 
avoids pitfalls associated with point estimates in high dimensional or bounded parameter 
spaces (Chung et al., 2015). In addition, current network models often have hyperparame-
ters, which are either set arbitrarily or maximized with respect to a desired function 
(Bassett et al., 2013a; Garcia et al., 2017). In a probabilistic model, uncertainty about hy-
perparameters could be easily incorporated into inferences at all levels of analysis. Final-
ly, as described in more detail below, it would relieve some of the ambiguity present in 
measures of dynamic changes in network structure, by separately modeling fluctuations 
in network interactions, “simultaneous” interactions with multiple networks, and noise in 
our estimates of community structure. There has been a recent increase in research into 
probabilistic generative models of network structure (Durante et al., 2016; Palla et al., 
2016; Betzel and Bassett, 2017), however these models remain to be fully validated and 
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are not yet widely applied. These endeavors will clarify a number of interpretational is-
sues in network neuroscience. 
 
An example: the network neuroscience of learning 
The studies presented in this dissertation provide a useful illustration of the prom-
ises and challenges described thus far. Given the repeated findings linking large-scale 
network connectivity to multiple cognitive processes, the study presented in Chapter 2 
aimed to examine the relationship between intrinsic connectivity and learning. Using 
standard static approaches to quantifying interactions between brain regions, this study 
showed that connectivity between the hippocampus and ventromedial prefrontal cortex 
was related to a specific aspect of learning performance (value transfer) on a sensory pre-
conditioning task (Gerraty et al., 2014). The same was true of connectivity between these 
two regions, both of which are known to be essential for performing this task, and the de-
fault mode and frontoparietal networks, distributed sets of regions which seem to play a 
more general role in cognition. This finding provides further support to the thrust of net-
work neuroscience’s theoretical stance: that interactions between regions matter for cog-
nition. They also reveal the weakness of static network approaches for filling in the de-
tails of this relationship: the inability to measure changes in network interactions during 
learning limits the theoretical insight offered by the finding. What is the mechanism 
through which differences in these large-scale patterns relate to performance? With static 
measures of correlation, we are left with the unsatisfying conclusion that connectivity 
must matter somehow.  
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Chapter 3 was motivated by the idea that given new methods to characterize the 
dynamics of this network, we could circumvent this issue. Recognizing the explanatory 
limitations of static measures of connectivity, this study examined the relationship be-
tween dynamic changes in network connectivity centered on the striatum and reinforce-
ment learning, which is known to depend on this region (Gerraty et al., 2018). We used 
multiplex community detection, measuring temporal changes in network structure, and 
network flexibility, which as described above indexes the extent to which each region is 
changing the communities or networks it couples with over time. 
It is worth pointing out a few ambiguities with the dynamic network metrics used 
in this study. Flexibility is technically the proportion of time windows during which a 
region “changes” its community allegiance. That is to say, it is the proportion of time 
windows for which the community detection algorithm provides a different community 
label for a given region. There are at least two aspects of this measure that are already 
ambiguous.  
The first has to do with the method of community detection used, and the second 
has to do with the interpretation of a change in community. First, the methods used for 
community detection are deterministic: each region is labeled with a single community 
and no measure of uncertainty is provided. Thus it is unclear in general whether a change 
in community structure could be due to uncertainty about community assignment. Aver-
aging over multiple estimations of community detection will alleviate this concern 
somewhat, but a probabilistic generative model of community detection would provide 
more precise differentiation between changes in community structure and uncertainty 
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about community assignment, among other benefits (see Challenges to Network Neuro-
science, above).  
Second, and relatedly, it is unclear whether, or perhaps more precisely when, a re-
gion’s flexible connectivity represents time-dependent changes in community or simply 
interactions with multiple communities. In other words, in addition to algorithm-level 
uncertainty, flexibility could mean that a region is switching the networks in which it 
takes part, or it could mean that a region is communicating with multiple networks. The 
first point here is about potential noise, and the second is about potential signal, that de-
terministic community detection models are unable to detect or differentiate.  
Regardless of the exact interpretation of flexibility, it was shown to relate to rein-
forcement learning in this study. Dynamic patterns of network coupling between the 
striatum and cortical areas processing visual stimuli and value information increased dur-
ing learning, and flexible striatal connectivity was shown to increase with learning per-
formance. Flexible connectivity in the striatum also correlated with individual differences 
in parameters from standard reinforcement learning models. This finding is consistent 
with previous reports relating flexibility with motor learning (Bassett et al., 2011), but 
also provides some anatomical specificity, showing that network flexibility centered on 
the striatum, which is essential for learning based on feedback, was related to reinforce-
ment learning performance. 
 Given the ambiguities described above, the study in Chapter 3 also sketched out a 
potential theoretical framework for linking dynamic connectivity to the processes under-
lying reinforcement learning behavior. In this framework, dynamic connectivity metrics 
such as flexibility and allegiance capture the routing or gating of information that must be 
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integrated for a given decision. According to this idea, an essential part of learning the 
optimal actions in a given context is learning which relevant environmental variables to 
evaluate as evidence towards what motor or decision output. Thus “carving out” the rele-
vant circuits for a decision in the right behavioral context is a necessary part of learning 
for which dynamic coupling between distributed brain areas plays an essential role.  
 This notion of dynamic connectivity in the learning process is consistent with the 
putative mechanism by which dopamine updates choice values in established theories of 
reinforcement learning. In fact, it can be argued that network neuroscience measures of 
striatal-cortical coupling fills a gap in these theories, providing the means to measure 
large-scale circuit-level changes thought to be effected by dopamine. Dopamine neurons 
in the midbrain are known to signal temporal difference prediction errors to striatal and 
prefrontal targets (Schultz et al., 1997; Pagnoni et al., 2002; Bayer and Glimcher, 2005). 
In reinforcement learning algorithms developed in engineering and computer science, 
these prediction errors are used to update the value of states and actions based on the sur-
prise of outcomes (Sutton and Barto, 1998). The neural mechanisms underlying this up-
date (that is the nature of changes in prediction error targets) are uncertain, but it is theo-
rized that the levels of dopamine generated by midbrain prediction errors strengthen or 
weaken connections in striatal-cortical circuits that are active at the time of reward re-
ceipt (Glimcher, 2011). Thus, reinforcement learning theory also posits widespread cir-
cuit-level changes as the locus of associative learning. Measures of dynamic connectivity 
in network neuroscience can help add necessary detail to this theory, and allow for the 
manipulation and measurement of changes in striatal-cortical connectivity.  
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 While these ideas seem to converge, there has been no empirical evidence of a 
relationship between dopamine and dynamic connectivity. The study in chapter 4 estab-
lishes this connection, testing patients with Parkinson’s disease on and off of dopaminer-
gic medication during a reversal-learning task. The results provide further evidence that 
learning alters dynamic connectivity between the striatum and relevant sensory areas, and 
demonstrates that these learning-related changes are modulated by dopamine. This is an 
encouraging finding, one that highlights the utility of network neuroscience methods (and 
a focus on the dynamics of brain networks, in particular) for helping to unravel a theoret-
ical question in cognitive neuroscience research: how a midbrain dopamine prediction 
error comes to update value associations.  
 
The future 
One of the lessons that can be drawn from the above discussion is that, while 
there may be fundamental principles of brain network function that hold across behaviors 
and cognitive domains, it is helpful to specify particular behaviors and develop theories 
about how they depend on dynamics over relevant brain circuits. With this in mind, this 
review will conclude with a look forward to areas of research outside of the reinforce-
ment learning theories described above for which network neuroscience may provide a 
particularly useful perspective.  
 
 
The role of memory sampling in decision-making 
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 A number of recent reports indicate that decisions between options which are ei-
ther familiar or have been experienced repeatedly rely in part on episodic memory pro-
cesses (Bornstein et al. 2017; Bakkour et al. 2018; Gerraty et al. in preparation). These 
findings provide an example of the difficulty of strictly mapping behaviors onto individu-
al cognitive domains, as such decisions were previously thought to rely on incremental 
learning and cached valuation systems. The involvement of episodic memory indicates 
that a description based on these systems is insufficient. Relevant to the purposes of this 
review, a recent theory about how memory enters into the decision process (Shadlen and 
Shohamy, 2016), suggests that the hippocampus activates cortical representations associ-
ated with memories related to choice options. These representations are theorized to enter 
into evidence for specific actions via a thalamo-cortical “pipe” routing information from 
distributed regions to areas such as LIP, which accumulate evidence for motor output. 
Crucially, these memory associations are thought to be sampled sequentially for any giv-
en input, meaning that the process of evidence accumulation takes place via dynamic ac-
tivity over changing circuits as memories are sampled. While there have been no empiri-
cal investigations examining this process, it is clear that network neuroscience would 
provide the perspective and tools to characterize the dynamic circuit-level activation un-
derlying sampling from memory for value-based decisions.  
 
Information routing in neural network models 
  Recent years have seen a resurgence in the use of artificial neural networks to 
model the neural computations underlying cognition. Driven by advances in convolution-
al and recurrent architectures, along with computational capacity for deeper networks, 
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neural network models have begun to match human performance in a number of domains 
(Krizhevsky et al., 2012; Mnih et al., 2015). They have also been shown to provide state 
of the art models of representational geometry of cortical responses (Khaligh-Razavi and 
Kriegeskorte, 2014). It has been suggested, however, that current models may be limited 
by the fact that their architectures are set by researchers a priori, and that improvements 
could be made by including a gating mechanism for learning which modules or layers to 
route information through in different contexts (Hafner et al., 2017; Sabour et al., 2017; 
Hayworth and Marblestone, 2018). In fact some of these proposals have been explicitly 
inspired by ideas of thalamic information routing described above (Hafner et al., 2017; 
Hayworth and Marblestone, 2018). Given the current bidirectional flow of progress be-
tween artificial intelligence and cognitive neuroscience, theoretical insight from network 
neuroscience into questions of cognitive function could inspire further information rout-
ing architectures in neural networks, while the potential success of these dynamic archi-




 While the emergence of network neuroscience holds immense potential for our 
understanding of the brain, there are serious challenges ahead in terms of incorporating 
network approaches into our theories of cognition. From methodological concerns about 
fitting network models, to conceptual ambiguities about network diagnostics applied to 
brain and cognitive data, and most importantly to the need for developing network mech-
anisms with testable predictions, there are a number of dimensions along which network 
 140 
neuroscience must continue to progress in order to change the way we think about the 
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