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We explore the limitations and validity of semi-classically formulated spin equations of motion. Using a
single-molecule magnet as a test model, we employ three qualitatively different approximation schemes. From
a microscopic model, we derive a generalized spin equation of motion in which the parameters have a non-local
time-dependence. This dynamical equation is simplified to the Landau-Lifshitz-Gilbert equation with i) time-
dependent, and ii) time-independent parameters. We show that transient dynamics is essentially non-existing in
the latter approximation, while the former breaks down in the regime of strong coupling between the spin and
the itinerant electrons.
I. INTRODUCTION
Single-molecule magnets have been of interest as the in-
trinsic spin moment of magnetic molecules makes them suit-
able for logical operations, and serve as good model systems
to study fundamental physical phenomena [1–3]. Experimen-
tally it has been shown that one can control the magnetic mo-
ment and detect the spin excitations of molecules by electrical
current [4–7]. Together with other new methods for probing
single-molecule spin states [5, 8–12], control and read-out of
single molecules and atoms is possible. Experiments on single
magnetic atoms and molecules show distance dependent ef-
fects in their exchange [13–16], large anisotropy of individual
molecules [17–20], as well as collective spin excitations and
Kondo effect [21–24]. Recent experimental progress show
long-time stability of the spin state of individual atoms on a
surface [25–27]. This, and other experiments [28–33], open
ways towards realization of single-atom memory devices.
Theoretically, one common approach for describing the dy-
namics of the magnetization in materials is to employ the
phenomenological Landau-Lifshitz-Gilbert (LLG) equation
of motion [34]. This has successfully been applied to describe
the magnetization dynamics of different materials [34]. The
LLG equation has been extended to take into account temper-
ature, moment of inertia, and stochastic forces [35–42]. Due
to the large interest in the field of ultra-fast spin dynamics
[43], further investigations has been done of the LLG equa-
tion in the ultra-fast regime [36, 37] and on dynamic exchange
interactions [44–48].
In this article we focus on the description of the spin dy-
namics of single-molecule magnets. Methods using quan-
tum master equations [49–52] and stochastic LLG equation
[53, 54] have been thoroughly investigated. Another tech-
nique, which will be used in this paper, is to derive a spin
equation of motion (SEOM) from the spin action defined on
the Keldysh contour, considering the nonequilibrium proper-
ties of the effective spin moment [55–59]. This provides a
general description of the spin dynamics and exchange inter-
actions in the nonequilibrium regime [60–64]. We remark,
however, that while the employed approach holds well for
localized spins in an electronic environment, it is not clear
whether it is applicable to itinerant magnetism. Therefore,
we restrict our discussions to localized spins only, e.g., M-
phthalocyanines and M-porphyrins, where the transition metal
d-levels, which are deeply localized, constitute the localized
magnetic moment. Similar approaches have previously been
used in order to understand effects in the stationary limit, such
as voltage dependence, geometric phases and chaotic behav-
iors [55, 65–68]. Here, we study the transient regime, con-
sidered through a generalized SEOM where the parameters
depend on both time and history.
We examine the limitations of the LLG equation by com-
paring three different approximation schemes. First, by mak-
ing use of the Born-Oppenheimer approximation, one can de-
rive a generalized SEOM where the parameters evolve with
time and depends on the full memory of the system. The sec-
ond approximation scheme is to assume a slowly varying spin,
such that we can disregard the spin history and retain a LLG
equation with time-dependent parameters, henceforth referred
to as tdLLG. The third approximation scheme is obtained by
considering the parameters of the generalized SEOM in the
stationary limit, resulting into a LLG equation with constant
parameters. This is the commonly used approach when per-
forming LLG calculations.
Our main results are summarized in Fig. 1 where the tun-
FIG. 1: Diagram showing regimes of validity for the different ap-
proximation schemes used in this paper. The regimes scale with time
t as t1/4. Going from slower to faster time-scales, and from low to
high exchange coupling, one needs to extend the LLG equation to in-
corporate quantum effects. Here, the generalized SEOM denotes the
general approach used in this paper, and tdLLG denotes a LLG equa-
tion with time-dependent parameters. The horizontal dotted lines in-
dicates the limits of the exchange coupling in terms of the model
parameters. The star indicates the parameters of Fig. 3 while the
vertical dotted line indicates the results in Fig. 4.
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2neling coupling, Γ, indicates the energy scales of the system.
The tunneling coupling also determines the time-scale of the
memory of the system. For short time-scales t 0.1h¯/Γ, e.g.,
hundreds of femtoseconds for an exchange coupling of 1 meV,
the electron dynamics become increasingly important and the
Born-Oppenheimer approximation is no longer valid. There-
fore, the generalized SEOM is not sufficient and a full quan-
tum mechanical treatment is necessary. This is also true in
the Anderson limit, where strong correlations have to be con-
sidered for the on-site terms. The generalized SEOM is valid
above 0.1 h¯/Γ and in systems which can be described by the
Kondo model, e.g., a localized spin pertaining to magnetic
molecules, with an exchange coupling smaller than 0.7 Γ. The
validity scales as t1/4 as the dynamics scale with the exchange
coupling, v, as v4, see Fig. 4. Disregarding history of the
spin, as in tdLLG, one can treat slower dynamics and more
weakly coupled systems. This would be dynamics slower than
1 h¯/Γ, e.g., picoseconds for an exchange coupling of 1 meV,
and an exchange coupling smaller than 0.5 Γ. For slow dy-
namics (h¯Γ 1) where the memory effects are negligible and
with small or adiabatic changes, the Markovian approxima-
tion is justified and it suffices to use constant parameters in
the LLG equation. This approach fails though to account for
rapid changes in the system, as shown in this paper.
Although our focus is on a single-molecule magnet, it is
only an example of the general framework described in this
article. The spin dynamics formalism introduced in the the-
ory part of this article remains general for any system that
has macroscopical spins. Similar treatments have been inves-
tigated in strongly correlated materials [44, 45]. We believe
that our results have implications in larger nanostructures, as it
shows the importance of a more inclusive description to incor-
porate rapid changes in the system. This is specially relevant
with the current interest in ultra-fast spin dynamics.
The article is organized as follows. In Sec. II, the theoret-
ical background is introduced. This includes the simple sys-
tem studied, a discussion of the spin equation of motion, the
exchange coupling and the stationary limit. In Sec. III the re-
sults are presented and discussed, and the article is concluded
in Sec. V.
II. THEORY
A. Model system
We start by defining our model system. We consider a mag-
netic molecule embedded in a tunnel junction between metal-
lic leads, see Ref. [69] and Fig. 2 for reference. The mag-
netic molecule comprises a localized magnetic moment S cou-
pled via exchange to the highest occupied molecular orbital
(HOMO) or lowest unoccupied molecular orbital (LUMO)
level, henceforth referred to as the quantum dot level.
We define our system Hamiltonian as
H =Hχ +HT +HQD +HS (1)
FIG. 2: The system studied in this work consisting of a local mag-
netic moment coupled to a quantum dot in a tunnel junction between
non-magnetic leads.
Here,
Hχ =
∑
kσ∈χ
(εkχ−µχ)c†kχσckχσ (2)
is the Hamiltonian for the lead χ = L/R, where c†kχσ (ckχσ)
creates (annihilates) an electron in the lead with energy εkχ,
momentum k and spin σ =↑,↓. We have introduced the chem-
ical potential µχ for the leads and the voltage bias V across
the junction defined as eV = µL −µR. Each lead has the same
temperature T. Tunneling between the leads and the quantum
dot level is described byHT =HTL +HTR, where
HTχ = Tχ
∑
kσ∈χ
c†kχσdσ +H.c. (3)
Using the wide-band limit we can define the tunneling cou-
pling Γχ = 2|Tχ|2 ∑k∈χ δ(ω − εk) between the lead and the
quantum dot. The single-level quantum dot is represented
byHQD = ∑σ εσd†σdσ, where d†σ (dσ) creates (annihilates) an
electron in the quantum dot with energy εσ = ε0 +gµBBσzσσ/2
and spin σ. We include the Zeeman split due to the external
magnetic field B = Bzˆ, where g = 2 is the gyromagnetic ratio
and µB the Bohr magneton. The local spin is described by
HS = −gµBS ·B− vs ·S. (4)
Here,v is the exchange integral between the localized and de-
localized electrons, the electron spin is denoted s = ψ†σψ/2,
defined in terms of the spinor ψ = (d↑ d↓)t, and where σ is the
vector of Pauli matrices.
We introduce a contour ordered Green’s function G(t, t′) for
the electrons in the quantum dot. The lesser and greater matrix
Green’s function is defined as G<(t, t′) = {i〈d†
σ′ (t
′)dσ(t)〉}σσ′
and G>(t, t′) = {(−i)〈dσ(t)d†σ′ (t′)〉}σσ′ respectively. As we are
interested in the response of the spin dynamics in the current
flowing through the molecule we make a first order expansion
of the Green’s function with respect to the spin. In the case of
3non-magnetic leads and vanishing external magnetic field the
contour ordered Green’s function takes the form
G(t, t′) =g(t, t′)− v
∮
C
g(t, τ) 〈S(τ)〉 ·σg(τ, t′)dτ. (5)
Here, g(t, t′) is the spin-independent quantum dot Green’s
function in spin space, g = gσ0, where σ0 is the identity ma-
trix. It is given by the equation
(i∂t −ε)g(t, t′) =δ(t− t′) +
∫
Σ(t, τ)g(τ, t′)dτ, (6)
where the self-energy is Σ = Σσ0. For the full derivation and
solution to the Green’s function, see Ref. [69].
B. Spin equation of motion
Next, we consider the spin dynamics of the magnetic mo-
ment of the molecule and connect it to the phenomenological
LLG equation. The LLG equation in its extended form is de-
fined as [62]
S˙ = S× (−γBeff + GˆS˙ + IˆS¨), (7)
where Beff , Gˆ and Iˆ is the effective magnetic field, Gilbert
damping and the moment of inertia tensor, respectively. The
moment of inertia term, Iˆ, has here been added in comparison
to the conventional LLG equation, as there has been sugges-
tions of its importance to short-time dynamics [35, 62].
The shortcomings of the conventional LLG equation is
that its parameters are both constant and local. For non-
equilibrium conditions, this approach does not give the full
picture as it fails to capture variations through space and time.
Therefore a microscopic approach is needed. Using non-
equilibrium conditions, we can define an effective action of
the spin in an electronic environment that mediates the inter-
actions between the spins in both time and space [60–62]. If
we integrate out the fermionic degrees of freedom and mini-
mize the action, assuming a single classical spin, we can de-
rive a generalized SEOM, given by
S˙(t) =S(t)×
(
−gµBBeff0 (t) +
1
e
∫
J(t, t′) ·S(t′)dt′
)
. (8)
Here, Beff0 (t) is the effective magnetic field acting on the spin
and J(t, t′) is the dynamical exchange coupling tensor between
spins at different times. The effective magnetic field is defined
as
Beff0 (t) =B
ext− 1
egµB
∫
j(t, t′)dt′, (9)
where the first term is the external magnetic field and the sec-
ond term is the internal magnetic field due to the electron
flow. In the derivation, we assumed a classical spin of con-
stant length, and ignored quantum fluctuations [69]. While
Eq. (7) is an ordinary differential equation, Eq. (8) is an
integro-differential equation. Hence, while the former is a
simple instant approximation, the latter provides a description
based on the whole past evolution of the spin. As we shall see
below, this difference has far reaching consequences in the fi-
nal result.
We retain Eq. (7) from Eq. (8) by assuming that S is slowly
varying with time, S(t′) ≈ S(t) − (t − t′)S˙(t) + (t − t′)2S¨(t)/2,
which leads to
1
e
∫
J(t, t′) ·S(t′)dt′ ≈ 1
e
(∫
J(t, t′)dt′S(t)
−
∫
J(t, t′)(t− t′)dt′S˙(t) +
∫
J(t, t′)(t− t′)2dt′S¨(t)/2
)
. (10)
Here, the first term adds a contribution to the effective mag-
netic field, the second term corresponds to the Gilbert damp-
ing and the third term to the moment of inertia. In the form
of the LLG equation we identify the renormalized effective
magnetic field
Beff(t) = Bext− 1
egµB
(∫
j(t, t′)dt′+
∫
J(t, t′)dt′S(t)
)
(11)
the damping tensor
Gˆ(t) = −1
e
∫
J(t, t′)(t− t′)dt′, (12)
and the moment of inertia tensor
Iˆ(t) =
1
2e
∫
J(t, t′)(t− t′)2dt′. (13)
This is still more general than the conventional LLG equation,
as the parameters depend on the time evolution of the charge
and spin background through a memory kernel.
C. Exchange coupling
The internal magnetic field due to the electron flow is de-
fined as
j(t, t′) =ievθ(t− t′)〈[s(0)(t),s(t′)]〉. (14)
Here, s(0) =
∑
σ εσd
†
σdσ/2 = ψ†ψ/2 is the on-site energy dis-
tribution, where  = diag{ε↑ ε↓}. This two-electron Green’s
function is approximated by a decoupling into single electron
Green’s functions according to
j(t, t′) ≈ ievθ(t− t′)sp
(
G<(t′, t)σG>(t, t′)
−G>(t′, t)σG<(t, t′)
)
, (15)
where sp denotes the trace over spin 1/2 space.
The current J(t, t′) = i2ev2θ(t − t′)〈[s(t),s(t′)]〉 is the elec-
tron spin-spin correlation function which mediates the inter-
actions between the localized magnetic moment at times t and
t′. Analogously as the internal magnetic field, we decouple
this two-electron Green’s function according to
J(t, t′) ≈ ie
2
v2θ(t− t′)spσ
(
G<(t′, t)σG>(t, t′)
−G>(t′, t)σG<(t, t′)
)
. (16)
4This current mediated interaction can be decomposed into
an isotropic Heisenberg interaction, JH , and Ising, JI , and
anisotropic Dzyaloshinski-Moriya (DM), JD, interactions.
This can be seen from the product S · J · S, which is the cor-
responding contribution in the effective spin model [61] to
S(t)× J(t, t′) ·S(t′) in the generalized SEOM [69]. This leads
to that we can partition the exchange interaction in the gener-
alized SEOM into
S(t)× J(t, t′) ·S(t′) =JH(t, t′)S(t)×S(t′)
+ S(t)× JI(t, t′) ·S(t′)
−S(t)× [JD(t, t′)×S(t′)] (17)
where JH is a scalar, JI is a tensor and JD is a vector. Effec-
tively this corresponds to the Hamiltonian
H =S · (JHS + JI ·S + JD×S) . (18)
In the adiabatic approximation, this gives the damping
S× Gˆ · S˙ =Gˆ(JH)S× S˙ + S× Gˆ(JI) · S˙
−S× (Gˆ(JD)× S˙), (19)
and moment of inertia
S× Iˆ · S¨ =Iˆ(JH)S× S¨ + S× Iˆ(JI) · S¨−S× (Iˆ(JD)× S¨). (20)
It is important to note here, that the exchange coupling medi-
ates both isotropic and anisotropic terms in both the effective
magnetic field, the Gilbert damping and the moment of inertia
tensor in the framework of the LLG equation. In its general
form, this is also mediated in time, since the electronic struc-
ture depends on the spin dynamics.
The above treatment incorporates a current driven spin
transfer torque, i.e., S× [IS ×S], where IS is the spin current
through the system [34]. This is included in the DM interac-
tion, last term in Eq. (17). The DM interaction can be inter-
preted as a current through the system and describes a general
form of spin current mediated interaction. It is analogues to
the spin transfer torque term found in similar treatments of
ouf-of-equilibrium spin systems [70, 71].
D. Stationary limit
In the stationary limit, the exchange coupling and the pa-
rameters of the equation of motion simplifies further. Ignoring
the moment of inertia term, our equation of motion becomes
S˙(t) =S(t)×
(
−gµBBeff + Gˆ · S˙(t)
)
. (21)
The electron spin-spin correlation function can be Fourier
transformed into energy space
J() =
e
2
v2
∫
1
ω+  −ω′+ iδ spσ
(
G<(ω)σG>(ω′)
−G>(ω)σG<(ω′)
)dω
2pi
dω′
2pi
, (22)
where we used the fact that the Green’s function can be rewrit-
ten as G(t, t′) = G(t − t′) in the stationary limit. This can
analogously to the time-dependent case be decomposed into
a Heisenberg, Ising and DM term, as done in Ref. [61, 69].
The Gilbert damping can in the stationary limit be derived
from [62]
Gˆ =− 1
e
∫
J(t, t′)(t− t′)dt′ = −1
e
lim→0i∂J(),
=− 1
2
v2Im
∫
1
(ω−ω′+ iδ)2 spσ
(
G<(ω)σG>(ω′)
−G>(ω)σG<(ω′)
)dω
2pi
dω′
2pi
. (23)
III. RESULTS
In the following Eq. (8) is referred to as the generalized
SEOM, while the time-dependent LLG equation of motion,
Eq. (7), with parameters given by Eqs. (11) – (13), is referred
to as the tdLLG, while the constant LLG equation of motion,
with parameters given by Eqs. (21) and (23), is denoted LLG.
We test the different approximation schemes by comparing
them with the results of the generalized SEOM for different
exchange couplings. In order to study the transient regime, the
system has an abrupt on-set of a voltage bias and the exchange
interaction at time t0.
We begin by considering the low coupling regime for sym-
metrically coupled leads, i.e., v < ΓL = ΓR = Γ. We identify
this regime being at the star in Fig. 1, with dynamics at about
1 h¯/Γ and low exchange in relation with Γ. In Fig. 3 (a) the
solution of the full equation of motion is shown together with
the solution of the tdLLG equation, Fig. 3 (b), and the solu-
tion for the LLG with constant parameters, Fig. 3 (c). The
plots show the S z component of the local spin and its evolu-
tion due to the sudden on-set. For the generalized SEOM, Fig.
3 (a), there are sudden changes in the transient regime which
evolves into a stable stationary solution. These main features
are reproduced within the tdLLG equation, see Fig. 3 (b).
However, in the case of constant parameters, Fig. 3 (c), the
solution clearly differs from the other two. The origin of this
difference can be observed in the internal field,
∫
j(t, t′)dt′,
shown in Fig. 3 (d)–(f) for the three different schemes. The
internal field changes rapidly after the on-set, Fig. 3 (d)–(e),
while it increases adiabatically for the static parameters, Fig.
3 (f) (do also note the difference of the size of the field by an
order of magnitude). The differences in the stationary limit so-
lutions vividly illustrate that the time-dependence of internal
magnetic and exchange fields has a vital influence on the dy-
namics, also in the far future. Thus, the failure of the conven-
tional LLG-equation shows that initial transients changes the
long-time characteristics of the system. It also shows the im-
portance of treating the exchange dynamically in order to in-
corporate fast changes in the system. Similar results have been
achieved in studies on dynamical exchange splitting [47].
Thus far, we have only included damping for the tdLLG
solution. By increasing the exchange coupling, this approach
fails to reproduce the dynamics properly. Comparing the gen-
5FIG. 3: Evolution of S z for different gate voltage for (a) the generalized SEOM, (b) the tdLLG solution and (c) the stationary LLG solution.
In the bottom row the effect from the internal field from the charge flow in the quantum dot, S × ∫ j(t, t′)dt′, is shown for (d) the generalized
SEOM, (e) the tdLLG solution and (f) the stationary LLG solution. Here, eV = 20Γ/3, v = Γ/3, B = 1.158 ·10−4 Γ/gµB and T = 8.617 ·10−2
Γ/kB.
eralized SEOM, Fig. 4 (a), with the tdLLG solution with only
damping, Fig. 4 (b), and with both damping and moment of
inertia, Fig. 4 (c), it is clear that the tdLLG approach fails to
capture the full dynamics as the exchange coupling increase.
Comparing the generalized SEOM, Fig. 4 (a), with the tdLLG
with only damping, 4 (b), it can be noticed that the latter ap-
proach neither captures the fast dynamics for v ∼ 0.4Γ nor the
scaling behavior of the dynamics at about v ∼ 0.15Γ–0.3Γ. In
the tdLLG the impact of the local exchange v goes like v4,
while in the generalized SEOM the scaling is non-linear in v4.
By including the moment of inertia in the tdLLG, Fig. 4 (c),
the fast dynamics for higher exchange is partially recreated,
while the scaling in the regime v ∼ 0.15Γ–0.3Γ is not. We
can, therefore, conclude that while some of the dynamics can
be captured by higher order terms in the tdLLG, inclusion of
the the history is quite necessary in order to retain the full dy-
namics of the spin. This shows the significance of considering
non-Markovian and non-linear effects in the system.
Upon increasing the exchange coupling v beyond what
is considered in Fig. 4, the applicability of all computa-
tional schemes discussed in this paper becomes questionable,
as the limits of the different approaches are being reached.
We obtain numerical stability of the generalized SEOM the
exchange coupling up to about v ∼ 0.7Γ for Γ = 1 meV.
For higher values of the exchange coupling the dynamics
is faster than 0.1h¯/Γ at which time scales the validity the
Born-Oppenheimer approximation becomes dubious. Using
the tdLLG approximation under the same conditions, only
v ∼ 0.5Γ can be reached. Above that threshold the numeri-
cal solution breaks down as the indirect interaction diverges.
Thus, the generalized SEOM enables simulations the dynam-
ics of more strongly coupled systems than the tdLLG ap-
proach. We conjecture that for stronger local exchange cou-
pling v, the appropriate spin dynamics has to be approached
from an Anderson model perspective since the localized char-
acter of the spin cannot be justified.
IV. CONCLUSION
In conclusion we have compared three different approxi-
mation schemes for treating the transient spin dynamics of a
magnetic molecule. The results are summarized in Fig. 1.
They show that conventional LLG with constant parameters
does not capture the fast dynamics in the system, while the
tdLLG fails to capture the strongly coupled regime and fast
dynamics. In fact, using constant parameters may even lead
to a completely different solution in the stationary limit, an ef-
fect which is well-known to be a risk in non-linear dynamics.
Therefore, inclusion of the full history in the time-evolution
is necessary when approaching fast dynamics. Using a gen-
eralized SEOM, we can incorporate both the changes in the
6FIG. 4: Evolution of S z for different exchange coupling v for (a) the generalized SEOM, (b) the tdLLG solution with damping and (c) the
tdLLG solution with both damping and moment of intertia. The shaded region indicates the transition from spin up to spin down. The lines
indicates S z = ±0.25 and ±0.5 respectively. Here, eV = 2Γ, B = 0.1158 Γ/gµB and T = 8.617 ·10−2 Γ/kB.
electronic background and in the localized spin moment, and
thereby treat faster dynamics. While our study has been re-
stricted to a single molecule, we believe that our results have
implications in larger nanostructures and, hence, the interpre-
tations and validity of spin dynamics using ab intio methods.
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