Much of identity formation processes nowadays takes place online, indicating that intergroup differentiation may be found in online communities. This paper focuses on identity formation processes in an open online xenophobic, anti-immigrant, discussion forum. Open discussion forums provide an excellent opportunity to investigate open interactions that may reveal how identity is formed and how individual users are influenced by other users. Using computational text analysis and Linguistic Inquiry Word Count (LIWC), our results show that new users change from an individual identification to a group identification over time as indicated by a decrease in the use of "I" and increase in the use of "we". The analyses also show increased use of "they" indicating intergroup differentiation. Moreover, the linguistic style of new users became more similar to that of the overall forum over time. Further, the emotional content decreased over time. The results indicate that new users on a forum create a collective identity with the other users and adapt to them linguistically.
elicit group processes (Tajfel & Turner, 1986) , known as 'minimal groups' (Tajfel, 1970 ). An example of this is that splitting people arbitrarily into a red and blue group leads to intergroup differentiation (Frank & Gilovich, 1988) . In line with this, much research has established that attitudes have the power to function as group boundaries (Bäck et al., 2011; Biernat & Vescio, 1993; Kenworthy & Miller, 2002; Mackie, Devos, & Smith, 2000; Simon, Hastedt, & Aufderheide, 1997) . Hence, it is possible to think of online communities, where the members may share certain attitudes, as psychological groups that provide individuals with the benefits of being part of a group similarly as any real life group would. Moreover, such groups should exert the same sort of social influence as other groups (Tajfel & Turner, 1986) . Processes of social identification, intergroup differentiation and social influence have to date not been studied in online forums. The aim of the present research is to fill this gap and provide information on how such processes can be studied through language used on the forum.
Social Networks as Arenas for Identity Formation
The popularity of social networking sites has increased immensely during the last decade. At the same time, offline socializing has shown a decline (Duggan & Smith, 2013) . Now, much of the socializing actually takes place online (Ganda, 2014) . In order to be part of an online community, the individual must socialize with other users. Through such socializing, individuals create self-representations (Enli & Thumim, 2012) . Hence, the processes of identity formation, may to a large extent take place on the Internet in various online forums.
The political arena today is becoming increasingly polarized and right-wing populism is increasing across the globe. One of the most important political issues is immigration, where populist parties create anti-immigration sentiments increasing intergroup differentiation (Bäck & Bäck, 2017; Mudde, 2007; Stanley, 2008) . Studying how anti-immigrant ideas are discussed and evolved among the population have been difficult for several reasons.
First, individuals sympathizing with right-wing populist parties are difficult for researchers to reach. Second, because anti-immigrant attitudes have been strongly disapproved of, the arenas where such sentiments can be voiced have been closed to outsiders.
It is commonly assumed that the Internet has significantly changed the forms of political engagement, especially for radical political groups (Thompson, 2011) . The Internet has provided radical groups with important platforms for exchange of ideas, ideological development, and resources for marketing (Edwards & Gribbon, 2013; Neumann, 2013) . In addition, as many of these forums are open for public view they provide an important source of insight into how radical politics is justified, motivated, and narrated (see Owens & Palmer, 2003; Caiani & Parenti, 2009 ). This is knowledge that has previously been hard to attain due to the lack of access to radical groups and their arguments.
In order to explore processes of social identification, intergroup differentiation and social influence in an existing online setting, one is limited to the written text provided by the users. Of crucial importance is how such processes can be captured and analyzed using only written language available from the posts on the forum. Previous research indicates that language has the potential to provide such information, for instance through the analysis of the use of personal pronouns, and other word choices.
point of view and provide a non-reactive way to explore social psychological phenomena. Past research has shown that pronoun use is correlated with status, group identity and social relations Gustafsson Sendén, Lindholm, & Sikström, 2014a , 2014b Kacewicz et al., 2013) . For example, a shift from 'I' to 'We' was found to reflect a change from an individual to a collective identity (Brewer & Gardner, 1996; Fitzsimons & Kay, 2004; Gustafsson Sendén et al., 2014b) . Social status is also related to the extent to which first person pronouns are used in communication. Low-status individuals use 'I' more than high-status individuals (Dino, Reysen, & Branscombe, 2009; Kacewicz et al., 2013; Pennebaker, 2011a; Slatcher, Chung, Pennebaker, & Stone, 2007) , while high-status individuals use 'we' more often (Kacewicz et al., 2013; Slatcher et al., 2007) . This pattern is observed both in real life and on Internet forums (Dino et al., 2009 ). Hence, a shift from "I" to "we" may signal an individual's identification with the group and a rise in status when becoming an accepted member of the group.
Ingroup identification also implies differentiation to one or more outgroups (Brewer, 1991) . Ingroup identification and formation is also affected when there is perceived competition between groups (Brewer, 1991) . In the classical experiments by Sherif and colleagues (Sherif et al., 1961) , the ingroup became more cohesive when competition with other groups was salient. In addition, social exclusion functions to strengthen the ingroup (Williams, 2007) .
In a political setting, populist and anti-immigrant arguments build on the differentiation between an ingroup and one or more outgroups. For instance, linguistic analyses of American Nazis have shown that use of third person plural pronouns (they, them, their) is the single best predictor of extreme attitudes (Pennebaker & Chung, 2008) .
Taken together, previous research shows that it is possible to study group formation and differentiation through linguistic signals. Especially, this should be shown in a shift from 'I' to 'We' (Brewer & Gardner, 1996; Fitzsimons & Kay, 2004; Gustafsson Sendén et al., 2014b; Pennebaker, 2011a) , but also in an increased differentiation to one or more outgroups as signaled by increased use of 'they' (Pennebaker & Chung, 2008) . Drawing on this literature, we present a first hypothesis saying that the use of 'I' will decrease over time and the use of 'we' and 'they' will increase relative to the overall usage of pronouns (H1).
Being part of a social group also entails that the individual member will change their behavior and attitudes to fit with the group (Tajfel & Turner, 1986) . Regardless of why an individual displays changes in behavior or attitudes due to social influence from being a member of a group, such changes are markers of group influence. Norms can be created and sustained through group interactions and provide new members with guidelines to which they can adjust in order to be a valued member of the group. Because language can be seen as behavior (Fiedler, 2008) , it may be possible to study processes of social influence through linguistic analysis. Thus, our second hypothesis is that the linguistic style of new users will become increasingly similar to the linguistic style of the overall forum over time (H2).
Finally, it is possible to detect changes in content of posts over time. There is an ongoing debate about how online communities function in their way of censoring or promoting development of ideas. Sunstein (2001) argues that online communities are so called 'echo chambers', where the same arguments are reinforced and repeated, and that such communities are closed for deviating ideas, which are censored (Jamieson & Capella, 2009) . If an online forum functions as an echo chamber, we would not suspect much variation in the content of the posts over time, besides for perhaps the linguistic style. Because of their nature, echo chambers are detrimental to evolution of ideas, gaining knowledge and new perspectives.
However, this view of the Internet as being composed of echo chambers has been criticized (Brundidge, 2010) .
For example, Garrett (2009) argues that the Internet does not have the perfect conditions for avoiding unwanted information. On the contrary, it is difficult to completely avoid politically diverse information. Internet forums provide individuals with opportunities to discuss, develop ideas, and get new information from other members (Edwards & Gribbon, 2013; Neumann, 2013) , and most likely they will meet contradicting arguments to which they need to respond. In fact, Karlsen et al. (2017) find that most people who participate in online discussions with like-minded others, also discuss with people who disagree with them, and very few people state that they are never contradicted in online discussions. Moreover, most people state that encountering contradicting arguments leads to increased strength in their prior position, and almost half of the participants stated that they learned something from such contradicting arguments (Karlsen et al., 2017) . Taber and Lodge (2006) show that when individuals encounter evidence that supports or contradicts their prior political beliefs, they uncritically accept supporting arguments, but also actively counter contradicting arguments. Karlsen et al. (2017) show that this also happens in online political environments and that this results in strengthened attitude positions. The fact that one needs to counter contradicting arguments, may force individuals to more elaborate thinking. This indicates that the content of the posts in an online forum may also change over time as arguments become more fine-tuned and input from both supporting and contradicting members are integrated into an individual's own beliefs. This is likely to result (linguistically) in an increase in indicators of cognitive complexity. Hence, we hypothesize that the content of the posts will change over time, such that indicators of complex thinking will increase (H3a).
Finally, it is possible that there will be a decrease in negative emotional content. This idea is primarily based on the nature of the specific forum under scrutiny. This forum is dominated by anti-immigrant sentiments, which may allure to individuals seeking an outlet for negativity surrounding immigration where this is perceived to be acceptable. Garcia and colleagues (2016) show that the content of individuals' expression depends on their valence, and they show that their arousal significantly decreases afterwards as a regulation mechanism. This result indicates that after having expressed negativity in the forum, the need for such expressions should decrease. Hence, we expect that the content of the posts will change such that indicators of negative emotions will decrease, over time (H3b).
Through analyses of word use in posts and how they change over time, it is possible to capture both complex thinking and emotions. Words that reflect cognitive complexity include both content and function words. Content words for example include understand, realize and because. Function words for example include but, without, never, to and for. For instance, it has been shown that prepositions (e.g., to, for) signal that the speaker is providing more complex information about a topic (Fernández et al., 2013; Tausczik & Pennebaker, 2010) . Higher use of these types of words has been related to the ability to juggle complex ideas (see Tausczik & Pennebaker, 2010, for a review).
The Present Study
The present study investigates how processes of group identification, group differentiation, and social influence change over time for a new user in on online xenophobic forum. Moreover, we investigate the change in content of posts over time. We do so by using computerized text analysis techniques that make it possible to analyze large text corpora, and that minimize the possibility of bias in the interpretation of texts.
The specific forum that the present research utilizes is a xenophobic forum, but it is not advertised as a purely racist or white supremacist forum. Instead the forum is presented as a "very liberal forum", where people are able to express their opinions, whatever they may be. This "extreme liberal" idea implies that there is very little censorship, From I to We 80 which has resulted in that the forum is highly xenophobic. Nonetheless, due to its liberal self-presentation, the xenophobic discussions are not unchallenged. For example, also anti-racist people join this forum in order to challenge individuals with xenophobic attitudes. This means that the forum is not likely to function as a pure echo chamber, because contradicting arguments must be met with own arguments. Hence, individuals will learn from more experienced users how to counter contradicting arguments in a convincing way. Hence, they are likely to incorporate new knowledge, embrace input and contribute to evolving ideas and arguments.
Methods and Data Computational Text Analysis and Linguistic Inquiry Word Count
The analyses presented here are computational analyses of large-scale text data, which can be used to investigate a wide variety of psychological phenomena (Chung & Pennebaker, 2011; Pennebaker, 2011b; Pennebaker, Booth, & Francis, 2007) . There are several reasons for why large-scale textual analyses may be relevant for the present purposes. For instance, the Internet provides access to large-scale data, and these data are so abundant that they are also found in rather specialized areas. Natural language analyses of anonymous social media forums also circumvent social desirability biases that may be present in traditional self-rating research, which is a particular important concern in relation to issues related to outgroups (Maass, Salvi, Arcuri, & Semin, 1989; von Hippel, Sekaquaptewa, & Vargas, 1997 In the present research, we use a Swedish translation of the LIWC 2007 dictionaries, and investigate changes in both function and content words. All analyses were conducted using the semanticexcel.com online tool for analyzing text, which is developed by our research lab. The LIWC dictionaries that we have included in this study focus on group identity and differentiation, emotions and cognitive complexity.
Group identity and differentiation dictionaries:
Three function dictionaries including personal pronouns will be analyzed: 1) First person singular (I, me), 2) First person plural (we, us), and 3) third person plural (they, their).
Emotion dictionaries: Four content dictionaries will be analyzed: 1) negative emotions, 2) anger, 3) swear words, and, 4) sexually oriented words. Anger is a subset of the negative emotion words. The negative emotion dictionary includes negative feelings such as depressed or scared, but also generally negative words such as fail or ugly.
The subset of anger words includes words such as anger and hit. In addition, because hostility toward other groups can be expressed by swear words and sexually related words, these two dictionaries are included as predictors of emotional change.
Dictionaries related to cognitive complexity:
In total, seven dictionaries will be used to assess cognitive complexity. Five dictionaries are related to function words: 1) prepositions (over, to, about) , 2) articles (a, an, the), 3) inclusive word (and, plus, with) , 4) exclusive words (if, not, without), 5) conjunctions (until, when) . Two dictionaries are related to content words; 6) cause (cause, force), 7) insight (belief, understand).
The Internet Forum Flashback
The forum investigated here is one of the largest Internet forums in Sweden, called Flashback (www.flashback.org).
The forum claims to work for freedom of speech. It has over one million users who, in total, write 15 000 to 20 000 posts every day. It is often criticized for being extreme, for example in being too lenient regarding drug related posts but also for being hostile in allowing denigrating posts toward groups such as immigrants, Jews, Romas, and feminists. The forum has many sub-forums and we investigate one of these, which focuses on immigration issues.
The total text data from the sub-forum consists of 964 Megabytes. The total amount of data includes 700,000
posts from 11 th of July, 2004 until 25 th of April, 2015. Since the focus of the present research is to analyze change over time, we applied a set of selection criteria for users to be included in the analyses. First, posts used for LIWCanalyses should include more than 50 words (Petrie, Pennebaker, & Sivertsen, 2008) . Second, because the study focuses on change and identification, participants should have been active during a six-month period, and should have posted at least 10 times during this period. This leaves us with 654,041 posts, 11,751 unique users
Empirical Results

Descriptive Results
Descriptive results are presented as word clouds in Figures 1a, 1b and 1c . Due to limitation in computational power, this analysis was based on a smaller subset of the data consisting of 5,000 posts. Figure 1a illustrates words overrepresented on Flashback as compared to natural Swedish language. It clearly shows that the content of the forum is related to immigration (e.g., Somalis, Muslims, Africans, immigration). The high representation of denigrating words (e.g., parasites, mass-migration, illiteracy) is most likely related to the ethnic groups such that it is these groups that are described with the denigrating labels. Figure 1b shows words that are overrepresented in posts written early on the forum. More precisely, it shows words that correlate negatively with how long the users have been active on the forum. Colored words have a significantly positive correlation between word frequency and the number of days since the first appearance. Some preliminary support for our hypotheses can be detected here, such as the over-representation of individual pronouns (I, me), and the use of swear words and degrading descriptions (i.e., shit, apes, devil, packs). Figure 1c shows words overrepresented in later posts, i.e.
words where the usage of the words correlates positively with how long the users has been active on the forum.
The words here typically lack emotional content and are indicators of higher complexity in language. Again, this analysis provides preliminary support for the idea that time on the forum is related to more complex thinking, and less emotionality. From I to We 82 Figure 1a . Word cloud of words with a relative higher word frequency in the forum compared to the Swedish version of Google N-grams, using chi-square tests. Colored words are significant following Bonferroni correction for multiple comparisons, and grey words are significant at p < .05. Font size is proportional to the relative Chi-square value. Correlation between LIWC dictionaries. lated. Second, these correlations were averaged across participants. The results are summarized in Table 1, showing Pearson correlation coefficients for each pair that are significant following Bonferroni correction for multiple comparisons. Cells with non-significant correlations are omitted. As can be seen, many of the correlation coefficients are significant. For instance, all pairwise combinations of negative emotions correlate with each other.
The measure for cognitive complexity yielded mixed results, where nine combinations correlate positively, and five negatively. As expected, the plural pronouns correlate positively with each other, whereas the plural and the singular forms correlate negatively with each other. Mean values that are not significantly different from zero using two-tailed t-tests (df = 11784) are shown as empty cells. Bonferroni correction for multiple comparisons were used.
Main LIWC Analyses
The change of linguistic behavior over time was tested by analyzing correlations between LIWC scores for the posts and the number of days that a user had been on the forum. This correlation was first conducted for each user. The statistics was then calculated by testing the hypothesis whether the mean correlation values, from all selected users, was different from zero (except for the first hypothesis), using two-sided t-tests. Table 2 includes a summary of all dictionaries. Due to the increased risk for type I-error because of multiple significance testing, only p-values below .001 are considered significant.
The first hypothesis was concerned with group identity and intergroup differentiation as measured by pronoun use. Specifically, we expected that the use of 'I' would decrease over time and the use of 'we' and 'they' would increase relative to the overall pronoun use (which decreased over time, r(654041) = -.0360, p < .001) i . To evaluate the first hypothesis, we performed two-tailed t-tests assessing whether the correlation coefficients of the tested pronoun differed from the mean correlation of all measured pronouns. In support of the hypothesis, the correlation for first singular pronouns (i.e., 'I') decreased, whereas the mean correlation of first and third plural forms of pronouns From I to We 84 (e.g. 'we' and e.g., 'they' respectively) increased, relative to the mean correlation of all pronouns. The results are shown in Table 2 . Hypotheses 3a and 3b related to changes in content. Specifically we expected that indicators of cognitive complexity should increase and indicators of negative emotions should decrease over time. The analysis to evaluate these hypotheses was conducted as described above. There was no clear pattern for the hypothesis regarding changes in cognitive complexity over time: prepositions increased significantly over time, whereas exclusion words decreased. No significant results were found for articles, inclusive, conjunctions, causal, and insight LIWC categories. However, results showed a decrease in negative emotion words as indicated by significant decreases in anger, swear words and sexual LIWC categories, which supports the hypothesis about emotional content (H3b).
The results are presented in Table 1 . 
General Discussion
The present research has investigated language use on an online xenophobic forum. The aim was to investigate processes of identity formation, intergroup differentiation and possibly changes in emotional and cognitive content of the posts. To fulfil this aim, we traced individual users' posts over their first six months as members of the forum, and used a computerized text analysis technique called Linguistic Inquiry Word Count (Chung & Pennebaker, 2011; Pennebaker et al., 2007) , which was adapted to a Swedish setting.
We expected and found changes in cues related to group identity formation and intergroup differentiation.
Specifically, there was a significant decrease in the use of 'I' and a simultaneous increase in the use of 'we' and 'they'. This has previously been related to group identity formation and differentiation to one or more outgroups (Brewer & Gardner, 1996; Gustafsson Sendén et al., 2014b) . Increased usage of plural, and decreased frequency of singular, nouns have also been found in both normal, and extremist, group formations (Seyle, 2007) . There was a decrease in singular pronouns and a relative increase in collective pronouns. The increase in collective pronouns referred both to the ingroup (we) and to one or more outgroups (they). These results suggest a shift toward a collective identity among participants, and a stronger differentiation between the own group and the outgroup(s).
Because individuals form identities online and because we see this in the use of pronouns, we also expected to Ireland et al., 2011) , but also that similarity in communicative style functions as cohesive glue within a group (Reid, Giles, & Harwood, 2005) .
The specific forum we investigated is characterized by discussions and exchange of ideas, which should be related to cognitive elaboration. In the terms of Karlsen et al. (2017) , this particular forum should function as 'trench warfare', where arguments are countered by other participants. Still, the results could not confirm an increase in cognitive complexity. It is difficult to determine why this was not observed even though a general trend to conform to the linguistic style on the forum was observed. A possible explanation is that the linguistic technique for analyzing posts requires that the posts are of a certain length. This biases the sample of posts available for analysis already from the beginning. It is plausible that longer posts also contain more cognitive complexity leading to a kind of 'ceiling effect' for these LIWC categories.
Because the political opinions of xenophobia are stigmatized in society, we expected that individuals when joining the forum may be frustrated and feel suppressed. This could lead to an initial outburst of anger related content in the posts at the beginning of an individual's time on the forum. In relation, we found that anger words were more prevalent in the beginning and decreased over time. This idea would also be in line with previous research that has shown that expressing oneself decreases arousal (Garcia et al., 2016) . Moreover, because the forum is not explicitly racist, individuals may have simply adapted to the social norms on the forum prescribing less negative emotional displays. Finally, a possible explanation for the decrease in negative emotional words might be that users who are very angry leave the forum, because of its non-racist focus, and end up in more hostile forums. An interesting finding that was not part of the hypotheses in the present research is that the third person plural category correlated positively with all four negative emotions categories, suggesting that people using for example 'they' express more negative emotions (see Table 1 ).
Limitations and Future Research
As a first attempt at understanding the interactions taking place in online forums, there are some limitations to the present research that are important to note. For instance, the criteria to select which users to analyze can be discussed. Because the focus here was changes occurring over time, members who only posted a few posts where not included. Moreover, for the LIWC-analysis to be successful there must be a minimum number of words, which means that short replies and interactions were not included. This may have biased the sample of posts in favor of more complex posts.
Another limitation is that linguistic behavior cannot be correlated with explicit attitudes to the ingroup or the outgroup.
This is a consequence of using natural language behavior and online forums. Knowing how explicit attitudes toward immigration and immigration groups change over time would add information to how the change in linguistic behavior should be understood.
Conclusions
Our study highlights the importance of analyzing open online milieus when examining the processes of identity formation, social adaption and intergroup differentiation. The results indicate that forum participants form groups online and start to differentiate between their own group and other group(s). In line with social identity theory (Tajfel & Turner, 1986) , we also observe linguistic adaption to the group. Hence, our results indicate that processes of identity formation may take place online. 
