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Abstract
We investigate the relationship between colour confinement and the gauge independent Cho–Duan–Ge 
Abelian decomposition. The decomposition is defined in terms of a colour field n; the principle novelty of 
our study is that we have used a unique definition of this field in terms of the eigenvectors of the Wilson 
Loop. This allows us to establish an equivalence between the path-ordered integral of the non-Abelian 
gauge fields and an integral over an Abelian restricted gauge field which is tractable both theoretically and 
numerically in lattice QCD. We circumvent path ordering without requiring an additional path integral. By 
using Stokes’ theorem, we can compute the Wilson Loop in terms of a surface integral over a restricted field 
strength, and show that the restricted field strength may be dominated by certain structures, which occur 
when one of the quantities parametrising the colour field n winds itself around a non-analyticity in the 
colour field. If they exist, these structures will lead to an area law scaling for the Wilson Loop and provide 
a mechanism for quark confinement. Unlike most studies of confinement using the Abelian decomposition, 
we do not rely on a dual-Meissner effect to create the inter-quark potential.
We search for these structures in quenched lattice QCD. We perform the Abelian decomposition, and 
compare the electric and magnetic fields with the patterns expected theoretically. We find that the restricted 
field strength is dominated by objects which may be peaks of a single lattice spacing in size or extended 
string-like lines of electromagnetic flux. The objects are not isolated monopoles, as they generate electric 
fields in addition to magnetic fields, and the fields are not spherically symmetric, but may be either caused 
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N. Cundy et al. / Nuclear Physics B 895 (2015) 64–131 65by a monopole/anti-monopole condensate, some other types of topological objects, or a combination of 
these. Removing these peaks removes the area law scaling of the string tension, suggesting that they are 
responsible for confinement.
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1. Introduction
An enduring problem in QCD is to find the mechanism which causes quark confinement, 
which is known to be non-perturbative in its origin. Although several models have been proposed 
– for example, center vortices [1], and a dual Meissner effect due to magnetic monopoles [2–5]
– there has not yet been a convincing demonstration that any of them are correct. In this initial 
study, we investigate the Cho–Duan–Ge (CDG) Abelian decomposition (sometimes referred to 
as the Cho–Faddeev–Niemi decomposition) [6–10], and concentrate on one of the signals of con-
finement, a linear static quark potential. Unlike Dirac and ’t Hooft (Maximum Abelian Gauge) 
monopoles, the CDG decomposition allows for monopole solutions while respecting the gauge 
symmetry and does not require a singular gauge field or an additional Higgs field. The decompo-
sition is constructed from a colour field, n, which may be built from an SU(NC) matrix θ , where 
SU(NC) is the gauge group of QCD. Each n defines a different decomposition, and an important 
question is what is the best way of choosing this field. Recent work [11–14] has demonstrated 
that the magnetic part of the field strength dominates the confining string, using a decomposition 
constructed from one particular choice of θ ∈ SU(NC)/U(NC − 1); however in this case only 
one of the possible NC − 1 types of monopole is visible.
Here we consider a different choice of θ ∈ SU(NC)/(U(1))NC−1. Our initial goal was to 
investigate whether monopoles apparent in this construction may also lead to confinement.1 Con-
centrating on the Wilson Loop, an observable used to measure the string tension, we show that 
the path ordering may be removed by diagonalising the gauge links along the Wilson Loop by a 
SU(NC)/(U(1))NC−1 field θ . This, in principle, allows us to use Stokes’ theorem to express the 
Wilson Loop in terms of a surface integral over an Abelian restricted gauge field strength ten-
sor. We use the CDG decomposition, constructed from a colour field nj = θλj θ† for a diagonal 
Gell-Mann matrix λj , to find a consistent construction of this restricted field across space–time, 
and not just for those gauge links along the Wilson Loop where it was originally defined. Our 
relationship for the string tension in terms of this restricted field is exact: we do not require 
any approximations or additional path integrals. We search for topological structures in this field 
strength, and find that discontinuities in the colour field related to the winding of one of the pa-
rameters describing it around a particular location may lead to large ‘electric’ and ‘magnetic’ 
fields (deriving the terms from an obvious analogy to electromagnetism) in both the restricted 
field strength and the part of the field strength derived from the colour field; in particular the 
component of the field strength in the plane of the Wilson Loop may exhibit structures, decaying 
with a power of the distance in all directions, which would lead to an area law scaling of the 
Wilson Loop. We label these structures merinthons. We also examine the other components of 
the electromagnetic field strength and find that if certain simplifying assumptions are reliable 
1 A different choice of a SU(NC)/(U(1))NC−1 Abelian decomposition was described in [15], but without a discussion 
of the relationship to quark confinement.
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that this winding occurs in practice, but if it does it provides an explanation for the confining 
potential. We also discuss how string breaking might arise in this picture at large distances.
The second part of this article checks whether these structures are present using SU(3)
quenched lattice QCD. We have generated 16332 and 20340 gauge field configurations, and used 
them to test this theory. We have concentrated on gauge invariant observables to avoid certain 
ambiguities with the gauge fixing: the restricted field strength is gauge invariant, but our choice 
of θ field is not, making it harder to directly observe merinthons in the underlying field. We 
perform the Abelian decomposition and calculate θ , n, the field strength tensor and the portion 
of the field strength tensor due to the structures in the θ field. Our goal in this initial study is 
to show that the Electromagnetic field contains the expected structures, and that the merinthons 
can account for the string tension. Our simulation is limited because although in principle we 
should recalculate θ and use a different Abelian decomposition for each Wilson Loop, we do not 
do so due to limited computer resources; nor have we considered the deconfinement transition, 
different representations of the gauge group, flux tubes of the confining string, or the relationship 
between this picture of confinement and the center vortex or dual Meissner models. These would 
have to be considered in later works.
Preliminary results were presented in [16], [17] and [18]. In Section 2 we discuss the Abelian 
decomposition and its relation to the Wilson Loop and thus quark potential. We discuss the 
differentiability of the colour field in Section 3, and then how confinement may arise in this 
picture in Section 4. After a brief note on string breaking in Section 5, we present numerical 
evidence in Section 6 and conclude in Section 7. There are four appendices outlining the details 
of some of the calculations and our numerical methods.
2. The Abelian decomposition and Stokes’ theorem
The Wilson Loop in an SU(NC) gauge theory is defined as
WL[Cs,A] = 1
NC
tr (W [Cs,A]) W [Cs,A] =P[e−ig
∮
Cs
dxμAμ(x)] (1)
for a closed curve Cs of length L which starts and finishes at a position s, where P represents 
path ordering and the gauge field, Aμ, can be written in terms of the Gell-Mann matrices, λa , 
as 12A
a
μλ
a
. We will use the summation convention that the superscripts a, b, . . . on a Gell-Mann 
matrix implies that it should be summed over all values of a, λaAa ≡∑N2C−1a=1 λaAa , while the 
indices j, k, . . . are restricted only to the diagonal Gell-Mann matrices, so, in the standard repre-
sentation, Ajλj ≡∑j=3,8,...,N2C−1 λjAj . We shall often leave the gauge field dependence of W
and WL implicit.
The Wilson Loop when Cs is an R×T rectangle, with spatial extent R and temporal extent T , 
can be used to measure the confining static quark potential, V (R) [19]
V (R) = − lim
T→∞ log(〈WL[Cs]〉)/T , (2)
where 〈. . .〉 denotes the vacuum expectation value. It is expected, and observed in lattice simu-
lations, that for intermediate distances the confining potential is linear in R, so V (R) ∼ ρR + c, 
where ρ is the string tension, and c is a constant. At very small distances, the potential is ex-
pected to be Coulomb, while in the presence of fermion loops at very large distances the string is 
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intermediate regime, so we expect that the expectation value of the Wilson Loop will scale with 
the spatial and temporal extents of the Wilson Loop as
〈WL[Cs]〉 ∼ e−ρRT . (3)
This is known as the area law scaling of the Wilson Loop. As discussed in Appendix B, this is 
satisfied, if on each individual configuration, the Wilson Loop scales as
WL[Cs] ∼ eiF , (4)
where F is randomly distributed from configuration to configuration (according to one of a 
certain set of distributions which includes those discussed in this work) with a mean value pro-
portional to the area contained within the curve Cs . The eventual goal (and this work is intended 
as a step towards that goal) is to demonstrate from first principles that Eq. (4) is satisfied in pure 
gauge QCD (and later full QCD), and thus that the quarks are linearly confined.
A difficulty with evaluating Eq. (1) is the path ordering. If the fields Aμ(x) at different x and 
μ commuted with each other, then we could ignore the path ordering, and use Stokes’ theorem 
to convert the line integral to a surface integral. The problem would then reduce to showing that 
there was some flux flowing through the surface so that the surface integral was proportional 
to the area (perhaps by counting lines of flux). However, Aμ are non-Abelian fields: we can-
not immediately do this. Our approach is then first to construct an Abelian field Aˆμ(x) so that 
WL[Cs, Aˆ] = WL[Cs, A], and the calculated string tension does not depend on which of the two 
fields we use. We may then remove the path ordering, apply Stokes’ theorem to replace the line 
integral with a surface integral over some field strength, and then show that the surface integral 
is proportional to the area enclosed within the loop.
First we shall define what is meant by path ordering. We split Cs into infinitesimal segments 
of length δσ , and define the gauge link as Uσ ∈ SU(NC) = P[e−ig
∫ σ+δσ
σ Aσ dσ ] ∼ e−igδσAσ . 
0 ≤ σ ≤ L represents the position along the curve and we write Aσ ≡ Aμ(σ)(x(σ )). We have 
assumed and will require throughout this work that the gauge field, A, is differentiable. This lim-
its us to only a certain subset of gauges, and once we have found a suitable gauge we are restricted 
to continuous gauge transformations, i.e. only those gauge transformations which can be built up 
from repeatedly applying infinitesimal gauge transformations, Aμ → Aμ + g−1∂μα + i[α, Aμ], 
where α ≡ αaλa and ∂μα are both infinitesimal. We also neglect the effects of the corners of 
the Wilson Loop; the discontinuity in Aσ at the corner can, for example, be avoided by using a 
rounded corner. The path-ordered integral over gauge fields is defined as the ordered product of 
the gauge links around the curve in the limit δσ → 0.
W [Cs] can be written in this lattice representation as
W [Cs] = lim
δσ→0
L−δσ∏
σ=0,δσ,2δσ,...
Uσ . (5)
We wish to now replace Uσ by an equivalent Abelian field.
Previous work [21,22,11] has achieved this by inserting the identity operator, as parametrised 
below, between each pair of gauge links,
IDP =
∫
dθ θ†eNCe
†
NC
θ, (6)
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for θ . Proof that this is an identity operator is given in [11]. This allows one to replace Uσ
with Uˆσ = e−iδσe
†
NC
(θAσ θ
†+iθ∂σ θ†)eNC + O(δσ 2). The exponent is Abelian, so there is no need 
for path ordering. In effect, this replaces the path ordering with a path integral over θ . It can be 
shown that the exponent is related to the CDG Abelian decomposition, which allows for certain 
monopole solutions which reside in the field θ , and these monopoles may lead to confinement 
via a dual Meissner effect.
We believe that this approach contains a number of difficulties which have to be resolved 
before it can be used practically:
1. It introduces an extra gauge degree of freedom to the system – contained within the vari-
able θ ;
2. It is necessary to evaluate an additional path integral, making calculations harder;
3. In gauge groups larger than SU(2), only a small subset of the possible CDG monopoles are 
visible to the restricted field (i.e. only the monopoles contained within the nN2C−1 colour 
direction. n will be defined in Eq. (9));
4. There is no obvious relation between the physical gauge field and the unphysical θ field 
which contains the monopoles and leads to confinement. We expect topological features 
within the gauge field to contribute to confinement; and this is only possible if the monopoles 
in the θ field are related to the monopoles in the gauge field. However, given that we integrate 
over every possible θ , it is difficult to see how the gauge field itself can affect the confining 
potential if both the CDG monopole picture and this model are correct;
5. It is possible to introduce a gauge transformation which leaves θ constant across space time, 
destroying any monopole structure;
6. The θ field at each location along the curve is independent (as each needs to be integrated 
separately), and therefore e†NC (θAσ θ† + iθ∂σ θ†)eNC will not be a smooth function of the 
position for a general configuration of θ . This makes the conversion limδσ→0
∑
δσ → ∫ dσ
problematic – this is required in the conversion from a product of gauge links to the exponen-
tial of a line integral of Aσ around the Wilson Loop – and there are also difficulties defining 
∂σ θ . Some regularisation procedure would be required to ensure that θ is smooth. Normally, 
in a path integral in Euclidean space time, discontinuities if the fields are suppressed by the 
differential terms in the action, so we can rightly assume that the fields are differentiable. 
However, in this case θ does not contribute to the action, so there is no similar suppression 
of discontinuities (see [23] for a more detailed criticism along these lines).
In [11], many of these challenges are resolved by fixing the additional degrees of freedom by a 
procedure analogous to gauge fixing in QCD. This, in effect, selects one particular θ field and 
uses that for the subsequent analysis (an alternative way of expressing the approach of [11] is to 
say that their procedure fixes various components of the gauge field Aμ; but this breaks gauge 
invariance). However, this breaks the identity in Eq. (6) and thus the relationship between the 
Wilson Loop of the restricted gauge field Uˆ and the Wilson Loop of the original gauge field U . 
In practice, to pursue a program along these lines would require sampling numerous different 
choices of θ -fixing.
In view of these challenges, we propose that different approach should be taken when trying 
to express the Wilson Loop in terms of an Abelian field.
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of U(NC), at each location along Cs and insert the identity operator θσ θ†σ between each of the 
gauge links. θ is chosen so that θ†σUσ θσ+δσ is diagonal. There are L/δσ gauge links along the 
path, and we introduce L/δσ θ fields, so there is no obvious reason why the system cannot be 
solved. In fact, it is easy to construct a solution: it is easy to show (see Appendix A.1) that θs
contains the eigenvectors of W [Cs]: W [Cs]θs = θsei
∑
λj diagonal α
j λj
, for some real αj .
As the phases of the eigenvectors are arbitrary, this definition only determines θ up to a 
(U(1))NC transformation θ → θχ . χ makes no difference to any physical observable, but for 
practical purposes it is useful to select the phases and ordering of the eigenvectors by some 
arbitrary fixing condition to give a unique choice of θ ∈ SU(NC)/(U(1))NC−1. We define 
SU(NC)/(U(1))NC−1 by considering the following parametrisation of a U(N) matrix:⎛
⎜⎜⎝
cosa1 i sina1eic1 0 . . .
i sina1e−ic1 cosa1 0 . . .
0 0 1 . . .
...
...
...
. . .
⎞
⎟⎟⎠×
⎛
⎜⎜⎝
cosa2 0 i sina2eic2 . . .
0 1 0 . . .
i sina2e−ic2 0 cosa2 . . .
...
...
...
. . .
⎞
⎟⎟⎠ . . . ei
(
d0+∑λj diagonal dj λj)
ai , ci , d0 and dj are real parameters, and there are NC(NC − 1)/2 Givens matrices (i.e. one for 
each of the possible ways of embedding a 2 × 2 matrix into a NC × NC matrix) parametrised 
by one particular a and c. An SU(NC)/(U(1))NC−1 matrix is parametrised in the same way, but 
without the final (U(1))NC term (i.e. by setting dj and d0 to some arbitrary fixed value, most 
conveniently dj = d0 = 0).
Under a gauge transformation, Uσ → 
σUσ
†σ+δσ for 
 = eiα
aλa ∈ SU(NC), θ → 
θχ , 
where the (U(1))NC−1 factor χ depends on the fixing condition (in this case 
θ ∈ SU(N) so 
there is no contribution to χ from d0). This follows from the definition of θ as containing the 
eigenvectors of the Wilson Loop. The Wilson Loop transforms under a gauge transformation 
as W [Cs, U ] → 
sW [Cs, U ]
†s , so the operator which diagonalises it transforms according to 
θs → 
sθs ; although we also need to reselect the U(1)NC−1 factor so that the fixing condition 
remains satisfied. With θ†σUσ θσ+δσ = ei
∑
λj diagonal δσu
j λj for real u,
θ†s W [Cs]θs = ei
∑
λj diagonal λ
j
∮
Cs
dσu
j
σ , (7)
removing the non-Abelian structure and the path ordering without introducing an additional path 
integral.
Our goal is to apply Stokes’ theorem to convert this line integral into a surface integral, and 
this requires extending the definition of θ and uj across the surface bounded by Cs . In practice, 
we construct these fields across all of space time. To generalise θ , we construct nested curves, 
Ci , in the same plane as Cs and then stack these rectangles on top of each other in the other 
dimensions, so that every location in Euclidean space–time is contained within one and only one 
curve. We then define θ so it diagonalises the gauge Links (and only the gauge links) which 
contribute to W [Ci, U ].
We cannot naively extend uj across all of space–time, because its definition requires that all 
the gauge links U are diagonalised by θ , not just those that contribute to the Wilson Loop, and 
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in a consistent way so that it is both diagonalised by θ across all of space time, and equal to U
along the path Cs . The first of these conditions means that
[λj , θ†x Uˆμ,xθx+μˆδσ ] = 0, (8)
for each diagonal λj , which can be re-written in the form
Uˆμ,xn
j
x+δσ μˆUˆ
†
μ,x − njx = 0 njx ≡ θxλj θ†x . (9)
This condition is satisfied across all of space–time and for all directions μ. Note that nj is inde-
pendent of the choice of χ . As we shall see later, the θ -dependence of the restricted field strength 
Fμν[Aˆ] only appears within nj , and objects contributing to the restricted field strength drive con-
finement. This is the justification of our earlier statement that the choice of χ does not affect the 
physical observable, which is the restricted field strength. To give this Uˆ field a physical meaning 
we need to relate it to the gauge field U , and we do so via a second field Xˆ defined according to
Xˆμ = Uμ(x)Uˆ†μ. (10)
For later convenience (Eq. (50)), we restrict Xˆμ by imposing the condition
tr[njx(Xˆ†μ,x − Xˆμ,x)] = 0. (11)
Under a gauge transformation n transforms as nx → 
xnx
†x (which follows from the transfor-
mation rule for θ ) and the requirement that Eqs. (9) and (11) are satisfied in every gauge leads to 
the transformation rules Uˆμ(x) → 
xUˆμ,x
†x+μˆδσ and Xˆμ,x → 
xXˆμ,x
†x . Eqs. (9) and (11)
are the lattice versions of the defining equations of the gauge independent CDG decomposi-
tion [6–10], which in the continuum is described by2
Aμ = Aˆμ +Xμ (12)
Dμ[Aˆ]nj = 0 (13)
tr(njX) = 0 (14)
Dμ[Aˆ]α ≡ ∂μα − ig[Aˆμ,α] (15)
Aˆμ =
∑
j
[
1
2
nj tr(njAμ)+ i4g [n
j , ∂μn
j ]
]
, (16)
with
2 The original discoverers of this decomposition prefer to call it a gauge independent decomposition rather than gauge 
invariant decomposition. In these earlier models, the choice of θ was left arbitrary. The procedure was to fix to some 
arbitrary gauge, and then select some θ . Since the decomposition only depends on the choice of θ , and proceeds regardless 
of which gauge was originally chosen, the decomposition was referred to as gauge independent to distinguish it from 
other approaches which required fixing to particular gauges, such as the decomposition based on the Maximum Abelian 
Gauge. Our work differs in philosophy from the original approach because we do not need to perform any gauge fixing 
to extract our observables, since our key quantities (such as the field strength and Wilson Loop) are gauge covariant and 
thus the corresponding observables are gauge invariant. However, our particular choice of θ is gauge dependent, and 
thus the quantities which we use to parametrise it can only be examined after gauge fixing to some arbitrary gauge. The 
authors of [6–10] gauge fixed to an arbitrary gauge and then performed an Abelian decomposition; we decompose and 
then (if required, which isn’t the case for any physical observable) gauge fix.
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Eq. (12) is the naive continuum limit of Eq. (10); Eqs. (13) and (15) are the naive continuum 
limit of Eq. (9), and Eq. (14) is the continuum limit of Eq. (11). Proof that Eq. (16) solves the 
continuum decomposition has previously been given in (for example) [6,7,11], and is repeated in 
Appendix A.
The condition (11) may then be interpreted as requiring that tr(nj Aˆ) = tr(njA), the compo-
nent of the gauge field A parallel to n is fully contained within Aˆ. In the continuum, the solution 
for Aˆ and X is unique, but on the lattice we found that there were sometimes several distinct 
solutions to Eqs. (9) and (11). In this case, we choose the solution which had the largest value of 
tr(Xˆ), a condition which is both gauge invariant and satisfied along Cs where Uˆ = U and thus 
Xˆ = 1.
The continuum defining equations ensure that the field strength Fˆμν associated with Aˆ, de-
fined by
[Dμ[Aˆ],Dν[Aˆ]]α = −ig[Fˆμν[Aˆ], α] (18)
for any field α in the adjoint representation of the gauge group, satisfies Fˆμν[Aˆ] = βjμνnj for 
some real scalars βj . The proof of this follows by substituting each of the nj fields in turn in 
place of α, using Eq. (13) to show that [Fˆ , nj ] = 0 for all the nj , and noting that the only objects 
which commute with each of the nj are the other nj fields.
We express the restricted field as Uˆμ,x ≡ θxeiλj δσ uˆjμ,x θ†x+μˆδσ for real uˆ, and since Uˆ = U
along the curve Cs , we see that W [Cs, U ] = W [Cs, Uˆ ] = θsW [Cs, θ†Uˆθ]θ†s = θseiλj
∮
Cs
uˆ
j
σ dσ θ
†
s . 
Applying Stokes’ theorem to the Abelian field θ†x Uˆμ,xθx+μˆδσ gives, if uˆ is differentiable,
θ†s W [Cs]θs = eiλ
j
∫
x∈ dμνFˆ
j
μν , (19)
Fˆ jμν = ∂μuˆjν − ∂νuˆjμ, (20)
where Fˆ j (like uˆ) is gauge invariant,  the (planar) surface bound by the curve Cs , and d an 
element of area on that surface. Note that uˆ does depend on the fixing condition, although Fˆ is 
independent of it.
Eq. (20) can be easily proved by considering for smooth θ and uˆ
Uˆσ = eiδσ uˆ
j
σ n
j+δσθ∂σ θ†, (21)
which implies that
gAˆσ = −uˆjσ nj + iθ∂σ θ†, (22)
and
gFˆμν[Aˆ] = g
(
∂μAˆν − ∂νAˆμ − i[Aˆμ, Aˆν]
)
= −uˆjν∂μnj − nj∂μuˆjν + uˆjμ∂νnj + nj∂νuˆjμ − uˆjμ[nj , θ∂νθ†] + uˆjν [nj , θ∂μθ†]
− iθ∂μθ†θ∂νθ† + iθ∂νθ†θ∂μθ† + i[θ∂μθ†, θ∂νθ†]
= nj∂νuˆjμ − nj∂μuˆjν, (23)
with Fˆ jμν[Aˆ] = 1 tr(nj Fˆμν[Aˆ]). We have used the result2
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j = [nj , θ∂μθ†], (24)
which follows from the definition nj = θλj θ†.
We can now consider the Wilson Line around an infinitesimal plaquette p, which for a 
smooth uˆ field gives
W [p, Uˆ ] = Uˆx,μUˆx+δσ μˆ,νUˆ†x+δσ νˆ,μUˆ†x,ν = eiFˆμν , (25)
which leads to
W [p, θ†Uˆθ] = eiλj (∂μuˆjν−∂ν uˆjμ), (26)
and building the integral over the surface bounded by Cs from the product of integrals over these 
small plaquettes, using that the exponent is Abelian, gives Eqs. (19) and (20).
Proof that the definitions of Fˆ given in Eqs. (18) and (23) are equivalent is given in Ap-
pendix A, along with a proof that the definition of Aˆσ in Eq. (22) is equivalent to that given in 
Eq. (16).
Finally, as alluded to earlier, we note that Fˆμν[Aˆ] can be written in the forms
Fˆμν[Aˆ] = 12n
j (∂μ trnjAν − ∂ν trnjAμ)− i2g n
j tr(nj [θ∂μθ†, θ∂νθ†]) (27)
= 1
2
nj (∂μ trnjAν − ∂ν trnjAμ)+ i8g n
j tr(nj [∂μnk, ∂νnk]), (28)
as is proved in Appendix A, Eqs. (125) and (127). These functions solely depend on n, and θ
only indirectly through n, and since n is independent of χ and Fˆ is the physical observable we 
want to study, we conclude that the choice of χ will not affect any of the physical observables 
we need.
Eq. (19) is only valid if uˆ is differentiable. Eq. (19) is also similar to what we see in QED, 
which is, of course, not confining. In analogy to QED, we may expect the contribution of those 
portions of space time where uˆ is continuous to have little contribution to the string tension. 
However, we must also add to this equation the effects of discontinuities in uˆ. We do so by 
only extending the area integral over those areas where uˆ is continuous, and add additional line 
integrals around the areas where it is discontinuous. The linear string tension will, at least in part, 
arise from these discontinuities. Since uˆj is built from the gauge field, and we are working on a 
gauge where this is assumed to be differentiable, and θ , we must therefore consider whether θ is 
differentiable.
3. Differentiation of eigenvectors
3.1. SU(2)
We wish to investigate how θ varies over space, which requires evaluating the derivative of 
the eigenvectors of the Wilson Loop operator. Suppose that an operator M has two eigenvectors 
(which is the case for SU(2)), ψ1 and ψ2, with eigenvalues λ1 and λ2 and after a small change in 
M → M + δM , the eigenvectors change to ψ ′1 and ψ ′2, with eigenvalues λ1 + δλ1 and λ2 + δλ2. 
For normal M (so that the eigenvectors are orthogonal, left and right eigenvectors the same, and 
δM is (anti-)Hermitian or an anti-Hermitian matrix multiplied by M if M is unitary), we may 
parametrise the new eigenvectors as
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ψ ′2 = ψ2 cos(β)−ψ1eiγ sinβ, (29)
and the eigenvalue equations read
Mψ1 = λ1ψ1
Mψ2 = λ2ψ2
(M + δM)(ψ1 cos(β)+ψ2eiγ sinβ) = (λ1 + δλ1)(ψ1 cos(β)+ψ2eiγ sinβ)
(M + δM)(ψ2 cos(β)−ψ1eiγ sinβ) = (λ2 + δλ2)(ψ2 cos(β)−ψ1eiγ sinβ), (30)
which, after applying ψ†1 and ψ
†
2 to these equations gives
δλ1 = ψ†1 δMψ1 +ψ†1 δMψ2eiγ tanβ
δλ2 = ψ†2 δMψ2 −ψ†2 δMψ1eiγ tanβ
tan 2β = 2
√
ψ
†
2 δMψ1ψ
†
1 δMψ2
λ1 − λ2 +ψ†1 δMψ1 −ψ†2 δMψ2
eiγ =
√√√√ψ†2 δMψ1
ψ
†
1 δMψ2
. (31)
At |λ1 − λ2|  |ψ†1 δMψ1 − ψ†2 δMψ2|, this agrees with the result from first order perturbation 
theory [24]
δψi = ψ ′i −ψi = (1 −ψiψ†i )
1
M − λδMψi. (32)
In this case, the change in the eigenvector is proportional to δM . However, if the eigenvalues are 
near-degenerate (i.e. the difference between them is of O(‖δM‖)), then β may be large even as 
δM → 0, and the eigenvectors would evolve discontinuously.
As we will be interested in the spatial derivatives of the eigenvectors of the closed Wilson 
Loop, I will set M to be the Wilson Loop operator W [Crs ], and consider the derivatives in two 
directions, one parallel to the Wilson Line, and one perpendicular to it in the plane of the Wilson 
Loop. Any small shift in location in an arbitrary direction can be constructed in terms of a shift 
parallel to the Wilson Loop followed by a shift perpendicular to the Wilson Loop. r is an index 
denoting the size of the Wilson Loop; an increase in r means that we move to the next of the 
nested Wilson Loops used to define θ , so both the spatial and temporal extents of the curve Crs
would increase by a small amount 2δr . For an R × T planar Wilson Loop with T > R we have 
r = R/2. We investigate the change of the Wilson Loop both when we have a small shift along 
the curve, s → s + δσ , and a small shift perpendicular to the curve, r → r + δr .
Firstly, there will clearly be discontinuities in θ when the gauge field is discontinuous, but as 
we require a continuous gauge field for the decomposition to be valid we neglect this case. We 
wish to consider if there can be discontinuities in the eigenvectors of the Wilson Line even for a 
continuous gauge field.
In the direction parallel to the line, we have
W [Cr ] = U†W [Cr ]Us, (33)s+δσ s s
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δW [Crs ] = −igδσ (ArsW [Crs ] −W [Crs ]Ars). (34)
This gives (if the eigenvalues of the Wilson Loop are not degenerate)
tan 2βrs =
2δσg
√
−ψ†2 (ArsW [Crs ] −W [Crs ]Ars )ψ1ψ†1 (ArsW [Crs ] −W [Crs ]Ars )ψ2
λ1 − λ2 − igδσψ†1 (ArsW [Crs ] −W [Crs ]Ars )ψ1 +ψ†2 (ArsW [Crs ] −W [Crs ]Ars )ψ2igδσ
=
2δσg
√
(λ1 − λ2)2ψ†2 (Ars )ψ1ψ†1Arsψ2
λ1 − λ2
= sign(λ1 − λ2)δσg
√
tr[(T 1 + iT 2)θ†Arsθ ] tr[(T 1 − iT 2)θ†Arsθ ].
e2iγ
r
s = tr[(T
1 + iT 2)θ†Arsθ ]
tr[(T 1 − iT 2)θ†Arsθ ]
(35)
β is proportional to δσ , so, baring changes in the phase, the eigenvectors evolve smoothly around 
the Wilson Line.
Considering changes perpendicular to the Wilson Line, we have
W [Cr+δrs ] = igδσδr
∑
m
Urs U
r
s+δσ . . . ∂r (Urs+δσ )(Urs+mδσ )† . . . (Urs+δσ )†(Urs )†W [Crs ]
+W [Crs ], (36)
which gives, since λ1λ2 = 1 for W ∈ SU(2),
tan 2βr = 2 δσδrg
√∑
s′,s′′ e
−2i ∫ s′′s′ ds′′′u3s′′′ tr[(T 1 + iT 2)θ†
s′∂rAs′θs′ ] tr[(T 1 − iT 2)θ†s′′∂rAs′′θs′′ ]
λ1 − λ2 + igδσδr
∑
s′ tr(T3θ
r
s′
†∂rArs′W
s′,r
L
θr
s′)
e2iγ
r,s =
∑
s′ δσδre
−2i ∫ s′s ds′′′u3s′′′ tr[(T 1 + iT 2)θ†
s′∂rAs′θs′ ]∑
s′ δσδre
2i
∫ s′
s ds
′′′u3
s′′′ tr[(T 1 − iT 2)θ†
s′∂rAs′θs′ ]
(37)
We see that, expect when the eigenvalues are near degenerate, β will be proportional to δr – 
though not δσ as 
∑
s,s′′ δσ
2 . . . ∼ O(1). This means that the θ field is discontinuous when the 
Wilson Loop has degenerate eigenvalues – and we shall investigate the consequences of this later. 
For now, we just consider the other situations with infinitesimal β , and ask if it is possible that 
there can be a large change in θ without a large change in β . We obtain
θr+δrs → θrs B
B =
(
cosβr − sinβre−iγ r,s
sinβreiγ r,s cosβr
)
eiδλ
3
, (38)
where the phase δ is chosen so that whatever fixing condition we have chosen is satisfied. We 
denote Brs as the appropriate transformation when performing a small translation in the direction 
of increasing s and Bs,r when translating in the direction of increasing r . In Section 5, we shall 
use these relations in our discussion of string breaking.
There is one further discontinuity as we evolve θ over s and r . We may parametrise θ as
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(
cosa i sinaeic
i sinae−ic cosa
)(
eid 0
0 e−id
)
, (39)
with 0 ≤ a ≤ π/2, c ∈R and d ∈R. Note that the parameters a, c and d are not gauge invariant, 
so this parametrisation is only defined after we have fixed to a suitable gauge. The phase d makes 
no physical contribution, and should be fixed by some suitable condition, but for completeness we 
still give it explicitly. We perform a small translation in either the r or s direction, and obtain θ ′
which is parametrised by a′, c′ and d ′:
θ ′ =
(
cosa cosβeid + i sina sinβei(c+γ−d) − cosa sinβei(d−γ ) + i sina cosβei(c−d)
cosa sinβe−i(d−γ ) + i sina cosβe−i(c−d) cosa cosβe−id − i sina sinβe−i(c+γ−d)
)
eiδλ
3
, (40)
which allows us to read off the new parameters a′, c′ and d ′,
cosa′ =
√
cos2 a cos2 β + sin2 a sin2 β − 2 cosa cosβ sina sinβ sin(c + γ − 2d)
tan(d ′ − d − δ) = sina sinβ cos(c + γ − 2d)
cosa cosβ − sina sinβ sin(c + γ − 2d)
tan(c′ + d − d ′ + δ) = cosa sinβ cos(2d − γ )+ sina cosβ sin(c)− cosa sinβ sin(2d − γ )+ sina cosβ cos(c) . (41)
It is clear that when cosa and sina  β , we have a′ = a + O(β), c′ = c + O(β) and d ′ = d +
O(β), which means that θ is differentiable with respect to the spatial coordinates at least once. 
However, if a ∼ π/2 we have d ′ = c+ γ − d + δ + (ν + 12 )π and c′ = 2c− 2d + γ + (ν + 12 )π , 
where ν is an integer, and, at a ∼ 0, c′ ∼ 2d −γ + (ν + 12 )π . At both a ∼ 0 (where θ is diagonal) 
and a ∼ π/2 (where θ is off-diagonal), the parameters which describe θ are discontinuous even 
when β is small. a itself, however, remains continuous and the eigenvalues of θ are dependent 
only on a once we fix the phase d . δ can be chosen according to our rule for fixing the U(1)
phase d . For example, if we enforce d = d ′ = 0, then δ = − arctan
(
sin a sin β cos(c+γ )
cos a cos β−sin a sin β sin(c+γ )
)
.
This discontinuity of θ may be in principle be at a single point, or there may lines in the 
surface spanned by r and s where these discontinuities occur (if they occur), and these lines will 
either be open, form closed loops or will be infinite in extent. If they are lines, then we require 
that a′ = a = π/2 (for example), which means that θ will be unchanged as we make a small 
displacement in space in some arbitrary direction. If θ is unchanged, then the Wilson Loop must 
also be unchanged as we move across space time. However, baring a remarkable gauge field 
configuration, it is unlikely that this will occur for any more than an infinitesimal distance. We 
may as well then neglect the possibility that these discontinuities are in lines, and focus on the 
case that they are at isolated points.
3.2. SU(3)
In SU(3), we introduce the following operators which form a complete basis of the Hermitian 
traceless generators of SU(3)
φ1 =
⎛
⎝ 0 eic1 0e−ic1 0 0
0 0 0
⎞
⎠ φ¯1 =
⎛
⎝ 0 ieic1 0−ie−ic1 0 0
0 0 0
⎞
⎠
φ2 =
⎛
⎝ 0 0 eic20 0 0
−ic2
⎞
⎠ φ¯2 =
⎛
⎝ 0 0 ieic20 0 0
−ic2
⎞
⎠e 0 0 −ie 0 0
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⎛
⎝0 0 00 0 eic3
0 e−ic3 0
⎞
⎠ φ¯3 =
⎛
⎝0 0 00 0 ieic3
0 −ie−ic3 0
⎞
⎠
λ3 =
(1 0 0
0 −1 0
0 0 0
)
λ8 = 1√
3
(1 0 0
0 1 0
0 0 −2
)
. (42)
Any SU(3) matrix, θ , can then be parametrised in terms of the eight quantities a1, a2, a3, c1, c2, 
c3, d3 and d8 as
θ = eia3φ3eia2φ2eia1φ1eid3λ3eid8λ8 . (43)
As in SU(2), these parameters are not gauge invariant.
Multiplying out the various components of θ gives
θ =
⎛
⎝ θ11 θ12 θ13θ21 θ22 θ23
θ31 θ32 θ33
⎞
⎠
⎛
⎜⎜⎝
e
id3+i d8√3 0 0
0 ei
d8√
3
−id3 0
0 0 e−i
2d8√
3
⎞
⎟⎟⎠ , (44)
with
θ11 = cosa2 cosa1
θ12 = i cosa2 sina1eic1
θ13 = i sina2eic2
θ21 = − cosa1 sina3 sina2ei(c3−c2) + i cosa3 sina1e−ic1
θ22 = cosa3 cosa1 − i sina1 sina2 sina3ei(c1+c3−c2)
θ23 = i sina3 cosa2eic3
θ31 = i cosa3 cosa1 sina2e−ic2 − sina3 sina1e−i(c1+c3)
θ32 = i sina3 cosa1e−ic3 − cosa3 sina1 sina2ei(c1−c2)
θ33 = cosa3 cosa2 (45)
Note that d3 and d8 can easily be constructed from the phase of the 11 and 33 components 
of θ , c2 and a2 from the 13 component once the phase has been removed, and a3 and c3 and a1
and c1 from the 23 and 12 components of θ . We can again construct the differential of θ with 
respect to a coordinate by multiplying θ by a matrix B constructed in the same parametrisation 
as θ :
B =
⎛
⎝β11 β12 β13β21 β22 β23
β31 β32 β33
⎞
⎠
⎛
⎜⎜⎝
e
iδ3+i δ8√3 0 0
0 ei
δ8√
3
−iδ3 0
0 0 e−i
2δ8√
3
⎞
⎟⎟⎠ , (46)
with βij taken from Eq. (45) but with the substitution θij → βij , ai → βi , ci → γi .
Again, except in the neighbourhood of degenerate eigenvalues of the Wilson Loop, β will be 
infinitesimal and we can neglect terms of O(β2) and higher. With the shifted θ ′ = θB , we have
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(
cosa1 cosa2e
i(
d8√
3
+d3) − β1 cosa2 sina1ei(c1−γ1+
d8√
3
−d3)−
β2 sina2e
i(c2−γ2− 2d8√3 )
)
e
iδ3+i δ8√3
θ ′12 =
(
i cosa1 cosa2β1e
i(γ1+ d8√3 +d3) + i cosa2 sina1ei(c1+
d8√
3
−d3)−
β3 sina2e
i(c2−γ3− 2d8√3 )
)
e
i
δ8√
3
−iδ3
θ ′13 =
(
i cosa1 cosa2β2e
i(γ2+ d8√3 +d3) − β3 cosa2 sina1ei(c1+γ3+
d8√
3
−d3) +
i sina2e
i(c2− 2d8√3 )
)
e
−2i δ8√
3
θ ′23 =
(
iβ2e
i(γ2+ d8√3 +d3)(i cosa3 sina1e−ic1 − cosa1 sina3 sina2ei(c3−c2))+
iβ3e
i(γ3+ d8√3 −d3)(cosa3 cosa1 − i sina1 sina2 sina3ei(c1+c3−c2))+
i sina3 cosa2e
i(c3
2d8√
3
)
)
e
−2i δ8√
3
θ ′33 =
(
iβ2e
i(γ2+ d8√3 +d3)(i cosa3 cosa1 sina2e−ic2 − sina3 sina1e−i(c3+c1))+
iβ3e
i(γ3+ d8√3 −d3)(i sina3 cosa1e−ic3 − sina1 sina2 cosa3ei(c1−c2))+
cosa3 cosa2e
−i 2d8√
3
)
e
−2i δ8√
3 , (47)
where, for the d = 0 fixing condition, δ is tuned to ensure that θ ′11 and θ ′33 are real. Once again, 
we see that ai , ci and di will be differentiable at least once where β is continuous except where 
either a1 = π/2, a2 = π/2, a3 = π/2, a1 = 0, a2 = 0, or a3 = 0, where the parameters ci are 
discontinuous (possibly because the δ required to fix d is not infinitesimal).
4. Topological solutions
4.1. SU(2)
Now suppose that uˆj contains a non-analyticity. We integrate the field around a loop C˜
parametrised by σ˜ surrounding the discontinuity, bounding the surface integral by an additional 
line integral 
∮
C˜
dσ˜ uˆ
j
σ˜
, far enough away from the discontinuity that uˆj
σ˜
is analytic along C˜. We 
define {C˜n} as the set of curves surrounding all these discontinuities, and ˜ the area bound within 
these curves. We can write
eiλ
j δσ˜ uˆ
j
μ,x = θ†x Xˆ†μ,xθxθ†xUμ,xθx+δσ˜ , (48)
and since uˆ is continuous on C˜, after fixing the gauge we can expand U = 1 − i 12gδσ˜Aaλa
and θ†x θx+δσ˜ = 1 + δσ˜ θ†∂σ˜ θ . We define X0 ≡ 12θ†(X + X†)θ . For example, in SU(2) we may 
parametrise Xˆ as
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(
cosx i sinxeiy
i sinxe−iy cosx
)(
eiw 0
0 e−iw
)
, (49)
then Xˆ + Xˆ† = 2 cosx coswI = 2X0, where I is the identity operator (this expression will obvi-
ously not be exact in higher gauge groups). If everything is analytic along C˜s , and we consider 
infinitesimal displacements, we expect Xˆ and Uˆ to be close to the identity operator, and x and w
will both be O(δσ). X0 is thus I +O(δσ 2).
This gives
iδσ˜ uˆ
j
μ,x = 1tr(λj )2 Im
(
tr
[
λj θ†x Xˆ
†
μ,xθxθ
†
xUμ,xθx+δσ˜ μˆ
])
= 1
2 tr(λj )2
tr[λj θ†x (Xˆ† − Xˆ)θx −
1
2
iλj δσ˜ θ†x (Xˆ
† + Xˆ)gAaμ,xλaθx +
λj θ†x (Xˆ
† + Xˆ)θxδσ˜ θ†x ∂σ˜ θ ]. (50)
Using (11) the first term in Eq. (50) gives zero, while the second term will not contribute to 
an integral around C˜ if U and X0 are continuous and the area of the loop is small enough. We 
therefore concentrate on the contribution from the final term. Eq. (20) is then replaced by
θ†s W [Cs]θs = e
iλj
[∫
(x∈)∩(x /∈˜) dμνFˆ
j
μν+∑n ∮C˜n dσ˜ 1tr(λj )2 tr[λjX0θ†∂σ˜ θ ]
]
, (51)
where d is an element of area.
In SU(2), after fixing to a suitable gauge (where the gauge field U is smooth), we parametrise 
θ as in Eq. (39),
θ = (cosa + i sinaφ)eid3λ3 φ =
(
0 eic
e−ic 0
)
φ¯ =
(
0 ieic
−ie−ic 0
)
λ3 =
(
1 0
0 −1
)
, (52)
with c ∈ R, 0 ≤ a ≤ π/2 and d3 determined by the fixing condition. As this contains the eigen-
vectors of W [Cs], it is differentiable except where W [Cs] has degenerate eigenvalues and those 
locations where a = 0 or a ≈ π/2, where c is ill-defined. The parameter c may wind itself around 
those points where a = π/2 or a = 0. We may parametrise the plane of the Wilson Loop in polar 
coordinates (r, φ), with the origin at the location where a = π/2 or a = 0. The continuity of θ
away from r = 0 implies that at infinitesimal but non-zero r , c(r, φ = 0) = c(r, φ = 2π) + 2πνn
for integer winding number νn, and if c is ill defined at r = 0 then we may find that νn = 0.
It is straightforward to calculate
θ†∂σ θ = e−id3λ3
[
i∂σ aφ + iλ3∂σ d3 + i sina cosaφ¯∂σ c − i sin2 a∂σ cλ3
]
eid3λ
3
. (53)
We integrate around a curve at fixed a, and we may choose a fixing condition which keeps d
constant. This leads to
θ†s W [Cs]θs = eiλ
3
[∫
(x∈)∩(x /∈˜) dμνFˆ
j
μν−∑n ∮C˜n dσ˜ sin2 a∂σ c 12 tr[X0n]]
= eiλ3
[∫
(x∈)∩(x /∈˜) dμνFˆ
j
μν−∑n 2π sin2 aνnλ3], (54)
where the last equality is only valid if X0 is close to the identity operator, as we expect. In SU(2)
(but not higher gauge groups, where the expression depends on more parameters) we discover 
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θ
†
s W [Cs]θs ∼ e2πiνλ3 for integer ν, which cannot contribute. However, if we integrate at a larger 
radius, where a has fallen to some average background value a0, we do see a contribution to the 
Wilson Loop from the discontinuity, proportional to 2πνn sin2 a0, and we may still find a large 
contribution to the string tension. The structure in the field is extended over a small region of 
space rather than being a δ-function spike. This conclusion may also be reached by considering 
gauge invariance: while Fˆ is gauge invariant, θ is not and therefore the precise location of the 
discontinuity in θ will depend on the gauge (although it should not depend too strongly on the 
gauge). The peak in Fˆ cannot therefore be precisely at the discontinuity in θ in every gauge, so it 
cannot be a δ-function peak around that centre. We shall discuss gauge invariance in more detail 
in Section 4.4.
We will refer these objects in the field strength as CDG merinthons. They are topological 
objects in the homotopy group π1 (distinct from monopoles which have the homotopy group π2, 
and instantons which are of the group π3). They can be identified by a large value of Fˆ , a = π/2
or a = 0, and a non-zero winding of the parameter c around the merinthon.
It is also important to note that the merinthons at a = 0 and a = π/2 with the same winding 
contribute with opposite signs. If we compare the results for the integrals of the restricted po-
tential around fixed curves at a = δ and a = π/2 − δ, for some small δ, we find that the term 
proportional to the winding number gives∮
a=δ
gAˆμd = λ3 sin2 δ2πν + . . . = λ3δ22πν + . . .
∮
a=π/2−δ
gAˆμdxμ = λ3 sin2(π/2 − δ)2πν + . . . = λ3(1 − δ2)2πν + . . . (55)
When this is multiplied by i and exponentiated, ei2πν = 1 can’t contribute to the Wilson Loop, 
so we can neglect this part of the expression and write,∮
a=π/2−δ
gAˆμdxμ = −λ3δ22πν + . . . (56)
Thus with the same winding number, the two topological objects contribute with opposite signs 
to the Wilson Loop. This is important as we consider how the merinthons with positive and 
negative winding numbers can be distributed across the lattice (see Fig. 1). Assuming that c is 
continuous apart from at the merinthons, then we must have a positive winding number object 
next to a negative winding number object. Thus two a = π/2 objects next to each other (with 
opposite winding numbers) will give contributions to the Wilson Loop which approximately 
cancel (ultimately leading to a total contribution proportional to the square root of the number 
of objects, i.e. a perimeter law scaling for the Wilson Loop), and the same can be said for two 
a = 0 objects neighbouring each other. However, if we have a a = π/2 merinthon with positive 
winding number situated as a spatial neighbour to an a = 0 merinthon with negative winding 
number, then the contributions of the two objects would be additive (ultimately leading to a total 
contribution proportional to the number of objects, i.e. an area law scaling).3
3 An alternative, which we don’t consider in this discussion, as that there is another type of topological object, such as 
a monopole, neighbouring the merinthon.
80 N. Cundy et al. / Nuclear Physics B 895 (2015) 64–131Fig. 1. An Illustration of how topological objects can be distributed across a plane. The cross indicates the centre of the 
topological object. The circles and arrows indicate the winding of the parameter c around each topological object. In this 
simplified picture, it is clear that if c is continuous outside the topological object, the arrows of neighbouring objects 
must point in the same direction at the point of contact between them. In this simple picture, each object of positive 
winding number (clockwise arrows) must have objects with negative winding number neighbouring to it. While this can 
be avoided by having the direction of flow of c doubling back on itself, such a scenario would require that the flow 
should be three times as large on another part of the circle, meaning that the problem is not eliminated but just transferred 
elsewhere.
The total Wilson Loop will be the product of a boundary term and contributions from all 
the merinthons contained within the planar Wilson Loop. As we can expect the number of 
merinthons to be proportional to the area of the loop, this leads to an area law scaling for the 
Wilson Loop and a linear string tension.
4.2. SU3
The SU(3) system is considerably more cumbersome than the SU(2) theory. We start by 
constructing the operators n3 = θλ3θ†, n8 = θλ8θ† and θ†∂μθ , where we parametrise θ =
eia3φ3eia2φ2eia1φ1eid3λ
3+id8λ8
. We find that
θ†∂μθ = S1μ + S2μ + S3μ + S4μ (57)
S1μ = e−id3λ3−id8λ8∂μeid3λ3+id8λ8 (58)
S2μ = e−id3λ3−id8λ8e−ia1φ1∂μ(eia1φ1)eid3λ3+id8λ8 (59)
S3μ = e−id3λ3−id8λ8e−ia1φ1e−ia2φ2∂μ(eia2φ2)eia1φ1eid3λ3+id8λ8 (60)
S4μ = e−id3λ3−id8λ8e−ia1φ1e−ia2φ2e−ia3φ3∂μ(eia3φ3)eia2φ2eia1φ1eid3λ3+id8λ8 , (61)
where explicit expressions for n3, n8 and S1μ, . . . , S4μ are given in Appendix C.
Close to the merinthon we can write the Abelian decomposition as
Uσ = Xˆσ θσ eiδσλ3uˆ3σ+iδσλ8uˆ8σ θ†σ+δσ , (62)
which gives
eiδσλ
3uˆ3σ+iδσλ8uˆ8σ = θ†σ Xˆ†Uθσ+δσ . (63)
The two components of the field strength will be given by the integral of uˆ3 or uˆ8 around a loop 
surrounding the merinthon at an ai that have fallen to some background level. If the fields Xˆ and 
U are smooth, and with θ differentiable along this path, we have
uˆ3σ = −i 13 2 tr(λ3θ†∂σ θ)tr(λ )
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8θ†∂σ θ) (64)
which implies that (using Eqs. (143)–(147))
uˆ3σ =
(
∂σ d3 − sin2 a1∂σ c1 + sin
2 a2
2
cos(2a1)∂σ c2 +
∂σ c3
sin2 a3
2
(cos(2a2)− 2) cos(2a1)
)
−
(
∂σ c3
sin(2a3)
2
sina2 sin 2a1 sin(c1 + c3 − c2)
)
+
∂σ a3 sina2 sin(2a1) cos(c1 + c3 − c2)
uˆ8σ =
(
∂σ d8 − ∂σ c2
√
3 sin2 a2
2
+ √3∂σ c3 sin
2 a3
2
cos(2a2)
)
. (65)
The components of the field strength tensor are then given by (excluding terms which will not 
contribute either because they are multiples of 2π or zero)
Fˆ 3μνd
μν =
∮
C˜
dσ
(
− sin2 a1∂μc1 + sin
2 a2
2
cos(2a1)∂μc2 +
∂μc3
sin2 a3
2
(cos(2a2)− 2) cos(2a1)−
∂μc2
sin 2a3
2
sina2 sin 2a1 sin(c1 + c3 − c2)
)
Fˆ 8μνd
μν =
∮
C˜
dσ
(
−∂μc2
√
3 sin2 a2
2
+ √3∂μc3 sin
2 a3
2
cos(2a2)
)
, (66)
where d is an element of area which covers the merinthon and C˜ the curve which surrounds 
the merinthon. Only those cis which wind around the merinthon will vary on this infinitesimal 
loop; all the other parameters can be treated as constant. These field strengths are non-zero if 
one of the ci has a non-zero winding number around the merinthon, and they will not always 
be an integer multiple of 2π . In particular, for the terms proportional to ∂μc2 and ∂μc3 we may 
pick infinitesimal loops where the a parameters do not vary significantly. The merinthons thus 
will lead to a non-trivial structure in the restricted field strength, and if the number of merinthons 
within an area is proportional to that area, an area law for the expectation value of the Wilson 
Loop and confinement.
4.3. The electromagnetic field
We saw in Eq. (20) that the field strength can be written as
gFˆ jμν = ∂μuˆjν − ∂νuˆjμ (67)
with (from Eq. (117))
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1
2
tr(nj (gAμ − iθ∂μθ†)). (68)
In [6], the potential is split into two parts AE = tr njAμ and AM = 12g i tr nj θ∂μθ†. The field 
strength,
Fˆ jμν =
1
2
[
∂μ tr(njAν)− ∂ν tr(njAμ)
]
+ i
8g
tr(nj [∂μnk, ∂νnk]), (69)
is often split into two components,4
Eˆjμν =
1
2
[
∂μ tr(njAν)− ∂ν tr(njAμ)
]
Hˆ jμν =
i
8g
tr(nj [∂μnk, ∂νnk]). (70)
The magnetic current kμ can be defined through Maxwell’s equation
1
2
μνρσ ∂νFˆρσ = kμ, (71)
and while 12
μνρσ ∂νEˆρσ = 0, as in electromagnetism, in general 12μνρσ ∂νHˆρσ = 0. This means 
that this field strength, coming from the colour field rather than the gauge field, is associated 
with a magnetic source. Note, however, that it is not in general a pure monopole (except for 
certain specific choices of θ ), since the electric current, defined through ∂μHˆμν = 0. Neither 
Hˆμν nor Eˆμν are by themselves gauge invariant, but only Fˆ = Eˆ + Hˆ . We expect that close to 
the merinthon solutions Fˆ will be dominated by Hˆ since this is the part of Fˆ which is sensitive 
to the winding of c around the centre of the merinthon. In analogy to QED, we shall refer to the 
components of Fˆ (and also Hˆ ) as the electromagnetic fields.
4.3.1. SU(2)
In SU(2), we see that (using Eqs. (53) and (125) and setting d = 0),
Hˆ 3μν = −
i
2g
trλ3
[
∂μaφ + sina cosaφ¯∂μc − sin2 a∂μcλ3, ∂νaφ +
sina cosaφ¯∂νc − sin2 a∂νcλ3
]
= − sin(2a)
g
(∂μa∂νc − ∂μc∂νa). (72)
The Yang–Wu monopole [25–27] is one classic magnetic monopole solution for winding number 
ν = 1. Here we parametrise the coordinates as (with the origin at the location of the monopole)⎛
⎜⎝
t
x
y
z
⎞
⎟⎠= r
⎛
⎜⎜⎝
cosψ3
sinψ3 cosψ2
sinψ3 sinψ2 cosψ1
sinψ3 sinψ2 sinψ1
⎞
⎟⎟⎠ . (73)
4 In the literature, Eˆ is known as ‘electric’ and Hˆ as ‘magnetic’, but we will not be following this terminology but refer 
to the t i components of the fields as electric and the ij components as magnetic, where i and j are spatial directions. 
For a monopole, Hˆ is purely magnetic and the terminology is sensible; however merinthons are not monopoles and will 
usually also carry an electric field.
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the theory. Since we are considering point-like objects, it is most natural to use a spherical polar 
coordinate system. QCD, after averaging over the gauge links, possesses a spherical symmetry, 
which we have broken by inserting the Wilson Loop in the xt plane. However, we should still 
be free to rotate the coordinate axes in the yz plane. This particular parametrisation allows us to 
absorb such rotations into a shift of ψ1. If, however, we parametrised the coordinates differently 
(for example by exchanging t and z in Eq. (73)), a rotation in the yz plane would require some 
non-trivial change of all the angular variables. The only changes we can easily make to the 
coordinate parametrisation are to interchange the t and x axes or rotate in the yz plane (we 
shall only consider rotations of π/2 since we are primarily interested in comparing with a lattice 
theory).
For the Yang–Wu monopole we select the solution with c = ψ1 and a = ψ2/2.5 This leads 
to the solution for the electric and magnetic fields E = 0, B = 12g rsr3s , where rs = (x, y, z); in 
other words the true magnetic analogue of a point like electric charge. Note that there is no 
time dependence in the monopole field strength: these objects will reveal themselves as stings of 
electromagnetic flux extending in the time direction.
The literature concentrates on the possibility of finding these monopoles in the colour field, 
which are then assumed to condense and provide confinement through a dual Meissner effect. 
We will later, therefore, in addition to the merinthon solution suggested above, consider what 
structures may appear in the fields if these Yang–Wu monopoles dominate.
In our case, we have something a little different. We will start by considering the coordinate 
system given in Eq. (73). We consider the objects close to a = π/2 here; the objects at a = 0
can be treated in a similar way. We can then write the variables, at all locations away from the 
singularity, as a = π/2 − G(r, ψ1, ψ2, ψ3) where G is zero at r = 0 and c = R(r, ψ1, ψ2, ψ3); 
and for a winding number one merinthon we require R(ψ3 + 2π) = R(ψ3) + 2π . The functions 
R and G will depend on the gauge, but in a way which allows Fˆ 3 to remain gauge-invariant. This 
gives us
tanψ1 = z
y
tanψ2 =
√
z2 + y2
x
tanψ3 =
√
x2 + y2 + z2
t
r =
√
x2 + y2 + z2 + t2, (74)
and
∂ψ1
∂z
= cosψ1
r sinψ2 sinψ3
= y
z2 + y2
∂ψ1
∂y
= − sinψ1
r sinψ2 sinψ3
= − z
z2 + y2
∂ψ2
∂z
= sinψ1 cosψ2
r sinψ3
= xz√
z2 + y2(x2 + y2 + z2)
∂ψ2
∂y
= cosψ1 cosψ2
r sinψ3
= xy√
z2 + y2(x2 + y2 + z2)
5 Here one would have to choose the coordinates parametrising θ within the ranges 0 < a < π , −π/2 < d < π/2, 
c ∈ R, rather than as we set it out earlier. Note that for this monopole, θ is discontinuous (θ(ψ2 = 2π) = −θ(ψ2 = 0)) 
but n3 remains continuous.
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∂x
= − sinψ2
r sinψ3
= −
√
z2 + y2
x2 + y2 + z2
∂ψ3
∂z
= cosψ3 sinψ2 sinψ1
r
= zt√
x2 + y2 + z2(x2 + y2 + z2 + t2)
∂ψ3
∂y
= cosψ3 sinψ2 cosψ1
r
= yt√
x2 + y2 + z2(x2 + y2 + z2 + t2)
∂ψ3
∂x
= cosψ3 cosψ2
r
= xt√
x2 + y2 + z2(x2 + y2 + z2 + t2)
∂ψ3
∂t
= − sinψ3
r
= −
√
x2 + y2 + z2
(x2 + y2 + z2 + t2) .
The simplest possibility is to set G = G(kr) for some k and R = R(ψ3), neglecting the ψ1 and 
ψ2 dependence. We shall consider a more general solution later. Using Eq. (72), we obtain,
Hˆ 3zt = Eˆ3z =
1
g
sin(2G)R′G′
(
∂r
∂z
∂ψ3
∂t
− ∂r
∂t
∂ψ3
∂z
)
= sin(2G)
r
R′G′
(
− sin2 ψ3 sinψ2 sinψ1 − cos2 ψ3 sinψ2 sinψ1
)
= − sin(2G)
r
R′G′ z√
x2 + y2 + z2 , (75)
where R′ and G′ indicate the first derivative of these functions and E3 is the electric field. Simi-
larly,
Hˆ 3yt = Eˆ3y = −
1
g
sin(2G)
r
R′G′ y√
x2 + y2 + z2
Hˆ 3xt = Eˆ3x = −
1
g
sin(2G)
r
R′G′ x√
x2 + y2 + z2 . (76)
For the magnetic field B3 we find,
Hˆ 3zy = −Bˆ3x =
1
g
sin 2GG′R′
(
z
r
∂ψ3
∂y
− y
r
∂ψ3
∂z
)
= − 1
g
sin 2G
r
G′R′
(
sinψ3 cosψ3 sin2 ψ2 sinψ1 cosψ1
− sinψ3 cosψ3 sin2 ψ2 sinψ1 cosψ1
)
= 0
Hˆ 3xz = −Bˆ3y = 0
Hˆ 3yx = −Bˆ3z = 0. (77)
Here, the merinthon generates a pure electric field. This is, of course, not the only way we can 
parametrise the coordinates. For example, we could have chosen the coordinate system⎛
⎜⎝
z
y
t
x
⎞
⎟⎠= r
⎛
⎜⎜⎝
sinψ3 sinψ2 sinψ1
sinψ3 sinψ2 cosψ1
sinψ3 cosψ2
⎞
⎟⎟⎠ , (78)cosψ3
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Hˆ 3xt = Eˆ3x =
1
g
sin(2G)
r
R′G′ t√
t2 + y2 + z2
Hˆ 3yx = −Bˆ3z = −
1
g
sin(2G)
r
R′G′ y√
z2 + y2 + t2
Hˆ 3zx = Bˆ3y = −
1
g
sin(2G)
r
R′G′ z√
z2 + y2 + t2 , (79)
with the other components of Hˆ 3 zero. We could also use any other rotation of the coordinates 
consistent with the space time symmetries.
For a general function G(r, ψ1, ψ2, ψ3) and R(ψ1, ψ2, ψ3) (neglecting any radial dependence 
of c, which may in practice only be valid for small enough distances and certain choices of 
gauge), with ∂i ≡ ∂/∂ψi and r2yz = y2 + z2 and r2xyz = x2 + y2 + z2, we find for the parametri-
sation (73)
Hˆ 3zt = −
1
g
sin 2G
(
∂rG∂3R
z
rrxyz
− (∂1G∂3R − ∂3G∂1R)yrxyz
r2r2yz
−
(∂2G∂3R − ∂3G∂2R) zx
ryzrxyzr2
+ ∂1R∂rG ty
rr2yz
+ ∂rG∂2R zxt
ryzr2zyxr
)
Hˆ 3yt = −
1
g
sin 2G
(
∂rG∂3R
y
rxyzr
+ ∂rG∂2R xyt
ryzr2zyxr
− ∂rG∂1R zt
rr2yz
+
(∂1R∂3G− ∂1G∂3R)zrxyz
r2r2yz
+ (∂2G∂3R − ∂2R∂3G) xy
r2rxyzryz
)
Hˆ 3xt = −
1
g
sin 2G
(
∂rG∂3R
x
rrxyz
− ∂2G∂3R ryz
r2rxyz
− ∂rG∂2R tryz
rr2zyx
+ ∂3G∂2R ryz
r2rxyz
)
Hˆ 3zy =
1
g
sin 2G
(
− ∂rG∂1R 1
r
+ (∂1G∂2R − ∂2G∂1R) x
ryzr2zyx
+
(∂1G∂3R − ∂3G∂1R) t
rxyzr2
)
Hˆ 3zx =
1
g
sin 2G
(
− ∂rG∂1R xy
rr2yz
− ∂rG∂2R z
rryz
+ (∂2G∂1R − ∂1G∂2R) y
ryzr2xyz
+
(∂1G∂3R − ∂3G∂1R) yxt
r2rxyzr2yz
+ (∂2G∂3R − ∂3G∂2R) zt
r2rxyzryz
)
Hˆ 3yx =
1
g
sin 2G
(
∂rG∂1R
xz
rr2yz
− ∂rG∂2R y
rryz
+ (∂1G∂2R − ∂1R∂2G) z
ryzr2zyx
+
(∂3G∂1R − ∂1G∂3R) zxt
r2r2yzrxyz
)
(80)
We must also consider every permutation and rotation of the coordinates to obtain other possible 
solutions.
At small r , each of these terms gives a finite and non-zero result if the derivatives of G and 
R are non-zero and both G and ∂ψ G are proportional to r . Our ultimate goal is to measure the i
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how the fields behave at large and intermediate distances. This is complicated by the unknown 
functions G and R (which are also not gauge invariant and therefore uniquely defined). We 
require that at least one of the ∂ψiR = 0 (and, in practice, on average take an integer value). We 
can, however, study the explicit coordinate dependence within Eq. (80) for G ∼ r (obviously 
this is in practice only an approximation, as we only consider part of the expression for the 
field strength, but nonetheless we may expect these features to be visible to a certain extent). 
We can see three types of behaviour at large distance. Firstly, there are terms such as (∂1G∂2R−
∂2R∂1G)
z
ryzr2xyz
(taken from Hˆ 3yx) which fall away at least as 1/zi for large spatial distances, while 
increasing at large t if ∂iG is linear in r – we find a possible solution where the field grows with 
distance, although we may hope that these are excluded in practice. Secondly, we have terms 
which form a line of large electromagnetic field in one of the directions, for example in Hˆ 3xz we 
find the term
1
g
sin 2G∂rG∂1R
xy
rr2yz
≤ 1
g
∂rG∂1R
xy
rr2yz
, (81)
and the maxima of this function fall off at large distances from the origin as 1/z3, 1/y2 and 1/t
but remain roughly independent of x. This will correspond to a line of large magnetic field (which 
may be broken or change sign) in the x-direction, and we will label it as a μ-string, where μ
indicates the direction (in practice, the line of field strength will only have a finite extent because 
of the G and R dependence). We do not mean anything by this terminology beyond that the large 
field may extend in the μ-direction and falls of rapidly in the other directions. We require that 
the leading order r dependence in G should be linear if we wish to avoid zero or infinite field 
strengths at r = 0. Alternatively, by permuting the coordinates, we also find these strings may 
exist in the other electromagnetic fields. Finally, we have what we will label as points where 
the electromagnetic flux falls as at least 1/r in each direction at large distances, r  1/k, for 
example the term sin 2G∂rG∂1R 1r in Hˆ
3
yz.
We will concentrate on solutions with ∂1R = 0 and ∂2R = 0. Our reason for doing so is that 
we expect the discontinuity to occur in a point; thus there is no obvious reason why the objects 
should wind around this discontinuity in the yz plane and not the xt plane; if the origin is at 
the discontinuity and c proportional to the angle we might expect c(−δxμ) = c(δxμ) + π , and 
only setting c = ψ3 accomplishes this. If there is no winding number related to variations in 
ψ1 and ψ2, then we might expect any fluctuations in the fields in these directions to cancel 
out as we integrate around a loop surrounding the discontinuity. Also, only winding in the xt
plane can contribute to confinement. In our numerical simulations, we only use Wilson Loops 
in the xt-plane, so we restrict ourselves to these loops here. This means that we should expect 
a symmetry between the structures in the x and t components of the electro-magnetic field, and 
also between the y and z components of the field, but not necessarily between (for example) the 
x and y components. This all suggests that it is safe to neglect this angular dependence in R. 
With this simplification, we obtain,
Hˆ 3zt = Eˆ3z = −
1
g
sin 2G
(
∂rG∂3R
z
rrxyz︸ ︷︷ ︸
point
− ∂1G∂3Ryrxyz
r2r2yz︸ ︷︷ ︸− ∂2G∂3R
zx
ryzrxyzr2︸ ︷︷ ︸
point
)
x-string
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Some possible configurations of the restricted electromagnetic fields; every time we specify a string there may also 
additionally be points. This table lists the fields which could in principle be present; it is not necessary that each of them 
would be visible for a given merinthonin practice.
Parametrisation Eˆjx Eˆ
j
y Eˆ
j
z Bˆ
j
x Bˆ
j
y Bˆ
j
z
Eq. (73) point x-string x-string t-string t-string t-string
t ↔ x point x-string x-string x-string t-string t-string
y ↔ z point x-string x-string t-string t-string t-string
t ↔ x,y ↔ z point x-string x-string x-string t-string t-string
Hˆ 3yt = Eˆ3y = −
1
g
sin 2G
(
∂rG∂3R
y
rxyzr︸ ︷︷ ︸
point
− ∂1G∂3R zrxyz
r2r2yz︸ ︷︷ ︸
x-string
+ ∂2G∂3R xy
r2rxyzryz︸ ︷︷ ︸
point
)
Hˆ 3xt = Eˆ3x = −
1
g
sin 2G
(
∂rG∂3R
x
rrxyz︸ ︷︷ ︸
point
− ∂2G∂3R ryz
r2rxyz︸ ︷︷ ︸
point
)
Hˆ 3zy = Bˆ3x =
1
g
sin 2G
(
∂1G∂3R
t
rxyzr2︸ ︷︷ ︸
t-string
)
Hˆ 3zx = Bˆ3y =
1
g
sin 2G
(
∂1G∂3R
yxt
r2rxyzr2yz︸ ︷︷ ︸
t-string
+ ∂2G∂3R zt
r2rxyzryz︸ ︷︷ ︸
t-string
)
Hˆ 3yx = Bˆ3z = −
1
g
sin 2G
(
∂1G∂3R
zxt
r2r2yzrxyz︸ ︷︷ ︸
t-string
)
. (82)
In this parametrisation of the coordinates, the electromagnetic fields will therefore appear either 
as points (not necessarily spherically symmetric, but falling in every direction) or strings in either 
the x or t direction. We also consider the three other parametrisations of the coordinates which 
arise from the exchanges x ↔ t and y ↔ z. We summarise the results in Table 1. With these 
choices of coordinate parametrisations, we see that Eˆx will only have points, Eˆy and Ez strings 
along the x axis, Bˆx may have a string along the x or t axis, while Bˆy and Bˆz strings along the 
time axis. Of course, in practice this picture will be obscured by fluctuations in the fields and 
effects from the unknown functions G and R; we also cannot say how long the strings will be. 
It also depends on that G has some angular dependence, and in particular has some variation in 
the yz plane (as parametrised by the angle ψ1). Equally, the strings depend on different angular 
differentials of G; if G has no angular dependence they will not be present, and if it depends 
on ψ2 but not on ψ1 only some of these strings will appear. We will search for these patterns of 
electromagnetic fields in lattice QCD in Section 6.4.
We can also consider the patterns we can expect from the Wang–Yu monopole and other 
solutions for the fields. We have already seen that the monopole solution with the coordinate 
parametrisation given in Eq. (73) gives t-strings in the magnetic field; we may also study the other 
options when we permute the coordinates. Additionally, we list a few similar simple alternative 
forms for the functions R and G. These are summarised in Table 2. It should be observed that if 
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Some possible configurations of the restricted electromagnetic fields for the parametrisations a = ψ2/2, c = ψ1 (includ-
ing the Wang–Yu monopole) (top); a = ψ3/2; c = ψ2 (second top); a = ψ3/2; c = ψ1 (second bottom); G = kr; c = ψ2
(bottom).
Parametrisation Eˆjx Eˆ
j
y Eˆ
j
z Bˆ
j
x Bˆ
j
y Bˆ
j
z
Eq. (73) 0 0 0 t-string t-string t-string
t ↔ x 0 x-string x-string x-string 0 0
y ↔ z 0 0 0 t-string t-string t-string
t ↔ x,y ↔ z 0 x-string x-string x-string 0 0
Eq. (73) point point point 0 point 0
t ↔ x point 0 point 0 point point
y ↔ z point point point 0 0 point
t ↔ x,y ↔ z point point 0 0 point point
Eq. (73) 0 point point point point point
t ↔ x 0 point point point point point
y ↔ z 0 point point point point point
t ↔ x,y ↔ z 0 point point point point point
Eq. (73) t-string t-string t-string 0 point point
t ↔ x x-string point point 0 x-string x-string
y ↔ z t-string t-string t-string 0 point point
t ↔ x,y ↔ z x-string point point 0 x-string x-string
a is linked to an angular variable then either Eˆx = 0 or Bˆx = 0; while if c is linked to the angular 
variable ψ2 rather than ψ3 with G ∼ r , then the Electric fields have t-strings and the magnetic 
fields x-strings: the opposite of our expected model in Table 1. We note that a combination of 
a = ψ3/2; c = ψ1 monopoles and a = ψ3/2; c = ψ2 structures may have the same pattern of 
points and strings as the configuration of Table 1; the difference is that there is in this case no 
correlation between the spatial locations of the strings and the points in the Eˆ3x field.
That the structures in the field strength are not point like but contain vortices is important 
because it means that we cannot evade the large field strength by distorting the surface . For 
example, we may create a bump in  to avoid the merinthon and the structure in the Fˆxt field: 
however, this will require integrating over a surface in (for example) the yt plane where Fˆyt is 
large, and the yx plane where Fyx is large. This means that it is not naively ruled out that the 
surface integral bound by the Wilson Loop is not affected by the choice of surface to integrate 
over.
4.3.2. SU(3)
SU(3) gives a similar picture as SU(2); here we only outline the argument about which struc-
tures will emerge in the field strength. The starting point is Eq. (64), and by differentiating this 
we can construct the two field strengths Fˆ 3 and Fˆ 8. For example, we find that
Fˆ 8μν = ∂μuˆ8ν − ∂νuˆ8μ = −
√
3 sin(2a2)(∂μa2∂νc2 − ∂μc2∂νa2)+√
3 cos(2a2) sin(2a3)(∂μa3∂νc3 − ∂μc3∂νa3)+√
3 sin2 a3 sin(2a2)(∂νc3∂μa2 − ∂μc3∂νa2). (83)
The first two terms are similar to the quantities already discussed in SU(2), and the same analysis 
applies. The third term, mixing the differential of c3 with that of a2, is new and we need to 
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terms proportional to the product of the differential of to of the cis, for example ∂μc1∂νc2. We 
therefore expect to see the same structures as in SU(2), plus possibly some additional structures 
from these extra terms. For example, in Fˆ 8it with c3 ∼ ψ3, we find the contribution xi tr2rxyz
∂a2
∂t
−
rxyz
r2
∂a2
∂xi
, while in Fˆ 8ij we find the terms xi tr2rxzy
∂a2
∂xj
− xj t
r2rxzy
∂a2
∂xi
. In general a2, unlike a3, will not 
be at its minimum or maximum value at the merinthon. There is therefore no reason to require 
that ∂a2/∂ψ1,2 will be proportional to r at small r (we can discount the possibility that c2 and c3
both have winding around the same point). We can also neglect terms such as ∂μc1∂νc2 because 
we do not expect both c1 and c2 to wind around the same point. This means that these additional 
objects in the electromagnetic field strength will just be points. The same argument applies to 
all the additional terms in the Fˆ 3μν . Therefore, the electromagnetic structure in SU(3) will be 
the same as in SU(2) but there might be additional point-like structures appearing in all the 
components of the electromagnetic field; this applies equally for both of the electromagnetic 
field tensors, Fˆ 3μν and Fˆ 8μν .
4.4. Gauge invariance
Fˆ j is gauge invariant, which is what we expect for the mechanism behind confinement. How-
ever θ , X and U are dependent on the gauge. This presents a conceptual difficulty, since we have 
stated that the gauge invariant field strength is influenced by objects which arise due to features 
in the gauge dependent parametrisation of θ . The key contribution, however, comes from the 
winding of c around the merinthon, and we here show that this is gauge-invariant (at least in 
SU(2)).
Since this formalism requires that the gauge field is continuous, we can only use continu-
ous gauge transformations. However, to undo the winding in θ we require a discontinuous gauge 
transformation. Thus the discontinuity in θ at a = π/2 will survive any smooth gauge transforma-
tion, and the merinthons will remain. For example, in SU(2), we can parametrise an infinitesimal 
gauge transformation as

 =
(
cos l1 i sin l1eil2
i sin l1e−il2 cos l1
)(
eil3 0
0 e−il3
)
, (84)
with l1 and l3 infinitesimal and 0 < l2 < 2π . Recall that under a gauge transformation θ → 
θ .
Multiplying 
θ together (choosing d3 = 0) gives

θ =
(
cos l1 cosa − l1 sinaei(l2−c−2l3) i sinaei(c+2l3) + i cosal1eil2
i sinae−i(c+2l3) + i cosal1e−il2 cos l1 cosa − l1 sinae−i(l2−c−2l3)
)
×(
eil3 0
0 e−il3
)
. (85)
If we define
cosa′ =
√
cos2 a(1 − l21)− 2l1 sina cosa cos(l2 − c)+ l21 sin2 a, (86)
then we can rewrite this as

θ =
(
cosa′ i sina′eic′
′ −ic′ ′
)
×i sina e cosa
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cos l1 cos a−l1 sin aei(l2−c−2l3)
cos a′ e
il3 0
0 cos l1 cos a−l1 sin ae
−i(l2−c−2l3)
cos a′ e
−il3
)
sina′eic′ = (sinae
i(c+2l3) + cosal1eil2)(cosa − l1 sinaei(l2−c−2l3))
cosa′
. (87)
We fix d3 = 0, so we remove the matrix on the right by a U(1) rotation. From the remaining 
term, we can read off eic′ as the phase of the top right component of the matrix on the left. In 
particular, we see that
sina′ei(c′−c) = (sinaei(2l3) + cosal1ei(l2−c))cosa − l1 sinae
i(l2−c−2l3)
cosa′
sin(c′ − c) = sina cosa
sina′ cosa′
sin 2l3 + l1 cos
2 a
sina′ cosa′
sin(l2 − c)− l1 sin
2 a sin(l2 − c)
sina′ cosa′
. (88)
If a ∼ π/2 and a ∼ 0, we can read off, to lowest order in l1 and l3 and given that c = c′ at 
l1 = l3 = 0 (i.e. there is no gauge transformation),
a′ − a = l1 cos(l2 − c)
c′ − c = 2l3 + l1 sin(l2 − c) cota − l1 sin(l2 − c) tana (89)
The winding around the merinthon becomes λ3 12 tr[X0] 
∮
∂σ˜ c
′dσ˜ = λ3 12 tr[X0] 
∮
∂σ˜ (c
′ −
c)dσ˜ +λ3πν trX0, and since l1 and l3 are continuous functions and c only contributes to (c′ − c)
within a trigonometric function, the winding of θ around the merinthon is unaffected by a con-
tinuous gauge transformation. The location where a = π/2 or a = 0 may, however, be shifted by 
a small amount. The merinthons, of course, are not δ-function peaks, but extended over a small 
area.
4.5. Wilson Loop dependence of the merinthon solution
Each merinthon is constructed from a particular configuration of the θ field, and each θ field is 
given by the eigenvectors of a particular set of nested Wilson Loops. This means that in addition 
to the gauge field, the particular topological objects we find will depend on the choice of which 
set of Wilson Loops is being studied. So if we choose one particular set of Wilson Loops, we 
will uncover one distribution of merinthons, while if we choose a different set of Wilson Loops, 
we may well uncover a different distribution of the objects. An obvious question is whether 
this eliminates the usefulness of the merinthons as an explanation for confinement. After all, 
an instanton, Dirac magnetic monopole, or vortex are dependent only on the gauge field, and 
so can be measured without making any arbitrary choices concerning the θ field. The global 
topological charge of the field is an observable which is independent of any choices that we 
make. If this can be reduced to a set of local topological structures, then the natural thing is to 
say that these structures should also be independent of any arbitrary decisions we should make 
when parametrising the gauge field (such as our choice of Wilson Loop).
Obviously this issue would not be relevant if the distribution of merinthons was (to a good 
approximation) independent of our choice of Wilson Loop. However, our numerical tests indicate 
that this is not the case: we see no significant correlation between the topological field strength 
when we use one set of Wilson Loops to construct θ compared to when we use a different set of 
Wilson Loops.
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The choice of Wilson Loop is equivalent to choosing where the quark/anti-quark pair under 
study is located. So the question posed in the first paragraph of this subsection is asking whether 
the topological objects which explain the confinement of quarks (if quark confinement is ex-
plained by topological objects) should manifest themselves independently of the presence of 
those quarks. There is no obvious reason why that should be the case. Discussion of confinement 
makes no sense unless there are quarks present to confine; the study of confinement in general 
can be reduced to the study of why each particular pair of quarks is confined. As the explanation 
of the confinement of a particular pair of quarks, where the position of the quarks determines the 
Wilson Loop which then fixes the θ we require for the decomposition and uniquely determines 
the topological structures contained within θ , the topological objects under study here work as 
well as those which are present in the gauge field independently of any choice of Wilson Loop. 
There is no obvious reason why the key quantity that determines the strength of the confining 
potential (which is an observable independent of which quarks are being studied), the density 
(after averaging over the gauge fields) of merinthon–anti-merinthon pairs, should be dependent 
on which Wilson Loop is chosen. Thus we feel that the arbitrariness of the merinthon fields does 
not weaken this model’s use as an explanation of quark confinement.
5. String breaking
So far, we have not discussed the effects of the discontinuity in θ when the Wilson Loop 
has degenerate eigenvalues. Although the main focus of our work is elsewhere, some discussion 
of this topic is required for completeness; however we will do no more than present a simple 
result leaving the questions arising for the physical consequences of this result unanswered. 
We will find that if the Wilson Loop has degenerate eigenvalues, then the confining potential 
will weaken at larger distances. This is similar to the effect known in dynamical simulations 
(including quark loops) known as string breaking. It is usually expressed in terms of the shielding 
of the potential by the quark loops. Once the quarks become separated far enough, then the 
binding energy becomes sufficiently large that it is advantageous to pull a quark anti-quark pair 
out of the vacuum, and have two shorter ‘strings’ plus an extra pair of quarks rather than one 
really long ‘string’. Obviously, our numerical results are in a pure gauge theory, and we do 
not expect to observe string breaking. If our model is correct, then there must be something 
suppressing the occurrence of degenerate eigenvalues of the Wilson Loop in pure gauge theory, 
with this suppression weakened in the dynamical theory. However, this statement remains just 
a hypothesis, and a dedicated study, well beyond the scope of this work, is required to either 
confirm or deny it.
We expect that the same model of confinement will be valid in both quenched QCD (Pure 
Yang–Mills theory) and full QCD. This means that if confinement is explained by some partic-
ular mechanism just involving topological objects in the gauge field, then there should be some 
explanation in full QCD in terms of those objects or the theory surrounding them why the string 
is broken at large distances. But given that the explanation itself does not depend on the pres-
ence of dynamical quarks – only the weighting given to various gauge field configurations – then 
there should be some allowance for string breaking within the model, and this will apply for both 
quenched and full QCD. String breaking would then be activated by certain gauge fields which 
are suppressed in quenched QCD but present in full QCD. That our model has an allowance for 
string breaking even though we only consider the pure Yang–Mills theory is thus not surprising.
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ually increase the spatial extent of the Wilson Loop. Again, we consider a T × R rectangular 
Wilson Loop, of length L = 2(R + T ) and T > R. We parametrise the position along the Loop 
using 0 ≤ s < L and the spatial extent of the loop with r = R/2. We again neglect the effects of 
the corners of the Loop.
The building block of the Wilson Loop is
eiδσ uˆ
rj
s λ
j = (θrs )†eiδσAμ(s)(s+
δσ
2 ,r)θ rs+δσ , (90)
writing θ = eiaφ (neglecting the U(1) phase), we can use Eq. (130) to write
uˆ
rj
s λ
j ≡ r1s
= Aμ(s)(s + δσ2 , r)+ i∂σ (−iaφ)+∑
n>0
1
n!
[
(−iaφ)n
(
Aμ(s)(s + δσ2 , r)+
i
n+ 1∂σ (−iaφ)
)]
, (91)
where we use the notation
[XnY ] ≡ [X, [X, . . . [X︸ ︷︷ ︸
n terms
, Y ] . . .]]. (92)
a and φ were chosen so that r1s is Hermitian, traceless and diagonal.
We now consider the evolution of uˆ with r , using the machinery developed in Section 3 and 
Eq. (37). We write
θr+δrs = θrs eiβ
r,sr,s , (93)
with
r,s =
(
0 eiγ r,s
−e−iγ r,s 0
)
. (94)
We want to calculate
eiδσ uˆ
r+δr,j
s λ
j = e−iβr,sr,s e−iaφeiδσ (Aμ(s)(s+ δs2 ,r)+δr∂rAμ(s))(s+ δs2 ,r)eiaφeiβr,s+δσ r,s+δσ (95)
Using Eq. (130), we can again write this in the form
uˆ
r+δr,j
s = 12 trλ
j
(
2 + iδσ (−iβ)+
∑
n>0
1
n!
[
(−iβ)n(2 + i
n+ 1∂σ (−iβ))
])
+
1
2
trλj
(
1 +
∑
n>0
1
n! [(−iβ)
n1]
)
(96)
2 = δr∂rAμ +
∑
n>0
1
n!δr
[
(−iaφ)n∂rA
] (97)
We can evaluate the last term in Eq. (96) using Eq. (133), which gives
1 +
∑
n>0
1
n! [(−iβ)
n1] = cos(2β)(1 − 12 tr1)+
sin 2β
2
[,1] + 12 tr(1).
(98)
N. Cundy et al. / Nuclear Physics B 895 (2015) 64–131 93Given that 1 ∝ λk (i.e. one of the diagonal Gell-Mann operators; λ3 in SU(2)), we can 
see that tr1 = 0 and tr(λj [, 1]) = 0. This means that from these two terms only the 
1
2 tr λ
j cos(2β)1 part contributes to ur+δr,js . In most situations, β is infinitesimal, and this just 
leads to uˆr+δr,js = uˆr,js + . . . where the . . . comes from the remaining terms in Eq. (96) and is of 
O(δr). uˆr+δrs is uˆrs plus a small amount, and therefore its expected absolute value increases (as 
we have seen in the previous sections) with r once it is clear of the Wilson Loop eigenvalue de-
generacy at r = 0. However, where there is a degeneracy in the eigenvalues of the Wilson Loop, 
β will be large, and at some point close to the degeneracy cos2β will cross zero. While the first 
terms in Eq. (96) will no longer all be infinitesimal, uˆr+δr,js will lose its direct dependence on 
uˆ
r,j
s . Effectively, the value of the Wilson Loop is reset and loses all knowledge of what occurred 
at R < 2r .
Let us suppose that for a particular configuration, these eigenvalue degeneracies in the Wilson 
Loop occur at distances R = 0, R0, R1, . . . . In this case, once we are clear of R = 0 we may 
expect uˆ (on average) to rise linearly with R until we reach R0, where it will be reset to some 
value u˜. Subsequently, it will rise linearly again with R − R0 until R = R1 and it is reset again 
before rising with R − R1. The location of R0, R1, etc. will vary from configuration to config-
uration, which means that when we average over configurations, we can consider some mean 
separation between those Wilson Loops with degenerate eigenvalues 〈R0〉. The pattern we may 
expect is, apart from some non-linear behaviour at small R as the loop escapes the degeneracy at 
R = 0 the potential will increase linearly while R  〈R0〉. For R  〈R0〉 we may expect the po-
tential to be flat, since on each configuration it will be somewhere between 〈u˜〉 and 〈u˜〉 + ρ〈R0〉, 
and on the average over configurations this will become a constant as long as the distribution 
of R0, R1, . . . is not so sharply peaked that they occur in the same place on each configuration. 
There will obviously be some intermediate region between these two regimes where we transit 
from the linear to constant behaviour.
This, of course, precisely as we expect in dynamical QCD: at large distances, the quark loops 
screen the static quark potential leading to a breaking of the string. This has been observed 
numerous times in lattice QCD, for example in [20], although in our lattice study which excludes 
quark loops we do not see it.
6. Numerical results
We generated 16332 and 20340 quenched (i.e. pure Yang–Mills) lattice QCD (SU(3)) config-
urations with a Tadpole Improved Luscher–Weisz gauge action [28–32] using a Hybrid Monte 
Carlo routine [33] (see Table 3). The lattice spacing was measured using the string tension 
ρ ∼ (420 MeV)2. We fixed to the Landau gauge and applied ten steps of improved stout smear-
ing [34,35] with parameters ρ = 0.015 and  = 0. θ and Uˆ were extracted from the gauge field 
numerically by solving Eqs. (7), (9) and (11), as outlined in Appendix D. We constructed θ from 
planar Wilson Loops in the xt plane. Fˆxt ≡ Eˆx is therefore the component of the field strength 
tensor responsible for confinement. All our error analysis was performed using the bootstrap 
method (except for the parameters obtained from fits which estimated the errors from the χ2
distribution).
The main difficulty we have faced while investigating this proposed mechanism of confine-
ment is the non-gauge invariance of θ . We need to work in a gauge where the gauge field is 
continuous, while on the lattice there is no such gauge. However, to completely establish the 
proposed mechanism of confinement, we would need to calculate the variables a and c used 
94 N. Cundy et al. / Nuclear Physics B 895 (2015) 64–131Table 3
Parameters for our simulations: the lattice size, measured in units of the lattice spacing, the spatial extent of the lattice, L, 
in physical units, the inverse gauge coupling β , the lattice spacing a, and the number of configurations in each ensemble #.
Lattice size L (fm) β a (fm) #
16332 2.30 8.0 0.144(1) 91
16332 1.84 8.3 0.115(1) 91
16332 1.58 8.52 0.099(1) 82
20340 2.30 8.3 0.115(1) 20
to parametrise θ . Extracting the components a and c from θ is straightforward, and we pre-
sented some results for the winding of c around the peaks in [16], with some encouraging results. 
They are, however, gauge dependent, and there is therefore no unambiguous definition of these 
quantities. While the winding number is protected from continuous gauge transformations in the 
continuum, on the lattice it is difficult even to ensure that you are in the right gauge. Therefore 
for this paper, we have concentrated on gauge invariant quantities such as the static potential and 
the restricted field strength.
Our aim is to show that the string tension is reproduced by that of the restricted field, and the 
restricted field dominated by the contribution from θ , or the merinthon term in the field strength 
(constructed from the potential trλj θ†∂μθ ). We should show that the restricted field strength 
Fˆxt is dominated by points (which would appear on the lattice as peaks a single lattice spacing 
across), while the other components of Fˆ contain structures extended in the directions specified 
in Table 1.
Measuring the string tension associated with the restricted potential is straightforward, since it 
is gauge invariant, so it can be extracted from the Wilson Loop using standard methods. Equally, 
the restricted field strength can be measured using the plaquette definition
eiFˆ
j
xt(x+ 12 a,t+ 12 a)λj ∼ θ†x Uˆx(x, t)Uˆt (x + a, t)Uˆ†x (x, t + a)Uˆ†t (x, t)θx, (99)
and as this is gauge invariant it can be measured without any ambiguities or difficulties. Extract-
ing Fˆ jμν from eiFˆ
j λj
, however, can only be done modulo 2π for F 3 and 4π/
√
3 for F 8. For 
smooth gauge fields, where Fˆ is small (as is the case in most lattice applications), this is not a 
concern. We, however, as interested in those cases where Fˆ is not small, and we shall find that in 
some applications |Fˆ j | may be larger than π . For example, if Fˆ 3 ∼ 2π it is impossible to distin-
guish this large value from a fluctuation around zero. This is not of significance for the physics, 
since these shifts in Fˆ will not affect the value of the Wilson Loop, but it may be of importance 
in some of the following as we attempt to identify peaks in the field strength.
However, constructing the merinthon contribution to the restricted field strength is more chal-
lenging because there is no clean gauge-invariant way to observe this on the lattice. In the 
continuum, the observable is lima→0 1a trλ
j (θ
†
x θx+aμˆ − 1) ∼ trλj (θ†x+ 12 aμˆ∂μθx+ 12 aμˆ) for lattice 
spacing a. Since this is not gauge invariant, a gauge transformation which would be discontinu-
ous in the continuum would lead to additional discontinuities appearing in the observable, or the 
removal of the discontinuities we want to observe. Fixing the gauge would not help us, because 
we could well be fixing to a discontinuous gauge. We solved this problem by introducing a gauge 
invariant quantity which measures the merinthon contribution to the potential.
We introduce a field U˜ , which is the gauge field U subjected to a large number of coarse stout 
smearing sweeps. A small amount of smearing is useful to remove discontinuities on the order 
of the lattice spacing; a large amount is usually seen as dangerous as it removes the physical 
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replaces Ux,μ → U ′x,μ = eiQxUx,μ where Q is a Hermitian operator constructed from closed 
loops of gauge links starting and finishing at x containing the gauge link Ux,μ (the original 
smearing algorithm [34] used plaquettes; we also used 2 × 1 rectangles following [35]). After 
a gauge transformation Ux,μ → 
xUx,μ
x+μˆ, the smeared link transforms in the same way, 
U ′x,μ → 
xU ′x,μ
x+μˆ. The second effect of stout smearing is to smooth the gauge field, and 
reduce the value of the plaquette to zero and thus the potential to a constant, and in practice the 
potential becomes zero. Eventually, after repeating the smearing a very large number of times, 
the over-smeared link U˜ becomes, in effect, a gauge transformation of something close to the 
identity operator.6 Thus θ†x U˜x,μθx+μˆ is both gauge invariant and in a gauge where U is continu-
ous would measure θ†∂μθ , the observable we need. We therefore use this observable to measure 
the merinthon portion of the field strength. In effect, we are replicating the calculation for the 
restricted field, but with the gauge field replaced by something close to zero, just leaving the 
merinthon contribution to the restricted field. To extract the Abelian component of θ†x U˜x,μθx+μˆ
we perform another Abelian decomposition and extract the restricted field ˆ˜Ux,μ which satisfies 
[ ˆ˜Ux,μ, λj ] = 0 and tr(λj (X˜ − X˜†)) = 0 with X˜ = θ†x U˜x,μθx+μˆ( ˆ˜Ux,μ)−1. We can then compare 
the field strength from this restricted field, which represents the merinthon portion of the re-
stricted field strength, with that of the restricted field Uˆ . Our expectation is that the observables 
calculated from the merinthon field and the restricted field should be similar: the string tensions 
should be in agreement, and the field strength should contain a similar pattern of peaks. We 
denote Hjμν as the field strength tensor constructed using ˆ˜U .
6.1. String tension – fixed Wilson Loop
Firstly, in Fig. 2 and Table 4, we extract the string tension, ρ, for the original gauge field U , 
the restricted field Uˆ and the merinthon component of the restricted field M . We have calculated 
this in two ways: firstly by calculating the expectation value of the R × T Wilson Loop for one 
of the fields, and fitting its logarithm firstly to V T + a + b/T and then V to ρR + c + d/R for 
additional fit coefficients a, b, c and d ; and secondly by fitting the whole data set according to 
ρRT + aR + bT + c + d/R + e/T + f/(RT ) + gR/T + hT/R. The results from these two 
approaches were in good agreement. We tabulate the results from the combined RT fit, while 
plot the results of the single fits. The errors on the expectation value were calculated using the 
bootstrap method; we calculated the errors on the fitted parameters by measuring the surfaces of 
constant χ2. In principle we should recalculate a new θ field for each Wilson Loop; however the 
numerical cost to do so was prohibitive for an initial study, and we firstly show results obtained 
by using the same θ field calculated from one set of Wilson Loops in the xt plane for our entire 
simulation [18]. We discuss this simplification a little more in the next subsection. We average 
over all Wilson Loops for the restricted field, and not just those with the correct θ field. Were we 
to recalculate a different θ for each Wilson Loop, the string tension extracted from the U and Uˆ
fields would be identical. Because we have not done this, we expect the two quantities to differ 
by a small amount.
6 It has been shown that a large number of infinitesimal smearing sweeps – not quite what we are doing here, but similar 
– is equivalent to a flow in the configuration space towards an ensemble generated with infinite gauge coupling [36].
96 N. Cundy et al. / Nuclear Physics B 895 (2015) 64–131Fig. 2. The string tension extrapolated to infinite time for the original gauge field U , the restricted gauge field Uˆ , the 
over-smeared field U˜ and the merinthon field M for the β = 8.52 ensemble.
Table 4
The string tension extrapolated to infinite time across all our ensembles. 8.3L refers to the 203 × 40 ensemble.
β 8.0 8.3 8.52 8.3L
U 0.094(2) 0.0590(8) 0.0442(6) 0.057(2)
Uˆ 0.116(4) 0.095(2) 0.077(1) 0.099(1)
U˜100 0.0828(4) 0.0545(3) 0.0433(7) 0.0594(8)
M100 0.129(4) 0.090(3) 0.075(3) 0.100(1)
U˜300 0.0460(3) 0.0301(3) 0.0239(4) 0.0316(2)
M300 0.122(4) 0.086(3) 0.072(3) 0.102(1)
U˜500 0.0316(2) 0.0216(2) 0.0174(3) 0.0218(1)
M500 0.124(5) 0.088(3) 0.072(3) 0.104(1)
U˜600 0.0273(2) 0.0185(1) 0.0149(2) 0.0179(1)
M600 0.103(10) 0.087(5) 0.076(3) 0.099(1)
U˜800 0.0213(1) 0.0147(1) 0.0124(2) 0.0144(1)
M800 0.104(8) 0.087(5) 0.076(3) 0.099(1)
U˜1000 0.0174(1) 0.0122(1) 0.0106(2) 0.0121(1)
M1000 0.105(9) 0.087(5) 0.077(3) 0.098(2)
We calculate U˜ after 100, 300, 500, 600, 800 and 1000 sweeps of stout smearing with param-
eters  = 0, ρ = 0.015 following the notation of [35], and extract the merinthon portion of string 
tension by constructing Wilson Loops from the Abelian decomposition of θ†U˜θ . We also show 
the string tension for U˜ , and can confirm that it is much smaller than that of the original gauge 
field and decreases as we increase the level of smearing. The observable we are using to measure 
the merinthon portion of the string tension is unaffected by the smearing, suggesting that we 
have indeed measured the contribution from θ∂μθ† rather than any remnant of the gauge field 
remaining after the smearing. We see a good agreement between the merinthon and restricted 
field string tensions, within 10% on the smaller lattices (although the difference is larger on the 
larger lattice where we have less statistics), suggesting that it is indeed structures within the θ
field that lead to confinement. There is no obvious change in this pattern as we change the lattice 
spacing.
6.2. String tension – varied Wilson Loop
We generated the results presented in the previous section as a quick and dirty initial study, 
largely to demonstrate to ourselves and the wider community that this method was worth pur-
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Table 5). Since the initial drafts of this paper, we have commenced a more accurate study remov-
ing the simplification of the previous section, this time recomputing the Abelian decomposition 
for each Wilson Loop under consideration. This obviously maintains the identity between the 
confining potential of the full and restricted gauge fields. Our results so far are only tentative, and 
far from being finalised. We present early results here mainly to update our initial presentation 
of this study in [37]. In those proceedings, we found that although the restricted and full QCD 
potentials were in perfect agreement, the topological contribution to the string tension seemed to 
be relatively small.
If this result is genuine, there are two possible explanations: firstly, that the Maxwell term 
in the restricted potential, contrary to expectations, also has a large contribution to confinement. 
The second possibility is that our means of extracting the topological part of the string tension 
is flawed, and what we were measuring was not the topological part of the string tension but 
something else. Since our initial publication, however, we have expanded our study, and have 
noted another issue. We apply a small number of smearing sweeps to the gauge field initially, be-
fore applying the Abelian decomposition, to remove various unphysical fluctuations of the order 
of the inverse lattice spacing. This is necessary to allow us to obtain a clear result. How many 
smearing sweeps should be used is difficult to assess, and for a full presentation of the results 
we should measure the string tension at different levels of smearing to gain some idea of the 
systematic error caused by this arbitrary choice. As we did so, we observed that the measured 
topological contribution to the smearing depended strongly on the number of initial smearing 
sweeps. Furthermore (unlike in the results of the previous section), we also found that at a larger 
number of initial smearing sweeps, there was a strong lattice spacing dependence on the ratio be-
tween the restricted and topological potentials: as the lattice spacing grew smaller, the restricted 
potential became increasingly dominated by the topological part. This means that our full anal-
ysis is considerably more difficult to do accurately than we had first envisaged, and, given our 
limited computing resources, will take longer to complete.
Some preliminary results (which are not finalised, and could change when we make our final 
publication) are shown Table 5. As we vary the number of smearing sweeps, the string tension of 
the original gauge field first increases as the unphysical dislocations are removed, and then slowly 
decreases as the smearing gradually distorts the gauge field. This obviously begs the question of 
which value we should use, and our intention has been to use the number of smearing sweeps 
where the string tension is at its maximum (at the present time, we have kept the smearing 
parameters fixed at  = 0, ρ = 0.015 for this study). So far, we have only conducted this analysis 
for the 163 × 32 configurations. Table 5 lists the β value of the configuration, the number of 
smearing sweeps where the maximum value of the string tension was reached (out of those 
which we have sampled so far), and the measured string tension for the QCD (and restricted) 
gauge fields, and the proportion of that string tension which we have measured as coming from 
the topological part of the restricted potential (after 2500 smearing sweeps).
It can be seen that firstly the maximum string tensions for the β8.3 and β8.52 configurations 
are higher than the results given above (they were calculated following a different amount of 
initial smearing). Secondly, the proportion of the string tension attributable to the topological 
part increases as we decrease the lattice spacing. This pattern is not merely a matter of the results 
being taken after a different number of smearing steps, but is apparent at each value of the 
initial smearing, although it is more pronounced as we increase the smearing. Our analysis is 
less developed on the larger lattice, but the results we have suggest that there is no significant 
volume dependence.
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The number of smearing sweeps where the string tension of the full QCD field was at its maximum, the string tension ρ
(calculated from the U field) and the ratio of the topological part of the string tension to the full QCD string tension. Only 
the statistical errors are recorded. We list results at those numbers of smearing sweeps where, out of the measurements 
we have taken so far, the string tension for the β8.0, β8.3 and β8.52 ensembles respectively are maximised.
β 8.0 8.3 8.52
Smearing sweeps 10 10 10
ρ 0.0976(36) 0.0603(19) 0.0416(17)
Proportion 0.254(14) 0.277(14) 0.334(19)
Smearing sweeps 16 16 16
ρ 0.0954(40) 0.0740(17) 0.0489(14)
Proportion 0.247(17) 0.332(15) 0.462(27)
Smearing sweeps 22 22 22
ρ 0.0944(26) 0.0.0731(14) 0.0501(13)
Proportion 0.334(15) 0.400(14) 0.526(27)
This strong dependence on the lattice spacing is awkward because it necessitates an extra-
polation to the continuum limit. This is challenging with the data we have gathered so far, firstly 
because we do not know of a good formula to guide the extrapolation, and secondly because we 
are still on a fairly coarse lattice. We need to finalise our results on these small lattices, and then 
expand our data set so that we have access to finer lattice spacings before it is useful to attempt 
to perform such an extrapolation; we will have to leave the completion of this study to a future 
publication.
However, it is not unreasonable to suggest on the basis of this data that the string tension will 
be dominated by the topological part of the restricted potential (as we have measured it) in the 
continuum limit. This still needs to be confirmed by a complete and more careful analysis, which 
we are currently undertaking.
6.3. Presence of peaks in Fˆxt
The next question is whether the Eˆx component of the gauge invariant restricted field strength 
is dominated by point-like objects as expected in the theoretical model, and we plot the distri-
bution of Fˆ 3xt in Fig. 3 on two neighbouring slices of the lattice, using a contour plot to display 
the data. The corresponding plot for Fˆ 8xt has a similar set of structures. It can be seen that Fˆ 3xt
is indeed dominated by these objects a single lattice spacing across (or, on occasion, two lattice 
spacings – see also Fig. 9). There is no relationship between the peaks on neighbouring slices of 
the lattice, suggesting that these are indeed points rather than strings or surfaces. Are these peaks 
from the merinthon part of the restricted potential? The background shading of Fig. 3 gives a 
similar plot for the field strength extracted from ˆ˜U , and the is a strong correspondence between 
the location of the peaks in the merinthon field and the restricted field, although on occasion one 
of the peaks may be shifted by a lattice spacing (which is the limit of the resolution of the lattice, 
so we can expect errors of up to a half lattice spacing on each of the data sets), and a few objects 
in the merinthon field are not visible in the restricted field. Nonetheless, the similarity between 
the two sets of data indicates that these peaks are caused by the magnetic portion of the ensemble 
as predicted by the theory. Although Fig. 3 shows data from just one slice of one configuration 
for one ensemble, the pattern of peaks is similar across all our ensembles.
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background). In this presentation the negative and positive peaks cannot be distinguished. The top plot is taken for slice 
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Fig. 4. The Uˆ string tension, ρ, excluding Wilson Loops containing peaks of height |Fˆxt | > C from the average, on the 
β8.52 lattice.
In Fig. 4 and Table 6, we investigate whether these peaks are responsible for the string ten-
sion, i.e. if excluding the peaks would reduce or eliminate the confining potential. Usually, we 
measure the expectation value of the Wilson Loop by averaging over every planar loop in the 
configuration. However, it is a straightforward exercise to restrict the average to loops in the xt
plane and either only include or exclude those Wilson Loops which contain one of the peaks 
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The Uˆ string tension, ρ, excluding Wilson Loops containing peaks of height |Fxt | > C from the average. The β8.3L data 
refers to the largest lattice; there was insufficient data to get a reliable estimate of the string tension at the lowest cut-off 
on this lattice.
C 2.55 2.30 2.05 1.80 1.55
β = 8.0 0.1178(9) 0.1201(9) 0.1213(9) 0.1225(8) 0.1199(8)
β = 8.3 0.0943(8) 0.0955(7) 0.0961(8) 0.0971(8) 0.0957(8)
β = 8.52 0.0796(7) 0.0809(7) 0.0820(6) 0.0821(6) 0.0820(6)
β = 8.3L 0.0975(8) 0.0965(8) 0.0954(8) 0.0964(8) 0.0963(8)
C 1.30 1.05 0.80 0.55 0.30
β = 8.0 0.1144(8) 0.1049(7) 0.1002(7) 0.0925(7) 0.04998(7)
β = 8.3 0.0899(8) 0.0866(7) 0.0809(6) 0.0741(6) 0.0382(7)
β = 8.52 0.0791(6) 0.0747(6) 0.0697(5) 0.0665(5) 0.0472(6)
β = 8.3L 0.0902(7) 0.0843(7) 0.0770(7) 0.0706(5) −
from the average. We show in Fig. 4 the result of excluding the Wilson Loops which contain 
peaks. We introduce a cut-off C, and do not include any Wilson Loops where |Fˆ | > C for one of 
the lattice sites contained within the loop. If the peaks are responsible for confinement, we would 
expect to see the string tension disappear as we exclude more of the peaks. If they are merely 
incidental, and confinement is dominated by some other mechanism than that proposed here, we 
might expect to see little difference in the string tension as we change the cut-off. The picture is, 
however, consistent with the idea that these peaks are responsible for confinement.
6.4. Electromagnetic field tensor
We now look at the full strength tensor to examine how closely it resembles our expectations 
from Section 4.3, although for conciseness we concentrate only on Hˆ 8μν (the results for Hˆ 3μν
and Fˆ jμν are indistinguishable). First of all, we plot histograms of each component of the field 
strength in Fig. 5, showing what proportion of lattice sites had a particular value of the electric 
or magnetic field. It can be seen that the distribution for Eˆy, Bˆy, Eˆz and Bˆz are all similar, while 
the distribution for Eˆx and Bˆx differ. Most of the plots show similar features: a large peak around 
Hˆ 8μν = 0, meaning that most of the points have no field strength beyond a small fluctuation around 
zero, and a plateau for larger field strength up to the maximum value of Hˆ 8μν , meaning that on 
a minority of lattice sites there is a large contribution to the field strength, where the number of 
sites with that particular value of the field strength seems to be independent of the field strength. 
This is as we expected. We also see that the proportion of the points with small values of the 
field strength increases as we decrease the lattice spacing, which suggests that these objects have 
a fixed density per physical volume but the size of the objects decreases as the lattice spacing 
tends to zero, which is consistent with the idea that these are thin points or string-like objects. Bˆx
and Eˆx are different; there are twice as many lattice sites with a large value of Bˆx compared to 
the fields in the y and z direction, and very few lattice sites with a large value of Eˆx . There also 
seems to be little volume dependence.
The picture for all the fields is consistent with having some (perhaps Gaussian distributed) 
fluctuations around zero, and then some additional objects at large field strength. For Eˆx , the 
number of the objects diminishes as the field strength increases, while for the remaining fields 
the proportion of lattice sites with a particular field strength seems to be roughly independent of 
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the field strength, at least for those field strengths we can measure. This means that there may be 
peaks in the field with a field strength ∼ 2π for Fˆ 3 or ∼ 4π√3 for Fˆ 8 which are impossible for 
us to distinguish from zero. It should therefore be borne in mind that not every object in these 
fields will be visible to us.
This picture can be studied in more detail by plotting slices of the electromagnetic fields: 
Fig. 6 shows this in the xt plane; Fig. 7 in the yt plane, Fig. 8 in the zt plane.
These objects are not just isolated magnetic monopoles: there are peaks in the electric field, 
and the magnetic fields are not spherically symmetric. They may, of course, be some magnetic 
monopoles and some other structures, or possibly a signature of a monopole/anti-monopole con-
densate. The results are consistent with our expectations given in Table 1, and the patterns seen 
on this configuration and slice of the lattice are duplicated across all our ensembles. The electric 
field is clearest (although not completely unambiguous): Eˆx is a point, while Eˆy and Eˆz form 
strings parallel to the x-axis. The magnetic field is a little less clear, and expected string like 
behaviour of Bˆy and Bˆz is less obvious, although we have seen clear examples of t-strings. Bˆx is, 
as expected, extended along both the x and t axes, though not the z or y axis. In particular, other 
orientations of the fields with strings in directions perpendicular to the xt plane are inconsistent 
with this data.
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6.5. Cluster analysis
To investigate the restricted electromagnetic fields more thoroughly, we employ a simple strat-
egy to determine the size and shape of these structures. We first of all find clusters, connected 
regions of sign coherent high electric or magnetic field strength. We perform the analysis for 
each component of the field strength tensor separately. While we have performed this analysis 
for Fˆ 3μν , Fˆ 8μν , Hˆ 3μν and Hˆ 8μν individually, there is no significant difference in the results, so here 
we just show the results for Hˆ 8μν .
We define a cluster as all connected sites with a value of |Fˆμν | > 1 and identical sign of 
Fˆμν (i.e. except for clusters containing just one lattice site, each site in the cluster is the nearest 
neighbour of at least one more site in the cluster and all its nearest neighbours which satisfy 
the bound |Fˆμν | > 1 are within the same cluster and each cluster is internally connected so it is 
possible to reach any site within the cluster from any other by crossing to a neighbouring site 
while remaining within the same cluster, while different clusters are not internally connected 
with each other). We have also studied (but do not show here) results with numerous values of 
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this cut-off from 0.8 to 2.0, but we do not see any important difference as a result of varying this 
cut-off.
For all the fields except Eˆx , the vast majority of the lattice sites where the restricted field 
satisfied our condition were contained within a large cluster which spanned the entire lattice. 
This is in certain respects similar to the structures found in the full field strength tensor [38,39]. 
The theoretical picture we were testing described a number of strings in either the x or t direction. 
This large structure may be formed if the density of these strings is sufficiently large that every 
string has at least one neighbour on an adjacent lattice site in the y or z directions. It may, 
however, relate to a different picture of the vacuum. There were a few clusters not attached to this 
large structure; and most of our analysis is dominated by results from these smaller structures, 
as our averaging with respect to the number of structures weights against the smaller number of 
structures with a large number of lattice sites. We also present a few results which specifically 
target these larger structures. Here we see the expected string behaviour, with a large number of 
objects at just a single point. We emphasise that Eˆx (or Fˆxt) differed, in that the field strength did 
not contain this large structure, but only single lattice site structures. To attempt to analyse the 
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shape of this large cluster, we have also performed a similar analysis, but where the clusters are 
constructed from connected sites with a two dimensional slice of the lattice.
When we show our results, we will label those plots where we have included all clusters as 
unfiltered, those which only average over clusters with at least four lattice sites as filtered, and 
those which average over clusers with at least two hundred lattice sites as Large Clusters.
The theoretical expectation was that if Eˆx is dominated only by points of large field, then the 
remaining fields should be dominated by objects which are either points or strings in the x or 
t direction. The only expected difference in the results for the Eˆy , Eˆz, Bˆz and Bˆy fields is the 
orientation of the string. A point will show itself as a cluster containing just a few lattice sites 
(ideally only one lattice site, but due to lattice artefacts it may be smeared across two or three 
sites). A string would display itself as a line of flux, i.e. each site within a cluster would have 
only two nearest neighbours within a cluster if it is in the centre of the string and one if it is at 
the end of the string, and it will only be extended in one direction. In practice, the situation will 
be messier than this. Neighbouring strings may be counted as the same cluster, and there may be 
ambiguities caused by the poor resolution of the lattice leading to a thickness of the string being 
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more than one lattice spacing in places, two different strings may overlap (and the expectation 
is only accurate if the functions G and R′ have no strong angular dependence). Nonetheless, we 
would hope to see some signal of these strings when considering an average size and shape of 
the cluster.
We first plot the distribution of the number of lattice sites in each cluster in Fig. 9. The picture 
is similar across all our ensembles, so we have only plotted the data for the β = 8.52 ensemble. 
It can be seen that all the components of the field strength contain a large number of points 
with only one or two sites contributing to the cluster. However, the Eˆx field only contains these 
objects, while the remaining fields also contain a substantial number of structures extended across 
several lattice sites. This means that if the picture outlined in the earlier sections is correct, then 
the Bˆx , Eˆy , Eˆz, Bˆy and Bˆz fields can only contain points and the strings described in Table 1. 
We also note that the data for the Eˆy , Eˆz, Bˆy and Bˆz fields are indistinguishable, in line with our 
expectations.
We next study the number of nearest neighbours within a cluster in Figs. 10, 11 and 12. The 
first of these plots shows the data across all the clusters, while the second filters only those 
clusters containing four or more lattice sites, so eliminating the points. We have studied the 
effects of changing this filter from all clusters with at least three sites to all clusters with at least 
six lattice sites, and there are no substantial changes in the results. The third plot focuses on the 
very large clusters. A point should have no nearest neighbours (or possibly on occasion one), 
a string one or two neighbours, a two dimensional surface one, two three or four neighbours 
(with the proportion depending on the size and shape of the surface), and higher dimensional 
objects would have a larger number of nearest neighbours within the cluster. The data for Eˆx
is again unambiguous: these are points. For the remaining fields, it is less clear. Focusing on 
Fig. 11, we see that firstly there is no substantial difference between the results for the different 
fields: the same structures appear in the fields with the same frequency. The majority of the lattice 
sites within the larger clusters had two or three neighbours, with a small number having four. We 
can rule out that these are extended in more than two dimensions. This may indicate strings 
where two strings are on neighbouring lattice sites and thus counted in the same cluster (and 
giving objects with three or more nearest neighbours), or it may indicate that there are also some 
two dimensional surfaces with a large electromagnetic field. There is a small but statistically 
significant increase in the proportion of sites with two nearest neighbours as we decrease the 
lattice spacing, and no noticeable difference in the distribution as we increase the volume of the 
lattice. For the very large clusters, which are extended across the whole lattice, we again see that 
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the sites have two or three nearest neighbours in the cluster. This is consistent with, but does not 
demonstrate, that these clusters are constructed from densely packed one dimensional objects.
We predicted that the strings in the Bˆx field could be in either the x or t direction, while 
the electric fields Eˆy and Eˆz would extend in the x direction only and the magnetic fields Bˆy
and Bˆz in the time direction only. In Fig. 13, we plot the distribution of the spatial extent in 
each direction of each cluster (for example, a cluster that stretched from (t, x, y, z) = (3, 4, 5, 7)
to (6, 9, 8, 13) would have extents (6 − 3 + 1 = 4, 6, 4, 7); the plot shows the proportion of 
clusters with a particular extent in each direction). An idealised x-string (which would not occur 
in practice) would have a large extent in the x-direction, and extend for only one lattice site in all 
other directions. This is not fully realised in our data: there is a noticeable number of structures 
which are extended for up to four or five lattice sites in the ‘unwanted’ directions. However, for 
each field, the clusters extend considerably more in the directions of the expected strings. We 
once again restrict the results we present to those clusters containing at least four lattice sites, 
although once again we have studied numerous values of this filter without seeing any significant 
difference in the results. The shape of the curve changes as we only include larger clusters (larger 
extents become more likely as we increase the cutoff for the cluster size), although the maximum 
in the X and T directions remains at four lattice spacings. This may be consistent with our 
expectations, with strings overlapping each other, or it may indicate that there are additionally 
other types of objects in the electromagnetic field.
One question that can be raised is whether that some clusters have a large thickness in the 
unwanted directions and some sites within the clusters challenge whether these large fields are 
arranged in strings one lattice spacing thick. Clearly, in the context of this picture, this can be 
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explained by having strings on neighbouring lattice sites, and some degree of the breakdown of 
the naive behaviour should be expected. To better judge whether this is indeed the case, we have 
generated configurations where the field strength is distributed as expected. We have counted 
the number of lattice sites where Fjμν > 1 and Fjμν < −1, and generated two different sets of 
configurations of the restricted field strength. In each case, we ensured that the same number of 
lattice sites had the large Fj as on the actual quenched QCD configuration. In the first random 
configuration, these sites were allocated completely random positions around the lattice. In the 
second random configuration, one quarter of the sites were positioned randomly, and the rest 
were arranged into strings in either the x or t direction as appropriate for the field. The principle 
ambiguity is what to use as the distribution for the length of these strings, since the distribution 
given in Fig. 13 will contain examples from multiple strings. We examined several Poisson and 
Gaussian distributions, and the data we present here is taken from a Poisson distribution with the 
mean value extracted from the data presented in Fig. 13. Only the analogue of the curve in 13
in the direction of the string depends strongly on the distribution of the length of the string. We 
cannot predict the shape of this curve for this simple model. We then simply repeat the cluster 
analysis on these configurations.
Some sample results are plotted in Figs. 14 and 15.
It can be seen that the data for Fig. 14 is qualitatively similar to the actual QCD data for 
Eˆx , while there are disagreements when comparing the model and actual data sets for the other 
fields. The second model, with strings, compares well with the numerical data for Bˆy , Bˆz, Eˆy
and Eˆz; in particular the plots for the number of nearest neighbours and the extent of cluster in 
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the directions away from the string are close to the QCD data. The extent of the cluster in the 
direction of the string strongly depends on the distribution for the string length, so we do not 
expect a perfect agreement here. In particular, that the ‘thickness’ of the string agrees with the 
data, and seems to be largely model independent, suggests that this cannot be used to rule out the 
predicted string model of flux. However, the broad agreement between our model calculation and 
the data implies that the QCD Eˆx field is dominated by points and the other fields by a mixture 
of points and strings.
Finally, we check to see whether the locations of the clusters in the different fields are 
correlated. If our model is correct, then the space–time location of many of the peaks in Ex
should be correlated with high field strengths in the other fields. To do this, we take each of 
the peaks in Eˆx (i.e. each point where |Hˆxt| > 1) and plot a histogram of the value of the other 
fields around that site. For comparison, we produce a similar plot measuring the field strength 
around random lattice sites rather than the peaks of the Eˆx field. We would expect the plot 
for the actual data to have a higher concentration of large field strengths than the random data, 
and a smaller concentration of lower field strengths. There is one complication: we measure 
the field strength at different locations in space–time for each field. For example, we measure 
Fˆxt(t + 12 , x + 12 , y, z) ≡ Eˆx(t, x, y, z) and Fˆyz(t, x + 12 , y, z + 12 ) ≡ Bˆy(t, x, y, z). This means 
that there may be a shift of up to one lattice spacing in the location of the peak within each of 
the measured fields. We therefore take the maximum value of |Bˆy(t, x, y, z)|, |Bˆy(t +1, x, y, z)|, 
|Bˆy(t, x, y, z − 1)| and |Bˆy(t + 1, x, y, z − 1)| (for example). This creates a bias towards larger 
field strengths for both the actual locations of the peaks in Eˆx and the random data. This is partic-
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ularly pronounced for Bˆx , where there are 16 lattice sites which we need to consider, and coupled 
with the higher density of lattice sites with a large value of the Bˆx field this means that actual data 
from Bˆx does not differ greatly from the randomised data. We plot the results in Fig. 16 for the 
β = 8.52 ensemble. There is a statistically significant difference between the curves for the Eˆx
peaks and the random data for all the fields, with a larger proportion of sites with a large value 
of the Bˆy , Bˆz Eˆy and Eˆz fields and a smaller proportion of sites with a small value of these field 
surrounding the peaks in Eˆx than for the random data. There is, however, still a large number 
of sites where there does not seem to be a great deal of correlation between the peaks in (for 
example) Eˆx and Ey ; partly this can be explained by those sites where in practice Eˆy ∼ ±
√
3π
but we measure Eˆy = 0, but it still seems as though not every peak in Eˆx corresponds to a peak 
in every one of the other fields. This is not inconsistent with Eq. (82); for example if ∂1G is small 
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then only three of the other fields are large when there is a contribution in Eˆx , and if both ∂1G
and ∂2G are small then only two of them do. This data is then qualitatively but not conclusively 
in line with the expectations: there is a clear correlation between the fields, however it is not large 
enough to say that all the topological structures in the different components of Fˆμν are correlated 
with each other.
This analysis has concentrated on the smaller, isolated structures. We still have to consider 
the larger structure which extends throughout the lattice, which we have seen from the nearest 
neighbour analysis is either one or two dimensional. This is consistent with our expectations if it 
is constructed from neighbouring strings along the X or T directions (so we may have an x-string 
at y = z = t = 0 and extending from x = 0 to x = 5, and another string at y = 1, z = t = 0
extending from x = 5 to x = 10, and so on; if these are closely enough packed then our analysis 
will place them into the same cluster). We investigate this structure by modifying the cluster 
algorithm. We firstly select two directions; and we construct the cluster by only considering 
nearest neighbours in those two directions. This restricts us to isolated objects. By varying the 
two directions, we can see if the strings predominantly extend in particular directions.
We display the extent of the strings in Figs. 17, 18 and 19. We have shown the xt , xy and yt
planes as examples. There was again little difference between our ensembles. Again, we restrict 
ourselves to clusters with at least four lattice sites, so there must be an extent of on average two 
or three lattice sites in at least one direction. We again see that the magnetic fields Bˆy and Bˆz are 
extended far more parallel to the t axis than in the other directions, Eˆx and Eˆz along the x-axis, 
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while Bˆx is extended along both the t and x axes. None of the fields show similar features parallel 
to the y and z axis.
The picture we see is consistently that the restricted Eˆx field is dominated by points, while the 
Bˆx field by strings in both directions in the xt plane, and the other electric fields by strings in the 
x direction, while the other magnetic fields by strings in the t direction. These are not magnetic 
monopoles (or not only monopoles): the behaviour of the electric fields and Bˆx rules this out 
(and note that we presented results for the supposedly ‘magnetic’ trn[∂μn, ∂νn] part of the field 
strength; although the picture for the full field strength is the same). The results for the restricted 
electric and magnetic fields are consistent with the expectation (though, of course, they do not 
prove that the model of confinement we presented in the first part of this paper is correct: they 
may also be consistent with other models of the vacuum).
7. Conclusions
We have investigated whether the confining quark potential in quenched QCD is caused by 
CDG gauge-invariant merinthons. Our main novelty is to construct the CDG colour field nj =
θλj θ† from the eigenvectors of the Wilson Loop, which allows us to access the full symmetry 
group of the merinthons and permits a theoretical discussion. From this analysis, we have shown 
that the Wilson Loop for the actual QCD gauge field is identical to the Wilson Loop constructed 
from the restricted Abelian field, and this allows us to express the Wilson Loop in terms of an 
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sites for the β = 8.52 ensemble.
area integral over its surface. We then find that the construction of θ allows for certain topological 
defects to appear in the restricted field strength. In the component of the restricted field strength 
in the plane of the Wilson Loop, these manifest themselves as point-like objects; in the other 
restricted electric and magnetic fields they manifest themselves as strings parallel to one of the 
axes of the Wilson Loop. The net result is that the restricted field strength is dominated by a large 
structure which is constructed from these one dimensional strings. The full QCD field strength 
contains the restricted field,
Fμν[A] = Fˆμν[Aˆ] + Fμν[X] + ig([Aˆμ,Xν] + [Xμ, Aˆν]), (100)
so it may be expected that these global one dimensional structures may extend to the full QCD 
field strength (albeit with O(4) symmetry suggesting that Fμν[X] will also contain strings in 
other directions). If these strings are sufficiently dense, this picture is consistent with lattice 
simulations [38,39]. In particular, these objects are not magnetic monopoles; at least for this 
particular choice of the colour field. The peaks in the Eˆx field lead to an area law for the Wilson 
Loop and thus confinement.
We have also given an argument within the context of this decomposition which might explain 
string breaking at large spatial distances.
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Our numerical results focus on searching for these strings and peaks in the restricted field 
strength, and we have uncovered firm evidence that the electric field in the direction of the Wil-
son Loop, which is responsible for the confining potential, is dominated by objects which are 
just present on a single lattice spacing. The remaining components of the electric and magnetic 
fields contain one dimensional objects which extend in the directions suggested by our theoretical 
analysis. While this does not prove that our analysis is correct, they are certainly consistent with 
it; and whatever these peaks are, they are responsible for the confining potential. Our numerical 
analysis is consistent with the vacuum related to the restricted field being dominated by a com-
bination of magnetic monopoles and the π1 topological objects we have labelled merinthons. 
It is also possible that the binding of monopoles and anti-monopoles into pairs (similar to the 
Cooper pairs in superconductivity) might lead to a monopole condensate with a different pattern 
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in the field strength than one would expect from a naive picture of isolated monopoles and anti-
monopoles, and we cannot rule out this possibility. We also show that in an initial test, making 
an important approximation, the string tension can be accounted for by the second, ‘magnetic’, 
term within the restricted field strength. The results of the full calculation (without any approx-
imation) are less clear: all we have shown so far is that we will need to make a careful study of 
the continuum limit. The objects responsible for confinement are embedded in the colour field, 
and only indirectly in the gauge field.
We believe that this evidence is enough to merit further, more detailed, investigation of 
whether confinement can be explained within the context of this particular formulation of the 
CDG Abelian decomposition.
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We have not yet investigated the effects of changing the representation of the group, of incor-
porating quark loops into our lattice study, or studied the de-confinement transition, and hope to 
investigate at least some of these questions in future work.
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Appendix A. The Abelian decomposition
A.1. Proof of the existence of θ
In the text, we defined θ as the field which diagonalises the gauge link Uσ along the Wilson 
Line. We here demonstrate that this field exists, using the following three lemmas (and the well 
known properties of the eigenvectors of normal and unitary matrices, including that a unitary 
matrix can always be diagonalised).
Lemma A.1. Suppose that there is a U(NC) field θ which diagonalises the gauge links Uσ which 
contribute to the closed Wilson Line W [Cs] of length L starting and ending at a position s, so 
θ†σUσ θσ+δσ = eiδσu
j
σ λ
j for diagonal Gell-Mann matrices λj . Then θs contains the eigenvectors of 
W [Cs], with eigenvalues ei
∑
σ δσu
j
σ λ
j
, i.e. (given that W is unitary and thus normal) W [Cs]θs =
θse
i
∑
σ δσu
j
σ λ
j
.
Proof. W [Cs] is defined as
W [Cs] = UsUs+δσ . . .Us+L−2δσUs+L−δσ (101)
and, since θs ≡ θs+L as s and s +L refer to the same location in space,
W [Cs]θs = UsUs+δσ . . .Us+L−2δσUs+L−δσ θs
= UsUsUs+δσ . . .Us+L−2δσ θs+L−δσ eiu
j
s+L−δσ λj δσ
= UsUsUs+δσ . . . θs+L−2δσ ei(u
j
s+L−δσ+ujs+L−2δσ )λj δσ
= θsei
∑
σ u
j
σ δσλ
j (102)
where the last line follows by repeatedly evaluating Uθ = θeiuj λj δσ , and we have noted that the 
diagonal Gell-Mann matrices commute with each other. But, since 
∑
σ u
j
σ δσλ
j is diagonal, this 
is just an eigenvalue equation. Hence we have proved the result. 
Lemma A.2. The eigenvalues of the Wilson Line along a closed curve C are independent of 
which location s along the curve is used as the start and end of the line.
Proof. We note that
W [Cs] = UsUs+δσ . . .Us+L−2δσUs+L−δσ
W [Cs+δσ ] = Us+δσ . . .Us+L−2δσUs+L−δσUs
W [Cs+δσ ] = U†s W [Cs]Us. (103)
But Us is just a unitary matrix, which means that if θs+δσ diagonalises W [Cs+δσ ] then Usθs+δσ
diagonalises W [Cs] with the same eigenvalues. Thus, with θs ≡ Usθs+δs ,
θ†s W [Cs]θs = θ† W [Cs+δσ ]θs+δσ = ei
∑
σ u
j
σ δσλ
j
. (104)s+δσ
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Lemma A.3. Suppose that there is a field θσ which diagonalises W [Cσ ] at each location σ along 
the curve, with non-degenerate eigenvalues given by the diagonal elements of ei
∑
σ u
j
σ δσλ
j
then 
θ†σUσ θσ+δσ is also diagonal.
Proof. We have, using the results of the previous lemma,
ei
∑
σ u
j
σ δσλ
j = θ†s+δσW [Cs+δσ ]θs+δσ
= θ†s+δσU†s θsθ†s W [Cs]θsθ†s Usθs+δσ
= θ†s+δσU†s θsei
∑
σ u
j
σ δσλ
j
θ†s Usθs+δσ (105)
which means that
[θ†s Usθs+δσ , ei
∑
σ u
j
σ δσλ
j ] = 0, (106)
which, unless W [Cs] has degenerate eigenvalues, is only possible if θ†s Usθs+δσ is diagonal, as 
required by the lemma. 
There always exists a θ field (unique baring the U(1)NC phase factors and ordering of the 
eigenvectors) which diagonalises a W [Cs] ∈ SU(NC) as long as W does not have degener-
ate eigenvalues. From Lemmas A.1 and A.3, we see that this field is also a unique (up to the 
same caveats) solution for a field that diagonalises U . Thus we have shown that there is a 
SU(NC)/U(1)NC−1 field θ which diagonalises the gauge links along the closed Wilson Line.
A.2. The Abelian decomposition in the continuum
Here we construct an explicit form for Aˆ. The argument here is based on that presented in [11].
Lemma A.4. For any field Y in the adjoint representation of a SU(NC) Lie algebra
Y =
∑
j
(
1
2
λj tr(λjY )+ 1
4
[λj , [λj ,Y ]]
)
, (107)
where λj are the diagonal elements of the lie algebra normalised so that tr(λjλk) = 2δjk .
Proof. Y can be decomposed as Y = λaY a , where λa/2 are the generators of the gauge group. 
λa are Hermitian, traceless matrices which satisfy trλaλb = 2δab . We adopt the convention that 
the diagonal Gell-Mann matrices are referred to with the index j, k, . . . , while λa, λb, . . . may 
refer to any of the Gell-Mann matrices (including the diagonal components). The diagonal gen-
erators commute with each other, [λj , λk] = 0, and can be parametrised as diag(1, −1, 0, 0, . . .), 
1√
3
diag(1, 1, −2, 0, . . .) . . .
√
2√
NC(NC−1) diag(1, 1, 1, 1, . . . , −(NC − 1)). The other elements can 
be expressed in terms of the basis E±α , where E+|α| consists of one element of 1 above the 
diagonal and its symmetric counterpart below it, while E−|α| has −i above the diagonal and i
below it. For example,
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⎛
⎝0 1 · · ·1 0 · · ·
...
...
. . .
⎞
⎠ E−1 = λ2 =
⎛
⎝0 −i · · ·i 0 · · ·
...
...
. . .
⎞
⎠ (108)
Now, as λj is diagonal, [λj , Eα] must have the same non-zero components as Eα, and thus 
be a linear combination of Eα and E−α . Given that trEα[λj , Eα] = 0, we can write [λj , Eα] =
a
j
αE−α for some coefficient a which needs to be determined (a could be 0). Similarly, [Eα, E−α]
is diagonal and traceless, so [Eα, E−α] =∑k bkαλk , for some coefficients b. The following results 
then proceed immediately using the trace theorem tr(A[B, C]) = tr(C[A, B]):
[λj , [λj ,Eα]] = ajαaj−αEα
tr(Eα[λj , [λj ,Eα]]) = 2ajαaj−α = tr([λj ,Eα][Eα,λj ]) = −2(ajα)2
ajα = −aj−α
bkα =
1
2
tr(λk[Eα,E−α]) = 12 tr(E−α[λ
k,Eα]) = akα
tr([Eα,E−α]2) = −8 = tr(λjbjαλkbkα) = 2
∑
k
(bkα)
2 = 2
∑
k
(akα)
2. (109)
The first equality of the last equation follows from the specific form of Eα and E−α : [Eα, E−α]
has two non-zero terms on the diagonal, one 2i and the other −2i. We now have the necessary 
ingredients to prove Eq. (107). Expanding Y = cjλj + dαEα , the right hand side reads∑
j
(
1
2
λj tr(λj (ckλk + dαEα))+ 14 [λ
j , [λj , ckλk + dαEα]]
)
=
∑
j
(
λjcj − 1
4
(ajα)
2dαEα
)
= cjλj + dαEα = Y  (110)
Remark. In the lemma above, we used a natural representation of λj and Eα in terms of the 
Gell-Mann matrices. However, it is easy to see that the same commutation relations between 
the generators apply if we rotate the basis λj → θλj θ†, Eα → θEαθ†, with θ ∈ SU(NC), while 
the traces of powers of the operators are also untouched. As the proof of (107) just depends on 
the commutation relations and the traces, it is clear that a form of this equation is also valid in 
the rotated basis. In particular, this means that we can replace λj in Eq. (107) with the rotated 
basis nj , leaving us with
Y =
∑
j
(
1
2
nj tr(njY )+ 1
4
[nj , [nj ,Y ]]
)
. (111)
Using Eq. (111), we can use the defining equations to construct Aˆ. From the second equa-
tion (14), we immediately have
tr(nj Aˆ) = tr(njA). (112)
From Eq. (13),
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0 =
∑
j
(
[nj , ∂μnj ] − ig[nj , [Aˆμ,nj ]]
)
=
∑
j
[nj , ∂μnj ] + 2ig
⎛
⎝2Aˆμ −∑
j
nj trnj Aˆμ
⎞
⎠
Aˆμ =
∑
j
(
1
2
nj tr(njAμ)+ i4g [n
j , ∂μn
j ]
)
. (113)
The second field Xμ may be constructed from Xμ = Aμ − Aˆμ.
Theorem A.5. The definitions of the restricted gauge field given in Eqs. (16) and (22), i.e.
gAˆμ = −uˆjμnj + iθ∂μθ† (114)
Aˆμ =
∑
j
(
1
2
nj tr(njAμ)+ i4g [n
j , ∂μn
j ]
)
(115)
are equivalent, where uˆjμ is a function of θ and Aμ which needs to be determined.
Proof. We start from Eq. (115), and write, with the help of Eq. (111) and ∂μnj = [nj , θ∂μθ†]
Aˆμ =
∑
j
(
1
2
nj tr(njAμ)+ i4g [n
j , ∂μn
j ]
)
= 1
2
nj trnjAμ + i4g [n
j , [nj , θ∂μθ†]]
= 1
2
nj tr(nj (Aμ − i
g
θ∂μθ
†))+ i
g
θ∂μθ
† (116)
and if
uˆjμ ≡ −
1
2
tr(nj (gAμ − iθ∂μθ†)), (117)
we recover Eq. (114). 
Theorem A.6. The restricted field strength can be written in the form given in Eq. (28)
Fμν[Aˆ] = 12
(
nj∂μ tr(nj Aˆν)− nj∂ν tr(nj Aˆμ)
)
+ i
8g
nj tr(nj [∂μnk, ∂νnk]). (118)
Proof. We first of all construct Fμν . For any field X, we have
Dμ[Aˆ]Dν[Aˆ]X = ∂μ∂νX − ig∂μ[Aˆν,X] − ig[Aˆμ, ∂νX] − g2[Aˆμ, [Aˆν,X]]. (119)
Anti-symmetrising this in the indices μ and ν gives
[Dμ[Aˆ],Dν[Aˆ]]X = −ig[∂μAˆν − ∂νAˆμ,X] − g2([Aμ, [Aν,X]] − [Aν, [Aμ,X]])
= −ig[∂μAˆν − ∂νAˆμ − ig[Aˆμ, Aˆν],X], (120)
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Fμν[Aˆ] = ∂μAˆν − ∂νAˆμ − ig[Aˆμ, Aˆν] (121)
where we have made use of the Jacobi Identity [A, [B, C]] + [B, [C, A]] + [C, [A, B]] = 0 and 
we have used the definition of Fμν given in Eq. (18).
We may now use Eq. (113) to obtain an expression for Fμν[Aˆ]:
Fμν[Aˆ] = 12∂μ(n
j tr(njAν))− 12∂ν(n
j tr(njAμ))+
∂μ
i
4g
[nj , ∂νnj ] − ∂ν i4g [n
j , ∂μn
j ] +
1
8
[nj tr(njAμ), [nk, ∂νnk]] − 18 [n
j tr(njAν), [nk, ∂μnk]] +
i
16g
[[nj , ∂μnj ], [nk, ∂νnk]]
= 1
2
nj (∂μ trnj Aˆν − ∂ν trnj Aˆμ)+
1
2
tr(njAν)(∂μnj − 14 [n
j , [nk, ∂μnk]])−
1
2
tr(njAμ)(∂νnj − 14 [n
j , [nk, ∂νnk]])+
i
16g
(8[∂μnj , ∂νnj ] + [[nj , ∂μnj ], [nk, ∂νnk]]). (122)
For the term proportional to trnjAν , we can use the Jacobi identity and Eq. (111) to write
∂μn
j − 1
4
[nj , [nk, ∂μnk]] = ∂μnj + 14 [n
k, [∂μnk,nj ]]
= ∂μnj − 14 [n
k, [nk, ∂μnj ]]
= ∂μnj − ∂μnj + 12n
k tr(nk∂μnj )
= 1
2
nk tr(nk[nj , θ∂μθ†]) = 0 (123)
For the term with commutators between ∂νn and ∂μn, we use ∂μn = [n, θ∂μθ†] and expand
8[∂μnj , ∂νnj ] + [[nj , ∂μnj ], [nk, ∂νnk]]
= 8[∂μnj , ∂νnj ] + [[nj , [nj , θ∂μθ†]], [nk, [nk, θ∂νθ†]]]
= 4(∂μ[nj , ∂νnj ] − ∂ν[nj , ∂μnj ])+
4[nj tr(nj θ∂μθ†)− 2θ∂μθ†, nk tr(nkθ∂νθ†)− 2θ∂νθ†]
= 4(∂μ[nj , [nj , θ∂νθ†]] − ∂ν[nj , [nj , θ∂μθ†])+
4[nj tr(nj θ∂μθ†)− 2θ∂μθ†, nk tr(nkθ∂νθ†)− 2θ∂νθ†]
= −8(∂μ(nj tr(nj θ∂νθ†))− ∂ν(nj tr(nj θ∂μθ†))+ 2∂νθ∂μθ† − 2∂μθ∂νθ†)−
8
(
tr(nj θ∂μθ†)∂νnj − tr(nj θ∂νθ†)∂μnj − 2[θ∂μθ†, θ∂νθ†]
)
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= −8nj tr([nj , θ∂μθ†]θ∂νθ† − [nj , θ∂νθ†]θ∂μθ† + nj [θ∂νθ†, θ∂μθ†])
= −8nj tr(nj [θ∂μθ†, θ∂νθ†]). (124)
This gives
Fμν[Aˆ] = 12n
j (∂μ trnjAν − ∂ν trnjAμ)− i2g n
j tr(nj [θ∂μθ†, θ∂νθ†]). (125)
Finally, we use tr(nk[nj , X]) = 0 for any X, which follows from [nk, nj ] = 0, to show that
trnk[∂μnj , ∂νnj ] = tr(nk[[nj , θ∂μθ†], [nj , θ∂νθ†]]
= − tr(nk[nj , [θ∂νθ†, [nj , θ∂μθ†]]])− tr(nk[θ∂νθ†, [[nj , θ∂μθ†], nj ]])
= −2 tr(nk[θ∂νθ†, nj tr(nj θ∂μθ†)])+ 4 tr(nk[θ∂νθ†, θ∂μθ†])
= 4 tr(nk[θ∂νθ†, θ∂μθ†]), (126)
which gives the alternative form for the restricted field strength tensor
Fμν[Aˆ] = 12n
j (∂μ trnjAν − ∂ν trnjAμ)+ i8g n
j tr(nj [∂μnk, ∂νnk]), (127)
in agreement with Eq. (118). The factors of 1/2 and 1/8 depend on our normalisation convention 
for the generators of the gauge group. 
A.3. Exponents of the Lie algebra
In this section, we give a few results which were needed in Section 5.
Lemma A.7. For non-commuting objects X and Y in some Lie algebra,
eXYe−X = Y + [X,Y ] + 1
2! [X, [X,Y ]] + . . . (128)
Proof. The result is standard; it follows by expanding eX in a Taylor series and commuting X
term by term through Y . 
Lemma A.8. For non-commuting X and Y in some Lie algebra,
eX+Y = eXeY e− 12 [X,Y ]e 13! ([X,[X,Y ]]−2[Y,[X,Y ]]) ×
e−
1
4! ([X,[X,[X,Y ]]]+3[[[X,Y ],X,Y ]]+3[[[X,Y ],Y ],Y ]) . . . (129)
Proof. See, for example, [40]. 
Lemma A.9. For non-commuting objects X and Y in some Lie algebra, where X is differentiable 
with respect to a variable s and we can neglect terms of O(δs2)
eX(s)eδsY e−X(s+δs) = eδsY−δs∂sX+δs
∑
n>0
1
n! [Xn(Y− 1n+1 ∂sX)] (130)
where we use the notation
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n terms
, Y ]]]. (131)
Proof. Using a Taylor expansion, and the results of Eqs. (128) and (129), we have
eX(s)eδsY e−X(s+δs)
= eX(s)(1 + δsY )e−X(s)−δs∂sX(s) +O(δs2)
= (1 + δsY +
∑
n>0
1
n! [X
nδsY ])e−δs∂sX(s)e− 12 δs[X,∂sX]e− 13! δs[X2,∂sX] . . .+O(δs2)
= eδsY+
∑
n>0
1
n! [XnδsY ]−δs∂sX−
∑
n>1
1
n! [Xn−1δs∂sX] +O(δs2) (132)
where X ≡ X(s). Eq. (130) follows immediately. 
Lemma A.10. For φ, X ∈ su(2),
X +
∑
n>0
1
n! [(iφ)
nX] = cos
√
2 trφ2
(
X − φ trφX
trφ2
)
+ sin
√
2 trφ2√
2 trφ2
[φ,X] + φ trφX
trφ2
(133)
Proof. We may always parametrise φ = aχ†λ3χ for χ ∈ SU(2)/U(1) and real a. This means 
that Eq. (111) is applicable, and we have
[iφ, [iφ,X]] = 2φ tr(φX)− 2 trφ2X. (134)
Therefore, for integer n > 0,
[(iφ)2nX] = (−2 trφ2)nX + (−2 trφ2)n−12φ tr(φX)
[(iφ)2n+1X] = i(−2 trφ2)n[φ,X]. (135)
Therefore
X + [iφ,X] +
∑
n>0
[
1
(2n)! [(iφ)
2nX] + 1
(2n+ 1)! [(iφ)
2n+1X]
]
= cos
√
2 trφ2
(
X − φ tr(φX)
trφ2
)
+ i sin
√
2 trφ2√
2 trφ2
[φ,X] + φ tr(φX)
trφ2
, (136)
which is the result we wanted to prove. 
Appendix B. Area law and the string tension
We expect that the average number of the merinthons contained within a loop will be propor-
tional to the area of the loop. Given that different configurations have statistically independent 
numbers of merinthons, we may model the distribution of the number, nj , of merinthons of a 
type j (i.e. merinthons constructed from λj ), within the Wilson Loop across the configurations 
using a Poisson distribution with a mean value μj which is the density of merinthons mul-
tiplied by the loop area. Each merinthon (or merinthon–anti-merinthon pair) will contribute a 
certain value χjλj to the Wilson Loop, and this will be distributed according to some distribution 
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ber merinthons are equally likely. Neglecting any perimeter contribution from non-merinthon 
effects, the expectation value of the Wilson Line will be
tr
(
〈θ†Wθ
)
〉 = tr
∏
j
∑
nj
μ
nj
j
nj ! e
−μj
(∫
dχkP (χ3, χ8, . . .)eiλ
kχk
)nj
= tr
∏
j
e
−μj
(
1−∫ dχkP (χ3,χ8,...)eiλkχk )
. (137)
We may expand the exponential eiλjχj in terms of trigonometric functions of χj . For example, 
in SU(2),
eiλ
3χ3 = cosχ3 + i sinχ3λ3, (138)
and in SU(3),
eiλ
3χ3+iλ8χ8 = 1
3
(
2 cos
χ8√
3
cosχ3 + cos 2χ
8
√
3
+ 2i sin χ
8
√
3
cosχ3 − i sin 2χ
8
√
3
)
+
λ3
(
− sin χ
8
√
3
sinχ3 + i cos χ
8
√
3
sinχ3
)
+
λ8√
3
(
cos
χ8√
3
cosχ3 − cos 2χ
8
√
3
+ i sin χ
8
√
3
cosχ3 + i sin 2χ
8
√
3
)
. (139)
In each case, the imaginary terms are eliminated by the integral over χ , so as long as the distribu-
tion P is not too strongly peaked at χ = 0, we are left with a result which resembles e−μα0−μαjλj , 
where μ is proportional to the area of the loop (and depends on the number of structures) while α, 
which represents the quantity obtained after the integral over χ , is independent of the area (and 
depends a single structure); each diagonal term exponentially decreases with the area of the loop 
and the trace will be dominated by whichever term decreases the slowest. This gives an area law 
scaling for the Wilson Loop.
Appendix C. SU(3) merinthon algebra
The following commutation relations are useful in evaluating the product of θ matrices in 
SU(3). φ1, φ2, . . . are defined in Eq. (42)
[φ1, λ3] = 2iφ¯1 [φ1, [φ1, λ3]] = 4λ3
[φ1,
√
3λ8] = 0 [φ1, [φ1,
√
3λ8]] = 0
[φ1, φ2] = −i cos(c1 + c3 − c2)φ¯3 − i sin(c1 + c3 − c2)φ3 [φ1, [φ1, φ2]] = φ2
[φ1, φ3] = −i cos(c1 + c3 − c2)φ¯2 + i sin(c1 + c3 − c2)φ2 [φ1, [φ1, φ3]] = φ3
[φ1, φ¯1] = −2iλ3 [φ1, [φ1, φ¯1]] = 4φ¯1
[φ1, φ¯2] = i cos(c1 + c3 − c2)φ3 − i sin(c1 + c3 − c2)φ¯3 [φ1, [φ1, φ¯2]] = φ¯2
[φ1, φ¯3] = i cos(c1 + c3 − c2)φ2 + i sin(c1 + c3 − c2)φ¯2 [φ1, [φ1, φ¯3]] = φ¯3
[φ2, λ3] = iφ¯2 [φ2, [φ2, λ3]] = 2
√
3λ8+λ32
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√
3λ8] = 3iφ¯2 [φ2, [φ2,
√
3λ8]] = 6
√
3λ8+λ3
2
[φ2, φ1] = i cos(c1 + c3 − c2)φ¯3 + i sin(c1 + c3 − c2)φ3 [φ2, [φ2, φ1]] = φ1
[φ2, φ3] = −i cos(c3 + c1 − c2)φ¯1 − i sin(c1 + c3 − c2)φ1 [φ2, [φ2, φ3]] = φ3
[φ2, φ¯1] = i cos(c1 + c3 − c2)φ3 + i sin(c2 − c1 − c3)φ¯3 [φ2, [φ2, φ¯1]] = φ¯1
[φ2, φ¯2] = −2i λ
3+√3λ8
2 [φ2, [φ2, φ¯2]] = 4φ¯2
[φ2, φ¯3] = −i cos(c1 + c3 − c2)φ1 + i sin(c1 + c3 − c2)φ¯1 [φ2, [φ2, φ¯3]] = φ¯3
[φ3, λ3] = −iφ¯3 [φ3, [φ3, λ3]] = 2λ
3−√3λ8
2
[φ3,
√
3λ8] = 3iφ¯3 [φ3, [φ3,
√
3λ8]] = −6λ3−
√
3λ8
2
[φ3, φ1] = i cos(c1 + c3 − c2)φ¯2 − i sin(c1 + c3 − c2)φ2 [φ3, [φ3, φ1]] = φ1
[φ3, φ2] = i cos(c1 + c3 − c2)φ¯1 + i sin(c1 + c3 − c2)φ1 [φ3, [φ3, φ2]] = φ2
[φ3, φ¯1] = −i cos(c3 + c1 − c2)φ2 − i sin(c3 + c1 − c2)φ¯2 [φ3, [φ3, φ¯1]] = φ¯1
[φ3, φ¯2] = −i cos(c1 + c3 − c2)φ1 + i sin(c1 + c3 − c2)φ¯1 [φ3, [φ3, φ¯2]] = φ¯2
[φ3, φ¯3] = 2i λ
3−√3λ8
2 [φ3, [φ3, φ¯3]] = 4φ¯3.
(140)
We obtain, using Eq. (128), the definition of θ given in Eq. (43) and the commutation relations 
listed in Eq. (140),
n3 = eiφ3a3eiφ2a2eiφ1a1λ3e−iφ1a1e−iφ2a2e−iφ3a3
= eiφ3a3eiφ2a2
[
λ3 cos(2a1)− φ¯1 sin(2a1)
]
e−iφ2a2e−iφ3a3
= eiφ3a3
[
cos(2a1)
(
− sin(2a2)
2
φ¯2 + cos(2a2)− 14
√
3λ8 + cos(2a2)+ 3
4
λ3
)
−
sin(2a1)(cos(a2)φ¯1 − sina2(φ3 cos(c2 − c1 − c3)+ sin(c2 − c1 − c3)φ¯3))
]
e−iφ3a3
= − cos(2a1) sin 2a22 sina3(φ1 cos(c2 − c3 − c1)− φ¯1 sin(c1 + c3 − c2))−
cos(2a1)
sin 2a2
2
cosa3φ¯2 + cos(2a1)cos 2a2 − 14 ×(
−3sin(2a3)
2
φ¯3 +
√
3λ8
1 + 3 cos(2a3)
4
+ 3
4
λ3(1 − cos 2a3)
)
+
cos(2a1)
cos 2a2 + 3
4
(
λ3
cos(2a3)+ 3
4
+ √3λ8 1 − cos(2a3)
4
+ sin(2a3)
2
φ¯3
)
−
sin(2a1) cosa2(φ¯2 sina3 sin(c3 + c1 − c2)+
φ2 sina3 cos(c3 + c1 − c2)+ φ¯1 cosa3)+
sin(2a1) sina2 cos(c2 − c1 − c3)φ3 +
sin(2a1) sina2 sin(c2 − c1 − c3)
(
cos(2a3)φ¯3 − sin(2a3)2 (λ
3 − √3λ8)
)
. (141)
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√
3n8 = eia3φ3eia2φ2√3λ8e−ia2φ2e−iφ3a3
= eia3φ3
[
λ3
3 cos(2a2)− 3
4
+ √3λ8 3 cos(2a2)+ 1
4
− 3sin(2a2)
2
φ¯2
]
e−ia3φ3
= −3
2
sin(2a2) sin(a3)(φ1 cos(c2 − c3 − c1)− φ¯1 sin(c1 + c3 − c2))−
3
2
sin(2a2)φ¯2 cos(a3)+
3 cos(2a2)− 3
4
(λ3
cos(2a3)+ 3
4
+ √3λ8 1 − cos(2a3)
4
+ sin(2a3)
2
φ¯3)+
3 cos(2a2)+ 1
4
(−3
2
sin(2a3)φ¯3 +
√
3λ8
1 + 3 cos(2a3)
4
+ 3
4
λ3(1 − cos(2a3))).
(142)
A similar calculation gives
θ†∂μθ = S1μ + S2μ + S3μ + S4μ, (143)
where
S1μ = e−id3λ3−id8λ8∂μeid3λ3+id8λ8
= iλ3∂μd3 + iλ8∂μd8, (144)
S2μ = e−id3λ3−id8λ8e−ia1φ1∂μ(eia1φ1)eid3λ3+id8λ8
= e−id3λ3−id8λ8
[
iφ1∂μa1 + i∂μc1(cosa1 sina1φ¯1 − sin2 a1λ3)
]
eid3λ
3+id8λ8, (145)
S3μ = e−id3λ3−id8λ8e−ia1φ1e−ia2φ2∂μ(eia2φ2)eia1φ1eid3λ3+id8λ8
= e−id3λ3−id8λ8e−iφ1a1 ×[
∂μa2iφ2 + i∂μc2(cos(a2) sin(a2)φ¯2 − sin
2 a2
2
(λ3 + √3λ8))
]
eiφ1a1eid3λ
3+id8λ8
= e−id3λ3−id8λ8
[
− i∂μc2 sin
2 a2
2
(
√
3λ8 − cos(2a1)λ3 − sin(2a1)φ¯1)+
i∂μa2(cosa1φ2 − sina1(cos(c2 − c1 − c3)φ¯3 − sin(c2 − c1 − c3)φ3))+
i∂μc2
sin 2a2
2
(cosa1φ¯2 + sina1(cos(c2 − c1 − c3)φ3 + sin(c2 − c1 − c3)φ¯3))
]
×
eid3λ
3+id8λ8 , (146)
and
S4μ = e−id3λ3−id8λ8e−ia1φ1e−ia2φ2e−ia3φ3∂μ(eia3φ3)eia2φ2eia1φ1eid3λ3+id8λ8
= e−id3λ3−id8λ8e−ia1φ1e−ia2φ2 ×[
∂μa3iφ3 + i∂μc3
(
cosa3 sina3φ¯3 − sin
2 a3
2
(λ3 − √3λ8)
)]
×
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3+id8λ8
= e−id3λ3−id8λ8e−ia1φ1 ×[
i∂μa3
(
φ3 cos(a2)− sin(a2)(φ¯1 cos(c2 − c3 − c1)+ φ1 sin(c1 + c3 − c2))
)+
i∂μc3 cosa3 sina3
(
φ¯3 cosa2 − sina2(φ1 cos(c1 + c3 − c2) −
φ¯1 sin(c1 + c3 − c2)
)−
i∂μc3
sin2 a3
2
(
λ3 − √3λ8 − (cos(2a2)− 1)(
√
3λ8 + λ3)− sin(2a2)φ¯2
)]
×
eia1φ1eid3λ
3+id8λ8
= e−id3λ3−id8λ8 ×[
i∂μa3 cosa2(cosa1φ3 + sina1(−φ¯2 cos(c1 − c2 + c3)+ φ2 sin(c1 − c2 + c3)))−
i∂μa3 sina2 cos(c2 − c3 − c1)(φ¯1 cos(2a1)− λ3 sin(2a1))−
i∂μa3 sin(a2) sin(c1 + c3 − c2)φ1 +
i∂μc3
sin 2a3
2
cosa2(cosa1φ¯3 + sina1(φ2 cos(c1 − c2 + c3)+
φ¯2 sin(c1 − c2 + c3)))−
i∂μc3
sin(2a3)
2
sina2φ1 cos(c2 − c3 − c1)+
i∂μc3
sin(2a3)
2
sina2 sin(c1 + c3 − c2)(cos(2a1)φ¯1 − sin 2a1λ3)−
i∂μc3
sin2 a3
2
(
(2 − cos(2a2))(cos(2a1)λ3 + sin 2a1φ¯1)− cos(2a2)
√
3λ8
)
−
i∂μc3
sin2 a3
2
sin(2a2)
(
cos(a1)φ¯2 + sina1 (φ3 cos(c1 + c3 − c2) −
φ¯3(c1 + c3 − c2)
))]
eid3λ
3+id8λ8 . (147)
Appendix D. Numerical methods
D.1. Algorithm for fixing θ
It is simplest to find θ by solving for the eigenvectors of the Wilson Loop; however we em-
ployed a different technique. (The method discussed below has the advantage that it can be easily 
adapted to other rules for choosing θ discussed in the literature than just the one we use in this 
paper and to other problems such as gauge fixing and solution of the defining equations. It is also 
reasonably quick and efficient.)
We wish to find the θ that solves
[θ†xUx,μθx+μˆ, λj ] = 0, (148)
for each diagonal λj and gauge link along the Wilson Loops. This is equivalent to solving
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which is solved by the θ which minimises
F [θ ] =
∑
j
[
4V − Re tr(Ux,μnjx+μˆU†x,μnjx)
]
, (150)
with
n
j
x = θλj θ† (151)
and λj = λ3 or λ8 and θ ∈ SU(3) (in fact, the solution we want is at F [θ ] = 0). The trace is over 
both lattice sites and SU(3) indices and V is the lattice volume.
We solve this minimisation problem by combining two different algorithms; one based on 
molecular dynamics, which is an extension of the steepest descent method, and the second 
a Newton–Raphson algorithm. The goal is to have the molecular dynamics solve the system 
to a sufficient accuracy that the Newton–Raphson algorithm will converge, and then Newton–
Raphson rapidly finds the solution to a high precision. The combination of these two methods, 
while it may not be the most efficient algorithm, worked well on all the lattice volumes we used. 
We also employed similar algorithms to gauge fix and solve the defining equations of the Abelian 
decomposition.
Having found θ , one must subsequently order the columns of θ and fix the U(1) phases 
according to the chosen fixing condition. We ordered the columns according to decreasing real 
part of eigenvalue, and either fixed θ using d = 0 or by having the same value for each uˆ around 
the Wilson Loop, depending on the observable.
D.1.1. Molecular dynamics
For the molecular dynamics algorithm, we introduce a momentum field π(x) conjugate to θ
and define a fictitious energy
E = 1
2
trπ2 + F [θ ]. (152)
π here represents a traceless Hermitian matrix on each lattice site.
We evolve θ in a fictitious computer time τ using
d
dτ
θx = iθxπx, (153)
or, as δτ → 0,
θx(τ + δτ) = θx(τ )eiδτπx . (154)
The second equation of motion is taken from the conservation of energy.
0 = trπ d
dτ
π + d
dτ
F
d
dτ
F = Re tr(π(x)G(x))
G′x = i
[
θ†xUx,μθx+μˆλj θ
†
x+μˆU
†
x,μθxλ
j + θ†xU†x−μˆ,μθx−μˆλj θ†x−μˆU†x−μˆ,μθxλj
]
−
i
[
λj θ†xU
†
θx−μˆλj θ† Ux−μˆ,μθx + λj θ†xUx,μθx+μˆλj θ† U†x,μθx
]
. (155)x−μˆ,μ x−μˆ x+μˆ
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and λ8 components of θ are arbitrary) we also set the diagonal components of G to be zero. We 
then evolve θ and π using the Omelyan integrator [41,42] for a time step δτ
πx → πx − αδτGx
θx → θxei δτ2 πx
πx → πx − (1 − 2α)δτGx
θx → θxei δτ2 πx
πx → πx − αδτGx. (156)
This conserves energy up to O(δτ 2). α should be tuned to have the best conservation of energy 
for a given δτ , while δτ should be the maximum value where the algorithm remains stable (i.e. 
energy is conserved). We repeat this integrator a number of times to form a trajectory, ending 
the trajectory when F [θ ] stops decreasing. We select the θ which had the lowest F [θ ] over the 
course of the trajectory, and repeat until F [θ ] is below a target threshold.
The trick is to start each trajectory with π = 0. This means, at least for the first few steps, 
trπ2 must increase, and since energy is conserved, F must decrease. While this method cannot 
be used to find a precise solution for the minimisation of F [θ ], as the force G becomes zero 
close to the minimum and the method slows down, it rapidly converges towards a solution, and 
gets close enough to allow the use of more powerful methods. The initial step is equivalent to the 
steepest descent method; but as the trajectory progresses we incorporate information from the 
forces at larger distances from the lattice site.
The exponential of the anti-hermitian 3 × 3 matrix is calculated using the Caley–Hamilton 
theorem, following [34].
D.1.2. Newton–Raphson
Once we have found the minimum to a sufficient accuracy, we employ a Newton–Raphson 
algorithm to polish it to an arbitrary accuracy.
We define a force according to
Gax =
∂F [θ ]
∂θx
θxλ
a
= −Re tr i
[
Ux−μˆ,μθx[λa,λj ]θ†xU†x−μˆ,μθx−μˆλj θ†x−μˆ
]
− Re tr i
[
Ux,μθx+μˆλj θ†x+μˆU
†
x,μθx[λa,λj ]θ†x
]
. (157)
This force is related to the molecular dynamics force above by Gax = 12 tr(λaGx), and is essen-
tially a vector representation of the force rather than a matrix representation. The force gradient 
is given by differentiating F twice
Ha,bx,y = −δx,y Re tr i
[
Ux−μˆ,μθx[λb, [λa,λj ]]θ†xU†x−μˆ,μθx−μˆλj θ†x−μˆ
]
− δx,y Re tr i
[
Ux,μθx+μˆλj θ†x+μˆU
†
x,μθx[λb, [λa,λj ]]θ†x
]
− δx−μˆ,y Re tr i
[
Ux−μˆ,μθx[λa,λj ]θ†xU†x−μˆ,μθx−μˆ[λb,λj ]θ†x−μˆ
]
− δx+μˆ,y Re tr i
[
Ux,μθx+μˆ[λb,λj ]θ† U†x,μθx[λa,λj ]θ†x
]
. (158)x+μˆ
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θx → θxe−iλa(H
a,b
x,y )
−1Gby . (159)
In this particular problem, the sum over a and b excludes the indices related to the diagonal 
Gell-Mann Matrices (where G is zero, and this removes the zero eigenvalues from H ). Ha,bx,y can 
be easily inverted using a CGNE algorithm with odd/even preconditioning.
This is equivalent to the usual Newton–Raphson minimisation algorithm, and has the usual 
advantages and disadvantages associated with Newton–Raphson. It has superlinear convergence 
as long as Ha,bx,y contains no small eigenvalues and we start close enough to the desired solution. 
Restricting the sum over λa to the off-diagonal elements ensures that the inversion of Ha,bx,y is 
smooth enough, and we did not encounter any difficulties: F [θ ] was reduced to zero within 
machine precision in two or three iterations.
Once we have found a θ for which F = 0, it is straightforward to fix the ordering of the 
eigenvalues of the Wilson Loop and the U(NC − 1) phase according to the choice of fixing 
condition. We sorted the eigenvectors according to their real part, and fixed the phase so that 
θ†Uθ is equal for all the links along the Wilson Line (so under a gauge transformation θ → 
θ
without any need for any additional gauge fixing).
D.2. Numerical solution of the defining equations
Given nj , we wish to find the solution to the lattice defining equations
Uˆx,μn
j
x+μUˆ†x,μ − njx = 0
i tr(nj (Xˆμ − (Xˆμ)†)) = 0, (160)
for Uˆx,μ = Ux,μXˆ†x,μ. The solution of these equations is given by the Xˆ ∈ SU(NC) which min-
imises the functional
g[Xˆμ] = g1[Xˆμ] + g2[Xˆμ]
g2[Xˆμ] =
∑
j
[
−(tr(njx(Xˆx,μ − Xˆ†x,μ)))(tr(njx(Xˆx,μ − Xˆ†x,μ)))
]
g1[Xˆμ] =
∑
j
tr
[
(Ux−μ,μXˆ†x,μn
j
xXˆx,μU
†
x−μ,μ − njx−μ)2
]
(161)
for each direction μ. Each Xˆμ can be solved independently, although in practice we set up our 
algorithm to solve them all simultaneously. Clearly, g[Xˆ] ≥ 0, with the equality achieved when 
the defining equations are satisfied. If there is an exact solution to the defining equations, this 
procedure will find it. If not, we at least achieve something close to the lattice solution. In prac-
tice, by varying the initial guess for Xˆ we found that there were usually three or four solutions for 
each Xˆμ. We choose the solution with the largest tr Xˆ, a condition which is both gauge invariant 
and satisfied on those links along the Wilson Loops used to define θ , where U = Uˆ and Xˆ = 1.
The same minimisation routine is used as in the previous section (solving for Xˆ), combining 
molecular dynamics with Newton–Raphson minimisation, and while we make no claims that this 
is the most efficient algorithm, it proved to be efficient enough on our configurations. There were 
no issues concerning algorithmic stability or convergence.
The Newton–Raphson force and force gradient are
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2i tr
[(
Ux−μ,μXˆ†x,μn
j
xXˆx,μU
†
x−μ,μ − njx−μ
)
×(
Ux−μ,μXˆ†x,μn
j
xXˆx,μλ
aU
†
x−μ,μ −Ux−μ,μλaXˆ†x,μnjxXˆx,μU†x−μ,μ
)]
Ha,bx,x = 2
(
tr
(
n
j
x
(
Xˆx,μλ
b + λbXˆ†x,μ
)))(
tr
(
n
j
x
(
Xˆx,μλ
a + λaXˆ†x,μ
)))+
2
(
tr
(
n
j
x
(
Xˆx,μ − Xˆ†x,μ
)))(
tr
(
n
j
x
(
Xˆx,μλ
bλa − λaλbXˆ†x,μ
)))−
2 tr
[(
Ux−μ,μXˆ†x,μn
j
xXˆx,μλ
bU
†
x−μ,μ −Ux−μ,μλbXˆ†x,μnjxXˆx,μU†x−μ,μ
)×(
Ux−μ,μXˆ†x,μn
j
xXˆx,μλ
aU
†
x−μ,μ −Ux−μ,μλaXˆ†x,μnjxXˆx,μU†x−μ,μ
)]−
2 tr
[(
Ux−μ,μXˆ†x,μn
j
xXˆx,μU
†
x−μ,μ − njx−μ
)×(−Ux−μ,μλbXˆ†x,μnjxXˆx,μλaU†x−μ,μ +Ux−μ,μλaλbXˆ†x,μnjxXˆx,μU†x−μ,μ)]−
2 tr
[(
Ux−μ,μXˆ†x,μn
j
xXˆx,μU
†
x−μ,μ − njx−μ
)×(
Ux−μ,μXˆ†x,μn
j
xXˆx,μλ
bλaU
†
x−μ,μ −Ux−μ,μλaXˆ†x,μnjxXˆx,μλbU†x−μ,μ
)]
, (162)
and the molecular dynamics force can be constructed from the Newton–Raphson force using 
Gx = λaGax .
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