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MINIMAL FACES AND SCHUR’S LEMMA FOR EMBEDDINGS
INTO RU
SCOTT ATKINSON
Abstract. In the context of N. Brown’s Hom(N,RU ), we establish that given
pi : N → RU , the dimension of the minimal face containing [pi] is one less than
the dimension of the center of the relative commutant of pi. We also show the
“convex independence”of extreme points in the sense that the convex hull of n
extreme points is an n-vertex simplex. Along the way, we establish a version
of Schur’s Lemma for embeddings of II1-factors.
1. Introduction and Main Results
In [2], N. Brown exhibits a convex structure on the space of unitary equivalence
classes of embeddings of a II1-factor in an ultrapower of the separable hyperfinite
II1-factor. Since its appearance in 2011, the convex structure in [2] has received a
fair amount of attention in the literature–see [4], [3], [6], [7], [8], [9], [5], [10], and
[1]. Part of the appeal of Brown’s work is that it links convex geometric concepts
with operator algebraic ones. The purpose of the present paper is to deepen this
connection.
Let N be a separable II1-factor, and let R denote the separable hyperfinite II1-
factor. We denote by Hom(N,RU ) the collection of unitary equivalence classes of
∗-homomorphisms N → RU where U is a free ultrafilter on the natural numbers.
We let [pi] denote the equivalence class of the ∗-homomorphism pi : N → RU . The
work in [2] and [4] demonstrates that Hom(N,RU ) can be considered as a closed
bounded convex subset of a Banach space.
One of the main results in [2] is the following characterization of extreme points.
Theorem 1.1 ([2]). The equivalence class [pi] ∈ Hom(N,RU ) is extreme if and
only if pi(N)′ ∩RU is a factor.
This is an important result because it gives a convex geometric perspective on the
following well-known open question attributed to S. Popa: given any II1-factor
(that embeds into RU ), does there exist an embedding pi : N → RU such that its
relative commutant is a factor? In view of Theorem 1.1, this question asks if the
convex set Hom(N,RU) is always guaranteed to have extreme points.
We offer a generalization of Theorem 1.1 by considering minimal faces in
Hom(N,RU ) and the algebraic information lying therein. In particular, we will
show that given an embedding pi : N → RU , the dimension of the minimal face in
Hom(N,RU ) containing [pi] is directly related to the dimension of the center of the
relative commutant of pi. The latter usage of the word “dimension”has the usual
algebraic meaning; the former usage is made precise in the following definition.
Definition. Given [pi] ∈ Hom(N,RU), let F[pi] denote the minimal face in
Hom(N,RU ) containing [pi]. F[pi] is obtained by intersecting all faces inHom(N,R
U )
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that contain [pi]. Let dim(F[pi]) be the dimension of the minimal face, given by the
smallest n such that F[pi] affinely embeds into R
n; if there is no such n ∈ N, then
we say dim(F[pi]) =∞. As a convention, dim(F[pi]) = 0 if and only if F[pi] = {[pi]} is
a singleton–that is, [pi] is extreme. We will use dim(·) to mean both the dimension
of a minimal face, and the dimension of an algebra–the context will make the usage
clear.
The main result of this paper is the following theorem.
Theorem 1.2. Let the embedding pi : N → RU be given.
(1) dim(F[pi]) + 1 = dim(Z(pi(N)
′ ∩ RU )). Here Z(pi(N)′ ∩ RU ) denotes the
center of pi(N)′ ∩RU .
(2) If dim(Z(pi(N)′ ∩RU )) = n <∞ then F[pi] is an n-vertex simplex.
(3) If ϕ ∈ t1[pi1] + · · · + tn[pin] where 0 < tj < 1,
∑
tj = 1, and [pij ] is an
extreme point for every 1 ≤ j ≤ n, then
ϕ(N)′ ∩RU ∼= ⊕nj=1pij(N)
′ ∩RU .
To see that Theorem 1.2 subsumes Theorem 1.1, consider part (1) in the case where
dim(F[pi]) + 1 = dim(Z(pi(N)
′ ∩RU)) = 1.
As mentioned above, the question of existence of extreme points in Hom(N,RU )
is a well-known open question that has recently received some attention in the lit-
erature. In [5], Capraro and Lupini observe that if Hom(N,RU ) embeds into either
a dual Banach space or a strictly convex Banach space then the question has an
affirmative answer. They go further to say that in [7], Chirvasitu exhibits evidence
supporting the possibility that Hom(N,RU ) does embed into a dual Banach space.
To add to the list of reductions of this open question, Theorem 1.2 immediately
yields a convex geometric proof of the following corollary.
Corollary 1.3. If there is an embedding ρ : N → RU such that Z(ρ(N)′ ∩ RU) is
finite dimensional, then there is an embedding pi : N → RU such that pi(N)′ ∩ RU
is a factor.
In fact, Corollary 1.3 can be proved directly in the following weaker form: if there
is an embedding ρ : N → RU such that Z(ρ(N)′ ∩ RU ) has a nonzero minimal
central projection, then there is an embedding pi : N → RU such that pi(N)′ ∩ RU
is a factor.
The following corollary indicates the “convex independence”of extreme points.
Corollary 1.4. The convex hull of n extreme points in Hom(N,RU ) is always an
n-vertex simplex and a face.
For example, the convex hull of four extreme points cannot be a square–it must be
a tetrahedron.
Example 1.5. In Corollaries 6.10 and 6.11 of [2], Brown exhibits II1-factors with
the property that for such a II1-factor N , Hom(N,R
U ) has infinitely many extreme
points with a cluster point. So for such a II1-factor N and any n ∈ N, by Theorem
1.2, there is a face in Hom(N,RU ) taking the form of an n-vertex simplex. In fact,
these can be nested.
Remark 1.6. Simplices have the property that the convex hull of any finite number
of extreme points is a simplex and a face. Although Hom(N,RU ) is rarely a simplex
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(as it is rarely compact, see Theorem 4.7 of [2]), Theorem 1.2 tells us that in the
cases where extreme points exist, Hom(N,RU) shares this property.
Remark 1.7. At no point do we use that N is a II1-factor; so all of the results in
this paper apply to Hom(A, RU) for any separable unital C∗-algebra A. Though it
would require even more technical notation, it is reasonable to expect that these
results extend further to Hom(A,MU) for any separable unital C∗-algebra A and
any separable McDuff II1-factor M . See [1] for more details. These results may
even extend to Pa˘unescu’s convex structure on the space of sofic representations of
a given sofic group appearing in [8] and [9]. For the sake of simplicity, the arguments
presented here will be limited to the context of [2].
A secondary result of this paper is the following theorem which can be thought
of as a type of Schur’s lemma for this context of embeddings of II1-factors.
Theorem 1.8. Let [pi], [ρ] ∈ Hom(N,RU ) be extreme points. If there is a nonzero
intertwiner x ∈ RU such that pi(a)x = xρ(a) for every a ∈ N , then [pi] = [ρ].
In the convex geometric context of Hom(N,RU ), extreme points are the irre-
ducible/simple objects. This theorem is saying that there are no nonzero inter-
twiners between two inequivalent (representatives of) irreducibles. From this per-
spective, it can be seen why one would consider Theorem 1.8 as a sort of Schur’s
Lemma in the context of this article. It should be mentioned that Theorem 1.8 can
be stated in more general terms (see Remark 4.1).
Acknowledgments. The author would like to thank Nate Brown, Jesse Peterson,
David Sherman, and Stuart White for providing valuable comments and sugges-
tions. Gratitude is also due to the University of Virginia and the Hausdorff Re-
search Institute for Mathematics for financial support during the development and
writing of this article.
2. Survey of Hom(N,RU )
We start with a technical proposition that is fundamental in the structure and
analysis of Hom(N,RU ). The following proposition appears as Proposition 3.1.2 of
[2].
Proposition 2.1 ([2]). Let p, q ∈ RU be projections of the same trace, M ⊂ pRUp
be a separable von Neumann subalgebra and χ : pRUp → qRUq be a unital ∗-
homomorphism. Assume there exist projections pi, qi ∈ R, i ∈ N with τ(pi) =
τ(qi) = τ(p) for every i ∈ N such that (pi)U = p and (qi)U = q, and there exist
∗-homomorphisms χi : piRpi → qiRqi such that χ = (χi)U . Then there exists a
partial isometry v ∈ RU with v∗v = p and vv∗ = q such that χ(x) = vxv∗ for every
x ∈M .
We will say that such a homomorphism χ lifts to coordinatewise homomorphisms
or is liftable. Let σ : R ⊗ R → R be an isomorphism, and to allow an abuse of
notation, let σ : (R ⊗ R)U → RU also denote the induced isomorphism between
ultrapowers. Using Proposition 2.1, it can be shown that given any pi : N → RU , pi
is unitarily equivalent to σ(1 ⊗ pi) where σ(1 ⊗ pi)(x) = σ(1 ⊗ pi(x)).
Before exhibiting a convex structure on Hom(N,RU ), Brown establishes in [2]
what it means to have a convex structure with out an ambient linear space. Brown
gives five axioms in Definition 2.1 of [2] that should be expected of a bounded convex
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subset of a linear space. In [4], Capraro and Fritz show that closed bounded convex
subsets of Banach spaces are characterized by these axioms defining a convex-like
structure.
In order to define convex combinations, we use the notion of a standard isomor-
phism. Let p ∈ RU be a projection such that p = (pi)U where pi is a projection
in R with τ(pi) = τ(p) for each i ∈ N. An isomorphism θp : pR
Up → RU is called
a standard isomorphism if it lifts to coordinatewise isomorphisms piRpi → R. We
can define convex combinations as follows. Given [pi1], . . . , [pin] ∈ Hom(N,R
U ) and
0 ≤ t1, . . . , tn ≤ 1 with
∑
ti = 1, we define
t1[pi1] + · · ·+ tn[pin] := [θ
−1
p1
◦ pi1 + · · ·+ θ
−1
pn
◦ pin]
where for every 1 ≤ i ≤ n τ(pi) = ti and θpi is a standard isomorphism. Thanks to
Proposition 2.1, this operation is well-defined. Proposition 2.1 can also be used to
show that
t1[pi1] + · · · tn[pin] = [σ(p1 ⊗ pi1) + · · ·+ σ(pn ⊗ pin)]
where p1, . . . , pn are projections with traces t1, . . . , tn respectively and σ(pk ⊗
pik)(x) = σ(pk⊗pik(x)) (see Example 4.5 of [2]). Under this definition, Hom(N,R
U )
satisfies the axioms for a convex-like structure.
Given pi : N → RU and a projection p ∈ pi(N)′ ∩ RU , we define the cutdown
of pi by p to be the map pip given by pip(x) = θp(ppi(x)) where θp is a standard
isomorphism. It can be shown that [pip] is independent of the choice of the standard
isomorphism. We record some important facts about cutdowns in the following
proposition.
Proposition 2.2 ([2]). Let pi : N → RU be given.
(1) Let p ∈ pi(N)′ ∩RU be a projection. If u ∈ RU is a unitary, then
[pip] = [(Ad(u) ◦ pi)upu∗ ].
(2) For any projection p ∈ RU ,
[pi] = [σ(1 ⊗ pi)σ(p⊗1)].
(3) (a) Given any p ∈ pi(N)′ ∩RU , [pi] = τ(p)[pip] + τ(p
⊥)[pip⊥ ].
(b) If [pi] = t[ρ1] + (1 − t)[ρ2] then there is a projection p ∈ pi(N)
′ ∩ RU
with trace t such that [ρ1] = [pip] and [ρ2] = [pip⊥ ].
(4) Let p, q ∈ pi(N)′∩RU be projections with the same trace. Then the following
are equivalent.
(a) [pip] = [piq]
(b) p and q are Murray-von Neumann equivalent in pi(N)′ ∩RU .
Theorem 1.1 follows quickly from Proposition 2.2.
3. Proof of Part (2) of Theorem 1.2
Our strategy to prove Theorem 1.2 is to first prove part (2) and then part (3).
Part (1) will follow quickly from parts (2) and (3). From now on, fix a separable
II1-factor N and pi : N → R
U . The following proposition is a scaled version of part
(2) of Proposition 2.2.
Proposition 3.1. Let p be a projection in pi(N)′ ∩ RU . Then for any nonzero
projection Q ∈ RU , we have
[pip] = [σ(1⊗ pi)σ(1⊗p)] = [σ(1 ⊗ pi)σ(Q⊗p)].
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Proof. To show the first equality, by Proposition 2.1 there is a unitary u ∈ RU so
that σ(1 ⊗ pi)(x) = uxu∗ for every x ∈ W ∗(pi(N) ∪ {p}). Then by Proposition 2.2,
we have
[pip] = [(Adu ◦ pi)upu∗ ] = [σ(1 ⊗ pi)σ(1⊗p)].
For the second equality, take θσ(Q′⊗p) = σ ◦ (θQ′ ⊗ θp) ◦ σ
−1 for any projection
Q′ (see Definition 3.3.2 in [2]). 
Note that one can only scale down a priori. The next proposition shows that the
collection of cutdowns of pi is convex.
Proposition 3.2. Let p, q ∈ pi(N)′ ∩RU be projections with τ(p) = τ(q).
t[pip] + (1− t)[piq] = [σ(1 ⊗ pi)(σ(S⊗p)+σ(S⊥⊗q))]
for any projection S ∈ RU with τ(S) = t.
Proof. We have that
t[pip] + (1− t)[piq] = [σ(S ⊗ pip) + σ(S
⊥ ⊗ piq)]
for any projection S ∈ RU with τ(S) = t. So we must show
[σ(1 ⊗ pi)σ(S⊗p)+σ(S⊥⊗q)] = [σ(S ⊗ pip) + σ(S
⊥ ⊗ piq)].
By definition, for any x ∈ N ,
σ(1 ⊗ pi)σ(S⊗p)+σ(S⊥⊗q)(x) = θσ(S⊗p)+σ(S⊥⊗q)(σ(S ⊗ ppi(x)) + σ(S
⊥ ⊗ qpi(x)))
and
σ(S ⊗ pip(x)) + σ(S
⊥ ⊗ piq(x)) = σ(S ⊗ θp(ppi(x))) + σ(S
⊥ ⊗ θq(qpi(x))).
Now note that τ(θσ(S⊗p)+σ(S⊥⊗q)(σ(S ⊗ p)) = τ(S). Put
p′ := θσ(S⊗p)+σ(S⊥⊗q)(σ(S ⊗ p))
and consider ψ : p′RUp′ → σ(S ⊗ 1)RUσ(S ⊗ 1) given by
ψ = σ ◦ (S ⊗ id) ◦ θσ(S⊗p) ◦ θ
−1
σ(S⊗p)+σ(S⊥⊗q)
∣∣
p′RUp′
.
Let u ∈ RU be a unitary such that for every x ∈ N, σ(1 ⊗ θp(ppi(x))) =
uθp(ppi(x))u
∗. So, for x ∈ N we have
ψ(θσ(S⊗p)+σ(S⊥⊗q)(σ(S ⊗ ppi(x)))) = σ(S ⊗ u)σ(S ⊗ θp(ppi(x)))σ(S ⊗ u
∗).
Evidently, ψ is a unital ∗-homomorphism that lifts to coordinate-wise homor-
phisms. Then by Proposition 2.1 there is a partial isometry v ∈ RU such that
v∗v = p′, vv∗ = σ(S ⊗ 1), and ψ(x) = vxv∗ for every
x ∈ θσ(S⊗p)+σ(S⊥⊗q)(σ(S ⊗ ppi(N))).
Therefore, for every x ∈ N ,
v∗σ(S ⊗ u)σ(S ⊗ θp(ppi(x)))σ(S ⊗ u
∗)v = θσ(S⊗p)+σ(S⊥⊗q)(σ(S ⊗ ppi(x))).
Let v′ := v∗σ(S ⊗ u). Then v′∗v′ = σ(S ⊗ 1) and v′v′∗ = θσ(S⊗p)+σ(S⊥⊗q)(S ⊗ p).
Thus
v′σ(S ⊗ θp(ppi(x)))v
′∗ = θσ(S⊗p)+σ(S⊥⊗q)(σ(S ⊗ ppi(x)))
for every x ∈ N .
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Similarly, there is a partial isometry w′ ∈ RU with w′∗w′ = σ(S⊥ ⊗ 1) and
w′w′∗ = θσ(S⊗p)+σ(S⊥⊗q)(σ(S
⊥ ⊗ q)) such that
w′σ(S⊥ ⊗ θq(qpi(x)))w
′∗ = θσ(S⊗p)+σ(S⊥⊗q)(σ(S
⊥ ⊗ qpi(x)))
for every x ∈ N .
Thus, if u′ = v′ + w′ then u′ is a unitary such that
u′(σ(S ⊗ θp(ppi(a))) + σ(S
⊥ ⊗ θq(qpi(a))))u
′∗
= θσ(S⊗p)+σ(S⊥⊗q)(σ(S ⊗ ppi(a)) + σ(S
⊥ ⊗ qpi(a))). 
Note that thanks to Proposition 3.1, the requirement that p and q have matching
traces in Proposition 3.2 is no obstruction.
Proposition 3.3.
F[pi] =
{
[pip] : p ∈ pi(N)
′ ∩RU , a nonzero projection
}
Proof. This follows quickly from Proposition 2.2, Proposition 3.2, and the minimal-
ity of F[pi]. 
Proposition 3.4. Let Z(pi(N)′ ∩ RU) be separable. If z is a minimal central
projection in Z(pi(N)′ ∩RU) then σ(1⊗ z) is minimal in Z(σ(1 ⊗ pi)(N)′ ∩RU).
Proof. This follows immediately using Proposition 2.1. 
Lemma 3.5. Let Z(pi(N)′ ∩ RU ) be finite dimensional with minimal central pro-
jections z1, . . . , zn, and let 0 < t0 ≤ min {τ(z1), . . . , τ(zn)}. Then
F[pi] =
{
[pip] : p ∈ pi(N)
′ ∩RU , a projection , τ(p) = t0
}
.
Proof. By Proposition 3.3 it suffices to show that for any projection q ∈ pi(N)′∩RU ,
there is a projection p ∈ pi(N)′ ∩ RU with trace t0 such that [piq] = [pip]. Let
q ∈ pi(N)′ ∩RU be a projection and let t′ = τ(q). Put
At0 =
{
[pip] : p ∈ pi(N)
′ ∩RU , a projection , τ(p) = t0
}
.
Assume that t′ > t0. Let Q ∈ R
U be a projection with τ(Q) =
t0
t′
, and let u ∈ RU
be a unitary such that σ(1⊗ x) = uxu∗ for every x ∈ W ∗(pi(N) ∪Z(pi(N)′ ∩RU )),
then by Proposition 3.1,
[piq] = [σ(1 ⊗ pi)σ(Q⊗q)] = [piu∗σ(Q⊗q)u] ∈ At0 .
Now let t′ < t0. Let p ∈ pi(N)
′ ∩ RU be a projection such that τ(pzi) =
t0
t′
τ(qzi) for every 1 ≤ i ≤ n. Let Q ∈ R
U be a projection such that τ(Q) =
t′
t0
. By Proposition 3.4, the minimal central projections in σ(1 ⊗ pi)(N)′ ∩ RU are
{σ(1 ⊗ zi)}
n
i=1. Observe that for every 1 ≤ i ≤ n we have
τ(σ(Q ⊗ p)σ(1 ⊗ zi)) = τ(σ(1 ⊗ q)σ(1 ⊗ zi)).
Thus σ(Q⊗p) is Murray-von Neumann equivalent to σ(1⊗q) in σ(1⊗pi)(N)′∩RU .
By Propositions 2.2 and 3.1 we get that
[piq] = [σ(1 ⊗ pi)σ(1⊗q)] = [σ(1 ⊗ pi)σ(Q⊗p)] = [σ(1 ⊗ pi)σ(1⊗p)] = [pip] ∈ At0 . 
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Proof. (of part (2) of Theorem 1.2) We will show that if Z(pi(N)′ ∩ RU) is n-
dimensional with n < ∞ then F[pi] is affinely isomorphic to the n-vertex simplex
given by
∆t0n−1 :=
{
(x1, . . . , xn) : 0 ≤ xi ≤ t0 ∀1 ≤ i ≤ n,
n∑
i=1
xi = t0
}
.
By Lemma 3.5, we may identify F[pi] with
At0 :=
{
[pip] : p ∈ pi(N)
′ ∩RU , a projection , τ(p) = t0
}
.
Consider the map ψ : At0 → ∆
t0
n−1 given by
ψ([pip]) = (τ(pz1), . . . , τ(pzn))
where z1, . . . zn are the minimal central projections of pi(N)
′ ∩ RU . Proposition
2.2 ensures that ψ is well-defined and injective. Given any (x1, . . . , xn) ∈ ∆
t0
n−1,
it is well-known that there is a projection p ∈ pi(N)′ ∩ RU such that (τ(pz1),
. . . , τ(pzn)) = (x1, . . . , xn); thus, ψ is surjective. It remains to show that ψ is
affine. Let [pip], [piq] ∈ At0 . Since W
∗(pi(N) ∪Z(pi(N)′ ∩RU)) is separable, there is
a unitary u ∈ RU so that σ(1⊗x) = uxu∗ for every x ∈W ∗(pi(N)∪Z(pi(N)′∩RU )).
Now, by Proposition 3.2,
t[pip] + (1− t)[piq ] = [σ(1 ⊗ pi)σ(S⊗p)+σ(S⊥⊗q)] = [piu∗(σ(S⊗p)+σ(S⊥⊗q))u]
where S ∈ RU is a projection such that τ(S) = t. Furthermore, for every 1 ≤ i ≤ n,
we have that
τ(u∗(σ(S ⊗ p) + σ(S⊥ ⊗ q))uzi) = tτ(pzi) + (1− t)τ(qzi).
So
ψ(t[pip] + (1 − t)[piq]) = ψ([piu∗(σ(S⊗p)+σ(S⊥⊗q))u]
= tψ([pip]) + (1− t)ψ([piq ]). 
4. Schur’s Lemma for Hom(N,RU)
By presenting a dichotomy for intertwiners of irreducibles, Theorem 1.8 can be
considered as a sort of RU -version of Schur’s lemma.
Theorem 1.8. Let [pi], [ρ] ∈ Hom(N,RU ) be extreme points. If there is a nonzero
intertwiner x ∈ RU such that pi(a)x = xρ(a) for every a ∈ N , then [pi] = [ρ].
Proof. Let x = v|x| be the polar decomposition of x (here |x| = (x∗x)
1
2 ). It is a
direct exercise to show that v also intertwines pi and ρ. Let p = vv∗ ∈ pi(N)′ ∩RU
and q = v∗v ∈ ρ(N)′ ∩RU . Consider the liftable unital ∗-homomorphism
χ := θp ◦Ad(v) ◦ θ
−1
q : R
U → RU .
By Proposition 2.1 there is a unitary u ∈ RU such that χ(x) = uxu∗ for every
x ∈ ρq(N). Then we have for every a ∈ N, pip(a) = uρq(a)u
∗. Thus
[pi] = [pip] = [ρq] = [ρ]. 
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Remark 4.1. Thanks to a proof suggested by S. White, Theorem 1.8 can be stated
in the following more general terms: Let N be a unital C∗-algebra, let M be a
II1-factor, and let pi, ρ : N → M be unital ∗-homomorphisms so that pi(N)
′ ∩M
and ρ(N)′ ∩M are both diffuse factors. If there is a nonzero intertwiner x ∈ M
such that pi(a)x = xρ(a) for every a ∈ N , then pi and ρ are unitarily equivalent.
Next we record the following easy corollary. This is essentially a scaled version of
Theorem 1.8.
Corollary 4.2. Let p, q ∈ RU be mutually orthogonal projections with τ(p) = τ(q).
Let [pi], [ρ] ∈ Hom(N,RU ) be distinct extreme points. If x ∈ (p + q)RU (p + q)
intertwines θ−1p ◦ pi and θ
−1
q ◦ ρ, then x = 0.
5. Proofs of Parts (3) and (1) of Theorem 1.2
Proof. (of part (3) of Theorem 1.2)
We prove this part of the theorem in the case where n = 2. All other cases are
direct generalizations of this one. We must show that if [pi], [ρ] ∈ Hom(N,RU ) are
distinct extreme points and if ϕ ∈ t[pi] + (1− t)[ρ] for 0 < t < 1, then
ϕ(N)′ ∩RU ∼= pi(N)′ ∩RU ⊕ ρ(N)′ ∩RU .
Fix K ∈ N such that
1
K
< t, and let 1 ≤ k ≤ K−1 be such that
k
K
≤ t <
k + 1
K
.
Let p ∈ RU be a projection with τ(p) = t and let
ϕ = θ−1p ◦ pi + θ
−1
p⊥
◦ ρ.
Let p1, . . . , pk, p˜ ≤ p be mutually orthogonal projections such that τ(pi) =
1
K
for
1 ≤ i ≤ k and τ(p˜) = t −
k
K
(<
1
K
); and let v be a partial isometry (provided by
Proposition 2.1) with v∗v = vv∗ = p such that
θ−1p ◦ pi = Ad(v) ◦
( k∑
i=1
θ−1pi ◦ pi + θ
−1
p˜ ◦ pi
)
.
Similarly, let q1, . . . , qK−k−1, q˜ ≤ p
⊥ be mutually orthogonal projections such that
τ(qj) =
1
K
for every 1 ≤ j ≤ K−k− 1 and τ(q˜) =
k + 1
K
− t; and let w be a partial
isometry with w∗w = ww∗ = p⊥ such that
θ−1
p⊥
◦ ρ = Ad(w) ◦
(K−k−1∑
j=1
θ−1qj ◦ ρ+ θ
−1
q˜ ◦ ρ
)
.
Fix x ∈ ϕ(N)′ ∩ RU with ||x|| ≤ 1. It will suffice to show that x = pxp + p⊥xp⊥.
It is a direct observation that for every 1 ≤ i ≤ k and 1 ≤ j ≤ K − k − 1,
(vpiv
∗)x(wqjw
∗) intertwines v(θ−1pi ◦pi)v
∗ and w(θ−1qj ◦ρ)w
∗. Then by Corollary 4.2
we have
(v(p− p˜)v∗)x(w(p⊥ − q˜)w∗) =
k∑
i=1
K−k−1∑
j=1
(vpiv
∗)x(wqjw
∗) = 0.
MINIMAL FACES AND SCHUR’S LEMMA FOR EMBEDDINGS INTO RU 9
Similarly,
(w(p⊥ − q˜)w∗)x(v(p − p˜)v∗) =
k∑
i=1
K−k−1∑
j=1
(wqjw
∗)x(vpiv
∗) = 0.
So
pxp⊥ = px(wq˜w∗) + (vp˜v∗)x(p⊥ − wq˜w∗)
and
p⊥xp = (wq˜w∗)xp+ (p⊥ − wq˜w∗)x(vp˜v∗).
Thus,
||pxp⊥ + p⊥xp||2 ≤ ||px(wq˜w
∗)||2 + ||(vp˜v
∗)x(p⊥ − wq˜w∗)||2 + ||(wq˜w
∗)xp||2
+ ||(p⊥ − wq˜w∗)x(vp˜v∗)||2
≤ ||wq˜w∗||2 + ||vp˜v
∗||2 + ||wq˜w
∗||2 + ||vp˜v
∗||2
< 4
√
1
K
.
SinceK ∈ N was only selected to be bounded below, this shows that pxp⊥+p⊥xp =
0. Thus, x = pxp+ p⊥xp⊥. 
Proof. (of part (1) of Theorem 1.2) This statement follows from (2) and (3). Let
dim(Z(pi(N)′ ∩ RU)) = n. If n < ∞, then by (2) we have that F[pi] is an n-vertex
simplex and thus dim(F[pi]) = n − 1. If n = ∞ but dim(F[pi]) < ∞, then [pi] is
an average of finitely many extreme points. And this would imply by (3) that
dim(Z(pi(N)′∩RU )) is finite–a contradiction. So we must have dim(F[pi]) =∞. 
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