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Cet article est un re´sume´ de [ADD15] ou` nous e´tudions la notion de concurrence dans les proble`mes d’allocation de
ressources. Nous proposons des proprie´te´s ge´ne´rales permettant d’exprimer la qualite´ de concurrence d’une solution a`
un proble`me d’allocation de ressources et e´tablissons quelle qualite´ de concurrence peut eˆtre atteinte par un algorithme
re´solvant le proble`me d’allocation de ressources locales. Enfin, nous proposons un algorithme d’allocation de ressources
locales instantane´ment stabilisant qui re´alise cette qualite´ de concurrence.
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1 Introduction
L’exclusion mutuelle est un proble`me d’allocation de ressources fondamental dans lequel il faut ge´rer
un acce`s e´quitable a` une unique ressource non partageable. Ce proble`me est intrinse`quement se´quentiel car
deux processus ne peuvent acce´der simultane´ment a` cette ressource. Cependant, il existe de nombreux autres
proble`mes d’allocation de ressources ou` plusieurs ressources sont partage´es et peuvent eˆtre utilise´es de
fac¸on concurrente. Par exemple, le proble`me de `-exclusion est une ge´ne´ralisation de l’exclusion mutuelle,
ou` non pas une seule mais ` copies d’une ressource peuvent eˆtre utilise´es simultane´ment.
Pour re´soudre efficacement ces proble`mes, un algorithme doit permettre le plus possible d’acce`s simul-
tane´s aux diffe´rentes ressources. Il est donc important d’exprimer la qualite´ de la concurrence a` l’aide d’une
proprie´te´ de´die´e et d’e´valuer les algorithmes d’allocation de ressources selon cette proprie´te´. Cependant,
la majorite´ des solutions aux proble`mes d’allocation de ressources ne conside`rent pas la question de la
concurrence, bien que, comme Fischer et al le soulignent dans [FLBB79], ne pas le faire puisse mener a`
des solution de´ge´ne´re´es. Par exemple, un algorithme d’exclusion mutuelle re´pond, certes inefficacement, a`
la spe´cification de la `-exclusion sans la proprie´te´ de concurrence.
Ainsi, Fischer et al [FLBB79] proposent une proprie´te´ ad hoc qui traduit la concurrence dans le proble`me
de `-exclusion. Cette proprie´te´, nomme´e e´vitement de `-interblocage, peut s’exprimer informellement com-
me suit : si moins de ` processus sont en train d’exe´cuter leur section critique † et s’il y a au moins un
processus demandeur, alors un processus demandeur finira par obtenir sa section critique, meˆme si aucun
autre processus ne quitte sa section critique entre-temps. D’autres proprie´te´s de concurrence ont e´te´ pro-
pose´es pour d’autres proble`mes d’allocation de ressources, comme la k-parmi-` exclusion [DHV03] et la
coordination de comite´s [BDP11]. Cependant, toutes ces proprie´te´s sont de´die´es a` un proble`me particulier.
Nous proposons ici une ge´ne´ralisation de la proprie´te´ d’e´vitement de `-interblocage a` tout proble`me
d’allocation de ressources. Cette proprie´te´ est nomme´e concurrence maximale. Il existe des proble`mes,
comme la `-exclusion [FLBB79], pour lesquels la concurrence maximale peut eˆtre satisfaite, alors que pour
d’autres proble`mes d’allocation de ressources, c’est impossible. Par exemple, Datta et al [DHV03] ont
prouve´ qu’il est impossible de concevoir un algorithme satisfaisant la (k, `)-e´quite´ stricte qui est l’instance
de la concurrence maximale de´die´e au proble`me de la k-parmi-` exclusion. Nous proposons en conse´quence
une ge´ne´ralisation de la concurrence maximale, nomme´e concurrence partielle, permettant d’exprimer des
qualite´s de concurrence plus faibles.
Nous nous inte´ressons ensuite a` la concurrence dans une classe de proble`mes d’allocation de ressources
particulie`re : l’allocation de ressources locales. L’allocation de ressources locales [CDP03] est de´finie graˆce
†. La section critique est la portion de code exe´cute´e pour acce´der aux ressources alloue´es au processus.
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a` la notion de compatibilite´ entre ressources : deux ressources x et y sont dites compatibles si deux processus
voisins peuvent les utiliser en meˆme temps. Sinon, x et y sont dites incompatibles. Le proble`me d’allocation
de ressources locales consiste a` assurer que tout processus demandant l’acce`s a` une ressource x l’obtient en
temps fini (vivacite´) et ce alors qu’aucun de ses voisins n’utilise une ressource incompatible avec x (suˆrete´).
De nombreux proble`mes classiques sont des instances de l’allocation de ressources locales, comme le dıˆner
de philosophes ou l’exclusion mutuelle locale.
La spe´cification initiale de l’allocation de ressources locales [CDP03] ne conside´rant pas la question de la
concurrence, nous e´tudions la qualite´ de concurrence qu’il est possible de re´aliser pour ce proble`me. Nous
obtenons deux re´sultats. Premie`rement, nous montrons qu’il est impossible de concevoir un algorithme
d’allocation de ressources locales qui satisfasse la concurrence maximale. Cependant, nous exprimons la
meilleure qualite´ de concurrence qu’il est possible d’obtenir via la proprie´te´ de concurrence forte, instance
particulie`re de la concurrence partielle, et proposons un algorithme instantane´ment stabilisant ve´rifiant cette
dernie`re proprie´te´.
Apre`s un nombre fini de fautes transitoires (corruption me´moire, perte de message, etc.), un algorithme
instantane´ment stabilisant retrouve imme´diatement un comportement correct. Un algorithme instantane´ment
stabilisant n’est bien suˆr pas insensible aux pannes transitoires. En fait, il garantit uniquement que toute
taˆche de´marre´e apre`s la dernie`re panne sera exe´cute´e correctement a` condition qu’aucune nouvelle panne
ne se produise. Ainsi, aucune garantie n’est assure´e pour les taˆches exe´cute´es tout ou partie durant une
pe´riode de pannes transitoires. Par exemple, pour le proble`me de l’allocation de ressources locales, un al-
gorithme instantane´ment stabilisant assure qu’un processus demandeur exe´cutera sa section critique sans
conflit avec ses voisins, si aucune faute ne se produit entre sa demande et la fin de sa section critique.
Plan. Dans la section 2, nous pre´sentons brie`vement le mode`le utilise´ par notre algorithme. Puis, nous
pre´sentons nos proprie´te´s de concurrence et leur utilisation pour le proble`me d’allocation de ressources lo-
cales dans la section 3. Nous pre´sentons les ide´es principales de notre algorithme instantane´ment stabilisant
re´alisant la concurrence forte dans la section 4. Enfin, nous concluons dans la section 5.
2 Mode`le
Nous conside´rons des syste`mes distribue´s bidirectionnels et connexes, compose´s de n processus. Nous
supposons que chaque processus est identifie´ de manie`re unique. Un processus p peut communiquer avec
un sous-ensemble de processus appele´s voisins via des variables localement partage´es : p peut lire ses
variables et celles de ses voisins mais ne peut e´crire que dans ses propres variables. Nous notons p.x la
variable x du processus p. L’e´tat d’un processus est de´fini par la valeur de ses variables. Une configuration
du syste`me est de´finie par l’e´tat de chaque processus. Une exe´cution est une succession de pas (atomiques)
de calcul. A` chaque pas de calcul, chaque processus de´termine, en fonction de son e´tat et de celui de ses
voisins, s’il est activable, i.e., s’il doit modifier la valeur de ses variables. Un adversaire, le de´mon, choisit
un sous-ensemble non vide de processus activables. Les processus choisis sont alors active´s et mettent a`
jour leurs variables de fac¸on atomique. Nous supposons que le de´mon est faiblement e´quitable, i.e., si un
processus est continuˆment activable, il est active´ par le de´mon en temps fini.
3 Concurrence
De´finition de la concurrence maximale. Intuitivement, un algorithme satisfait la concurrence maximale
si, lorsque des processus demandeurs peuvent entrer en section critique sans violer la suˆrete´ du proble`me
conside´re´, alors au moins l’un d’entre eux finit par obtenir sa section critique, meˆme si aucun autre processus
ne termine sa section critique entre-temps.
Notons PFree le sous-ensemble de processus demandeurs qui peuvent entrer en section critique sans violer
la suˆrete´ du proble`me conside´re´. Pre´cise´ment, la concurrence maximale est compose´e de deux proprie´te´s :
une proprie´te´ d’absence d’interblocage et une proprie´te´ d’absence de famine. L’absence d’interblocage
assure que, tant qu’il est possible de satisfaire la demande de certains processus (i.e., tant que PFree 6= /0),
l’algorithme ne se bloque pas (meˆme s’il n’y a pas de nouvelle requeˆte ni de processus qui termine sa section
critique). L’absence de famine assure que, s’il est possible de satisfaire la demande de certains processus et
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s’il n’y a ni nouvelle requeˆte, ni sortie de section critique pendant un temps suffisamment long, alors l’un
des processus demandeurs finit par quitter PFree et entrer en section critique.
On peut de´finir de manie`re e´quivalente l’absence de famine par : s’il n’y a ni nouvelle requeˆte ni sortie
de section critique pendant un temps suffisamment long, alors tous les processus dont il e´tait possible de
satisfaire la demande ont fini par entrer en section critique, autrement dit, PFree est devenu vide.
Ge´ne´ralisation de la concurrence maximale. Il n’est pas toujours possible d’assurer la concurrence
maximale sans violer la vivacite´ du proble`me. Nous avons alors ge´ne´ralise´ la concurrence maximale par la
proprie´te´ de concurrence partielle afin d’exprimer des qualite´s de concurrence plus faible. Un algorithme
satisfait la concurrence partielle pour P , ou` P est un pre´dicat portant sur ensemble de processus et la
configuration courante de l’algorithme, s’il satisfait les deux proprie´te´s suivantes. L’absence d’interblocage
pour P assure de´sormais que l’algorithme ne se bloque pas (meˆme s’il n’y a pas de nouvelle requeˆte ni de
processus qui termine sa section critique), tant que PFree n’est pas inclus dans un ensemble ve´rifiant P dans
la configuration courante. L’absence de famine pour P assure que, s’il n’y a ni nouvelle requeˆte ni sortie
de section critique pendant un temps suffisamment long, alors PFree finit par eˆtre inclus dans un ensemble
ve´rifiant P dans la configuration courante.
Concurrence et allocation de ressources locales. Nous e´tudions la qualite´ de concurrence qui peut eˆtre








FIGURE 1: Voisinage de p. Les
nœuds gris sont demandeurs, les
nœuds noirs en section critique.
Tout d’abord, prenons un re´seau quelconque et un processus p de ce
re´seau. Conside´rons l’exclusion mutuelle locale, une instance du proble`me
d’allocation de ressources locales pour laquelle il y a un seul type de res-
sources qui est incompatible avec lui-meˆme. Conside´rons l’exe´cution sui-
vante. Supposons qu’un voisin de p, disons q0, demande l’acce`s a` une res-
source. Les autres processus ne sont pas demandeurs. Par vivacite´, q0 obtient
la ressource demande´e en temps fini. Supposons ensuite que tous les voisins
de p (sauf q0 qui est de´ja` en section critique), et p lui-meˆme, demandent une
ressource (voir Figure 1). p ne peut entrer en section critique a` cause de q0 mais il est possible de servir
les voisins demandeurs de p (sauf ceux qui sont eux-meˆmes voisins avec q0). Si l’algorithme satisfait la
concurrence maximale et si q0 conserve sa ressource pendant un temps suffisamment long, un des voisins
de p, disons qi, finit par eˆtre servi. q0 relaˆche sa ressource au bout d’un moment (les sections critiques sont
suppose´es finies), mais p ne peut toujours pas obtenir de ressource a` cause de qi. Si q0 recommence a` eˆtre
demandeur, le syste`me est dans une configuration similaire a` celle de la Figure 1. En re´pe´tant ce principe,
les voisins de p sont successivement en section critique mais la demande de p n’est jamais satisfaite. La
vivacite´ est viole´e. Il est donc impossible de concevoir un algorithme d’allocation de ressources locales qui
re´alise la concurrence maximale.
Ensuite, nous avons caracte´rise´ avec la notion de concurrence forte la qualite´ de concurrence que nous
pouvons obtenir. Appelons voisinage conflictuel du processus p dans la configuration γ, l’ensemble des
voisins de p note´ CN p(γ) qui demandent ou utilisent une ressource incompatible avec la demande de p.
On peut remarquer que pour pre´venir le sce´nario ci-dessus, il faut empeˆcher les processus du voisinage
conflictuel de p, sauf q (qui est de´ja` en section critique) et les voisins communs a` p et q (de´ja` bloque´s
par q) d’entrer en section critique avant p, meˆme s’ils peuvent eˆtre servis sans violer la suˆrete´. Ainsi, nous
de´finissons la concurrence forte comme e´tant la concurrence partielle pour le pre´dicat Pstrong, ou`, pour tout




. Dans la Section 4, nous proposons un algorithme d’allocation de ressources locales satisfaisant
cette proprie´te´.
4 Algorithme
Principe de l’algorithme. Chaque processus dispose d’une entre´e req donne´e par la couche applicative et
qui repre´sente la ressource demande´e par le processus : si p.req vaut⊥, le processus p n’est pas demandeur,
sinon, p demande l’acce`s a` la ressource p.req. L’acce`s a` la section critique est ge´re´ graˆce a` une priorite´
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donne´e par les identite´s des processus : le processus demandeur de plus grande identite´ est le seul autorise´
a` entrer en section critique. Une variable status permet de repre´senter le statut du processus : Out si le
processus n’est pas demandeur, Wait si le processus est demandeur mais n’a pas encore obtenu la section
critique et In si le processus est en section critique. Nous utilisons un statut supple´mentaire, Blocked, pour
permettre plus de concurrence. Lorsqu’un processus demandeur p ne peut entrer en section critique a` cause
d’un voisin q en train d’utiliser une ressource incompatible, p prend le statut Blocked. Ainsi, les voisins
demandeurs de p ne le prennent plus en compte dans la compe´tition pour entrer en section critique et
peuvent potentiellement obtenir l’acce`s a` la ressource demande´e, meˆme si p a une identite´ plus grande.
Cependant, a` cause de cette priorite´ base´e sur l’identite´, un minimum local pourrait ne jamais entrer
en section critique (par exemple, si ses voisins de plus grandes identite´s demandent constamment des res-
sources incompatibles). Nous utilisons une circulation de jeton autostabilisante compose´e a` notre algo-
rithme pour assurer la vivacite´ dans ce cas. Lorsqu’un processus a le jeton, il est prioritaire sur les autres
processus pour obtenir sa ressource, meˆme sur ceux ayant une plus grande identite´. De plus, un porteur
de jeton de statut Blocked empeˆche ses voisins demandant une ressource incompatible d’entrer en section
critique. Ces derniers prennent e´galement le statut Blocked. Ainsi, un minimum local obtiendra le jeton
en temps fini et ainsi finira par entrer en section critique. Notez que la circulation de jeton e´tant autosta-
bilisante, il peut y avoir plusieurs jetons dans une meˆme configuration, mais uniquement pendant la phase
de stabilisation. Si deux voisins demandeurs sont tous deux porteurs d’un jeton, c’est celui de plus grande
identite´ qui est prioritaire.
Concurrence forte. Nous avons ensuite e´tudie´ la qualite´ de concurrence de notre algorithme. Supposons
que les processus en section critique ne relaˆchent pas leur ressource et qu’il n’y ait plus de nouvelle requeˆte
pendant un temps arbitrairement long. Au bout d’un moment, les processus ne vont plus changer de statut.
En effet, les processus en section critique gardent le statut In, les processus non demandeurs gardent le statut
Out et le processus demandeurs ne pouvant entrer en section critique sans violer la suˆrete´ gardent le statut
Blocked. S’il reste des processus dans PFree, ils sont bloque´s par le porteur du jeton, lui meˆme bloque´ par
un voisin en section critique utilisant une ressource incompatible. PFree contient donc au pire le voisinage
conflictuel du porteur de jeton p moins son voisin q de´ja` en section critique et les voisins communs a` p et q
bloque´s par q lui-meˆme. L’algorithme satisfait donc la concurrence forte.
5 Conclusion
Par manque de place, des re´sultats sont omis de cet article. En particulier, nous avons e´tudie´, pour l’algo-
rithme propose´, le temps d’attente d’un processus entre la demande d’acce`s a` une ressource et l’obtention
de cet acce`s. Ce temps d’attente est en O(n) rondes ‡. Une perspective naturelle de ce travail est d’e´tendre
l’e´tude de la qualite´ de concurrence a` des classes de proble`mes d’allocation de ressources plus grandes.
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