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Abstract
Upper and lower bounds are obtained for the spread λ1 − λn of the eigenvalues λ1  λ2 
· · ·  λn of the adjacency matrix of a simple graph. © 2001 Elsevier Science Inc. All rights
reserved.
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1. Introduction
For an n× n complex matrixM , the spread, s(M), ofM is defined as the diameter
of its spectrum: s(M) := maxi,j |λi − λj |, where the maximum is taken over all pairs
of eigenvalues of M . There is a considerable literature on the spread of an arbitrary
matrix [9,12,13,15]. The following striking theorem is due to Mirsky [12].
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Theorem 1.1. s(M)  (2
∑
i,j |mi,j |2 − (2/n)|
∑
i mi,i |2)1/2 with equality if and
only if M = [mi,j ] is a normal matrix with n− 2 of its eigenvalues all equal to the
average of the remaining two.
Suppose M is Hermitian. In that case, the eigenvalues λi = λi(M) of M are real
and may always be assumed to be in non-increasing order: λ1  λ2  · · ·  λn.
Then s(M) = λ1 − λn, the distance between the extreme eigenvalues λ1, λn. Also,
for unit vectors x, y ∈ Cn,
λ1  x∗Mx and λn  y∗My, (1)
with equality if and only if x is a unit eigenvector associated with λ1 and y a unit
eigenvector associated with λn, respectively. Thus,
s(M) = max
x,y
(x∗Mx − y∗My) = max
x,y
∑
i,j
mi,j (x¯ixj − y¯iyj ), (2)
where the maximum is taken over all pairs of unit vectors in Cn. IfM /= O , the maxi-
mum is attained by orthonormal eigenvectors of M corresponding to the eigenvalues
λ1, λn, respectively.
This paper examines simple graphs G with n vertices, 1, 2, . . . , n, and e edges.
The spread, s(G), of a graphG will be that of its adjacency matrixA = A(G), where
ai,j = 1 if i, j are adjacent in G and ai,j = 0 otherwise. Determining good bounds
on eigenvalue spreads now requires combinatorial arguments in addition to linear
algebraic techniques.
In (1), taking x to be a unit vector with equal entries gives the lower bound λ1 
2e/n with equality if and only if G is regular. Also, λ1  −λn with equality if G is
bipartite [5, p. 87]. Frequent use will be made of the equations
0 = trA =
∑
i
λi and 2e =
∑
i,j
ai,j =
∑
i,j
a2i,j = trA2 =
∑
i
λ2i . (3)
The Laplacian matrix ofG is the matrixL = D − A, whereD is the diagonal ma-
trix of vertex degrees of G. The spread of the Laplacian matrix is not examined here
because s(L) = λ1(L)− λn(L) = λ1(L), and λ1(L) is already well studied [10,11].
For example, as observed in [10, p. 148], s(L) = λ1(L)  n, with equality if and
only if G, the complement of G, is disconnected. If G is a k-regular graph, then
s(G) = k − λn(A) = λ1(L). This implies the following result.
Proposition 1.2. If G is a regular graph, then s(G)  n with equality if and only if
G is disconnected.
The join of two vertex disjoint graphs G1,G2 is the graph G1 ∨G2 obtained
from their union by including all edges between the vertices in G1 and the vertices
inG2. There are graphsGwith s(G) > n. For integers 1  k  n− 1, letG(n, k) =
Kk ∨Kn−k , the join of Kk , the complete graph of order k, with the n− k indepen-
dent vertices of Kn−k , the complement of Kn−k . The characteristic polynomial of
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G(n, k) is λn−k−1(λ+ 1)k−1[λ2 − (k − 1)λ− k(n− k)] (see [5, p. 57] or (12) in
Section 2). It follows that s(G(n, k)) = ((k − 1)2 + 4k(n− k))1/2. It is straightfor-
ward to check that s(G(n, k)) > n when (n+ 1)/3 < k < n− 1 and that s(G(n, k))
is maximum when k = 2n/3.
Let s(n) be the maximum possible spread for all graphs on n vertices. The fol-
lowing conjecture has been checked by computer for graphs of order n  9 and is
supported by some observations in Section 3.
Conjecture 1.3. The maximum spread s(n) of the graphs of order n is attained only
by G(n, 2n/3); that is, s(n) = (4/3)(n2 − n+ 1)1/2 and so (1/√3)(2n− 1) <
s(n) < (1/
√
3)(2n− 1)+√3/(4n− 2).
Let M be an n× n Hermitian matrix and let Mi, i = 1, 2, . . . , n, be its (n− 1)×
(n− 1) principal submatrices. Thompson [15] proved that
s(M)  1
n− 2
n∑
i=1
s(Mi) (4)
and conjectured that
s(M)2  1
n− 2
n∑
i=1
s(Mi)
2. (5)
Unfortunately, (4) is not fine enough to prove Conjecture 1.3. Moreover, Nylen
and Tam [13] gave counterexamples to Thompson’s conjectured inequality (5) con-
sisting of matrices with integer entries, some of which are negative. It is interesting
to note that each of the adjacency matrices M of the graphs G(n, k), 3  k  n− 2,
is also a counterexample to Thompson’s conjecture. This is readily checked since
n− k of the Mi are adjacency matrices of G(n− 1, k)’s and the remaining k are
adjacency matrices of G(n− 1, k − 1)’s.
Let s(n, e) be the maximum possible spread for a graph with n vertices and e edg-
es. If e  n2/4, then a bipartite graph of order n and size e exists. The following
conjecture has been checked by computer for all graphs of order n  8.
Conjecture 1.4. Of all the graphs with n vertices and e edges, suppose G is one
with maximum spread, s(n, e). If e  n2/4, then G must be bipartite.
The next theorem implies that Conjecture 1.4 is true when e = ab for some pos-
itive integers a, b with a + b  n. The inequality s(G)  2√e stated there also fol-
lows from Theorem 1.1.
Whenever G is a graph of order n, let n0 be the number of non-isolated vertices
of G and let G0 denote the subgraph of order n0 obtained by deleting the isolated
vertices of G. Let Ka,b denote a complete bipartite graph with a vertices in one part
and b in the other.
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Theorem 1.5. For a graph G with n vertices and e edges,
s(G)  λ1 +
√
2e − λ21  2
√
e. (6)
Equality holds throughout if and only if equality holds in the first inequality; equiv-
alently, if and only if e = 0 or G0 = Ka,b for some a, b with e = ab and a + b  n.
Proof. From Eq. (3), λ21 + λ2n  2e, so s(G) = λ1 − λn  λ1 +
√
2e− λ21. Equal-
ity holds if and only if λ2 = λ3 = · · · = λn−1 = 0, that is, if and only if A = O
or rank(A) = 2; equivalently, if and only if the non-isolated vertices of G have at
most two distinct neighborhood sets. Thus, equality holds if and only if e = 0 or
G0 = Ka,b for some a, b where, necessarily, a + b = n0  n and ab = e. If the lat-
ter case holds, then, by (3), λ1 = −λn =
√
ab and so equality holds in the second
inequality in (6). The second inequality in (6) holds because λ1 +
√
2e − λ21 is a
strictly increasing function of λ1 when λ1 
√
e; it is strictly decreasing when λ1 √
e. 
Remark 1.6. When e > n2/4, the bound(s) in Theorem 1.5 cannot be attained
since a bipartite graph with n vertices has at most n2/4 edges. However, if e >
n2/4, then λ1  2e/n > √e, and so the bound s(G)  2√e in Theorem 1.5 can
be improved to
s(G)  2e/n+
√
2e − (2e/n)2 when e > n2/4. (7)
Unfortunately, when e > n2/4, this bound cannot be attained either; for if it could,
then λ1 = 2e/n, equality would hold in (6) and so, by Theorem 1.5, G would be
bipartite. In the next section, by including the number of negative eigenvalues, re-
finements of Theorem 1.5 are obtained for which equality can be attained when e >
n2/4.
The Perron–Frobenius theorem [3, p. 26] implies that |λn(G)|  λ1(G) and that
λ1(G) has a unique positive unit eigenvector if G is connected. Moreover, λ1 has the
following monotonicity property [3, p. 27].
Lemma 1.7. If H is a subgraph of G, then λ1(H)  λ1(G) with strict inequality if
G is connected and H is a proper subgraph of G.
If G = Kn and H = G(n, 2n/3), then s(H) > n = s(G) when n  4, and so
the monotonicity property may fail for graph spread. The inequality s(H)  s(G)
does hold for some classes of subgraphs H of G, however. In Section 4, it will
be seen to hold for bipartite subgraphs and the next lemma shows that it holds for
induced subgraphs. A subgraphH ofG is induced if it is obtained fromG by deleting
a proper subset U of the vertices of G. This is written as H = G\U .
D.A. Gregory et al. / Linear Algebra and its Applications 332–334 (2001) 23–35 27
Lemma 1.8. If H is an induced subgraph of G, then λn(G)  λn(H). Thus s(G) 
s(H) with strict inequality if G is connected and H is a proper induced subgraph of
G.
Proof. If U is a proper subset of the vertex set of G, then the adjacency matrix
of H = G\U is a principal submatrix of the adjacency matrix of G. Thus, by ei-
genvalue interlacing [5, p. 19; 8, p. 189], λn(G)  λn(G\U). Also, by Lemma 1.7,
λ1(G)  λ1(G\U) with strict inequality if G is connected and U is proper and non-
empty. Thus, s(G)  s(H) with strict inequality if H is a proper induced subgraph
of G and G is connected. 
2. Maximum spread of a graph with e edges
A complete p-partite graph is a simple graph, whose vertex set can be partitioned
into p subsets (the vertex parts) so that vertices are adjacent, if and only if they
belong to different parts. Vertex parts are usually allowed to be empty [2, p. 6]. Here
a complete p-partite graph is assumed to have precisely p non-empty parts.
Theorem 2.1. Let G be a graph with n vertices, e edges, and precisely k negative
eigenvalues, 1  k  n− 1. Then
s(G)  k + 1
k
λ1 +
√
2e
k − 1
k
− k
2 − 1
k2
λ21. (8)
Equality holds if and only if G has at most three distinct non-zero eigenvalues:
λ1, β, λn, where λ1 > 0 > β  λn and β has multiplicity k − 1 if β > λn and mul-
tiplicity k if β = λn. Equivalently, equality holds if and only if G0 is a complete
(k + 1)-partite graph and, when k + 1  4, the k smallest parts of G0 all have equal
size (necessarily, −β = (λ1 + λn)/(k − 1)).
Proof. Since the deletion of isolated vertices does not affect any of the parameters
in (8), we may assume that G = G0.
When k = 1, (8) becomes the well-known inequality λ1  −λn. If k = 1, then
by the trace equation (3), λ1 = −λn if and only if rank(G) = 2, that is, if and only if
G has precisely two different neighbor sets. Thus, when k = 1, equality holds in (8)
if and only if G is complete bipartite.
Suppose now that G = G0 has precisely k negative eigenvalues, k  2. Let
λ1, α1, . . . , αp−1 be the positive eigenvalues of G and let λn, β1, . . . , βk−1 be the
negative eigenvalues. By (3),
2e− λ21 − λ2n 
∑
β2i 
(∑
βi
)2
k − 1
=
(
λ1 + λn +∑ αi)2
k − 1 
(λ1 + λn)2
k − 1 . (9)
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The second inequality follows from the Cauchy–Schwarz inequality and so equality
holds there if and only if the βi are all equal. Equality holds in the last inequality if
and only if G has precisely one positive eigenvalue. By (9),
kλ2n + 2λ1λn + kλ21 − 2e(k − 1)  0. (10)
The quadratic in λn has one positive and one negative root, and it follows that
−λn  1
k
λ1 +
√
2e(k − 1)
k
− k
2 − 1
k2
λ21. (11)
Since s(G) = λ1 − λn, (8) follows and equality holds if and only if it holds through-
out (9)–(11); that is, if and only ifG has k + 1 non-zero eigenvalues: λ1, β1, . . . , βk−1,
λn, with β1 = · · · = βk−1 = β, where β = −(λ1 + λn)/(k − 1), since the eigenval-
ues sum to zero.
Suppose now that G = G0 is a graph with k negative eigenvalues and that equal-
ity holds in (8). Then the eigenvalues satisfy the conditions required. In partic-
ular, G has only one positive eigenvalue, and so must be complete multipartite
[5, p. 163]. It is straightforward to check that the number of distinct rows of the
adjacency matrix of a complete multipartite graph is equal to the number of parts,
and that the distinct rows are linearly independent. Thus, G must be complete mul-
tipartite with rank(G) = k + 1 parts. Suppose that G has mi parts of size ni , i =
1, . . . , t, where n1 < n2 < · · · < nt . Then∑mi = k + 1, the total number of parts,
and
∑
nimi = n, the total number of vertices. By [5, p. 74], the characteristic poly-
nomial of (the adjacency matrix of) G is
λn−k−1
(
1 −
t∑
i=1
nimi
λ+ ni
)
t∏
i=1
(λ+ ni)mi . (12)
It follows that G has a negative eigenvalue in each of the t − 1 open intervals
(−ni+1,−ni), i = 1, . . . , t − 1 and that −ni is a negative eigenvalue of multiplicity
mi − 1 whenever mi > 1. The only remaining eigenvalue, λ1, is the unique positive
zero of the middle factor of the characteristic polynomial (12). Thus, if s is the
number of part sizes of G that occur more than once, then s + t  3.
If k = 2, then G must be complete tripartite. Also, every such graph G has
rank(G) = 3 non-zero eigenvalues, λ1 > β  λn, where β = −(λ1 + λn). Thus,
when k = 2, equality holds in (8) for all complete tripartite graphs.
If k  3, then G must be complete (k + 1)-partite with four or more parts. Since
s + t  3, G cannot have two different part sizes each occurring more than once.
Thus either all the part sizes of G must be equal or some part size occurs exact-
ly k times. In the latter case, the part sizes are n1 < n2 and we must have −n2 <
λn < −n1 = β, so it is the smaller part size that occurs k times. Thus if equali-
ty holds in (8) and k  3, then the k smallest parts of G must all have equal size
n1 = −β = (λ1 + λn)/(k − 1).
Conversely, if G is a complete (k + 1)-partite graph and if the k smallest parts
of G all have equal size when k + 1  4, then by (12), G has at most three
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distinct non-zero eigenvalues: λ1, β, λn, where λ1 > 0 > β  λn and β has mul-
tiplicity k − 1 if β > λn and multiplicity k if β = λn. 
Remark 2.2.
1. When k  2, the partial derivative with respect to k of the upper bound in (8) of
Theorem 2.1 is
(e− λ21)2
k(ke − λ21 + kλ1)
, (13)
where  is the square root in (8). This partial derivative is non-negative for all real
k  2. Consequently, (8) in Theorem 2.1 also holds if G has at least 2 and at most
k negative eigenvalues. If λ1 /= √e, then (13) is positive. It follows that if G has at
least 2 and at most k negative eigenvalues and λ1 /= √e, then equality holds in (8)
if and only if G0 is a complete (k + 1)-partite graph with the additional restriction
that the k smallest parts of G all be of equal size when k + 1  4. For example,
if e > n2/4, then this observation applies because k  2 (since G cannot be
bipartite) and λ1  2e/n >
√
e.
2. Inequality (8) is equivalent to the following bound on |λn| in terms of λ1:
|λn|  λ1
k
+
√
2e
k − 1
k
− k
2 − 1
k2
λ21. (14)
The conditions for equality are the same as those stated in Theorem 2.1. Moreover,
when k  2, the partial derivative with respect to k of this upper bound is still
equal to (13) and so the first remark also applies to (14). All of the subsequent
bounds on s(G) in terms of λ1(G) in this paper may be interpreted as bounds
on |λn(G)| in terms of λ1(G). Such bounds are useful in estimating λn(G) since,
because of the monotonicity property, λ1(G) is easier to estimate than λn(G).
Corollary 2.3. Let G be a graph with n vertices, e > n2/4 edges, and at most k
negative eigenvalues. Then
s(G)  k + 1
k
(
2e
n
)
+
√
2e
k − 1
k
− k
2 − 1
k2
(
2e
n
)2
. (15)
Equality holds if and only if (k + 1)|n and G is a regular complete (k + 1)-partite
graph.
Proof. Note that if e > n2/4, then G cannot be bipartite and so k  2.
The partial derivative of the upper bound in (8) with respect to λ1 is
k + 1
k
(
1 − (k − 1)λ1
k
)
, (16)
where  is the square root in (8). It follows that the upper bound in Theorem 2.1
is strictly increasing in λ1 when λ1 
√
e and strictly decreasing when λ1 
√
e.
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Because e > n2/4, λ1  2e/n > √e. Replacing λ1 by 2e/n gives inequality (15).
Equality holds throughout if and only if equality holds in Theorem 2.1 and λ1 =
2e/n; that is, if and only if G is complete (k + 1)-partite and regular (with all part
sizes necessarily equal to n/(k + 1)). 
Remark 2.4. Let χ(G) denote the chromatic number of G. An interesting eigen-
value bound due to Hoffman [5, 3.19, p. 91] asserts that λ1(G) is bounded above
by minus the sum of the χ − 1 smallest eigenvalues of G. Thus, λ1  (χ − 1)|λn|
or, equivalently, s(G)  χ(G)|λn|. A necessary condition for equality to hold is that
λn have multiplicity at least χ − 1. As in Corollary 2.3, equality holds here if G is a
regular complete multipartite graph. There are other graphs for which equality holds,
however.
Taking k = n− 1 in Corollary 2.3 gives the following improvement on the bound
in Remark 1.6.
Corollary 2.5. Let G be a graph with n vertices and e > n2/4 edges. Then
s(G)  2e
n− 1 +
√
2e
(
n− 2
n− 1
)(
1 − 2e
n(n− 1)
)
. (17)
Equality holds if and only if G = Kn.
The number of negative eigenvalues of a graphG may be difficult to determine. A
generalization of Theorem 1.5 can be given in terms of ω, the largest order of a com-
plete subgraph or clique in G. Note that, in the context of Theorem 2.1, G(n, k) =
Kk ∨Kn−k is the complete multipartite graph with n vertices, k parts of size 1 and
one part of size n− k.
Proposition 2.6. Let G be a graph with e edges and suppose that G has a clique of
order ω > 1. Then
s(G)  λ1 +
√
2e − λ21 − ω + 2. (18)
Equality holds if and only if ω = 2 and G0 is a complete bipartite graph or ω > 2
and G0 = G(n0, ω − 1).
Proof. When ω = 2, the proposition follows from Theorem 1.5. Suppose then that
ω  3.
Since Kw is an induced subgraph of G and has the eigenvalue −1 with multiplic-
ity ω − 1, it follows by interlacing [8, p. 189] that the ω − 1 smallest eigenvalues
of G (including λn) must all be less than or equal to −1. Thus, at least ω − 2 ei-
genvalues other than λn must be less than or equal to −1. From (3), it follows that
λ21 + λ2n + ω − 2  2e or, equivalently, that s(G)  λ1 +
√
2e− λ21 − ω + 2 with
equality if and only if the non-zero eigenvalues of G are λ1,−1, λn, where −1 has
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multiplicity ω − 2 and λ1 > 0 > −1  λn. By Theorem 2.1 (with k + 1 = ω  3),
if G has such eigenvalues, then G0 is a complete ω-partite graph and, when ω  4,
the ω − 1 smallest parts of G each have one vertex. The complete multipartite graph
K1,2,2 has two eigenvalues strictly less than −1 and so, again by interlacing, could
not be an induced subgraph of G. Thus, at most one part of G0 could have two or
more vertices, that is G0 = G(n0, ω − 1). It is straightforward to check that each
such graph gives equality in (18). 
An argument like that in Corollary 2.3 yields the following corollary to Proposi-
tion 2.6.
Corollary 2.7. Let G be a graph with n vertices and e > n2/4 edges. Suppose
that G has a clique of order ω > 1. Then
s(G)  2e
n
+
√
2e −
(
2e
n
)2
− ω + 2 .
Equality holds if and only if G = Kn.
3. Maximum spread of a graph with n vertices
In this section, bounds are obtained on s(n), the maximum possible spread for a
graph on n vertices. If H is a graph on n− 1 vertices and G is any connected graph
on n vertices having H as an induced subgraph, then s(G) > s(H) by Lemma 1.8.
Therefore, s(n) is strictly increasing.
The complete multipartite graphs G giving equality in Theorem 2.1 are natural
candidates for graphs with maximum spread s(n). As supporting evidence for Con-
jecture 1.3, we now verify that if G is one of these graphs on n vertices and G
has maximum spread, then G = G(n, 2n/3). If k = 1, then G is complete bipar-
tite and so, by Theorem 1.5, s(G) = 2√e  n < s(n) when n  3, and G = K2 =
G(n, 2n/3) when n = 2. If k = 2, then G is (complete) tripartite and Proposition
3.2 implies that s(G) < s(n) when n  35. Also, a computer search shows that if G
is complete tripartite, then s(G) < s(n) when 5  n  34 and, when n = 3, 4, it is
easy to check that G = G(n, 2n/3). If k  3, the extremal graphs G in Theorem
2.1 are the complete (k + 1)-partite graphs with k parts of size n1 and a single part
of size n2  n1. Denote such a graph by G(n, k, n1). For this case, we first show
that n1 = 1. Since s(n) is strictly increasing, only graphs without isolated vertices
need be examined. Thus, n = kn1 + n2. It follows from the discussion in the proof
of Theorem 2.1 that the extreme eigenvalues λ1, λn of G(n, k, n1) are the zeros of
the middle factor of the characteristic polynomial (12) or, equivalently, they are the
roots of the quadratic equation λ2 − n1(k − 1)λ− kn1n2 = 0. Thus, G(n, k, n1) has
spread
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λ1 − λn =
(
n21(k − 1)2 + 4kn1n2
)1/2
. (19)
Since kn1 = n− n2 and n1(k − 1)  n− n2 − 1 with equality if and only if n1 = 1,
it follows that, for k  3, the spread is largest when n1 = 1, as required. When n1 =
1, G(n, k, 1) = G(n, k). Taking n1 = 1 in (19) gives s(G(n, k)) = ((k − 1)2 +
4k(n− k))1/2. This quadratic is maximum when k is an integer closest to (2n−
1)/3, that is, when k = 2n/3, as claimed at the outset.
As already mentioned in Conjecture 1.3, s(n)  s(G(n, 2n/3)) > (2n− 1)/√
3 ≈ 1.1547n− 0.5774.On the other hand, because λ1  (2e/n), Theorem 1.5 im-
plies that
s(G)  λ1 +
√
2e − λ21  λ1 +
√
nλ1 − λ21  (1/2)(1 +
√
2)n
for all graphs of order n. Thus, s(n) < 1.2072n. This compares favourably with the
conjectured value of s(n) (roughly, 1.1547n− 0.5774) in Conjecture 1.3.
We conclude this section with some necessary conditions that a graph G on n
vertices must satisfy if it is to have maximum spread s(n).
Lemma 3.1. Let G be a graph with e edges and let α  1. If s(G) > αn, then e
must satisfy the quadratic inequality 8e2 − (4α + 2)n2e + α2n2 < 0.
Proof. Since s(G) > n, Theorem 1.5 implies that e > n2/4. Thus, αn− 2e/n <
(2e− (2e/n)2)1/2 by (7). Since αn  n > 2e/n, taking squares preserves the in-
equality. The quadratic inequality then follows by rearranging terms. 
Lemma 3.1 asserts that if s(G) > αn  n, then the number e of edges in G must
lie between the roots of the quadratic 8x2 − (4α + 2)n2x + α2n2. For example, if
s(G) > 2n/
√
3 (an approximation to the conjectured value of s(n)), then 0.346n2 <
e < 0.481n2. By comparison G(n, 2n/3), the graph that is conjectured to attain
s(n), has roughly 0.444n2 edges.
Proposition 3.2. If s(G) = s(n) and n  35, then G is not tripartite.
Proof. If s(G) = s(n), then s(G)  s(G(n, 2n/3)) > αn with α = (2n− 1)/
(n
√
3) > 1 when n  4. The quadratic inequality in Lemma 3.1 then implies that
e > n2(2α + 1 − (4α + 1 − 4α2)1/2)/8. If G is tripartite, then e  n2/3 [2, p. 6].
Thus, to show that G is not tripartite, it is sufficient to show that n2(2α + 1 − (4α +
1 − 4α2)1/2)/8 > n2/3. This simplifies to 6α − 5 < (4α + 1 − 4α2)1/2. Since 6α −
5 > 0, we may square and simplify to get 9α2 − 12α + 2 > 0. This will hold when
α is greater than the largest root of the quadratic, that is, when (2n− 1)/(√3n) >
(2 +√2)/3, or n > 34.72. 
Proposition 3.3. If s(G) = s(n), then G must be connected.
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Proof. Suppose that G is not connected. Then G = G1 ∪G2 for some vertex dis-
joint subgraphs G1, G2. Thus, λn(G) = min{λn(G1), λn(G2)}. Let Ĝ = G1 ∨G2,
the graph obtained from G by inserting all edges between the vertices in G1 and
the vertices in G2. Then G is a proper subgraph of the connected graph Ĝ and
so λ1(G) < λ1(Ĝ). Since G1, G2 are induced subgraphs of Ĝ, by Lemma 1.8,
λn(Ĝ)  min{λn(G1), λn(G2)} = λn(G). Thus s(Ĝ) = λ1(Ĝ)− λn(Ĝ) > λ1(G)−
λn(G) = s(G) = s(n), a contradiction. 
If A is the adjacency matrix of a graph G of order n, then by (2),
s(G) = max
x,y
∑
i,j
ai,j (xixj − yiyj ), (20)
where the maximum is taken over all pairs of unit vectors in Rn and is attained only
for orthonormal eigenvectors of A corresponding to the eigenvalues λ1, λn, respec-
tively. The entries of x may always be assumed to be non-negative (and positive if
G is connected). We call such an ordered pair of orthonormal eigenvectors x, y of G
with x  0 an extremal pair of eigenvectors of G.
The following three lemmas are an immediate consequence of (20) and Proposi-
tion 3.3.
Lemma 3.4. Suppose s(G) = s(n) and x, y is an extremal pair of eigenvectors of
G. Then distinct vertices i, j of G must be adjacent whenever xixj − yiyj > 0 and
non-adjacent whenever xixj − yiyj < 0.
For vectors x, y ∈ Rn, let G(x, y) be the graph, where distinct vertices i and j
are adjacent, if and only if xixj − yiyj  0.
Lemma 3.5. s(n) = s((G(x, y)) for some graph G(x, y) with x, y ∈ Rn orthonor-
mal and x positive.
For real numbers a, let a+ equal a if a  0 and 0 otherwise.
Lemma 3.6. s(n) = max∑i,j (xixj − yiyj )+, where the maximum is taken over
all pairs x, y of orthonormal vectors in Rn with x positive.
Lemmas 3.4 and 3.5 imply that in determining s(n), only graphs of the form G =
G1 ∨G2 need be considered, where G1 is the subgraph of G = G(x, y) induced by
the vertices i with yi > 0 and G2 is the subgraph induced by the remaining vertices.
For such graphs, the following lower bound on s(G), 3  k  n− 2, follows from
generalized interlacing [5, p. 19; 6, p. 37; 7, p. 9].
Proposition 3.7. Let G = G1 ∨G2, where each Gi is a graph with ni vertices, ei
edges and average degree di = 2ei/ni . Then s(G) 
√
(d1 − d2)2 + 4n1n2.
34 D.A. Gregory et al. / Linear Algebra and its Applications 332–334 (2001) 23–35
For n = n1 + n2 fixed, it is straightforward to check that the lower bound in Prop-
osition 3.7 is maximum when G = G(n, 2n/3). This lends further support to Con-
jecture 1.3.
4. Minimum spread of a graph
In this section, some results on minimum spread are presented. The graphs G
with s(G)  4 have all been classified by Petrovic´ [14]. Collatz and Sinogowitz [4]
remark that if G is a connected graph on n vertices and Pn is a path on n vertices,
then λ1(G)  λ1(Pn) = 2 cos(/(n+ 1)). Equality holds only if G = Pn (see also
[5, p. 78]). Since Pn is bipartite, s(Pn) = 2λ1(Pn) = 4 cos(/(n+ 1)). Corollary 4.3
shows that this is the smallest possible spread for connected graphs.
The next proposition shows that induced subgraphs are not the only subgraphs H
of a graph G for which the monotonicity property, s(G)  s(H), holds.
Proposition 4.1. If H is a bipartite subgraph of a graph G, then s(G)  s(H).
Proof. Since adding isolated vertices to H will not change s(H), we may assume
that G and H each have n vertices. Also, by relabelling the vertices if necessary we
may assume that the adjacency matrices of G and of H and a non-negative λ1(H)
eigenvector of H are, respectively, of the form
A =
[
A1 B
BT A2
]
, M =
[
O C
CT O
]
, x =
[
u
v
]
with B  C. By (1), s(G)  xTAx − yTAy = 4uTBv. Since H is bipartite,
λn(H) = −λ1(H), so s(H) = 2λ1(H) = 2xTMx = 4uTCv  4uTBv  s(G). 
Remark 4.2. Equality need not be strict in Proposition 4.1. For example, if G and
H are regular and the complement of H is not connected, then s(G) = s(H) = n.
Corollary 4.3. IfG is a connected graph with n vertices, then s(G)  s(Pn). Equal-
ity holds if and only if G = Pn.
Proof. Let T be a spanning tree of G. Since T is bipartite, s(G)  s(T ). Thus, to
prove the result, it is sufficient to prove that if T is a tree other than a path, then
s(T ) > s(Pn). Since T and Pn are bipartite, by the remark in the first paragraph of
this section, s(T ) = 2λ1(T ) > 2λ1(Pn) = s(Pn). 
Proposition 4.4. Let G be a triangle-free graph with n vertices, e edges, and maxi-
mum vertex degree k. Then s(G)  (2e/n)+√k.
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Proof. Since G is triangle-free, no two neighbors of a vertex can be adjacent. Thus,
there is an induced K1,k in G. By Lemma 1.8, λn(G)  λn(K1,k) = −
√
k. Thus,
s(G) = λ1(G)− λn(G)  2e/n+
√
k. 
Equality can be attained in Lemma 4.4. Let G = J (2r, r), the Johnson graph that
has the n = (2r
r
)
r-subsets of a 2r-set as vertices, with two vertices adjacent if their
intersection has cardinality r − 2. Then G is r2-regular, so λ1 = r2 = 2e/n. Also,
λn = −r [1, p. 255], so G gives equality in Lemma 4.4.
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