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Abstract
The “numerical method” in medicine goes back to Pierre Louis’study of pneumonia (1835),
and John Snow’s book on the epidemiology of cholera (1855). Snow took advantage of natural
experiments and used convergent lines of evidence to demonstrate that cholera is a waterborne
infectious disease. More recently, investigators in the social and life sciences have used statistical
models and signiﬁcance tests to deduce cause-and-effect relationships from patterns of association;
an early example is Yule’s study on the causes of poverty (1899). In my view, this modeling
enterprise has not been successful. Investigators tend to neglect the difﬁculties in establishing
causal relations, and the mathematical complexities obscure rather than clarify the assumptions on
which the analysis is based.
Formal statistical inference is, by its nature, conditional. If maintained hypothesesA, B, C,...
hold, then H can be tested against the data. However, if A, B, C, . . . remain in doubt, so must
inferences about H. Careful scrutiny of maintained hypotheses should therefore be a critical part
of empirical work—a principle honored more often in the breach than the observance. Snow’s
work on cholera will be contrasted with modern studies that depend on statistical models and tests
of signiﬁcance. The examples may help to clarify the limits of current statistical techniques for
making causal inferences from patterns of association.
1. INTRODUCTION
In this paper, I will look at some examples from the history of statistics—examples which help
to deﬁne problems of causal inference from non-experimental data. By comparing the successes
with the failures, we may learn something about the causes of both; this is a primitive study design,
but one that has provided useful clues to many investigators since Mill (1843). I will discuss the
classical research of Pierre Louis (1835) on pneumonia, and summarize the work of John Snow
(1855) on cholera. Modern epidemiology has come to rely more heavily on statistical models,
which seem to have spread from the physical to the social sciences and then to epidemiology. The
modeling approach was quite successful in the physical sciences, but has been less so in the other
domains, for reasons that will be suggested in sections 4–7.
Regression models are now widely used to control for the effects of confounding variables, an
earlypaperbeingYule(1899); thatisthetopicofsection4. Thensomecontemporaryexampleswill
be mentioned, including studies on asbestos in drinking water (section 5), health effects of elec-
tromagnetic ﬁelds, air pollution, the leukemia cluster at Sellaﬁeld, and cervical cancer (section 7).
Section 8 discusses one of the great triumphs of the epidemiologic method—identifying the health
effects of smoking. Other points of view on modeling are brieﬂy noted in section 9. Finally, there
is a summary with conclusions.
12. LA M´ ETHODE NUM´ ERIQUE
In 1835, Pierre Louis published his classic study on the efﬁcacy of the standard treatments for
pneumonia: Recherches sur les effets de la saign´ ee dans quelques maladies inﬂammatoires: et sur
l’action de l’´ em´ etique et des v´ esicatoires dans la pneumonie. Louis was a physician in Paris. In
brief, he concluded that bleeding the patient was a good treatment for pneumonia, although less
effective than commonly thought:
“Quelasaign´ eeauneheureuseinﬂuencesurlamarchedelapneumonie;qu’elleenabr` ege
la dur´ ee; que cependant cette inﬂuence est beaucoup moindre qu’on ne se l’imagine
commun´ ement...[p. 62]”
His contemporaries were not all persuaded. According to one, arithmetic should not have been
allowed to constrain the imagination:
“En invoquant l’inﬂexibilit´ e de l’arithm´ etique pour se soustraire aux empi´ etemens de
l’imagination, on commet contre le bon sens la plus grave erreur...[p. 79]”
Pierre Louis was comparing average outcomes for patients bled early or late in the course of the
disease. The critic felt that the groups were different in important respects apart from treatment.
Louis replied that individual differences made it impossible to learn much from studying individual
cases and necessitated the use of averages; see also Gavarret (1840). This tension has never been
fully resolved, and is with us even today.
A few statistical details may be of interest. Louis reports on 78 pneumonia patients. All were
bled, at different stages of the disease, and 50 survived. Among the survivors, bleeding in the ﬁrst
two days cut the length of the illness in half. But, Louis noted, there were differences in r´ egime.
Those treated later had not followed doctors’orders:
“[ils] avaient commis des erreurs de r´ egime, pris des boissons fortes, du vin chaud sucr´ e,
un ou plusieurs jours de suite, en quantit´ e plus ou moins consid´ erable; quelquefois mˆ eme
de l’eau-de-vie. [p. 13]”
From a modern perspective, there is a selection effect in Louis’analysis: those treated later in the
course of an illness are likely for that reason alone to have had longer illnesses. It therefore seems
better to consider outcomes for all 78 patients, including those who died, and bleeding in the ﬁrst
two days doubles the risk of death. Louis saw this, but dismissed it as frightening and absurd on
its face:
“R´ esultat effrayant, absurde en apparence. [p. 17]”
Heexplainsthatthosewhowerebledlaterwereolder. Hewasalsocarefultopointoutthelimitations
created by a small sample.
Among other things, Louis identiﬁed two major methodological issues: (i) sampling error and
(ii) confounding. These problems must be addressed in any epidemiologic study. Confounding is
the more serious issue. In brief, a comparison is made between a treatment group and a control
group, in order to determine the effect of treatment. If the groups differ with respect to another
factor—the “confounding variable”—which inﬂuences the outcome, the estimated treatment effect
will also include the effect of the confounder, leading to a potentially serious bias. If the treatment
and control groups are chosen at random, bias is minimized. Of course, in epidemiologic studies,
there are many other sources of bias besides confounding. One example is “recall bias,” where a
respondent’s answers to questions about exposure are inﬂuenced by presence or absence of disease.
2Another example is “selection bias,” due for instance to systematic differences between subjects
chosen for a study and subjects excluded from the study. Even random measurement error can
createbiasinestimatedeffects: randomerrorsinmeasuringthesizeofacausalfactortendtocreate
a bias toward 0, while errors in measuring a confounder create a bias in the opposite direction.
Pierre Louis’book was published in the same year as Quetelet’s Sur l’homme et le d´ eveloppe-
ment de ses facult´ es, ou Essai de physique sociale. Quetelet, like Louis, has had—and continues
to have—an important inﬂuence over the development of our subject (sections 4 and 5).
3. SNOW ON CHOLERA
In 1855, some twenty years before Koch and Pasteur laid the foundations of modern micro-
biology, Snow discovered that cholera is a waterborne infectious disease. At the time, the germ
theory of disease was only one of many conceptions. Imbalance in the humors of the body was
an older explanation for disease. Miasma, or bad air, was often said to be the cause of epidemics.
Poison in the ground was perhaps a slightly later idea.
Snow was a physician in London. By observing the course of the disease, he concluded that
cholera was caused by a living organism, which entered the body with water or food, multiplied
in the body, and made the body expel water containing copies of the organism. The dejecta then
contaminatedfoodorreenteredthewatersupply,andtheorganismproceededtoinfectothervictims.
The lag between infection and disease (a matter of hours or days) was explained as the time needed
for the infectious agent to multiply in the body of the victim. This multiplication is characteristic
of life: inanimate poisons do not reproduce themselves.
Snow developed a series of arguments in support of the germ theory. For instance, cholera
spreadalongthetracksofhumancommerce. Furthermore,whenashipenteredaportwherecholera
was prevalent, sailors contracted the disease only when they came into contact with residents of
the port. These facts were easily explained if cholera was an infectious disease, but were harder to
explain by the miasma theory.
There was a cholera epidemic in London in 1848. Snow identiﬁed the ﬁrst or “index” case in
this epidemic:
“a seaman named John Harnold, who had newly arrived by the Elbe steamer from Ham-
burgh, where the disease was prevailing. [p. 3]”
He also identiﬁed the second case: a man named Blenkinsopp who took Harnold’s room after the
latter died, and presumably became infected by contact with the bedding. Next, Snow was able
to ﬁnd adjacent apartment buildings, one being heavily affected by cholera and one not. In each
case, the affected building had a contaminated water supply; the other had relatively pure water.
Again, these facts are easy to understand if cholera is an infectious disease, but hard to explain on
the miasma theory.
There was an outbreak of the disease in August and September of 1854. Snow made what is
nowcalleda“spotmap,”showingthelocationsofthevictims. TheseclusteredneartheBroadStreet
pump. (Broad Street is in Soho, London; at the time, there were public pumps used as a source of
water.) However, there were a number of institutions in the area with few or no fatalities. One was
a brewery. The workers seemed to have preferred ale to water: but if any wanted water, there was a
private pump on the premises. Another institution almost free of cholera was a poor-house, which
too had its own private pump. People in other areas of London contracted the disease; but in most
cases, Snow was able to show they drank water from the Broad Street pump. For instance, one
3lady in Hampstead so much liked its taste that she had bottled water from the Broad Street pump
delivered to her house by carter.
So far, we have persuasive anecdotal evidence that cholera is an infectious disease, spread by
contactorthroughthewatersupply. Snowalsousedstatisticalideas. Therewereanumberofwater
companies in the London of his time. Some took their water from heavily contaminated stretches
oftheThamesriver; forothers, theintakewasrelativelyuncontaminated. Snowmadewhatarenow
called “ecological” studies, correlating death rates from cholera in various areas of London with
the quality of the water. Generally speaking, areas with contaminated water had higher death rates.
OneexceptionwastheChelseawatercompany. Thiscompanystartedwithcontaminatedwater, but
hadquitemodernmethodsofpuriﬁcation—settlingponds, exposuretosunlight, andsandﬁltration.
Its service area had a low death rate from cholera.
In 1852, the Lambeth water company moved its intake pipe upstream to secure relatively
pure water. The Southwark and Vauxhall company left its intake pipe where it was, in a heavily
contaminatedstretchoftheThames. Snowmadeanecologicalanalysiscomparingtheareasserviced
by the two companies in the epidemics of 1853–54 and in earlier years. Let him now continue in
his own words.
“Although the facts shown in the above table [the ecological analysis] afford very strong
evidence of the powerful inﬂuence which the drinking of water containing the sewage of a town
exerts over the spread of cholera, when that disease is present, yet the question does not end here;
for the intermixing of the water supply of the Southwark and Vauxhall Company with that of the
Lambeth Company, over an extensive part of London, admitted of the subject being sifted in such
a way as to yield the most incontrovertible proof on one side or the other. In the subdistricts
enumerated in the above table as being supplied by both Companies, the mixing of the supply is of
the most intimate kind. The pipes of each Company go down all the streets, and into nearly all the
courts and alleys. A few houses are supplied by one Company and a few by the other, according
to the decision of the owner or occupier at that time when the Water Companies were in active
competition. In many cases a single house has a supply different from that on either side. Each
company supplies both rich and poor, both large houses and small; there is no difference either in
the condition or occupation of the persons receiving the water of the different Companies. Now
it must be evident that, if the diminution of cholera, in the districts partly supplied with improved
water, depended on this supply, the houses receiving it would be the houses enjoying the whole
beneﬁt of the diminution of the malady, whilst the houses supplied with the [contaminated] water
from Battersea Fields would suffer the same mortality as they would if the improved supply did
not exist at all. As there is no difference whatever in the houses or the people receiving the supply
of the two Water Companies, or in any of the physical conditions with which they are surrounded,
it is obvious that no experiment could have been devised which would more thoroughly test the
effect of water supply on the progress of cholera than this, which circumstances placed ready made
before the observer.
“Theexperiment,too,wasonthegrandestscale. Nofewerthanthreehundredthousandpeople
of both sexes, of every age and occupation, and of every rank and station, from gentlefolks down
to the very poor, were divided into groups without their choice, and in most cases, without their
knowledge; one group being supplied with water containing the sewage of London, and amongst
it, whatever might have come from the cholera patients; the other group having water quite free
from such impurity.
4“To turn this grand experiment to account, all that was required was to learn the supply of
water to each individual house where a fatal attack of cholera might occur. [pp. 74–75.]”
Snow’s data are shown in Table 1. The denominator data—the number of houses served by
eachwatercompany—wereavailablefromparliamentaryrecords. Forthenumeratordata,however,
a house-to-house canvass was needed to determine the source of the water supply at the address of
each cholera fatality. (The “bills of mortality” showed the address, but not the water source.) The
death rate from the Southwark and Vauxhall water is about 9 times the death rate for the Lambeth
water. This is compelling evidence.
Snow argued that the data could be analyzed as if they had resulted from an experiment of
nature: there was no difference between the customers of the two water companies, except for the
water. His sample was not only large but representative; therefore, it was possible to generalize to
a larger population. Finally, Snow was careful to avoid the “ecological fallacy:” relationships that
hold for groups may not hold for individuals (Robinson, 1950). It is the design of the study and the
magnitude of the effect that compel conviction, not the elaboration of technique.
TABLE 1. Death rate from cholera by source of water. Rate per 10,000 houses. London,
epidemic of 1853–54. Snow’s Table IX.
No. of Houses Cholera Deaths Rate per 10,000
Southwark & Vauxhall 40,046 1,263 315
Lambeth 26,107 98 37
Rest of London 256,423 1,422 59
More evidence was to come from other countries. In New York, the epidemics of 1832 and
1849werehandledaccordingtothetheoriesofthetime. Thepopulationwasexhortedtotemperance
and calm, since anger could increase the humor “choler” (bile), and imbalances in the humors of
the body lead to disease. Pure water was brought in to wash the streets and reduce miasmas. In
1866, however, the epidemic was handled by a different method—rigorous isolation of cholera
cases, with disinfection of their dejecta by lime or ﬁre. The fatality rate was much reduced.
At the end of the 19th century, there was a burst of activity in microbiology. In 1878, Pasteur
published La th´ eorie des germes et ses applications ` al am ´ edecine et ` a la chirurgie. Around that
time, Pasteur and Koch isolated the anthrax bacillus and developed techniques for vaccination. The
tuberculosis bacillus was next. In 1883, there was a cholera epidemic in Egypt, and Koch isolated
thevibrio; hewasperhapsanticipatedbyFilipoPacini. TherewasanepidemicinHamburgin1892.
The city fathers turned to Max von Pettenkofer, a leading ﬁgure in the German hygiene movement
of the time. He did not believe Snow’s theory, holding instead that cholera was caused by poison
in the ground. Hamburg was a center of the slaughterhouse industry, and von Pettenkofer had the
carcasses of dead animals dug up and hauled away, in order to reduce pollution of the ground. The
epidemic continued its ravages, which ended only when the city lost faith in von Pettenkofer and
turned in desperation to Koch.
TheapproachdevelopedbyLouisandSnowfoundmanyapplications; Iwillmentiononlytwo
examples. Semmelweiss (1867) discovered the cause of puerperal fever. Around 1914, Goldberger
5showedthatpellagrawastheresultofadietdeﬁciency. Terris(1964)reprintsmanyofGoldberger’s
articles; also see Carpenter (1981). A useful reference on Pasteur is Dubos (1988). References on
the history of cholera include Rosenberg (1962), Howard-Jones (1975), Evans (1987), Winkelstein
(1995), Paneth et al. (1998). Today, the molecular biology of the cholera vibrio is reasonably
well understood; see, for instance, Finlay, Heffron, and Fialkow (1989) or Miller, Mekalanos, and
Fialkow (1989). For a synopsis, seeAlberts et al. (1994, pp. 484, 738); there are recent surveys by
Colwell(1996)andRaufman(1998). ProblemswithecologicalinferencearediscussedinFreedman
(2001).
4. REGRESSION MODELS IN SOCIAL SCIENCE
Legendre(1805)andGauss(1809)developedtheregressionmethod(leastabsoluteresidualsor
least squares) to ﬁt data on the orbits of astronomical objects. In this context, the relevant variables
are known and so are the functional forms of the equations connecting them. Measurement can be
done to high precision, and much is known about the nature of the errors—in the measurements
and the equations. Furthermore, there is ample opportunity for comparing predictions to reality.
By the turn of the century, investigators were using regression on social science data where
these conditions did not hold, even to a rough approximation. One of the earliest such papers is
Yule (1899), “An investigation into the causes of changes in pauperism in England, chieﬂy during
the last two intercensal decades.” At the time, paupers were supported either inside “poor-houses”
or outside, depending on the policy of local authorities. Did the relief policy affect the number of
paupers? To study this question,Yule offered a regression equation,
 Paup = a + b ×  Out + c ×  Old + d ×  Pop + error.
In this equation,
  is percentage change over time,
“Out” is the out-relief ratio N/D,
N = number on welfare outside the poor-house,
D = number inside,
“Old” is the percentage of the population over 65,
“Pop” is the population.
Data are from the English Censuses of 1871, 1881, 1891. There are two  ’s, one for 1871–81 and
one for 1881–91.
Relief policy was determined separately by the local authorities in each “union,” a small
geographical area like a parish. At the time, there were about 600 unions, andYule divided them
into four kinds: rural, mixed, urban, metropolitan. There are 2 × 4 = 8 equations, one for each
combination of time period and type of union. Yule assumed that the coefﬁcients were constant for
each equation, which he ﬁtted to the data by least squares. That is, he estimated the coefﬁcients a,
b, c, and d as the values that minimized the sum of squared errors,
 
 Paup − a − b ×  Out − c ×  Old − d ×  Pop
2.
The sum is taken over all unions of a given type at a given time-period.
6For example, consider the metropolitan unions. Fitting the equation to the data for 1871–81
gave
 Paup = 13.19 + 0.755 Out − 0.022 Old − 0.322 Pop + residual.
For 1881–91,Yule’s equation was
 Paup = 1.36 + 0.324 Out + 1.37 Old − 0.369 Pop + residual.
TheframeworkcombinestheideasofQueteletwiththemathematicsofGauss. Yuleisstudying
the “social physics” of poverty. Nature has run an experiment, assigning different treatments to
different areas. Yule is analyzing the results, using regression to isolate the effects of out-relief.
His principal conclusion is that welfare outside the poor-house creates paupers—the estimated
coefﬁcient on the out-relief ratio is positive.
At this remove, the ﬂaws in the argument are clear. Confounding is a salient problem. For
instance, Pigou (a famous economist of the era) thought that unions with more efﬁcient adminis-
trations were the ones building poor-houses and reducing poverty. Efﬁciency of administration is
then a confounder, inﬂuencing both the presumed cause and its effect. Economics may be another
confounder. At times, Yule seems to be using the rate of population change as a proxy for eco-
nomic growth, although this is not entirely convincing. Generally, however, he pays little attention
to economic activity. The explanation: “A good deal of time and labour was spent in making
trial of this idea, but the results proved unsatisfactory, and ﬁnally the measure was abandoned
altogether. [p. 253]”
Theformofhisequationissomewhatarbitrary,andthecoefﬁcientsarenotconsistentovertime
andspace. Thisisnotnecessarilyfatal. However, ifthecoefﬁcientsdonotexistseparatelyfromthe
data,howcantheypredicttheresultsofinterventions? Therearealsoproblemsofinterpretation. At
best,Yule has established association. Conditional on the covariates, there is a positive association
between  Paup and  Out. Is this association causal? If so, which way do the causal arrows point?
Thesequestionsarenotansweredbythedataanalysis; rather,theanswersareassumedapriori. Yule
is quite concerned to parcel out changes in pauperism: so much is due to changes in the out-relief
ratio, so much to changes in other variables, and so much to random effects. However, there is one
deft footnote (number 25) that withdraws all causal claims:
“Strictly speaking, for ‘due to’read ‘associated with.’”
FIGURE 1. Yule’s Model. Metropolitan Unions, 1871–81.
Out ∆
*** ***
Pop
Paup ∆
∆ Old ∆
Yule’s approach is strikingly modern, except there is no causal diagram and no stars indicating
statistical signiﬁcance. Figure 1 brings him up to date. An arrow from X to Y indicates that X
7is included in the regression equation that explains Y. “Statistical signiﬁcance” is indicated by an
asterisk, and three asterisks signal a high degree of signiﬁcance. The idea is that a statistically
signiﬁcant coefﬁcient differs from 0, so that X has a causal inﬂuence on Y. By contrast, an
insigniﬁcant coefﬁcient is zero: then X does not exert a causal inﬂuence on Y.
The reasoning is seldom made explicit, and difﬁculties are frequently overlooked. Stringent
assumptions are needed to determine signiﬁcance from the data. Even if signiﬁcance can be deter-
minedandthenullhypothesisrejectedoraccepted,thereisamuchdeeperproblem. Tomakecausal
inferences, it must in essence be assumed that equations are invariant under proposed interventions.
Verifyingsuchassumptions—withoutmakingtheinterventions—isquiteproblematic. Ontheother
hand, if the coefﬁcients and error terms change when the right hand side variables are manipulated
rather than being passively observed, then the equation has only a limited utility for predicting the
results of interventions. These difﬁculties are well known in principle, but are seldom dealt with
by investigators doing applied work in the social and life sciences. Despite the problems, and the
disclaimerinthefootnote,Yule’sregressionapproachhasbecomewidelyusedinthesocialsciences
and epidemiology.
Some formal models for causation are available, starting with Neyman (1923). See Hodges
and Lehmann (1964, sec. 9.4), Rubin (1974), or Holland (1988). More recent developments will
be found in Pearl (1995, 2000) or Angrist, Imbens and Rubin (1996). For critical discussion from
variousperspectives,seeGoldthorpe(1998,2001),HumphreysandFreedman(1996,1999),Abbott
(1997), McKim andTurner (1997), Manski (1995), Lieberson (1985), Lucas (1976), Liu (1960), or
Freedman (1987, 1991, 1995). N´ ı Bhrolch´ ain (2001) presents some fascinating case studies. The
role of invariance is considered in Heckman (2000) and Freedman (2002). The history is reviewed
by Stigler (1986) and Desrosi` eres (1993).
5. REGRESSION MODELS IN EPIDEMIOLOGY
Regression models (and variations like the Cox model) are widely used in epidemiology.
The models seem to give answers, and create at least the appearance of methodological rigor.
This section discusses one example, which is fairly typical of such applications and provides an
interesting contrast to Snow on cholera. Snow used primitive statistical techniques, but his study
designswereextraordinarilywellthoughtout, andhemadeahugeefforttocollecttherelevantdata.
By contrast, many empirical papers published today, even in the leading journals, lack a sharply-
focusedresearchquestion; orthestudydesignconnectsthehypothesestothedatacollectiononlyin
averylooseway. Investigatorsoftentrytousestatisticalmodelsnotonlytocontrolforconfounding,
but also to correct basic deﬁciencies in the design or the data. Our example will illustrate some of
these points.
Kanarek et al. (1980) asked whether asbestos in the drinking water causes cancer. They
studied 722 census tracts in the San Francisco Bay Area. (A census tract is a small geographical
region, with several thousand inhabitants.) The investigators measured asbestos concentration in
the water for each tract. Perhaps surprisingly, there is enormous variation; less surprisingly, higher
concentrationsarefoundinpoorertracts. Kanareketal.comparedthe“observed”numberofcancers
by site with the expected number, by sex, race, and tract. The “expected” number is obtained by
applying age-speciﬁc national rates to the population of the tract, age-group by age-group; males
and females are done separately, and only whites are considered. (There are about 100 sites for
which age-speciﬁc national data are available; comparison of observed to expected numbers is an
8example of “indirect standardization.”)
Regression is used to adjust for income, education, marital status, and occupational exposure.
The equation is not speciﬁed in great detail, but is of the form
log
Obs.
Exp.
= A0 + A1 asbestos concentration + A2 income + A3 education
+ A4 married + A5 asbestos workers + error.
Here, “income” is the median ﬁgure for persons in the tract, and “education” is the median number
of years of schooling; data are available from the census. These variables adjust to some extent
for socio-economic differences between tracts: usually, rates of disease go down as income and
education go up. The next variable in the equation is the fraction of persons in the tract who are
married; such persons are typically less subject to disease than the unmarried. Finally, there is the
number of “asbestos workers” in the tract; these persons may have unusually high rates of cancer,
due to exposure on the job. Thus, the variables on the right hand side of the equation are potential
confounders, and the equation tries to adjust for their effects. The estimate of A1 for lung cancer in
males is “highly statistically signiﬁcant,” with P<. 001. A highly signiﬁcant coefﬁcient like this
might be taken as strong evidence of causation, but there are serious difﬁculties.
Confounding. No adjustment is made for smoking habit, which was not measured in this
study. Smoking is strongly but imperfectly associated with socio-economic status, and hence with
asbestos concentration in the water. Furthermore, smoking has a substantial effect on cancer rates.
Thus, smoking is a confounder. The equation does not correct for the effects of smoking, and the
P-value does not take this confounding into account.
FIGURE2. Smokingasanunmeasuredconfounder. Thenon-causalassociationbetween
asbestos in the water and lung cancer is explained by the associations with smoking.
Asbestos
in Water
Lung
Cancer
Smoking
(Unmeasured)
Confounding by Smoking
Figure 2 illustrates an alternative explanation for the data. (i) Smoking (an unmeasured con-
founder) is associated with the concentration of asbestos ﬁbers in the water. The association is
signaled by the straight line joining the two variables. (ii) Smoking has a strong, direct effect on
9lung cancer, indicated by the arrow in the ﬁgure. Associations (i) and (ii) explain the associa-
tion between asbestos ﬁbers in the water and lung cancer rates; this observed association is not
causal. To recapitulate, a confounder is associated with the putative cause and with its effect; the
confounder may explain part or all of an observed association. In epidemiology, unmeasured or
poorly measured confounders are the rule rather than the exception. (Technically, the relationships
in Figure 2 must persist even after conditioning on the measured covariates.)
Model speciﬁcation. The choice of variables and functional form is somewhat arbitrary, al-
thoughnotcompletelyunreasonable. Theauthorssaythattheirequationissuggestedbymathemat-
ical models for cancer, but the connection is rather loose; nor have the cancer models themselves
been validated (Freedman and Navidi, 1989, 1990).
Statistical assumptions. To compute the P-value, it is tacitly assumed that errors are sta-
tistically independent from tract to tract, and identically distributed. This assumption may be
convenient, but it lacks an empirical basis.
The search for signiﬁcance. Even if we set the fundamental difﬁculties aside, the authors have
made several hundred tests on the equations they report, without counting any preliminary data
analysis that may have been done. The P-values are not adjusted for the effects of the search,
which may be substantial (Dijkstra, 1988; Freedman, 1983).
Weak effects. The effect being studied is weak: a 100-fold increase in asbestos ﬁber concen-
tration is associated with perhaps a 5% increase in lung cancer rates. What is unusual about the
present example is only the strength of the unmeasured confounder, and the weakness of the effect
under investigation.
Epidemiology is best suited to the investigation of strong effects, which are hard to explain
away by confounding (Cornﬁeld et al., 1959, p. 199). As attention shifts to the weaker and less
consistent effects that may be associated with low doses, difﬁculties will increase. Long delays
between the beginning of exposure and the onset of disease are a further complication. Toxicology
maybeofsomevaluebutpresentsdifﬁcultiesofitsown(Freedman,Gold,andLin,1996; Freedman
and Zeisel, 1988). The limitations of epidemiology are discussed by Taubes (1995). For detailed
casestudies,seeVandenbrouckeandPardoel(1989),Taubes(1998),orFreedmanandPetitti(2001).
Other examples will be given in section 7.
6. SOME GENERAL CONSIDERATIONS
Model speciﬁcation. A model is speciﬁed by choosing (i) the explanatory variables to put on
the right hand side, (ii) the functional form of the equation, and (iii) the assumptions about error
terms. Explanatory variables are also called “covariates,” or “independent variables”; the latter
term does not connote statistical independence. The functional form may be linear, or log linear, or
something even more exotic. Errors may be assumed independent or autoregressive; or some other
low-order covariance matrix may be assumed, with a few parameters to estimate from the data.
Epidemiologists often have binary response variables: for instance, disease is coded as “1”
and health as “0.” A “logit” speciﬁcation is common in such circumstances. Conditional on the
covariates, subjects are assumed to be independent. If Yi is the response for subject i while Xi is a
1 × p vector of covariates, the logit speciﬁcation is
log
Prob{Yi = 1}
Prob{Yi = 0}
= Xiβ.
10Here, β is a p × 1 vector of parameters, which would be estimated from the data by maximum
likelihood. For useful details on various models and estimation procedures, see Breslow and Day
(1980, 1987).
Models are chosen on the basis of familiarity and convenience; there will be some effort made
to avoid gross conﬂict with the data. Choices are generally somewhat arbitrary, although they may
notbeunreasonable. Therewilloftenbesomepreliminarydataanalysis: forinstance,variableswith
insigniﬁcant coefﬁcients are discarded, and the model reﬁtted. Details can make a large difference
in conclusions. In particular, P-values are often strongly dependent on the ﬁnal speciﬁcation, and
the preliminary screening may make these P-values difﬁcult to interpret—as discussed below.
It is sometimes argued that biases (like recall bias or selection bias) can be modeled and then
correctionscanbemade. Thatmightbesoiftheauxiliarymodelscouldthemselvesbevalidated. On
the other hand, if the auxiliary models are of doubtful validity, the “corrections” they suggest may
make matters worse rather than better. For more discussion, see Scharfstein, Rotnitzky and Robins
(1999)orCopasandLi(1997). Intheoriginalphysical-scienceapplications,thespeciﬁcationswere
dictated by prior theory and empirical fact (section 4). In the social sciences and epidemiology,
the speciﬁcations are much more arbitrary. That is a critical distinction, as discussed in Freedman
(2002).
A review of P-values. It may be enough to consider one typical example. Suppose X is a
random variable, distributed as N(µ,1),s o
Prob{X − µ<x }= (x) =
1
√
2π
 x
−∞
e− 1
2u2
du.
The “null hypothesis” is that µ = 0; the “alternative” is that µ  = 0. The “test statistic” is |X|.
Largevaluesoftheteststatisticareevidenceagainstthenullhypothesis. Forinstance, avalueof2.5
for |X| would be quite unusual—if the null hypothesis is correct. Such large values are therefore
evidence against the null.
If x is the “observed value” of X, that is, the value realized in the data, then the P-value of
the test is  (−|x|) + 1 −  (|x|). In other words, P is the chance of getting a test statistic as large
as or larger than the observed one; this chance is computed on the basis of the null hypothesis.
(Sometimes, P is called the “observed signiﬁcance level.”) If the null hypothesis is correct, then
P has a uniform distribution. Otherwise, P is more concentrated near 0. Thus, small values of P
argue against the null hypothesis. If P<. 05, the result is “statistically signiﬁcant”; if P<. 01,
the result is “highly signiﬁcant.” These distinctions are somewhat arbitrary, but have a powerful
inﬂuence on the way statistical studies are received. In this example, X is an unbiased estimate of
µ.I fX were biased, the bias would have to be estimated from some other data, and removed from
X before proceeding with the test. P is about sampling error, not bias.
The search for signiﬁcance. The effect of multiple comparisons can be seen in our example. A
value of 2.5 for |X| is unusual. However, if 1000 independent copies of X are examined, values of
2.5 or larger are to be expected. If only the large values are noticed and the search effort is ignored
when computing P, severe distortion can result. Disease clusters attributed to environmental
pollution may present such analytical problems. There are many groups of people, many sources
of pollution, many possible routes of exposure, and many possible health effects. Great care is
needed to distinguish real effects from the effects of chance. The search effort may not be apparent,
because a cluster—especially of a rare disease—can be quite salient.
11The difﬁculty is not widely appreciated, so another example may be useful. A coin that lands
heads 10 times in a row is unusual. On the other hand, if a coin is tossed 1000 times and there is at
least one run of 10 heads, that is only to be expected. The latter model may be more relevant for a
disease cluster, given the number of possibilities open to examination.
Ifadjustmentforconfoundingisdonebyregressionandvariousspeciﬁcationsaretried,chance
capitalizationagaincomesintoplay. Forsomeempiricalevidence,seeOttenbacher(1998)orDick-
ersin (1997). Many epidemiologists deny that problems are created by the search for signiﬁcance.
SomecommentatorsaremoreconcernedwithlossofpowerthandistortionsoftheP-value,because
they are convinced a priori that the null hypothesis is untenable. Of course, it is then unclear why
statistical testing and P are relevant. See, for instance, Rothman (1990) or Perneger (1998). On
the other hand, Rothman’s preference for estimation over testing in the epidemiologic context often
seems justiﬁed, especially when there is an effect to be estimated. For more discussion, see Cox
(1977, section 5), or Freedman, Pisani, and Purves (1997, chapter 29); also see section 9 below.
Intermediate variables. If X and Y cause Z,b u tX also causes Y, the variable Y would often
be treated as an “intermediate variable” along the pathway from X to Z, rather than a confounder.
If the object is to estimate the total effect of X on Z, then controlling for Y is usually not advised.
If the idea to estimate the direct effect of X on Z, then controlling for Y may be advised, but the
matter can under some circumstances be quite delicate. See Greenland, Pearl, and Robins (1999).
7. OTHER EXAMPLES IN EPIDEMIOLOGY
This section provides more examples in epidemiology. Generally, the studies mentioned are
unpersuasive, for one or more of the following reasons.
Effects are weak and inconsistent.
Endpoints are poorly deﬁned.
There is an extensive search for statistical signiﬁcance.
Important confounders are ignored.
When effects are weak or inconsistent, chance capitalization and confounding are persistent issues;
poorly-deﬁned endpoints lend themselves to a search for signiﬁcance. These problems are particu-
larly acute when studying clusters. However, the section ends on a somewhat positive note. After
numerous false starts, epidemiology and molecular biology have identiﬁed the probable etiologic
agent in cervical cancer.
Leukemias and sarcomas associated with exposure to electromagnetic ﬁelds. Many studies
ﬁnd a weak correlation between exposure to electromagnetic ﬁelds and a carcinogenic response.
However, different studies ﬁnd different responses in terms of tissue affected. Nor is there much
consistencyinmeasurementofdose,whichwouldinanyeventbequitedifﬁcult. Someinvestigators
try to measure dose directly, some use distance from power lines, some use “wire codes,” which are
summary measures of distance from transmission lines of different types. Some consider exposure
tohouseholdapplianceslikeelectricblanketsormicrowaveovens,whilesomedonot. TheNational
Research Council (1997) reviewed the studies and concluded there was little evidence for a causal
effect. However, those who believe in the effect continue to press their case.
Air pollution. Some investigators ﬁnd an effect of air pollution on mortality rates: see Pope,
Schwartz, and Ransom (1992). Styer et al. (1995) use similar data and a similar modeling strategy,
12but ﬁnd weak or inconsistent effects; also see Gamble (1998). Estimates of risk may be determined
largely by unveriﬁable modeling assumptions rather than data, although conventional opinion now
ﬁnds small particles to be hazardous.
Sellaﬁeld. TherewasaleukemiaclusterassociatedwiththeBritishnuclearfacilityatSellaﬁeld.
Fathers working in the facility were exposed to radiation, which was said to have damaged the
sperm and caused cancer in the child after conception—the “paternal preconception irradiation”
hypothesis. Two of the Sellaﬁeld leukemia victims ﬁled suit. There was a trial with discovery and
cross examination of expert witnesses, which gives a special perspective on the epidemiology. As
it turned out, the leukemia cluster had been discovered by reporters. The nature and intensity of
the search is unknown; P-values were not adjusted for multiple comparisons. The effects of news
stories on subsequent responses to medical interviews must also be a concern. The epidemiologists
who investigated the cluster used a case-control design, but changed the deﬁnitions of cases and
controls part way through the study. For such reasons among others, causation does not seem to
have been demonstrated. The judge found that
“thescalestiltdecisivelyinfavourofthedefendantsandtheplaintiffsthereforehavefailed
to satisfy me on the balance of probabilities that [paternal preconception irradiation] was
a material contributory cause of the [Sellaﬁeld] excess....[p. 209]”
The cases are Reay and Hope v. British Nuclear Fuels, 1990 R No 860, 1989 H No 3689. Sellaﬁeld
is also referred to as Seascale or Windscale in the opinion, written by the Hon. Mr. Justice French
of the Queen’s Bench. The epidemiology is reported by Gardner et al. (1990) and Gardner (1992);
also see Doll, Evans, and Darby (1994). Case-control studies will be discussed again in the next
section. ChancecapitalizationisnotafullysatisfactoryexplanationfortheSellaﬁeldexcess. Some
epidemiologists think that leukemia clusters around nuclear plants may be a real effect, caused by
exposureofpreviouslyisolatedpopulationstovirusescarriedbyimmigrantsfrommajorpopulation
centers; this hypothesis was ﬁrst put forward in another context by Kinlen and John (1994).
Cervical cancer. This cancer has been studied for many years. Some investigators have
identiﬁed the cause as tissue irritation; others point to syphilis, or herpes, or chlamydia; still
others have found circumcision of the husband to be protective. See Gagnon (1950), Røjel (1953),
Aurelian et al. (1973), Hakama et al. (1993), or Wynder et al. (1954). Today, it is believed that
cervicalcancerisinlargepartasexuallytransmitteddisease,theagentbeingcertaintypesofhuman
papillomavirus, or HPV. There is suggestive evidence for this proposition from epidemiology and
from clinical practice, as well as quite strong evidence from molecular biology. If so, the earlier
investigators were misled by confounding. For example, the women with herpes were presumably
more active sexually, and more likely to be exposed to HPV. The two exposures are associated, but
it is HPV that is causal. For reviews, see Storey et al. (1998) or Cannistra and Niloff (1996). The
history is discussed by Evans (1993, pp. 101–105); some of the papers are reprinted by Buck et
al. (1989).
8. HEALTH EFFECTS OF SMOKING
In the 1920s, physicians noticed a rapid increase of death rates from lung cancer. For many
years, it was debated whether the increase was real or an artifact of improvement in diagnostics.
(The lungs are inaccessible, and diagnosis is not easy.) By the 1940s, there was some agreement
on the reality of the increase, and the focus of the discussion shifted. What was the cause of the
13epidemic? Smokingwasonetheory. However,otherexpertsthoughtthatemissionsfromgasworks
were the cause. Still others believed that fumes from the tarring of roads were responsible.
Two early papers on smoking and lung cancer were Lombard and Doering (1928) and M¨ uller
(1939). Later papers attracted more attention, especiallyWynder and Graham (1950) in the US and
Doll and Hill (1950, 1952) in the UK. I will focus on the last, which reports on a “hospital-based
case-control study.” Cases were patients admitted to certain hospitals with a diagnosis of lung
cancer; the controls were patients admitted for other reasons. Patients were interviewed about their
exposuretocigarettes, emissionsfromgasworks, fumesfromtarringoftheroads, andvariousother
possible etiologic agents. Interviewing was done “blind,” by persons unaware of the purpose of the
study. The cases and controls turned out to have rather similar exposures to suspect agents—except
for smoking. Data on that exposure are shown in Table 2.
TABLE 2. Hospital-based case-control study. Smoking status for cases and controls.
Doll and Hill (1952).
Cases Controls
Smoker 1350 1296
Nonsmoker 7 61
There were 1357 cases in the study, of whom 1350 were smokers; there were 1357 controls,
of whom 1296 were smokers. In both groups, non-smokers are rare; but they are much rarer among
the controls. To summarize such data, epidemiologists use the “odds ratio,”
1350/7
1296/61
≈ 9.
Roughly speaking, lung cancer is 9 times more common among smokers than among non-smokers.
(Doll and Hill matched their cases and controls, a subtlety that will be ignored here.) Interestingly
enough, there some cases where the diagnosis of lung cancer turned out to be wrong; these cases
smoked at the same rate as the controls—an unexpected test conﬁrming the smoking hypothesis.
Theoddsratioisausefuldescriptivestatisticonitsown. However, thereisaconventionalway
of doing statistical inference in this setting, which leads to conﬁdence intervals and P-values. The
basic assumption is that the cases are a random sample from the population of lung cancer cases,
while the controls are a random sample (with a different sampling fraction) from the part of the
population that is free of the disease. The odds ratio in the data would then estimate the odds ratio
in the population.
TABLE 3. A 2 × 2 table for the population, classiﬁed according to presence or absence
of lung cancer and smoking habit: a is the number of smokers with lung cancer, b is the
number of smokers free of the disease, and so forth.
Lung cancer No lung cancer
Smoker ab
Nonsmoker cd
14More explicitly, the population can be classiﬁed in a 2 × 2 table, as in Table 3, where a is
the number who smoke and have lung cancer; b is the number who smoke but do not have lung
cancer; similarly for c and d. Suppose the lung cancer patients in hospital are sampled at the rate
φ from the corresponding part of the population, while the controls are sampled at the rate ψ from
the remainder of the population. With a large number of patients, the odds ratio in the study is
essentially the same as the odds ratio in the population (Cornﬁeld, 1951), because
(φa)/(φc)
(ψb)/(ψd)
=
a/c
b/d
Since lung cancer is a rare disease even among smokers, a/b ≈ a/(a + b) approximates the
rate of disease among smokers, while c/d ≈ c/(c + d)approximates the rate among nonsmokers,
and the odds ratio nearly coincides with the rate ratio. Moreover, standard errors and the like can
be computed on the basis of the sampling model. For details, see Breslow and Day (1980).
The realism of the model, of course, is open to serious doubt: patients are not hospitalized at
random. ThislimitstheusefulnessofconﬁdenceintervalsandP-values. Scientiﬁcally, thestrength
of the case against smoking rests not so much on the P-values, but more on the size of the effect,
its coherence, and on extensive replication both with the original research design and with many
other designs. Replication guards against chance capitalization and, at least to some extent, against
confounding—if there is some variation in study design (Cornﬁeld et al., 1959; Ehrenberg and
Bound, 1993).
The epidemiologists took full advantage of replication. For instance, Doll and Hill (1954)
began a “cohort study,” where British doctors were followed over time and mortality rates were
studied in relation to smoking habit. At this point, it became clear that the smokers were dying at
much faster rates than the non-smokers, not only from lung cancer but from many other diseases,
notably coronary heart disease. It also became clear that the odds ratio computed from Table 2
was biased downward, because patients in a hospital are more likely to be smokers than the general
population.
Coherence of study results is also important part of the case. (i) There is a dose-response
relationship: persons who smoke more heavily have greater risks of disease than those who smoke
less. (ii) The risk from smoking increases with the duration of exposure. (iii) Among those who
quit smoking, excess risk decreases after exposure stops. These considerations are systematized to
some degree by “Hill’s postulates:” see Evans (1993, pp. 186ff). Of course, the data are not free of
all difﬁculties. Notably, inhalation increases the risk of lung cancer only in some of the studies.
There was resistance to the idea that cigarettes could kill. The list of critics was formidable,
includingBerkson(1955)andFisher(1959);forasummaryofFisher’sarguments,seeCook(1980).
The epidemiologists made an enormous effort to answer criticisms and to control for possible
confounders that were suggested. To take only one example, Fisher advanced the “constitutional
hypothesis”thattherewasageneticpredispositiontosmokeandtohavelungcancer: genotypeisthe
confounder. If so, there is no point in giving up cigarettes, because the risk comes from the genes
not the smoke. To refute Fisher, the epidemiologists studied monozygotic twins. The practical
difﬁculties are considerable, because we need twin pairs where one smokes and the other does not;
furthermore, at least one of the twins must have died from the disease of interest. Monozygotic
twins are scarce, smoking-discordant twin pairs scarcer yet. And lung cancer is a very rare disease,
even among heavy smokers.
15Data from the Finnish twin study (Kaprio and Koskenvuo, 1989) are shown in Table 4. There
were 22 smoking-discordant monozygotic twin pairs where at least one twin died. In 17 out of 22
cases, the smoker died ﬁrst. Likewise, there were 9 cases where at least one twin in the pair died of
coronary heart disease. In each case, the smoker won the race to death. For all-cause mortality or
coronary heart disease, the constitutional hypothesis no longer seems viable. For lung cancer, the
numbers are tiny. Of course, other studies could be brought into play (Carmelli and Page, 1996).
The epidemiologists refuted Fisher by designing appropriate studies and collecting the relevant
data, not by a priori arguments and modeling. For other views, see Bross (1960) or Stolley (1991).
TABLE 4. The Finnish twin study. First death by smoking status among smoking-
discordant twin pairs. Kaprio and Koskenvuo (1989).
Smokers Non-smokers
All causes 17 5
Coronary heart disease 9 0
Lung cancer 2 0
Figure 3 shows current data from the US, with age-standardized death rates for the six most
common cancers among males. Cancer is a disease of old age and the population has been getting
steadily older, so standardization is essential. In brief, 1970 was chosen as a reference population.
To get the standardized rates, death rates for each kind of cancer and each age group in each year
are applied to the reference population. Mathematically, the standardized death rate from cancer of
type j in year t is 
i
nidijt/

i
ni,
where ni is the number of men in age group i in the 1970 population, and dijt is the death rate
from cancer of type j among men in age group i in the population corresponding to year t. That is
“direct standardization.”
As will be seen, over the period 1930–1980, there is a spectacular increase in lung cancer
rates. This seems to have followed by about 20 or 25 years the increase in cigarette smoking. The
death rate from lung cancer starts turning down in the late 1980s, because cigarette smoking began
to decrease in the late 1960s. Women started smoking later than men, and continued longer: their
graph (not shown) is lower, and still rising. The data on US cigarette consumption are perhaps not
quite as solid as one might like; for English data, which tell a very similar story, see Doll (1987)
andWald and Nicolaides-Bouman (1991). The initial segment of the lung cancer curve in Figure 3
was one of the ﬁrst clues in the epidemiology of smoking. The downturn in the 1980s is one of the
ﬁnal arguments on the smoking hypothesis.
The strength of the case rests on the size and coherence of the effects, the design of the
underlying epidemiologic studies, and on replication in many contexts. Great care was taken to
excludealternativeexplanationsfortheﬁndings. Evenso,theargumentrequiresacomplexinterplay
among many lines of evidence. Regression models are peripheral to the enterprise. Cornﬁeld et
al. (1959) provides an interesting review of the evidence in its early stages. A summary of more
recent evidence will be found in IARC (1986). Gail (1996) discusses the history.
16FIGURE 3. Age-Standardized Cancer Death Rates for Males, 1930–94. Per 100,000.
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Notes: Reprinted by the permission of the American Cancer Society, Inc. Figure is redrawn from
American Cancer Society (1997), using data kindly provided by the ACS. According to the ACS, “Due
to changes in ICD coding, numerator information has changed over time. Rates for cancers of the liver,
lung, andcolonandrectumareaffectedbythesecodingchanges. Denominatorinformationfortheyears
1930–1959 and 1991–1993 is based on intercensal population estimates, while denominator information
fortheyears1960–1989isbasedonpostcensalrecalculationofestimates. Rateestimatesfor1968–1989
are most likely of better quality.”
9. OTHER VIEWS
Accordingtomynear-namesakeFriedman(1953,p.15),“therelevantquestiontoaskaboutthe
‘assumptions’of a theory is not whether they are descriptively ‘realistic,’for they never are, but ....
whether the theory works, which means whether it yields sufﬁciently accurate predictions.” This
argument is often used by proponents of modeling. However, the central question has been begged:
how do we know whether the model is making good predictions? Fitting an equation to an existing
data set is one activity; predicting the results of an intervention is quite another, and the crucial
issue is getting from here to there. If regression models were generally successful in making causal
inferencesfromassociationaldata, thatwouldbecompellingevidence. Inmyexperience, however,
those who deploy Friedman’s argument are seldom willing to engage in detailed discussions of the
track record. Their reluctance is understandable.
Bross (1960, p. 394) writes, “a critic who objects to a bias in the design [of a study] or a
failure to control some established factor is, in fact, raising a counterhypothesis ....[and] has the
17responsibility for showing that his counterhypothesis is tenable. In doing so, he operates under
the same ground rules as [the] proponent.” Also see Blau and Duncan (1967, p. 175). There is
some merit to this point. Critics, like others, have an obligation to be reasonable. However, the
argument is often used to shift the burden of proof from the proponent of a theory to the critic. That
is perverse. Snow and his peers sought to carry the burden of proof, not to shift it. That is why their
discoveries have stood the test of time.
Some observers concede that regression models can be misleading in attempts to identify
causes; once causation has been established, however, they believe the models can be used to
quantify the effects. Quantiﬁcation is by no means straightforward. It is not only causation that
must be established, but also the speciﬁcation of the model, including the identiﬁcation of the
principal confounders, and the form of the equation connecting the relevant factors to the outcomes
of interest (section 6). The number of successes under this heading is not large.
Rothman and others have expressed a preference for conﬁdence intervals over hypothesis
testing. There have been objections, on the grounds that the two forms of inference are isomorphic.
Theseobjectionsmissthepoint. Theisomorphismcantellushowtranslateonesetofmathematical
theorems into another, but can scarcely dictate the form of an empirical research question. An
investigator may be interested in a point estimate for some parameter, and may also want a measure
of the uncertainty due to random error. For such an investigator, testing a sharp null hypothesis
may be irrelevant. That would lead to conﬁdence intervals, not P-values. Such an investigator, of
course, would not care whether the conﬁdence interval just misses—or just covers—some critical
value, like 1.0 for an odds ratio.
Tojustifyhisposition,Rothmanmakestwoarguments: (i)ﬁxed-levelsigniﬁcancetestingoften
creates artiﬁcial dichotomies; (ii) practitioners ﬁnd it easier to misinterpret P-values than point
estimates. See Rothman (1996), Lang, Rothman, and Cann (1998), or Rothman and Greenland
(1998, pp. 183–94). Of course, objections to P-values can be taken to extremes: when Rothman
was editor of Epidemiology, he banished P-values from the pages of that journal.
10. SUMMARY AND CONCLUSIONS
Statisticians generally prefer to make causal inferences from randomized controlled experi-
ments, using the techniques developed by Fisher and Neyman. In many situations, experiments are
impractical or unethical. Most of what we know about causation in such contexts is derived from
observational studies. Sometimes, these are analyzed by regression models; sometimes, these are
treated as natural experiments, perhaps after conditioning on covariates. Delicate judgments are
required in order to assess the probable impact of confounders (measured and unmeasured), other
sourcesofbias, andtheadequacyofthestatisticalmodelsusedtomakeadjustments. Thereismuch
room for error in this enterprise, and much room for legitimate disagreement.
Snow’s work on cholera, among other examples, shows that causal inferences can be drawn
from non-experimental data. However, no mechanical rules can be laid down for making such
inferences; since Hume’s day, that is almost a truism. Indeed, causal inference seems to require
an enormous investment of skill, intelligence, and hard work. Many convergent lines of evidence
must be developed. Natural variation needs to be identiﬁed and exploited. Data must be collected.
Confoundersneedtobeconsidered. Alternativeexplanationshavetobeexhaustivelytested. Above
all, the right question needs to be framed.
18Naturally, there is a desire to substitute intellectual capital for labor. That is why investigators
often try to base causal inference on statistical models. With this approach, P-values play a crucial
role. The technology is relatively easy to use, and promises to open a wide variety of questions
to the research effort. However, the appearance of methodological rigor can be deceptive. Like
conﬁdence intervals, P-values generally deal with the problem of sampling error not the problem
of bias. Even with sampling error, artifactual results are likely if there is any kind of search over
possible speciﬁcations for a model, or different deﬁnitions of exposure and disease.
The modeling approach itself demands critical scrutiny. Mathematical equations are used to
adjust for confounding and other sources of bias. These equations may appear formidably precise,
but they typically derive from many somewhat arbitrary choices. Which variables to enter in the
regression? What functional form to use? What assumptions to make about error terms? These
choices are seldom dictated either by data or prior scientiﬁc knowledge. That is why judgment is
so critical, the opportunity for error so large, and the number of successful applications so limited.
ACKNOWLEDGMENTS
I would like to thank a number of friends for useful comments, including Mike Finkelstein,
Mark Hansen, Ben King, Erich Lehmann, Roger Purves, Ken Rothman, and Terry Speed. This
paper is based on a lecture I gave at theAcad´ emie des Sciences, Paris in 1998, on myWald Lectures
in Dallas later that year, and on lectures at the Athens University of Economics and Business in
2001. Sections 3 and 5 are adapted from Freedman (1991); section 4, from Freedman (1997).
Previous versions of this paper were published in Statistical Science (1999) and Journal de la
Soci´ et´ eF r a n¸ caise de Statistique (2000).
REFERENCES
Abbott, A. (1997). Of time and space: the contemporary relevance of the Chicago school. Social
Forces 75 1149–82.
Alberts, B., Bray, D., Lewis, J., Raff, M., Roberts, K. and Watson, J. D. (1994). Molecular Biology
of the Cell, 3rd. ed., Garland Publishing, NewYork.
American Cancer Society (1997). Cancer Facts & Figures—1997.Atlanta, Georgia.
Angrist, J. D., Imbens, G. W. and Rubin, D. B. (1996). Identiﬁcation of causal effects using instru-
mental variables. J. Amer. Statist. Assoc. 91 444–72.
Aurelian, L., Schumann, B., Marcus, R. L. and Davis, H. J. (1973). Antibody to HSV-2 induced
tumor speciﬁc antigens in serums from patients with cervical carcinoma. Science 181 161–64.
Berkson, J. (1955). The statistical study of association between smoking and lung cancer. Proc.
Mayo Clinic 30 319–48.
Blau, P. M. and Duncan, O. D. (1967). The American Occupational Structure. Wiley, New York.
Chapter 5.
Breslow, N. and Day, N. E. (1980). Statistical Methods in Cancer Research, Vol. 1. International
Agency for Research on Cancer, Lyon. Sci. Publ. No. 32. Distributed by Oxford University
Press.
19Breslow, N. and Day, N. E. (1987). Statistical Methods in Cancer Research, Vol. 2, International
Agency for Research on Cancer, Lyon. Sci. Publ. No. 82. Distributed by Oxford University
Press.
Bross, I. D. J. (1960). Statistical criticism. Cancer 13 394–400.
Buck, C., Llopis,A., N´ ajera, E. and Terris, M., eds. (1989). The Challenge of Epidemiology: Issues
and Selected Readings, Sci. Publ. No. 505, World Health Organization, Geneva.
Cannistra, S. A. and Niloff, J. M. (1996). Cancer of the uterine cervix. New Engl. J. Med. 334
1030–38.
Carmelli, D. and Page, W. F. (1996). Twenty-four year mortality in World War II US male veteran
twins discordant for cigarette smoking. Int. J. Epidemiol. 25 554–559.
Carpenter, K. J. (1981). Pellagra,Academic Press.
Colwell, R. R. (1996). Global climate and infectious disease: the cholera paradigm. Science 274
2025–31.
Cook, D. (1980). Smoking and lung cancer. In S. E. Fienberg and D. V. Hinkley, eds. R. A. Fisher,
An Appreciation. Lecture notes in statistics, Vol. 1, pp. 182–91, Springer-Verlag, NewYork.
Copas, J. B. and Li, H. G. (1997). Inference for non-random samples. J. Roy. Statist. Soc. Ser. B 59
55–77.
Cornﬁeld, J. (1951).A method for estimating comparative rates from clinical data.Applications to
cancer of the lung, breast and cervix. J. Nat. Cancer Inst. 11 1269–75.
Cornﬁeld, J., Haenszel, W., Hammond, E. C., Lilienfeld,A. M., Shimkin, M. B. and Wynder, E. L.
(1959). Smoking and lung cancer: recent evidence and a discussion of some questions. J. Nat.
Cancer Inst. 22 173-203.
Cox, D. (1977). The role of signiﬁcance tests. Scand. J. Statist. 4 49–70.
Desrosi` eres,A. (1993). La politique des grands nombres: histoire de la raison statistique. Editions
La D´ ecouverte, Paris. English translation by C. Naish (1998). The Politics of Large Numbers:
A History of Statistical Reasoning. Harvard University Press.
Dickersin, K. (1997). How important is publication bias? A synthesis of available data. AIDS
Education and Prevention 9 Suppl.A 15–21.
Dijkstra, T. K., ed. (1988). On Model Uncertainty and its Statistical Implications. Lecture Notes
No. 307 in Economics and Mathematical Systems, Springer.
Doll, R. (1987). Major epidemics of the 20th century: from coronary thrombosis to AIDS. J. Roy.
Statist. Soc. Ser. A 150 373–95.
Doll, R., Evans, H. J. and Darby, S. C. (1994). Paternal exposure not to blame. Nature 367 678–80.
Doll, R. and Hill, A. B. (1950). Smoking and carcinoma of the lung: preliminary report. Br. Med.
J. ii 1271–86.
Doll, R. and Hill, A. B. (1952). A study of the aetiology of carcinoma of the lung. Br. Med. J. ii
1271–86.
Doll, R. and Hill, A. B. (1954). The mortality of doctors in relation to their smoking habit: A
preliminary report. Br. Med. J. i 1451–55.
Dubos, R. (1988). Pasteur and Modern Science. Springer.
20Ehrenberg,A. S. C. and Bound, J.A. (1993). Predictability and prediction. J. Roy. Statist. Soc. Ser.
A 156 Part 2 167–206 (with discussion).
Evans,A. S. (1993). Causation and Disease: A Chronological Journey. Plenum, NewYork.
Evans,R.J.(1987).DeathinHamburg:SocietyandPoliticsintheCholeraYears.OxfordUniversity
Press.
Finlay,B.B.,Heffron,F.andFialkow,S.(1989).EpithelialcellsurfacesinduceSalmonellaproteins
required for bacterial adherence and invasion. Science 243 940–42.
Fisher, R.A. (1959). Smoking: The Cancer Controversy. Oliver and Boyd, Edinburgh.
Freedman, D. (1983).A note on screening regression equations. Amer. Statistician 37 152–55.
Freedman, D. (1987). As others see us: a case study in path analysis. J. Educational Statistics 12
101–223.
Freedman, D. (1991). Statistical models and shoe leather. In P. Marsden, ed., Sociol. Methodol..
Freedman, D. (1995). Some issues in the foundation of statistics. Foundations of Science 1 19–83.
Freedman, D. (1997). From association to causation via regression. Adv. Appl. Math. 18 59–110.
Freedman, D. (2001). Ecological inference and the ecological fallacy. Technical Report #549, De-
partment of Statistics, U. C. Berkeley.
http://www.stat.berkeley.edu/users/census/549.pdf
Freedman,D.(2002).Onspecifyinggraphicalmodelsforcausation,andtheidentiﬁcationproblem.
Technical Report #601, Department of Statistics, U. C. Berkeley.
http://www.stat.berkeley.edu/users/census/601.pdf
Freedman, D., Gold, L. S. and Lin, T. H. (1996). Concordance between rats and mice in bioassays
for carcinogenesis. Reg. Tox. Pharmacol. 23 225–32.
Freedman, D. and Navidi, W. (1989). On the multistage model for carcinogenesis. Environ. Health
Perspect. 81 169-88.
Freedman, D. and Navidi, W. (1990). Ex-smokers and the multistage model for lung cancer. Epi-
demiol. 1 21–29.
Freedman, D. and Petitti, D. (2001). Salt and blood pressure: Conventional wisdom reconsidered.
Evaluation Review 25 267–87.
Freedman, D., Pisani, R., and Purves, R. (1997). Statistics. 3rd ed. Norton, NewYork.
Freedman, D. and Zeisel, H. (1988). From mouse to man: the quantitative assessment of cancer
risks. Statistical Science 3 3–56 (with discussion).
Friedman, M. (1953). Essays in Positive Economics. University of Chicago Press.
Gagnon, F. (1950). Contribution to the study of the etiology and prevention of cancer of the cervix.
Amer. J. Obstetrics and Gynecology 60 516–22.
Gail, M. H. (1996). Statistics in action. J. Amer. Statist. Assoc. 433 1–13.
Gamble, J. F. (1998). PM25 and mortality in long-term prospective cohort studies: cause-effect or
statistical associations? Environ. Health Perspect. 106 535–49.
Gardner, M. J., Snee, M. P., Hall,A. J., Powell, C.A., Downes, S. and Terrell, J. D. (1990). Results
of case-control study of leukaemia and lymphoma among young people near Sellaﬁeld nuclear
21plant in West Cumbria. Br. Med. J. 300 423–33. Published erratum appears in BMJ 1992 305
715, and see letter in BMJ 1991 302 907.
Gardner,M.J.(1992).LeukemiainchildrenandpaternalradiationexposureattheSellaﬁeldnuclear
site. Mon. Nat. Cancer Inst. 12 133–35.
Gauss, C. F. (1809). Theoria Motus Corporum Coelestium. Perthes et Besser, Hamburg. Reprinted
in 1963 by Dover, NewYork.
Gavarret, J. (1840). Principes g´ en´ eraux de statistique m´ edicale, ou, D´ eveloppement des r` egles qui
doivent pr´ esider ` a son emploi. Bechet jeune et Labe, Paris.
Goldthorpe,J.H.(1998).Causation,StatisticsandSociology.Twenty-ninthGearyLecture,Nufﬁeld
College, Oxford. Publ. by the Economic and Social Research Institute, Dublin, Ireland.
Goldthorpe, J. H. (2001). Causation, statistics, and sociology. European Sociological Review 17
1–20.
Greenland, S., Pearl, J., and Robins, J. M. (1999). Causal diagrams for epidemiologic research.
Epidemiol., 10 37–48.
Hakama, M., Lehtinen, M., Knekt, P., Aromaa, A., Leinikki, P., Miettinen, A., Paavonen, J., Peto,
R. and Teppo, L. (1993). Serum antibodies and subsequent cervical neoplasms:A prospective
study with 12 years of followup. Amer. J. Epidemiol. 137 166–70.
Heckman, J. J. (2000). Causal parameters and policy analysis in economics: A twentieth century
retrospective. The Quarterly Journal of Economics CVX 45–97.
Hodges,J.L.andLehmann,E.L.(1964).BasicConceptsofProbabilityandStatistics.Holden-Day,
San Francisco.
Holland, P. (1988). Causal inference, path analysis, and recursive structural equations models. In
C. Clogg, ed., Sociol. Methodol..
Howard-Jones, N. (1975). The Scientiﬁc Background of the International Sanitary Conferences
1851–1938. World Health Organization, Geneva.
Humphreys, P. and Freedman, D. (1996). The grand leap. Brit. J. Phil. Sci. 47 113–123.
Humphreys, P. and Freedman, D. (1999).Are there algorithms that discover causal structure? Syn-
these 121 29–54.
IARC (1986). Tobacco Smoking. International Agency for Research on Cancer, Monograph 38,
Lyon. Distributed by Oxford University Press.
Kanarek, M. S., Conforti, P. M., Jackson, L.A., Cooper, R. C., and Murchio, J. C. (1980).Asbestos
in drinking water and cancer incidence in the San Francisco BayArea.Amer. J. Epidemiol. 112
54–72.
Kaprio, J. and Koskenvuo, M. (1989). Twins, smoking and mortality: a 12-year prospective study
of smoking-discordant twin pairs. Social Science and Medicine 29 1083–89.
Kinlen, L. J. and John, S. M. (1994). Wartime evacuation and mortality from childhood leukaemia
in England and Wales in 1945–9. Br. Med. J. 309 1197–1201.
Lang, J. M., Rothman, K. J., Cann, C. I. (1998). That confounded P-value. Epidemiology 9 7–8.
Legendre, A. M. (1805). Nouvelles m´ ethodes pour la d´ etermination des orbites des com` etes.
Courcier, Paris. Reprinted in 1959 by Dover, NewYork.
22Lieberson, S. (1985). Making it Count. University of California Press, Berkeley.
Liu, T. C. (1960). Under-identiﬁcation, structural estimation, and forecasting. Econometrica 28
855-65.
Lombard, H. L. and Doering, C. R. (1928). Cancer studies in Massachusetts: Habits, characteristics
and environment of individuals with and without lung cancer. New Engl. J. Med. 198 481–87.
Louis, P. (1835). Recherches sur les effets de la saign´ ee dans quelques maladies inﬂammatoires: et
surl’actiondel’´ em´ etiqueetdesv´ esicatoiresdanslapneumonie.J.B.Bailli` ere,Paris.Reprinted
by The Classics of Medicine Library, Birmingham,Alabama, 1986.
Lucas, R. E. Jr. (1976). Econometric policy evaluation: a critique. In K. Brunner and A. Meltzer
(eds.), The Phillips Curve and Labor Markets, vol. 1 of the Carnegie-Rochester Conferences
on Public Policy, supplementary series to the Journal of Monetary Economics, North-Holland,
Amsterdam, pp. 19–64. (With discussion.)
Manski, C. F. (1995). Identiﬁcation Problems in the Social Sciences. Harvard University Press.
McKim, V. and Turner, S., eds. (1997). Causality in Crisis? Proceedings of the Notre Dame Con-
ference on Causality, Notre Dame Press.
Mill, J. S. (1843) A System of Logic, Ratiocinative and Inductive. John W. Parker, London. 8th ed.
reprinted by Longman, Green and Co., Ltd., London (1965). See especially Book III Chapter
VIII. Reprinted in 1974 by the University of Toronto Press.
Miller,J.F.,Mekalanos,J.J.andFialkow,S.(1989).Coordinateregulationandsensorytransduction
in the control of bacterial virulence. Science 243 916–22.
M¨ uller, F. H. (1939). Tabakmissbrauch und Lungcarcinom. Zeitschrift fur Krebsforsuch 49 57–84.
National Research Council (1997). Possible Health Effects of Exposure to Residential Electric and
Magnetic Fields. NationalAcademy of Science, Washington, DC.
Neyman, J. (1923). Sur les applications de la th´ eorie des probabilit´ es aux experiences agricoles:
Essai des principes. Roczniki Nauk Rolniczki 10 1–51, in Polish. English translation by D.
Dabrowska and T. Speed, 1990. Statistical Science 5 463–80.
N´ ı Bhrolch´ ain, M. (2001). Divorce effects and causality in the social sciences. European Sociolog-
ical Review 17 33–57.
Ottenbacher,K.J.(1998).Quantitativeevaluationofmultiplicityinepidemiologyandpublichealth
research. Amer. J. Epidemiol. 147 615–19.
Paneth, N., Vinten-Johansen, P., Brody, H. and Rip, M. (1998). A rivalry of foulness: ofﬁcial and
unofﬁcial investigations of the London cholera epidemic of 1854. Amer. J. Publ. Health 88
1545–53.
Pasteur, L. (1878). La th´ eorie des germes et ses applications ` al am´ edecine et ` a la chirurgie, lecture
faite ` a l’Academie de M´ edecine le 30 avril 1878, par M. Pasteur en son nom et au nom de MM.
Joubert et Chamberland, G. Masson, Paris.
Pearl, J. (1995). Causal diagrams for empirical research. Biometrika 82 689–709.
Pearl, J. (2000). Causality: Models, Reasoning, and Inference. Cambridge University Press.
Perneger, T. V. (1998). What’s wrong with Bonferroni adjustments? Br. Med. J. 316 1236–38.
23Pope, C. A., Schwartz, J. and Ransom, M. R. (1992). Daily mortality and PM10 pollution in Utah
Valley. Archives of Environmental Health 47 211-17.
Quetelet,A. (1835). Sur l’homme et le d´ eveloppement de ses facult´ es, ou Essai de physique sociale.
Bachelier, Paris
Raufman, J. P. (1998). Cholera. Amer. J. Med. 104 386–94.
Robinson,W. S. (1950). Ecological correlations and the behavior of individuals. Amer. Sociol. Rev.
15 351–7.
Rosenberg, C. E. (1962). The CholeraYears. Chicago University Press.
Rothman, K. J. (1990). No adjustments are needed for multiple comparisons. Epidemiol. 1 43–46.
Rothman, K. J. (1996). Lessons from John Graunt. Lancet 347 37–39.
Rothman, K. J. and Greenland, S., eds. (1998). Modern Epidemiology, 2nd. ed. Lippincott-Raven.
Rubin,D.(1974).Estimatingcausaleffectsoftreatmentsinrandomizedandnonrandomizedstudies.
Journal of Educational Psychology 66 688–701.
Røjel, J. (1953). The Interrelation between Uterine Cancer and Syphilis. Copenhagen.
Scharfstein, D. O., Rotnitzky, A., and Robins, J. M. (1999). Adjusting for non-ignorable drop-
out using semiparametric non-response models. J. Amer. Statist. Assoc. 94: 1096–1146 (with
discussion).
Semmelweiss, I. (1867). The Etiology, Concept, and Prophylaxis of Childbed Fever. Translated by
K. C. Carter, University of Wisconsin Press, 1983.
Snow, J. (1855). On the Mode of Communication of Cholera. Churchill, London. Reprinted by
Hafner, NewYork, 1965.
Stigler, S. M. (1986). The History of Statistics. Harvard University Press.
Stolley, P. (1991). When genius errs. Amer. J. Epidemiol. 133 416–25.
Storey, A., Thomas, M, Kalita, A., Harwood, C., Gardiol, D., Mantovani, F., Breuer, J., Leigh, I.
M., Matlashewski, G. and Banks, L. (1998). Role of a p53 polymorphism in the development
of human papillomavirus-associated cancer. Nature 393 229–34.
Styer,P.,McMillan,N.,Gao,F.,Davis,J.andSacks,J.(1995).Effectofoutdoorairborneparticulate
matter on daily death counts. Environ. Health Perspect. 103 490–97.
Taubes, G. (1995). Epidemiology faces its limits. Science 269 (14 July) 164–9. Letters (8 Sep)
1325–8.
Taubes, G. (1998). The (political) science of salt. Science 281 (14August) 898–907.
Terris, M., ed. (1964). Goldberger on Pellagra. Louisiana State University Press.
Vandenbroucke, J. P. and Pardoel, V. P. (1989). An autopsy of epidemiologic methods: the case of
‘poppers’in the early epidemic of the acquired immunodeﬁciency syndrome (AIDS). Amer. J.
Epidemiol. 129 455–7; and see comments.
Wald, N. and Nicolaides-Bouman,A., eds. (1991). UK Smoking Statistics. 2nd ed., Oxford Univer-
sity Press.
Winkelstein, W. (1995).A new perspective on John Snow’s communicable disease theory. Amer. J.
Epidemiol. 142 (9 Suppl.) S3-9.
24Wynder, E. L. and Graham, E. A. (1950). Tobacco smoking as a possible etiological factor in
bronchogenic carcinoma: a study of six hundred and eight-four proved cases. J. Amer. Med.
Assoc. 143 329-36
Wynder, E. L., Cornﬁeld, J., Schroff, P. D. and Doraiswami, K. R. (1954).A study of environmental
factorsincarcinomaofthecervix.AmericanJournalofObstetricsandGynecology681016–52.
Yule, G. U. (1899). An investigation into the causes of changes in pauperism in England, chieﬂy
during the last two intercensal decades. J. Roy. Statist. Soc. 62 249–95.
25