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Abstract
For given countable standard equivalence relations over the same unit space we construct
their free product, which is a measured groupoid. Related topics such as measures and 2-
cocyles on the free product (needed to deal with groupoid von Neumann algebras) are also
discussed.
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1. Introduction
In recent years we have witnessed remarkable progress of free probability theory
(see [28,29]). Many related important works on free product von Neumann algebras
have been known, and some of them deal with type III von Neumann algebras (see
[1,4,5,18,19,22,23,25] and also references there). Not only free products but also
amalgamated free products [17,28] are useful and in fact have been under active
investigation. Especially in [24,26,27] some systematic analysis has been made on the
amalgamated free product M1 A M2 over a common Cartan subalgebra A: Here,
the case of type III von Neumann algebras is also included and indeed emphasized.
Being an abelian algebra, the (common) Cartan subalgebra A is isomorphic to
LNðX Þ: Then, the von Neumann algebras M1; M2 are known [6,7] to arise from the
regular representations of countable standard equivalence relations possibly together
with relevant 2-cocycles (and this construction is closely related to the Krieger
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construction [13]). In the present article we try to develop a theory on ‘‘free
products’’ of such equivalence relations.
A groupoid is a small category with inverses. One can intuitively
imagine a collection of arrows joining points in the unit space X ; and they
form a ‘‘group-like object’’ by composing and reversing arrows, which is a
groupoid. Note that two points may be joined by more than one arrows.
An equivalence relation is nothing but a principal groupoid, i.e., for each pair of
points in X there is at most one arrow joining them. When dealing with von
Neumann algebras (arising from groupoids or equivalence relations), we have to
further impose certain measure space structure and so on. Details can be found in
[2,3,6,7,9,10], where the notion of the standard Borel space (or the Lebesgue space)
plays a major technical role (see [14] for basic facts). Let S1;S2 be two such
(countable standard) equivalence relations on X : The purpose of the present article is
to construct their ‘‘free product’’ G ¼ S1 X S2 over X in a natural way. In the
recent remarkable study on the ‘‘cost’’ invariant (see [8] and the references there) the
special situation where G stays as an equivalence relation (the one generated by S1
and S2) is considered. However, since we are dealing with general equivalence
relations, our G ¼S1 X S2 is no longer an equivalence relation but a (measured)
groupoid over the unit space X ð¼ Gð0ÞÞ: What has to be done algebraically is quite
simple (see 2.1), but we have to construct S1 X S2 in a measurable fashion. In
Section 2 this will be carried out by making use of full advantage of working with the
standard Borel space (as in [6,7]).
Study on groupoid von Neumann algebras (and/or C-algebras) is a well-
established subject in the theory of operator algebras (see [2,16,21] for instance), and
the informed reader can easily guess that the resulting groupoid von Neumann
algebra WðS1 X S2Þ is isomorphic to the amalgamated free product M1 A M2 (if
the equivalence relationsS1;S2 arise from M1; M2). Indeed, it must be so as long as
the deﬁnition is right, and full justiﬁcation (together with related analysis) will be
given in our forthcoming article [12]. Appropriate measures and 2-cocycles have to
be prepared to deal with WðS1 X S2Þ; and some discussions on those (needed in
[12]) will be presented in Sections 3 and 4, respectively. We will actually construct a
certain 2-cocycle on S1 X S2 from those on Si ði ¼ 1; 2Þ; and our proof of the
cocycle property (in Section 4) is purely of combinatorial nature. All the results in
this article can be easily generalized to the groupoid setting (with countable orbits),
which will be brieﬂy touched upon in Section 5.
2. Free product of equivalence relations
Let X be a standard Borel space equipped with an equivalence relation S: An
equivalence relation is identiﬁed with its graph in X  X ; i.e.,
S ¼ fðx; yÞAX  X ; xByg:
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We say that S is standard if it is Borel in X  X relative to the product Borel
structure. For xAX we set
Sx ¼ fyAX ; yBxg; the S-orbit of x:
We deal with only an equivalence relation with countable orbits (i.e.,Sx is countable
for each xAX ). Throughout the article, by an equivalence relation we shall always
mean such a countable standard one. Details on equivalence relations and associated
von Neumann algebras (with Cartan subalgebras) can be found in [6,7].
The notion of a standard Borel groupoid was introduced in [15,20]. It is a
groupoid (i.e., a small category with inverses) which is a standard Borel space and
where all the relevant operations are Borel. Note that an equivalence relation is a
special case (called a principal groupoid). von Neumann algebras arising from
groupoids are discussed for example in [2,3,9,10].
2.1. Heuristic discussions
Let X be a space equipped with two equivalence relations with their graphs
S1;S2 (in X  X ). Certain Borel space structure on them has to be imposed as
above, however by ignoring it for a moment we brieﬂy describe what the free product
G (of S1 and S2) should be.
As remarked above,S1 is a principal groupoid so that each element g inS1 can be
thought of an arrow from its source sðgÞAX to its range rðgÞAX : For ðx; yÞAX  X
there is at most one arrow, and ðx; yÞAS1 if and only if such an arrow exits. In this
case we write g ¼ ðx; yÞAS1: The diagonal D ¼ fðx; xÞ; xAXg ðDS1) is identiﬁed
with X in the obvious way, and xAX can be thought of as the trivial arrow (i.e.,
ðx; xÞ) at x: The product and inverse inS1; of course, correspond to the composition
of (composable) arrows and reversing an arrow, respectively
ðx; yÞðy; zÞ ¼ ðx; zÞ and ðx; yÞ1 ¼ ðy; xÞ:
The same interpretation is also available for S2: However, notice that we have two
relations on the same space X and hence two kinds of arrows, i.e., ones coming from
S1 and others coming from S2:
Let G be the set consisting of all the trivial arrows (arrows of length 0? they form
the unit space X of G) together with all the composable alternating arrows
g11g
2
1g
1
2g
2
2?g
1
ng
2
n;
where g1i ’s are non-trivial arrows inS
1 while g2i ’s are those inS
2: The composability
means that the range of g2n is equal to the source of g
1
n and the range of g
1
n is equal to
the source of g2n1 and so on. Here, length is arbitrary, and both of the ﬁrst and last
arrows can be from either S1 or S2: Note that S1 and S2 are included in G as
arrows of length 1 (or 0). The source and range (of each arrow) obviously give us the
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source and range maps s; r :G-X : The inverse operation in G is deﬁned by reversing
all the arrows (in the reversed order):
ðg11g21g12g22? g1ng2nÞ1 ¼ ðg2nÞ1ðg1nÞ1?ðg22Þ1ðg12Þ1ðg21Þ1ðg11Þ1:
The product of two composable alternating arrows is deﬁned exactly as in the free
group. For example the product of *g11 *g
2
1 and g
1
1g
2
1g
1
2 (the source of the ﬁrst
composition is equal to the range of the second) is *g11*g
2
1g
1
1g
2
1g
1
2: In fact, the ‘‘inside
pair’’ ð*g21; g11Þ comes from different S’s and no cancellation occurs. On the other
hand, for a composable pair
g2 ¼ *g11 *g21; g1 ¼ g21g11g22
(with ‘‘matching inside’’), the product is deﬁned as follows. If the composi-
tion *g21g
2
1 is a non-trivial arrow in S
2 (i.e., *g21aðg21Þ1), then the product
g2g1 is *g
1
1ð*g21g21Þg11g22; where ð*g21g21Þ is of course regarded as a (single) non-trivial
arrow in S2: In the case that the composition *g21g
2
1 is the trivial arrow in
S2 (i.e., the cancellation occurs), we have to look at the ‘‘next inside pair’’ ð*g11; g11Þ:
Namely, we set
g2g1 ¼
ð*g11g11Þg22 if *g11g11 is a non-trivial arrow in S1;
g22 otherwise:
(
Since we have combined two kinds of arrows, for a given ðx; yÞ we might have an
abundance of (alternating) arrows starting from x and ending at y: Therefore, G is
(generally) no longer an equivalence relation, but a groupoid instead with the unit
space X : (In [8] the special situation where there is at most one arrow joining two
points is considered so that G is simply the equivalence relation generated byS1 and
S2 in this case.) Since we would like to make use of this groupoid to deal with a von
Neumann algebra, we actually need a measured groupoid. Hence, the above
operations (and G itself) have to be introduced in a Borel fashion, furthermore
suitable measures have to be equipped, and so on, which will be carried out in this
article. Also the reader may have noticed that similar things can be done in the more
general setting where S1 and S2 are groupoids instead (see Section 5). In fact, the
only difference is that there are many arrows (inS1 andS2) joining two points from
the beginning.
2.2. Construction of the free product of equivalence relations
Let X be a standard Borel space equipped with two countable
equivalence relations S1 and S2 (see the beginning of Section 2). As
before we will identify the diagonals D ¼ fðx; xÞ; xAXg (i.e., the unit space)
with X in the obvious way. It is well-known that the respective ‘‘off diagonals’’
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are written as
S1\X ¼
[N
i¼1
GðfiÞ ðdisjoint unionÞ;
S2\X ¼
[N
j¼1
GðciÞ ðdisjoint unionÞ:
Here, fi (resp. cj) is a partial isomorphism of S
1 (resp. S2), and Gð	Þ ðDX  XÞ
means the graph. Our convention throughout is
GðfiÞ ¼ fðfiðyÞ; yÞ; yADomðfiÞg
for instance, i.e., a value of fi appears as the ﬁrst variable.
We need to recall the construction of partial isomorphisms (the proof of
[6, Theorem 1]). Let pc; pr be the left and right projections from S1 onto X deﬁned
by
pc : ðx; yÞAS1/ xAX ðthe range mapÞ;
pr : ðx; yÞAS1/ yAX ðthe source mapÞ:
Since pc :S1\X-X is a countable-to-one Borel map between standard Borel
spaces, one can express S1\X as a disjoint union of a countable family fEigi¼1;2;y
of one-sheeted Borel subsets for pc :S1\X-X ; i.e., pc restricted to each set Ei is
one-to-one. Let y0 be the ﬂip on X  X ; i.e., the inverse map of S1: Then,
S1\X is a disjoint union of countably many Borel subsets fEi-y0ðEjÞgi;j: We
relabel fEi-y0ðEjÞgi;j to fEigi¼1;2;y and simply deﬁne fi by GðfiÞ ¼ Ei:
(Firstly, both of pc; pr are one-to-one on Ei: i.e., some Ei-y0ðEjÞ so that fi is
well deﬁned, and secondly fi is a Borel map since pr restricted to each Borel subset
Ei is a bi-Borel map onto prðEiÞ:) Notice
y0ðEi-y0ðEjÞÞ ¼ ðEj-y0ðEiÞÞ
so that (after relabelling) we have y0ðEiÞ ¼ Ei0 for a unique i0 ¼ i0ðiÞ; that is, f1i ¼
fi0 : Note that
fi˜ fiðxÞax as long as i˜ai0:
In fact, if we had fi˜ fiðxÞ ¼ x for some x; then it would mean that GðfiÞ would
intersect with Gðfi0 Þ; a contradiction. Therefore, we have
Gðfi˜ fiÞD
[N
n¼1
GðfnÞ ðas long as i˜ai0Þ:
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This property will be useful when we deﬁne the inverse on our groupoid.
Analogously, we construct fcjgj¼1;2;y for the other equivalence relation S2 and
we have
c1j ¼ cj0 for a unique j0 ¼ j0ð jÞ; and Gðcj˜ cjÞD
[N
m¼1
GðcmÞ ðas long as j˜aj0Þ:
Let G be the (countable) disjoint union of the following subsets in X  X :
D ðDXÞ;
Gðfi1Þ ði1 ¼ 1; 2;yÞ;
Gðcj1Þ ð j1 ¼ 1; 2;yÞ;
Gðfi1cj1Þ ði1; j1 ¼ 1; 2;yÞ;
Gðcj1fi1Þ ði1; j1 ¼ 1; 2;yÞ;
Gðfi1cj1fi2Þ ði1; i2; j1 ¼ 1; 2;yÞ;
Gðcj1fi1cj2Þ ði1; j1; j2 ¼ 1; 2;yÞ:
?
?
In other words, we look at all the possible ‘‘alternating’’ products of f’s and c’s.
(The ﬁrst component X will become the unit space of our groupoid G:) Note that
fi1cj1?fin ; fi1cj1?fincjn and so on are all Borel transformations from (a part of)
X into X : Therefore, their graphs are Borel subsets in X  X : To ease our notations,
for example fi1cj1 means the restriction to the subset on which the composition
makes sense, that is, the restriction to c1j1 ðRanðcj1Þ-Domðfi1ÞÞ: Each component
Gðfi1cj1?finÞ (etc.) has the relative Borel structure since it is a Borel subset in
X  X : On the disjoint union G we consider the direct sum Borel structure, i.e.,
EDG is Borel if and only if each E-Gðfi1cj1?finÞ is Borel in Gðfi1cj1?finÞ: Since
each component is Borel in X  X ; the countable disjoint union G is a standard
Borel space.
We then introduce source and range maps s; r :G-X : At ﬁrst both of s; r
are deﬁned to be the identity on X : On each component Gðfi1cj1?finÞ (etc.) we
deﬁne
Gðfi1cj1?finÞ ðDX  XÞ - X ;
ðx; yÞ /s y;
ðx; yÞ /r x
(i.e., the right and left projections pr; pc). Note that s; r :G-X are Borel since they
are on each component.
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We deﬁne y (the inverse map of G) as follows:
y0 : Gðfi1cj1fi2?finÞ - Gðfi0n?fi02cj01fi01Þ;
ðx; yÞ / ðy; xÞ:
Note that y is deﬁned analogously for other types of graphs, i.e., the one starting
with c and ending with f; etc. Also, y on X is deﬁned to be the identity. From the
construction y ð¼ y1Þ :G-G is Borel.
It remains to deﬁne the product on G: Let
Gð2Þ ¼ fðg2; g1ÞAG G; sðg2Þ ¼ rðg1Þg
be the composable pairs. This is a Borel subset in G G (equipped with
the product Borel structure). In fact, ðg2; g1Þ/sðg2Þ; ðg2; g1Þ/rðg1Þ are
Borel, and X has a countable family of separating Borel subsets. Since G was
deﬁned as a disjoint union, Gð2Þ is a disjoint union of the sets of the following four
types:
(i)
ðg2; g1ÞAGðfi˜1cj˜1?fi˜ncj˜nÞ  Gðfi1cj1?fimcjmÞ; sðg2Þ ¼ rðg1Þ
n o
;
ðg2; g1ÞAGðcj˜1fi˜1?fi˜n1cj˜nÞ  Gðfi1cj1?fimcjmÞ; sðg2Þ ¼ rðg1Þ
n o
;
ðg2; g1ÞAGðfi˜1cj˜1?fi˜ncj˜nÞ  Gðfi1cj1?cjm1fimÞ; sðg2Þ ¼ rðg1Þ
n o
;
ðg2; g1ÞAGðcj˜1fi˜1?fi˜n1cj˜nÞ  Gðfi1cj1?cjm1fimÞ; sðg2Þ ¼ rðg1Þ
n o
;
(ii) Analogous to (i), but f and c meet at the inside,
(iii)
ðg2; g1ÞAGðfi˜1cj˜1?fi˜ncj˜nÞ  Gðcj1fi1?cjmfimÞ; sðg2Þ ¼ rðg1Þ
n o
;
ðg2; g1ÞAGðcj˜1fi˜1?fi˜n1cj˜nÞ  Gðcj1fi1?cjmfimÞ; sðg2Þ ¼ rðg1Þ
n o
;
ðg2; g1ÞAGðfi˜1cj˜1?fi˜ncj˜nÞ  Gðcj1fi1?fim1cjmÞ; sðg2Þ ¼ rðg1Þ
n o
;
ðg2; g1ÞAGðcj˜1fi˜1?fi˜n1cj˜nÞ  Gðcj1fi1?fim1cjmÞ; sðg2Þ ¼ rðg1Þ
n o
;
(iv) Analogous to (iii), but f and f meet at the inside.
We remark at ﬁrst that the product should be deﬁned in the trivial fashion in the case
that one of the two graphs is of length 0 (i.e., the unit space X ). More precisely, if
g2AX (resp. g1AX ), then we deﬁne g2g1 ¼ g1 (resp. g2g1 ¼ g2) (as long as g2; g1 are
composable).
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Note that (i) and (ii) are easy to handle since no cancellation is supposed to be
allowed in these cases. For example, we handle the very ﬁrst case
ðg2; g1ÞAGðfi˜1cj˜1?fi˜ncj˜nÞ  Gðfi1cj1?fimcjmÞ; sðg2Þ ¼ rðg1Þ
n o
;
and remaining cases (in (i) and (ii)) can be handled in the completely analogous way.
We take ðg2; g1Þ in the above set. This means
g2 ¼ðx; yÞAGðfi˜1cj˜1?fi˜ncj˜nÞ ðDX  XÞ;
g1 ¼ðy; zÞAGðfi1cj1?fimcjmÞ ðDX  X Þ:
The product g2g1 is deﬁned as
g1g2 ¼ ðx; zÞAGðfi˜1cj˜1?fi˜ncj˜nfi1cj1?fimcjmÞ ðDX  XÞ:
The product map ðg2; g1Þ/g2g1 is obviously Borel.
We next deal with types (iii) and (iv). For example we consider the case
fðg2; g1ÞAGðfi˜1cj˜1?fi˜ncj˜nÞ  Gðcj1fi1?cjmfimÞ; sðg2Þ ¼ rðg1Þg
(and other cases can be handled analogously).
At ﬁrst we assume j˜naj01: Recall that cj˜ncj1ðxÞax (for each x), i.e., the product
cj˜ncj1 does not cancel out). Let us denote the (local) product map
Ij˜n;j1 ¼ fðg01; g02ÞAGðcj˜nÞ  Gðcj1Þ; prðg01Þ ¼ pcðg02Þg DðS2Þ
ð2Þ
 
-S2\X ¼
[N
j¼1
GðcjÞ
by P (which is Borel). Notice the above set simply means
Ij˜n;j1 ¼ fðða; bÞ; ðb; cÞÞAGðcj˜nÞ  Gðcj1Þg
(and P sends ðða; bÞ; ðb; cÞÞ to ða; cÞ). We take ðg2; g1Þ from the above set, that is,
g2 ¼ðx; yÞAGðfi˜1cj˜1?fi˜ncj˜nÞ;
g1 ¼ðy; zÞAGðcj1fi1?cjmfimÞ:
Then, we have
ððcj˜nðyÞ; yÞ; ðy;c1j1 ðyÞÞAIj˜n;j1 ;
Pððcj˜nðyÞ; yÞ; ðy;c1j1 ðyÞÞ ¼ ðcj˜nðyÞ;c1j1 ðyÞÞA S2\X ¼
[N
j¼1
GðcjÞ:
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When ðcj˜nðyÞ;c1j1 ðyÞÞAGðcjÞ; we deﬁne
g2g1 ¼ ðx; zÞAGðfi˜1cj˜1?fi˜ncjfi1?cjmfimÞ ðDX  XÞ
(i.e., cjaid gets stuck in between and no further cancellation occurs). We should
point out here that a more rigorous argument is as follows: We at ﬁrst decompose
the (local) decomposable pairs
fðg2; g1ÞAGðfi˜1cj˜1?fi˜ncj˜nÞ  Gðcj1fi1?cjmfimÞ; sðg2Þ ¼ rðg1Þg
into a disjoint union of Borel subsets (parameterized by jAN) accordingly to which
GðcjÞ the product Pððcj˜nðyÞ; yÞ; ðy;c1j1 ðyÞÞ ¼ ðcj˜nðyÞ;c1j1 ðyÞÞ belongs. Secondly, on
each ‘‘jth’’ subset, the product g2g1 should be deﬁned as above. Anyway it is clear
that the product map ðg2; g1Þ/g2g1 is Borel in this case.
Secondly, we deal with the case j˜n ¼ j01: The condition means cj˜ncj1 is the identity
and cancels out, and hence we have to look at the next inside pair ðfi˜n ;fi1Þ:
When i˜nai01 (and j˜n ¼ j01),
g2 ¼ðx; yÞAGðfi˜1cj˜1?fi˜ncj˜nÞ;
g1 ¼ðy; zÞAGðcj1fi1?cjmfimÞ
satisfy
ðfi˜ncj˜nðyÞ;cj˜nðyÞÞAGðfi˜nÞ;
ðc1j1 ðyÞ;f1i1 c1j1 ðyÞÞAGðfi1Þ;
cj˜nðyÞ ¼ c1j1 ðyÞ
with fi˜ncj˜nðyÞaf1i1 c1j1 ðyÞ: Therefore, we see ðfi˜ncj˜nðyÞ;f1i1 c1j1 ðyÞÞAS1\X ; and it
belongs to GðfiÞ for some i (determined uniquely by the given pair ðg2; g1Þ). In this
case, as in the previous case the product is deﬁned by
g2g1 ¼ ðx; zÞAGðfi˜1cj˜1?cj˜n1ficj2?cjmfimÞ ðDX  X Þ
(i.e., fi gets stuck in between and no further cancellation).
When i˜n ¼ i01 (and j˜n ¼ j01), the composition fi˜nfi1 is also the identity and cancels
out. Hence, we have to look at the next inside pair ðcj˜n1 ;cj2Þ and proceed as before,
and so on. Note that this procedure might continue all the way until the left or right
partial isomorphisms disappear. For example if nXm and
j˜n ¼ j01; i˜n ¼ i01; j˜n1 ¼ j02;y; j˜nmþ1 ¼ j0m; i˜nmþ1 ¼ i0m;
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then we should deﬁne
g2g1 ¼ ðx; zÞAGðfi˜1cj˜1?fi˜nmcj˜nmÞ ðDX  X Þ:
(Note that if n ¼ m then g2g1 ¼ ðx; xÞ is in the diagonals DDX ; the unit of G:)
Note that our description of the product is somewhat complicated (but very
natural). Nevertheless, it is quite clear that the product map Gð2Þ-G is Borel.
Therefore, we have constructed a standard Borel groupoid G with the unit space X
(in the sense of [15,20]) out of two equivalence relations S1;S2 on X : Our
construction of the groupoid G a priori depends upon the choice of partial
isomorphisms fGðfiÞgi¼1;2;	; fGðcjÞgj¼1;2;	 that we ﬁxed at the beginning. But, this
dependency will be soon shown to be superﬂuous (Theorem 2), and G depends just
upon S1;S2:
As usual for x; yAX we set
Gx ¼fgAG; rðgÞ ¼ xg ðarrows ending at xÞ;
Gy ¼fgAG; sðgÞ ¼ yg ðarrows staring from yÞ;
Gxy ¼Gx-Gy ðarrows from y to xÞ:
Note that all of these sets are countable from the construction. We remark that Gxx
(the isotropy group at x) consists of the ‘‘loops’’ at x and that xAX ðDGÞ is viewed
as the trivial loop at x:
Remark (The isotropy bundle). Note that none of Gðfi1Þ;Gðcj1Þ meets the
diagonals. However, graphs Gðfi1cj1?finÞ; etc. (of length X2) might do, and this
corresponds to isotropy groups (i.e.,‘‘loops’’ Gxx ðxAXÞ). The union
S
xAX G
x
x ðDGÞ
of isotropy groups is a disjoint union of D-Gðfi1cj1fi2?finÞ’s, where D ðDXÞ is
the diagonals. Therefore,
S
xAX G
x
x is a Borel subset in G; and the subalgebra (in the
convolution von Neumann algebra W ðGÞ) corresponding to this ‘‘subgroupoid’’
will play an important role ([12]).
2.3. Universality
The Borel structure of G was deﬁned based on partial isomorphisms fi
ði ¼ 1; 2;yÞ; cj ð j ¼ 1; 2;yÞ: We have the (Borel) imbeddings ii :Si+G
ði ¼ 1; 2Þ; and we note that their restrictions to the unit space X are idX from the
construction. When no confusion is possible, Si are considered as subsets in G via
these imbeddings. We point out that the product rule in S1 ðDGÞ (resp. S2 ðDGÞ)
in G coincides with that of S1 (resp. S2). It is also clear that S1 and S2
(algebraically) generate G:
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Theorem 1 (Universality of G). For a Borel groupoid *S with the unit space X and
Borel groupoid homomorphisms pi :Si- *S with pijX ¼ idX for i ¼ 1; 2; there exits a
unique Borel groupoid homomorphism p :G- *S satisfying pjX ¼ idX and p3ii ¼
pi ði ¼ 1; 2Þ:
Proof. Recall that G was deﬁned as a disjoint union of the ‘‘alternating products’’
X ; Gðfi1Þ; Gðcj1Þ; Gðfi1cj1Þ;? :
We at ﬁrst deﬁne p for the elements in G with ‘‘length’’ p1 as follows:
Gðfi1Þ ðDGÞ 2
i1 Gðfi1Þ ðDS1Þ !
p1 *S ði1 ¼ 1; 2;yÞ;
Gðcj1Þ ðDGÞ 2
i2 Gðcj1Þ ðDS2Þ !
p2 *S ð j1 ¼ 1; 2;yÞ;
X ðDGÞ !idX X ðD *SÞ:
This map is obviously Borel, and the requirement pjX ¼ idX and pi ¼ p3ii ði ¼ 1; 2Þ
are already built in here.
We next extend p to a homomorphism from the whole G into *S: For example on
Gðfi1cj1Þ we deﬁne p as follows:
Gðfi1cj1Þ ðDGÞ - *S;
ðx; yÞ / pðx;cj1ðyÞÞpðcj1ðyÞ; yÞ:
Note ðcj1ðyÞ; yÞAGðcj1Þ ðDGÞ and ðx;cj1ðyÞÞAgðfi1Þ ðDGÞ because of x ¼ fi1cj1ðyÞ:
Therefore, both of pðx;cj1ðyÞÞA *S and pðcj1ðyÞ; yÞA *S have been already deﬁned,
and the above deﬁnition makes sense. In the analogous way one can deﬁne p on each
of the alternating products, and hence on the whole G: From the construction,
p :G- *S is Borel. Since pi are homomorphisms, we easily see that so is p:
The values of p on each of X ;Gðfi1Þ;Gðcj1Þ ðDGÞ are completely determined
by the two requirement pjX ¼ idX ; pi ¼ p3ii ði ¼ 1; 2Þ: On the other hand,
X ;Gðfi1Þ;Gðcj1Þ ði1; j1 ¼ 1; 2;yÞ algebraically generate the groupoid G; and hence
the uniqueness of p is obvious. &
Therefore, our G satisﬁes the following two properties:
(i) There are Borel imbeddings: Si+G ði ¼ 1; 2Þ; and S1;S2 generate G:
(ii) The universality in the proposition.
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The standard argument shows that G is characterized by these properties. In fact, let
us assume that another G0 with the same unit space X also satisﬁes the above
properties (with imbeddings i0i :S
i+G0 ði ¼ 1; 2Þ). Then, thanks to the universality,
we have Borel groupoid homomorphisms p :G-G0; p0 :G0-G satisfying pjX ¼
idX ; p0jX ¼ idX and i0i ¼ p3ii; ii ¼ p03i0i: However, the uniqueness part of the
universality obviously implies p03p ¼ idG and p3p0 ¼ idG0 :
In particular, we have
Theorem 2. The construction of G does not depend upon the choice of partial
isomorphisms ffigi¼1;2;y of S1 and fcjgj¼1;2;y of S2 (up to Borel groupoid
isomorphism).
Deﬁnition. We denote the standard Borel groupoid G (constructed in 2.2) by S1 X
S2; and it is referred to as the free product (over X ) of (countable standard)
equivalence relations S1 and S2:
3. Quasi-invariant measures
Let S1;S2 and G ¼S1 X S2 be as in the previous section. We now start to
consider relevant measures (which will be needed to deal with associated von
Neumann algebras).
Deﬁnition. We set
R ¼ fðx; yÞAX  X ; sðgÞ ¼ y; rðgÞ ¼ x for some gAGg:
It is an equivalence relation (referred to as the associated principal groupoid of G in
the literature). Note that R is a Borel subset in X  X (equipped with the product
Borel structure) as the range of the countable-to-one map gAG/ðrðgÞ; sðgÞÞAX  X
(or this fact can be seen directly by the argument in the proof of the next lemma). We
also note that R is generated by (countable) S1 and S2: Therefore, R is also a
(countable standard) equivalence relation with the unit space X ; which will play an
important role.
In the rest we will ﬁx a s-ﬁnite measure m on X with respect which both of S1
and S2 are non-singular, i.e., mðSiðEÞÞ ¼ 0 as long as mðEÞ ¼ 0 (see [6]). Here,
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we have set
SiðEÞ ¼ fxAX ; xBSi y for some yASig; the Si-saturation of EDX :
Lemma 3. The measure m on X is also quasi-invariant with respect to R:
Proof. For a Borel E ðDXÞ the R-saturation
RðEÞ ¼ fxAX ; xBR y for some yAEg
is the union of successive (alternating) S1- and S2-saturations
S1ðEÞ; S2ðEÞ; S1ðS2ðEÞÞ; S2ðS1ðEÞÞ; S1ðS2ðS1ðEÞÞÞ;y
because R is generated byS1 andS2: If E is a null set (relative to m), then so are the
above sets by the non-singularity ofS1 andS2: Being a countable union of null sets,
so is RðEÞ as desired. &
By mRc ; m
R
r we denote the left and right counting measures on R associated with m:
Namely, let
pc : ðx; yÞ/x; pr : ðx; yÞ/y
be the left and right projections, respectively, from R onto X (These projections are
of course extensions of the ones forS1;S2 so that by a slight abuse of notations the
same symbols will be used.) The measures mRc ; m
R
r are (s-ﬁnite) measures deﬁned by
mRc ðFÞ ¼
Z
X
#ðF-p1c ðxÞÞ dmðxÞ;
mRr ðFÞ ¼
Z
X
#ðF-p1r ðyÞÞ dmðyÞ
(for a Borel FDR). Note
mRc ðFÞ ¼
Z
X
X
yBx
wF ðx; yÞdmðxÞ;
mRr ðFÞ ¼
Z
X
X
xBy
wF ðx; yÞdmðyÞ;
where xBy and yBx are relative to R: See [6] for details, and the above fact makes
the (formal) notations dmRc ðx; yÞ ¼ dmðxÞ; dmRr ðx; yÞ ¼ dmðyÞ legitimate. They are
mutually absolutely continuous thanks to Lemma 3, and hence one can talk about
the Radon–Nikodym derivative
dmRr
dmRc
; i.e., the module of R (see [6, Theorem 2]).
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For a Borel subset E in G; we analogously set
mrðEÞð¼ mGr ðEÞÞ ¼
Z
X
#ðE-r1ðxÞÞ dmðxÞ ð‘‘r-counting’’ measureÞ;
msðEÞð¼ mGs ðEÞÞ ¼
Z
X
#ðE-s1ðyÞÞ dmðyÞ ð‘‘s-counting measureÞ
(see the next lemma). The following (including the proof) is just a trivial modiﬁcation
of [6, Theorem 2]:
Lemma 4. The maps xAX/#ðE-r1ðxÞÞ; xAX/#ðE-s1ðxÞÞ are Borel, and
mr; ms are s-finite measures (as long as so is m).
Proof. Since r : gAG/ rðgÞAX is countable-to-one, we can express G as a disjoint
union of countably many one-sheeted (Borel) sets fCigi¼1;2;y for r: Note that
ri ¼ rjCi : Ci-rðCiÞ is bi-Borel, and we set
fiðxÞ ¼ wEðr
1
i ðxÞÞ if xArðCiÞ;
0 if xerðCiÞ:

We observe
#ðE-r1ðxÞÞ ¼
XN
i¼1
fiðxÞ;
showing that the left side is a Borel function of x: We observe
mrðEÞ ¼
XN
i¼1
Z
X
fiðxÞ dmðxÞ ¼
XN
i¼1
Z
rðCiÞ
fiðxÞ dmðxÞ:
It is plain to see
R
rðCiÞ fiðxÞ dmðxÞ ¼ mðrðE-CiÞÞ; and hence we conclude
mrðEÞ ¼
XN
i¼1
mðrðE-CiÞÞ:
Consequently mr is a s-ﬁnite measure on G (as long as so is m), and of course the
result for ms can be obtained by the symmetric argument. &
Let y ð¼ y1Þ : gAG-g1AG be the ‘‘inverse map’’. We remark
mrðE1Þ ¼
Z
X
#ðE1-r1ðxÞÞ dmðxÞ ¼
Z
X
#ðE-s1ðxÞÞ dmðxÞ ¼ msðEÞ
because gAE1 and rðgÞ ¼ x if and only if g1AE and sðg1Þ ¼ x: This means that
the pull-back measure yðmrÞ is nothing but ms as in the case of equivalence relations.
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We would like to see that the two measures are equivalent in the absolute
continuity sense. Since Gxy is countable for each ðx; yÞ; this can be of course done by
repeating the arguments in [6]. However, we directly compute relevant Radon–
Nikodym derivatives to establish this fact. Let
p : gAG/ðrðgÞ; sðgÞÞAR ð1Þ
be the canonical (countable-to-one) projection. Then we have
mrðEÞ ¼
Z
X
#ðE-r1ðxÞÞ dmðxÞ ¼
Z
X
X
yBx
#ðE-p1ðx; yÞÞ dmðxÞ
¼
Z
R
#ðE-p1ðx; yÞÞ dmRc ðx; yÞ ð2Þ
by the deﬁnition of mRc : Here, B in the above computations means the equivalence
relation relative to R: Similarly we have
msðEÞ ¼
Z
R
#ðE-p1ðx; yÞÞ dmRr ðx; yÞ: ð3Þ
The deﬁnition of mr showsZ
E
dmRr
dmRc
ðpðgÞÞ dmrðgÞ ¼
Z
G
wEðgÞ
dmRr
dmRc
ðpðgÞÞ dmrðgÞ
¼
Z
X
X
gAGx
wEðgÞ
dmRr
dmRc
ðpðgÞÞ dmðxÞ
¼
Z
X
X
yBx
X
gAGxy
wEðgÞ
dmRr
dmRc
ðpðgÞÞ dmðxÞ:
Here, the last equality follows from the fact that Gx is the disjoint union
S
yBx G
x
y :
Notice
P
gAGxy
wEðgÞ ¼ #ðE-p1ðx; yÞÞ and pðgÞ ¼ ðx; yÞ as long as gAGxy : Hence, the
above computation meansZ
E
dmRr
dmRc
ðpðgÞÞ dmrðgÞ ¼
Z
X
X
yBx
#ðE-p1ðx; yÞÞ dm
R
r
dmRc
ðx; yÞ dmðxÞ
¼
Z
R
#ðE-p1ðx; yÞÞ dm
R
r
dmRc
ðx; yÞ dmRc ðx; yÞ
ðby the definition of mRc Þ
¼
Z
R
#ðE-p1ðx; yÞÞ dmRr ðx; yÞ
¼
Z
E
dmsðgÞ ðby ð3ÞÞ:
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Symmetric arguments (based on (2)) of course showZ
E
dmRc
dmRr
ðpðgÞÞ dmsðgÞ ¼
Z
E
dmrðgÞ:
It is also possible to see this by using y: In fact, notice that the canonical projection p
(see (1)) satisﬁes p3y ¼ y03p with the ‘‘inverse map’’ y0 of R; and ðy0ÞðmRc Þ ¼ mRr
(see [6, Theorem 2(c)]) means
dmRc
dmRr
ðx; yÞ ¼ dm
R
r
dmRc
ðy0ðx; yÞÞ ¼ dm
R
r
dmRc
ðy; xÞ ðfor ðx; yÞARÞ:
Theorem 5. The two s-finite measures mr and ms on G are mutually absolutely
continuous, and furthermore their Radon–Nikodym derivative is given by
dms
dmr
ðgÞ ¼ dm
R
r
dmRc
ðpðgÞÞ ð40Þ
with the canonical projection (1).
Remarks. (i) The above proposition means that G ¼S1 X S2 (together with the
relevant measures we have been discussing so far) is a measured groupoid in the
sense of [2,3]. Namely, for xAX ð¼ Gð0ÞÞ we set
lxðEÞ ¼ #ðE-r1ðxÞÞ ðfor EDGÞ:
Then, the family l ¼ flxgxAX is a ‘‘transverse function’’ in the sense of [2]
(corresponding to the notion of a Haar system for topological groupoids in [21]) with
the transverse measure
R
X
lxðEÞ dmðxÞ; which is nothing but our r-counting measure
on G: We set
DðgÞ ¼ dms
dmr
ðgÞ ¼ dm
R
r
dmRc
ðpðgÞÞ
 
:
This is called the module of the measured groupoid G in the literature (see [2,3] and
also [11]), and known to describe the modular automorphism group (on the
associated groupoid von Neumann algebra).
(ii) When m is replaced by a (mutually absolutely continuous) measure *m on X ; the
corresponding Radon–Nikodym derivatives D0 ¼ d *m0s
d *m0r
and D are related by
D0ðgÞ ¼ d *m
dm
ðsðgÞÞ  DðgÞ  d *m
dm
ðrðgÞÞ1:
The same result is known for the Radon–Nikodym derivatives between the left and
right counting measures (on R) so that the above is obtained from the previous
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proposition (or can be shown directly). Therefore, the module D of the groupoid G
and D0 are ‘‘cohomologous’’.
Corollary 6. We have dms
dmr
ðgÞ ¼ 1 as long as sðgÞ ¼ rðgÞ:
Proof. If sðgÞ ¼ rðgÞ ¼ x; then pðgÞ ¼ ðx; xÞ falls into the diagonals (DX ) of R;
where the Radon–Nikodym derivative
dmRr
dmRc
is trivial. &
Recall that the modules ðx; yÞASi/dmS
i
r
dmSic
ðx; yÞARþ of Si (and also that of R)
are groupoid homomorphisms (see Corollary 2 after [6, Proposition 2.2]), and
notice
dmRr
dmRc S
1 ¼ dmS
1
r
dmS1c
 and dmRrdmRc

S2
¼ dmS
2
r
dmS2c
from the construction. Therefore, when
pðgÞ ¼ ðx; yÞAR and
xBS
1
z1B
S2
z2B
S1
z3B
S2
z4?y
for instance, we have
dms
dmr
ðgÞ ¼ dm
S1
r
dmS
1
c
ðx; z1Þ dm
S2
r
dmS
2
c
ðz1; z2Þ dm
S1
r
dmS
1
c
ðz2; z3Þ dm
S2
r
dmS
2
c
ðz3; z4Þ?:
This means that the module D of G is the ‘‘product’’ of those of S1 and S2:
4. 2-Cocycles
Another ingredient needed to handle von Neumann algebras arising from
groupoids (or equivalence relations) is the notion of 2-cocycles (see [9,10]). Let
cið	 ; 	Þ be a 2-cocycle on the equivalence relation Si ði ¼ 1; 2Þ: (The notation
ciðx; y; zÞ ¼ ciðg1; g2Þ for g1 ¼ ðx; yÞ; g2 ¼ ðy; zÞASi was used in [6,7], which is
inconvenient for our purpose.) For later purpose [12] we need to ﬁnd a 2-cocycle
cð	 ; 	Þ on the free product G ¼ S1 X S2 ð+SiÞ which is a common extension of
c1ð	 ; 	Þ and c2ð	 ; 	Þ:
Here we begin with normalization of such 2-cocycles (normalization of 2-cocycles
on equivalence relations is explained in [6, Section 7]), which will be convenient for
our later discussions. For a moment let G be a general (standard Borel) groupoid
over a base space X with countable orbits. We set
GðnÞ ¼ fðgn; gn1; gn2;?; g1ÞAGn; sðgnÞ ¼ rðgn1Þ;
sðgn1Þ ¼ rðgn2Þ;?; sðg2Þ ¼ rðg1Þg;
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the set of all composable n-tuples (with the convention Gð1Þ ¼ G). This is obviously a
Borel subset in the n-fold product space Gn (relative to the product Borel structure).
We consider a Borel function
c : fðg2; g1ÞAGð2Þ ¼ G G; sðg2Þ ¼ rðg1Þg-T:
It is called a 2-cocycle if the cocycle equation
cðg3; g2g1Þcðg2; g1Þ ¼ cðg3; g2Þcðg3g2; g1Þ ð4Þ
is satisﬁed for each ðg3; g2; g1ÞAGð3Þ:
Remark. It is actually sufﬁcient that the cocycle equation (4) is valid ‘‘a.e.’’ (relative
to the measure to be deﬁned). We set
pn : ðgn; gn1; gn2;?; g1ÞAGðnÞ/rðgnÞAX :
We ﬁx a s-ﬁnite measure m on X with respect to which the associated groupoid R of
G is non-singular. For a Borel subset EDGðnÞ; it is easy to see
(i) the map xAX/#fE-p1n ðxÞg is Borel,
(ii) mnðEÞ ¼
R
X
#fE-p1n ðxÞgdmðxÞ gives rise to a s-ﬁnite measure on GðnÞ:
The projection map pn :GðnÞ-X is countable-to-one (since G has countable orbits)
so that the same proof as Lemma 4 shows the above assertions. Formally, we can
write dmnðgn; gn1; gn2;?; g1Þ ¼ dmðrðgnÞÞ as before. We note also that m1 on Gð1Þ
ð¼ GÞ is exactly the r-counting measure mr: The real requirement is the validity of
the cocycle equation (4) for m3-a.e. ðg3; g2; g1ÞAGð3Þ:
Although the word ‘‘a.e.’’ is omitted for simplicity, null sets relative to the
measures m3; m2 and so on are always being considered in the rest. The reason why
these measures work is the disintegration property described in [6, Proposition 2.4].
This property (as well as the proof) of course remains valid in our setting (due to the
fact that G has countable orbits). Namely (for example) we consider the three
measures
dm02ðg2; g1Þ ð¼ dm2ðg2; g1ÞÞ ¼ dmðrðg2ÞÞ;
dm12ðg2; g1Þ ¼ dmðsðg2ÞÞ ð¼ dmðrðg1ÞÞÞ;
dm22ðg2; g1Þ ¼ dmðsðg1ÞÞ
on Gð2Þ (whose rigorous deﬁnitions involve relevant projection maps onto X as
above) and the projection maps
p1 : ðg3; g2; g1ÞAGð3Þ/ ðg3g2; g1ÞAGð2Þ;
p2 : ðg3; g2; g1ÞAGð3Þ/ ðg3; g2g1ÞAGð2Þ:
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Then, we have
(i) the measures m j2 ð j ¼ 0; 1; 2Þ on Gð2Þ are all equivalent,
(ii) the measures E/
R
Gð2Þ #fE-p1i ðtÞgdm j2 ðtÞ ði ¼ 1; 2; j ¼ 0; 1; 2Þ on Gð3Þ are all
equivalent to m3:
Let b :G-T be a Borel function. Then, it is plain to see that the function
ð@bÞðg2; g1Þ ¼ bðg2Þbðg1Þbðg2g1Þ ðfor ðg2; g1ÞAGð2ÞÞ
of two variables is a 2-cocycle, which gives rise to the notion of a coboundary in the
present setting.
By setting g1 ¼ sðg2ÞAX (the trivial loop at sðg2Þ) in (4), we see
cðg2; sðg2ÞÞ ¼ cðg3g2; sðg2ÞÞ;
showing that cðg; sðgÞÞ is independent of g: Similarly, by setting g3 ¼ rðg2Þ in (4), we
also see that so is cðrðgÞ; gÞ: We set
b1ðgÞ ¼ cðg1; gÞ;
and note
cðx; xÞð@b1Þðx; xÞ ¼ cðx; xÞ  cðx; xÞcðx; xÞcðx; xÞ ¼ 1
for each xAX : Therefore, after perturbation by the coboundary @b1 we may and do
assume cðx; xÞ=1, and consequently from the preceding discussion we have
cðrðgÞ; gÞ ¼ cðg; sðgÞÞ ¼ 1: ð5Þ
By setting g1 ¼ g3 ¼ g and g2 ¼ g1 in (4), we see
cðg1; gÞ ¼ cðg; g1Þ
due to (5). We can of course take a suitable square root
b2ðgÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cðg1; gÞp ð¼ b2ðg1Þ by the aboveÞ
with the convention
ﬃﬃﬃ
1
p ¼ 1: We note
cðg1; gÞð@b2Þðg1; gÞ ¼ cðg1; gÞ  b2ðgÞ2b2ðg1gÞ ¼ 1
because of b2ðg1gÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cðx;xÞ
p ¼ 1 with x ¼ g1gAX : Therefore, after perturbation we
may and do assume cðg1; gÞ ¼ 1: Note that the equation (5) is still preserved by the
current perturbation so that we have shown
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Lemma 7. Up to perturbation by a coboundary, we can always assume that a 2-cocycle
cð	 ; 	Þ on G is a normalized one, i.e.,
cðg; sðgÞÞ ¼ cðrðgÞ; gÞ ¼ cðg1; gÞ ¼ 1:
Assume that cocycles ci ði ¼ 1:2Þ are cohomologous and related by c1 ¼ ð@bÞc2: If
ci’s are normalized as in the above lemma, then we easily see the following ‘‘character
property’’:
bðxÞ ¼ 1 ðfor xAX Þ and bðg1Þ ¼ bðgÞ: ð6Þ
Corollary 8. If c is a normalized 2-cocycle, then we have
cðg11 ; g12 Þ ¼ cðg12 ; g2g1Þ ¼ cðg2; g1Þ
for ðg1; g2ÞAGð2Þ:
Proof. By using g2g1; g
1
2 ; g
1
1 (instead of g1; g2; g3) in (4), we observe
cðg11 ; g1Þcðg12 ; g2g1Þ ¼ cðg11 ; g12 Þcðg11 g12 ; g2g1Þ:
Thus, we get the ﬁrst equality by the normalization in the lemma. The second
equality is also a consequence of the cocycle equation and the normalization:
cðg12 ; g2g1Þcðg2; g1Þ ¼ cðg12 ; g2Þcðrðg1Þ; g1Þ ¼ 1: &
From now on cið	 ; 	Þ are 2-cocycles on the equivalence relationsSi ði ¼ 1; 2Þ: For
convenience we always assume that they are normalized (see Lemma 7), and a
normalized 2-cocycle on G ¼S1 X S2 which is a common extension of ci is to be
constructed in the rest of the section.
Case 0: Since we need a normalized (Lemma 7) 2-cocycle cð	 ; 	Þ on G; we should
set
cðrðgÞ; gÞ ¼ cðg; sðgÞÞ ¼ 1 ðfor gAGÞ:
We need to determine the value cðg; *gÞAT for composable g; *gAG\X : Assume that g; *g
are ‘‘alternating arrows’’ of the following forms:
g ¼ g1g2?gn and *g ¼ *g1 *g2?*gm ðwith sðgnÞ ¼ rð*g1ÞÞ:
Case 1: We set cðg; *gÞ ¼ 1 when no reduction occurs in the computation of the
product g*g; i.e., we set
cðg; *gÞ ¼ 1 when gn; *g1 belong to different Si’s: ð7Þ
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Case 2: When both of gn; *g1 belongs to S
1 or S2 and ðgnÞ1a*g1 (so that the
product is g*g ¼ g1g2?gn1ðgn*g1Þ*g2?*gm), we set
cðg; *gÞ ¼ c1ðgn; *g1Þ or c2ðgn; *g1Þ
depending upon whether gn; *g1AS
1 or gn; *g1AS
2:
Case 3: More generally, if the ﬁrst k ð¼ 1; 2;yÞ inside pairs cancel out and the
ðk þ 1Þth pair does not (so that the product is g*g ¼ g1g2?gnk1ðgnk *gkþ1Þ*gkþ2?*gm),
then we set
cðg; *gÞ ¼ c1ðgnk; *gkþ1Þ or c2ðgnk; *gkþ1Þ
depending upon whether gnk; *gkþ1AS
1 or gnk; *gkþ1AS
2:
Case 4: When cancellation as in the previous case occurs all the way until one of
g; *g disappears, we set
cðg; *gÞ ¼ 1:
Note that the special situation where g; *g are of the same length (and cancellation
takes place all the way) corresponds to the normalization requirement cðg; g1Þ ¼ 1
(see Lemma 7).
The measurability of cð	 ; 	Þ can be seen by repeating the arguments in 2.2 (based
on partial isomorphisms) and hence it remains to show the cocycle property (4),
whose proof presented below is purely of combinatorial nature.
1. When one of gi ði ¼ 1; 2; 3Þ falls into X ; the cocycle property is easy. Indeed, if
g3 ¼ rðg2ÞAX for instance, then we have
cðg3; g2g1Þcðg2; g1Þ ¼ 1 cðg2; g1Þ;
cðg3; g2Þcðg3g2; g1Þ ¼ 1 cðg2; g1Þ
thanks to Lemma 7.
2. Assume that no reduction occurs in the computation of g3g2; ðg3g2Þg1; g2g1;
g3ðg2g1Þ: A typical example is
g3 ¼?g2a; g2 ¼ g1b?g2c ; g3 ¼ g1d?
with giAS
i\X ði ¼ 1; 2Þ: Then, all of cðg3; g2g1Þ; cðg2; g1Þ; cðg3; g2Þ; cðg3g2; g1Þ are
obviously 1.
3. Assume
g3 ¼?g2a; g2 ¼ g1b?g2c ; g1 ¼ g2d?;
or g3 ¼?g2a; g2 ¼ g1b?g1c ; g1 ¼ g1d?:
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It is important to note that g3g2 is a simple concatenation (without any
reduction), i.e.,
g3g2 ¼?g2ag1b?g2c or g3g2 ¼?g2ag1b?g1c ;
and we have cðg3; g2Þ ¼ 1:
Case g2g1 ¼ g1?: Firstly, we note cðg3; g2g1Þ ¼ 1: In the computation of the
product ðg3g2Þg1 we do not touch the arrows in the above g3g2 coming from g3; which
means
cðg3g2; g1Þ ¼ cðg2; g1Þ:
Case g2g1 ¼ g2? (or g1 ¼ ðg2Þ1): We note cðg2; g1Þ ¼ 1 since the assumption
means that g2 is ‘‘swallowed’’ into g1 in the computation of g2g1 (i.e., g1 is of the form
ðg2Þ1?). In this case it is easy to observe
cðg3; g2g1Þ ¼ cðg3g2; g1Þ:
We point out that (i) the same arguments are valid when the roles ofS1 andS2 are
switched, (ii) similar things happen when the far right of g2 and the far left of g1 come
from different Si’s.
4. Note that the only remaining case is
g3 ¼?g2a; g2 ¼ g2b?g2c|ﬄﬄﬄ{zﬄﬄﬄ}
k
; g1 ¼ g2d?
(by switching the roles of S1 and S2 if necessary). In the computation of g3g2 we
have the following three situations:
(l.i) g2 is swallowed into g3; i.e., g3 ¼?g1x ðg2cÞ1?ðg2bÞ1|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
k
and
g3g2 ¼?g1x ðor g3g2AXÞ;
(l.ii) g2 is swallowed into g3 except the far right g
2
c ; i.e., g3 ¼?g2y?ðg2bÞ1|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
k1
and
g3g2 ¼?ðg2yg2cÞ ðwith g2yg2cAS2\XÞ;
(l.iii) only some left part of g2 is swallowed and the far right g
2
c survives so that
g3g2 ¼?g2c :
In the computation of g2g1 we symmetrically have the following three situations:
(r.i) g2 is swallowed into g1; i.e., g1 ¼ ðg2cÞ1?ðg2bÞ1|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
k
g1z? and
g2g1 ¼ g1z? ðor g2g1AXÞ;
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(r.ii) g2 is swallowed into g1 except the far left g
2
b; i.e., g1 ¼ ðg2cÞ1?|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
k1
g2w? and
g2g1 ¼ ðg2bg2wÞ? ðwith g2bg2wAS2\X Þ;
(r.iii) only some right part of g2 is swallowed and the far left g
2
b survives so that
g2g1 ¼ g2b?:
Combining the above, we have to look at 9 cases.
Case ((l.i), (r.i)): Since g2 is swallowed into g3 and g1; we have cðg3; g2Þ ¼
cðg2; g1Þ ¼ 1: On the other hand, the presence of S1\X at the right end of g3g2 and
the left end of g2g1 shows cðg3g2; g1Þ ¼ cðg3; g2g1Þ ¼ 1:
Case ((l.i), (r.ii)): At ﬁrst we note cðg3; g2Þ ¼ cðg3g2; g1Þ ¼ 1: On the other hand, we
have
cðg3; g2g1Þ ¼ c2ððg2bÞ1; g2bg2wÞ; cðg2; g1Þ ¼ c2ðg2b; g2wÞ:
However, the product of these two is 1 thanks to Corollary 8.
Case ((l.i), (r.iii)): As in the previous case we have cðg3; g2Þ ¼ cðg3g2; g1Þ ¼ 1: From
the assumption (r.iii) g2; g1 are of the forms
g2 ¼ g2b?g1a
zﬄﬄﬄ}|ﬄﬄﬄ{kc
?g2c
zﬄ}|ﬄ{c
; g1 ¼ ðg2cÞ1?|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
c
g1b?;
where the right c ðX0Þ arrows of g2 and the left c arrows of g1 cancel out. Here we
assumed that the ‘‘ﬁrst inside pair’’ ðg1a; g1bÞ for the computation of g2g1 which does
not cancel out comes from S1: (Even if this pair comes from S2; the argument is
exactly the same.) When c ¼ 0; we understand g2a ¼ g2c : We have
g2g1 ¼ g2b?ðg1ag1bÞ|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
kc
? with cðg2; g1Þ ¼ c1ðg1a; g1bÞ:
On the other hand, assumption (l.i) says
g3 ¼? ðg2cÞ1?|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
c
ðg1aÞ1?ðg2bÞ1|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
kc
;
and the right ðk  c 1Þ arrows of g3 and the left ðk  c 1Þ arrows of g2g1 (which
are those of g2) cancel out. Thus, we conclude
cðg3; g2g1Þ ¼ c1ððg1aÞ1; g1ag1bÞ;
showing cðg2; g1Þcðg3; g2g1Þ ¼ 1 once again thanks to Corollary 8.
Case ((l.ii), (r.ii)): In this case g3; g1 are of the forms
g3 ¼?g2a?ðg2bÞ1
zﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄ{k1
; g1 ¼ ðg2cÞ1?|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
k1
g2b?
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so that
g3g2 ¼?ðg2ag2cÞ; g2g1 ¼ ðg2bg2bÞ?:
From the second and Corollary 8 we get
cðg3; g2g1Þcðg2; g1Þ ¼ c2ððg2bÞ1; g2bg2bÞc2ðg2b; g2bÞ ¼ 1:
On the other hand, from the ﬁrst we have
cðg3; g2Þcðg3g2; g1Þ ¼ c2ðg2a; g2cÞc2ðg2ag2c ; ðg2cÞ1Þ:
However, this product is 1 because the repeated use of Corollary 8 yields
c2ðg2ag2c ; ðg2cÞ1Þ ¼ c2ðg2c ; ðg2cÞ1ðg2aÞ1Þ ¼ c2ððg2cÞ1; ðg2aÞ1Þ
¼ c2ðg2a; g2cÞ: ð8Þ
Case ((l.ii), (r.iii)): As in the previous case g3 is of the form
g3 ¼?g2x?ðg2bÞ1|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
k1
: ð9Þ
We set
g2 ¼ g2b?g1a
zﬄﬄﬄ}|ﬄﬄﬄ{kc
?g2c
zﬄ}|ﬄ{c
; g1 ¼ ðg2cÞ1?|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
c
g1b?
(with cancellation of the two parts of length c) with possibly c ¼ 0:
Subcase ((l.ii), (r.iii), cX1): Since g2 is as above with cX1; g3 is actually of the
following form:
g3 ¼?g2x ?|{z}
c1
ðg1aÞ1?ðg2bÞ1|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
kc
:
Hence, as in Case ((l.i), (r.iii)) we have
cðg2; g1Þcðg3; g2g1Þ ¼ c1ðg1a; g1bÞc1ððg1aÞ1; g1a; g1bÞ ¼ 1:
On the other hand, we have
cðg3; g2Þ ¼ c2ðg2x; g2cÞ with g3g2 ¼?ðg2xg2cÞ:
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But, since the far left of g1 is ðg2cÞ1 (because of cX1), we have
cðg3g2; g1Þ ¼ c2ðg2xg2c ; ðg2cÞ1Þ:
Consequently, we have cðg3; g2Þcðg3g2; g1Þ ¼ 1 thanks to (8) again.
Subcase ((l.ii), (r.iii), c ¼ 0): Then, g3 is of the form (9) and
g1 ¼ g2d? with g2cg2dAS2\X :
This means
g2g1 ¼ g2b?|ﬄ{zﬄ}
k1
ðg2cg2dÞ?;
and we note that the left ðk  1Þ arrows here (which are exactly those of g2) cancel
with the right ðk  1Þ arrows of g3: Therefore, we have
g3ðg2g1Þ ¼ ð?ðg2xÞÞððg2cg2dÞ?Þ:
On the other hand, we also observe
ðg3g2Þg1 ¼ ð?ðg2xg2cÞÞðg2d?Þ
with the same left and right parts as above. When g2xg
2
cg
2
dAS
2\X ; we have
ðg3g2Þg1 ¼ g3ðg2g1Þ ¼?ðg2xg2cg2dÞ?:
Otherwise, further (common) cancellation might occur (which implies
cðg3g2; g1Þ ¼ cðg3; g2g1Þ).
From the discussions so far, we have
cðg3; g2Þcðg3g2; g1Þ ¼ c2ðg2x; g2cÞc2ðg2xg2c ; g2dÞ;
cðg3; g2g1Þcðg2; g1Þ ¼ c2ðg2x; g2cg2dÞc2ðg2c ; g2dÞ
if g2xg
2
cg
2
dAS
2\X ; and they are the same thanks to the cocycle property of c2: On the
other hand, if g2xg
2
cg
2
dAX ; then we have cðg3g2; g1Þ ¼ cðg3; g2g1Þ as remarked above.
However we also have
cðg3; g2Þ ¼ c2ðg2x; g2cÞ ¼ c2ððg2dÞ1ðg2cÞ1; g2cÞ
¼ c2ððg2cÞ1; g2cg2dÞ ¼ cðg2c ; g2dÞ ¼ cðg2; g1Þ
(thanks to Corollary 8) so that the cocycle equation is still valid.
Proofs for Cases ((l.ii), (r.i)), ((l.iii), (r.i)), ((l.iii), (r.ii)) are more or less the same,
and details are left to the reader.
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Case ((l.iii), (r.iii)): In this case we have to consider the three possibilities:
(a) the part in g2 swallowed into g3 and that swallowed into g1 do not meet;
(b) there is one arrow in g2 which is swallowed into neither g3 nor g1;
(c) the part in g2 swallowed into g3 and that swallowed into g1 overlap.
Subcase ((l.iii), (r.iii)(a)): We assume
g3 ¼?g1x?ðg2bÞ1
zﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄ{m
; g2 ¼ g2b?|ﬄ{zﬄ}
m
g1y?g
2
z|ﬄﬄﬄ{zﬄﬄﬄ}
kmn
?g2c|ﬄ{zﬄ}
n
; g1 ¼ ðg2cÞ1?
zﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄ{n
g2w?:
Here, the two parts of length m ðX0Þ and those of length n ðX0Þ cancel out, and
k  m  nX2: We notice
cðg3; g2Þ ¼ cðg3; g2g1Þ ¼ c1ðg1x; g1yÞ;
cðg2; g1Þ ¼ cðg3g2; g1Þ ¼ c2ðg2z ; g2wÞ
thanks to k  m  nX2: The same reasoning of course works even if gx; gyAS2\X
and/or gz; gwAS
1\X :
Subcase ((i.iii), (r.iii)(b)): We assume
g3 ¼?g1x?ðg2bÞ1
zﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄ{m
; g2 ¼ g2b?|ﬄ{zﬄ}
m
g1y ?g
2
c|ﬄ{zﬄ}
km1
; g1 ¼ ðg2cÞ1?
zﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄ{km1
g1z?
(with 0pmpk  1), where the two parts of length m and those of length k  m  1
cancel out. In this case we have
cðg3; g2Þcðg3g2; g1Þ ¼ c1ðg1x; g1yÞc1ðg1xg1y; g1zÞ;
cðg1g2; g3Þcðg2; g1Þ ¼ c1ðg1x; g1yg1zÞc1ðg1y; g1zÞ;
and they are the same thanks to the cocycle equation of c1: In the above we have
assumed g1xg
1
yg
1
zAS
1\X : However, the cocycle equation remains valid even under the
assumption g1xg
1
yg
1
zAX (by the argument at the end of Subcase ((l.ii), (r.iii), c ¼ 0)).
Of course the same reasoning works when gx; gy; gz are coming from S
2:
Subcase ((l.iii), (r.iii)(c)): We assume
g3 ¼?g2x?ðg2bÞ1
zﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄ{m
; g2 ¼ g2b?|ﬄ{zﬄ}
mc
g1y?|ﬄ{zﬄ}
c
g2z ?g
2
c|ﬄ{zﬄ}
nc
; g1 ¼ ðg2cÞ1?
zﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄ{n
g1w?
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with ðn  cÞ þ cþ ðm  cÞ ¼ m þ n  c ¼ k  1: Here, (i) the right m arrows in g3
and the left m arrows in g2 cancel out, and (ii) so do the right n arrows in g2 and the
left n arrows in g1: Note
g3g2 ¼?ðg2xg2zÞ? g2c|ﬄ{zﬄ}
nc
with cðg3; g2Þ ¼ c2ðg2x; g2zÞ:
Above (ii) means that the more precise form of g1 is
g1 ¼ ðg2cÞ1?|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
nc
ðg2zÞ1?g1w?;
and hence
cðg3g2; g1Þ ¼ c2ðg2xg2z ; ðg2zÞ1Þ:
Therefore, (8) implies
cðg3; g2Þcðg3g2; g1Þ ¼ 1:
The same reasoning works even if gx; gzAS
1\X : We note that the symmetric
argument also shows
cðg3; g2g1Þcðg2; g1Þ ¼ 1:
The cocycle property of c ¼ c1 X c2 has been checked. Since cjSi ¼ ci ði ¼ 1; 2Þ
from the construction (Case 2 with n ¼ m ¼ 1), we have shown
Theorem 9. One can construct a normalized 2-cocycle cð	 ; 	Þ on the groupoid
G ¼ S1 X S2 whose restriction to Si is exactly cið	 ; 	Þ ði ¼ 1; 2Þ:
Deﬁnition. The (normalized) 2-cocycle on the groupoid G ¼S1 X S2 constructed
in the discussions so far from cið	 ; 	Þ on equivalence relations Si is denoted by
c ¼ c1 X c2:
The next proposition (see also the paragraph after the proof) says that our
construction of c ¼ c1 X c2 is not ad hoc.
Proposition 10. The normalized 2-cocycle c ¼ c1 X c2 is unique subject to the
extension property cjSi ¼ ci ði ¼ 1; 2Þ together with requirement (7).
Proof. Let c˜ be a normalized 2-cocycle on G ¼ S1 X S2 satisfying the extension
property c˜jSi ¼ ci ði ¼ 1; 2Þ and (7). We have to show
c˜ðg; *gÞ ¼ cðg; *gÞ ðfor ðg; *gÞAGð2ÞÞ: ð10Þ
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Our proof is based on the induction argument on the length of arrows. Equality (10)
is obvious for g; *gAG of length 1 or 0 (i.e., elements in either S1 or S2), and hence
we assume (10) for g; *gAG of length up to n:
Assume that g; *g are of length n þ 1 and at most n respectively. If the right end of g
and the left end of *g come from different Si’s, then we have
cðg; *gÞ ¼ c˜ðg; *gÞ ¼ 1 ð11Þ
in accordance with (7). Hence, let us ﬁrstly assume
g ¼ g1ag2b?g2c
zﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄ{nþ1
and *g ¼ g2d? ðof length at most nÞ:
We set
g ¼ g1a**g with **g ¼ g2b?g2c
zﬄﬄﬄ}|ﬄﬄﬄ{n
so that we have
c˜ðg; *gÞ ¼ c˜ðg1a**g; *gÞ ¼ c˜ðg1a; **g*gÞc˜ð**g; *gÞc˜ðg1a; **gÞ
and the same for cðg; *gÞ due to the cocycle property (4). The induction hypothesis
guarantees c˜ð**g; *gÞ ¼ cð**g; *gÞ and c˜ðg1a; **gÞ ¼ cðg1a; **gÞ so that we need to compare the
remaining c˜ðg1a; **g*gÞ with cðg1a; **g*gÞ: But, **g*g is of the form g2x? (or falls into X ) since the
length of *g is at most n; and hence we must have c˜ðg1a; **g*gÞ ¼ cðg1a; **g*gÞ ¼ 1 according to
(7). We secondly assume
g ¼ g2ag1b?g2c
zﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄ{nþ1
and *g ¼ g2d? ðof length at most nÞ:
We set
g ¼ g2a**g with **g ¼ g1b?g2c
zﬄﬄﬄ}|ﬄﬄﬄ{n
;
and we have to compare c˜ðg2a; **g*gÞ with cðg2a; **g*gÞ as before. But, **g*g must be of the form
g1x? (or falls into X ) in the current case and we conclude c˜ðg2a; **g*gÞ ¼ cðg2a; **g*gÞ ¼ 1
once again.
So far we have seen (10) as long as g; *g are of length at most n þ 1 and at most n;
respectively, and the same is true for g; *g of length at most n and at most n þ 1
respectively (thanks to Corollary 8 or by repeating the same argument). We ﬁnally
deal with the case where both of g; *g are of length n þ 1; and have to look at the two
cases as above. Note that in the ﬁrst (resp. second) case we cannot conclude **g*g ¼
g2x? (resp. **g*g ¼ g1x?) since the length of *g is n þ 1 instead. However, when this fails
to occur, we must have **g*gAS1 (in the ﬁrst case) or **g*gAS2 (in the second case) and
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hence
c˜ðg1a; **g*gÞ ¼ cðg1a; **g*gÞ ðin the first caseÞ;
and
c˜ðg2a; **g*gÞ ¼ cðg2a; **g*gÞ ðin the second caseÞ
are valid anyway due to the extension property. Therefore, we have shown the
validity of (10) for g; *gAG of length up to n þ 1; and we are done. &
In Proposition 10 requirement (7) can be slightly weakened. Namely the following
weaker requirement is actually sufﬁcient:
(7) is valid for g; *g with the further assumption that one of them is of length 1.
For instance, we must have cðg; *gÞ ¼ 1 for g ¼ g1a ðAS1Þ and *g ¼ g2b?:
Indeed, the only place where (the stronger form of) (7) was used in the preceding
argument is (11). However, it can be shown from the above weaker requirement. For
example, let us assume
g ¼ g1ag2b?g2c
zﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄ{nþ1
and *g ¼ g1d? ðof length at most nÞ:
As before, we have
c˜ðg; *gÞ ¼ c˜ðg1a**g; *gÞ ¼ c˜ðg1a; **g*gÞc˜ð**g; *gÞc˜ðg1a; **gÞ with **g ¼ g2b?g2c
zﬄﬄﬄ}|ﬄﬄﬄ{n
:
Firstly, we have c˜ðg1a; **g*gÞ ¼ c˜ðg1a; **gÞ ¼ 1 thanks to the weaker form of (7) (since no
cancellation occurs in the computation of **g*g). On the other hand, the induction
hypothesis shows c˜ð**g; *gÞ ¼ cð**g; *gÞ ¼ 1 so that we conclude c˜ðg; *gÞ ¼ 1:
Proposition 11. (i) When ci’s are coboundaries (as 2-cocycles on equivalence relations),
then so is c ¼ c1 X c2 (as a 2-cocycle on the groupoid G).
(ii) The class of c1 X c2 depends only on those of ci’s.
Proof. Assume ci ¼ @bi with Borel functions bi onSi: For a product of ‘‘alternating
arrows’’ g ¼ g1g2?gnAG (g1AS1\X ; g2AS2\X and so on with gnAS1\X for
instance) we set
bðgÞ ¼ b1ðg1Þb2ðg2Þ?b1ðgnÞ
(and bðgÞ ¼ 1 when gAX ), which is clearly Borel (recall the arguments in 2.2).
Let us take *g ¼ *g1 *g2?*gmAG such that the product g*g makes sense. For
example let us assume that ðgnÞ1 ¼ *g1AS1 and ðgn1Þ1a*g2AS2 (i.e., Case 2)
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so that we have
cðg; *gÞ ¼ c2ðgn1; *g2Þ;
g*g ¼ g1g2?gn2ðgn1 *g2Þ*g3?*gm ðwith gn1 *g2AS2\XÞ:
From the second fact, we see
bðg*gÞ ¼ b1ðg1Þb2ðg2Þ?b1ðgn2Þ  b2ðgn1*g2Þ  b1ð*g3Þ?:
On the other hand, in the product
bðgÞbð*gÞ ¼ b1ðg1Þb2ðg2Þ?b2ðgn1Þb1ðgnÞ  b1ð*g1Þb2ð*g2Þ?
the inside pair ðb1ðgnÞ; b1ð*g1ÞÞ disappears due to the ‘‘character property’’ (see (6))
while the next inside pair gives us the product b2ðgn1Þb2ð*g2Þ: Note that all the other
factors also appear in bðg*gÞ so that we conclude
bðgÞbð*gÞbðg*gÞ ¼ b2ðgn1Þb2ð*g2Þb2ðgn1 *g2Þ ¼ c2ðgn1; *g2Þ ð¼ cðgn1; *g2ÞÞ
thanks to c2 ¼ @b2: Exactly in the same way one can check cðg; *gÞ ¼ bðgÞbð*gÞbðg*gÞ for
each (composable) g; *gAG; showing (i). The assertion (ii) is obvious from (i). &
Note that the function b in the above proof is a common extension of bi ði ¼ 1; 2Þ
so that we have
ððc1 X c2Þ %@bÞjSi ¼ ci@bi ¼ 1:
Corollary 12. As long as Si ði ¼ 1; 2Þ are amenable equivalence relations, the 2-
cocycle c ¼ c1 X c2 on G ¼S1 X S2 is a coboundary.
Proof. Both of c1 and c2 are coboundaries (see [6, Theorem 6] for example) so that
the result follows from Proposition 11, (i). &
5. Miscellaneous generalizations
The construction and discussions in the preceding sections can be easily
generalized into two directions:
(i) the free product of countably many equivalence relations,
(ii) the free product of (two or more generally countably many) groupoids with
countable orbits.
Arguments based on partial isomorphisms and one-sheeted sets are of course
indispensable for construction (see 2.2) so that the standard Borel structure and
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certain countability assumption cannot be avoided. Generalization (i) to be
discussed shortly is quite straightforward. Note that the free product of equivalence
relations is generally a groupoid, i.e., one usually goes outside of the category of
equivalence relations. Generalization (ii) is not so difﬁcult either, however it is
certainly preferable in the sense that this generalization brings us back a closed
category.
(i) For a given countable (or ﬁnite) family fSigi¼1;2;y of equivalence relations on
the same unit space X ; we can construct the free product
G ¼ S1 X S2 X S3 X ?
by the obvious modiﬁcation of the arguments presented in 2.2, and G is once again
characterized by the universality (Theorem 1). The associated principal groupoid
R ¼ fðrðgÞ; sðgÞÞAX  X ; gAGg is generated by all Si’s, and a (s-ﬁnite) measure m
on X non-singular relative to all Si’s remains so relative to R: Theorem 5 and
Corollary 6 hold by the same proofs, but the module dms
dmr
ðgÞ ðgAGÞ is now the product
of those of Si’s in the following sense:
dms
dmr
ðgÞ ¼ dm
Si1
r
dmS
i1
c
ðx; z1Þ dm
Si2
r
dmS
i2
c
ðz1; z2Þ dm
Si3
r
dmS
i3
c
ðz2; z3Þ?dm
Sin
r
dmS
in
c
ðzn1; yÞ
if pðgÞ ¼ ðrðgÞ; sðgÞÞ ¼ ðx; yÞ ðARÞ and
xBS
i1
z1B
Si2
z2B
Si3
z3 ? zn1B
Sin
y:
From a family fcigi¼1;2;y of 2-cocycles one can construct a 2-cocycle c ¼ c1 X c2 X
c3 X ? on G (which is a simultaneous extension of all ci’s), and all of Theorem 9,
Propositions 10 and 11 remain valid with the obvious modiﬁcation.
(ii) Assume that G is a standard Borel groupoid over the unit space X with
countable orbits (i.e., each Gxy is countable), and let R ðDX  XÞ be the associated
principal groupoid. Note that X in G is identiﬁed with the trivial loops while X in R
is identiﬁed with the diagonals D ¼ fðx; xÞAR; xAXg:
Since R is a countable standard equivalence relation (see the ﬁrst part in
Section 3), as in 2.2 we choose partial isomorphisms ffigi¼1;2;y in such a way that
R\X is a disjoint union of GðfiÞ’s. Note that the projection map
p : gAG\
[
xAX
Gxx-ðrðgÞ; sðgÞÞAR\X ¼
[N
i¼1
GðfiÞ
is a countable-to-one map. Thus, one can choose one-sheeted sets fEigi¼1;2;y (for p)
such that G\
S
xAX G
x
x is a disjoint union of Ei’s and each pðEiÞ sits in some GðfjÞ:
Let us denote the inverse map of G by y: Then, G\
S
xAX G
x
x is a disjoint union of
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Ei-yðEjÞ’s. We relabel them and denote them by Ei again. From the construction we
observe
(a) G\
S
xAX G
x
x is a disjoint union of one-sheeted sets fEigi¼1;2;y;
(b) yðEiÞ ¼ Ei0 for a unique i0 ¼ i0ðiÞ;
(c) each pðEiÞ sits in some GðfjÞ:
We next deal with the isotropy bundle
S
xAX G
x
x: For the countable-to-one
projection map
p : gA
[
xAX
Gxx\X-rðgÞ ð¼ sðgÞÞAX
one can choose one-sheeted sets fFigi¼1;2;y satisfying
(a)
S
xAX G
x
x\X is a disjoint union of one-sheeted sets fFigi¼1;2;y;
(b) yðFiÞ ¼ Fi0 for a unique i0 ¼ i0ðiÞ:
In fact, we look at the ‘‘bundle of order 2 elements’’[
xAX
fgAGxx; g2 ¼ e; gaeg
at ﬁrst, and ﬁll this up by one-sheeted sets (each of which is invariant under y). Then
we look at the rest [
xAX
fgAGxx; g2ae; gaeg:
For this set we take a one sheeted-set F1: Then F2 ¼ yðF1Þ is also a one-sheeted set
and F1-F2 ¼ |: We next look at
S
xAX fgAGxx; g2aeg\ðF1,F2Þ: From here one
takes a one-sheeted set F3 and then take F4 ¼ yðF3Þ; and so one. In this way one ﬁlls
up the whole set, and we note that all pðFiÞ’s sit in the ‘‘diagonals’’ X :
We relabel Ei’s and Fi’s obtained so far, and call them Ei: We have thus shown
Lemma 13. One can choose one-sheeted sets fEigi¼1;2;y for the projection map
p :G\X-R such that
(a) G\X is a disjoint union of Ei’s,
(b) yðEiÞ ¼ Ei0 for a unique i0 ¼ i0ðiÞ;
(c) each pðEiÞ sits either in some GðfjÞ ðDR\XÞ or in the diagonals.
Assume that we have two groupoids G1 and G2 over the same unit space X :
For G1\X (resp. G2\X ) we choose fEigi¼1;2;y (resp. fFjgj¼1;2;y) as in Lemma 13.
For each Ei we set D
1
i ¼ sðEiÞ: Since each xAD1i determines a unique g1ixAEi
ðDG1\XÞ with sðg1ix Þ ¼ x so that we have a family fg1ix gxAD1
i
: Assume that i˜ai0 and
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the product g1i˜y g
1i
x makes sense. We note that this product is not a trivial loop (i,e.,
g1i˜y g
1i
xAG
1\X ¼ SNj Ej) thanks to the above (b). For the other groupoid G2; we
similarly get a family fg2jx gxAD2
j
with D2j ¼ sðFiÞ (satisfying g2jxAFj and sðg2jx Þ ¼ x).
Thus, we have the two series of families
fg1ix gxAD1
i
ði ¼ 1; 2;yÞ and fg2jx gxAD2
j
ð j ¼ 1; 2;yÞ:
They play the roles of GðfiÞ’s and GðcjÞ’s, and we can repeat the arguments in 2.2. In
this way we can construct the free product G ¼ G1 X G2 (which is once again a
standard Borel groupoid over X with countable orbits). Note that Theorem 1 (as
well as its proof) remains valid with the obvious modiﬁcation: For a Borel groupoid
*G with the unit space X and Borel groupoid homomorphisms pi :Gi- *G with pijX ¼
idX for i ¼ 1; 2; there exits a unique Borel groupoid homomorphism p :G- *G
satisfying pjX ¼ idX and p3ii ¼ pi for i ¼ 1; 2 (where ii :Gi+G are the natural
imbeddings).
Hence, as in Theorem 2, our groupoid G1 X G2 does not depend upon choices of
Ei’s and Fj ’s.
Once again one can construct the free product G1 X G2 X G3 X ? of countably
many groupoids fGigi¼1;2;y: Note that we have
ðG1 X G2Þ X G3 ¼ G1 X ðG2 X G3Þ ¼ G1 X G2 X G3
for instance. In fact, we note that G1 X G2 X G3 is characterized by the above-
mentioned universality. Let *G be a Borel groupoid over X and Borel groupoid
homomorphisms pi :Gi- *G with pijX ¼ idX (i ¼ 1; 2; 3) are given. Firstly, based on
the universality of G1 X G2 one ﬁnds a Borel groupoid homomorphism p0 :G1 X
G2- *G satisfying p0jX ¼ idX and p03i0i ¼ pi ði ¼ 1; 2Þ with the inclusion maps
i0i :G
i+G1 X G2: Let i0 :G1 X G2+ðG1 X G2Þ X G3; i3 :G3+ðG1 X G2Þ X G3
be the inclusion maps. Then, the another use of the universality of ðG1 X G2Þ X
G3 (together with the Borel groupoid homomorphisms p0 and p3) guarantees the
existence of a Borel groupoid homomorphism p : ðG1 X G2Þ X G3- *G satisfying
pjX ¼ idX ; p3i0 ¼ p0; and p3i3 ¼ p3: Then, the compositions ii ¼ i03i0i :Gi+ðG1 X
G2Þ X G3 ði ¼ 1; 2Þ satisfy
p3ii ¼ p3i03i0i ¼ p03i0i ¼ pi:
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Hence, we have seen that ðG1 X G2Þ X G3 possesses the same universality as G1 X
G2 X G3 does and consequently the two groupoids are isomorphic.
Let m be a (s-ﬁnite) measure on X : We consider a (general) standard Borel
groupoid G over X with countable orbits. Let mr and ms be the r-counting measure
and the s-counting measure, respectively (see Lemma 4). The following strengthening
of Theorem 5 is useful:
Proposition 14. The quasi-invariance of m relative to R is equivalent to the absolute
continuity between mr and ms: Moreover, when m is quasi-invariant, we have
dms
dmr
ðgÞ ¼ dm
R
r
dmRc
ðpðgÞÞ ðfor gAGÞ
with the projection map p :G-R:
Proof. When m is quasi-invariant (i.e., 0odmRr
dmRc
oN), then mr and ms are mutually
absolutely continuous (Theorem 5) and the formula for the Radon–Nikodym
derivative is valid. Conversely, let us assume that mr and ms are mutually absolutely
continuous. One takes a one-sheeted set C for p :G-R satisfying pðCÞ ¼ R: For
EDR we claim
mRc ðEÞ ¼ mrðp1ðEÞ-CÞ:
In fact, we have
mrðp1ðEÞ-CÞ ¼
Z
X
#ðp1ðEÞ-C-r1ðxÞÞ dmðxÞ
¼
Z
X
X
yBx
#ðp1ðEÞ-C-p1ðx; yÞÞ dmðxÞ:
For ðx; yÞAR there is a unique gxyAC with pðgxyÞ ¼ ðx; yÞ; and we note gxyAp1ðEÞ if
and only if ðx; yÞAE: Thus, the integrandPyBx#ðp1ðEÞ-C-p1ðx; yÞÞ is equal to
#ðE-p1c ðxÞÞ; and hence we conclude
mrðp1ðEÞ-CÞ ¼
Z
X
#ðE-p1c ðxÞÞ dmðxÞ ¼ mRc ðEÞ:
Symmetrically, we have
mRr ðEÞ ¼ msðp1ðEÞ-CÞ:
Therefore, the expressions for mRc ðEÞ; mRr ðEÞ obtained so far together with the
absolute continuity between mr and ms imply m
R
c ðEÞ ¼ 0 if and only if
mRr ðEÞ ¼ 0: &
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We now consider the situation where two groupoids G1 and G2 over X (with
countable orbits) are around, and let m be a measure on X : Let R1 and R2 be the
associated principal groupoids, respectively, and we require the quasi-invariance of m
relative to both of R1 and R2: We set G ¼ G1 X G2 with the associated principal
groupoid R: From the construction R is generated by R1 and R2; and Lemma 3 and
the repeated use of Proposition 14 yield that the two measures ms ð¼ mGs Þ and mr
ð¼ mGr Þ on G are mutually absolutely continuous. Thanks to dm
R
r
dmRc

Ri
¼ dmR
i
r
dmRic
for i ¼ 1; 2
we obviously have
dms
dmr
ðgÞ ¼ dm
R1
r
dmR
1
c
ðpðg1ÞÞ
dmR
2
r
dmR
2
c
ðpðg2ÞÞ
dmR
1
r
dmR
1
c
ðpðg3ÞÞ?
for g ¼ g1g2g3?gnAG with
g1AG
1; g2AG
2; g3AG
1;y; gnAG
2
for instance. Note
dmR
1
r
dmR
1
c
ðpðg1ÞÞ ¼
dms
dmr
ðg1Þ;
dmR
2
r
dmR
2
c
ðpðg2ÞÞ ¼
dms
dmr
ðg2Þ;
and so on (by Proposition 14 applied to Gi-Ri) with the modules dms
dmr
¼ dmG
i
s
dmGir
 
on
Gi; showing that the module of G is once again the ‘‘product’’ of those of G1 and G2:
We can of course play the same game for countably many groupoids.
Results (as well as their proofs) on 2-cocycles in Section 4 remain valid in the
groupoid setting with the obvious modiﬁcation, and details are left to the reader.
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