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Faceted shapes, such as polyhedra, are commonly found in systems of nanoscale,
colloidal, and granular particles. Many interesting physical phenomena, like crystal
nucleation and growth, vacancy motion, and glassy dynamics are challenging to
model in these systems because they require detailed dynamical information at the
individual particle level. Within the granular materials community the Discrete
Element Method has been used extensively to model systems of anisotropic particles
under gravity, with friction. We provide an implementation of this method intended
for simulation of hard, faceted nanoparticles, with a conservative Weeks-Chandler-
Andersen (WCA) interparticle potential, coupled to a thermodynamic ensemble.
This method is a natural extension of classical molecular dynamics and enables
rigorous thermodynamic calculations for faceted particles.
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1I. INTRODUCTION
The impact of particle shape on the self-assembly of systems of colloidal- and nanoscale
particles is receiving ever-increasing attention.1 Hard particle simulations are the most
straightforward way to determine the impact of particle shape on assembly and have been
highly successful in elucidating the phase behavior of anisotropic particles.2,3 Monte Carlo
(MC) methods are ideal for probing the equilibrium behavior of such systems and can be
implemented efficiently on modern highly parallel architectures.4,5 However, nonequilibrium
and/or dynamical properties often require deterministic, rather than stochastic, simulation
methods. Event-driven molecular dynamics6–9 is one such method, but it can be difficult
to parallelize or to extend for arbitrary shapes and can slow down at the moderate to high
densities of interest in many self-assembly studies.
The Discrete Element Method (DEM) has been used extensively by the granular materials
community to study dynamics of anisotropic, frictional particle systems.10–16 This method
models interactions between particles as interactions between the minimal set of lower-
dimensional geometric features needed to capture the effects of particles’ shapes. DEM is
also a natural method to implement as a force field in a classical molecular dynamics (MD)
framework, which lends itself to hardware acceleration. Programs using graphics processing
units (GPUs) can achieve order-of-magnitude speedups over single-CPU programs, but only
if they are made to take full advantage of the parallel nature of the GPU. Here we present
an adaptation of DEM to run on GPUs within the HOOMD-Blue17 MD framework.
II. MODEL
Some assumptions must be made about the simulated particles for the method described
here to be useful in classical molecular dynamics. First, we assume that the polytopal
shapes have been rounded by a sphere or disk of a given radius, as shown in Figure 1(a).
Rounding prevents discontinuities in the force arising from corners of shapes. For studies
of nanoparticle and colloidal assembly, we later show that the small amount of rounding
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FIG. 1: The DEM model. (a) Shapes are represented by a polygon or polyhedron (inner shape),
rounded out by a disk or sphere (dotted circles) to give the outer shape. The inner shape can
be concave or convex. (b) In two dimensions, a repulsive contact force is evaluated between the
nearest point on all pairs of vertices and edges. (c) In three dimensions, the contact force is
evaluated between all pairs of vertices and faces and all pairs of edges and edges.
required by our DEM algorithm has no discernible effect on self-assembly thermodynamics
for rounding radii of up to 15% of the edge length in some shapes. Second, we assume that
particles interact only through short-range, repulsive forces. These assumptions allow us to
approximate interactions between the volumes of particles i and j as interactions between
the nearest points of lower-dimensional features (faces, edges, or vertices) of the particles
using simple point-point interactions, without integrating over the surface or volume of the
particles. To prevent particle overlap in 2D, it is sufficient to consider interactions between
all pairs of vertices and edges between the two particles, as shown in Figure 1(b). In 3D,
simulating polyhedral volumes requires calculating interactions between vertex-face pairs,
and all edge-edge pairs as in Figure 1(c).
Often in MD and MC simulations of anisotropic particles, a single “particle” is built from
several spheres, joined together rigidly18,19; interactions are calculated between all pairs of
3spheres, but translations and rotations are applied to the body as a whole20. Ideally, to
create an anisotropic potential from a shape, we would integrate an isotropic potential over
the surface or volume of a pair of shapes. Within DEM, particles are instead built up out
of the geometric features of a 2D or 3D polytope: vertices (V ), edges (E), and faces (F ).
The functions V (·), F (·), and E(·) yield the coordinates of the vertices, faces, and edges of
their argument, respectively, and r∗ab returns the distance between the nearest points of two
features with types a and b. We then define the potential energy Uij between particles i and
j in 3D using a point particle potential U as
U3Dij =
∑
Ei∈E(i)
Ej∈E(j)
U(r∗EE(Ei, Ej)) +
∑
Vi∈V (i)
Fj∈F (j)
U(r∗V F (Vi, Fj)) +
∑
Vj∈V (j)
Fi∈F (i)
U(r∗V F (Vj, Fi)) (1)
In 2D these features are reduced to checks between vertices and edges only:
U2Dij =
∑
Vi∈V (i)
Ej∈E(j)
U(r∗V E(Vi, Ej)) +
∑
Vj∈V (j)
Ei∈E(i)
U(r∗V E(Vj, Ei)) (2)
The nearest points given by r∗ab can be found using standard point-line, line-line, and
point-plane formulae. Forces are computed using the derivative of this potential and torques
are based on the interaction point on each particle.
Because we are simulating nanoscale and colloidal systems, we choose a conservative pair
potential U that is representative of the interactions of such materials and well vetted within
the community. A truncated and shifted version of the Lennard-Jones (LJ) potential, the
Weeks-Chandler-Andersen (WCA) potential,21 creates a steep, purely repulsive force from
the particle surface with a rounding radius of 1
2
σij:
ULJij (r) = 4ij
[(σij
r
)12
−
(σij
r
)6]
(3)
UWCAij (r) =

ULJij (r)− ULJij (rWCAcut ) r < rWCAcut
0 r > rWCAcut
(4)
4where rWCAcut = 2
1
6σij.
When initializing particles on a lattice, e.g. prior to thermalization, one may encounter
collisions of perfectly parallel edges when the lattice spacing is small. These collisions intro-
duce a numerical instability for the molecular dynamics integrator: the points of interaction
fluctuate at every timestep between the endpoints of each edge, yielding an unstable torque
that changes sign at every timestep. To alleviate this issue while still only using point in-
teractions, when two edges are sufficiently close to parallel the interaction point is taken to
be the midpoint of overlap between the two edges.
Another common occurrence during simulation is for features to be “overcounted.” This
could lead to energetic “bumps” in the interaction: while the cutoff radius is not affected, the
interaction is increased by some multiplicative factor according to the geometry of the two
interacting sites, causing equipotential lines to expand slightly around vertices and edges.
This effect should not matter to the extent that the potential used is a good approximation of
a “hard” force field. As a concrete example, if two cubes are touching perfectly face to face,
they will have an interaction strength 64 times as large as a single vertex-face interaction:
8 vertices are interacting with 3 faces each and 8 edges are interacting with 5 edges each.
If the single vertex-vertex interaction had a strength of 1kBT , then the 1kBT isosurface for
the now 64kBT interaction would have moved out by 10% of the rounding radius of the
shape. Regardless of the geometry, we note that due to the cutoff in the WCA potential, it
is impossible for the rounding radius to be increased by more than a factor of 2
1/6 ≈ 1.12
with this overcounting effect.
III. ALGORITHM
The total force, torque, and potential energy for a given particle is the sum of the force,
torque, and potential energy contributions between it and its neighbors. We evaluate these
contributions from each particle’s features independently by splitting the features among
different GPU threads, then summing them efficiently in shared memory. In 2D, two CUDA
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FIG. 2: Thread decomposition for the GPU. In 2D (left), each vertex is assigned a thread and each
edge is assigned a thread; in 3D (center, right), each vertex is assigned two threads and each edge
is assigned one thread.
threads are assigned to each vertex of particle i, as shown in Figure 2. The first thread
assigned to a given vertex calculates and sums the force, torque, and potential energy con-
tributions between that vertex and the nearest point to that vertex on each edge of each
neighboring particle j. The second thread assigned to a given vertex calculates and sums
the force, torque, and potential energy contributions between the nearest point on the edge
beginning at that vertex (travelling counterclockwise) in particle i to each vertex in each
neighboring particle j.
In 3D, two CUDA threads are assigned to each vertex of particle i and one thread is
assigned to each edge of particle i, as shown in Figure 2. The first vertex thread calculates
the interaction between that vertex and the nearest point to each face in each neighboring
particle j. The second vertex thread calculates the interaction between that vertex in each
neighboring particle j and the nearest point of each face of particle i. The edge thread
calculates the interaction between the nearest point on its edge of particle i to each edge of
each neighboring particle j.
6IV. RESULTS
A. Energy Conservation
To perform rigorous thermodynamic calculations using this method, we must first ensure
that the NVE integrator conserves energy when combined with our force algorithm. We
analyze both the short-term and long-term energy conservation of our model.22 We use
reduced units τ for time,  for energy, and m for mass. We run NVE simulations of a fluid
of squares (with edge length 4.24σ) in 2D and tetrahedra (with edge length 8.49σ) in 3D
which have been thermalized at temperature T ∗ = 1 in reduced units.
To measure the short-term energy conservation, we compute the standard deviation of
the total energy per particle σ(E/N), recorded at a high frequency over a short NVE sim-
ulation of duration 10τ . We measure σ for systems using both single and double precision
floating point arithmetic with a varying integration timestep size δt and present the results
in Figure 3.
For small δt, rounding errors saturate the accuracy of the method, causing the energy
conservation to plateau. These rounding errors appear at a much smaller value of δt when
using double- rather than single-precision floating point arithmetic. At large δt, error is
introduced through the coarse time step as ∆E
<E>
∼ ∆t2 for the second-order integrator we
use23, increasing the energy deviation. For the remaining tests, which are performed in single
precision only, we choose δt = 0.01τ as the timestep size to balance energy conservation and
simulation speed.
To study the long-term energy conservation, we calculate the drift of the total energy per
particle, 1
N
(E(t)− E(0)), over long simulations. For squares, we achieve an energy drift of
1.4 · 10−5 ∆E/(N//τ) and for tetrahedra we obtain 6.3 · 10−4 ∆E/(N//τ). The energy
drifts are significantly higher than those reported for isotropic particles24, likely due to the
new rotational degrees of freedom and the approximation of expressing the energy between
features as the potential evaluated between their closest points. In practice, we find these
energy drifts to be acceptable for the coarse-grained simulations at which this method is
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FIG. 3: Magnitude of total energy fluctuations for squares (2D) and tetrahedra (3D) in constant
energy simulations for short times as a function of timestep size δt.
targeted.
B. Performance
We evaluate the speed benefit of our GPU parallelization scheme using an NVIDIA
Quadro M6000 relative to a single Intel E5-2680V2 CPU core for dense fluids of several
systems with shapes of varying complexity in three dimensions: spheres, triangular plates,
cubes, and icosahedra. The anisotropic shapes are modeled with the DEM potential, and
spheres are modeled with a central WCA interaction, as in Equation 4. As shown in Figure 4,
we achieve speedups of 15-75 times on the GPU, depending on the particle shape and
system size. For many shapes the relative speed saturates at system sizes of a few thousand
particles; we note that the apparent jump in icosahedron performance is due to a decrease
of speed on the CPU, likely due to memory locality effects, rather than an increase in GPU
speed. Typical absolute performance numbers, in particle-timesteps per second (PTPS),
8are reported in Table I. In contrast, spheres are only just beginning to saturate the GPU
at 65,000 particles. This finding demonstrates that the feature-based DEM parallelization
scheme allows users to take advantage of GPU performance even for relatively small systems.
Shape N PTPSCPU PTPSGPU
Sphere 256 3,200,000 3,000,000
Sphere 4096 3,100,000 46,000,000
Sphere 65536 3,100,000 159,000,000
Cube 256 6,500 190,000
Cube 4096 6,500 380,000
Cube 65536 5,500 350,000
Icosahedron 256 1,800 60,000
Icosahedron 4096 1,800 80,000
Icosahedron 65536 920 69,000
TABLE I: Absolute performance of CPU and GPU implementations, in particle-timesteps per
second (PTPS).
C. Assembly
We simulate the self-assembly of shapes into crystals to compare our results to those of
hard particle colloidal crystals obtained via MC simulations2. We simulate square bipyra-
mids, cubes, and icosahedra in the NPT ensemble and over a range of pressures, as shown in
Figure 5. We use a standard Nose´-Hoover thermostat applied to both translational and ro-
tational degrees of freedom23 and the barostat computes the pressure from the virial tensor,
just as in MD25. Similarly to MC results from hard particles with perfectly sharp corners,
we find that the wide, flat bipyramids with a height of 1
2
√
2
relative to their edge length form
a nematic phase (at P = 0.375kBT
σ3
), cubes form a simple cubic crystal (at P = 0.1kBT
σ3
), and
icosahedra form a face-centered cubic crystal (at P = 0.05kBT
σ3
).
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FIG. 4: Simulation speedup for different three-dimensional shapes by using a GPU relative to a
single CPU core.
FIG. 5: Self-assembled crystal structures in systems of square bipyramids, cubes, and icosahedra.
Bond order diagrams depicting a global histogram of neighboring particle positions are in the
upper-right of each snapshot.
V. SUMMARY
Here we have described a method to simulate conservative interactions of purely repulsive,
rounded polytopes in molecular dynamics simulations. Because evaluation of this potential
10
is more intensive than that of a point particle, we are able to more efficiently utilize graphics
processing units for smaller system sizes with this potential than with isotropic potentials.
Although the simulated shapes are still rounded, this method affords less opportunity for
unphysical interdigitation than when rigid bodies of tangent or overlapping disks or spheres
are used because the particle surface is smooth rather than rough.
In the future, there are many potentially useful optimizations that could be applied to this
method. Currently, the contact point search and pair potential evaluation happen within
the same GPU kernel; in three dimensions in particular, this leads to large register usage and
low GPU occupancy. By splitting the contact search and force evaluation into two separate
steps, some of this inefficiency could be avoided. In general, the search for contact points
could also be improved through the use of shape-local cell lists26, octrees27, or other spatial
data structures.
In summary, the DEM-MD method presented here enables dynamical simulations of
faceted particles. With the particular integrators used, the method as implemented is most
relevant to the simulation of nanoparticles and colloids in solvents where particle motion
is dominated by inertia. Our implementation will be available in the next major release,
version 2.0, of HOOMD-Blue28, along with Brownian and Langevin thermostats for mod-
eling non-inertial regimes. Because the interactions are conservative, this method is useful
for computation of thermodynamic quantities. Having real dynamical information enables
a more direct mapping to studies of nonequilibrium processes such as crystallization, vitri-
fication, jamming, and self-assembly of active matter than Monte Carlo simulations.
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