Abstract.
Introduction
In [5, 6, 7] , a systematic study was started of a Weil-Taniyama-type correspondence between elliptic curves E defined over an imaginary quadratic field K and certain automorphic forms F over K. This followed on from work of Mennicke and others (see [15] , for example). The forms F, which will be described in §2 below, were computed by an extension to K of the modular symbol method, which is well known in the rational case and described fully in [8] . So far, the only fields treated fully are the nine fields K of class number one, namely the Euclidean fields Q(\/-m) for m = 1, 2, 3, 7, 11 (see [6] ), and the non-Euclidean fields of class number one ( m = 19, 43, 67, 163 ) (see [23] ). Work is in progress to extend the methods to fields of higher class number.
In essence, the results of [5, 6, 23] were as follows. There was observed to be a correspondence between ( 1 ) isogeny classes of elliptic curves E defined over K of conductor n, where n is a nonzero ideal of the ring of integers R of K ; (2) cuspidal automorphic forms of weight 2 for the congruence subgroup To(n) of GL(2, R), which are newforms with rational integer Hecke eigenvalues.
For each such corresponding pair (E, F), the conductor n of the curve E equals the level n of F . Also, the Hasse-Weil L-function L(E, s) of E and
As far as (1.1) is concerned, we check in each case where L(F, 1) = 0 that E(K) is infinite, by finding a point of infinite order on E(K). We have not proved that E(K) has rank 0 in the cases where L(F, 1)^0, however.
We verify (1.2) in two ways: first, we compute Q*(E) and £l(F) numerically and check that they are equal to within the accuracy of the computation, in all cases. Secondly, when L(F, 1 ) / 0, we compare the nonzero rational numbers L(F, 1)/Q(F) and Y[cp/\E(K)\2. Specifically, we compute the nonzero rational number~= L(F,1) I IK Q(F) j \E(Kf ' which, if L(F, s) = L(E, s) and the conjectural equation (1.2) holds for E, should equal the order of the Tate-Shafarevich group IH. We find that S = 1 in most cases, with 5 = 4, 9, or 16 occasionally: see §4 for examples. These values are consistent with the theorem of Cassels [3] , that |LH| is a perfect square, if finite. We have not computed |IH|, or even the 2-primary part via 2-descent, for any of the curves yet. Thus, in all cases we find that L(F, 1) is equal to the value of L(E, 1) predicted by the Birch-Swinnerton-Dyer conjecture, provided that LU has order S.
We should remark that L(E, s), and hence the left-hand side of (1.2), is invariant under isogeny; so is the right-hand side of (1.2) by a theorem of Cassels [3] . However, the individual factors on the right of (1.2) are not isogeny invariant. In order to take this into account, we compute for each curve E the curves isogenous to E. For each curve in the isogeny class we compute the ratio Y[cp/\E(K)\2 and the area Q(E). In each class we found one or more curves for which (a) Q*(E) = Q.(F) ; and, when L(F, 1)^0, also (b) T[cp/\E(K)\2 = L(F, \)/£l(F), possibly up to a square factor S.
This somewhat ad hoc approach seemed unavoidable, as we could see no way of determining a priori which of the curves in the isogeny class was 'most closely' related to the form F. This uncertainty does not arise in studying modular curves over Q (as in [8] ), of course, since there one can single out the 'strong Weil curve' in the isogeny class as the one whose period lattice consists precisely of the X$(N)-periods of the associated cusp form / for Tq(N) .
A recent result of Stevens [ 19] shows that every isogeny class of curves over Q has a unique 'minimal' curve with period lattice minimal amongst all the curves in the class. The evidence suggests, and Stevens conjectures, that this minimal curve can be characterized as the curve attached to the ri(iV)-period lattice of the associated cusp form, rather than the Tq(N) lattice. These results do not appear to generalize to number fields other than Q : some of the isogeny classes of curves which we compute here have no unique minimal element.
It is hoped to consider the 'positive rank' case (where L(F, 1) = 0 ) in more detail in the future. First of all, this would involve computing L'(F, 1), and higher derivatives if necessary. A method similar to the one used in [2 and 8] might be possible here. Secondly, one would need to compute a basis for the points of infinite order on the curves, and their heights. This should be more straightforward, using our existing implementation of Silverman's algorithm [18] to compute the heights.
We are also extending the whole investigation to fields with class number greater than one.
The work described here forms part of the University of Exeter Ph.D. thesis of the second author, under the supervision of the first author.
2. Periods of cusp forms 2.1. Cusp forms of weight two for To(n).
Automorphic forms for general global fields are discussed in [22 and 16] ; for the case of an imaginary quadratic field, see [10, 5, or 13] . Here we are only concerned with cusp forms of weight two for ro(n), where n is a nonzero ideal in the ring of integers R of an imaginary quadratic field K of class number one and discriminant D. The theory of these forms, Hecke operators, oldforms and newforms is entirely analogous to the classical 'Atkin-Lehner' theory over Q. For a complete discussion of the general case, see [16] ; here we quote a summary of the facts we will need.
Let ^3 be the hyperbolic three-space %*3 = {{z,t)\zeC,teR,t>0}, with the usual hyperbolic structure and action of GL(2, C). We set dz dt d~z" t ' t ' t a basis for the left-invariant differential forms on ^ . A cusp form of weight two for r0(n) is a vector-valued function F: ßft, -► C3 such that (1) F • ß is a ro(n)-invariant harmonic differential one-form on ßf$; (2) ¡R^c(F\a)(z ,t)dz = 0 for all a e SL(2, R).
Such functions have Fourier expansions of the following form:
where for z e C , and
for iel, t > 0. Here, Ko and Kx are 7V-Bessel functions. The space of such functions will be denoted S(n), and is finite-dimensional for each n. As in the classical theory, there is a commutative algebra of Hecke operators acting on S(n). For primes n of R not dividing the level n we have an operator Tn which takes the form with coefficients c(a) to one with coefficients c'(a), where c'(a) = N(n)c(an) + c(a/n), and c(a) = 0 if a <£ R.
For each prime n dividing n there is also an 'Atkin-Lehner' operator Wn which is an involution. The product of the Wn involutions is the 'Fricke involution' Wn , induced by the action of the matrix ( ° ~0X), where v is a generator of the ideal n.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 2.2. Newforms. A newform in S(n) is an eigenform for all the Hecke operators Tn for n not dividing n, which is not induced from a form in S(m) for any level m properly dividing n. Newforms can be normalized so that c(l) = 1, and then the Fourier coefficients c(a) are all determined from the Hecke eigenvalues as follows: for all primes n not dividing n, TnF = c(n)F ; for primes n dividing n, we have WnF -enF with en = ±1 , and
L -en if n I n but n¿ f n.
For prime powers, we have the recursive relation, for r > 1,
and for composite a the function c(a) is multiplicative. For the present application, we will be interested in 'rational' newforms whose Fourier coefficients are rational integers.
2.3. Cusp forms and homology. In [5 and 6] , a method based on modular symbols was presented for computing the space S(n) for ideals n of small norm, in the case where K is Euclidean. This was extended to non-Euclidean fields of class number one by the second author in her thesis [23] . The method relies on an isomorphism (duality) between S(n) and the homology space V(n) = 7Yi(r0(n)\^*, C) ; the isomorphism respects the Hecke action on both spaces, so that S(n) and V(n) are isomorphic as modules for the Hecke algebra. In practice, one finds newforms in S(n) by computing the action of enough Hecke operators on V(n), and finding one-dimensional eigenspaces with rational eigenvalues.
2.4. Plusforms. In addition to the Hecke operators on S(n) described above, there is also an involution / induced by the action on 3% of the matrix (E0 °x), where e generates the unit group R* of R. [In the two fields where e ^ -1 it is perhaps not obvious that J is an involution; but J2 is induced by the action of (£0 °), which is equal modulo scalar matrices to (q £_, ) e To(n).] The effect of / on Fourier coefficients is c(a) -► c(ea) ; this involution commutes with the Hecke operators, and splits 5(n) into two eigenspaces,
Newforms in S+(n) were called 'plusforms' in [5] , and their Fourier coefficients satisfy the additional condition c(ea) = c(a) for all a e R. It is plusforms which appear to correspond directly to elliptic curves, and we will restrict to plusforms with rational Fourier coefficients from now on. (No information is lost in making this restriction, since 'minusforms' in S~(n) may be twisted into plusforms at a possibly larger level, as explained in [5 and 6] ; see also §2.8 below, where we also use quadratic twists.) An alternative viewpoint is that the forms in S+(n) are invariant under the larger group ro+(n) = {(c rf)eGL(2,Ä)|c€n}.
Note that, for a plusform F, the Fourier coefficient c(a) depends only on the ideal (a) generated by a, and so we may write c(a), where a is an ideal of R . Then we may attach to F the formal Dirichlet series We will usually only consider A(F, s) for F e S+(n), since it is easy to see that A(F ,s) = 0 identically for F e 5"-(n). 
(2) We use the fact that newforms in S(n) are eigenforms for the Fricke involution Wn . Suppose that WnF -eF with e = ±1. Now
Fx(o, ±^j=-eFx(0,t).
Multiply by t2s~xdt and integrate from 0 to oo; the right-hand side gives -eA(F, s), while the left-hand side, after a change of variable from t to l/(\u\t), becomes N(n)x~sA(F, 2 -s). This gives the result. D
In view of (2.5), we may abuse notation to write L(F, 1) = A(F, 1), although of course the series for L(F, s) does not converge at 5 = 1.
Numerical computation of A(F, 1)
. In order to compute A(F, 1) numerically, we may use the well-known trick of splitting the range of integration at the fixed point of the Wn involution, namely (z, t) = (0, l/y/\v~\). We obtain the following formula. and integrate term by term to obtain
Since A^i(i) tends to zero very rapidly as í -> oo, this series converges quickly. D 2.7 Modular symbols. Let T be a subgroup of finite index in SL(2, R), such as To(n). Let A and B be points in ^* =^UiTU{oo} which are equivalent under the action of F, so that B = y (A) for some y e T. Any smooth path from A to B in ^* projects to a closed path in the quotient space Xr = T\ßfy , and hence determines a homology class in Hx (Xr, Z) which depends only on A and B and not on the path chosen, because J^* is simply connected. (In fact the class depends only on y : see (5) in the lemma below.) We denote this homology class by the 'modular symbol' {A, B}T, or simply {A , B} if the group T is clear from the context. The symbol {A, B}y gives a functional S(T) -► C via F >-► ax JA F • ß , since by harmonicity the integral is independent of the path from A to B . We may thus extend the definition of the symbol {A, B} to points A, B e %f{ not necessarily T-equivalent by identifying {A, B} with the functional F h-> ük Ja F • ß ; now, in general, we have {A, B} e HX(X\~, C). A generalization of the Manin-Drinfeld Theorem (see [13] ) says that when A, B are A^-rational cusps (i.e., A, B e K U oo ) and r is a congruence subgroup, then {A, B} e Hx(Xr, Q), the homology with rational coefficients. In particular, {0, oo} e HX(XT, <Q>). The following simple facts are now immediate. It follows that the map y i-> {A, yA}r is a surjective group homomorphism r -> Hx(Xr, Z), which is independent of A G ^*.
2.8. The periods of a cusp form. Let F be a newform in S(n), and writê o(n) for ^r0(n) in the case T = r0(n). Then F induces a map
which is surjective (see [13] ) and hence has a kernel of codimension 1. The restriction of If to Hx(Xo(n), Z) has an image which is a nontrivial, discrete subgroup of R, hence has the form Q(F)Z, for some unique positive real number Q(F). This Q(F) is the real period of F .
We now derive a formula for the numerical computation of 0.(F). We will in fact give two methods: a direct method, and an indirect (but usually more accurate) method, involving A(F, 1), when this is nonzero, or A(F ® x, 1) for a suitable quadratic character x > when A(F, 1 ) = 0.
Direct method. To each rational newform F G S2(n) there is an associated one-dimensional eigenspace VF of ^(n) = Hx(X0(n), Q), given explicitly in terms of modular symbols. Hence we may determine y G To(n) such that the symbol {A, y (A)} generates VF f)Hx(Xo(n), Z). In practice, the generator may be given as a linear combination of such elementary symbols, but for simplicity we ignore this. Then Cl(F) = IF({A, y(A)}). Using / tKo(t)dt = -tKx(t) again, we obtain
Since F is a plusform, we may simplify the sum to (2.10) W) = ^y^feW^V the sum being taken over all nonzero a e R modulo units. As in (2.8), this sum converges fairly quickly, and to aid convergence, we seek to choose A so that to is as large as possible. Write y -( ° bd ). Then it is best to take
and the value of to in both cases is l/\vc\ ; in practice, we will try to choose y so that \c\ is as small as possible. Substituting into (2.10), we find, finally, that
Comparing (2.8) with (2.9), we see that the coefficient of \a\ in the Äpterm is greater in (2.8) by a factor of at least y/\v\ = N(n)x/4 ; hence, in practice, we can compute A(F, 1) using (2.8) more accurately (given a fixed number of Fourier coefficients c(a) ) than Q(F) using (2.9). This is the idea behind the second method of computing £2(F). Similar tricks were used in [8] .
Indirect method. If A(F, 1)^0, then we may compute Cl(F) indirectly by computing A(F, 1) via (2.8) and dividing by the ratio A(F, 1)/Q(F). Now each cycle {0, a/n} is in Hx (^o(n). Z), since n \ n. Thus, the right-hand side of (2.11) has the form n(n)Q.(F) with n(n) G Z, and we have the result
In practice, it is easy to compute the integer n(n) using modular symbols, by expressing each path {0, a/n} in terms of a basis for Hx(Xo(n), Z) and projecting onto the F-isotypic eigenspace. For the Euclidean fields this is done using the continued fraction convergents of a/n. In the non-Euclidean cases, a 'pseudo-Euclidean' algorithm was presented in [23] ; this can be used to determine generalized continued fraction convergents to the same effect.
Remarks. 1. From (2.11) it follows that {0, oo} G Hx(X0(n), Q), and from (2.12) that A(F, l)/fí(F) is rational for all rational newforms F. This fact was first proved for these forms in [13] .
2. We may also use (2.12) as a quick way of computing many eigenvalues c(n) of the newform F , once one such value and the value of A(F, 1)/Q(F) are known (at least if A(F, 1) ^ 0), since the right-hand side of (2.12) is independent of the prime n . An identical method was used in [8] . If A(F, 1 ) = 0, then a variation on this method can be devised, again similar to the methods of [8] .
Thus, to compute the period fl(F), we first compute the integer n(n) for one prime n not dividing n, using modular symbols. If n(n) ^ 0, then we compute A(F, 1) via (2. If, on the other hand, n(n) = 0, then A(F, 1) = 0 and this approach fails. We may use the direct method (2.9), though in practice the number of coefficients c(a) we need in order to obtain an accuracy of even three or four decimal places is rather large, and computing very many Hecke eigenvalues is time-consuming. Alternatively, we may use the trick of twisting by a quadratic character, as also used (over the rationals) by the first author in [8] . We now describe this method. Let I = (X) be a prime ideal of the ring of integers R not dividing 2n, and let X be the quadratic character modulo 1. In [6] we described the twisting operator Rx associated with x ' nere we denote F \RX by F <g> x and summarize the facts which we need. If F is a newform in S(n) = S(u) and I = (X) and x are as above, then
(1) F ® x is a newform in S^nl2) ; The latter two facts are proved in an entirely analogous way to the corresponding results for cusp forms over Q.
In (2.14), the "twisting cycle" y(X) is in the integral homology, since X is coprime to n ; hence we may express the integral ük L,X) F-ß as an integral multiple of the period Q(F). This integer n(X) may be computed using modular symbols by expressing y (X) in terms of a basis for the integral homology and projecting onto the F-isotypic eigenspace. Then we obtain the equation A(F®;M) = ^jW).
We must choose X, depending on the form F as well as the level n, to have the properties (1) £(e0) = +1 (so that F ® x is also a plusform); (2) x(v)t = -11 where e is the Wn-eigenvalue of F as above;
(3) n(X)¿Q (so that A(F ® x , 1) "¿0).
The second of these conditions, which is necessary for the third, ensures that the value L(F®x, 1) may be computed by the method described earlier (equation (2.8)). Taking into account the level nl2 and coefficients x(a)c(a) of F ® x, we obtain the following result. We have used this method to compute Q(F) whenever A(F, 1) = 0. In §4 we give examples of this method, giving in each case the twisting prime X, the value of A(F ® x, 1) to about eight decimal places, and the nonzero rational number \X\A{F ® x , 1)AW ■ There is still one situation in which this method fails: when the level n is a square, so that v is a square (up to a unit); then we will always have X(v) -+1 and so condition (2) above will not be attainable when e = +1 . This only occurred once in the range of our computations, at level ( 16) over Q(\A-2). However, in this case the awkward form was already a twist of a second form at the same level for which A(F, 1)^0, and the periods of the two forms were easily seen to be equal. Hence, we were never forced to resort to the less accurate direct method of computing the period O(F), although we did in fact compute the periods this way as well in many cases as a check on the calculations.
Remark. We need an efficient way of approximating the sum of series of the form (2.8) or (2.11), where the coefficients c(a) are determined recursively in terms of the c(n) for prime n, when we have the first several values of c(n). The method we use here is a straightforward generalization to the unique factorization domain R of the recursive method used in [8] , and originally in [1] .
Elliptic curves over K
In this section we describe the elliptic curve computations which were carried out. In each case we first find one elliptic curve F of conductor n, defined over K, for each newform F for To(n). If we have two or more newforms at the same level, we must of course find one curve for each, matching curves with newforms by comparing L-series. The procedures used to find the curves are described in §3.0. The next step ( §3.1) is to find all elliptic curves isogenous to E over K. Then for each curve we compute ( § §3.2-3.4)
• the order of the torsion subgroup, F(A^)tors ;
• the periods and area Q.(E) ;
• the local factors cp. In addition, for those curves E for which the corresponding form F has L(F, 1) = 0, we look for points of infinite order on E(K). In fact, we also know the sign e of the functional equation of L(F, s) as in (2.6), and we expect this to match the parity of the rank of E . In most cases we have either e = +1 and L(F, 1) ^ 0, or e = -1 and L(F, 1) = 0, and expect the rank to be 0 or 1, respectively. For two forms over Q(>/-19) we found e = +1 and L(F, 1) = 0 and expect the corresponding curves to have rank 2; in these cases we do find two independent points of infinite order, and in one case (where the curve is defined over Q ) we can confirm that the curve does indeed have rank 2. See §3.5 for details of this example.
The algorithms are described below in some detail, except for Tate's algorithm, which is so well known as to need no extra comment. Some of the algorithms are very similar to those used by the first author in his investigations of modular elliptic curves over Q, while in other cases there are new features involved in working over a number field. It is hoped that the ideas we have developed here will be useful in other investigations of elliptic curves over number fields. 3 .0. Finding the curves. Given a newform F for To(n) with rational Hecke eigenvalues ap, we wish to find a curve E of conductor n whose L-series L(E, s) is equal to L(F, s), at least up to the first several Euler factors.
Note that every elliptic curve over K has a global minimal model, since K has class number 1. Such a model has the standard Weierstrass equation v2 + axxy + a^y = x3 + a2x2 + a^x + a6 with the coefficients a, in the ring of integers R. Let 1, co be the standard Z-basis for R. We may also normalize the equation so that ax , a2, and a?, are reduced modulo 2,3, and 2, respectively: ax , as = u + vco with u, v G {0, 1}, and a2 = u + vco with u, v e {-1,0, 1}. It is easy to see from the standard transformation formulae for elliptic curves that the resulting equation for E is unique in all those fields for which R* = {+1, -1} ; over d^v7-!) we get two such equations, and over Q(v^3) we get three. In the latter cases we choose one of the equations arbitrarily. Such equations will be called reduced.
As a first step we ran a blanket search over all reduced equations with a4 and ¿*6 in some bounded region, keeping only those curves whose conductors (found using Tate's algorithm) were within the appropriate bound for the field K . This produced curves of most of the conductors desired. No other curves were found, except for those with complex multiplication in K, which do not correspond to cusp forms, as remarked in the introduction.
For the remaining conductors a more targeted search was carried out. (This is the same method as the first author used in [7] to find those curves listed as missing in [6] .) As well as knowing the conductor of the curve for which we are looking, we also know how many points the curve has modulo p for several small primes p , since this number is determined by the traces of Frobenius ap which are equal to the known Hecke eigenvalues for the form F. This gives us a restricted set of values modulo p for the coefficients of the curve. By using several such auxiliary primes, we can determine the possible coefficients of E modulo their product m = f] p, and hence eventually the coefficients themselves, once m is large enough that a4 and a^ are reduced modulo m. The primes p are chosen so that the number of possible equations modulo p is as small as possible, to speed up the search; if too many primes are needed, then the combinatorial explosion means that the running time becomes prohibitive.
In all but one case we were able to find a curve F corresponding to the newform F . This exceptional case is of some interest.
Over K = Q(\/-43) there is a newform F at level (1), in the 'minus' space S~ ( 1 ). This form is in fact the base-change lift of a cusp form / of weight 2 for To(432) over Q with coefficients in Q(\/6), which has 'extra twist' by Q(%/-43) in the sense of [9] . Attached to f is a two-dimensional abelian variety A which is simple over Q, whose endomorphism algebra over Q(\/-43) is isomorphic to the quaternion algebra (6'ñ43) . Since 6 is not a norm from Q(v/-43) to Q, this algebra is not split, and hence A remains simple over Q(\/-43) ■ If X is a quadratic character of R with conductor q , then the twist F ® x wiU be a newform at level q2 of eigenvalue -#(-1).
In particular, when x is the quadratic character modulo q = (to), where to = (1 + a/-43)/2 , we obtain a plusform F ® x f°r To(q2) = To(<Ji -11) which has no corresponding elliptic curve. This newform (and its conjugate at level to2 ) were found in [23] .
In all other cases we found an elliptic curve E of conductor n whose first 50 traces of Frobenius ap agreed with the Hecke eigenvalues of the newform F for To(n), for each of the rational newforms in the range of our investigation over all nine fields.
3.1. Isogenies. Given an elliptic curve E over the field K, we now wish to find all curves isogenous to E over K. We may use Vélu's formulae [20] to find an /-isogenous curve if we have the coordinates of the points of a subgroup of F of order / defined over K. Finding such coordinates by algebraic means is troublesome, except when the subgroup is pointwise defined over K, and instead we resort to a floating-point method similar to the one used by the first author in compiling tables of elliptic curves over the rationals.
First we find the period lattice A = [tox, to2] of E ; see §3.3 below for how we do this. For each prime / that we wish to consider, we list the points z g C/A of each of the / + 1 subgroups of order /. We then evaluate numerically the Weierstrass functions p(z) and p'(z) to obtain complex floating-point approximations to the x-and y-coordinates of the /-division points. Substituting into Velu's formulae, we obtain the coefficients of all / + 1 curves over C which are /-isogenous to F over C. If these coefficients are close to integers (in R ), we round them and check that the resulting curve over K has the right conductor n. It is possible that the isogenous curve might be defined over K but with nonintegral coefficients; however, it is easy to see from the /-division equation and Vélu's formulae that at worst we would have l'a, G R for /' G {1, 2, 3, 4, 6}. Hence, we also try rounding these scaled coefficients.
The resulting program finds /-isogenous curves very quickly for any given prime /. We ran it for all primes / < 13 , applying it recursively to each new curve found until we had a set of curves closed under /-isogeny for these values of /. In the semistable case ( n square-free) this is guaranteed to be a complete isogeny class, since no /-isogenies can exist for primes / > 13. To see this, we combine Serre's result [17] that at least one of a pair of semistable /-isogenous curves must have a point of order / defined over K, and Kamienny's result [12] that an elliptic curve over an (arbitrary) quadratic field can have a point of prime order / only for / < 13.
It is possible that we might have missed higher-degree isogenies in the nonsemistable cases.
3.2. Torsion. To determine the torsion subgroup of an elliptic curve defined over a number field, we may use the Lutz-Nagell Theorem. The situation is slightly more complicated than over Q, on account of the ramified primes: first we have to find a model for the curve in which all torsion points are integral. Proposition 3.1. Let E be an elliptic curve defined over a quadratic or cubic number field K with ring of integers R, given by an equation Proof. We use the form of the Lutz-Nagell-type results given in Lang's book [14, Chapter III] . By Theorem 2.1 (op. cit.), if P has order n and is not integral, then n must be a prime power, say n = pm , and the denominator of xq divides the ideal flp|p Pr" > where 0 < rp < ep/2, and even 0 < rp <ep/4 if the coefficient a of x2 is zero. Here, ep is the ramification degree of p. In a cubic or quadratic field this forces rp to be zero, and xq integral, in the case a = 0. If a t¿ 0 and p is unramified, the same holds.
If a ^ 0, we can always complete the cube after scaling the equation (*) as follows: set Y = 33y, X = 32x + 3a, B = ilb-21a2, and C = 729c + 54a3 -243ab. Then (X, Y) satisfies the equation f**\ Y2 = X3 + BX + C, and so X(P) and Y(P) are integral as above. Thus 32*o and 33yo are also integral, and P must have order a power of 3. In the case K = Q(\/^3) we may achieve the same effect with the scaling transformation Y = (\/-3)3y, X = (S^3)2x -a, B = 9b -3a2, and C = -21c -2a3 + 9ab. D
In practice then, before searching for torsion points, we complete the square in a Weierstrass equation (if necessary) to obtain an equation of the form (*); when K = Q(-\/-3) (the only one of our fields in which 3 is ramified), we carry out a further scaling and complete the cube as above, to obtain an equation of the form (**). We now have a model for our curve in which all torsion points are integral.
Finally, we apply the standard trick to bound the y-coordinate of torsion points (see [14, Theorem 1.4] ): if P is torsion, then P and 2F are both integral, and then either y(P) = 0 (and P has order 2) or y(P)2 divides the discriminant A, where A = a2b2 -4a3c + ISabc -4b3 -21c2. This gives us a finite number of values of y to check; for each, we attempt to solve the cubic for x G R, to obtain all torsion points on E.
Note that we are actually determining all points P such that both P and 2P are integral (in the possibly scaled model for E ), which includes all torsion points, but may also include points of infinite order. To determine whether a given integral point has finite or infinite order, we simply compute multiples mP successively until either mP = 0, in which case P has order m, or mP is not integral, in which case P has infinite order. If we find points of infinite order at this stage, we keep a note of them for later use (see §3.5).
3.3. Periods. Let E be an elliptic curve defined over the complex numbers C, given by a Weierstrass equation. Let Xx ,X2 be a Z-basis for the period lattice A. We wish to compute the periods X,, as well as the quantity fi(F) = |Im(I7A2)|.
We do this using Gauss' arithmetic-geometric mean. Write the equation for F in the form y2 = (x -ex)(x -e2)(x -e-i),
where the roots e, are found as complex floating-point approximations (using Cardano's formula, say). Then the periods are given by A »_ A =_ni_ the standard formulae
where q = exp(2niXx/X2). In every case we obtained the correct values (known exactly from the coefficients of the minimal Weierstrass equation) to within computational accuracy.
3.4. Local factors. We have implemented Tate's algorithm for elliptic curves over imaginary quadratic fields, in order to compute conductors and minimal equations. The local factors cp for all bad primes p are obtained at the same time.
3.5. Points of infinite order. For each curve F we ran a search program looking for AT-rational points of infinite order on E. Writing such a point (essentially uniquely) as (x, y) = (a/c2, b/c3) with a, b, c e R, and gcd(a, c) = gcd(b, c) = 1, we search through c (modulo units) and through a coprime to c. Given a and c, we attempt to solve the appropriate quadratic equation for b G R. To speed up this procedure, for each denominator c we precompute for about 10 auxiliary primes p the residue classes modulo p to which a must belong if the equation for b is to be soluble modulo p . Each candidate value of a can then first be checked to see if it is admissible modulo each auxiliary prime before the more time-consuming step of attempting to solve for b . This improvement to a naive search resulted in a major time saving in some cases, though for most of the curves on which we expected to find points of infinite order, such a point was found very quickly anyway. (In some cases we had already found such a point during the search for torsion points.) For those curves F which are defined over Q, we could alternatively just look for Q-rational points on both F and its twist F(i/), where K = Q(Vd). In these cases we computed the rank of E(K) from the elementary result mnk(E(K)) = rank(F(Q)) + rank(F(i/)(Q)), using our 2-descent program to compute ranks of curves over Q. We have not yet implemented a program to compute ranks of general curves over quadratic fields.
For example, take the curve E.
y2 + y -x3 -x2-2x+ 2 of conductor (3\/-19) over K = Q(\/-19), which is defined over Q. The conductor of E over Q is (57), and rank(F(Q)) = 1 with generator (2, 1). The (-19)-twistis F<-'9): y2+y = x3 + x2-842x-10633, which has conductor (1083) = (3)(19)2, and rank 1 also. Hence, rank(F(A^)) = 2, and we have independent points (2, 1) and (1+4(0, 15-12co) on E(K).
Furthermore, the corresponding form F at level (3%/-19) over K has the properties that L(F, 1) = 0, and the sign of the functional equation of L(F, s) is +1, so that the order of L(F, s) at 5 = 1 is even and at least 2.
Examples and results
In this final section, we illustrate the methods described above with a series of examples, showing the various different situations which can arise for the nine fields under consideration. Complete tables giving all the results of our computations formed part of [23] , but are not included here for reasons of space; they may be obtained from the first author via electronic mail.
We do not give here the Hecke eigenvalues of the newforms; these (for the first 15 primes in each field) can be found in [6] for the Euclidean fields, and in [23] for the non-Euclidean fields. In the following examples we have attempted to obtain eight decimal places accuracy, computing up to 500 Hecke eigenvalues; however in some cases (particularly over the fields Q(\/-43) and Q(i/-67) ) we had to be content with less accuracy.
First we give a table showing, for each field K = Q(^/^d), the range of levels n covered and the number of rational newforms F found. The bounds on the norm N(n) are taken from [6 and 23] . Here we only count one of each pair of conjugate levels n, ñ. Note that no rational newforms were found over Q(v/-163) at the levels considered. It has not yet been possible, for practical implementation reasons, to run the program on higher levels such as (11) or (V-163) over this field, where we would have expected to find rational newforms lifted from Q, corresponding to elliptic curves defined over Q of conductors 11 and 163, respectively. Again, we observe that £l*(D) ^ Q(F) to eight decimal places. In this case we expect the curve to have rank 1, and the rank is certainly positive since the point (0, 0) has infinite order. Using X = 3 + p, we compute A(F ® x, 1)W/^(F) = 2 , and A(F <g> x, 1) -5.39169497 (using 300 primes), so that Cl(F) ^ 9.72001634. We found an Here we can only compare periods, and note that Q.*(A) ^ Ü(F) to eight decimal places, so that A is the 'strong' curve. The point (1,0) has infinite order on curve A , which we expect to have rank 1. The space S+(2to) is 5-dimensional, with a twodimensional space of oldforms from level (\/-19) and three newforms. One of these shows a new phenomenon which can occur. We have A(F, 1)/Í2(F) = 16/5, and we compute (using 200 primes) A(F, 1) ^ 1.99511543, so that Í2(F) ^ 0.62347357. We found an isogeny class of two 5-isogenous curves of conductor (3 -6to) which correspond to F (these curves are defined over Q with conductor (57) over Q): as well as £l*(A) ^ fi(F), so that A would be the 'strong' curve. It would be interesting to carry out a 2-descent on these curves to support this hypothetical value of | LU |.
It is also interesting to notice that of the other two newforms at this level, one has the properties that A(F, 1) = 0 with the sign of the functional equation being +1 , and the corresponding curve has rank 2 (see §3.5). This phenomenon, where a curve of rank 2 appears at the same level as one with nontrivial LTJ, occurred twice in the first author's computations over the rationals in [8] , with conductors 571 and 681. Again, we observe that Q*(A) and £2(F) are approximately equal. In this case we expect the curve to have rank 1, and the rank is certainly positive since the point (-1, -2) has infinite order. 
