Abstract. With the increasing complexity of automotive network, Ethernet is gradually used for internal communication. In order to satisfy the requirements of vehicle communication, the network needs to have the characteristic of seamless redundancy. IEEE P802.1CB is one of the TSN (Time-Sensitive Networking) active projects, which provides seamless redundancy character for Ethernet network by frame replication and elimination at flexible position to improve reliability.
Introduction
With the increasing complexity of automotive network, traditional Controller Area Network (CAN) cannot satisfy internal communication bandwidth requirements such as enhanced safety and entertainment solutions [1] . So Ethernet is gradually used for internal communication.
Different from CAN bus, automotive Ethernet with BroadR-Reach technology is point-to-point technique, which means several switches are needed when frames are delivered between end stations. For traditional Ethernet network, if one switch fails, the frames will be lost, and several seconds are needed to find a new way for frame delivery, which is unacceptable for vehicle critical communication. In order to provide the specifications that allow time-synchronized low latency streaming services through 802 networks, IEEE 802.1 Time-Sensitive Networking Task Group [2] is founded to satisfy the harsh environment communication requirements.
P802.1CB [3] is one of the TSN (Time-Sensitive Networking) active projects, which provides seamless redundancy character for Ethernet network by frame replication and elimination to improve reliability [4] . Compared with Parallel Redundancy Protocol (PRP) and High-availability Seamless Redundancy (HSR) [5] , P802.1CB does not restrict network topology to independent part (PRP) or ring (HSR). So the question comes with flexibility of seamless redundancy is how to evaluate the benefit of redundant topologies. This paper introduces one way to calculate failure rate for a given network topology. Calculation results show the frame failure rate between any nodes in the network, so network designers can check if the failure rates of all nodes meets their requirements and know the improvement of failure rate from old topologies.
The rest of this paper is organized as follows: in Section 2, the standard P802.1CB seamless redundancy protocol is briefly introduced. Next, Section 3 describes how to calculate failure rate with reachable matrixes. In Section 4, the failure rate for a given topologies is calculated with MATLAB to verify the results. Finally, conclusions and suggestions for future work are provided in Section 5.
Seamless redundancy
Highly seamless communication with fault tolerance is one of the key requirements for Ethernet-based, mission-critical and real-time systems, such as substation automation system (SAS) networks and other industrial Ethernet networks [6] . Since traditional Ethernet does not provide such 5th International Conference on Measurement, Instrumentation and Automation (ICMIA 2016) capability, some fault-tolerant Ethernet protocol have been developed [5] . The parallel redundancy protocol (PRP) and the high-availability seamless redundancy (HSR) protocol, standardized as IEC62439-3, are provided for seamless communication. But these protocol are restricted to ring or independent part as follows: Figure 1 . Topologies of PRP and HSR P802.1CB provides 802-compatible solutions for fault tolerance without failover. Apart from seamless redundancy, flexible position is another character, which means this stander will work on all LAN topologies. Figure 2 . Topologies of P802.1CB Fig. 2 illustrates an example; a sequence number is generated and encoded into each packet in the leftmost box. Sequence recovery functions eliminate duplicate packets, and the non-duplicate packets are copied as a new Member Stream (with sequence numbers unchanged) at two intermediate points.
The final two Member Streams are brought together and the duplicates are eliminated at the destination at right. This configuration protects against all 7 possible one-link failures, and against 16 of 21 possible two-link failures [4] .
Failure rate calculation

Network description
In order to describe network topology, V is taken as the set of nodes (a node may be a switch or end station), and E as the set of lines (full duplex Ethernet link), then G= (V, E) is described as the network topology. As the fig. 3 shows, V={1,2,3,4}, E={{1,2},{2,3},{2,4}}.
Failure may occur on any lines or any node. For a real network, frames may be lost when failure occurs such as link failure, connector failure and node failure. However, from the view of calculation, the reason for frame lost is not important. Only two types of failure are used. As fig. 3 shows below, line failure means frames fail to pass one link and node failure means node cannot deliver frame to other node. Figure 3 . Line failure and node failure When the network is working, different nodes or lines may have different failure rates. For example, the node works under environment of high electromagnetic interference is more likely to fail compared with regular node. Assume failure rate for node n is p n , and failure rate for line between node k and j is p kj , then V and E can be extended to V1= {{1, p 1 }, {2, p 2 }, {3, p 3 }, {4, p 4 }} and E1= {{1, 2, p 12 }, {2, 3, p 23 }, {2, 4, p 24 }}.
Network failure rate calculation In order to get the failure rate for any given network topology, the simplest way is to enumerate all possible failure states. For each failure state, it is easy to calculate the probability of occurrence. Take the failure state in the left of fig. 3 for example, occurrence P= (1- (1-p 24 ) . At the same time, new set V_sub = {1, 2, 3, 4} and E_sub = {{2, 3}, {2, 4}} can be used to describe this failed network topology. V_sub and E_sub can be translated to adjacency matrix A.
A is an n×n matrix (n is number of nodes), if there are k lines between node i and node j, then a ij =a ji =k. Matrix A, A 2 , A 3 show the reachability between nodes. Node i and node j is reachable as long as a ij in any of three matrixes is not zero. The failure rate between node i and node j should be the sum of all P which node i and node j are unreachable.
Calculation acceleration
With the increasing number of nodes, the algorithm is significantly increased. For a network with n nodes and k lines, there are 2 (n+k) possibilities of failure states. For each state, n-2 matrix multiplications are needed. This is not an easy job thus some methods are used to reduce calculation.
(1) Network simplification Sometimes there are simple nodes in the network. As fig. 4 shows, these nodes are connected as a chain. If any line or node fails, this chain is break. So this chain can be simplified to one node,
. Then the number of enumeration is reduced. 
Algorithm implementation
The calculation method in the last chapter is easy to implement with MATLAB (Matrix Laboratory). In order to verify the correctness of the calculation process, various network structures can be used to validate the algorithm. fig. 5 shows, it is a ring network with three cross-links. According to analysis [7] , more cross-link will lead to better network performance. Assume node failure rate is 0.0024, and then frame failure rate between node 23 and node 24 is 2.71e-04. However, reference [7] introduced only node failure without link failure and lack results for other nodes. In order to calculate the failure rate of other nodes, the method of calculation in this paper can be used.
Assume node failure rate is still 0.0024, and set line failure rate to 0.0001, then V1 and E1 can be generated: V1= {{1, 0.0024}, {2, 0.0024} … {23, 0.0024}, {24, 0.0024}} E1= {{1, 3, 0.0001}, {3, 5, 0.0001} … {24, 2, 0.0001}, {24, 1, 0.0001}} There are C 2 24 = 276 results for the network in fig. 5, as table1 and fig. 6 show below. Figure 6 . Network failure rate After the data is sorted, the most likely failure of frame transmission occurs between nodes 23 and 24 with failure rate 0.0050814117. The least likely failure is 0.0047942586 between nodes 5 and 6 or between nodes 17 and 18.
Conclusions
This paper demonstrates failure rate calculation process of seamless redundancy network. The definition of input data, calculation principle and optimization method are introduced. Finally, an example network is analyzed with MATLAB and the results show the failure rate for frame delivery. It also show the benefit of redundancy of network. For network designers, these results can be used to analyze the reliability of the network. By comparing the calculation results of different networks, designers could clearly understand the influence of each connection, and it is convenient to remove the over redundant connection to ensure the economy of the design.
