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SHARPER BOUNDS FOR THE CHEBYSHEV FUNCTION θ(x)
SAMUEL BROADBENT, HABIBA KADIRI, ALLYSA LUMLEY, NATHAN NG, KIRSTEN WILK
Abstract. In this article, we provide explicit bounds for the prime counting functions θ(x) in
all ranges of x. The bounds for the error term for θ(x) − x are of the shape ǫx and ckx
(log x)k
, for
k = 1, . . . , 5. Tables of values for ǫ and ck are provided.
1. Introduction
1.1. History. In 1852 Chebyshev [5] proved that if x is large enough, then
0.9212
x
log x
≤ π(x) ≤ 1.1056 x
log x
as x→∞,
where π(x) denotes the number of primes less than or equal to x. It was the first major step towards
the prime number theorem. He introduced what are now referred to as the Chebyshev functions:
θ(x) =
∑
p≤x
log p, and ψ(x) =
∑
pk≤x,k≥1
log p,
and he proved that for all x ≥ 30
Ax− 52 log x− 1 < ψ(x) < 65Ax+ 54 log 6 (log x)2 + 54 log x+ 1,
and
Ax− 125 Ax
1
2 − 58 log 6 (log x)2 − 154 log x− 3 < θ(x) < 65Ax−Ax
1
2 + 54 log 6(log x)
2 + 52 log x+ 2
where A = log(2
1
2 3
1
3 5
1
5 30−
1
30 ) = 0.9212 . . . and 65A = 1.1055 . . .
1.
As a consequence, there exists x0 > 0 such that
0.9212x ≤ ψ(x) ≤ 1.1056x for all x ≥ x0
and that there exists x1 > 0 such that
0.9212x ≤ θ(x) ≤ 1.1056x for all x ≥ x1.
Such bounds are now known as Chebyshev bounds. Over the years, many other elementary argu-
ments have yielded improved bounds: 2
Author
Bounds for ψ(x)/x Bounds for θ(x)/x
upper lower range upper lower range
Erdo¨s (1932) [16] 1.38629 - x > 0 - - -
Hanson (1972) [22] - - - 1.09861 - x > 0
Grimson & Hanson
1.09861 - x > 0 1.0508 - x > 0
(1977) [20]
Deshouillers 1.07715 - x > 0 - - -
(1977) [10] - 0.92129 x ≥ 59 - - -
2000 Mathematics Subject Classification. 11N05, 11M06, 11M26.
Key words and phrases. prime number theorem, ψ(x), θ(x), explicit formula, zeros of Riemann zeta function.
1There is a typo in the definition of A in [5] on p. 376. We have given a corrected definition of A.
2These are the elementary bounds we are aware of. If readers know of others please let us know.
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The Prime Number Theorem, as proven independently by de la Valle´e Poussin [50] and Hadamard
[21] in 1896, states that the number of primes up to x satisfies
π(x) ∼ x
log x
as x→∞.
It can also be easily reformulated as
ψ(x) ∼ x and θ(x) ∼ x as x→∞.
The essence of the proof as suggested by Riemann is to relate ψ(x) to the zeta function ζ(s). This
allows one to use the properties of the zeros of ζ, and in particular their location in the complex
plane. For instance, Hadamard and de la Valle´e Poussin proved that ζ(s) does not vanish on the
vertical 1-line. By refining this result, de la Valle´e Poussin proved in 1899 that the error term
in estimating π(x) − li(x) (and θ(x) − x and ψ(x) − x) is asymptotically of size x exp(−c√log x).
Between 1941 and 1976, Rosser and Schoenfeld (together or separately) developed a program of
determining explicit results for the Chebyshev functions, as well as various finite sums and products
over primes, including Mertens sums, and the size of the nth prime. We provide a sample of the
numerous inequalities they established:
0.980x ≤ θ(x) ≤ 1.019x, for all x ≥ e20 [39],
x
log x
< π(x) < 1.25506
x
log x
, for all x ≥ 17 [41, Corollary 1],
|ψ(x) − x|, |θ(x)− x| < x
√
log x exp
(−√ log xR ) [41, Theorem 11],
|ψ(x) − x|, |θ(x)− x| < 0.0242269 x
log x
, for all x ≥ 108 [42, Theorem 7]
with R = 17.51 . . .. Here is a non-exhaustive list that the interested reader can consult: Axler [1],
Bu¨the [4], Costa-Pereira [7], Dusart [15], Faber and Kadiri [17], and Trudgian [49].
1.2. Main Theorem. Our goal is to give a comprehensive and complete description of how to
obtain an explicit bound for the error term for θ(x) of the form x
(log x)k
, no matter the size of x and
for values of k that are most widely used.
Theorem 1. Let k be an integer with 0 ≤ k ≤ 5. For any fixed X0 ≥ 1, there exists mk > such
that, for all x ≥ X0
(1.1) x
(
1− mk
(log x)k
)
≤ θ(x).
For any fixed X1 ≥ 1, there exists Mk > 0 such that, for all x ≥ X1
(1.2) θ(x) ≤ x
(
1 +
Mk
(log x)k
)
.
In the case k = 0 and X0,X1 ≥ e20, we have
m0 = ε(logX0) + 1.03883(X
−1/2
0 +X
−2/3
0 +X
−4/5
0 ) and M0 = ε(logX1).
See Table 14 for values of m0 and M0, and Table 15 for values of mk and Mk, for k ∈ {1, 2, 3, 4, 5}.
Here ε(b) is a positive constant associated to ψ(x), defined in the next theorem.
The proof of Theorem 1 is given in Section 3. In addition, the reader will find there the first formal
algorithm to automatically deduce new bounds for θ(x) every time new bounds are generated for
ψ(x). In particular, we describe how the values for mk and Mk depend on ǫ(b). We have also
produced extended versions of Tables 8 - 15 in [2] which will be made available on our personal
webpages and on the arXiv.
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Bu¨the’s [4, Theorem 2, (1.7)] implies that, for all x < 1019, θ(x) < x , giving Mk = 0 for all k
and x in this range. In addition we did direct calculations for values of x up to 7 · 1011 (see Table
13). Thus Theorem 2 gives relevant values for mk,Mk for X0,X1 > 7 · 1011 > e27 as listed in Table
15. For more extensive calculations of mk,Mk, we refer the reader to Tables in [2]. For instance,
we obtain from [2, Table 14 and Table 15] respectively that, for all x ≥ 1019,
1.9338 · 10−8 < θ(x)− x
x
< 1.9667 · 10−8 and∣∣∣∣θ(x)− xx
∣∣∣∣ < 3.79 · 10−5(log x)2 .
The following result gives explicit bounds for ψ(x) and is based on the articles [3], [4] and [37].
Theorem 2 (Bu¨the, Platt-Trudgian). Let b > 0. Then there exists a positive constant ǫ(b) such
that
(1.3)
∣∣∣∣ψ(x)− xx
∣∣∣∣ ≤ ǫ(b), for all x ≥ eb.
We use [3, Theorem 2], [4, Theorem 1] and [37, Theorem 1] to compute a more exhaustive list of
values for ǫ(b) which we need for our calculations of mk,Mk. In particular details of the calculations
of ǫ(b) are provided in Appendix A and tables of values are given in Table 8 of Appendix B. The table
lists the best values obtained using either of these techniques. Bu´the’s uses a smoothing technique
as introduced in [17] with a weight arising from Logan function, while Platt and Trudgian use
a truncated Perron’s formula combined with the zero density obtained in [25]. Bu¨the’s technique
leads to better bounds when x < e2300 while Platt and Trudgian’s one works better for larger values
of x. For instance for all x ≥ e3000, the method from [37] gives ǫb = 4.60 ·10−14, and for all x ≥ e46,
method from [4] gives ǫb = 6.95 · 10−9. Improved estimates for ψ(x) may be used to derive new
bounds for θ(x). More precisely, we have
|θ(x)− x| ≤ |ψ(x)− x|+ ψ(x)− θ(x),
where ψ(x) − θ(x) introduces an error term of size √x. We study this term in Section 2, and
Theorem 5 provides a refinement to [42] and [15]. We give just below a non-exhaustive 3historical
recollection of bounds of the type (1.1) and (1.2). The values in Tables 1-5 make use of explicit
formula techniques.
In the case k = 0 and X0 = 1 of Theorem 1 we are able to reduce the bound 1.75 · 10−7 due to
Platt and Trudgian ([36], see Table 1) to 1.94 · 10−8:
Corollary 2.1. We have
θ(x) ≤ (1 + 1.93378 · 10−8)x for all x ≥ 0
Proof. We put together the fact that θ(x) < x for 0 < x ≤ 1019 ([4, Theorem 2, (1.7)]) and that
M0 = ε(19 log 10) = 1.93378 · 10−8 (from Table 8 with k = 0 and X1 = 1019). 
In the case k = 1 and X0 = e
35 ≈ 1.586 · 1015 of Theorem 1, we reduce the bound 3.888 · 10−5 due
to Dusart ([13], see Table 2) to 1.732 · 10−6.
3 We have listed the bounds of the type (1.1) and (1.2) that we found in the literature. If readers knows of others
please let us know.
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Table 1. Case k = 0
Author m0 X0 M0 X1
Rosser (1941) [39]
- - 0.0376 1
0.0393 e13.8 0.0376 e13.8
0.0328 e15 0.0321 e15
0.02 e20 0.0199 e20
Rosser & Schoenfeld (1962) [41]
0.16 101 - -
0.05 1 427 - -
0.02 7 481 - -
- - 0.01624 1
Rosser & Schoenfeld (1975) [42]
0.015 11 927 - -
0.010 32 057 - -
0.005 89 387 - -
0.002 487 381 - -
0.001316 1 319 007 - -
- - 0.001102 1
Schoenfeld (1976) [45]
0.001303 1 155 901 - -
- - 0.001093 1
Platt & Trudgian (2016) [36] - - 1.75 · 10−7 0
Table 2. Case k = 1
Author m1 X0 M1 X1
Rosser (1941) [39]
2.85 2 2.85 2
0.96 e2000 0.96 e2000
Rosser & Schoenfeld (1962) [41]
0.50 563 0.50 1
0.47 569 0.47 569
Rosser & Schoenfeld (1975) [42]
0.02500 678 407 0.02500 678 407
0.02424 758 699 0.02424 525 752
Schoenfeld (1976) [45] 0.02310 758 711 0.02310 758 711
Dusart (1999) [12] 6.788 · 10−3 10 544 111 6.788 · 10−3 10 544 111
Dusart (2010) [13, Table 6.4-6.5] 3.888 · 10−5 e35 3.888 · 10−5 e35
Table 3. Case k = 2
Author m2 X0 M2 X1
Rosser and Schoenfeld (1975) [42] 8.6853 1 8.6853 1
Schoenfeld (1976) [45] 8.0720 1 8.0720 1
Dusart (1999) [12] 0.2 3 594 641 0.2 3 594 641
Dusart (2010) [13, Table 6.4-6.5] 0.140 · 10−3 e35 0.140 · 10−3 e35
Trudgian (2016) [49, Lemma 1] 0.450 · 10−3 e35 0.450 · 10−3 e35
Note that in the case k = 2 and X0 = e
35, Dusart’s calculation [13] of 0.140 · 10−3 was based
on assuming Wedenevski-Gourdon’s verification of the Riemann Hypothesis up to height 1013 [51]
while Trudgian’s [49] 0.450 · 10−3 is “worse” as based on Platt’s rigorous verification at the lower
height of 3 · 1010 [34]. We improve both of these results by obtaining m2 = M2 = 6.145 · 10−5 for
X0 = X1 = e
35.
In the case k = 3 and X0 = X1 = e
30 of Theorem 1, we obtain m3 = M3 = 0.0244. Observe that
this improves Dusart’s [13] bound of 0.35 (see Table 4 below). In addition, we recover Axler’s [1,
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Table 4. Case k = 3
Author m3 X0 M3 X1
Rosser and Schoenfeld (1975) [42] 11 762 1 11 762 1
Schoenfeld (1976) [45] 10 644 1 10 644 1
Dusart (1999) [12] 515 1 515 1
Dusart (2010) [13, Table 6.4-6.5] 0.35 e30 0.35 e30
Theorem 1.1]: for x ≥ 19 035 709 163 > e23, m3 = 0.15 and for x ≥ 1, M3 = 0.15. In particular,
0.15 is attained at the prime p841 508 302 = 19035 709 163.
Table 5. Case k = 4
Author m4 X0 M4 X1
Rosser and Schoenfeld (1975) [42] 107 1 107 1
Schoenfeld (1976) [45] 16 570 000 1 16 570 000 1
Dusart (1999) [12] 1 717 433 1 1 717 433 1
Dusart (2010) [13, Tables 6.4-6.5] 1 300 1 1 300 1
In the case k = 4 and X0 = X1 = 1 of Theorem 1, we have m4 =M4 = 151.3: as noticed by Dusart
[15], the value 151.2235 . . . is a max attained at the prime 1 423. For X0 = X1 = 7 · 1011, we find
m4 =M4 = 57.184.
1.3. The conjectural size of θ(x). In this article, we have attempted to establish the best-known
Chebyshev-type bounds for θ(x). Note that de la Valle´e Poussin’s proof of the prime number
theorem [50] actually yields θ(x) = x + O(x exp(−c√log x)) for some c > 0. Furthermore, Platt
and Trudgian [37] have established for x0 ≥ 1000, there exist positive constants A,B,C such that
for all x ≥ x0
(1.4) |θ(x)− x| ≤ A
(
log x
R
)B
exp
(
−C
√
log x
R
)
.
Recently, Bu¨the [3] has shown that under partial RH (true when 1 ≤ |γ| ≤ T ), then
(1.5) |θ(x)− x| ≤ 1
8π
√
x(log x)2
for all x ≥ 599 satisfying 4.92( xlog x)
1
2 ≤ T . For instance, for Platt’s T = 3.061 · 1010, (1.5) holds
for 599 ≤ x ≤ 1.89 · 1021. Conditionally on RH being true, Schoenfeld [45, Theorem 10] has shown
that (1.5) holds for all x ≥ 599. These are effective versions of a theorem by von Koch [26]. To
date, the constant 18π has not been improved. It may be asked, what is the true size of the error
term on the right hand side of (1.5). The explicit formula of Riemann tells us that on the Riemann
hypothesis
θ(x)− x√
x
= −1− 2Re
(∑
γ>0
xiγ
1
2 + iγ
)
+ · · ·
where 12+iγ ranges through the non-trivial zeros of zeta. It is known under the Linear Independence
Hypothesis (LI) 4 that the distribution of values of (θ(x) − x)/√x is the same as that of the
random variableX = 2Re
(∑
γ>0
Xγ
| 1
2
+iγ|
)
where theXγ are independent random variables, uniformly
4LI is the conjecture that the positive ordinates of the zeros of ζ(s) are linearly independent over Q.
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distributed on the unit circle. By giving sharp estimates for the probability of the tail of X, it may
be shown that exp(−c2
√
V e
√
2πV ) ≤ P (x ≥ V ) ≤ exp(−c1
√
V e
√
2πV ), for some c1, c2 > 0. This
suggests that
lim sup
x→∞
θ(x)− x√
x(log log x)2
=
1
2π
and lim inf
x→∞
θ(x)− x√
x(log log x)2
= − 1
2π
.
This conjecture in the case of ψ(x) is due to Montgomery [30].
2. Bounding ψ(x) − θ(x).
In this section we give bounds for ψ(x)− θ(x) of the shape
(2.1) ψ(x)− θ(x) ≤ a1x
1
2 + a2x
1
3 for all x ≥ x0
where a1 and a2 depend on x0. Rosser and Schoenfeld [42, Theorem 6] established this with
a1 = 1.001102, a2 = 3, and x0 = 1. Recently, Dusart [15, Corollary 4.5] improved this bound to
a1 = 1+ 1.47 · 10−7 and a2 = 1.78 for x0 = 1. As we apply such a bound to various other values of
x0, we are able to reduce the values of a1 and a2.
Proposition 3. Let x0 ≥ 28. Let α > 0 exist such that θ(x) < (1 + α)x for x > 0. Then for
x ≥ x0,
(2.2)
⌊
log x
log 2
⌋∑
k=3
θ(x
1
k ) < ηx
1
3
where
(2.3) η = (1 + α)max
(
f(x0), f(2
⌊
log x0
log 2
⌋
+1
)
)
with
(2.4) f(x) :=
⌊
log x
log 2
⌋∑
k=3
x
1
k
− 1
3 .
Proof. Let x ≥ x0 > 28 = 256. Bounding each θ(x 1k ) term of (2.2) by (1 + α)x 1k yields
ψ(x)− θ(x)− θ(x 12 )
x
1
3
≤ (1 + α)
⌊
log x
log 2
⌋∑
k=3
x
1
k
− 1
3 .
Next, we divide the interval [x0,∞) as follows. As 2
⌊
log x0
log 2
⌋
+1 is the least power of 2 in [x0,∞), we
have
[x0,∞) = [x0, 2
⌊
log x0
log 2
⌋
+1) ∪
∞⋃
n=
⌊
log x0
log 2
⌋
+1
[2n, 2n+1).
Observe that f(x) decreases on [2n, 2n+1) and thus f(x) ≤ f(2n) for every x ∈ [2n, 2n+1). Note
that f(2n) = 1 + un where un =
∑n
k=4 2
n
k
−n
3 . We now show that un+1 ≤ un for n ≥ 9. We have
(2.5) un+1 − un =
n∑
k=4
2
n+1
k
−n+1
3 (1− 2 13− 1k ) + 21−n+13 = 2−n+13
(
2−
n∑
k=4
2
n+1
k (2
1
3
− 1
k − 1)
)
.
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Observe that if n ≥ 20, then
n∑
k=4
2
n+1
k (2
1
3
− 1
k − 1) > 2n+14 (2 13− 14 − 1) ≥ 2 214 (2 13− 14 − 1) > 2
and it follows that un+1 − un < 0 for n ≥ 20. Finally, a numerical calculation verifies that the
right hand side of (2.5) is negative for 9 ≤ n ≤ 19. Therefore it follows that f(2n) ≥ f(2n+1)
for n ≥ 9. Similarly, we see that f(x) ≤ f(x0) for x ∈ [x0, 2
⌊
log x0
log 2
⌋
+1), since f(x) decreases on
[2
⌊
log x0
log 2
⌋
, 2
⌊
log x0
log 2
⌋
+1
). In summary, f(x) ≤ max(f(x0), f(2⌊ log x0log 2 ⌋+1)). 
We now apply the case where x0 = e
b to obtain the following corollary.
Corollary 3.1. Let b ≥ 7. Assume x ≥ eb. Then we have
ψ(x)− θ(x)− θ(x 12 ) < ηx 13
where
(2.6) η = (1 + 1.93378 · 10−8)max
(
f(eb), f(2
⌊
b
log 2
⌋
+1)
)
and f is defined by (2.4).
Proof. We apply Proposition 3 with α = 1.93378 · 10−8 from Corollary 2.1. 
The next result is a general version of [42, Theorem 6, eq (5.3)] and [15, Corollary 4.5]. The two
inputs we take are a Chebyshev Bias constant x1 such that θ(x) < x for x ≤ x1 and a bound for
|ψ(x) − x| for x ≥ y0 for every y0 > 0. These are used in conjunction with Corollary 3.1 to prove
Theorem 5.
Proposition 4. Let b ≥ 7 and assume that for fixed b, there exists a positive constant ε(b) such
that
|ψ(x)− x| ≤ ε(b)x for all x ≥ eb.
Assume there exists x1 ≥ e7 such that
θ(x) < x for all x ≤ x1.
Then, if b ≤ 2 log x1, we have
θ(x
1
2 ) < (1 + ε(log x1))x
1
2 for x ≥ eb.
If b > 2 log x1, then we have
θ(x
1
2 ) < (1 + ε(b/2))x
1
2 for x ≥ eb.
Proof. We bound θ(x
1
2 ) by cases depending on the range of x we are considering. We shall consider
cases.
Case 1: eb ≤ x21. If eb ≤ x ≤ x21, then x
1
2 ≤ x1, and thus
θ(x
1
2 ) < x
1
2 for eb ≤ x ≤ x21.
On the other hand, if x
1
2 > x1, then we use the bound θ(x
1
2 ) ≤ ψ(x 12 ) to obtain
θ(x
1
2 ) < ψ(x
1
2 ).
We now bound ψ(x
1
2 ) by (1 + ε(log x1))x
1
2 . As (1 + ε(log x1)) ≥ 1, we have
θ(x
1
2 ) < (1 + ε(log x1))x
1
2 for x ≥ eb.
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Case 2: eb > x21. As in the above subcase, we have for x ≥ eb
θ(x
1
2 ) ≤ ψ(x 12 ) ≤ (1 + ε(b/2))x 12 ,
since x
1
2 > e
b
2 > x1 ≥ e7. 
Using the previous general results we obtain the following explicit bounds for ψ(x)− θ(x) of the
shape (2.1). This improves Rosser and Schoenfeld’s [42, Theorem 6] and Dusart’s [15, Corollary
4.5] results.
Theorem 5. Let α > 0 exist such that
θ(x) ≤ (1 + α)x for all x > 0.
Assume for every b ≥ 7 there exists an ε(b) such that
ψ(x)− x ≤ ε(b)x for all x ≥ eb.
Assume there exists x1 ≥ e7 such that
(2.7) θ(x) ≤ x for x ≤ x1.
Let b ≥ 7. Then, for all x ≥ eb we have
ψ(x) − θ(x) < a1x
1
2 + a2x
1
3 ,
where
a1 =
{
1 + ε(log x1) if b ≤ 2 log x1,
1 + ε(b/2) if b > 2 log x1,
and
a2 = (1 + α)max
(
f(eb), f(2
⌊
b
log 2
⌋
+1
)
)
.
Proof. We have ψ(x)−θ(x) = θ(x 12 )+∑⌊ log xlog 2⌋k=3 θ(x 1k ). For any b > 7, setting x0 = eb in Proposition
4, we bound
∑⌊ log x
log 2
⌋
k=3 θ(x
1
k ) by ηx
1
3 as defined in (2.3). We bound θ(x
1
2 ) through Proposition 4 by
taking either a1 = 1 + ε(log x1) for b ≤ 2 log x1 or a1 = 1 + ε(b/2) for b > 2 log x1. 
Using the best known values for x1, α and ε(b), we have the following Corollary:
Corollary 5.1. Let b ≥ 7. Then for all x ≥ eb we have
(2.8) ψ(x) − θ(x) < a1x
1
2 + a2x
1
3 ,
where
(2.9) a1 = a1(b) =
{
1 + 1.93378 · 10−8 if b ≤ 38 log 10,
1 + ε(b/2) if b > 38 log 10,
(2.10) a2 = a2(b) = (1 + 1.93378 · 10−8)max
(
f(eb), f(2
⌊
b
log 2
⌋
+1
)
)
,
where f is defined by (2.4) and values for ε(b/2) are from Table 8.
Proof. We apply Theorem 5 with x0 = e
b and α = 1.93378 · 10−8 from Corollary 2.1. Thus we
get a2 = (1 + 1.15177 · 10−8)max
(
f(eb), f(2
⌊
b
log 2
⌋
+1)
)
. In Proposition 4, we take x1 = 10
19 from
the work of Bu¨the [4, Equation (1.7)], and get ε(log x1) = 1.93378 · 10−8 from Table 8. Thus for
b ≤ 38 log 10 we have a1 = 1 + 1.93378 · 10−8 and for b > 38 log 10 we take ε(b/2) from Table 8.
In the case that b/2 is not included in the table, we bound b/2 by the greatest value smaller than
b/2. 
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We have the following values for a2.
b 20 25 30 35 40 43 50
a2 1.4263 1.2196 1.1211 1.07086 1.04320 1.03253 1.01718
b 100 150 200 250 300
a2 1 + 2.421 · 10−4 1 + 3.749 · 10−6 1 + 7.712 · 10−8 1 + 2.024 · 10−8 1 + 1.936 · 10−8
3. Bounds for θ(x)− x of the form x
(log x)k
In this section we prove Theorem 1, our main theorem for giving estimates for θ(x)−x of size x
(log x)k
.
More precisely, we prove that for any k = 0, . . . , 5 and any X0,X1 ≥ 1, there exists mk,Mk > 0
such that
(3.1) x
(
1− mk
(log x)k
)
≤ θ(x) for all x ≥ X0
and
(3.2) θ(x) ≤ x
(
1 +
Mk
(log x)k
)
for all x ≥ X1.
The values for X0,X1,mk, and Mk may be found in Table 14 for k = 0, and in Table 15 for
k = 1, . . . , 5. Theorem 1 is a generalization of Axler’s [1, Theorem 1]. We separate the cases
k = 0 and k = 1, . . . , 5 (with k = 0 being treated at the end of this section). For k = 1, . . . , 5, we
subdivide the interval [1,∞) (for the range for x) as follows:
[1,∞) = [1, eJ0) ∪ [eJ0 , eJ ) ∪ [eJ , eK) ∪ [eK ,∞).
We now explain how the values of J0, J and K are chosen. For shorthand, we respectively call
[1, eJ ), [eJ , eK), and [eK ,∞) the “small”, “middle”, and “large” ranges of x.
• In the large range of x, we apply bounds for θ(x) of the shape (log x)cx exp (−C√log x) .
• In the middle range of x, we subdivide the interval [eJ , eK) into smaller consecutive intervals
[ebj , ebj+1). In each such subinterval, we make use of bounds for ψ(x) of the shape |ψ(x)−
x| < εx and for the difference ψ(x) − θ(x) (established respectively in Appendix A and
Section 2). /By numerical experimentation we choose
K = 20000.
• In the small range of x, upper bounds for θ(x) are the result of direct calculations, namely
that θ(x) < x is known for all x < eJ . Here Bu¨the’s [4, Theorem 2] allows us to take
J = 19 log 10 = 43.74 . . . .
• In the small range of x, we subdivide [1, eJ ) at eJ0 to obtain lower bounds for θ(x):
– We do direct calculations up to eJ0 , with here
J0 = 27.
– For x ∈ [eJ0 , eJ ) we use a little known comparison of ψ(x) with θ(x) due to Costa
Pereira [6], together with numerical bounds for (ψ(x) − x)/√x, computed by Bu¨the
[4].
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3.1. Upper and lower bounds for θ(x) in the large range x ≥ eK. The following lemma
derives a bound of the form x/(log x)k for θ(x)−x from the classical de la Valle´e Poussin-Hadamard
bound.
Lemma 6. Suppose there exists c1, c2, c3, c4 > 0 such that
(3.3) |θ(x)− x| < c1(log x)c2x exp
(
−c3
√
log x
)
for all x ≥ c4.
Let k > 0 and let b ≥ max(log c4, (4(c2+k)
2
c23
)). Then for all x ≥ eb we have
(3.4) |θ(x)− x| ≤ Ak(b)x
(log x)k
,
where
(3.5) Ak(b) = c1 · bc2+ke−c3
√
b.
Proof. We denote g(x) = (log x)c2+k exp
(−c3√log x). By (3.3), |θ(x)− x| < c1g(x)x(log x)k for all x ≥ c4.
It suffices to bound g: by calculus, g(x) decreases when x ≥ 4(c2+k)2
c23
. Therefore |θ(x) − x| ≤
c1g(eb)x
(log x)k
. 
The current best explicit version of (3.3) is due to Platt and Trudgian. Details are given in
Corollary 14.1 in Appendix A.
Theorem 7. [37, Theorem 1] Let x0 ≥ 1000 and let R be a formal constant such that there exists a
zero-free region of the form Re(s) ≥ 1 − 1R log |Im(s)| for |Im(s)| ≥ 2. There exist positive constants
(A,B,C) such that for all x ≥ x0
|θ(x)− x| < Ax
(
log x
R
)B
exp
(
−C
√
log x
R
)
.
Using this we obtain the following corollary.
Corollary 7.1. Let k > 0, x0 ≥ 1000, and b ≥ max(log x0, 4R(B+kC )2). Then
|θ(x)− x| ≤ Ak(b)x
(log x)k
for all x ≥ eb
where
(3.6) Ak(b) = A
RB
· bB+k · exp
(
−C
√
b
R
)
and R = 5.573412. Values for Ak(b) for 1 ≤ k ≤ 5 are displayed in Table 9.
Proof. We apply Lemma 6 with R = 5.573412 (using [31]), and values from Theorem 7, namely
c1 =
A
RB
, c2 = B, c3 =
C√
R
, and c4 = x0. We complete the proof by noticing
4(c2 + k)
2
c23
= 4R
(B + k
C
)2
and log c4 = log x0.

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3.2. Upper and lower bounds for θ(x) in the middle range eJ ≤ x < eK . In this range we
combine bounds for ψ(x) − θ(x) established in Corollary 5.1 with the current best known bounds
for ψ(x) as derived in Appendix A to produce a bound for θ(x). We begin with a general result.
Lemma 8. Let k = 1, . . . , 5. Assume there exist a positive integer n, real numbers aℓ ≥ 0 for every
ℓ ∈ {1, 2, . . . , n}, and x0 > 0 such that
(3.7) ψ(x) − θ(x) ≤
n∑
ℓ=1
aℓx
1
ℓ+1 for all x ≥ x0.
Let b′ > b ≥ 2k, eb ≤ x0, and assume that there exists ε(b) > 0 such that
(3.8) |ψ(x)− x| ≤ ε(b)x for all x ≥ eb.
Then we have
(3.9) |θ(x)− x| ≤ Bx
(log x)k
for all x ∈ [eb, eb′ ]
where
(3.10) B = B(b, b′, k, n) = max
x∈[eb,eb′ ]
( n∑
ℓ=1
aℓ(log x)
kx−
ℓ
ℓ+1 + ε(b)(log x)k
)
.
Note that
(3.11) B ≤ B˜ = B˜(b, b′, k, n) = bk
n∑
ℓ=1
aℓ exp
(
− ℓb
ℓ+ 1
)
+ ε(b)(b′)k.
Remark. Note that the value for B is slightly smaller than B˜. However, at times we make use of
the weaker value given by (3.11).
Proof. By the triangle inequality and the non-negativity of ψ(x)− θ(x), we have
|θ(x)− x| ≤ ψ(x)− θ(x) + |ψ(x) − x|.
Bounding these terms by (3.7) and (3.8), we have for x ≥ eb,
|θ(x)− x| ≤ x
(log x)k
( n∑
ℓ=1
aℓ(log x)
kx−
ℓ
ℓ+1 + ε(b)(log x)k
)
.
This immediately implies (3.9) holds with (3.10). Observe that since x ≥ eb > e2k ≥ ek(ℓ+1)ℓ , then
each aℓ(log x)
kx−
ℓ
ℓ+1 decreases with x. On the other hand, ε(b)(log x)k increases with x and thus
we have the inequality (3.11). 
Corollary 8.1. Let k = 1, . . . , 5, and let bj denote the j-th entry of column 1 of Table 8, i.e. we
assume that there exists ε(bj) > 0 such that
|ψ(x) − x| ≤ ε(bj)x for all x ≥ ebj .
Thus
(3.12) |θ(x)− x| ≤ Bj,kx
(log x)k
for all x ∈ [ebj , ebj+1 ],
where
(3.13) Bj,k = max
bj≤b≤bj+1
{
a1(bj)b
ke−
b
2 + a2(bj)b
ke−
2b
3 + ε(bj)b
k
}
,
11
5 and a1, a2 are defined in Corollary 5.1. In addition,
(3.14) |θ(x)− x| ≤ Bj,kx
(log x)k
for every x ∈ [ebj , eK ]
where K = 20000,
(3.15) Bj,k = max
j≤i≤k∗
Bi,k,
where k∗ is given by bk∗+1 = K = 20000.
Values for Bj,k and Bj,k are respectively displayed in Tables 10 and 11.
Proof. We apply Lemma 8 with k ∈ {1, 2, 3, 4, 5}, b = bj , b˜ = bj+1, x0 = ebj , n = 2. Since the
condition b ≥ 2k is always met, we take Bj,k = B˜(bj , bj+1, k, 2) with a1 = a1(b) and a2 = a2(b) as
defined in (2.9) and (2.10) respectively.
The inequality (3.14) follows from (3.12) together with the fact that [ebj , eK ] =
⋃k∗
i=j[e
bi , ebi+1 ]. 
Remark. Note that Bj,k is essentially ε(bj)b
k and thus any refinement on the other terms only
brings minor improvements. For instance, Costa-Pereira’s [6, Theorem 1] estimates for ψ(x)− θ(x)
affects digits much further than what we display. For every x > 0,
(3.16) ψ(x) − ψ(x 12 )− ψ(x 13 )− ψ(x 15 ) ≤ θ(x) ≤ ψ(x)− ψ(x 12 )− ψ(x 13 )− ψ(x 17 )
3.3. Upper bounds for θ(x) in the small range x < eJ . It is has been proven that the first
sign change of x− θ(x) occurs before 1.3972 · 10316 [44, Lemma 9.4]. In fact, Bu¨the [4, Theorem 2,
(1.7)] has shown that
(3.17) θ(x) < x− 0.05√x for all x ≤ 1019.
It follows that
(3.18) θ(x)− x ≤Mk for all x ≤ eJ0 , with Mk = 0 and J = 19 log 10.
3.4. Lower bounds for θ(x) in the small range eJ0 ≤ x < eJ . We provide here an improvement
to Bu¨the’s [4, Lemma 1].
−c ≤ x− ψ(x)√
x
≤ C.
Lemma 9. Let 1 ≤ u < v. Assume there exist c = cu,v > 0 and C = Cu,v > 0 such that
(3.19) − c ≤ x− ψ(x)√
x
≤ C for every x ∈ [u, v].
Assume that there exists c0 > 0 such that
(3.20) ψ(x) < c0x for all x > 0.
If u2 < v, then
(3.21) θ(x) ≥ x− (C + 1)x 12 − c0x
1
3 − cx 14 − c0x
1
5 for all x ∈ [u2, v].
Proof. Costa-Pereira [6, Theorem 1, Equation (1)] proved that
ψ(x)− θ(x) ≤ ψ(x 12 ) + ψ(x 13 ) + ψ(x 15 ) for all x > 0.
Together with (3.20), it follows
ψ(x)− θ(x) ≤ ψ(x 12 ) + c0x
1
3 + c0x
1
5 for all x ∈ [u, v].
5 def of Bj,k was a1(bj)b
k
j e
−
bj
2 + a2(bj)b
k
j e
−
2bj
3 + ε(bj)b
k
j+1
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This may be rewritten as
(3.22) θ(x) ≥ x+ x 12
(
ψ(x)− x
x
1
2
)
− x 12 + x 14
(
x
1
2 − ψ(x 12 )
x
1
4
)
− c0x
1
3 − c0x
1
5 ,
We conclude using (3.19): ψ(x)−x
x
1
2
> −C and x
1
2−ψ(x 12 )
x
1
4
> −c for every x ∈ [u2, v]. 
Rosser and Schoenfeld [41, Theorem 12] proved (3.20) with
(3.23) c0 = 1.03883.
Note that this value cannot be improved since the bound (3.20) is achieved for x = 113. We shall
use this value throughout the article.
Recently, Bu¨the has proven many bounds like (3.19). From [4, Equation (6.2), Table 1], we have:
u v c C
100 5 · 1010 0.8 0.81
100 32 · 1012 0.88 0.86
100 1019 0.94 0.94
In the following corollary, we restrict x to [eb, v], a subset of [u2, v].
Corollary 9.1. Let (v, c, C) ∈ {(5 · 1010, 0.8, 0.81), (32 · 1012, 0.88, 0.86), (1019 , 0.94, 0.94)}. Let
k ≥ 0 and let b satisfy max(104, e2k) ≤ eb ≤ v. Then
(3.24) θ(x) ≥ x− Cb,kx
(log x)k
for all x ∈ [eb, v]
where
(3.25) Cb,k = bk((C + 1)e−b/2 + ce−3b/4 + c0e−2b/3 + c0e−4b/5),
and where c0 is defined in (3.23).
Values of Cb,k can be found in Table 12.
Proof. We apply (3.21) with u = e
b
2 :
θ(x) ≥ x− (C + 1)x 12 − cx 14 − c0x
1
3 − c0x
1
5 for all x ∈ [eb, v]
and we maximize
(3.26) (C + 1)
(log x)k
x
1
2
+ c0
(log x)k
x
2
3
+ c
(log x)k
x
3
4
+ c0
(log x)k
x
4
5
over [eb, v]. We conclude by noting that, for each a = 12 ,
2
3 ,
3
4 ,
4
5 ,
(log x)k
xa is decreasing as x ≥ eb ≥
ek/a. 
3.5. Lower bounds for θ(x) for x < eJ0. The following lemma gives a condition to obtain a
lower bound for θ(x) for the first values of x.
Lemma 10. Let k = 1, . . . , 5. Let 0 < a < b such that a > ek+1. Let pn denote the n-th prime,
with pn0 and pn1 being the smallest primes greater than a and b respectively. Let
(3.27) Dk(a, b) = max
n0≤n≤n1
(log pn)
k · (pn − θ(pn−1))
pn
.
If
(3.28) Dk(a, b) < (k + 1)k+1,
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then
(3.29) θ(x) ≥ x− Dk(a, b)x
(log x)k
when a ≤ x ≤ b.
Proof. Fix n0 ≤ n ≤ n1 and set
(3.30) Dk(n) =
(log pn)
k(pn − θ(pn−1))
pn
.
Let x ∈ [pn−1, pn) and observe that
θ(x) = θ(pn−1) = pn
(
1− Dk(n)
(log pn)k
)
,
and that the function x(1 − c/(log x)k) increases with x, as long as c < (k + 1)k+1. Thus (3.28)
ensures that
(3.31) θ(x) ≥ x
(
1− Dk(n)
(log x)k
)
for all x ∈ [pn−1, pn).
It follows that (3.29) holds since [a, b] ⊂ ⋃n0≤n≤n1 [pn−1, pn) and Dk(a, b) = maxn0≤n≤n1 Dk(n). 
Methodology: We use this lemma to obtain a numerical lower bound to θ(x) on [1, 7.0 × 1011].
We first subdivide into the intervals In = [(n− 1) · 1010, n · 1010] with n running from 1 to 70. We
subdivide each In further into 100 subintervals, each of length 10
8. We apply the Lemma 10 to
each of these subintervals, recording the corresponding Dk value. For each n, we take for Dk(n)
the largest value among all Dk’s arising from the 100 subintervals.
Values for Dk for selected ranges in [1, 7.0 × 1011] are recorded in Table 13.
3.6. The case k = 0. The upper bound is a direct result of Theorem 2 and the partial verification
of θ(x) < x.
Lemma 11. Let b > 0. Assume
(3.32) θ(x) < x for all x ≤ eb,
and that there exists ǫ(b) > 0 such that
(3.33) |ψ(x) − x| ≤ ε(b)x for all x ≥ eb.
Then we have
(3.34) θ(x) ≤ (1 + ε(b))x, for all x > 0.
In addition
(3.35)
(
1− ε(b) − c0(e−
b
2 + e−
2b
3 + e−
4b
5 )
)
x ≤ θ(x), for all x ≥ eb.
Proof. Inequality (3.34) follows immediately from Theorem 2 and the fact that θ(x) ≤ ψ(x). Now
for every x > 0, [6, Theorem 1] asserts that ψ(x) − θ(x) ≤ ψ(x 12 ) + ψ(x 13 ) + ψ(x 15 ). Together
with (3.20), we have ψ(x) − c0(x 12 + x 13 + x 15 ) ≤ θ(x), and we conclude by applying Theorem 2 to
ψ(x). 
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3.7. Proof of Theorem 1. If k = 0, we apply Lemma 11 with b = logX1 for the upper bound
and b = logX0 for the lower bound. We can define:
m0 = ε(logX0) + c0(X
− 1
2
0 +X
− 2
3
0 +X
− 4
5
0 ) and M0 = ε(logX1).
For the rest of this section, we assume k ∈ {1, . . . , 5}. Let
(3.36) X0 = e
u0 and X1 = e
u1 .
Throughout this proof we let bn denote the n-th entry of column 1 of Table 8. The proof is divided
into four cases, depending on how large X0 and X1 are.
3.7.1. Case 1: X0,X1 ≥ eK . By Corollary 7.1, we can take
mk = Ak(u0) and Mk = Ak(u1).
3.7.2. Case 2: eJ ≤ X0,X1 < eK . Combining Corollary 7.1 and Corollary 8.1, we may take
mk = max(Ak(K),Bn0,k) and Mk = max(Ak(K),Bn1,k)
where n0 and n1 are the greatest natural numbers such that bn0 ≤ u0 and bn1 ≤ u1.
For the last two cases, we denote j∗ the row of Table 11 where bj∗ = J = 19 log 10.
3.7.3. Case 3: eJ0 ≤ X0,X1 ≤ eJ . From Corollary 7.1, Corollary 8.1, (3.18), and Corollary 9.1, we
can take
mk = max(Ak(K),Bj∗,k, C⌊u0⌋,k) and Mk = max(Ak(K),Bj∗,k).
3.7.4. Case 4: X0,X1 < e
J0 . By applying Lemma 10 we obtain
x
(
1− Dk(X0, e
J0)
(log x)k
)
≤ θ(x) when X0 ≤ x ≤ eJ0 .
We subdivide [X0, e
J0) into (as small as possible) sub-intervals [a, b), and we calculate each Dk(a, b)
(sample of values are listed in Table 13). The value for Dk(X0, eJ0) is then determined as the
maximum over all these Dk(a, b). We combine this with Corollary 7.1, Corollary 8.1, Corollary 9.1,
and (3.18):
mk = max(Ak(K),Bj∗,k, CJ0,k,Dk(X0, eJ0)), and Mk = max(Ak(K),Bj∗,k).
3.8. A computational example. We now give an example of how to apply Theorem 1 in a
specific case and as such give an improvement to [1, Theorem 1].
Corollary 11.1. For every x ≥ 19 035 709 163, we have
(3.37) x
(
1− 0.15
(log x)3
)
< θ(x),
and for every x > 1 we have
(3.38) θ(x) < x
(
1 +
0.024334
(log x)3
)
.
Proof. We apply Theorem 1 with k = 3, X0 = 19035 709 163, andX1 = 1. Since X0 ∈ [1, eJ0 = e27],
we proceed as described in Section 3.7.4 and obtain
m3 = max(A3(20 000),Bj∗ ,3, C27,3,D3(19 035 709 163, e27 )).
Since X1 ≤ eJ = 1019, we proceed as in Section 3.7.3 and obtain
M3 = max(A3(20 000),Bj∗ ,3).
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SinceA3(20 000) = 3.9366·10−29 , Bj∗,3 = 2.4334·10−2 , C27,3 = 5.0536·10−2 , andD3(19 035 709 163, e27 ) =
0.15, then
m3 = 0.15 and M3 = 2.4334 · 10−2.

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Appendix A. Sharper bounds for ψ(x): |ψ(x) − x| < εx where ε is computable for
x ≥ x0 fixed
In this section we explain how to bound E(x) := (ψ(x) − x)/x. A classic explicit formula that
relates prime numbers to non-trivial zeros of ζ is given by [8, §17, (1)]:
(A.1) ψ(x) = x−
∑
ρ
xρ
ρ
− log 2π − 1
2
log(1− x−2),
when x is not a prime power. The sum over the zeros is not absolutely convergent, hence it is difficult
to directly use this formula to bound E(x). Rosser [39], [40] introduced an averaging technique
to gives bounds for ψ(x). The averaging produces a formula like (A.1), but with an absolutely
convergent sum over zeros of ζ. He later joined forces with Schoenfeld [42] and they streamlined
and improved his arguments. Some of the main tools used in the work of Rosser and Schoenfeld
were: a numerical verification of the Riemann hypothesis (RH), an explicit zero-free region for
the Riemann zeta function, an explicit version of the number of zeros N(T ) of the Riemann zeta
function, explicit evaluation of sums of zeros, and a smoothing argument for prime sums. Since
their last article in 1976 improvements to their work have been based on the following:
1. An improved verification of the partial Riemann hypothesis RH(H): namely all the non-
trivial zeros ̺ = β + iγ of the Riemann zeta function which have imaginary part |γ| ≤ H
lie on the 1/2-line.
2. An improved zero-free region for ζ(s): the zeta function has no zeros in the complex region
{σ + it ∈ C : σ ≥ 1− 1R log |t| , |t| ≥ 2}.
3. A better smooth weight: |ψ(x)− ψϕ(x)| is small, where ψϕ(x) is a smooth variant of ψ(x).
4. An explicit zero-density result: for σ and T fixed, we define
(A.2) N(σ, T ) = #{̺ = β + iγ | β ≥ σ and 0 ≤ γ ≤ T},
the number of non-trivial zeros ̺ = β+ iγ of zeta with β ≥ σ and imaginary part γ between
0 and T . We have an explicit bound of the form N(σ, T ) ≤ c(σ)T a(σ)(log T )b(σ), where a, b
and c are certain functions of σ.
In recent years there has been a lot of activity on bounding E(x) (see [3], [4], [13], [14], [15],
[17], [37]). In 2015 the first theoretical improvements to Rosser and Schoenfeld’s method were
provided by Faber and Kadiri [17]. They introduced the idea of smoothing to the problem and
it was demonstrated that the averaging technique used in [39] and [42] could be interpreted as a
particular case of smoothing. In addition, the use of an explicit zero-density result was first applied
in [17]. Faber and Kadiri’s smooth functions gave better results for x ≥ x0 for any x0 ≤ e4 000 (as
compared with the Rosser and Schoenfeld method used in [14]). In 2016, Bu¨the [3] used a different
smoothing: he introduced the Logan function which puts more weight on the first zeros for which
RH has been verified. This method did not appeal to a zero-free region or zero-density and it
worked better than [17] for e50 ≤ x0 ≤ e3 000. In addition, for x ≤ 1019 Bu¨the [4, Theorem 2] gave
an explicit numerical bound for (ψ(x)−x)/√x. In 2018 Dusart [15] used the Faber-Kadiri method
along with a recent zero-density result of Ramare´ [38]. It provided new bounds for ψ(x), θ(x), and
other prime counting sums. 6 Recently, Platt and Trudgian employed Perron’s formula along with
the zero-density result of [25] to give the best results in the range x ≥ X0 := e2314. Currently,
the results of [4], [3], and [37] provide the best explicit bounds for E(x) in the ranges [1, 1019],
[1019,X0], and [X0,∞) respectively. In this section, we apply the techniques of these articles to
bound E(x).
6Unfortunately the main theorem of [38] is incorrect and thus bounds claimed in [15] are likely affected, in particular
Theorems 3.2, 3.3 and Table 1 for bounds for ψ(x), and consequently Theorem 4.2 and Table 2 for θ(x). In addition
this unfortunately affects the main theorem [1, Theorem 1.1].
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The table below displays some of the historical improvements concerning the zeros of zeta that
have been applied in obtaining sharper bounds for ψ(x), θ(x), and π(x).
Table 6
Author H R ǫ(100) ǫ(6 000)
Rosser & Schoenfeld (1962) [41] e9.99 ≃ 21 807 [27] 17.52 [41] 9.97 · 10−4 4.92 · 10−6
Rosser & Schoenfeld (1975) [42] 1 894 438 [42] 9.65 [46] [42] 1.70 · 10−5 3.67 · 10−9
Dusart (1999) [12] 545 439 823 [29] 9.65 [46] [42] 9.00 · 10−8 2.41 · 10−9
Faber & Kadiri (2015) [17] [18] 2 445 999 556 030 [51] 5.70 [23] 2.42 · 10−11 9.68 · 10−14
Dusart (2016) [14] 2 445 999 556 030 [51] 5.58 [31] 6.77 · 10−14
Bu¨the (2016) [3] - - 2.46 · 10−12
Remark. In Table 8 we recorded the best values for ǫb that we computed using all various methods
known up to today. We found that [3] works best for all b < 2400 at which point [37] works best.
For instance, it gives ǫ(6 000) = 6.45 · 10−16, while using Bu¨the’s theorem gives 1.91 · 10−12.
——————————————-
A.1. Zeros of the Riemann zeta function. We list here the effective results currently available
for the zeros of the Riemann zeta function and which we use to obtain Theorem 2.
A.1.1. Partial verification of RH. We use the verification up to H = 2445 999 556 030 announced
by Gourdon [19] and Wedeniwski [51]. Platt’s value of H = 3.061 · 1010 is generally considered the
most rigorous verification of RH and a number of computations prefer to use this value. However,
the focus of this paper is about the method of computation, and as Theorem 2 was calibrated
so that the verification height for RH is a parameter, we can obtain results regardless of which
height is used. Incidentally, we have been informed by David Platt that he is currently verifying
the Riemann hypothesis to Wedeniwski’s value, using his more rigorous programs.
A.1.2. Explicit zero-free region. We use the following type of zero-free region for ζ(s):
Assume there exists R ≥ 1 such that ζ(σ + it) does not vanish when
(A.3) σ ≥ 1− 1
R log |t| , for every |t| ≥ 2.
We use this with R = 5.573412 as established in [31, Theorem 1].
A.1.3. Explicit zero-density for zeta. We recall that N(σ, T ) is the number of non-trivial zeros in
the region σ ≤ Re(s) ≤ 1 and 0 ≤ Im(s) ≤ T . In [25, Theorem 1.1] the following explicit upper
bounds for N(σ, T ) were established.
Theorem 12. [25, Theorem 1.1] Let 10
9
H ≤ k ≤ 1, d > 0, Y ∈ [1002,H), α > 0, δ ≥ 1, η0 =
0.23622 . . ., 1 + η0 ≤ µ ≤ 1 + η, and η ∈ (η0, 12) be fixed. Let σ > 12 + dlogH .
Then there exist C1, C2 > 0 such that, for any T ≥ H,
N(σ, T ) ≤ (T − Y )(log T )
2πd
log
(
1 +
C1(log(kT ))2σ(log T )4(1−σ)T 83 (1−σ)
T − Y
)
+
C2
2πd
(log T )2,
N(σ, T ) ≤ C1
2πd
(log(kT ))2σ(log T )5−4σT
8
3
(1−σ) +
C2
2πd
(log T )2.
(A.4)
where C1 = C1(α, d, δ, k, Y, σ) and C2 = C2(d, η, k, Y, µ, σ) are defined in [25, Lemma 4.14].
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From this we have the following corollary.
Corollary 12.1. Let σ ∈ [0.75, 1). Then there exist c1, c2 > 0 such that
(A.5) N(σ, T ) ≤ c1T 8(1−σ)/3 log5−2σ T + c2 log2 T.
where c1, c2 are given in the table below:
Table 7. The bound N(σ, T ) ≤ c1(log T )5−2σT 83 (1−σ) + c2(log T )2 .
σ0 µ α δ d c1 =
C1
2pid
c2 =
C2
2pid
0.75 1.245 0.189 0.3030 0.338 5.277 4.403
0.80 1.245 0.160 0.3030 0.337 6.918 3.997
0.85 1.245 0.133 0.3030 0.336 8.975 3.588
0.86 1.245 0.127 0.3030 0.335 9.441 3.514
0.87 1.245 0.122 0.3030 0.335 9.926 3.430
0.88 1.245 0.116 0.3030 0.335 10.431 3.346
0.89 1.245 0.111 0.3030 0.335 10.955 3.262
0.90 1.245 0.105 0.3030 0.334 11.499 3.186
0.91 1.245 0.100 0.3030 0.334 12.063 3.102
0.92 1.245 0.095 0.3030 0.334 12.646 3.017
0.93 1.245 0.089 0.3030 0.333 13.250 2.941
0.94 1.245 0.084 0.3030 0.333 13.872 2.856
0.95 1.245 0.079 0.3030 0.333 14.513 2.772
0.96 1.245 0.074 0.3030 0.332 15.173 2.694
0.97 1.245 0.069 0.3030 0.332 15.850 2.609
0.98 1.245 0.064 0.3030 0.331 16.544 2.532
0.99 1.245 0.060 0.3030 0.331 17.253 2.446
A.2. Platt and Trudgian’s bounds for ψ(x):
A.2.1. The Prime Number Theorem with a small constant error term. In [37], Platt and Trudgian
use an explicit version of Perron’s formula proven by Dudek [11, Theorem 1.3]: Let x ≥ e1000 and
T satisfies 50 < T ≤ x. Then
(A.6)
ψ(x) − x
x
=
∑
|γ|<T
xρ−1
ρ
+O∗
(
2 log2 x
T
)
.
where A = O∗(B) means |A| ≤ B. Writing b = log x, we denote
(A.7) s0(b, T ) =
2b2
T
.
The sum over the zeros is then split vertically at a fixed value 1− δ with 0.001 ≤ δ ≤ 0.025.
(A.8)
∑
|γ|<T
xρ−1
ρ
= Σ1 +Σ2, with Σ1 =
∑
|γ|≤T
β<1−δ
xρ−1
ρ
,Σ2 =
∑
|γ|≤T
β≥1−δ
xρ−1
ρ
.
The first sum Σ1 is evaluated in [9, Lemma 2.10] by
(A.9) |Σ1| ≤ x−δ
(
1
2π
log
(
T
2π
)2
+ 1.8642
)
.
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We denote
(A.10) s1(b, δ, T ) = e
−δb
(
1
2π
log2
(
T
2π
)
+ 1.8642
)
.
To estimate Σ2, an argument of Pintz [32] is employed. The interval [0, T ] is split into subintervals[
T
λk+1
, T
λk
]
where λ > 1, 0 ≤ k ≤ K − 1, and K =
⌊
log T
H
log λ
⌋
+ 1. Using the zero-free region (A.3) to
bound Re(ρ) we find
(A.11) |Σ2| ≤ 2
K−1∑
k=0
λk+1x
− 1
R log(T/λk)
T
N
(
1− δ, T
λk
)
.
Inserting (A.5) we obtain the following:
(A.12) |Σ2| ≤ 2 λ
T
K−1∑
k=0
λkx
− 1
R log(T/λk)
(
c1
(
T
λk
) 8δ
3
log3+2δ
(
T
λk
)
+ c2 log
2
(
T
λk
))
.
We denote
(A.13) s2(b, λ,K, T )
= 2
λ
T
K−1∑
k=0
exp
(
k log λ− b
R(log T − k log λ)
)(
c1
(
T
λk
) 8δ
3
log3+2δ
(
T
λk
)
+ c2 log
2
(
T
λk
))
.
Finally, putting together (A.6), (A.8), (A.9), and (A.12) gives the following result.
Theorem 13. Let b1, b2 satisfy 1000 ≤ b1 < b2. Let 0.001 ≤ δ ≤ 0.025, λ > 1, H < T < eb1 , and
K =
⌊
log T
H
log λ
⌋
+ 1. Then for all x ∈ [eb1 , eb2 ]
(A.14)
∣∣∣∣ψ(x)− xx
∣∣∣∣ ≤ s0(b2, T ) + s1(b1, δ, T ) + s2(b1, δ, λ,K, T ),
where s0, s1, s2 are respectively defined in (A.7), (A.10), and (A.13).
A.2.2. The Prime Number Theorem with an error term of the form (3.3). Let x0 ≥ 1000 be fixed,
and let R be a constant such that Riemann zeta function does not vanish in the region (A.3).
We define
(A.15) X0 =
√
log x0
R
,
(A.16) A0 := 2R
2 exp
(
− 16
3R
)
,
(A.17) A1 :=
(
2
π
+
1.8642
X0
)
exp
(
−2 logX0 − 16
3R
)
,
(A.18) A2 := 2
4+ 4
RX0 ec1X
−1
0 exp
(
−1
2
X0 +
16
3R
)
+ 2
5+ 4
RX0 ec1
+ 23ec2X
−2
0 exp
(
−1
2
X0 − 16
3R
)
+ 24ec2X
−1
0 exp
(
− 16
3R
)
,
(A.19) A := A0 +A1 +A2,
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(A.20) B := 2 +
2
RX0
,
and
(A.21) C := 2
√
1− 16
3RX0
.
Then we have the following result:
Theorem 14. Let x0 ≥ 1000. For all x ≥ x0,
(A.22)
∣∣∣∣ψ(x) − xx
∣∣∣∣ ≤ A( log xR
)B
exp
(
−C
√
log x
R
)
where A,B, and C are defined in (A.19), (A.20), and (A.21).
From this and Corollary 5.1 we deduce
Corollary 14.1. Let x0 ≥ 1000. For all x ≥ x0,
(A.23)
∣∣∣∣θ(x)− xx
∣∣∣∣ ≤ A′( log xR
)B
exp
(
−C
√
log x
R
)
where B and C are defined in (A.20) and (A.21) and
(A.24) A′ = A
(
1 +
exp(CX0)
AXB0
(
a1(log x0)x
− 1
2
0 + a2(log x0)x
− 2
3
0
))
,
where a1 and a2 are defined in Corollary 5.1 and X0 is defined in (A.15).
Proof. Let x ≥ x0 and set b = log x0. By Corollary 5.1 it follows that
∣∣∣∣ψ(x)− xx
∣∣∣∣ ≤ A( log xR
)B
exp
(
−C
√
log x
R
)
+ a1(b)x
− 1
2 + a2(b)x
− 2
3
≤ A
(
log x
R
)B
exp
(
−C
√
log x
R
)1 + a1(b) exp(C
√
log x
R )
A
√
x
(
log x
R
)B + a2(b) exp(C
√
log x
R )
Ax
2
3
(
log x
R
)B
 .
(A.25)
It may be checked the function in brackets decreases for x ≥ x0 ≥ 1000 and thus we obtain (A.23)
with A′ given by (A.24). 
A.3. Bounding ψ(x) using Bu¨the’s methods. For the range [0, e2313], the best bounds for
|ψ(x) − x| are based on two arguments of Bu¨the [3], [4]. First, for 100 ≤ x ≤ 1019 Bu¨the [4,
Theorem 2] developed an analytic algorithm to compute ψ(x). Using this, he showed that
(A.26) − 0.94 ≤ x− ψ(x)√
x
≤ 0.94.
This yields sharp bounds for |ψ(x) − x)| in the range x ≤ 1019. In [4], Bu¨the used a smoothing
argument similar to [17]. However, instead he used Logan’s function, which works extremely well
in the range [1019, e2314).
First, we give a general statement for an application of general bounds of the type (A.26).
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Lemma 15. Let B0, B, and c be positive constants such that
(A.27)
∣∣∣∣x− ψ(x)√x
∣∣∣∣ ≤ c for all B0 < x ≤ B
is known. Furthermore, assume for every b0 > 0 there exists ε(b0) > 0 such that
(A.28) |ψ(x)− x| ≤ ε(b0)x for all x ≥ eb0 .
Let b be positive such that eb ∈ (B0, B]. Then, for all x ≥ eb we have
(A.29)
∣∣∣∣ψ(x)− xx
∣∣∣∣ ≤ max{ c
e
b
2
, ε(logB)
}
.
Proof. Multiplying both sides of (A.27) by 1√
x
gives∣∣∣∣ψ(x)− xx
∣∣∣∣ ≤ c
e
b
2
for all eb ≤ x ≤ B
as 1√
x
≤ 1
e
b
2
. Then, for x ≥ B we apply (A.28) with b0 = logB. Combining these bounds, we derive
(A.29). 
Using [4, (1.5)], we have
Corollary 15.1. Let b be a positive constant such that log 11 < b ≤ 19 log(10). Then we have
(A.30)
∣∣∣∣ψ(x)− xx
∣∣∣∣ ≤ max{0.94
e
b
2
, ε(19 log 10)
}
for all x ≥ eb.
Note that by Table 8, we have ε(19 log 10) = 1.93378 · 10−8.
Proof. By Bu¨the [4, (1.5)], (A.27) holds with B0 = 11, B = 10
19, and c = 0.94. Thus we may apply
Lemma 15 with B0 = 11, B = 10
19, and c = 0.94 from [4, (1.5)] to obtain (A.30). 
We now describe the main theorem in [3]. Like [17], this a smoothing argument. Bu¨the considers
the Fourier transform of Logan’s function which is a sharp cut-off filter kernel described in [28]:
ℓc,ε(ξ) =
c
sinh c
sin(
√
(ξε)2 − c2)√
(ξε)2 − c2 .
Our computations require more values than those provided in [3], so we use his method to compute
more values in these ranges.
Theorem 16. [3, Theorem 1] Let 0 < ε < 10−3, c ≥ 3, x0 ≥ 100 and α ∈ [0, 1) such that the
inequality
B0 :=
εe−εx0|νc(α)|
2(µc)+(α)
> 1
holds. We denote the zeros of the Riemann zeta function by ρ = β + iγ with β, γ ∈ R. Then, if
β = 12 holds for 0 < γ ≤ cε , the inequality
|ψ(x) − x| ≤ xeεα(E1 + E2 + E3)
23
holds for all x ≥ eεαx0, where
E1 = e2ε log(eεx0)
[
2ε|νc(α)|
logB0
+
2.01ε√
x0
+
log log(2x20)
2x0
]
+ eεα − 1, 7
E2 = 0.161 + x
−1
0
sinh c
e0.71
√
cε log( cε), and
E3 = 2√
x0
∑
0<γ<
c
ε
ℓc,ε(γ)
γ
+
2
x0
.
The νc(α) = νc,1(α) and µc(α) = µc,1(α) where νc,ε(α) and µc,ε(α) are defined by [3, p. 2490].
7This term is written without the eεα − 1 in [3], during personal communication with the author A.L. discovered
this error and are updating the theorem statement to reflect this.
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Appendix B. Useful Tables
B.1. Table for ψ(x): |ψ(x) − x| < ε(b)x for every eb ≤ x ≤ eb′ . Here b′ is the entry following b
in the table below. The calculations conducted here are using Wedeniwski’s partial verification of
the Riemann Hypothesis [51]: H0 = 2445 999 556 030. Values for b ∈ {20 . . . 2400} are computed
using the method of Bu¨the [3], and values from b ∈ {2425 . . . 25000} are computed as in Theorem
13 using the method of Platt-Trudgian [37] .
Table 8. |ψ(x) − x| < ε(b)x for every eb ≤ x ≤ eb′ .
b, b′ ε(b)
Computed as in [3, Theorem 1]
20 4.26760 · 10−5
21 2.58843 · 10−5
22 1.56996 · 10−5
23 9.52229 · 10−6
24 5.77556 · 10−6
25 3.50306 · 10−6
30 2.87549 · 10−7
35 2.36034 · 10−8
40 1.93378 · 10−8
45 1.09073 · 10−8
50 1.11990 · 10−9
100 2.45299 · 10−12
200 2.18154 · 10−12
300 2.09022 · 10−12
400 2.03981 · 10−12
500 1.99986 · 10−12
600 1.98894 · 10−12
700 1.97643 · 10−12
800 1.96710 · 10−12
900 1.95987 · 10−12
1000 1.94751 · 10−12
1500 1.93677 · 10−12
2000 1.92279 · 10−12
Computed as in Theorem 13
2500 9.06304 · 10−13
3000 4.59972 · 10−14
3500 2.48641 · 10−15
4000 1.42633 · 10−16
4500 8.68295 · 10−18
5000 5.63030 · 10−19
5500 3.91348 · 10−20
6000 2.94288 · 10−21
6500 2.38493 · 10−22
7000 2.07655 · 10−23
7500 1.96150 · 10−24
8000 1.97611 · 10−25
8500 2.12970 · 10−26
9000 2.44532 · 10−27
9500 2.97001 · 10−28
10000 3.78493 · 10−29
10500 5.10153 · 10−30
11000 7.14264 · 10−31
11500 1.04329 · 10−31
12000 1.59755 · 10−32
Continued on next page
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12500 2.53362 · 10−33
13000 4.13554 · 10−34
14000 1.22655 · 10−35
15000 4.10696 · 10−37
16000 1.51402 · 10−38
17000 6.20397 · 10−40
18000 2.82833 · 10−41
19000 1.36785 · 10−42
20000 7.16209 · 10−44
21000 4.11842 · 10−45
22000 2.43916 · 10−46
23000 1.56474 · 10−47
24000 1.07022 · 10−48
25000 7.57240 · 10−50
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B.2. Sharper bounds for θ(x): x in a large range (x ≥ e2000).
Table 9. |θ(x)− x| < Ak(b)x
(log x)k
, for all x ≥ eb, where Ak is defined in Corollary 7.1.
b A1(b) A2(b) A3(b) A4(b) A5(b)
2000 3.8605 · 10−5 7.7210 · 10−2 1.5442 · 102 3.0884 · 105 6.1768 · 108
3000 2.5886 · 10−8 7.7657 · 10−5 2.3297 · 10−1 6.9891 · 102 2.0967 · 106
4000 4.6568 · 10−11 1.8627 · 10−7 7.4509 · 10−4 2.9804 · 100 1.1921 · 104
5000 1.6280 · 10−13 8.1401 · 10−10 4.0700 · 10−6 2.0350 · 10−2 1.0175 · 102
6000 9.2199 · 10−16 5.5320 · 10−12 3.3192 · 10−8 1.9915 · 10−4 1.1949 · 100
7000 7.5790 · 10−18 5.3053 · 10−14 3.7137 · 10−10 2.5996 · 10−6 1.8197 · 10−2
8000 8.4708 · 10−20 6.7766 · 10−16 5.4213 · 10−12 4.3370 · 10−8 3.4696 · 10−4
9000 1.2168 · 10−21 1.0951 · 10−17 9.8561 · 10−14 8.8705 · 10−10 7.9834 · 10−6
10000 2.1525 · 10−23 2.1525 · 10−19 2.1525 · 10−15 2.1525 · 10−11 2.1525 · 10−7
11000 4.5713 · 10−25 5.0285 · 10−21 5.5313 · 10−17 6.0845 · 10−13 6.6929 · 10−9
12000 1.1434 · 10−26 1.3720 · 10−22 1.6464 · 10−18 1.9757 · 10−14 2.3709 · 10−10
13000 3.2789 · 10−28 4.2625 · 10−24 5.5413 · 10−20 7.2037 · 10−16 9.3648 · 10−12
14000 1.0661 · 10−29 1.4926 · 10−25 2.0896 · 10−21 2.9254 · 10−17 4.0956 · 10−13
15000 3.8966 · 10−31 5.8450 · 10−27 8.7674 · 10−23 1.3151 · 10−18 1.9727 · 10−14
16000 1.5711 · 10−32 2.5138 · 10−28 4.0221 · 10−24 6.4354 · 10−20 1.0297 · 10−15
17000 6.9536 · 10−34 1.1821 · 10−29 2.0096 · 10−25 3.4163 · 10−21 5.8077 · 10−17
18000 3.3518 · 10−35 6.0333 · 10−31 1.0860 · 10−26 1.9548 · 10−22 3.5186 · 10−18
19000 1.7478 · 10−36 3.3209 · 10−32 6.3097 · 10−28 1.1988 · 10−23 2.2778 · 10−19
20000 9.8415 · 10−38 1.9683 · 10−33 3.9366 · 10−29 7.8732 · 10−25 1.5746 · 10−20
21000 5.9045 · 10−39 1.2399 · 10−34 2.6039 · 10−30 5.4681 · 10−26 1.1483 · 10−21
22000 3.7724 · 10−40 8.2994 · 10−36 1.8259 · 10−31 4.0169 · 10−27 8.8372 · 10−23
23000 2.5563 · 10−41 5.8794 · 10−37 1.3523 · 10−32 3.1102 · 10−28 7.1535 · 10−24
24000 1.8303 · 10−42 4.3928 · 10−38 1.0543 · 10−33 2.5303 · 10−29 6.0727 · 10−25
25000 1.3803 · 10−43 3.4508 · 10−39 8.6269 · 10−35 2.1567 · 10−30 5.3918 · 10−26
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B.3. Sharper bounds for θ(x): x in a middle range (e20 ≤ x ≤ e13 900). We use Corollary 8.1:
Table 10. |θ(x)− x| < Bj,kx
(log x)k
for all x ∈ [ebj , ebj+1), where Bj,k is defined in (3.13).
bj Bj,1 Bj,2 Bj,3 Bj,4 Bj,5
20 1.80772 · 10−3 3.61544 · 10−2 7.23088 · 10−1 1.44618 · 101 2.89235 · 102
21 1.14583 · 10−3 2.40624 · 10−2 5.05310 · 10−1 1.06115 · 101 2.22842 · 102
22 7.25278 · 10−4 1.59561 · 10−2 3.51035 · 10−1 7.72276 · 100 1.69901 · 102
23 4.58484 · 10−4 1.05451 · 10−2 2.42538 · 10−1 5.57837 · 100 1.28303 · 102
24 2.89450 · 10−4 6.94680 · 10−3 1.66723 · 10−1 4.00136 · 100 9.60326 · 101
25 1.82504 · 10−4 4.56261 · 10−3 1.14065 · 10−1 2.85163 · 100 7.12908 · 101
26 1.14952 · 10−4 2.98874 · 10−3 7.77073 · 10−2 2.02039 · 100 5.25301 · 101
27 7.23126 · 10−5 1.95244 · 10−3 5.27159 · 10−2 1.42333 · 100 3.84299 · 101
28 4.54357 · 10−5 1.27220 · 10−3 3.56216 · 10−2 9.97404 · 10−1 2.79273 · 101
29 2.85166 · 10−5 8.26981 · 10−4 2.39825 · 10−2 6.95491 · 10−1 2.01692 · 101
30 1.78729 · 10−5 5.36186 · 10−4 1.60856 · 10−2 4.82567 · 10−1 1.44770 · 101
...
43 8.59856 · 10−7 3.76179 · 10−5 1.64575 · 10−3 7.20002 · 10−2 3.14994 · 100
19 log 10 7.69086 · 10−7 3.38398 · 10−5 1.48895 · 10−3 6.55139 · 10−2 2.88261 · 100
44 4.98446 · 10−7 2.24301 · 10−5 1.00935 · 10−3 4.54209 · 10−2 2.04394 · 100
45 3.24196 · 10−7 1.49130 · 10−5 6.85999 · 10−4 3.15559 · 10−2 1.45157 · 100
46 2.09784 · 10−7 9.85986 · 10−6 4.63414 · 10−4 2.17804 · 10−2 1.02368 · 100
47 1.35801 · 10−7 6.51846 · 10−6 3.12886 · 10−4 1.50185 · 10−2 7.20890 · 10−1
...
54 9.9166 · 10−9 5.4531 · 10−7 2.9987 · 10−5 1.6490 · 10−3 9.0677 · 10−2
55 6.3657 · 10−9 3.5642 · 10−7 1.9956 · 10−5 1.1174 · 10−3 6.2561 · 10−2
56 4.0817 · 10−9 2.3262 · 10−7 1.3257 · 10−5 7.5552 · 10−4 4.3058 · 10−2
...
2275 4.4153 · 10−9 1.0156 · 10−5 2.3357 · 10−2 5.3721 · 101 1.2356 · 105
2300 4.4627 · 10−9 1.0376 · 10−5 2.4124 · 10−2 5.6088 · 101 1.3041 · 105
2325 4.4063 · 10−9 1.0355 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3439 · 105
2350 4.2245 · 10−9 1.0034 · 10−5 2.3829 · 10−2 5.6594 · 101 1.3441 · 105
2375 4.0499 · 10−9 9.7196 · 10−6 2.3328 · 10−2 5.5985 · 101 1.3437 · 105
2400 3.8821 · 10−9 9.4139 · 10−6 2.2829 · 10−2 5.5360 · 101 1.3425 · 105
...
9800 2.3501 · 10−15 2.3266 · 10−11 2.3033 · 10−7 2.2803 · 10−3 2.2575 · 101
9900 1.9309 · 10−15 1.9309 · 10−11 1.9309 · 10−7 1.9309 · 10−3 1.9309 · 101
10000 2.1834 · 10−15 3.0349 · 10−11 4.2185 · 10−7 5.8638 · 10−3 8.1506 · 101
The last line is valid for e10 000 ≤ x ≤ e20 000
28
Table 11. |θ(x)− x| < Bj,kx
(log x)k
for all x ∈ [ebj , e20000), where Bj,k is defined in (3.15).
bj Bj,1 Bj,2 Bj,3 Bj,4 Bj,5
20 1.8077 · 10−3 3.6154 · 10−2 7.2309 · 10−1 5.7184 · 101 1.3441 · 105
21 1.1458 · 10−3 2.4062 · 10−2 5.0531 · 10−1 5.7184 · 101 1.3441 · 105
22 7.2528 · 10−4 1.5956 · 10−2 3.5104 · 10−1 5.7184 · 101 1.3441 · 105
23 4.5848 · 10−4 1.0545 · 10−2 2.4254 · 10−1 5.7184 · 101 1.3441 · 105
24 2.8945 · 10−4 6.9468 · 10−3 1.6672 · 10−1 5.7184 · 101 1.3441 · 105
25 1.8250 · 10−4 4.5626 · 10−3 1.1407 · 10−1 5.7184 · 101 1.3441 · 105
26 1.1495 · 10−4 2.9887 · 10−3 7.7707 · 10−2 5.7184 · 101 1.3441 · 105
27 7.2313 · 10−5 1.9524 · 10−3 5.2716 · 10−2 5.7184 · 101 1.3441 · 105
28 4.5436 · 10−5 1.2722 · 10−3 3.5622 · 10−2 5.7184 · 101 1.3441 · 105
29 2.8517 · 10−5 8.2698 · 10−4 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
30 1.7873 · 10−5 5.3619 · 10−4 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
...
43 8.5986 · 10−7 3.7618 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
19 log 10 7.6909 · 10−7 3.3840 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
44 4.9845 · 10−7 2.2430 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
45 3.2420 · 10−7 1.4913 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
46 2.0978 · 10−7 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
47 1.3580 · 10−7 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
...
54 9.9166 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
55 6.3657 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
56 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
...
2275 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
2300 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
2325 4.4063 · 10−9 1.0355 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
2350 4.2245 · 10−9 1.0034 · 10−5 2.3829 · 10−2 5.6594 · 101 1.3441 · 105
2375 4.0499 · 10−9 9.7196 · 10−6 2.3328 · 10−2 5.5985 · 101 1.3437 · 105
2400 3.8821 · 10−9 9.4139 · 10−6 2.2829 · 10−2 5.5360 · 101 1.3425 · 105
...
9800 2.3501 · 10−15 3.0349 · 10−11 4.2185 · 10−7 5.8638 · 10−3 8.1506 · 101
9900 2.1834 · 10−15 3.0349 · 10−11 4.2185 · 10−7 5.8638 · 10−3 8.1506 · 101
10000 2.1834 · 10−15 3.0349 · 10−11 4.2185 · 10−7 5.8638 · 10−3 8.1506 · 101
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B.4. Lower bound for first values of x (x ≤ 1019). 8
B.4.1. Lower bound for first values of x ∈ [eJ0 , 1019].
Table 12. θ(x)− x > − Cb,kx
(log x)k
for all x ∈ [eb, 1019), where Cb,k is defined in (3.25).
b Cb,1 Cb,2 Cb,3 Cb,4 Cb,5
Calculated using c = 0.8, C = 0.81, each value valid up to 5 · 1010 ≃ e24.635.
20 1.68440 · 10−3 3.36880 · 10−2 6.73750 · 10−1 1.34750 · 101 2.69500 · 102
21 1.06840 · 10−3 2.24350 · 10−2 4.71140 · 10−1 9.89390 · 100 2.07780 · 102
22 6.76540 · 10−4 1.48840 · 10−2 3.27450 · 10−1 7.20380 · 100 1.58490 · 102
23 4.27800 · 10−4 9.83920 · 10−3 2.26310 · 10−1 5.20500 · 100 1.19720 · 102
24 2.70120 · 10−4 6.48290 · 10−3 1.55590 · 10−1 3.73410 · 100 8.96190 · 101
Calculated using c = 0.88, C = 0.86, each value valid up to 32 · 1012 ≃ e31.097.
log(5 · 1010) 2.01560 · 10−4 4.96540 · 10−3 1.22330 · 10−1 3.01350 · 100 7.42380 · 101
25 1.70330 · 10−4 4.25830 · 10−3 1.06460 · 10−1 2.66140 · 100 6.65350 · 101
26 1.10220 · 10−4 2.86560 · 10−3 7.45050 · 10−2 1.93720 · 100 5.03650 · 101
27 6.93270 · 10−5 1.87190 · 10−3 5.05400 · 10−2 1.36460 · 100 3.68430 · 101
28 4.35580 · 10−5 1.21970 · 10−3 3.41500 · 10−2 9.56180 · 10−1 2.67730 · 101
29 2.73380 · 10−5 7.92780 · 10−4 2.29910 · 10−2 6.66730 · 10−1 1.93360 · 101
30 1.71400 · 10−5 5.14180 · 10−4 1.54260 · 10−2 4.62760 · 10−1 1.38830 · 101
31 1.07350 · 10−5 3.32790 · 10−4 1.03170 · 10−2 3.19810 · 10−1 9.91400 · 100
Calculated using c = C = 0.94, each value valid up to 1019 ≃ e43.749.
log(3.2 · 1013) 1.02600 · 10−5 3.19040 · 10−4 9.92090 · 10−3 3.08510 · 10−1 9.59360 · 100
32 6.71750 · 10−6 2.14960 · 10−4 6.87870 · 10−3 2.20120 · 10−1 7.04380 · 100
33 4.38000 · 10−6 1.44540 · 10−4 4.76990 · 10−3 1.57410 · 10−1 5.19440 · 100
34 2.73610 · 10−6 9.30270 · 10−5 3.16300 · 10−3 1.07540 · 10−1 3.65640 · 100
35 1.70780 · 10−6 5.97730 · 10−5 2.09210 · 10−3 7.32220 · 10−2 2.56280 · 100
36 1.06520 · 10−6 3.83460 · 10−5 1.38050 · 10−3 4.96960 · 10−2 1.78910 · 100
37 6.63850 · 10−7 2.45630 · 10−5 9.08810 · 10−4 3.36260 · 10−2 1.24420 · 100
38 4.13450 · 10−7 1.57120 · 10−5 5.97020 · 10−4 2.26870 · 10−2 8.62100 · 10−1
39 2.57330 · 10−7 1.00360 · 10−5 3.91400 · 10−4 1.52650 · 10−2 5.95320 · 10−1
40 1.60060 · 10−7 6.40240 · 10−6 2.56100 · 10−4 1.02440 · 10−2 4.09750 · 10−1
41 9.94970 · 10−8 4.07940 · 10−6 1.67260 · 10−4 6.85740 · 10−3 2.81160 · 10−1
42 6.18140 · 10−8 2.59620 · 10−6 1.09040 · 10−4 4.57970 · 10−3 1.92350 · 10−1
43 3.83820 · 10−8 1.65050 · 10−6 7.09680 · 10−5 3.05170 · 10−3 1.31220 · 10−1
81019 ≃ e43.749
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B.4.2. Numerical Verification.
Table 13. θ(x)− x > −Dk(a,b)x
(log x)k
for x ∈ [a, b), where Dk(a, b) is defined in (3.29).
a b D0(a, b) D1(a, b) D2(a, b) D3(a, b) D4(a, b) D5(a, b)
1 1 · 1010 1.00000 · 100 1.23228 · 100 3.96481 · 100 2.08282 · 101 1.51224 · 102 1.30475 · 103
1 · 1010 2 · 1010 1.63137 · 10−5 3.77870 · 10−4 8.75253 · 10−3 2.02733 · 10−1 4.69587 · 100 1.08770 · 102
19 035 709 163 2 · 1010 1.13110 · 10−5 2.67726 · 10−4 6.33697 · 10−3 1.49993 · 10−1 3.55028 · 100 8.40336 · 101
2 · 1010 5 · 1010 1.03687 · 10−5 2.46002 · 10−4 5.83648 · 10−3 1.38472 · 10−1 3.28531 · 100 7.79452 · 101
5 · 1010 10 · 1010 7.53086 · 10−6 1.85559 · 10−4 4.57216 · 10−3 1.12657 · 10−1 2.77586 · 100 6.83969 · 101
10 · 1010 20 · 1010 5.26640 · 10−6 1.33915 · 10−4 3.40521 · 10−3 8.65882 · 10−2 2.20178 · 100 5.59872 · 101
20 · 1010 30 · 1010 3.00664 · 10−6 7.86826 · 10−5 2.05910 · 10−3 5.38859 · 10−2 1.41018 · 100 3.69038 · 101
30 · 1010 40 · 1010 2.41963 · 10−6 6.39936 · 10−5 1.69249 · 10−3 4.47624 · 10−2 1.18386 · 100 3.16250 · 101
40 · 1010 50 · 1010 2.62662 · 10−6 7.01926 · 10−5 1.87579 · 10−3 5.01279 · 10−2 1.33959 · 100 3.57987 · 101
50 · 1010 60 · 1010 1.89356 · 10−6 5.10206 · 10−5 1.37472 · 10−3 3.70409 · 10−2 9.98044 · 10−1 2.68917 · 101
60 · 1010 70 · 1010 1.75478 · 10−6 4.78305 · 10−5 1.30373 · 10−3 3.55359 · 10−2 9.68610 · 10−1 2.64016 · 101
B.5. Final results for Theorem 1.
B.5.1. Values for Theorem 1 for k = 0.
Table 14. (1−m0)x < θ(x) < (1 +M0)x for all x > X0 = X1, where m0 and M0
are defined in Section 3.6.
logX0 = logX1 M0 m0
20 4.2676 · 10−5 9.1639 · 10−5
25 3.5031 · 10−6 7.4366 · 10−6
30 2.8755 · 10−7 6.0751 · 10−7
35 2.3603 · 10−8 4.9766 · 10−8
40 1.9338 · 10−8 2.1482 · 10−8
19 log 10 1.9338 · 10−8 1.9667 · 10−8
45 1.0907 · 10−8 1.1084 · 10−8
50 1.1199 · 10−9 1.1344 · 10−9
60 1.2215 · 10−11 1.2312 · 10−11
70 2.7923 · 10−12 2.7930 · 10−12
80 2.6108 · 10−12 2.6108 · 10−12
90 2.5213 · 10−12 2.5213 · 10−12
100 2.4530 · 10−12 2.4530 · 10−12
200 2.1815 · 10−12 2.1816 · 10−12
300 2.0902 · 10−12 2.0903 · 10−12
400 2.0398 · 10−12 2.0399 · 10−12
logX0 = logX1 M0 m0
500 1.9999 · 10−12 1.9999 · 10−12
600 1.9889 · 10−12 1.9890 · 10−12
700 1.9764 · 10−12 1.9765 · 10−12
800 1.9671 · 10−12 1.9671 · 10−12
900 1.9599 · 10−12 1.9599 · 10−12
1000 1.9475 · 10−12 1.9476 · 10−12
2000 1.9228 · 10−12 1.9228 · 10−12
3000 4.5282 · 10−13 4.5282 · 10−13
4000 5.5484 · 10−14 5.5484 · 10−14
5000 5.2801 · 10−15 5.2802 · 10−15
6000 6.4403 · 10−16 6.4404 · 10−16
7000 7.9787 · 10−17 7.9787 · 10−17
8000 9.9311 · 10−18 9.9311 · 10−18
9000 1.2436 · 10−18 1.2436 · 10−18
10000 1.5708 · 10−19 1.5708 · 10−19
13 900 6.0313 · 10−23 6.0313 · 10−23
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B.5.2. Values for Theorem 1 for k ∈ {1, 2, 3, 4, 5}.
Table 15. For k ∈ {1, 2, 3, 4, 5}, − mkx
(log x)k
< θ(x) − x for x > X0 and θ(x) − x <
Mkx
(log x)k
for x > X1 ,where mk and Mk are defined in Section 3.
logX0 = logX1 m1 = M1 m2 = M2 m3 = M3 m4 = M4 m5 = M5
20 1.8504 · 10−3 3.7905 · 10−2 7.7691 · 10−1 5.7184 · 101 1.3441 · 105
21 1.1717 · 10−3 2.5175 · 10−2 5.4120 · 10−1 5.7184 · 101 1.3441 · 105
22 7.4097 · 10−4 1.6663 · 10−2 3.7488 · 10−1 5.7184 · 101 1.3441 · 105
23 4.6801 · 10−4 1.0993 · 10−2 2.5833 · 10−1 5.7184 · 101 1.3441 · 105
24 2.9524 · 10−4 7.2298 · 10−3 1.7713 · 10−1 5.7184 · 101 1.3441 · 105
25 1.8601 · 10−4 4.7413 · 10−3 1.2090 · 10−1 5.7184 · 101 1.3441 · 105
26 1.1706 · 10−4 3.1009 · 10−3 8.2171 · 10−2 5.7184 · 101 1.3441 · 105
27 7.3582 · 10−5 2.0228 · 10−3 5.5626 · 10−2 5.7184 · 101 1.3441 · 105
28 4.6203 · 10−5 1.3164 · 10−3 3.7515 · 10−2 5.7184 · 101 1.3441 · 105
29 2.8981 · 10−5 8.5467 · 10−4 2.5213 · 10−2 5.7184 · 101 1.3441 · 105
30 1.8161 · 10−5 5.5373 · 10−4 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
31 1.1370 · 10−5 3.5803 · 10−4 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
32 7.1111 · 10−6 2.3105 · 10−4 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
33 4.4440 · 10−6 1.4884 · 10−4 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
34 2.7749 · 10−6 9.5708 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
35 1.7314 · 10−6 6.1447 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
36 1.2653 · 10−6 4.6264 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
37 1.0774 · 10−6 4.0598 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
38 9.6748 · 10−7 3.8044 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
39 9.0625 · 10−7 3.8044 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
40 8.7541 · 10−7 3.8044 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
41 8.6580 · 10−7 3.8044 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
42 8.6580 · 10−7 3.8044 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
43 8.6580 · 10−7 3.8044 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
19 log 10 8.6471 · 10−7 3.8044 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
44 7.8629 · 10−7 3.5371 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
45 5.0936 · 10−7 2.3423 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
46 3.3115 · 10−7 1.5559 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
47 2.1419 · 10−7 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
48 1.3861 · 10−7 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
49 8.9567 · 10−8 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
50 5.7809 · 10−8 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
55 6.3657 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
60 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
65 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
70 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
80 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
90 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
100 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
200 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
300 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
400 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
500 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
600 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
700 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
800 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
900 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
1000 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
1500 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
Continued on next page
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Table 15 – continued from previous page
logX0 = logX1 m1 = M1 m2 = M2 m3 = M3 m4 = M4 m5 = M5
2000 4.4627 · 10−9 1.0376 · 10−5 2.4334 · 10−2 5.7184 · 101 1.3441 · 105
2500 3.2742 · 10−9 8.2675 · 10−6 2.0876 · 10−2 5.2710 · 101 1.3310 · 105
3000 1.3698 · 10−9 4.1436 · 10−6 1.2535 · 10−2 3.7917 · 101 1.1470 · 105
3500 5.5837 · 10−10 1.9683 · 10−6 6.9381 · 10−3 2.4457 · 101 8.6210 · 104
4000 2.2333 · 10−10 8.9888 · 10−7 3.6180 · 10−3 1.4563 · 101 5.8614 · 104
5000 2.6533 · 10−11 1.3333 · 10−7 6.6997 · 10−4 3.3666 · 100 1.6918 · 104
6000 3.9286 · 10−12 2.3965 · 10−8 1.4619 · 10−4 8.9172 · 10−1 5.4395 · 103
7000 5.6649 · 10−13 4.0221 · 10−9 2.8557 · 10−5 2.0276 · 10−1 1.4396 · 103
8000 8.0442 · 10−14 6.5158 · 10−10 5.2779 · 10−6 4.2750 · 10−2 3.4628 · 102
9000 1.1317 · 10−14 1.0298 · 10−10 9.3712 · 10−7 8.5278 · 10−3 8.1506 · 101
10000 2.1834 · 10−15 3.0349 · 10−11 4.2185 · 10−7 5.8638 · 10−3 8.1506 · 101
13 900 3.2110 · 10−17 4.4632 · 10−13 6.2038 · 10−9 8.6233 · 10−5 1.1987 · 100
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