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A Nonparametric estimation
A.1 Local linear regression
In a local linear regression, a linear model is imposed only locally for the set of observations
that have similar levels of input. Kernel weight functions are used to give more weight to
observations with similar characteristics and bandwidths impose the window of localization.
For large bandwidths the relationship will tend towards a straight line (surface), implying
that a model with a linear relationship between (log) inputs and (log) output is a special
case of nonparametric local linear regression. The parametric least squares estimator can
thus be seen as a special case of the local-linear estimator (Li and Racine, 2007, p.83).
The regression is localized when the bandwidth sizes are smaller, implying that the model
allows for nonlinearities and that the fitted relationship becomes more wiggly. Literature
shows that the choice of the weighting function is far less important than the choice of the
window of localization - which we discuss below.
In equations (1) and (2), we define kernel weights (wc, wu) with bandwidths (λc, λu). In
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particular, we specify a Gaussian kernel function wck to weight the continuous variable x
c
k,
and an Ouyang et al. (2006)-kernel wu is specified to weight the discrete unordered variable
xu, with λu ∈ [0, 1]:
wck
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xcl − xc
λc
)
=
1√
2pi
e
− 1
2
(
xcl−x
c
λc
)2
(1)
wu(xul , x
u, λu) = (λu)1{x
u
l 6=xu}. (2)
We use product kernels to allow for multivariate regression. The product kernel of xc is
Wλc(x
c
j ,x
c) =
∏q
k=1(λ
c
k)
−1wck((x
c
lk − xck)/λck). To include both continuous and categor-
ical variables together, we specify a Racine and Li (2004) generalized kernel function as
Kγ(x˜l, x˜) = Wλc(xcl ,xc)wu(xul , xu, λu), with γ = (λc, λu). These weighting parameters
allow us to solve the minimization problem.
A.2 Least-squares cross-validation
Choosing which observations have similar input levels by selecting an appropriate multi-
variate bandwidth γ is of crucial importance. We apply the least-squares cross-validation
approach as defined in (3), a data-driven approach that minimizes the asymptotic inte-
grated mean squared error (AIMSE).1
CV (γ) =
1
FT
FT∑
l=1
[yl − gˆ−l(x˜l)]2w(x˜l), (3)
where gˆ−l is the leave-one-out local-linear kernel estimator of E(yl|x˜l). w(·) ∈ [0, 1] is a
weight function that serves to avoid difficulties caused by dividing by 0 or by the slower
convergence rate arising when x˜l lies near the boundary of the support of x˜. Simulation
results of Li and Racine (2004) confirm that cross-validated local-linear regressions indeed
1 We opt for this approach over the AIC cross-validation approach since the least-squares cross-validation
approach is less computationally cumbersome and more frequently applied in the literature.
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have much larger bandwidths as optimum if the true relationship is linear. For the un-
ordered variable, a bandwidth of zero would imply that each cross-section can be treated
separately. A bandwidth equal to the upper bound (close to unity) implies that the variable
is irrelevant and is smoothed out.
A.3 Imposing economic restrictions
Deviating from (log-)linearity such as in the parametric translog model or the used kernel
regression framework implies that the flexible fit may violate properties that are stipulated
by economic theory (i.e., monotonicity or convexity of the production possibility set).
For our purpose of assessing factor biases in technological change, we impose as little
assumptions as needed. As discussed, a property that is warranted is monotonicity (also
referred to as strong or free disposability), implying non-negative output elasticities of
all inputs z, with z = 1, ...,m. As imposing a wrong production structure can lead to
biased inference, we still allow for non-constant returns to scale and non-convexity of the
production possibility set.2
While different approaches exist to constrain a nonparametric regression (surveyed in
Parmeter et al. (2014)), a constrained weighted bootstrapping procedure as proposed by
Hall (2001) is the most general as it can also be applied to parametric least squares re-
gressions as shown in Parmeter et al. (2014). We refer to Parmeter et al. (2014) for a
technological overview of the procedure and only provide a general discussion of the pro-
posed methodology to constrain (local) linear estimators.
The starting point is that the estimate gk(x˜
c) of a linear estimator, with k = 0 representing
the fit and with k = 1, ..., q representing the first order derivative with respect to xk, can
2 Imposing convexity on the production possibility set would imply that we exclude among others the
possibility that a production function goes from increasing returns to scale (e.g. caused by indivisibility
of inputs) to decreasing returns to scale (e.g. caused by coordination costs).
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be formulated as a weighted sum of output, with weights Ak,l(x˜
c):
gˆk(x˜
c) =
FT∑
l=1
Ak,l(x˜
c)yl. (4)
In the case of a local linear regression, the weight A0,l(x˜
c) is defined in (eq.5) and A1,l(x˜
c)
is the first order derivative of A0,l(x˜
c) with respect to input xk
(
A1,l(x˜
c) =
∂A0,l(x˜
c)
∂xk
)
.
A0,l(x˜
c) =
FT∑
l=1
Kγ(x˜l, x˜)
 1 (x˜cl − x˜c)
(x˜cl − x˜c) (x˜cl − x˜c)(x˜cl − x˜c)′
−1Kγ(x˜l, x˜)
 1
(x˜cl − x˜c)
 . (5)
To impose monotonicity, which implies constraining gk(x) to be non-negative with respect
to the inputs, we first introduce unconstrained weights pu = FT
−1 by multiplying (eq.4)
with FT−1 and nT to obtain (eq.6) and choose weights p that replace pu such that the
non-negativity constraint and the constraint that
∑FT
l=1 pj = 1 are satisfied. The optimal
p that satisfies the constraints is estimated by minimizing the L2 metric function D(p) =
(pu−p)′(pu−p), subject to the imposed constraints in a quadratic programming procedure.
This gives gˆk(x˜|p), defined in (eq.7), which is the monotonized estimate of gk(x˜).3
gˆk(x˜
c) = FT−1
FT∑
l=1
Ak,l(x˜
c)× FT × yl. (6)
gˆk(x˜
c|p) =
FT∑
l=1
Ak,l(x˜
c)× pl × FT × yl. (7)
3 We use the software R for the estimation of a constrained local linear regression. The unconstrained local
linear regression is estimated with the package np as described in Hayfield and Racine (2008).
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B Additional Results
B.1 Data representativeness
We compare our data with the Structural Business Statistics (SBS) database over the avail-
able period 2009-2015. First, we correlate the distribution of the total number of firms (N),
total output (Y) and total employment (L) over size categories and time. We find a cor-
relation of -0.52 for the total number of firms, indicating a relative underrepresentation of
small firms (note that SBS also includes zero-employee firms). We further find a correla-
tion of 0.9 and 0.92 for total output and total employment respectively, indicative of the
economic representativeness of the data despite its skew towards larger firms. Similarly, we
correlate the distribution of the total number of firms, total output and total employment
per size category over industries and time. The correlations displayed in Table 1 confirm
both the relative underrepresentation of smaller firms (0-9 employees) compared to official
statistics and the economic representativeness of the data.
Table 1: Correlation between data and SBS per size category over industries and time for the
period 2009–2015
Size Category N Y L
0–9 0.52 0.75 0.65
10–19 0.90 0.92 0.90
20–49 0.94 0.95 0.93
50–249 0.98 0.98 0.98
>=250 0.95 0.87 0.83
Total 0.79 0.96 0.92
Notes: Size categories determined based on
the number of employees. N represents the
total number of firms, Y total output and L
total employment.
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B.2 Optimal level of localization
Deciding on the correct window of localization is of utmost importance for a nonparamet-
ric estimator, and contains valuable information on the functional form. For the LLLS,
bandwidths of continuous variables that are very high (and thus imply no localization) in-
dicate a log-linear relationship. Following Henderson and Parmeter (2015), we define very
high as more than three times the standard deviation of the variable. Discrete variables
with a bandwidth of zero signify that each cross-section should be treated separately. A
bandwidth equal to the upper bound (close to unity), on the other hand, implies that the
discrete variable is irrelevant and is smoothed out.
Table 2 displays our estimated optimal bandwidths obtained using the LSCV routine. In
the majority of the cases, we find evidence that it is optimal to localize low-skilled workers,
capital and materials (foreign as well as domestic) and the continuous time variable. This
testifies to the importance of allowing for nonlinearities and interactions. Exceptions for
low-skilled workers can be found in sectors 16, 17, 20, 23 and 26 and for capital in the
sectors 10, 13, 16, 20, 24 and 28, implying that the relationship between the input and
turnover is estimated to be log-linear. High-skilled workers are estimated to have a log-
linear relationship in the sectors 13, 17, 22, 23, 24, 25 and 26. The continuous time variable
(our proxy for technological change) is estimated to be log-linear in sectors 16 and 28. The
low bandwidth for the categorical firm identifier (FE) suggests that the majority of weight
we place on any particular observation is with respect to observations from the same firm.
This indicates significant heterogeneity across firms, and emphasizes the importance of
controlling for heterogeneity across firms within industries.
The diversity of bandwidths across industries indicates differing functional forms for the
production function between industries. Assuming a common parametric production func-
tion over all industries, therefore, is likely to be a hit-and-miss.
B.3 Robustness
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Table 2: Bandwith size for nonparametric estimator over the years 1996–2015
Industry l h c md mf t FE
10 - Food 1.20 0.78 16845.12* 0.64 1.03 6.66 0.00
13 - Textiles 0.73 11189.48* 81262.93* 0.61 1.62 13.02 0.01
16 - Wood 2874.24* 0.89 1157.47* 0.90 1.98 26.57* 0.00
17 - Paper 680013.95* 6.00* 3.88 1.09 0.37 4.35 0.01
18 - Printing 2.33 0.97 1.18 0.50 1.89 3.59 0.02
20 - Chemicals 163680.95* 0.73 43432.20* 4.16 2.25 1.96 0.00
22 - Rubber-Plastic 1.78 343994.32* 0.48 1.48 1.60 15.92 0.01
23 - Non-metallic mineral. 217.67* 231.53* 1.53 1.02 1.94 3.50 0.00
24 - Basic metals 0.48 4.00* 713.38* 0.88 1.42 1.90 0.03
25 - Fabricated metal prod. 1.83 201708.99* 3.03 0.53 1.16 4.84 0.01
26 - Computer, elec. and opt. 52179.23* 28894.27* 2.64 3.23 4.03 0.69 0.00
27 - Electrical equipment 1.27 2.51 1.59 7.16* 0.80 6.62 0.01
28 - Mach. and Equipm. 1.36 0.46 725.51* 0.74 1.20 19.00* 0.03
31 - Furniture 1.24 0.60 1.66 1.09 0.80 4.97 0.01
*indicates a (log-)linear relationship based on upper bounds of the bandwiths, determined as 3
times the standard deviation of the variable in question (See Henderson and Parmeter (2015), p.
126).
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Table 3: Factor-biased technological change 1996–2015 at 2015 input levels
Industry Bl Bh Bc Bmd Bmf
10 - Food -1.09*** 1.72*** -0.44*** -0.41 0.85***
(0.17) (0.18) (0.14) (0.30) (0.21)
13 - Textiles 0.79 1.12*** -0.08 -0.48 -0.47**
(0.43) (0.22) (0.14) (0.23) (0.19)
16 - Wood 0.16 0.17*** -0.03 -0.25* -0.11
(0.09) (0.08) (0.06) (0.08) (0.19)
17 - Paper -2.49*** 3.11*** -0.74 1.29*** -3.91***
(0.50) (0.59) (0.40) (0.64) (0.78)
18 - Printing -1.74*** 6.26 -3.96*** -5.00** 4.34**
(0.40) (0.41) (0.29) (0.71) (0.40)
20 - Chemicals -1.34*** -1.06* -1.27** 10.37*** -8.37***
(0.17) (0.40) (0.19) (0.35) (0.39)
22 - Rubber-Plastic -0.25* 0.30*** -0.23* -0.11 0.61**
(0.14) (0.12) (0.14) (0.14) (0.15)
23 - Non-metallic mineral. -4.33*** -2.14*** -1.16*** 4.16*** 3.40***
(0.30) (0.36) (0.23) (0.43) (0.39)
24 - Basic metals -4.75*** 1.44*** -2.44*** 2.08*** 1.94***
(0.43) (0.37) (0.26) (0.30) (0.50)
25 - Fabricated metal prod. -2.20 1.24*** -0.49 3.34 1.94***
(0.27) (0.19) (0.17) (0.32) (0.23)
26 - Computer, elec. and opt. -0.14 2.26*** -1.97*** 4.62*** -3.99***
(0.18) (0.21) (0.14) (0.26) (0.12)
27 - Electrical equipment -6.01*** 1.46*** -1.36 5.52* 3.00
(1.25) (0.62) (0.42) (0.73) (1.93)
28 - Mach. and Equipm. 0.02 0.02 -0.38*** -0.08 0.15***
(0.05) (0.10) (0.05) (0.09) (0.05)
31 - Furniture 0.04 0.04 -3.37*** 2.16*** 1.06***
(0.50) (0.38) (0.30) (0.54) (0.47)
10t31 - All Sectors -1.58*** 0.94*** -0.98*** 2.00 -0.19***
(0.08) (0.08) (0.06) (0.11) (0.11)
Sum of Squares Within 97535 115597 34699 162071 20515
Sum of Squares Between 3602 4152 1364 16825 14638
*, **, *** indicate significance at the 10%, 5% or 1% levels respectively. Standard
errors in parenthesis. Confidence intervals obtained from a clustered wild bootstrap
with 49 replications.
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Table 4: Correlation factor bias at 2015 levels and firm characteristics within industries
Input R&D Small Medium Large X XEU13 XNEU IEU13 IChina INEU
l 0.03 0.03 −0.01 −0.07** −0.05* −0.03 −0.04 −0.07** 0.01 −0.05**
h 0.03 −0.07** −0.01 0.12***−0.03 −0.01 −0.02 −0.01 0.01 −0.01
c −0.02 0.06** −0.04 0.00 −0.01 −0.05* −0.02 −0.03 0.01 0.00
md −0.02 0.04 −0.02 −0.06** −0.02 −0.02 0.01 0.00 −0.06** 0.00
mf 0.07* −0.03 −0.01 0.05 0.01 0.07 0.02 0.06 0.10** 0.03
*, **, *** indicate significance at the 10%, 5% or 1% levels respectively.
X and I identifies exporting and importing firms respectively. The EU13 countries are Bulgaria, Croatia, Cyprus,
Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Romania, Slovakia and Slovenia. NEU
stands for countries outside the European Union.
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Table 5: Regression of factor biases at 2015 levels on firm characteristics
Determinants l h c md mf
R&D 0.982* 0.461 0.044 0.052 0.301
(0.533) (0.581) (0.315) (0.707) (0.643)
Medium -0.834* 1.650*** -0.026 -1.356** -0.772
(0.489) (0.533) (0.289) (0.649) (0.664)
Large -2.257*** 5.262*** -0.026 -3.878*** -0.736
(0.860) (0.938) (0.509) (1.142) (0.965)
X -1.387* -0.515 -0.312 -0.300 0.450
(0.754) (0.823) (0.446) (1.002) (1.265)
XEU13 -0.385 -0.562 -0.685* -0.308 1.061
(0.622) (0.679) (0.368) (0.826) (0.772)
XNEU -0.048 0.076 0.386 1.338 -0.677
(0.708) (0.773) (0.419) (0.941) (0.931)
IEU13 -1.271** -0.673 -0.335 1.046 0.308
(0.539) (0.589) (0.319) (0.716) (0.655)
IChina 0.682 0.479 0.293 -1.772** 1.261*
(0.587) (0.641) (0.348) (0.780) (0.677)
INEU -0.921 0.008 0.249 0.106 0.039
(0.615) (0.671) (0.364) (0.817) (0.859)
1996l -32.345*** 1.785 -0.459 -5.692* -11.381***
(2.523) (2.754) (1.493) (3.350) (3.368)
1996h 4.936* -39.936*** -0.835 4.990 -3.680
(2.796) (3.052) (1.655) (3.713) (3.742)
1996c 9.162** 13.771*** -45.310*** -3.197 -5.966
(4.623) (5.046) (2.736) (6.139) (6.138)
1996md 0.160 -1.782 -0.065 -30.023*** -9.008***
(2.173) (2.372) (1.286) (2.886) (3.099)
1996mf -8.634*** -2.919 -2.697* -14.059*** -20.246***
(2.665) (2.909) (1.577) (3.539) (3.682)
R2 0.235 0.212 0.251 0.235 0.308
Obs. 1340 1340 1340 1340 529
*, **, *** indicate significance at the 10%, 5% or 1% levels respectively. Standard errors in
parenthesis.
X and I identifies exporting and importing firms respectively. The EU13 countries are
Bulgaria, Croatia, Cyprus, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta,
Poland, Romania, Slovakia and Slovenia. NEU stands for countries outside the European
Union.
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