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1. INTRODUCTION 
Let 2 x 2 be the set of lattice points in the plane 
{(m, n); m and n integers}. 
A function f: Z x Z-t C is said to be discrete analytic in the lattice square 
{(m, n), (m + 1, n), (m + 1, n t- 11, cm, 71 + 1)) 
if 
Lf(m,n)=f(m,n)+if(m+1,n)+i~f(m+1,n+1)+i3f(m,n+ 1) =o. 
(1.1) 
The concept of a discrete analytic function was introduced by Ferrand [l] 
and many properties of discrete analytic functions were obtained by D&in [2]. 
A convolution product for discrete analytic functions was defined by DufEn 
and Duris [3] and an operational calculus was developed by Hayabara [4] and 
further extended by Deeter and Lord [S]. 
In the present paper a formal power series approach to the theory of 
discrete analytic functions is given which (it is hoped) not only gives new 
insight to the theory but also makes many proofs much simpler and shorter. 
To illustrate the method, new proofs are given to most of the results in 
[3, 51. 
I f  a function is discrete analytic in a simple region (a finite union of unit 
squares which is simply connected) it can be discrete analytically continued 
to the whole plane. Until Section 9 we shall assume that our functions are 
defined and discrete analytic in each unit square of the quarter plane 
Z+ x Z+ = ((m, n); m, n integers, m, n > O}. 
Since functions defined and discrete analytic in the other quarter planes 
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can receive a similar treatment, our assumption involves no loss of generality. 
The key idea of this paper is to associate with each function 
f : Z+ x 2-t + @ the formal power series 
f(X, Y) = f f(m, n) Xrr-Yfl. w 
;zo” 
2. THE RING OF FORMAL POWER SERIES IN Two VARIABLES 
The class of formal power series 
I 
a) 
Rxr = c am,,XmYn; a,, E @ 
77+0 
?S=O 
endowed with the usual rules for addition and multiplication, 
is a ring with an additive identity 0 (amn = 0 for each m and n) and a multi- 
plicative identity 1 (aoO = 1, amn = 0 otherwise). 
Since the product of any two nonzero formal power series is nonzero, this. 
ring is an integral domain. An element F(X, Y) of Rxy has a multiplicative 
inverse iff a,, =F(O, 0) # 0 and then 
F(X, y)-l = ( aoo [1 - [aoo -zp’ ‘)I I)-’ = a;: f. (“” -:p’ ‘I)“; 
the infinite sum on the right defmes a formal power series since the coefficient 
of each term is a finite sum and there are no problems of convergence. Of 
course, the inverse, when it exists, is unique, since R,, has no zero divisors. 
Later we shah also consider the ring Rx of formal power series of one 
variable {Ezso a,Xn}. This is a subring of Rxy and also an integral domain. 
The following lemma will be needed later: 
LEMMA 2.1. Let C(X) = Cz, a,Xm. The equation #(X)lc = C(X) has a 
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solution 4(X) E Rx $7 there exists an integer n > 0 such that the jirst nonzero 
coe@cient of #(X) is ank . In this case z+(X) is given by 
Yw) = xnk%Yr: u i- (~%&+,/Qc> x + (%k+&nk) x’ + .*.>jJ’” (2.1) 
where the right-hand side is developed according to Newton’s binomial expansion 
Proof. Verify formally that #(X)l; =4(X) to prove sufficiency. The 
necessity is trivial. 
3. REPRESENTATION OF DISCRETE ANALYTIC FUNCTIONS AS 
FORMAL POWER SERIES 
Let f: Z+ x Z+ --+ C be any function and associate with it the formal 
power series 
f(X, Y) = + f(m, n) XmYn. (1.2) 
m=o 
1E=O 
(1 + iX - XY - iY)f(X, Y) = (1 + ix)&(X) + (1 - iY)2&(Y) -f(O, 0) 
- f Lf(m, n) Xm+lYn+l, (3.1) 
;I$ 
where 
and $AY) = f  f  (0, n) Y”. 
n=0 
Now the last term vanishes for discrete analytic functions and so for such f  
(1 + iX - XY - iY) f(X, Y) = (1 + ix) t& + (I - iY) & - f (0,O). 
Multiplying both sides by (1 + iX - XY - iY)-l yields 
f(X 
, 
y) =4fF) (1 + ix> + VW) (1 - W - f (0, 0) 
l+iX-XY-iiy (3.2) 
This confirms the self-evident fact that a discrete analytic function is uniquely 
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determined by its values on the axes. In fact, (3.2) is a condensed form of 
formula (7) in [2]. 
Now let 
AC(X) = 2 fh 4 X” 
m=O 
for k = 0, 1,2,... so that $o(X) =&(X) and 
f(X, Y) = f &(X) Y”. 
7X=0 
Introduce this notation into (3.2); comparing coefficients of Y yields 
&(X) = do(X) * + f(oy :’ ; go’ O) ) (3.3) 
and by applying this formula to the function fk(m, n) =f(m, rr + k), we 
obtain 
c$k+l(X) = &(X) jy$ +f(O, k ; y ;xq’oy k, . (3.4) 
Formula (3.4) gives a convenient way to evaluate inductively the values off 
inside Z+ x Z+ from its values on the axes. 
Since a discrete analytic function in Z+ x Z+ is uniquely determined by 
the pair k&, h) an evidently each discrete analytic function determines d 
such a pair, there is a (l-l) correspondence between discrete analytic func- 
tions and the elements of the set 
In the following, a discrete analytic function in Z+ x Z+, f, will be identified 
with the pair (h , &) referred to as the “function” (+j, &). 
EXAMPLE 3.1. The discrete analytic function f (m, n) zz C (C constant) 
corresponds to the pair (+f, I,$), where 
l& = c f Y” = C(1 - Y)-1, 
VI=0 
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C(X, Y) = c f XmYn = 
m-o (1 - X)71 - Y)' 
?Z=O 
EXAMPLE 3.2. The functionf(m, n) = C(-l)m+n corresponds to the pair 
( cf (-l)%XWF (-l)nY”jq&,+ n=o 9l=O 1+y 
and 
f(X, Y) = c f (-l)m+n XmYn = (1 + x);1 + y) . 
z: 
Duffin [2] termed a function f which assumes the value e, on the odd 
lattice points and the value es on the even lattice points, a biconstant. This 
function can be written as 
!i(e2 + 4 + (-l>m+n He2 - 4. 
Thus, the general form of a biconstant is 
+ (e2 + 4 (-& 9 1: y --) + + (e2 - 4 (&- 9 
1 
IfY 1 
=( 
e2 + elX e2 + elY 
(1 -X)(1 +x)‘(l - Y)(l + Y) 1 * 
4. INTEGRAL AND DERIVATIW 
D&in [2] defined a “line integral” by the rule 
where a = x0, zr ,.... z, = b is a chain of lattice points (that is, 
I xk - ++l I = 1 mdf, = f(d). 
He showed that if f is discrete analytic in a region then the sum is inde- 
pendent of the particular chain connecting a to b and hence (4.1) is well 
defined. He defined the indefinite integral F off, 
F(z) = /‘f(z) az. (4.2) a 
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Since the starting point of the integral is arbitrary, F(z) is only defined up 
to an additive constant. Duffin also showed that if f(z) is discrete analytic 
in a simple region then so is F(z). 
Now, suppose f = (&, I,+) and P = (+F , qGF). We would then like to find 
& in terms of +r and IJ= in terms of I,$~. 
By (4.1) with a = 0 we have 
2F(7n,O)=f(O,O)+2f(l,0)+~~~+2f(~--1,o)+f(~~o) 
= 2[f(O, 0) + ... +f(m, 91 - (f&J 0) +m, 0)). 
Thus 
2 Cwb 0) x* = W/(1 - X))h(X) - M-v - (f(Q w - -0 
and we get 
Similarly, 
(4.3a) 
JiF+&&2;(y$). 
Thus, the operation of integration is 
(4.3b) 
($(x),+(Y))+;p+(x) - fB) i++(Y)- pg) 
where C is an arbitrary constant. If the starting point of integration in (4.2) 
a = 0, then F(x) = Jif(z) &z, and, in (4.4), C = 0. 
Duffin also defined the dual f- of discrete functions by the rule 
f-(m, n) = (-l)“+“f*(m, n). Thus f-(X, Y) = f*(-X, -Y) and 
wn $wF = 0$*(-x), +*c- w w e are now in a position to give another 
proof of the following result, which was first proved in [2, p. 3411. 
LEMMA 4.1. Let F(z) be a given discrete analytic function. Let a and b be 
points of Z+ x Z+ and let k be an arbitrary constant. Then 
f(z) = (4 l’F-i% + k)- (4.5) 
is analytic in Z+ x Z+ and 
F(z) = s’f (z) ax + F(a). 
a (4.6) 
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Proof. I f  F = (a, Y), then F- = (a*( -X), y*(- Y)). 
BY (4.4), 
4 J’F-82 + k 
b 
r 
= @*(o) 2 (@*(-x$g - 1 _ x 
1fY - ,iY*(-Y)~ - 
Z*(O) 
_I_ 
1-Y 1 
1 
+kl(&-p 1-y ! 
(kl some other constant). 
so, 
f(z) = (4 jb*F-iiz + k)- 
WV 
=2(@(x)&+ 1 +x, 
I-Y W(0) - ___ -WY) 1 + y  + 
1fY 1 
(4.7) 
Finally, 
f 
1 - Y wJ -i Y(Y)m-p 
1 
i(l + Y) 
l+Y (1-Y) 1 
1+x 1 i 1+y 1 +k*f+x.m- .i--------- 1-x lfYl-Y 1-Y i 
--- ,’ 
0 
= @(X)--~,Y(E’)--). 
t 
Thus, 
F(z) = /‘f(z) ax + F(0, 0). 
0 
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Duffin [2] used formula (4.5) to define f = aF/az as the derivative of F. 
Formula (4.7) says that the action of taking the derivative is 
(m3 W>) + 2 (W) g$ - fy& f --i $(Y)&+---- ( WY 1+y 1) 
j--R ( 1 1 1 -,- 1-i-X 1+y (4.7) 
(tz an arbitrary constant). 
So the derivative is unique up to addition by a constant multiple of (-l)m+n 
(Example 3.2). 
5. POLYNOMIAL+ 
In [2, Sect. 51, polynomials which are discrete analytic everywhere were 
considered and it was shown if f is a discrete analytic polynomial then the 
integral F is a discrete analytic polynomial. A sequence of discrete analytic 
polynomials was defined by the relations 
Z(n+l) = (n + 1) jz Z(n) az; 29) Ez 1. 
0 
so, 
(5.1) 
$0) = ( 
1 1 
1--x’1--y 1 
11+x 1 ,$l) = - 
( 
1 ___ . ___ - ___ i(l+Y) 1 
2 1-x 1-x 
.--* 
1-X’(l-Y) 1-Y 1 
z-Z= 
( (1 TX), ’ (1 LYY)Z . 1 
Since z+(O) = 0, K = 1, 2, 3 ,..., one gets 
(i>” n! 
2%1 
Y(l + Y)n-r 
I (1 - Y)n+l , 
n = 1, 2, 3 ,... . 
The discrete analytic exponential function 
(5.2) 
e(z, t> = ((2 + q/p - t)>" ((2 + d)l(2 - it))" 
1 By f(z) we mean f(x, y), where z = s + iy, (x, y) E 2 x Z. 
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was introduced by Ferrand [l] and it is seen that 
e(zp t, = ( 1 - ((2 + i),(2 - t)) x ’ 1 - ((2 + itj,(2 - it)) Y 1 
and 
1 +iX 1 - iY 
- e(z, t) = 
( 1 - ((2 + t)/(2 - t)) X + 1 - ((2 + it)/(2 - it)) 4 
1 
= (1 - ((2 + Q/(2 - t)) X:(1 - ((2 + it)/(2 - it)) Y) . 
By using (5.2) one can reprove [2, formula 1391, 
e(z, t) = 5 (,dn)tn/fz!) (I t I < 2). 
n=0 
6. A CONVOLUTION PRODUCT FOR DISCRETE FUNCTION THEORY 
In [3], three types of convolution products were defined for discrete 
analytic functions. 
The convolution off, g is defined as 
f * g = J‘oZf(z - t): g(t) at, (6.1) 
where 
s )(4: g(z) &J = 5 tw4 +fGh)l * k(%J + gc%-Jl . c%l - %-I)~ 7L=l 
where a = a,, a, ,..., z, = b is a chain connecting a and b. 
It was shown in [3] that if f, g are discrete analytic then so is f* g. 
For 4(X) E Rx define 
Then, in terms off = (& , h), g = (&, ,A); f * g = (&, , &J is given by 
4f*LJ = H&J 9 ?b*t7 = tiy&JLl * W-4 
Also, cP,,,(O) = 0, so &, = $(l + X)&&, and if h is discrete analytic, 
hs)*h = (X/4) &7& = (X(1 + X)/16) &+$h = +r*(mh) .
Similarly, +&jeh = z,&(~*~) and we obtain a simple proof of the result of [3] 
that the convolution product is associative: (f +g) * h = f c (g Y h). 
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Invoking (5.2), 
4 (e(~)/n!)*(z(~)/wa!) 
1 1 1 ;--.- X(1 + X)+-l (1 + X) X(1 + x)+-l (1 + X) 
4 p-1 p-1 (1 - X)“fl (1 - x)m’ l x 
1 X(1 +x)=+-m =+ 
(12, m 2 11, 
-- 
~ 2n+m (1 _ gn+m+z dn+m+*)/(n+va+l)! * 
Similarly, 
d ‘(r(n)/n!)*(z(m)/m!) = ~Z(“+~++L+,+l)! . 
Thus [3, p. 2051; 
(z’“‘/n!) * (z(m)/m!) = z(n+m+l)/(n + m + I)!. 
The Prime Convolution Product 
The prime convolution product of f( z and g(z) was defined in [3] to be ) 
f *’ g = J”zf(z - q: g’(t) at +f(4 g(O), (6.3) 
where 
s bf: g’ ax = 3 f  Wn) +fbL-l)) M4 - &n-J a n=1 
and it was shown there that if f, g is discrete analytic, so is f d g. 
The coefficient of Xn-l in q&es is 
Hf(4 -I-f@ - 111 [g(l) -ml + Hf@ - 1) +fb - 91 * [g(2) - g(l)1 
+ *** + [f (1) + f (O>l [g(n) - dn - 111 + f (n - 1) JdO)* 
Thus, 
bf*,gz~(l +x>~,-Tw) . (1 -x)~~-hAo) 
2 X X - x + Am A 
409/57/2-8 
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Similarly, 
Thus, 
h*‘s = ((1 - xmMc7 _ and kg = ((1 - V/2) $A& . (6.4) 
Now, 4(X), I/J(X) E R, , a) = #(X) * +(X) - #(X) = constant. Since 
f *’ g(O) = f(o) g(O) = g *‘f(o) and 
(and similarly $- f*,8 = I,&.*!~), it is seen that the prime convolution product is 
commutative. 
Also, from (6.4), 
and [(f *’ g) *’ h] (0) =f(O)g(O) h(0) = [f *’ (g *’ h)] (0), it follows that 
(f *‘g) *’ h = f *’ (g *’ h) and th e associativity of the prime convolution 
product is proved. 
Let us prove that 
.&“) #n) -*‘-= Z(n+m) 
n! m! (n + 4 
(n, m 3 l), 
1 (13-X) 
(6.5) 
d __ r(“)/n! = 2”-1 (1 _ x)n+l (n 3 1). 
so, 
+(z(qn!)” 
1 (1+x) 1 (1 +xP (1 -X) 
m/m,) = 2”-1(1 _ X)“fl * 2”-1(1 - xp+1 .- 2 
Similarly, 
Of course, 
.$?a) 
- *’ 
n! 
$0) = ($y+$ (O), 
giving (6.5). 
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The Double Prime Convolution Product 
The double prime product was defined in [3] by 
f *” g = s,‘; (iy(x - t)pr) : (ag(t)/at) at, 
where llf/ik is the discrete analytic derivative of f, defined in Section 4. 
Invoking formulas (4.7) and (6.2) we get 
from which the commutativity of the double prime product is seen. Also, 
Similarly for the I/J’s; therefore, 
(f*#g) *m h =f*” (g *N h). 
7. NEW PROOFS TO SOME RESULTS OF DEETER AND LORD [Sj 
In this section it will be shown that Deeter and Lord’s Theorem 1, Lem- 
ma 2, and Theorem 7 [5] (h ere, Propositions 7.1, 7.2, 7.3, respectively) are 
immediate consequences of formula (6.4). 
Deeter and Lord [5] defined the mean of the function on the positive x-axis 
and y-axis, respectively, by 
f(m, 0) = +[f(m, 0) + f (m - 1, O)], m = 1, T..., 
jyo, m) = i[f(O, m) +f(0, m - l)], m = I,2 ,.... 
So, in our notation, 
i J(w 0) X” = x&, t J(0, m) Y” = Y$, . 
V&=1 rn=l 
If f has mean zero on the x(y) axis then &(I&) E 0. 
(7-l) 
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PROPOSITION 7.1 (Theorem 1 in [Sj). If two discrete analytic functions 
are such that the mean of either function is zero on an axis then the mean of their 
(prime convolution) product is zero on that axis. 
Proof. Immediate from formula (6.4). 
PROPOSITION 7.2 (Lemma 2 in [5]). Let f, g be discrete analytic and satisfy 
f(L 0) = ... =f(n- 1,O) =0, j(n,O) #O, 
E(l,O) = *.. =g+n- 1,O) =o, E(m, 0) # 0; 
then 
and 
f*lg(l, 0) = *.* - =f*‘g(m+n-2) -0 
f  *‘g(m + n - 1,O) =J(n, O)g(m, 0) # 0. 
Proof. From (7.1), the leading term of $, is j(n, 0) X+-l, the leading 
term of r& is g(tn, 0) X+l, and thus the leading term of 
is f h 0) g(m, 0) X n+nr-r and the conclusion follows from (7.1). 
PROPOSITION 7.3 (Theorem 7 in IS]). Let f  be discrete unaZytic. A necessury 
and su$icient condition for the existence of a solution of the equation g*‘” = f  
is that there exist nonnegative integers m and n such that 
j(1, 0) = ... = ji(hm, 0) = 0, f(hm + LO) # 0, 
f(0, 1) = ... =f(O, hn) = 0, .f(O, h- + 1) # 0. 
Proof. Since 
+sr’lc = ((1 - -w4k-1 cK>k and #yls = ((1 - y)/ak-l &Jk> 
then conclusion follows from Lemma 2.1. 
8. DISCRETE VOLTERRA INTEGRAL EQUATIONS 
Let f (z) and k(z) be discrete analytic functions in a rectangular region R 
which (without loss of generality) will be assumed to be Z+ >: Zf. Duffin and 
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Duris [3] considered the problem of finding a discrete analytic solution U(Z) 
to the equation 
u(z) =f(x) + h /‘k(x - t): u(t) at, (8-l) 
0 
where h is an arbitrary constant. Translated to our language, (8.1) reads, 
#u = $f + (W4) %J$u 9 (8.2a) 
$44 = k + (A/4) J%vu - (8.2b) 
Thus 
Ai = 54 + (W4) Mu * (1 + 4 - MO)l~ (8.3a) 
421 = 4, + (AW4) $khL . (1 + Y) - hLKw (8.3b) 
Now, if a solution U(Z) to (8.1) exists, &(O) = &(O) =f(O) by (8.1). So, 
+u[l - (h/4)& . (1 + WI = +I - (%/4)f(O)P 
~u[l - (W4) $k . (1 + VI = 95 - (%Jk/4)f(O). 
(8.4a) 
(8.4b) 
THEOREM 8.1 (Theorem 5.2 in [3]). Letf(z) and k(z) be discrete analytic 
functions in Z+ x Z+. Then there exists a unique function u(x) discrete analytic 
in Z+ x Z+ such that 
u(x) = f(z) + h Ii: k(x - t): u(t) at (8-l) 
0 
for all values except possibly X = 4/h[k(O) + k(h)] where h equals +I, fi. 
(This is not exactly the original wording but it is equivalent to it.) 
Proof. A solution of (8.1) exists iff there is a solution of (8.4a) and (8.4b) 
simultaneously. A solution of (8.4) exists (and then is unique) if the coefficient 
terms of both 
1 - (V4) &u + X) and 
are not zero; i.e., if 
1 f (h/4) (k(O) + k(l)) and 1 f (W) (k(O) + k(i)), 
and in this case the unique solution u = (& , &J is given by 
cu = (A - (@?&)f (0)) [1 - (V4)&(1 + -vl, 
A = Ch - (ihJk/4)f (0)) Cl - (W4) $A1 + VI”. 
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If the condition on X is not satisfied, i.e., 
h = 4/[h . (W) + h(h))], 
for either h = 1 or h = i. Then a solution may or may not exist according 
to the leading term of the r.h.s. of (8.4). The solution is not unique if f  
1 - (h/4)&1 + X) = 0 or 1 - (ih/4) fJk . (1 + Y) = 0; 
i.e., 
or 
hc = (4/h) (X/U + W) + kwY(l + w 
9% = (4P) fW + Y)“> + wkw(l + 0. 
It is also possible to prove, by the method of this paper, most of the results 
in [6]. 
9. A REPRESENTATION FORMULA FOR THE HALF-PLANE 
Consider the abelian group T,, of all formal power series 
(note that we allow here also negative powers). Define, again, 
.Za,,X”Yn + Zb,,X”Y” = Z(u,, + b,,) X”Y”. 
Let 
A = Za,,XmYn; B = 2bm,XmYn. 
C = AB is said to exist if 
Cm, = f  br.sm-r.n-k 
k=--m 
l’=-m 
converges absolutely for each m, n integers. 
The following lemma is trivial 
(9.1) 
LEMMA 9.1. If A, B, CE Txy and B has only a finite number of nonzero 
terms and if both (AB) C and A(BC) exist, then (AB) C = A(BC). 
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Now we can re-porve the following representation formula from [2, p. 3471. 
THEOREM 9.2. Let q(z) be a discrete function such that 
Lq(4 = 0, .z # 0, Lq(0) = 1 (9.2) 
and let f (z) be a function which is analytic in every unit square of the upper half- 
plane; suppose that for each jxed zO 
Then if 
f (4 !zb - %) = 0 I x I-l, Imz 30. P-3) 
44 = d-4 + iq(l - 4, (94 
we have 
f  (4 = 2 f(m) +% - m), Im z0 > 0, 
m=-cc 
and the r.h.s. is zero for Im x0 < 0. 
Proof. Letq =Cz,,=-, q(m, n) XmYn; from(9.2), (1 +iX-l-X-lY-l - 
iY-1) q = 1. Let 4”(z) = q(-z); then 4 = q(X-1, Y-1). Thus, (1 + iX - 
XY - iY)q = 1. Now 
8(z) = q(--x) + iq( I - z) = g(z) + iqT(- 1 + x), e=(i +iX)a. 
so, 
Let 
(1 +iX-XY-iX)e = 1 +iX. (9.6) 
f(X, Y) = 5 f f(in + m) XmYn, 
n=o WI=-22 
40(X) = i f(n) X”. 
a=-m 
Since f  is discrete analytic in the upper half-plane, considerations similar 
to those in Section 3 show that 
f(X, Y) (1 + ix - XY - iY) = 9So(X) (1 + ix). (9.7) 
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Multiply both sides by 0(X, Y). (The product exists by virtue of condition 
(9.3).) 
{f(X, Y) (I + ix - XY - ix’)] e(X, Y) = [4@(X) (1 + ix)] e(x, Y). 
By Lemma 9.1, 
since all products involved exist. By (9.6), 
f(x, Y) (I + ix) = 40(X) [(I -t ix) e(X, Y)i = +0(X) c&(X, Y) (1 + iX)l 
= u,(x) e(x, y)i (1 + ix). 
Let 
F(X, Y) = f(X, Y) - $()(X) e(x, Y). (9.8) 
We want to show F(X, Y) = 0 and then it would follow that 
which is the same as (9.5). From (94, 
F(X, Y) (1 + z’X) I= 0. (9.10) 
But 
F(X, Y) (1 + iX - XY - iY) 
= f(X, Y) (I+ ix - XY - iY) - [f/J”(X) e(x, Y)] (1 + ix - XY - iY) 
= +&m (1 + ix) - 56,(x) [e(x, u) (1 + ix - xy - iq 
= q&(X) [l f LX) - do(X) (1 + LIT) = 0. 
so 
F(X, Y) (1 + ix’ - XY - Z) z: 0. (9.11) 
NIultiply Eq. (9.10) by (1 + iY) and subtract from (9.11) to get 
F(X, Y) 2iY = 0 and consequently, F(X, Y) E 0. 
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