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Abstract: We calculate the exact tail asymptotics of stationary response times for open stochas-
tic event graphs, in the irreducible and reducible cases. These networks admit a representation as
(max,plus)-linear systems in a random medium. We study the case of renewal input and i.i.d ser-
vice times with subexponential distributions. We show that the stationary response times have tail
asymptotics of the same order as the integrated tail of service times. The mutiplicative constants
only involve the intensity of the arrival process and the (max,plus)-Lyapunov exponents of certain
sequences of (max,plus)-matrices associated to the event graph.
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Asymptotiques de réseaux (max,plus) sous-exponentiels
Le cas des graphes d’événements
Résumé : Nous calculons le comportement asymptotique de la queue de la distribution station-
naire du temps de réponse d’un graphe d’événements stochastique ouvert, tant dans le cas réductible
que dans les cas irréductible. Ces réseaux admettent une représentation sous la forme d’un système
(max,plus)-linéaire en milieu aléatoire. Nous étudions le cas où le processus d’entrée est un proces-
sus de renouvellement et où les temps de services sont i.i.d. et de distribution sous-exponentielle.
Nous montrons que les temps de réponse stationnaires ont une queue de distribution du même ordre
que l’intégrale de la queue des distributions des temps de service. Les constantes multiplicatives font
simplement intervenir l’intensité du processus d’entrée et les exposants de Lyapounov (max,plus) de
certaines suites de matrices (max,plus) associées au graphe d’événements.
Mots-clés : Réseau ouvert, graphe d’événéments stochastique, variable aléatoire sous-exponentielle,
distribution à queue lourde, distribution intégrée, théorème de Veraverbeke, réseau (max,plus), files
d’attente en série.
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1 Introduction
This paper is focused on the derivation of the tail asymptotics of the steady state end-to-end response
times in open, single input, stochastic event graphs [3], a class of networks which are known to admit
a (max,plus)-linear representation.
To the best of our knowledge, within this class of networks, under subexponential statistical
assumptions, exact asymptotics are only known for the following special cases:
• the case of dimension 1; this type of asymptotics is known as Pake’s [10] or Veraverbeke’s
theorem [11], and most often expressed as a property of the waiting or response times in the
G/G/1 queue (this can also be seen as a property of extrema of random walks);
• the case of irreducible event graphs [7], a first class of networks with general dimension that
contains the G/G/1 queue as a special case;
• the case of tandem queues [5], a class of reducible event graphs with a specific linear topology,
which also contains the G/G/1 queue as a special case.
The exact asymptotic for the maximal dater of a generalized Jackson network is the subject of a
paper in preparation [6]. This list only concerns open networks. There are also some recent results
on asymptotics of closed subexponential event graphs in [2].
The aim of the present paper is to extend the results on open networks by giving an asymptotic
theorem for event graphs with general, possibly reducible topology and with general dimension. For
this, we use a theorem, called the typical event theorem, established in [5], which shows that for
all subexponential monotone separable networks, a large deviation from the mean behavior is trig-
gered by a single large service time, in some station of the network, at some distant epoch in the past.
The paper is structured as follows: Section 2 summarizes the different frameworks that are
needed to state the problem and the results. We first recall the definition of monotone separable
networks introduced in [4]. We then present the class of (max,plus)-linear networks and the sub-
class of event graphs. We show that event graphs belong to the monotone separable networks class.
This first section is completely algebraic and does not require any stochastic assumption.
The stochastic assumptions are introduced in Section 3, whereas Section 4 gives the main result
of this paper, Theorem 1, which expresses the tail asymptotics of the steady state end-to-end response
time in function of the integrated tail of the service (or firing) times of the network, the arrival
intensity and the (max,plus)-Lyapunov exponents of the communication classes of the network.
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2 General Framework
2.1 Monotone Separable Networks: MS-Net.
In the present paper, by network we will understand the following:
• An input point process N , with an infinite number of points {Tn}; for all m ≤ n, we will
benote by N[m,n] the [m, n] restriction of N , namely the point process with points {Tl}m≤l≤n.
• A mapping X(.) which associates, to each (finite or infinite) point process, the time of last
activity in the network when fed by this point process. We assume the following on this
mapping:
– There exists a sequence {ξn}, with ξn in some measurable space M, describing service
times and routing decisions, and a set of functions {fl}, fl : Rl ×Ml → R, such that
X(N[m,n]) = fn−m+1{(Tl, ξl), m ≤ l ≤ n}. (1)
– For all finite m ≤ n, X(N[m,n]) is finite.
We say that such a network is monotone-separable if for all N :
1. Causality: for all m ≤ n,
X(N[m,n]) ≥ Tn;
2. External monotonicity: for all m ≤ n,
X(N ′[m,n]) ≥ X(N[m,n]),
whenever N ′ ≡ {T ′n} is such that T
′
n ≥ Tn for all n, a property which we will write N
′ ≥ N
for short;
3. Homogeneity: for all c ∈ R and for all m ≤ n
X(N[m,n] + c) = X(N[m,n]) + c;
4. Separability: if for all m ≤ l < n, X(N[m,l]) ≤ Tl+1, then
X(N[m,n]) = X(N[l+1,n]).
By definition, the [m, n] maximal dater is Z[m,n](N) = X(N[m,n]) − Tn = X(N[m,n] − Tn).
INRIA
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2.2 (max,plus)-Linear Systems
Definition 1 The (max,plus) semi-ring Rmax is the set R ∪ {−∞}, equipped with max, written
additively (i.e. a ⊕ b = max(a, b)) and the usual sum, written multiplicatively (i.e. a ⊗ b = a + b).
The zero element is denoted ε = −∞.
For matrices of appropriate sizes, we define (A ⊕ B)(i,j) = A(i,j) ⊕ B(i,j) = max(A(i,j), B(i,j)),
(A ⊗ B)(i,j) =
⊕
k A
(i,k) ⊗ B(k,j) = maxk(A(i,k) + B(k,j)).
Let s be an arbitrary fixed natural number. Assume the following to be given:
• {Tn, n ∈ N}, where Tn ∈ R, the arrival time sequence;
• {An, n ∈ N}, where An is a s × s matrix;
• {Bn, n ∈ N}, where Bn, is a s−dimensional vector.
The associated (max,plus)-linear recurrence is that with state variable sequence {Xn, n ∈ N}, where
Xn is a s−dimensional vector, which satisfies the evolution equation:
Xn+1 = An+1 ⊗ Xn ⊕ Bn+1 ⊗ Tn+1. (2)
We assume w.l.o.g. that An has no null column (= (ε . . . ε)′) and that if the i-th line of An is null,
then B(i)n ≥ 0.
To each (max,plus)-linear recurrence, one associates a network in the sense of the last section,
with ξn = (An, Bn) and
X(N[m,n]) =
⊕
1≤i≤s
⊕
m≤k≤n
(D[k,n] ⊗ Bk ⊗ Tk)
(i),
where for k < n, D[k,n] =
⊗k+1
j=n Aj = An ⊗ · · · ⊗ Ak+1 and D[n,n] = E, the identity matrix (the
matrix with all its diagonal entries equal to 0 and all its non-diagonal ones equal to ε). If one defines
Y[m,n] =
⊕
m≤k≤n
D[k,n] ⊗ Bk ⊗ Tk,
it is easy to check that Y[m,m] = Bm ⊗ Tm, that for all n ≥ m,
Y[m,n+1] = An+1 ⊗ Y[m,n] ⊕ Bn+1 ⊗ Tn+1
and that X(N[m,n]) = maxi(Y[m,n])(i).
For all real numbers x, let x denote the vector with all its entries equal to x.
Lemma 1 The network associated with a (max,plus)-linear recurrence is monotone-separable pro-
vided An ⊗ 0 ≤ Bn for all n.
RR n° 4952
6 F. Baccelli, S. Foss & M. Lelarge
Proof:
The first three properties are immediate. Let us prove that separability holds under the last assump-
tion. If X(N[m,l]) ≤ Tl+1, then Y[m,l] ≤ Tl+1. So by monotonicity, Al+1 ⊗Y[m,l] ≤ Al+1 ⊗Tl+1.
This and the assumption Al+1 ⊗ 0 ≤ Bl+1 imply Y[m,l+1] = Bl+1 ⊗ Tl+1 = Y[l+1,l+1]. An im-
mediate induction then shows that more generally, Y[m,n] = Y[l+1,n], for all n ≥ l + 1. This in turn
implies separability. 4
2.3 Event Graphs: EG
Consider a bipartite oriented graph G with two types of nodes: transitions (denoted by bars) and
places (denoted by circles), and with an integer marking of each place. We will only consider the
class of event graphs, which is the class of such bipartite graphs where each place has exactly one
upstream and one downstream transition. An example of such a graph is provided below where the
integer marking of a place (here 0 or 1) is depicted by tokens. We will also assume that the event
graph is live, namely that there is no circuit with only places of zero marking.
A transition without predecessor is called a source; similarly a transition with no successor is
called a sink; we will consider networks that have exactly one source and one sink and we will adopt
the following notation:
• For the source:
PSfrag replacements
pintin t1
• For the sink:
PSfrag replacements
pouttout
Consider an event graph, together with (T denote the set of transitions):
• a sequence of non-negative, real variables σin, i ∈ T , n ≥ 0;
• an increasing sequence of real variables Tn, n ≥ 0.
We show below that to such a triple, one can associate a (max,plus)-linear recurrence of type (2).
INRIA
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For this, take K = |T |, and adopt a numbering of coordinates such that coordinate 1 is the source
and K the sink. For all m = 0, . . . , L, where L is the maximal value of the initial marking, define
am(n) to be the K × K matrix with entries
(am(n))
(i,j)
=
{
σin if there is two hop path from j to i with a place with marking m
ε otherwise.
(3)
Let b the K-dimensional vector with all its entries equal to ε, but the first, which is equal to 0. Let
then xn be the sequence of K-dimensional vectors defined by the recurrence relation
xn = a0(n) ⊗ xn ⊕ · · · ⊕ aL(n) ⊗ xn−L ⊕ b ⊗ Tn. (4)
The reduction to a (max,plus)-recurrence is then obtained as follows: the matrix a0 can be assumed
to be strictly triangular w.l.o.g. thanks to the liveness assumption (see [3]). Therefore the matrix
a0(n)
∗ = E ⊕ a0(n) ⊕ a0(n)
2 ⊕ . . .
is well defined and when defining ai(n) = a0(n)∗ ⊗ ai(n) and b(n) = a0(n)∗ ⊗ b, we obtain
xn = a1(n) ⊗ xn−1 ⊕ · · · ⊕ aL(n) ⊗ xn−L ⊕ b(n) ⊗ Tn. (5)
Then, with the following notation
Xn =



xn−L+1
...
xn



,
we get the desired equation, namely Xn = AnXn−1 ⊕ BnTn, when taking
An =








ε 0
...
. . .
...
. . .
ε 0
aL(n) aL−1(n) . . . . . . a1(n)








, Bn =








ε
...
...
ε
b(n)








. (6)
So to each event graph, one can associate a (max,plus)-linear recurrence and therefore a network.
Remark 1 One can drop coordinate i if column i has only ε entries (indeed, in this case coordinate
i is never used in the recursion). We can drop coordinates successively. We will not do this for the
last column, which is associated to the last activity. ♣
RR n° 4952
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Here is an example. Consider the following graph:
PSfrag replacements
σ2
σ3
pout
tout = t4
t2
t3
t1
and take all sigma’s equal to 0 but for transitions 2 and 3 for which we take some sequences σ2n and
σ3n respectively. Here, K = 4, L = 1 and the matrices are
a0(n) =




ε ε ε ε
σ2n ε ε ε
σ3n ε ε ε
ε 0 0 ε




, a1(n) =




ε ε ε ε
ε σ2n ε ε
ε ε σ3n ε
ε ε ε ε




.
The evolution equations are:
x(1)n = Tn,
x(2)n = [x
(1)
n ⊕ x
(2)
n−1] ⊗ σ
2
n,
x(3)n = [x
(1)
n ⊕ x
(3)
n−1] ⊗ σ
3
n,
x(4)n = x
(2)
n ⊕ x
(3)
n .
Denoting σi∨jn = max(σ
i
n; σ
j
n), we get:
x(1)n = Tn,
x(2)n = x
(2)
n−1 ⊗ σ
2
n ⊕ Tn ⊗ σ
2
n,
x(3)n = x
(3)
n−1 ⊗ σ
3
n ⊕ Tn ⊗ σ
3
n,
x(4)n = x
(2)
n−1 ⊗ σ
2
n ⊕ x
(3)
n−1 ⊗ σ
3
n ⊕ Tn ⊗ [σ
2∨3
n ].
INRIA
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So we have a (max,plus)-linear recurrence with
An =




ε ε ε ε
ε σ2n ε ε
ε ε σ3n ε
ε σ2n σ
3
n ε




Bn =




0
σ2n
σ3n
σ2∨3n




.
We drop coordinate 1 but we keep coordinate 4 in our recursion for the reasons explained above. It
is easy to check that what was just done is in fact equivalent to the generic way of transforming (4)
into (2) which was presented above.
Here it is easy to check that x(2)n ≥ x
(2)
n−1 and x
(3)
n ≥ x
(3)
n−1 for all n ≥ 1, and that this in turn
implies that xn(4) ≥ xn−1(4). Hence we can take (note that the size of the matrix is s = 3 <
KL = 4):
An =


σ2n ε ε
ε σ3n ε
σ2n σ
3
n 0

 Bn =


σ2n
σ3n
σ2∨3n

 .
Similar modifications can be made in FIFO networks where for all i, x(i)n ≥ x
(i)
n−1.
Remark 2 Although we will not need this in what follows, we find it useful to stress that one can
also associate to all event graphs some token dynamics (see [3] p. 69 and following). If one sees
Equation (4) as an extension of Lindley’s equation (initially for the G/G/1 queue) to event graphs,
the token dynamics of event graphs can then be seen as a generalization of that of customers in such
a queue. ♣
Property 1 Consider an event graph such that
A1 For all i ∈ T , there exists a tokenless path in the oriented graph G, going from t1 to tout
through i;
A2 Each transition i is either untimed (with σin ≡ 0) or recycled, namely such that there exists a
place p with marking 1 such that p is both a predecessor and a successor of i (a natural way
of making the event graph FIFO).
Then the network associated with this event graph is monotone-separable.
The proof of separability (the only non immediate property to be proved) is forwarded to Lemma 9
of the appendix.
2.4 Reducible and Irreducible Event Graphs
Two transitions of an event graph will be said to belong to the same communication class if there
is a directed path in G from the first to the second and another one from the second to the first. We
denote by C1, . . . , Cd these communication classes, which form a partition of the set of transitions.
RR n° 4952
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By construction, these communication classes can be arranged according to a partial order de-
noted ≺. The numbering is assumed to be compatible with this partial order: Ci ≺ Cj ⇒ i ≤ j.
With this numbering, the matrix in the evolution equation of the event graph has the following block
structure:
An =











An(1, 1) | ε | ε | ε
− − − − − − −
An(2, 1) | An(2, 2) | ε | ε
− − − − − − −
...
...
...
− − − − − − −
An(d, 1) | An(d, 2) | | An(d, d)











,
where each An(i, i) is an irreducible matrix (corresponding to communication class Ci).
As the output transition is necessarily in the last communication class (“last” refers here to the partial
order ≺), this choice of numbering can be made compatible with our earlier assumption that the last
coordinate is that of the output transition.
3 Stochastic Assumptions
3.1 Model Description and Stochastic Assumptions
For now on, we consider an event graph as described in §2.3, with m ≤ K timed transitions, namely
Ttimed = {t(1), . . . , t(m)}, satisfying the assumptions in Property 1, and with associated recursion:
Xn = An ⊗ Xn−1 ⊕ Bn ⊗ Tn
of dimension s ≤ KL. This means that the matrices {An, Bn} and vectors that are used in the
recursion are obtained via two applications f and g such that:
f : Rm+ → M(s,s) (Rmax)
σ = (σ1, . . . , σm) 7→ A(σ),
g : Rm+ → M(s,1) (Rmax)
σ = (σ1, . . . , σm) 7→ B(σ),
via the formula
f(ξn) = An,
g(ξn) = Bn.
with ξn = (σ
t(1)
n , . . . , σ
t(m)
n ).
We now assume that the following independence assumption holds:
INRIA
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Assumption 1 (IA) The sequences {ξn} and {τn ≡ Tn+1 − Tn} are mutually independent and
each of them consists of i.i.d. random variables.
The following assumptions are also assumed to hold
E(τ0) ≡ λ
−1 ≡ a < ∞, E(σ
t(i)
0 ) ≡ b
t(i) < ∞ ∀i = 1, . . . , m.
This implies in particular E(Z[0,0]) < ∞.
Under these assumptions, considering the matrices An(k, k), we have for all i and j:
(A−1(k, k) ⊗ A−2(k, k) ⊗ · · · ⊗ A−n(k, k))(i,j)
n
→ γk both a.s. and in L1
where γk is a constant referred to as the top Lyapunov exponent of the sequence {An(k, k)}, see
theorem 7.27 (p. 325) in [3].
In addition, we assume stability of the system, namely maxk γk = γ < a (see [4]).
We will also adopt the following notations:
• if j ∈ Ci, we denote γ(j) = γi;
• for all transitions i, the subset of transitions j such that there is a directed path in G from i to
j is denoted [≥ i];
• finally, we define
Γ(≥i) = max
k∈[≥i]
γ(k).
The subexponential assumptions are now the following:
Assumption 2 (SE) The service times σt(k) are independent r.v., with respective mean bt(k). There
exists a distribution function F on R+ such that:
• (SE.1) F is subexponential, with finite first moment M .
• (SE.2) The integrated distribution F s of F with the tail
F
s
(x) ≡ 1 − F s(x) = min{1,
∫ ∞
x
F (u)du}.
is subexponential.
• (SE.3) The following equivalence holds when x tends to ∞:
P(σ
t(i)
1 > x) ∼ c
t(i)F (x),
for all i = 1, . . . , m with
∑m
i=1 c
t(i) = c > 0.
RR n° 4952
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For i /∈ Ttimed, we will denote ∀k, σik = 0 and c
i = 0. Under (SE.1) and (SE.3), we have (see [7]
or [8]):
Lemma 2
P(
K
∑
k=1
σk1 > x) ∼ P( max
1≤k≤K
σk1 > x) ∼
K
∑
k=1
ckF (x).
3.2 Preliminary Results
Lemma 3 Under the assumptions of Property 1, there exists some sets Kj such that
⋃
j Kj = [1; s]
and
B(s)n =
⊕
j
⊗
k∈Kj
σkn = max
j
∑
k∈Kj
σkn.
Moreover, ∀j there exists only one integer k(j) such that:
(An)
(k(j),k(j)) ≥ σjn,
(An)
(s,k(j)) ≥ σjn,
(Bn)
(k(j)) ≥ σjn.
The following two properties hold (referred to as (AA’) in what follows):
Zi = Z[i,i] =
⊕
j
⊗
k∈Kj
σki = max
j
∑
k∈Kj
σki , (AA’-1)
and, when denoting by Q the point process with all its points in 0
Z[n,0](Q) ≥ max
k
0
∑
i=n
σki . (AA’-2)
Proof :
The first part is proved in Appendix, Section 5.3. Thanks to Lemma 6 in Appendix, we have
Zi = max
j
B
(j)
i = B
(s)
i ,
and for the second part:
Z[n,0](Q) = max
n≤k≤0
[
(A0 ⊗ · · · ⊗ Ak+1 ⊗ Bk)
(s)
]
≥ (A0 ⊗ · · · ⊗ An+1 ⊗ Bn)
(s)
≥ (A0)
(s,k(j)) + · · · + (An+1)
(k(j),k(j)) + (Bn)
(k(j))
≥ σj0 + · · · + σ
j
n+1 + σ
j
n,
for all j. 4
INRIA
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Lemma 4 For all positive integers L, let
ŝn = Z[L(n−1)+1,Ln](Q).
We have
max
k
Ln
∑
i=L(n−1)+1
σki ≤ ŝn ≤
m
∑
k=1
Ln
∑
i=L(n−1)+1
σki . (7)
Proof:
The first inequality follows from (AA’-2). The second one follows from Zi = maxj
∑
k∈Kj
σki ≤
∑
k∈[1;s] σ
k
i , and the sub-additivity of Z. 4
We will assume that assumptions (IA) and (SE) hold throughout this paper without restating it.
Moreover Nx will denote a non-deceasing integer-valued function tending to infinity such that for
all finite real numbers b,
Nx
∑
n=0
F (x + nb) = o(F
s
(x)).
The existence of this function follows from the fact that F s is long-tailed (see [5]).
Property 2 Let Z be the stationary maximal dater of the event graph: Z ≡ limn→∞ Z[−n,0]. For
any x and for j = 1, . . . , r, let {Kjn,x} be a sequence of events such that
1. for any n and j, the event Kjn,x and the random variable σ
j
−n are independent;
2. for any j, P(Kjn,x) → 1 uniformly in n ≥ Nx as x → ∞.
For all sequences ηjn, j = 1, . . . , s, tending to 0, put
Ajn,x = K
j
n,x ∩ {σ
j
−n > x + n(a − γ + η
j
n)}, A
j
x =
∞
⋃
n=Nx
Ajn,x and Ax =
s
⋃
j=1
Ajx.
Then, as x → ∞,
P[Z > x] ∼ P[Z > x, Ax] ∼
s
∑
j=1
∑
n≥Nx
P[Z > x, Ajn,x].
Proof:
The proof is omitted but uses the same arguments as the proof of Theorem 8 in [5]. The only dif-
ference lies in the fact that Condition (AA) in [5] has to be replaced by (AA’), defined in Lemma 3.
But under (AA’), (7) of [5] still holds as shown in Lemma 4, which is enough to prove the desired
result. 4
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4 Exact Tail Asymptotic
Theorem 1
P(Z > x) ∼
(
s
∑
i=1
ci
a − Γ(≥i)
)
F
s
(x), (8)
with:
Γ(≥i) = max
k∈[≥i]
γ(k).
Proof:
For the sake of simplicity, we give a proof in the case of constant inter-arrival times only. In fact, it
was shown in [5] Section 7.3., that the result extends to the stochastic framework we introduced.
Lower bound:
Thanks to Property 2, we have
P(Z > x) ∼
∞
∑
n=Nx
s
∑
j=1
P(Z > x, Ajx,n).
We have to find appropriate sequences {Kjn,x} and {η
j
n}.
For all j, we have (B−n)(k(j)) ≥ σ
j
−n. Hence we have
Z ≥ σj−n + (A−1 ⊗ A−2 ⊗ . . . ⊗ A−n+1)
(s,k(j)) − na. (9)
Consider the events
Kjn,x =
{
(A−1 ⊗ A−2 ⊗ . . . ⊗ A−n+1)
(s,k(j)) ≥ n(Γ(≥j) − η
j
n)
}
,
and choose a sequence ηjn → 0 such that P[K
j
n,x] → 1 uniformly in n ≥ Nx as x → ∞. Then from
(9), we have
P(Z > x, Ajx,n) ≥ P(σ
j
−n > x + n(a − γ + η
j
n), σ
j
−n > x + na − n(Γ(≥j) − η
j
n))
≥ (1 + o(1))P(σj−n > x + n
[
a + ηjn − min(γ, Γ(≥j))
]
).
But we have for all j, Γ(≥j) ≤ Γ(≥1) and γ = Γ(≥1).
Hence we get an equivalent in c
j
a−Γ(≥j)
F
s
(x).
Upper bound:
We have
P(Z > x, Ax) =
s
∑
j=1
∑
n≥Nx
P(Z > x, σj−n > x + n(a − γ + η
j
n), K
j
x,n).
INRIA
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As
P(Z > x, σj−n > x + n(a − γ + ηn), K
j
x,n) ≤ P(σ
j
−n > x + n(a − γ + ηn)),
we have an upper bound in (1 + o(1)) c
j
a−Γ(≥1)
∫∞
x
F̄ (y)dy.
We consider now the case Γ(≥j) < Γ(≥1).
We then have the following decomposition:
Z = max
{
Z[−n+1;0]; max
k≥0
[(A−1 ⊗ · · · ⊗ A−n−k+1 ⊗ B−n−k)
(s) − (n + k)a]
}
≡ max {Un; Vn} ,
Vn = max
{
(A−1 ⊗ · · · ⊗ A−n+1 ⊗ B−n)
(s) − na;
max
k≥1
[(A−1 ⊗ · · · ⊗ A−n−k+1 ⊗ B−n−k)
(s) − (n + k)a]
}
≡ max
{
Z1n; Z
2
n
}
.
Thanks to Lemma 10, we have Z2n ≤ Z
1
n + Rn, where Rn = Z[−∞,−n−1] is a random variable
independent of σj−n. Hence we have
Vn > x ⇒ Z
1
n > x or Z
2
n > x
⇒ Z1n > x or Z
1
n + Rn > x
⇒ Z1n + Rn > x.
Hence
P(Z > x, Ajn,x) ≤ P(max{Z
1
n + Rn, Un} > x, A
j
n,x).
We will denote PAn = A−1 ⊗ · · · ⊗ A−n+1. We have then
Z1n = max[Z
(≥j)
n , Z
(≥j)c
n ] with
Z(≥j)n = max
i∈[≥j]
[PA(s,i)n + (B−n)
(i)] − na,
Z(≥j)
c
n = max
i∈[≥j]c
[PA(s,i)n + (B−n)
(i)] − na.
Since Un ≤ Z a.s., P(Un ≤ x) → 1 uniformly in n as x → ∞. Since the distribution of Rn =
Z[−∞,−n−1] does not depend on n, Rn/n → 0 in probability. Due to the SLLN, maxi∈[≥j]c [PA
(s,i)
n +
(B−n)
(i)]/n → cj ≤ γ and maxi∈[≥j][PA
(s,i)
n ]/n → Γ(≥j). For i ∈ [≥ j], we have (B−n)(i) ≤
σj−n +
∑
k 6=j σ
k
−n. We denote ζ
j
n =
∑
k 6=j σ
k
−n, we have ζ
j
n/n → 0 in probability. Therefore, there
exists a sequence εn ↓ 0, nεn → ∞ such that
P
{
Un ≤ x, Rn ≤ nεn, max
i∈[≥j]c
[PA(s,i)n + (B−n)
(i)] ≤ n(γ + εn),
max
i∈[≥j]
[PA(s,i)n ] ≤ n(Γ(≥j) + εn), ζ
j
n ≤ nεn
}
→ 1
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uniformly in n ≥ Nx as x → ∞. Denote the latter event Kjn,x. For i ∈ [≥ j]
c, the random variables
(B−n)
(i) and σj−n are independent, hence K
j
n,x is independent of σ
j
−n. Moreover, observe that on
Kjn,x, we have
{max{Z1n + Rn, Un} > x} = {Z
1
n + Rn > x}
⊂ {n(γ + εn) − na + Rn > x} ∪ {n(Γ(≥j) + εn) + nεn + σ
j
−n + nεn − na > x}.
Put ηjn = −3εn. Then
P(Z > x, Ajn,x) ≤ P(Rn > x + n(a − γ − εn, K
j
n,x)P(σ
j
−n > x + n(a − γ + η
j
n))
+P(σj−n > x + n(a − Γ(≥j) − 3εn), K
j
n,x)
= o(1)P(σj−n > x + n(a − γ + η
j
n)) + (1 + o(1))P(σ
j
−n > x + n(a − Γ(≥j) + η
j
n)),
and the desired asymptotics follows. 4
5 Appendix
5.1 Preliminary Properties
We start with some preliminary technical lemmas which receive a natural interpretation in terms
of paths of maximal weight in oriented weighted graphs. We use the notation |T | = K, L is the
maximal value of the initial marking, and s ≤ KL is the size of the matrix in recursion (2) after
simplification (see Remark 1).
Lemma 5 Properties of a∗0:
1. ∀i, j, k (a∗0)
(i,j) + (a∗0)
(j,k) ≤ (a∗0)
(i,k);
2. ∀i, (a∗0)
(i,1) ≥ maxj(a0)(i,j);
3. ∀i, (a∗0)
(K,i) ≥ 0.
Proof:
We denote by G0 the weighted oriented graph associated to (a0) (see §2.3 of [3]). The element
(a∗0)
(i,j) is equal to the maximum of the weights of all tokenless paths of the graph going from j to
i.
The triangular structure of (a0) means there is no tokenless path from i to j if i ≥ j. Moreover
assumption A1 in property 1 ensures that for all i, there exists a tokenless path of G0 going from 1
to K through i. So we have (a∗0)
(i,1) ≥ 0 and (a∗0)
(K,i) ≥ 0, which proves 3. Moreover, as (a∗0)
(i,1)
is the maximum of the weights of all paths going from 1 to i, we have
(a∗0)
(i,1) = max
j
(a0)
(i,j) + (a∗0)
(j,1) ≥ max
j
(a0)
(i,j),
INRIA
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which proves 2. Finally, as the maximal weight of the tokenless paths from i to k is larger than that
of the paths from i to j plus that of the paths from j to k, we get 1.
4
Lemma 6 For all k ≤ n and for all j, (D[k,n] ⊗ Bk)(j) ≤ (D[k,n] ⊗ Bk)(s).
Proof:
We will prove this lemma on the matrices An and Bn before simplification, which is enough to prove
the result. We denote by s = KL the size of the matrices.
• Step 1 For all j, n, B(j)n ≤ B
(s)
n .
In what follows, we omit the dependence in n when not necessary. In (4), the variable Tn only
arises in xn(1) = · · ·⊕Tn. Since b = (0, ε, · · · , ε)
′, we have b(n) = (a0(n)∗)(.,1). Hence we
only have to show that (a∗0)
(j,1) ≤ (a∗0)
(K,1). But we know from Lemma 5 that
(a∗0)
(K,1) ≥ (a∗0)
(K,j) + (a∗0)
(j,1) and (a∗0)
(K,j) ≥ 0.
• Step 2 For all i, j, l, n, al(n)(j,i) ≤ al(n)(K,i).
In what follows, we omit the indices l and n. We have a(j,i) = maxk[(a∗0)
(j,k) + a(k,i)] but
for all k and i:
(a∗0)
(K,j) + (a∗0)
(j,k) ≤ (a∗0)
(K,k)
(a∗0)
(K,j) + (a∗0)
(j,k) + a(k,i) ≤ (a∗0)
(K,k) + a(k,i),
which implies a(j,i) ≤ a(K,i).
• Step 3 For all j, k, n, (An ⊗ · · · ⊗ Ak+1 ⊗ Bk)(j) ≤ (An ⊗ · · · ⊗ Ak+1 ⊗ Bk)(s).
Given a vector z = (z1, z2, . . . , zL) = (z(1), . . . , z(s)), where each zi is of dimension K, we
have:
(An ⊗ z)
(j) = max
l
[(An)
(j,l) + z(l)]
=
{
z(j+K) for j ∈ [1, (L − 1)K],
⊕L
i=1(ai)
(j,.) ⊗ zL+1−i for j ∈ [(L − 1)K + 1, LK].
But we have shown that
(ai)
(j,.) ⊗ zL+1−i = max
l
[(ai)
(j,l) + z
(l)
L+1−i]
≤ max
l
[(ai)
(K,l) + z
(l)
L+1−i]
= (ai)
(K,.) ⊗ zL+1−i.
Hence for j ∈ [(L − 1)K + 1, LK], we have (An ⊗ z)(j) ≤ (An ⊗ z)(s) for all z.
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We now show the property by induction on n. For n = k, the result is true : B(j)k ≤ B
(s)
k .
We suppose the result true for n.
Let z = D[k,n] ⊗ Bk. Thanks to the induction hypothesis, we have z(j) ≤ z(s), ∀j. W.l.o.g,
we can assume that (An+1)(s,s) ≥ 0. Then, we have
(An+1)
(s,.) ⊗ z = max
i
[(An+1)
(s,i) + z(i)] ≥ z(s).
Hence
(An+1 ⊗ z)
(s) ≥ z(s) ≥ (An+1 ⊗ z)
(i) for i ∈ [1, (L − 1)K],
since (An+1⊗z)(i) = z(i+K) ≤ z(s), by the induction hypothesis. But An+1⊗z = D[k,n+1]⊗
Bk, and the result follows.
4
Lemma 7 For all n and i, we have
max
j
(An)
(i,j) ≤ [(Bn)
(i)]+. (10)
Proof:
In view of the definition of An and Bn (see (6)), it is enough to prove that for all k ≥ 1 and all i,
max
j
(ak)
(i,j) ≤ (b)(i). (11)
We first show that for all k ≥ 1:
max
j
(a0)
(i,j) ≥ max
j
(ak)
(i,j) for i 6= 1. (12)
For i 6= 1, thanks to A1, there exists a transition j ∈ T , j 6= i such that there is a two hop tokenless
path from j to i. So we have maxj(a0)(i,j) = σi ≥ 0. Moreover, we have
∀k, max
j
(ak)
(i,j) =
{
σi if ∃p predecessor of i with marking k;
ε else.
Hence, we get (12).
Let v and v be the vectors defined by v(i) = maxj(ak)(i,j) and v(i) = maxj(ak)(i,j). We have
v = a∗0 ⊗ ak ⊗ 0 = a
∗
0 ⊗ v.
We have to prove (11), that is v ≤ b. We have v(1) ≤ 0, so that v(1) = v(1) ≤ b
(1)
= 0. We now
show that v(i) ≤ b
(i)
for i > 1. In view of (12) and of Property 2 of Lemma 5, for i 6= 1:
v(i) ≤ (a∗0)
(i,1) = b
(i)
.
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We have then
v(i) + (a∗0)
(j,i) ≤ (a∗0)
(j,i) + (a∗0)
(i,1)
≤ (a∗0)
(j,1)
= b
(j)
.
But we have
v(i) = max[v(i), v(i−1) + (a∗0)
(i,i−1), v(i−2) + (a∗0)
(i,i−2), . . . ].
Finally, we get
v(i) ≤ b
(i)
.
4
Remark 3 Concerning the simplification of the matrix An.
We consider the oriented graph G0 associated to a0. For i ∈ T , we denote by prem(i) the set of
timed transitions j such that there exists a path from j to i in G0 and such that any predecessor of j
in G0 is not timed. In particular, if i is not timed and if no transition in π
+
0 (i) (set of ascendants, see
[3] p.36) is timed, then prem(i) = ∅. We denote then Ttemp =
⋃
i σ
∗
0(prem(i)).
PSfrag replacements
T ctemp
prem(i)
i
We then have the following property: the columns of the matrices ak numbered i ∈ (Ttemp)c are
null.
Indeed, if i ∈ (Ttemp)c, we have x
(i)
n = Tn for all n. First suppose there exists a subscript j such that
(ak)
(j,i) 6= ε for a certain k ≥ 1. We then have in recursion (4), (xn)(j) = [(xn−k)(i) + σjn] ⊕ . . . .
But we know that there exists a tokenless path (jl = j, . . . , j1 = 1) going from 1 to j. We then have
(xn)
(j) ≥ Tn + σj1n + · · · + σ
jl
n . We see that
Tn + σ
j1
n + · · · + σ
jl
n ≥ (xn−k)
(i) + σjn = Tn−k + σ
j
n.
Hence, we can assume that for i ∈ (Ttemp)c, ∀j, k (ak)(j,i) = ε. This implies (ak)(j,i) =
maxl[(a
∗
0)
(j,l) + (ak)
(l,i)] = ε.
RR n° 4952
20 F. Baccelli, S. Foss & M. Lelarge
This implies that the columns of matrix An that are numbered i ∈ (Ttemp)c modulo K are dropped.
We take the same notation as in the last proof vk(i) = maxj(ak)(i,j).
We show that for all i ∈ Ttemp
v1
(i) = b
(i)
.
If i is a timed transition, we have
max
j
(a1)
(i,j) = σi.
Indeed, thanks to the FIFO assumption, we have : (a1)(i,i) = σi ≥ 0.
We then have for i ∈ Ttemp:
v1
(i) = max
l
[(a∗0)
(i,l) + (v1)(l)]
≥ max
j∈prem(i)
[(a∗0)
(i,j) + (v1)(j)]
= max
j∈prem(i)
[σj + (a∗0)
(i,j)].
But we have
bi = (a
∗
0)
(i,1)
= max
j∈prem(i)
[(a∗0)
(j,1) + (a∗0)
(i,j)]
= max
j∈prem(i)
[σj + (a∗0)
(i,j)].
We then have v1(i) = b
(i)
, for i ∈ Ttemp.
♣
We have B(i)l+1 = ε ⇒ maxj A
(i,j)
l ≥ 0. Hence the last lemma implies the following result: when
we drop some coordinates while simplifying the matrix An, we get that there exist two subsets of
coordinates I and J such that:
∀i ∈ I ⊂ [(L − 1)K + 1, LK], max
j
(Al)
(i,j) ≤ (Bl)
(i)
∀i ∈ J ⊂ [1, (L − 1)K], (Bl)
(i) = ε max
j
(Al)
(i,j) = 0.
Lemma 8 For any m < n, we have
max
j∈J
(D[m,n])
(s,j) ≤ max
j∈I
(D[m,n])
(s,j).
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Proof:
We have
(D[m,n+1])
(i,j) = max
l
[(An+1)
(i,l) + (D[m,n])
(l,j)].
We will prove by induction that
∀l, max
j∈J
(D[m,n])
(l,j) ≤ max
j∈I
(D[m,n])
(l,j).
For n = m + 1, we only have to prove that for all i ∈ Ttemp:
max
j
(a1)
(i,j) ≥ max
j
(ak)
(i,j) ∀k.
With our notations, this means
v1
(i) ≥ vk
(i).
But we saw that v(i) ≤ b
(i)
and thanks to last remark, we have v1(i) = b
(i)
for i ∈ Ttemp.
Assume now that
max
j∈J
(D[m,n])
(l,j) ≤ max
j∈I
(D[m,n])
(l,j).
We have then
max
j∈J
(D[m,n+1])
(l,j) = max
j∈J
max
i
[(An+1)
(l,i) + (D[m,n])
(i,j)]
≤ max
j∈I
max
i
[(An+1)
(l,i) + (D[m,n])
(i,j)]
= max
j∈I
(D[m,n])
(l,j).
4
5.2 Separability
Lemma 9 Separability: Assume that the following conditions hold:
1. ∀k ≤ n, ∀j, (D[k,n] ⊗ Bk)(j) ≤ (D[k,n] ⊗ Bk)(s).
2. ∀l, maxj A
(i,j)
l ≤ [B
(i)
l ]
+ ∀i.
3. ∀m ≤ n, maxj∈J D
(s,j)
[m,n] ≤ maxi∈I D
(s,i)
[m,n]
We have then for m ≤ l < n such that X(N[m,l]) ≤ Tl+1 :
X(N[m,n]) = X(N[l+1,n]).
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Proof:
From 1, we have
X(N[m,n]) =
⊕
m≤k≤l
(An ⊗ · · · ⊗ Ak+1 ⊗ Bk ⊗ Tk)
(s) ⊕
⊕
l+1≤k≤n
(An ⊗ · · · ⊗ Ak+1 ⊗ Bk ⊗ Tk)
(s).
So it is enough to show that
(An ⊗ · · · ⊗ Al+2 ⊗ Al+1 ⊗ Al ⊗ · · · ⊗ Ak+1 ⊗ Bk ⊗ Tk)
(s) ≤ (An ⊗ · · · ⊗ Al+2 ⊗ Bl+1 ⊗ Tl+1)
(s)
or equivalently
(D[l+1,n] ⊗ Al+1 ⊗ D[k,l] ⊗ Bk ⊗ Tk)
(s) ≤ (D[l+1,n] ⊗ Bl+1 ⊗ Tl+1)
(s).
For simplicity of notation, we will denote:
D1 = D[l+1,n]
A = Al+1
D2 = D[k,l]
U = Bk
V = Bl+1.
With this notation, we have to show that
(D1 ⊗ A ⊗ D2 ⊗ U ⊗ Tk)
(s) ≤ (D1 ⊗ V ⊗ Tl+1)
(s).
Moreover, we have
X(N[m,l]) ≤ Tl+1 ⇔ ∀k ≥ m Al ⊗ · · · ⊗ Ak+1 ⊗ Bk ⊗ Tk ≤ Tl+1
⇔ ∀k ≥ m D2 ⊗ U ⊗ Tk ≤ Tl+1
⇔ ∀k ≥ m max
i,j
[D
(i,j)
2 + U
(j) + Tk] ≤ Tl+1.
Under this condition, we have
(D1 ⊗ A ⊗ D2 ⊗ U ⊗ Tk)
(s) = max
x,y,z
[D
(s,x)
1 + A
(x,y) + D
(y,z)
2 + U
(z) + Tk]
≤ max
x,y
[D
(s,x)
1 + A
(x,y)] + max
y,z
[D
(y,z)
2 + U
(z) + Tk]
≤ max
x,y
[D
(s,x)
1 + A
(x,y) + Tl+1].
So it is enough to prove that maxx,y[D
(K,x)
1 + A
(x,y)] ≤ maxx[D
(K,x)
1 + V
(x)]. But we have
max
x,y
[D
(s,x)
1 + A
(x,y)] = max
{
max
x∈I
[D
(s,x)
1 + max
y
A(x,y)], max
x∈J
[D
(s,x)
1 + max
y
A(x,y)]
}
≤ max
{
max
x∈I
[D
(s,x)
1 + V
(x)], max
x∈J
[D
(s,x)
1 ]
}
≤ max
x∈I
[D
(s,x)
1 + V
(x)] = max
x
[D
(s,x)
1 + V
(x)],
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where we used 2, maxj [A(i,j)] ≤ (V (i))+, to get the first inequality and 3, which implies maxx∈J [D
(s,x)
1 ] ≤
maxx∈I [D
(s,x)
1 ], to get the second one.
4
5.3 Two Technical Lemmas
Proof of Lemma 3:
The first property is a mere rewriting of the definition of bn = a0(n)∗ ⊗ b. Remark 3, which
gives the relation between the matrices a1 and a∗0, allows one to establish the last properties. In-
deed, the maximum in (v1)(i) = maxj(a1)(i,j) is on the diagonal. Moreover, we have (a1)(k,k) =
maxi[(a
∗
0)
(k,i) + (a1)
(i,k)] ≥ (a1)(k,k), which ensures the existence of k(j) such that (Bn)(k(j)) ≥
σjn and (An)
(k(j),k(j)) ≥ σjn because the diagonal terms of a1 are diagonal terms of A too.
Moreover, we have
(a1)
(s,k) = max
i
[(a∗0)
(s,i) + (a1)
(i,k)]
≥ (a∗0)
(s,k) + (a1)
(k,k)
≥ (a1)
(k,k)
and then, we have (An)(s,k(j)) ≥ σjn.
4
We will denote for a > 0 and u ≤ v:
Z[u,v] = max
u≤i≤v
[
(D[i,v] ⊗ Bi)
(s) − (v − i)a
]
.
Lemma 10 We denote for n ≥ 1:
Z1n = (A0 ⊗ · · · ⊗ A−n+1 ⊗ B−n)
(s) − na,
Z2n = max
k≥0
[(A0 ⊗ · · · ⊗ A−n−k+1 ⊗ B−n−k)
(s) − (n + k)a].
We have then
Z2n ≤ Z
1
n + Z[−∞,−n−1].
Proof:
We have only to prove that
Z̃2n ≤ Z
1
n + Z[−∞,−n−1],
with Z̃2n = maxk≥1[(A−1 ⊗ · · · ⊗A−n−k+1 ⊗B−n−k)
(s) − (n + k)a]. We will assume that k ≥ 1
in what follows and we denote:
D1 = A0 ⊗ · · · ⊗ A−n+1,
DBk = D[−n−k,−n−1] ⊗ B−n−k,
Zk,2 = (D1 ⊗ A−n ⊗ DBk)
(s) − (n + k)a.
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With this notation, we have Z1n = (D1 ⊗ B−n)
(s) − na and Z̃2n = maxk≥1[Z
k,2]. We have then
Zk,2 = max
i,j
[D
(s,i)
1 + (A−n)
(i,j) + DB
(j)
k ] − (n + k)a
≤ max
i,j
[D
(s,i)
1 + (A−n)
(i,j)] + max
j
[DB
(j)
k ] − (n + k)a.
First show that
max
i
[D
(s,i)
1 + (A−n)
(i,j)] ≤ max
i
[D
(s,i)
1 + (B−n)
(i)].
Indeed, thanks to condition 2, we have maxi∈I [D
(s,i)
1 + (A−n)
(i,j)] ≤ maxi∈I [D
(s,i)
1 + (B−n)
(i)].
We have then only to prove that maxi∈J [D
(s,i)
1 + (A−n)
(i,j)] ≤ maxi∈I [D
(s,i)
1 + (B−n)
(i)].
But we have maxi∈J [D
(s,i)
1 + (A−n)
(i,j)] = maxi∈J [D
(s,i)
1 ] because (A−n)
(i,j) = 0 for i ∈ J .
Moreover we have maxi∈J [D
(s,i)
1 ] ≤ maxi∈I [D
(s,i)
1 ] ≤ maxi∈I [D
(s,i)
1 +(B−n)
(i)] and the equality
follows.
Finally, we have
Zk,2 ≤ Z1n + max
j
[DB
(j)
k ] − ka.
But [DB(j)k ] = (D[−n−k,−n−1] ⊗ B−n−k)
(j) ≤ (D[−n−k,−n−1] ⊗ B−n−k)
(s), and we have then
Zk,2 ≤ Z1n + (D[−n−k,−n−1] ⊗ B−n−k)
(s) − ka, and
Z2n ≤ Z
1
n + max
k≥1
[(D[−n−k,−n−1] ⊗ B−n−k)
(s) − ka]
≤ Z1n + Z[−∞,−n−1].
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