In this paper we prove the existence of at least one positive solution for nonlocal semipositone problem of the type
when the positive parameters λ and µ belongs to certain range. Here Ω ⊂ R N is assumed to
be a bounded open set with smooth boundary, s ∈ (0, 1), N > 2s and 0 < q < 1 < r ≤ N+2s N−2s
. The proof relies on the construction of a positive subsolution for (P 0 λ ) for λ > λ0. Now for each λ > λ0, for all small 0 < µ < µ λ we establish the existence of at least one positive solution of (P µ λ ) using variational method. Also in the subcritical case, i.e., for 1 < r < ) Γ(1−s) where Γ denotes the Gamma function and P.V. is understood in the sense of Cauchy's Principal Value. Recently, great deal of attention has been given to the study of fractional and non-local operators of elliptic type, due to pure mathematical interests and also in the view of concrete real-world applications. This type of operator arises in quite a natural way in different contexts such as the thin obstacle problem, optimization, finance, phase transitions, anomalous diffusion etc. We refer [20] and references there in for the problems involving non-local operator and their applications.
In this article we are interested to study the following non-local problem with semipositone nonlinearity.
(−∆)
We say that the above non-local semilinear elliptic problem is semipositone in nature if h(0) < 0 and h is eventually positive. If h is positive and monotone the above problem is termed as positone problem. Unlike positone problems where the positivity of non-negative solutions is guaranteed by the strong maximum principle, a semipositone problem can admit non-negative solutions having zeros in the interior of Ω even in the case of Laplacian, see [1] . Thus the mostly pursued existence theory by monotone iteration itself requires a positive subsolution which itself could be challenging sometimes. Due to these reasons, in the celebrated works of Lions [12] and Berestycki [3] it was mentioned that the semipositone problems are quite hard. To the best of our knowledge the existence of positive solutions of semipositone problem for fractional Laplacian has not been studied so far. Here in this paper we address the additional complexity which arises due to the critical exponent term u 2 * s −1 . Our primary concern is to obtain a positive solution to the semipositone problem (P 0 λ ) via monotone iteration(see section 3). Motivated from the semipositone problem for Laplacian, the natural choice of subsolution of (P 0 λ ) is a scalar multiple of φ 2 1 where φ 1 is the first eigenfunction of fractional Laplacian. On the contrary to the standard Laplacian where the operator acts by pointwise differentiation, the fractional Laplace operators are defined via global integration and thus the proof of sub-solution is indeed much harder. In section 3 (Lemma 3.1) of this paper we give a detailed calculation of this fact. Later in section 4, we use this particular function while defining a perturbed problem. It has come to our notice that in a recent work [11] , authors obtain a weak solution for an infinite semipositone problem for a nonlocal problem using implicit function theorem .
In section 4 we are interested in finding positive solutions for the multiparameter problem (P µ λ ) via variational method. In this regard we wish to mention that even in case of semilinear or quasilinear semipositone elliptic problems most of the existence results were obtained using topological methods such as degree theory or bifurcation theory and sub-super solution methods (see [7] and the references therein). A subcritical semipositone problem for Laplacian with one parameter is studied in [5] using a non-smooth variational method. In a more recent work ( [6] ), the authors considers a more general class of nonlinearities with a sign-changing weight via variational and continuity arguments. Positive solution of semipositone super linear problem is established in the exterior of the ball for laplacian in [8] and for p-laplacian in [14] . Recently in [16] , multiplicity result for a multiparameter semipositone problem is obtained for a critical exponent problem via concentration compactness arguement.
In this paper we find solution(s) to the semi-positone problem via a variational approach similar to that of [17] . The idea is to define an appropriate cut-off functional in such a way that the critical points on the newly defined functional itself becomes the weak solution of the original problem (P µ λ ). Here first critical point is obtained using direct methods of calculus of variations and the second solution, in case of sub-critical problem, is obtained via mountain pass lemma. Now we state our main results. First we consider the non-local problem with only semipositone term, (P 
Fractional Framework
In this section we shall discuss the functional setting to study the problem (P µ λ ). We refer [4] and [15] for the details. 
The space X s (Ω) is a Banach space equipped with the norm
For addressing the Dirichlet's boundary condition in this paper, we will now consider the following linear subspace of X s (Ω).
(Ω) and X s 0 (Ω) is a Hilbert space equipped with the inner product
It is also known that 
and as a consequence of which we conclude that
defines the equivalent norm in X s 0 (Ω). Throughout this paper by the term u 2 we always mean
3 Sub-supersolution approach for semipositone problem
In this section we give the proof of Theorem 1.1. We aim to prove the existence of a positive solution of the following problem, (P 0 λ ), via monotone iteration technique.
The crucial step towards this is to find a suitable positive subsolution . So far we are not aware of such a treatment for a fractional Laplace problem with a semipositone nonlinearity. In the next lemma we construct a weak subsolution for (P 0 λ ) and then use weak comparison principle to obtain a monotone sequence of functions which converges to a weak solution to (P 0 λ ). Let λ 1 denotes the least eigenvalue of (−∆) s in Ω and φ 1 be the corresponding eigenfunction,
Proof: We know that φ 1 is bounded and strictly positive inside Ω (for details see chapter 3 of [4] 
(Ω), we observe that the function φ 
|x − y| N +2s exists and is equal to
in the previous expression we have P.V.
Since the integrand is positive, P.V
|x − y| N +2s dy. Now if we write
then clearly we have
Next we claim that 0 < h(x) < ∞ for all x ∈ Ω. To prove the claim we use the interior regularity result for φ 1 , i.e the first eigenfunction φ 1 belongs to C 2s+α inside Ω (Theorem 6.1 of see [18] ).
, we first choose α small enough so that 2s + α < 1. Now, let x ∈ Ω and fix an r << 1 so that B r (x) is compactly contained in Ω. Now by interior regularity result
3) Integrating in the polar co-ordinates we find that 0 < h(x) < ∞ for all x ∈ Ω and s ∈ (0,
, the first eigen function is clearly Lipschitz continuous inside Ω and hence
(3.4) Next observe that for all x ∈ Ω, h(x) > δ for some δ > 0. Indeed, if {x n } be a sequence in Ω such that h(x n ) → 0 and x n → x 0 for some x 0 ∈ Ω, then by Fatöu's Lemma, h(x 0 ) = 0 which contradicts the fact that h(x) > 0 in Ω. Also note that the function h(x) extended upto ∂Ω may possibly assume the value +∞ as x → ∂Ω. Now we shall prove that u = λ α1 φ 2 1 is a subsolution of (P 0 λ ). Since α 1 > 1 and h(x) > δ 0 in Ω for some δ 0 > 0, we have for large values of λ
Thus from (3.2) and (3.5)-(3.6), we find that for large values of λ and for x ∈ Ω,
Next it remains to prove that u is a weak subsolution of (P 0 λ ), i.e.,
We verify the claim in two steps.
Step I: First we show that
To verify the step I we use the same idea of the proof of integration by parts formula for fractional Laplacian as in Lemma 1.26 of [4] . We can define the sets D 0 , D ǫ , D ± ǫ as in Lemma 1.26. It is also easy to verify that
(3.8) Since u and ϕ belongs to X s 0 (Ω), letting ǫ → 0 in the left hand side of the above equation, we obtain
. Indeed, as ϕ has support inside Ω 0 which is compactly contained in Ω, we have
Let 2r := dist(Ω 0 , ∂Ω) so that for each x ∈ Ω 0 the ball B r (x) is compactly contained inside Ω. Let Ω 1 = ∪ x∈Ω0 B r (x), then once again we use the interior regularity result to conclude that φ 1 ∈ C 2 (Ω 1 ). Thus by Taylor's theorem we have
Now we evaluate
and hence we can pass through the limit in the right hand side of (3.8) and thus the Step I is verified.
Step II: We claim that
First note that the lim ǫ→0
u(x) − u(y) |x − y| N +2s dy exists for all x ∈ Ω, and hence we can write
Now from Step I we can apply Fubini's theorem and then use (3.12) to obtain
which completes the proof of Step II and hence the Lemma is proved. Proof: Consider the unique weak solution z λ ∈ X s 0 (Ω) of the non-local problem
The existence of z λ can be easily proved via standard minimization of the associated functional
Using the regularity result in [19] ,
Clearly we have z λ = λ Next we show the existence of a non-negative weak solution for the problem (P 0 λ0 ). Consider a minimizing sequence {λ n } ⊂ Λ converging to λ 0 . Then as λ n ↓ λ 0 , we getλ ∈ Λ such that λ n ≤λ for all n ∈ N. Let {u λn }, {z λn } and zλ be the solutions of the problems (P (Ω) to u λ0 (say). Then, passing through the limit in the weak sense, one can easily check that u λ0 is a non-negative weak solution of (P 0 λ0 ). This completes the Theorem 3.2. 
, is a weak subsolution of (P µ λ ) for λ large and all µ > 0. Also for α 2 > 1 1−q , one can check that u = λ α2 ψ is a super-solution for (P µ λ ) for λ large and µ > 0 small enough, where ψ solves
Variational approach towards concave-convex problem
In this section we study the combined effect of the semipositone and convex terms on the existence and multiplicity of the solutions for the problem (P µ λ ) for µ > 0. Now for 0 < q < 1 and 1 < r ≤ 2 * s − 1, define the cut-off problem
where
and u is as defined in section 3. Also define F (x, t) = t 0
f (x, s)ds and G(x, t) = t 0 g(x, s)ds. Then explicitly we can write
A direct calculation yields that there exists positive constants c, c ′ such that
Let I µ denote the energy functional associated to cut-off problem given by
Positivity of solution(s) of (P µ λ ) is obtained using the following important remark.
Remark 4.1. I µ is a C 1 functional on X s 0 (Ω) and the critical points of I µ are weak solutions of (P µ λ ). By weak comparison principle for fractional laplacian any such weak solution is bounded below by u and hence positive weak solution of (P 
Proof: Let {u n } be a Palais Smale sequnce at a level c, i.e I µ (u n ) → c and I ′ µ (u n ) → 0. First we show that {u n } is bounded in X s 0 (Ω). For this set A n = {x : u n > u} and B n = {x : u n ≤ u}. Then,
3) Now we bound the second and third integrals in terms of u n as below:
Since q + 1 < 2 the above inequality implies that the Palais-Smale sequence is bounded in X s 0 (Ω). Thus {u n } admits a weakly convergent sub-sequence in X s 0 (Ω). Since r < 2 * s , by a standard argument one can prove that the weakly convergent subsequence converges strongly in X s 0 (Ω) and hence the required result. . Proof: For a fixed λ > λ 0 , we prove the existence of first positive solution for (P µ λ ) for all µ < µ λ via direct minimization method. Let B ρ denotes {u ∈ X s 0 (Ω) : u < ρ}. Using the estimate (4.1) we find
First we fix a ρ large enough so that
Next we choose µ small enough so that the right hand side of (4.6) is strictly positive on ∂B ρ . Thus for each λ > λ 0 , there exists a ρ > 0 and µ λ small such that inf u∈∂Bρ I µ (u) > 0 for all 0 < µ < µ λ .
(4.7)
Let m 0 = inf u∈Bρ I µ (u). Since I µ (0) = 0 we have m 0 ≤ 0. It can easily be checked that I µ is weakly lower semicontinuous in B ρ and hence attains a minimizer u 0 such that I µ (u 0 ) = m 0 . The local minimizer u 0 is a weak solution of (P Proof: As in the sub-critical case we obtain the first solution via the standard minimization technique. Now due to the presence of critical exponent term, the functional I µ is no more weakly lower semicontinuous. Let ρ and µ λ be as in (4.6) andm = inf u∈Bρ I µ (u). Since I µ (0) = 0 we havem ≤ 0. Now let {u n } denote a minimizing sequence of I µ in B ρ such that
Using the strong convergence of u n in L q+1 (Ω) it readily follows that
, then u 0 is a minimizer of I µ and hence a weak solution of (P µ λ ). Thus it remains to prove that for µ << 1, we have lim inf
The proof uses idea from [13] and [9] adapted for our functional I µ which is cut off from below by u, the details of which are given in the next Proposition 4.6.
. 
Proof: Given that
and {u n } is a minimizing sequence of I µ in some fixed ball B R around origin and {u n } satisfies (4.8). We split the domain Ω into four parts and write
for A 1 = {x ∈ Ω : u 0 ≤ u, u n ≤ u}, A 2 = {x ∈ Ω : u 0 > u, u n ≤ u}, A 3 = {x ∈ Ω : u 0 ≤ u, u n > u} and A 4 = {x ∈ Ω : u 0 > u, u n > u}. Note that each of the A i depends on n. By dominated convergence theorem
Substituting above in (4.11) we have lim inf
Now note that χ A3 converges to the characteristic function of {x :
Next by dominated convergence theorem observe that Now we complete the proof of our claim following the proof of [13] . In the last step we have used equation (3.8) of [13] which easily follows from the fact that u n ⇀ u 0 and the inequality b 2 − a 2 ≥ 2a(b − a) + Remark 4.7. In case of a semilinear problem involving critical exponents, the assumption which is usually made to prove the compactness of the Palais Smale sequence is that of AmbrosettiRabinowitz in ( [2] ). More precisely if we define H(t) = t 0 h(s)ds, (AR) condition reads as there exists a constant a > 0 such that for |t| > a, 0 < θH(t) < h(t)t where θ > 2.
Here (AR) condition is not satisfied for large negative values for (P µ λ ) and hence we could not obtain a second solution for the critical exponent problem.
