$n$-APR tilting and $\tau$-mutations by Guo, Jin Yun & Xiao, Cong
ar
X
iv
:1
90
1.
08
46
5v
1 
 [m
ath
.R
T]
  2
3 J
an
 20
19
n-APR TILTING AND τ-MUTATIONS
Abstract. APR tilts for path algebra kQ can be realized as the mutation of
the quiver Q in ZQ with respect to the translation. In this paper, we show that
we have similar results for the quadratic dual of truncations of n-translation
algebras, that is, under certain condition, the n-APR tilts of such algebras are
realized as τ -mutations.For the dual τ -slice algebras with bound quiver Q⊥, we
show that their iterated n-APR tilts are realized by the iterated τ -mutations
in Z|n−1Q⊥.
1. Introduction
Higher representation theory is developed by Iyama and his coauthors [18, 19, 20,
21, 16], and is widely used in representation theory of algebra and non-commutative
geometry. We observed that graded self-injective algebra bear certain feature of
higher representation theory [12, 8], and introduce n-translation algebra for study-
ing higher representation theory related to self-injective algebras in [9].
n-APR tilts are introduced by Iyama and Oppermann in [21] as generalization of
Bernstein-Gelfand-Ponomarev reflection functor and the APR tilts, which played
very important role in studying representation finite hereditary algebras.
For a quiver Q or the path algebra kQ defined by the quiver, the Bernstein-
Gelfand-Ponomarev reflection or APR tilts can be realized as follows. Embedding Q
as a slice in the translation quiver ZQ with i a sink (respectively, a source), and take
’mutation’ with respect to the translation τ by replace i by τi (respectively, τ−1i),
the quiver obtained is exactly the one obtained by Bernstein-Gelfand-Ponomarev
reflection or APR tilts on Q at i. For the quadratic dual of algebras which are
truncated from an n-translation algebra suitably, we show that the same thing
holds for n-APR tilts and the τ -mutation with respect to the n-translation in the
n-translation quiver.
An n-translation quiver is a bound quiver on which an n-translation τ is defined,
and an n-translation algebra Λ is a (n+1, q)-Koszul algebra whose bound quiver is
an n-translation quiver Q (see Section 2 for the definitions). An algebra Λ whose
bound quiverQ is embedded in Q as a convex full subquiver is regarded a truncation
of Λ. We consider the quadratic dual Γ of such truncation Λ. In this paper, we show
that the n-APR tilts for such algebra Γ is obtained by applying the τ -mutations on
its bound quiver, that is, replacing a sink with its image under τ−1, or replacing a
source with its image under τ . In the case Q is a complete τ -slice of Q, n-APR tilts
of Γ are realized by the τ -mutations in Z|n−1Q⊥, hence we obtain all the iterated
n-APR tilted algebras of Γ using τ -mutations.
The paper is organized as follows. In Section 2, we recall concepts and results
needed in this paper. In Section 3, we study the quadratic dual of the truncation
of an n-translation algebra, and characterize its tilting module and tilted algebra
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related to the Koszul complex given by a τ -hammock. In Section 4, we characterize
the n-APR tilting module and n-APR tilted algebras for the removable sinks and
sources, and prove that such n-APR tilts are realized by τ -mutations. Our result
are applied in Section 5 for dual τ -slice algebras, we show that for dual τ -slice
algebra with bound quiver Q⊥, its iterated n-APR tilts are realized by the iterated
τ -mutations in Z|n−1Q⊥. We also present two examples in this section using τ -
mutations. In one example, we recover the list of iterated 2-APR tilts in [21] for
2-representation-finite Auslander algebra of type A3, and in the other example, we
give a list of iterated 2-APR tilts of quasi 1-Fano algebras related to the McKay
quiver of type D4 in SL(C
3).
This paper is a extended and generalized version of the results concerning n-
APR tilts in ’τ -slice algebras of n-translation algebras and quasi n-Fano algebras,
arXiv:1707.01393’, which is discontinued.
2. Preliminary
Let k be a field, and let Λ = Λ0 + Λ1 + · · · be a graded algebra over k with Λ0
direct sum of copies of k such that Λ is generated by Λ0 and Λ1. Such algebra is
determined by a bound quiver Q = (Q0, Q1, ρ) [9]. A module means a left module
in this paper, when not specialized.
Recall that a bound quiver Q = (Q0, Q1, ρ) is a quiver with Q0 the set of vertices,
Q1 the set of arrows and ρ a set of relations. In this paper the vertex set Q0 may
be infinite. The arrow set Q1 is as usual defined with two maps s, t from Q1 to
Q0 to assign an arrow α its starting vertex s(α) and its ending vertex t(α). The
arrow set Q1 in this paper is assumed to be locally finite in the sense that for
each pair i, j ∈ Q0, the arrows α with s(α) = i and t(α) = j are finite. We also
write s(p) = i, t(p) = j for a path in Q from i to j. The relation set ρ is a set of
linear combinations of paths of length ≥ 2, since we study graded algebra, it can
be normalized such that each element in ρ is a linear combination of paths of the
same length starting at the same vertex and ending at the same vertex.
Let Λ0 =
⊕
i∈Q0
ki = kQ0, with ki ≃ k as algebras, and let ei be the image of the
identity of k under the canonical embedding of the ki into kQ0. Then {ei|i ∈ Q0}
is a complete set of orthogonal primitive idempotents in kQ0 and kQ1 = Λ1 =⊕
i,j∈Q0
ejΛ1ei as kQ0-bimodules. Fix a basis Q
ij
1 of ejΛ1ei for any pair i, j ∈ Q0,
take the elements of Qij1 as arrows from i to j, and let Q1 = ∪(i,j)∈Q0×Q0Q
ij
1 . Let
Qt be the set of the paths of length t in Q and let kQt be the k-space spanned by
Qt.
There is canonical epimorphism from kQ to Λ with kernel I contained in kQ2+
kQ3 + · · · . Choose a generating set ρ of I, whose elements are linear combinations
of paths of length ≥ 2. Then we have I = (ρ) and Λ ≃ kQ/(ρ), a quotient algebra
of the path algebra kQ. Λ is also called the bound quiver algebra of the bound
quiver Q = (Q0, Q1, ρ). A path p in Q is called bound path if its image in kQ/(ρ)
is non-zero.
A quiver Q is called acyclic if Q contains no oriented cycle, the algebra Λ of the
bound quiver Q is called acyclic if its quiver Q is acyclic.
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Let Q = (Q0, Q1, ρ) be a bound quiver with quadratics relations. In this case, the
quotient algebra Λ = kQ/(ρ) is called a quadratic algebra. Set δx,y =
{
1 x = y
0 x 6= y
,
by defining ei(ej) = δi,j , and
γ(α) = δα,γ and γt · · · γ1(αt · · ·α1) = γt(αt) · · · γ1(α1), (1)
for arrows γ, α and paths γt · · · γ1, αt · · ·α1. Then paths in kQt are identified with
the corresponding elements in dual basis in DkQt = Homk(kQt, k). That is, kQt is
identified with DkQt and paths form a dual basis of itself. If ρ ⊂ kQ2 and ρ⊥ spans
the orthogonal subspace of ρ, the algebra Λ!,op = kQ⊥/(ρ⊥) is called the quadratic
dual of Λ.
In [9], we also introduce n-translation quivers and n-translation algebras. Recall
that a bound quiver Q = (Q0, Q1, ρ), with ρ homogeneous relations, is called an
n-translation quiver if there is a bijective map τ : Q0 \ P −→ Q0 \ I, called the n-
translation of Q, for two subsets P and I of Q0, whose elements are called projective
vertices and respectively injective vertices, satisfying the following conditions for the
quotient algebra Λ = kQ/(ρ):
1. Any maximal bound path is of length n+ 1 from τi in Q0 \ I to i, for some
vertex i in Q0 \ P .
2. Two bound paths of length n+ 1 from τi to i are linearly dependent, for any
i ∈ Q0 \ P .
3. For each i ∈ Q0 \ P and each j ∈ Q0 such that there is a bound path from
j to i of length t or there is a bound path from τi to j, then the multiplication of
the quotient algebra Λ = kQ/(ρ) defines a non-degenerated bilinear from eiΛtej ×
ejΛn+1−teτi to eiΛn+1eτi, here Λt is the subspaces spanned by the images of the
paths of length t.
Q is called stable if I = P = ∅, and this is the case if and only if Λ is a self-
injective algebra.
An algebra Λ with an n-translation quiver Q = (Q0, Q1, ρ) as its bound quiver
is called an n-translation algebra, if there is a q ∈ N∪{∞} such that Λ is (n+1, q)-
Koszul [9, 5].
τ -hammocks are introduced in [8] for stable n-translation quivers, and are ex-
tended to n-translation quivers in [9], which are generalization of meshes in a trans-
lation quivers. Let Q = (Q0, Q1, ρ) be an n-translation quiver with n-translation
τ and let Λ = kQ/(ρ). For each non-injective vertex i ∈ Q0, τ
−1i is defined in
Q, the τ-hammock Hi = Hi,Q ending at i is defined as the quivers with the vertex
set Hi,0 = {(j, t)|j ∈ Q0, ∃p ∈ Qt, s(p) = j, t(p) = i, 0 6= p ∈ Λ}, the arrow set
Hi,1 = {(α, t) : (j, t+ 1) −→ (j′, t)|α : j → j′ ∈ Q1, ∃p ∈ Qt, s(p) = j
′, t(p) = i, 0 6=
pα ∈ Λt+1}, and a hammock function µi : Hi,0 −→ Z which is integral map on the
vertices defined by µi(j, t) = dim keiΛtej for (j, t) ∈ Hi,0.
Similarly, for non-projective vertex i, τi is defined in Q, the τ-hammock Hi = Hi
Q
starting at i is as the quivers with the vertex setHi0 = {(j, t)|j ∈ Q0, ∃p ∈ Qt, s(p) =
i, t(p) = j, 0 6= p ∈ Λ}, the arrow set Hi1 = {(α, t) : (j, t) −→ (j
′, t + 1)|α :
j → j′ ∈ Q1, ∃p ∈ Qt, s(p) = i, t(p) = j, 0 6= αp ∈ Λt+1}, and a hammock
functions µi : Hi0 −→ Z which is the integral maps on the vertices defined by
µi(j, t) = dim kejΛtei for (j, t) ∈ Hi0.
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We also denote by Hi0 and Hi,0 the sets {j ∈ Q0|(j, t) ∈ H
i
0 for some t ∈ Z}
and {j ∈ Q0|(j, t) ∈ Hi,0 for some t ∈ Z}, respectively. When Q is acyclic, the
hammocks Hi and Hi is regarded as a sub-quiver of Q via projection to the first
component of the vertices and arrows. In this case, Hi = H
τ−1i when τ−1i is
defined and Hi = Hτi when τi is defined.
For the quadratic dual of an n-translation algebra, n-almost split sequences in
the category of its finite generated projective modules are related to the Koszul
complexes which are described using τ -hammocks [9].
Let Λ be an n-translation algebra with bound quiver Q = (Q0, Q1, ρ), and let Γ
be the quadratic dual of Λ with bound quiver Q
⊥
= (Q0, Q1, ρ
⊥). Let G = add (Γ)
be the category of finite generated projective Γ-modules. The Koszul complexes
in Γ are the n-almost split sequences in G under certain conditions [9]. If i is a
non-injective vertex in Q, (or j = τ−1i is a non-projective vertex), by [4], we have
a left Koszul complex,
Γ⊗ Λn+1eτ−1i −→ Γ⊗ Λneτ−1i
ψ
−→ Γ⊗ Λn−1eτ−1i −→ · · ·
−→ Γ⊗ Λ2eτ−1i
φ
−→ Γ⊗ Λ1eτ−1i −→ Γ⊗ Λ0eτ−1i
(2)
By the definition of the hammocks, we get the following characterization of the
Koszul complexes in Γ.
Proposition 2.1. For each vertex i ∈ Q0 such that τ
−1i is defined in Q, we have
a Koszul complex
ξi :Mn+1 = Γei −→ · · · −→Mt −→ · · · −→M0 = Γeτ−1i
with Mt =
⊕
(j,n+1−t)∈Hi,0
(Γej)
µi(j,n+1−t) for 0 ≤ t ≤ n and for each vertex i ∈ Q0
such that τi is defined in Q, a Koszul complex
ζi :Mn+1 = Γeτi −→ · · · −→Mt −→ · · · −→M0 = Γei
with Mt =
⊕
(j,t)∈Hi
0
(Γej)
µi(j,t) for 0 ≤ t ≤ n.
We have that ζi = ξτi and ξi = ζτ−1i. We also call (2) the Koszul complex
related to the τ -hammock Hi = H
τ−1i.
3. Tilting for the Truncation of n-translation algebras
We study the tilting for the algebras defined by a truncation of an n-translation
algebra. We first introduce the truncation of a stable n-translation algebra.
Let Q = (Q0, Q1, ρ) be a bound quiver, and let Λ ≃ kQ/(ρ). Let Q = (Q0, Q1)
be a finite full sub-quiver of Q, that is, Q0 and Q1 are subsets of Q0 and Q1,
respectively, such that all the arrows of Q from i to j are in Q1 whenever i and
j are both in Q0. If Λ is quadratic, write Γ = Λ
!.op
for its quadratic dual. For
a full subquiver Q = (Q0, Q1) of Q, we have two algebras associate to it, that
is, the subalgebra Λ(Q) = eΛe with e =
∑
j∈Q0
ej and the quotient algebra Λ
′(Q) =
Λ/({ej|j ∈ Q0\Q0}). Write L(Q) =
⊕
i∈Q0
Γei and write L
(j)(Q) =
⊕
i∈Q0\{j}
Γei.
For an elements x =
∑
p∈∪t≥2Qt
app in kQ, write xQ =
∑
p∈∪t≥2Qt
app and let
ρ = {xQ|x ∈ ρ}, then we have Λ′(Q) ≃ kQ/(ρ). If Q is quadratic, Λ′(Q) is
quadratic and write Γ′(Q) = (Λ′(Q))!,op, the quadratic dual of Λ′(Q).
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We say that Q is a convex truncation of Q if Q is convex in the sense that if a
path p from i to j is in Q, then all the paths from i to j are in Q. In this case, ρ
can be normalized such that ρ = {ejxei|x ∈ ρ, i, j ∈ Q0} is a subset of ρ. We have
the following proposition.
Proposition 3.1. Assume that Q = (Q0, Q1, ρ) is a convex truncation of a bound
quiver Q = (Q0, Q1, ρ). Then Λ(Q) ≃ Λ
′(Q) is both a subalgebra and a quotient
algebra of Λ.
Proof. Clearly, Λ(Q) = eΛe ≃ (HomΛ(Λe,Λe))
op = End op
Λ
⊕
j∈Q0
Λej is a subalgebra
of Λ generated by {ej|j ∈ Q0}, and eQ1e \ {0} = Q1. Thus Λ ≃ kQ/J for some
ideal J of kQ. Clearly, J ⊆ kQ ∩ (ρ) = kQ ∩ (ρ) = (ρ). If z ∈ (ρ) = kQ ∩ (ρ), then
the image of z in Λ is zero, hence its image in Λ(Q) is zero, too. This shows that
J = (ρ), and Λ(Q) = eΛe ≃ kQ/(ρ) ≃ Λ′(Q). 
We call such algebra Λ = Λ(Q) a truncation of Λ if Q is a convex truncation.
If Λ is quadratic, so is Λ, and we call its quadratic dual Γ = Γ(Q) = Λ!,op a dual
truncation of Λ.
Assume that Λ is an acyclic n-translation algebra with bound quiver Q =
(Q0, Q1, ρ). Recall that if Λ is (n + 1, q)-Koszul with finite q, then its quadratic
dual Γ is (q, n + 1)-Koszul [5] and Γ is a (q − 1)-translation algebra [9], write its
(q − 1)-translation as τ⊥. If Λ is Koszul, this include the case q = ∞, then τ⊥ is
not defined, and we conventionally assume that τ t⊥i 6∈ Q0 for any i ∈ Q0 and t ∈ Z
in this case.
A non-injective vertex i in Q0 is called forward movable provided that HΛ,i,0 \
Q0 = {τ−1i} and τ⊥i 6∈ Q0, and a non-projective vertex i in Q0 is called backward
movable provided that Hi
Λ,0
\Q0 = {τi} and τ
−1
⊥ i 6∈ Q0. If i is a forward movable
vertex ofQ, let s−i Q be the full subquiver of Q with the vertex set (Q0\{i})∪{τ
−1i},
and if i is a backward movable vertex of Q, let s+i Q be the full subquiver of Q with
the vertex set (Q0 \ {i}) ∪ {τi}.
Let G = add (Γ) be the category of finite generated projective Γ-modules.
If Q = (Q0, Q1, ρ) is a finite truncation of Q, set L = LQ =
⊕
j∈Q0
Γej , L
(i) =⊕
j∈Q0\{i}
Γej . We have
Lemma 3.2. If i is a forward movable vertex of Q, then
coKerHomG(L, φ) ≃ HomG(L,Γ⊗ Λ0eτ−1i) = HomG(L,Γeτ−1i).
If τ−1i is backward movable vertex of Q, then
coKerHomG(ψ,L) ≃ HomG(eiΓ⊗ Λ0, L) = HomG(eiΓ, L).
Proof. Note that HomG(Γej,Γei)/JG(Γej ,Γei) = 0 for i 6= j since by our assump-
tion, τ−1⊥ i 6∈ Q0 and the Koszul complex (2) is an n-almost split sequence in G [9].
So HomΓ(L,Γ0eτ−1i)/JΓ(L,Γ0eτ−1i) = 0, and we have exact sequence
HomG(L,Γ⊗ Λ2eτ−1i)
HomG(L,φ)
−→ HomG(L,Γ⊗ Λ1eτ−1i)
−→ HomG(L,Γ⊗ Λ0eτ−1i) −→ 0.
This proves the first equality.
The second equality is proven dually. 
6 N-APR TILTING AND τ -MUTATIONS
Recall that a module T over an algebra Γ is called a tilting module if (1). T has
a finite projective resolution 0 −→ Pn −→ · · · −→ P0 −→ T −→ 0, with each Pt
finitely generated projective Γ-module; (2). ExttΓ(T, T ) = 0 for all t > 0; (3). there
is an exact sequence 0 −→ Γ −→ T0 −→ · · · −→ Tm −→ 0 of Γ-modules with each
Tt in add (T ). A cotilting module is defined dually.
Now we study the tilts and cotilts or Γ related to the Koszul complex (2). We
first prove the following theorem.
Theorem 3.3. Let Λ be an acyclic n-translation algebra with n-translation quiver
Q and n-translation τ , let Γ ≃ kQ/(ρ⊥) be its quadratic dual. Let Q = (Q0, Q1, ρ)
be a convex truncation of Q, L = L(Q) and Γ = Γ(Q).
(1). If i is a forward movable vertex in Q, set
T = HomG(L,L
(i)(Q))⊕ coKerHomG(L, φ),
where φ : Γ⊗Λ2eτ−1i → Γ⊗Λ1eτ−1i is the map in the Koszul complex (2). Then T is
a tilting Γ-module of projective dimension at most n, and End opΓ T ≃ End
op
G L(s
−
i Q).
(2). If τ−1i is a backward movable vertex in Q, set
T ′ = HomG(L
(τ−1i)(Q), L)⊕ coKerHomG(ψ,L),
where ψ : Γ ⊗ Λneτ−1i → Γ ⊗ Λn−1eτ−1i is the map in the Koszul complex (2).
Then T ′ is a cotilting Γ-module of injective dimension at most n, and End opΓ T
′ ≃
End opG L(s
+
τ−1i
Q).
We call the tilting module T in (1) (respectively, T ′ in (2)) of Theorem 3.3 the
tilting (respectively, cotilting) Γ-module related to Koszul complex (2) for vertex i
(respectively, for τ−1i).
Proof. We prove the first case, the second case is proven dually.
Assume that i is forward movable in Q and letHi = HΛ,i be the hammock ending
at i with hammock function µi. (2) is a truncation of the projective resolution of
the simple Γ-module Γ0eτ−1i.
By Proposition 2.1, Γ ⊗ Λteτ−1i ≃
⊕
(j,n+1−t)∈Hi,0
(Γtej)
µi(j,n+1−t). Let M =
L(i)(Q) and let Mt =
⊕
(j,n+1−t)∈Hi,0
(Γej)
µi(j,n+1−t). Let X = Γei and let Y =
Γeτ−1i, the Koszul complex (2) becomes
X
f
→M1 → . . .→Mn
g
→ Y. (3)
By Lemma 7.1 of [9], f is a left add (M)-approximation and g :Mn → Y is a right
add (M)-approximation.
Let V = X ⊕ M and W = Y ⊕ M . If Λ is Koszul, so is Γ and Ker f = 0,
otherwise, Γ is almost Koszul and Ker f ≃ Γ0eτ⊥i. Thus HomG(V,Ker f) = 0 since
i is forward movable in Q. So we get an exact sequence
0 −→ HomG(V,X) −→ HomG(V,M1) −→ . . . −→ HomG(V,Mn) −→ HomG(V, Y ).
Note that coKer g ≃ Γ0eτ−1i. Since Q is convex and τ
−1i 6∈ Q0 and (τ−1i)− ⊆ Q0,
thus HomG(coKer g,W ) = 0. So we have an exact sequence
0 −→ HomG(Y,W ) −→ HomG(Mn,W ) −→ . . . −→ HomG(M1,W ) −→ HomG(X,W ).
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Note T = HomΓ(L,L
(i)) ⊕ coKerHomG(L, φ), where φ : Γ ⊗ Λ2eτ−1i → Γ ⊗
Λ1eτ−1i is the map in the Koszul complex. So by Proposition 3.4 of [17], T is a
tilting Γ-module of projective dimension at most n.
By Lemma 3.2, coKerHomG(L, φ) ≃ HomG(L,Γeτ−1i), thus
End opΓ T = HomΓ(HomG(L,L
(i)(Q))⊕ coKerHomG(L, φ),
HomG(L,L
(i)(Q))⊕ coKerHomG(L, φ))
= HomΓ(HomG(L,L
(i)(Q)),HomG(L,L
(i)(Q)))
⊕HomΓ(HomG(L,L(i)(Q)), coKerHomG(L, φ))
⊕HomΓ(coKerHomG(L, φ),HomG(L,L(i)))
⊕HomΓ(coKerHomG(L, φ), coKerHomG(L, φ))
= HomG(L
(i), L(i)(Q))⊕HomG(L(i)(Q),Γeτ−1i)
⊕HomΓ(Γeτ−1i, L
(i)(Q))⊕HomG(Γeτ−1i,Γeτ−1i)
≃ HomG(
⊕
j∈(s−
i
Q)0
Γej ,
⊕
j∈(s−
i
Q)0
Γej) = End
op
G (
⊕
j∈(s−
i
Q)0
Γej)
= End opG L(s
−
i Q).
This proves the Theorem. 
We remark that for a convex Q in Q, s−i Q (respectively, s
+
i Q) may not be convex
in general, and s−i Q (respectively, s
+
i ) is convex if i is a sink (respectively, source).
4. n-APR tilts and τ-mutations
Let Γ be a finitely dimensional algebra, recall that n-Auslander-Reiten transla-
tions are defined by τn = DTrΩ
n−1 and τ−1n = TrDΩ
−(n−1) [20]. For a simple
projective Γ-module P satisfying Γ = P ⊕ Q, τ−1n P ⊕ Q is called n-APR tilting
module associated to P , if idP = n and ExttΓ(DΓ,Γei) = 0 for 0 ≤ t < n. An
n-APR cotilting module is defined dually [21].
Let Λ be an acyclic n-translation algebra with n-translation quiver Q and n-
translation τ , let Γ ≃ kQ/(ρ⊥) be its quadratic dual. Let Q = (Q0, Q1, ρ) be a
convex truncation of Q, we have the following Proposition for the forward movable
sources and backward movable sinks.
Proposition 4.1. If i is a forwards movable sink in Q0, then τ
−1
n Γei ⊕ Γ(1 − ei)
is an n-APR tilting module of Γ.
If τ−1i is a backwards movable source in Q0, then τnDeτ−1iΓ⊕D(1− ei)Γ is an
n-APR cotilting module of Γ.
Proof. We prove the first assertion, the second is proven dually.
Note that Λ is also right n-translation algebra with the n-translation τop = τ−1.
We have a right Koszul complex
eτ−1iΓ −→M1 −→ · · · −→M t −→ · · · −→Mn −→ eiΓ
which is the projective resolution of the right simple eiΓ0, and we have M t =⊕
(j,n+1−t)∈Hi,0
ejΓ
µi(j,n+1−t)
. This induces a complex of right projective Γ-modules
which is a projective resolution of the right simple Γ module Si = eiΓ0.
eτop,−1iΓe −→M1 −→ · · · −→Mt −→ · · · −→Mn −→ eiΓ,
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and Mt =
⊕
(j,n+1−t)∈Hi,0
ejΓ
µi(j,n+1−t). Apply the duality D = Homk( , k), one
get a injective resolution of left simple Γ-module Si = Γ0ei,
DeiΓ −→ DMn −→ · · · −→ DMt −→ · · · −→ DM1 −→ Deτop,−1iΓe. (4)
Apply HomΓ(DΓ,−), one gets
0 −→ HomΓ(DΓ, Si) −→ HomΓ(DΓ, DeiΓ) −→ · · · −→ HomΓ(DΓ, DMt)
−→ · · · −→ HomΓ(DΓ, DM1) −→ HomΓ(DΓ, Deτop,−1iΓe)
Write Γ(−,−) for HomΓ(−,−) and Γ(−,−) for HomΓ(−,−), we have the following
commutative diagram with isomorphisms between rows:
Γ(DΓ, DeiΓ) −→ · · · −→ Γ(DΓ,
⊕
j
DejΓ
µi(j,t)) −→ · · · −→ Γ(DΓ,
⊕
j
ejΓ
µi(j,1))
↓≃ ↓≃ ↓≃
Γ(eiΓ,Γ) −→ · · · −→
⊕
j
Γ(ejΓ
µi(j,t),Γ) −→ · · · −→
⊕
j
Γ(ejΓ
µi(j,1),Γ)
↓≃ ↓≃ ↓≃
Γei −→ · · · −→
⊕
j
(Γej)
µi(j,t) −→ · · · −→
⊕
j
(Γej)
µi(j,1)
↓≃ ↓≃ ↓≃
eΓei −→ · · · −→
⊕
j
(eΓej)
µi(j,t) −→ · · · −→ (eΓej)
µi(j,1))
↓≃ ↓≃ ↓≃
Γ(Γe,Γei) −→ · · · −→
⊕
j
Γ(Γe, (Γej)
µi(j,t)) −→ · · · −→
⊕
j
Γ(Γe, (Γej)
µi(j,1)).
Since τop,−1i = τi is not a vertex in Q, none of the vertex prior it is in Q since
Q is acyclic and Q is convex in Q. So HomΓ(Γe,Γeτi) = 0 and we have an exact
sequence
0→ HomΓ(Γe,Γei) −→ · · · −→
⊕
j
HomΓ(Γe, (Γej)
µi(j,t)) −→ · · ·
−→
⊕
j
HomΓ(Γe, (Γej)
µi(j,1)) −→ HomΓ(Γe,Γeτi) = 0
for the lowest row. So
0→ HomΓ(DΓ, DeiΓ) −→ · · · −→ HomΓ(DΓ,
⊕
j
DejΓ
µi(j,t))
−→ · · · −→ HomΓ(DΓ,
⊕
j
ejΓ
µi(j,1)) −→ 0
is exact and thus ExttΓ(DΓ,Γei) = 0 for 0 ≤ t < n. On the other hand, eτop,−1iΓe =
HomΓ(Γe,Γeτi) = 0, and we have that idSi = n from (4). This proves that
τ−1n Γei ⊕ Γ(1 − ei) is an n-APR tilting module of Γ. 
Let Q be an n-translation quiver with n-translation τ . Let Q be a convex full
subquiver in Q. If i is a forward movable sink of Q, we define the τ-mutation s−i (Q)
of Q at i as the full bound sub-quiver of Q obtained by replacing the vertex i by
its inverse n-translation τ−1i. If i is a backward movable source of Q, define the
τ-mutation s+i (Q) of Q at i as the full bound sub-quiver in Q obtained by replacing
the vertex i by its n-translation τi.
Proposition 4.2. If i is a forward movable sink of Q, then s−i Q is convex in Q
and s+i s
−
i Q = Q.
If i is a backward movable source of Q, then s+i Q is convex in Q and s
−
i s
+
i Q = Q.
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Proof. We prove the first assertion, the second follows dually. We need only to
prove that s−i Q is convex. Let p be a path in Q from j to j
′ with j, j′ in s−i Q. If
j′ 6= τ−1i, then j, j′ are both in then full subquiver Q′ obtained from Q by removing
i, so p is also in Q′ since i is a source. Hence p is in s−i Q since Q
′ is also a full
subquiver of it. If j′ = τ−1i, then p = αq for an arrow α in Q from j′′ to j′ and a
path q in Q from j to j′′. By definition, j′′ is in Hi = Hτ−1i, hence in Q since i is
forward removable. Thus q is in s−i Q, as is proved above and p is also in s
−
i Q. 
If Λ is the algebra defined by the convex subquiver Q and Γ is the quadratic
dual of Λ. If i is a forward movable sink (respectively, a backward movable source),
then s−i Q (respectively, s
+
i Q) is convex so we may regard it as a bound quiver
with natural relations induced from ρ. The algebra of the convex bound subquiver
s−i Q (respectively, s
+
i Q) is called the τ-mutation of Λ at i, and is denoted as s
−
i Λ
(respectively, s+i Λ). The quadratic dual of s
±
i Λ is called the τ-mutation of Γ at i,
and is denoted by s−i Γ (respectively, s
+
i Γ), when Λ is quadratic.
Now we show that n-APR tilts (respectively, cotilts) for a dual truncation of
an acyclic n-translation algebra are realized by τ -mutation when the vertex is a
forward movable sinks (respectively, a backward movable sources).
Theorem 4.3. Let Λ be an acyclic n-translation algebra with n-translation quiver
Q and n-translation τ , let Γ ≃ kQ/(ρ⊥) be its quadratic dual. Assume that Q =
(Q0, Q1, ρ) is a convex truncation of Q, then
(1). If i is a forward movable sink of Q, let T be the tilting module of Γ related
to the Koszul complex (2). Then T is the n-APR tilting module of Γ at i and
End opΓ T ≃ s
−
i Γ.
(2). If τ−1i is a backward movable source of Q, let T ′ be the cotilting module of
Γ related to the Koszul complex (2). Then T ′ is the n-APR cotilting module of Γ
at τ−1i and End opΓ T ≃ s
+
τ−1i
Γ.
Proof. We prove the first assertion, the second is proven dually.
By Proposition 3.1, Γ ≃ End op
Γ
L.
Note that for the n-translation algebra Λ with n-translation τ , Λ
op
is n-translation
algebra with n-translation τ−1. So the Koszul complex of right Γ-modules
0 −→ eiΛn ⊗ Γ −→ eiΛn−1 ⊗ Γ
ξ
−→ · · ·
−→ eiΛ1 ⊗ Γ −→ eiΛ0 ⊗ Γ = eiΓ −→ eiΓ0 −→ 0.
(5)
is the projective resolution of the simple right Γ-module eiΓ0. Note that i is a sink
of Q, thus by Proposition 2.1, eiΛn 6= 0. Apply D, we get and injective resolution
of Γ0ei:
0 −→ Γ0ei = D(eiΓ0) −→ D(eiΛ0 ⊗ Γ) −→ · · ·
−→ D(eiΛn−1)⊗ Γ −→ D(eiΛn ⊗ Γ) −→ 0.
This is an injective resolution of the simple Γ-module S(i) ≃ Γ0ei, and (5) is the
projective resolution of D(Si) ≃ eiΓ0. Applying HomG( ,Γ) to (5), one gets:
0 −→ HomΓ(eiΓ0,Γ) −→ HomΓ(eiΛ0 ⊗ Γ,Γ) = HomΓ(eiΓ,Γ)
−→ HomΓ(eiΛ1 ⊗ Γ,Γ) −→ · · ·
−→ HomΓ(eiΛn−2 ⊗ Γ,Γ)
ξ∗
−→ HomΓ(eiΛn−1 ⊗ Γ,Γ).
Thus coKer ξ∗ ≃ τ−1n Si.
10 N-APR TILTING AND τ -MUTATIONS
On the other hand, we have eiΛt ⊗ Γ ≃
⊕
(j,t)∈Hi
Λ
ejΓ. So by Lemma 3.2, we have
the following commutative diagram with isomorphisms between rows:
HomΓ(
⊕
(j,n−2)∈Hi
Λ
ejΓ,Γ)
ξ∗
−→ HomΓ(
⊕
(j,n−1)∈Hi
Λ
ejΓ,Γ) → coKer ξ
∗ → 0
↓≃ ↓≃ ↓≃
⊕
(j,2)∈Hi
Λ
Γej
ξ∗
−→
⊕
(j,n−1)∈Hi
Λ
Γej → coKer ξ
∗ → 0
↓≃ ↓≃ ↓≃
⊕
(j,n−2)∈Hi
Λ
eΓej
ξ∗
−→
⊕
(j,1)∈Hi
Λ
eΓej → coKer ξ
∗ → 0
↓≃ ↓≃ ↓≃
HomΓ(
⊕
(j,n−2)∈Hi
Λ
ejΓ,Γ) −→ HomG(
⊕
(j,n−1)∈Hi
Λ
ejΓ, eΓ) → HomG(eτ−1iΓ, eΓ) → 0.
Thus τ−1n Si ≃ HomG(eτ−1iΓ, eΓ) ≃ eΓeτ−1i.
So T ≃ coKer ξ∗⊕L(i)(Q) = L(s−i Q) is the n-APR-tilting module for the simple
left Γ-projective module Si. By Proposition 4.2, s
−
i Q is convex, so we have that
End opΓ T ≃ End
op
G L(s
−
i Q) = End
op
G
⊕
j∈(s−
i
Q)0
Γej ≃ k(s
−
i Q)/(s
−
i ρ
⊥) = s−i Γ,
by Lemma 3.1. 
This shows that for a dual truncation algebra of an acyclic n-translation quiver,
the n-APR tilts for a forward movable sink (respectively, cotilts for a backward
removable source) is realized by the τ -mutation of its bound quiver.
5. Application to dual τ-slice algebras
In [21], n-APR tilting complexes of an n-representation finite algebra are related
to the slices and mutations in n-cluster tilting subcategory of the derived category.
In [8], we introduce the τ -slice algebras of a given graded self-injective algebra and
showed that they are derived equivalent by shown that they have isomorphic trivial
extensions. Using our results in the previous section, we also have such equivalences
for dual τ -slice algebras, and the τ -mutation is explained as n-APR tilts here.
Let Q = (Q0, Q1, ρ) be a acyclic stable n-translation quiver with n-translation
τ , and assume that Q has only finite many τ -orbits. Let Q be a full sub-quiver of
Q. Q is called a complete τ-slice of Q if it is convex (path complete in [8]) and
for each vertex v of Q, the intersection of the τ -orbit of v and the vertex set of
Q is a single-point set. When normalizing the relations such that they are linear
combinations of paths with the same starting vertex and the same ending vertex,
then ρ = {x =
∑
p
app ∈ ρ|s(p), t(p) ∈ Q0} ⊆ ρ. So we also regard a complete τ -slice
Q as the bound quiver Q = (Q0, Q1, ρ).
The algebra Λ defined by a complete τ -slice Q in Q is called a τ-slice algebra of
the bound quiver Q. If Q is the bound quiver of an algebra Λ, we also say that Λ
is a τ-slice algebra of Λ. If Λ is an n-translation algebra, Λ is a quadratic algebra,
and we call its quadratic dual Γ = Λ!op a dual τ-slice algebra.
Obviously, we have the following consequences.
Lemma 5.1. Let Q be a stable n-translation quiver, then its complete τ-slices are
convex truncations.
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Lemma 5.2. If Q is a complete τ-slice in a stable n-translation quiver Q, then its
sinks are forward movable and its sources are back forward movable.
We have shown in [8] that τ -slices are related by τ -mutations, as in the following
lemma.
Proposition 5.3. Let Q be a complete τ-slice of a stable n-translation quiver Λ.
If i is a sink of Q, then s−i Q is a complete τ-slice of Λ.
If i is a source of Q, then s+i Q is a complete τ-slice of Λ.
If Q, Q′ are two complete τ-slices in Λ, then there is a sequence s∗1i1 , . . . , s
∗r
ir
,
where it are vertices in Q and ∗t ∈ {+,−}, such that Q′ = s
∗r
ir
· · · s∗1i1 Q.
We remark that in the Proposition 5.3, we may take all the vertices i1, . . . , ir to
be the sinks in the corresponding quivers, and the mutations as s−i1 , . . . , s
−
ir
, or all
to be the sources and the mutations as s+i1 , . . . , s
+
ir
.
If Q is a complete τ -slice of Q and i a sink (respectively, τ−1i a source) of Q, we
know that the algebra Λ(Q) ≃ kQ/(ρ) and its τ -mutation Λ(s−i Q) ≃ ks
−
i Q/(s
−
i ρ)
(respectively, Λ(s+
τ−1i
Q) ≃ ks+
τ−1i
Q/(s+
τ−1i
ρ)) are derived equivalent [8]. Using
Lemma 3.1, Lemma 5.2 and Proposition 5.3 we have the following refinement of
Theorem 3.3 for a dual τ -slice algebra.
Corollary 5.4. Assume that Λ is an n-translation algebra with bound quiver Q,
and Q is a complete τ-slice. Let Λ = Λ(Q), Γ = Γ(Q). Then
(1). If i is a sink of Q, let T be the tilting module of Γ related to the Koszul
complex (2), then T is an n-APR tilting module, End opΓ T is a dual τ-slice algebra
and
End opΓ T ≃ s
−
i Γ.
(2). If τ−1i is a source of Q, let T ′ be the cotilting module of Γ related to the
Koszul complex (2), then T ′ is an n-APR cotilting module, End opΓ T is a dual τ-slice
algebra and
End opΓ T ≃ s
+
i Γ.
So we see for the dual τ -slice algebra of an acyclic stable n-translation algebra,
n-APR tilts and cotilts are realized by τ -mutations, and verse visa.
Let Λ be a τ -slice algebra with bound quiver Q = (Q0, Q1, ρ) which is a τ -slice
of a stable n-translation quiver Q. Now we show that Q can be take as the quiver
Z|n−1Q defined in [9].
It is easy to see that maximal bound path of Q have the same length n (see
also Lemma 6.1 of [10]). Let M be a set of linearly independent maximal bound
paths. Such quiver is called n-homogeneous there. Define returning arrow quiver
Q˜ = (Q˜0, Q˜1, ρ˜) with Q˜0 = Q0, Q˜1 = Q1 ∪ Q1,M, with Q1,M = {βp : t(p) →
s(p)|p ∈M}. So Q˜ is obtained by adding a arrow in the reversed direction to each
maximal bound path in Q.
Denote ∆Λ = Λ ⋉DΛ the trivial extension of Λ, the returning arrow quiver of
Q is exact the bound quiver of ∆Λ = Λ ⋉ DΛ (Proposition 2.2 of [15], see also
Proposition 3.1 and Lemma 3.2 of [10]).
Proposition 5.5. If Q = (Q0, Q1, ρ) is the bound quiver of a τ-slice algebra Λ
such, then there is a relation set ρ˜ such that Q˜σ = (Q˜0, Q˜1, ρ˜) is the bound quiver
of the trivial extension ∆Λ of Λ.
ρ˜ is quadratic if ρ is so.
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For a complete τ -slice Q, Recall that we can constructed the Z|n−1Q for Q in [9].
Take vertex set (Z|n−1Q)0 = {(i, t)|i ∈ Q0, t ∈ Z}, arrow set (Z|n−1Q)1 = Z×Q1∪
Z ×Mop = {(α, t) : (i, t) −→ (j, t)|α : i −→ j ∈ Q1, t ∈ Z} ∪ {(βp, t) : (j, t) −→
(i, t + 1)|p ∈ M, s(p) = i, t(p) = j} and relation set ρZ|n−1Q = Zρ ∪ ZρM ∪ Zρ0,
where Zρ = {
∑
s as(αs, t)⊗ (α
′
s, t)|
∑
s asαs⊗α
′
s ∈ ρ, t ∈ Z}, ZρM = {(βp′ , t+1)⊗
(βp, t)|βp′⊗βp ∈ ρM, t ∈ Z} and Zρ0 = {
∑
s′ as′(βp′s′ , t+1)⊗(α
′
s′ , t)+
∑
s bs(αs, t)⊗
(βps , t)|
∑
s′ as′βp′s′ ⊗ α
′
s′ +
∑
s bsαs, t⊗ βps ∈ ρ0, t ∈ Z}.
Similar to Proposition 5.5 of [9], we have the following realization of Z|n−1Q.
Proposition 5.6. Let Λ be an algebra as defined in Proposition 5.5 such that ∆Λ
is quadratic. Then the smash product ∆Λ#kZ∗ is a self-injective algebra with bound
quiver Z|n−1Q, where ∆Λ is graded by taking elements in the dual basis of M in
DΛn as degree 1 generators.
Since Q is acyclic, it is a complete τ -slice in Z|n−1Q, so Λ is a τ -slice algebra of
∆Λ#kZ∗.
As a corollary of Corollary 5.4 and Proposition 5.3, we have the following corol-
lary.
Corollary 5.7. Let Γ be a finite dimensional connected dual τ-slice algebra of an
acyclic stable n-translation algebra, there are only finitely many algebras obtained
from Γ using iterated n-APR tilts and cotilts.
Proof. Assume that the bound quiver of Γ is Q⊥, then Q is a τ -slice of Z|n−1Q and
the iterated n-APR tilts and cotilts are dual τ -slice algebras of Z|n−1Q, by Corollary
5.4. But τ -slices of Z|n−1Q are connected and convex, so there are only finitely
many up to shifted by the n-translation τ . This shows that up to isomorphism,
there are only finitely many algebras obtained from Γ using iterated n-APR tilts
and cotilts. 
Now we have the following algorithm to construction n-APR tilts and cotilts
for dual τ -slice algebras. Let Γ be a dual τ -slice algebra with bound quiver Q⊥ =
(Q0, Q1, ρ
⊥). Let ρ be a basis of the orthogonal subspace of ρ⊥ in kQ2, then
Q = (Q0, Q1, ρ) is the bound quiver of τ -slice algebra. Construct Z|n−1Q as above,
Z|n−1Q is the bound quiver of a stable n-translation algebra Λ. Q is a τ -slice in
Z|n−1Q, we in fact recovered the stable n-translation quiver Q. For each sink i
in Q, take the τ -mutation s−i Q in Z|n−1Q, we obtained the n-APR tilts of Γ with
respect to the simple projective Γ-module Γ0ei. For each source i in Q, take the
τ -mutation s+i Q in Z|n−1Q, we obtained the n-APR cotilts of Γ with respect to the
simple injective Γ-module Γ0ei.
Example 5.8. In [21], iterated n-APR tilts of an n-representation-finite algebra of
type A are characterization using mutations on cuts. Now we show by example how
we get the iterated 2-APR tilts of a 2-representation-finite algebra of type A using
τ-mutations on τ-slices.
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The Auslander algebra Γ = Γ(2) of the path algebra Γ(1) of type A3 with linear
orientation, is a 2-representation-finite algebra, given by the quiver Q⊥(2):
1
◦ //
2
◦ //

3
◦

4
◦ //
5
◦

6
◦
with the returning arrow quiver Q˜⊥(2),
◦ // ◦ //

◦

◦ //
\\✾✾✾✾✾
◦

\\✾✾✾✾✾
◦
\\✾✾✾✾✾
.
This is also the quiver of also the (twisted) preprojective algebra Γ(2). The quiver
Z|1Q⊥ is as following
❴ ❴ ❴ ◦ // ◦ //

◦

◦ // ◦ //

◦

◦ // ◦ //

◦

◦ // ◦ //

◦

❴❴❴
❴ ❴ ❴ ◦ //
99sssssssss
◦

99sssssssss
◦ //
99sssssssss
◦

99sssssssss
◦ //
99sssssssss
◦

99sssssssss
◦ // ◦

❴❴❴
❴ ❴ ❴ ◦
99sssssssss
◦
99sssssssss
◦
99sssssssss
◦ ❴❴❴
The hammocks
◦ // ◦

◦ ◦ ◦ ◦ ◦ ◦ //

◦

◦ // ◦ ◦ ◦ ◦ ◦

◦ ◦ // ◦
◦
99sssssssss
◦ ◦ ◦ ◦ //
99sssssssss
◦
99sssssssss
◦ ◦ ◦ ◦
99sssssssss
◦ ◦
◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ // ◦

◦ ◦ ◦ ◦ ◦ ◦ //

◦

◦ ◦ ◦ ◦ ◦ ◦
◦ //
99sssssssss
◦

99sssssssss
◦ ◦ ◦ ◦

99sssssssss
◦ // ◦ ◦ ◦ ◦ // ◦

◦
99sssssssss
◦ ◦
99sssssssss
◦ ◦
99sssssssss
◦
The complete τ-slices, or the quivers iterated 2-APR tilts and cotilts of Γ(2)
obtained by iterated τ-mutations. The τ-mutation s+i with respect to a source i is
obtained by removing the source of hammock Hi and adding the sink τ−1i with the
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arrows to τ−1i, as is shown below.
◦ // ◦ //

◦

◦ ◦ ◦
◦ // ◦

◦ ◦
Γ ◦ ◦
◦ ◦ //

◦

◦ ◦ ◦
◦ //
99sssssssss
◦

◦ ◦
Γ1 = s
+
1 Γ ◦ ◦
◦ ◦ ◦

◦ // ◦ ◦
◦ //
99sssssssss
◦

99sssssssss
◦ ◦
Γ2 = s
+
2 Γ1 ◦ ◦
◦ ◦ ◦ ◦ // ◦ // ◦
◦ //
99sssssssss
◦

99sssssssss
◦ ◦
Γ3 = s
+
3 Γ2 ≃ Γ1 ◦ ◦
◦ ◦ ◦

◦ // ◦

◦
◦ ◦

99sssssssss
◦ ◦
Γ4 = s
+
4 Γ2 ◦
::✉✉✉✉✉✉✉✉✉
◦
◦ ◦ ◦

◦ ◦

◦ ◦ ◦ ◦
◦ ◦

99sssssssss
◦
99sssssssss
◦ ◦ ◦
Γ5 = s
+
1′Γ4 ≃ Γ ◦
::✉✉✉✉✉✉✉✉✉
◦ ◦
These are exactly the quivers listed in Table 1 of [21].
Example 5.9. By [22], the McKay quiver of a finite subgroup of SL(C2) is a double
quiver of extended Dynkin diagram. Fix G with McKay quiver
2
◦
β2
3
◦
β3ww1◦
α2
RR
α5
ww
α3
77
α4

5
◦
β5
77
4
◦
β4
RR
Embedding G in SL3(C) in a natural way, the new McKay quiver for G in 3-
dimensional space is the returning arrow quiver Q˜ (see [7]).
2
◦

γ2
 3
◦
ww
γ3

1
◦
γ1

RR
ww
77

5
◦
γ5

77
4
◦
γ4

RR
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with relations as described in [14]. By [11], this is a stable n-translation quiver with
trivial extension, associated to a Koszul n-translation algebra Λ˜(G).
We can construct a Koszul n-translation algebra Λ(G), with acyclic stable n-
translation quiver Q:
❴❴
(2,−2)
◦
❀
❀❀
❀❀
❀❀
// (2,−1)◦
✾
✾✾
✾✾
✾✾
// (2,0)◦
✼
✼✼
✼✼
✼✼
// (2,1)◦
✼
✼✼
✼✼
✼✼
// (2,2)◦
✼
✼✼
✼✼
✼✼
// (2,3)◦
✼
✼✼
✼✼
✼✼
// (2,4)◦ ❴❴
❴❴
(3,−2)
◦
&&▼▼
▼▼
// (3,−1)◦
%%❑❑
❑❑
// (3,0)◦
$$❏❏
❏❏
// (3,1)◦
$$❏❏
❏❏
// (3,2)◦
$$❏❏
❏❏
// (3,3)◦
$$❏❏
❏❏
// (3,4)◦ ❴❴
❴❴
(1,−2)
◦
❀
❀❀
❀❀
❀❀ &&▼▼
▼▼
88qqqq
AA✄✄✄✄✄✄✄
// (1,−1)◦
✾
✾✾
✾✾
✾✾
%%❑❑
❑❑
99ssss
BB✆✆✆✆✆✆✆
// (1,0)◦
✼
✼✼
✼✼
✼✼
$$❏❏
❏❏
::tttt
CC✞✞✞✞✞✞✞
// (1,1)◦
✼
✼✼
✼✼
✼✼
$$❏❏
❏❏
::tttt
CC✞✞✞✞✞✞✞
// (1,2)◦
✼
✼✼
✼✼
✼✼
$$❏❏
❏❏
::tttt
CC✞✞✞✞✞✞✞
// (1,3)◦
✼
✼✼
✼✼
✼✼
$$❏❏
❏❏
::tttt
CC✞✞✞✞✞✞✞
// (1,4)◦ ❴❴
❴❴
(4,−2)
◦
88qqqq
// (4,−1)◦
99ssss
// (4,0)◦
::tttt
// (4,1)◦
::tttt
// (4,2)◦
::tttt
// (4,3)◦
::tttt
// (4,4)◦ ❴❴
❴❴
(5,−2)
◦
AA✄✄✄✄✄✄✄
// (5,−1)◦
BB✆✆✆✆✆✆✆
// (5,0)◦
CC✞✞✞✞✞✞✞
// (5,1)◦
CC✞✞✞✞✞✞✞
// (5,2)◦
CC✞✞✞✞✞✞✞
// (5,3)◦
CC✞✞✞✞✞✞✞
// (5,4)◦ ❴❴
The hammocks are of the form
◦
✾
✾✾
✾✾
// ◦
✾
✾✾
✾✾
◦ // ◦
◦ ◦ ◦ ◦
◦ ◦
BB✆✆✆✆✆ // ◦
BB✆✆✆✆✆
◦
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
◦
%%▲▲
▲ // ◦
%%▲▲
▲ ◦ // ◦
◦ ◦
99rrr // ◦
99rrr
◦
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
◦ ◦
✾
✾✾
✾✾
// ◦
✾
✾✾
✾✾
◦
◦ ◦
%%▲▲
▲ // ◦
%%▲▲
▲ ◦
◦
✾
✾✾
✾✾ %%▲▲
▲
99rrr
BB✆✆✆✆✆ // ◦
✾
✾✾
✾✾ %%▲▲
▲
99rrr
BB✆✆✆✆✆
◦ // ◦
◦ ◦
99rrr // ◦
99rrr
◦
◦ ◦
BB✆✆✆✆✆ // ◦
BB✆✆✆✆✆
◦
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
◦ ◦
%%▲▲
▲ // ◦
%%▲▲
▲ ◦
◦
99rrr // ◦
99rrr
◦ // ◦
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
◦ ◦
✾
✾✾
✾✾
// ◦
✾
✾✾
✾✾
◦
◦ ◦ ◦ ◦
◦
BB✆✆✆✆✆ // ◦
BB✆✆✆✆✆
◦ // ◦
By [8], we have the following complete τ-slice Q of Q.
(2,0)
◦
✼
✼✼
✼✼
✼✼
// (2,1)◦
✼
✼✼
✼✼
✼✼
// (2,2)◦
(3,0)
◦
$$❏❏
❏❏
// (3,1)◦
$$❏❏
❏❏
// (3,2)◦
(1,0)
◦
✼
✼✼
✼✼
✼✼
$$❏❏
❏❏
::tttt
CC✞✞✞✞✞✞✞
// (1,1)◦
✼
✼✼
✼✼
✼✼
$$❏❏
❏❏
::tttt
CC✞✞✞✞✞✞✞
// (1,2)◦
(4,0)
◦
::tttt
// (4,1)◦
::tttt
// (4,2)◦
(5,0)
◦
CC✞✞✞✞✞✞✞
// (5,1)◦
CC✞✞✞✞✞✞✞
// (5,2)◦
.
Let Λ be the τ-slice algebra and let Γ be the dual τ-slice algebra, that is, the quadratic
dual of Λ. Then by [13], Γ is a quasi 2-Fano algebra. In Q, write α(i,t) for the arrow
from (1, t) to (i, t+1), β(i,t) for the arrow from (i, t) to (1, t+1) for 2 ≤ i ≤ 5, and
γ(i,t) for the arrow from (i, t) to (i, t + 1) for 2 ≤ i ≤ 5, Γ is defined by the quiver
Q⊥ relations
ρ⊥ = {
∑4
i=1 β(i,1)α(i,0)} ∪ {γ(1,t+1)β(i,t) + β(i,t)γ(i,t)|2 ≤ i ≤ 5, t = 0, 1}
∪{α(i,1)β(i,0)|2 ≤ i ≤ 4} ∪ {γ(i,t+1)α(i,t) + α(i,t)γ(1,t)|2 ≤ i ≤ 5, t = 0, 1}.
Using τ-mutations on Q, we get all the non-isomorphic complete τ-slices. The
dual τ-slice algebras of these complete τ-slices are all the iterated 2-APR tilting and
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cotilting algebras obtained from Γ.
◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸ ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦ ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦ ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦ ◦
✸
✸✸
✸
// ◦ // ◦
◦
""❊❊
// ◦
""❊❊
// ◦
""❊❊
◦
""❊❊
// ◦
""❊❊
// ◦ ◦
""❊❊
// ◦
""❊❊
// ◦ ◦
""❊❊
// ◦ // ◦ ◦
""❊❊
// ◦ // ◦
◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦ // ◦ ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
<<②②
◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✺
✺✺
✺✺ ##●●
;;✇✇
DD✠✠✠✠✠ // ◦
◦
<<②② // ◦
<<②② // ◦
<<②②
◦
<<②② // ◦
<<②② // ◦ ◦
<<②② // ◦ // ◦ ◦
<<②② // ◦ // ◦ ◦
<<②② // ◦ // ◦
◦
EE☛☛☛☛ // ◦
EE☛☛☛☛ // ◦
EE☛☛☛☛
◦
EE☛☛☛☛ // ◦ // ◦ ◦
EE☛☛☛☛ // ◦ // ◦ ◦
EE☛☛☛☛ // ◦ // ◦ ◦
EE☛☛☛☛ // ◦ // ◦
◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸ ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸ ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸ ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸ ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦
◦
""❊❊
// ◦
""❊❊
// ◦
""❊❊
◦
""❊❊
// ◦
""❊❊
// ◦
""❊❊
◦
""❊❊
// ◦
""❊❊
// ◦
""❊❊
◦
""❊❊
// ◦ //
""❊❊
◦ ◦
""❊❊
// ◦
""❊❊
// ◦
◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸
// ◦ ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸ ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
// ◦ ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
<<②② // ◦ ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✺
✺✺
✺✺ ##●●
// ◦
✺
✺✺
✺✺ ##●●
◦
<<②② // ◦
<<②② // ◦
<<②②
◦
<<②② // ◦
<<②② // ◦
<<②②
◦
<<②② // ◦
<<②② // ◦ ◦
<<②② // ◦ //
<<②②
◦ ◦ // ◦ // ◦
◦
EE☛☛☛☛ // ◦
EE☛☛☛☛ // ◦ ◦ //
EE☛☛☛☛
◦ // ◦ ◦
EE☛☛☛☛ // ◦ //
EE☛☛☛☛
◦ ◦
EE☛☛☛☛ // ◦
EE☛☛☛☛ // ◦ ◦ // ◦ // ◦
◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸ ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸ ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸ ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
// ◦
✸
✸✸
✸
◦
""❊❊
// ◦
""❊❊
// ◦
""❊❊
◦
""❊❊
// ◦
""❊❊
// ◦ ◦
""❊❊
// ◦
""❊❊
// ◦ ◦ //
""❊❊
◦ // ◦
◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
// ◦
✸
✸✸
✸ ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
<<②② // ◦
✸
✸✸
✸ ◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸
<<②②
""❊❊
// ◦
✸
✸✸
✸ ""❊❊
◦
✸
✸✸
✸ ""❊❊
<<②②
EE☛☛☛☛ // ◦
✸
✸✸
✸ ""❊❊
<<②② // ◦
✺
✺✺
✺✺ ##●●
;;✇✇
◦
<<②② // ◦
<<②② // ◦ ◦
<<②② // ◦
<<②② // ◦ ◦
<<②② // ◦ // ◦ ◦ //
<<②②
◦ // ◦
◦
EE☛☛☛☛ // ◦ // ◦ ◦ //
EE☛☛☛☛
◦ // ◦ ◦ //
EE☛☛☛☛
◦ // ◦ ◦
EE☛☛☛☛ // ◦ // ◦.
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