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Abstract
Human brain is inherently good at pattern recognition. AI researchers have always
struggled to emulate such levels of performance in machine vision algorithms. Building as an extension of the pattern recognition, humans are also exceptional in selectively learning and bridging the gap when there is missing data. Even when the
missing data is in complex images and videos formats. Human brain is able to surmise and comprehend the scene with reasonable certainty given enough contextual
information. We believe that selective learning aids in selectively filling the missing data. To this end we experiment with partial convolutions, and the networks can
learn selectively. The idea behind partial convolutions is simple. We use the semantic
segmentation masks which are obtained from our novel semantic segmentation network and apply convolutions only on the unmasked pixels of the images. When the
image embedding is obtained at the end of the encoder, the data from the masked
region of the image will be absent in the image embedding. This is encoded onto
the latent vector space. When the images are rebuilt again by from the embedding
with a decoder network, the object in the masked region is removed. Furthermore,
the problem of image/video in-painting are reformulated as a domain transfer problem. This facilitates our network to be trained as semi-supervised learning. Our
network uses less computation power while training semi-supervised while offering
performance close to the current state of the art. We test our network extensively
on different datasets. The results while experimenting with partial convolutions and
selective learning network have been promising. We have used places2 dataset to
experiment on images and Davis 2017 Dataset as video dataset.
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Chapter 1
Introduction

1.1

Background

Deep Learning has ignited a race to better the performances of real-world tasks from
traditional methods. The tasks that are simple to the human brain can be computationally perplexing to implement on computers. More than fifty percent of the
human brain is active in human visual processing. This indicates how complex visual
tasks can be. Few such visual processing tasks are closely related when performing
on computers, namely, image and video inpainting, and object removal. In our work,
we investigate how we can leverage deep learning to conjure the solutions for these
tasks. The convolutional networks have epitomized the task of image classification [1].
Although, recent advancements that CNNs break down against an adversarial attack.
Nevertheless, by coupling the CNNs with other frameworks, state-of-the-art performance can be mustered. Previously tasks that could not have been performed by deep
learning, can now be trained end-to-end and produces state-of-the-art performance.
Data generation is one of the tasks that utilize CNNs to learn the data distribution
and produce new coherent synthetic data. The application of such synthetic data
ranges from data augmentation, expanding the data set reservoir, sustainable data
acquisition, better inclusion of the edge cases, and many more. The deep learning
models need more data for higher accuracy performance. Hence, synthetic data gener-
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ation can help in bettering the performance of the networks. Vanilla encoder-decoder
networks have been one such default deep learning framework for data generation.
The improvement on this is, Variational Auto-Encoders(VAE) by providing a better diversity and control in synthetic data generation. But the breakthrough came
with the advent of generative Adversarial Networks(GANs). The GANs produced
real-world feasible synthetic data. Since, its introduction in 2014, GANs have come
a long way from just generating synthetic data. Image-to-Image translation, Data
compression, Text-to-Image translation, 3D object generation, photo blending, and
super-resolution are just to name a few applications of GANs.

1.2

Generative Models

One of the most widely used generative models is the vanilla encoder-decoder networks. The job of the encoder is to reduce the dimensionality of the input image and
the job of a decoder is to reconstruct an output image with the same sequence as
the input image from the vectors in the reduced dimensionality. Theoretically, this
sequence to sequence translation should be lossless. Another quality of the encoderdecoder is that the data generated from this method lacks variability, meaning, for
every input there is only one output which is basically one to one mapping. This
problem can be mitigated by introducing a latent vector space(LVS) between the encoder and decoder. Once the network is trained, LVS has the map of distribution of
the input data at a lower dimension. By varying the variables in this map of distribution in LVS we assume better control of the data generated by the decoder. This
can work as a one to many function. VAE solves the problem of one-to-one sequence
generation. But it also gives rise to a new problem: control over the generated synthetic data. For example, if we train our VAE on MNIST dataset, we cannot generate
certain exact digit by feeding z N(0,1) through the decoder. To address this issue
VAE needs certain modification in its architecture.
3
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We get better control by feeding the label,y, along with the image to the encoder,
this essentially changes the prior distribution. This way the decoder to subjected to
reconstruct the image conditioned on the label, y. The figure 1.1 shows the Conditional Variational Autoencoders. Although VAEs provide the variability, it is hard
to get higher quality data, for example, producing higher resolution images.
While the one-to-one mapping quality of the encoders and decoders is bad for tasks
such as synthetic data generation as it cannot generate diversity in the generated data,
it is very favorable for tasks such as semantic segmentation, instance segmentation.
For example, let us assume that we are running a scene where a car is centered in the
scene and we want to generate the segmentation mask for the car, it is not useful for us
if we generate the mask for the car in different spatial location in the output on every
forward run. In our work, we use an encoder-decoder network to produce the semantic
segmentation mask for the input images. The encoder-decoder network is trained in
supervised learning. We produce a binary mask from the network, this binary mask is
used to produce the localization of the missing object in the image which is used to do
the in-painting of the image sequence. We could use the CVAE framework to perform
this task as it provides a controlled variability on the dataset. But as discussed VAEs
struggle to produce higher resolution images. Another generative model that has a
reputation to produce higher resolution images are Generative Adversarial Network,
GANs. Further explanation on the workings of GANs is provided in the next section.
We merge the CVAE and GANS framework to generate the missing details of the
image. The quality that the decoder should produce certain output based on certain
prior condition is the factor that gives us better control. This can be implemented
with the GANS framework as well, also known as conditional generative adversarial
networks, CGANs[2].

4
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Figure 1.1: Conditional Variational Autoencoders, CVAE

1.3

Generative Adversarial Networks

The GANs uses two different networks to learn the data distribution [3]. Each network assumes adversarial role to each other. Both the network are battling each
other during the training process. There are two parts to a GANs. The generator,
represented as G(z,θg ) and the discriminator, represented as D(z,θd ).
The job of the generator is to learn the distribution of the data, x and generate
images. The generator also has a prior input noise variable z. Function of the noise
is to introduce variability in the generated data. The task for the discriminator is to
discern if the data is a synthetic data i.e, from the generator, G, or the true image
from our collection of images x. When the discriminator and the generator are working against each other, one network improves as the other network improves. It is
tricky to design the generator and the discriminator. Both of them have to be commensurate with each other. If one network is better than the other then it hampers
the learning of another network. If the generator is better than the discriminator,

5
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then the discriminator classifies images as real regardless if it is sysnthetic or real. On
the contrary, if the discriminator is better than the generator, then then generator
will never be able to fool the discriminator which ultimately hinders the learning of
both the networks. This back and forth between two networks can be formulated as
a minimax problem.

M inG M axD V (D, G) = EX [logD(x)] + EZ [log(1 − D(G(z)))]

(1.1)

The discriminator’s goal is to maximize the above objective function. The generator’s
goal is to minimize the objective function. The GANs framework is as shown in
the figure 1.2. One of the highlights in designing GANs is its cost function. The
CNNs learn to minimize certain loss functions, but significant human efforts goes
into designing these loss functions for the objective and requires subject expertise as
well. For example, if we use euclidean distance between the generated image and
the ground truth, then the CNN will learn to generate blurry image as the euclidean
distance is minimized by taking the average of all the possible outputs. Therefore
designing loss functions based on the application is an active field of research. One
improvement offered by the GANs framework is that the goal of the framework is to
make the synthetic output look exactly like the real data. The formulation of goal
epitomizes this in its formulation. The loss function can easily adapt to any input
data.

1.4

Conditional Generative Adversarial Networks

In the earlier example of CVAE, we considered feeding in the labels of a MNIST
dataset into the encoder during the training. Based on this prior condition the decoder
builds the output image. What if we want to engineer our output image when the prior
condition is also an image?, Conditional Generative Adversarial networks, CGANS,

6
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Figure 1.2: GANs framework

does this perfectly for us. Applications of CGANs are such as RGB image generation
from the segmentation masks, image colorization, Ariel mapping, Edges to photo
generation. This is basically formulated as a problem of image-to-image translation.
In the previous section, we described how the GANs maps the random noise to
any output image. The CGANS learn to map an input image, x to an output image
y. The objective function for this as given in the equation 1.2. G is the generator, D
is the discriminators and z is the random noise vector.

LCGAN S (G, D) = Ex,y [logD(x, y)] + Ex,z [log(1 − D(x, G(x, z)))]

(1.2)

To improve the performance of the CGANS, we can formulate traditional loss
functions, like L1 along with our main objective function. This is formulation is
given in equation 1.3.

Ll1 (G) = Ex,y,z [||y − G(x, z)||]1

(1.3)

The final objective function after combining both equation 1.2 and 1.3 is given in
equation 1.4.
G∗ = argminG maxD LCGAN (G, D) + λLL1 (G)

(1.4)
7
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The formulation of cGANS can still work without introducing the random noise
factor, z. But the output from the generator will be deterministic. A property
that we can use in our formulation to counter the problem of in-painting. Certain
times the network may ignore the random noise vector and still choose to behave
in a deterministic way. So if we want to introduce variability, we can choose to use
dropout during both training and testing.
The network architecture in the original implementation[2] is U-net[4]. It is essentially generator with skip connections between every ith and n-ith layer, n is the
total number of layers.
The discriminator is called patchGANS discriminator to focus the importance on
the patches in the image. In simple terms, every pixel at the end of the patchGANS
has receptive field from NxN size of the input image and the value of N can be smaller
than the image size.
Some of the results from the CGANS framework is as shown in figure 1.3.

Figure 1.3: CGANs framework results

The quality from the CGANS that we are looking to incorporate into our framework is the image-conditioned image generation. In other words, we want to use the
pixels from the input image except the missing region or the masked region of the
input image.
8
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1.5

Generative Models for Inpainting

Growing interest in the performance of GANs has bolstered the superior performance
of the GANs and hence computer vision researchers have adopted the GANs framework for their applications considerably more. Image and Video in-painting at its
core can be considered as data generative problem as the network needs to generate
the coherent data that can replace certain object in the scene. Even before we can
perform in-painting in a scene we need to be able to distinguish at a pixel level the
spatial location of the object in the image. This is essentially a semantic segmentation
problem. If we can generate a binary mask that can correctly localize the object in
the scene, in-painting is the only problem left for us to address. This gets further
complicated if we want to in-paint more than one object in the scene as our semantic
segmentation model needs to discern multiple objects robustly. Further details of our
semantic segmentation model has been furnish in the chapter 3. The masks generated
by the semantic segmentation network, CPSN, is fed into our in-painting network.
The in-painting network is trained unsupervised. This effectively makes our pipelined
networks to work as semi supervised networks.
The final piece of the missing component of our framework is the partial convolutions. The partial convolution is intuitive. The GANs in our framework is replaced
by partial convolution. The first element of the pipeline is the semantic segmentation
network. secondly, the in-painting network which is further explained in the chapter
4.
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Chapter 2
Related Work

2.1

Traditional Computer Vision for In-painting

2.1.1

Energy Based Methods

In this section, we discuss some of the non-learning based approaches. The non
learning approaches are relatively simple, easier to implement and computationally
inexpensive. Examples of such approaches are [5], [6]. These are usually interpolation based approaches. Once the region needing inpainting is recognized and then
appropriate energy function is used to match the energy of the neighboring pixels to
the target pixels. These methods generate a distance that fills the missing information using the photometric and geometric information of the neighbors of the hole or
missing area. Although these type of methods were successful in filling a small object
of missing data, they failed to produce reliable performance when the missing pixels
are relatively big, and they produce overly smoothed image. The results from the
in-filling method [5] is shown in the figure 2.1.

2.1.1.1
2.1.2

Results from energy based methods
Patch Based Methods

The patch based methods were an improvement on the energy based methods. Algorithms like template matching can be used to obtain the patch of pixels within the
10
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Figure 2.1: Output from Energy based in-filling methods

image and then use this patch to fill the missing pixels or in-painting. The drawback of this approach is the extraction of the patch within the image that could fit
conveniently is necessary for every image which could be computationally very expensive. Although this method can produce reliable result, the computational complexity
makes the method unfeasible for practical applications.

2.2

Learning Based Methods

Recent advancements in deep learning and machine learning has produced promising
results on in-painting problem. Many of these methods produce semantically fitting
in-painted and contextually plausible images, example of such works are [7]. While
these methods are good at filling small holes and object, they fail to perform consistently if the object or missing pixel is considerably big. Building on this work,
[8] promote contextual data propagation. Although this is a step towards the right
direction, the performance when producing higher resolution results are nearly not

11
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plausible. Another learning based technique is flow based in-painting technique.The
flow based learning technique has three parts to it, first, optical flow estimation,
second, pixel filling by pixel propagation using the optical flow estimated in the previous step, third, content hallucination by filling the remaining missing region with a
pre-trained image completion network. Although these methods can produce decent
results, the process is far from being end-to-end. It requires many hand crafted techniques like like Poisson stitching. Furthermore, the error accumulated at each stage
can induce unreliable results. Adding to this, the second step which is hand crafted
operation which are processed sequentially and cannot use the GPU computing resources, which further slows down the process.

2.3

State-of-The-Art

The current State of the Art, SOTA, is [9]. The current SOTA framework has 3
modules. Flow Completion method, Feature Propagation and Content hallucination
are the three module in the pipeline. This is the first framework that strives to solve
the problem of in-painting in an end-to-end procedure. All the three modules are
learning based methods and hence slows down the inference time drastically. The
first step is flow estimation using a deep learning network. The network is a CNN
based flow estimation network. Another CNN based network performs the feature
propagation. When the object that is moving at time, t is estimated using the flow
estimation network, the optical flow from the t+1 frame back to the tth frame. An
attention based image hallucination network is used as image completion network to
fill any remnants in the image from the second stage. Figure 2.2 shows the schematic
of the current SOTA network.

12
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Figure 2.2: Output from SOTA Network
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Chapter 3
Semantic Segmentation

3.1

Introduction

Image classification is one of the rudimentary tasks of computer vision. One of the
extended applications of image classification is Semantic segmentation. While image
classification is the classification of images into their respective class depending on the
objects found in them, semantic segmentation is the classification of every pixel in the
input image into its class. A single input image may contain multiple image objects.
Dissociating these into individual groups of pixels helps to gain a better understanding
of the scene. Semantic segmentation is an indispensable part of applications such as
autonomous navigation, robotic navigation, and object localization.
To perform Image Classification using deep learning, the models should be able to
work at a lower resolution level. Furthermore, to perform fine-grained image classification, the deep learning model should be able to discern between multiple classes that
look very similar to each other. Since Semantic Segmentation, at its base is also a task
of classification, the model should be able to classify each pixel taking into account
both higher and lower resolution levels. The standard architectures to perform semantic segmentation are usually Encoder-Decoder architectures. Architectures such as
SegNet[10], U-net[11] are the examples of the Encoder-Decoder architectures. Architectures such as ResNet that are used for image classification can also be used as the

14
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encoder in the encoder-decoder network to extract the lower resolution representation
of the input images. Upsampling techniques such as nearest-neighbor interpolation,
bi-cubic interpolation, and transposed convolutions[12] are useful in building an effective decoder architecture to produce input shape representation from the lower
resolution representation from the encoder. It is a standard practice follow-up with
a convolution layer after interpolation techniques such as bi-cubic interpolation. The
alternative to this is transposed convolution, which comes with a caveat that the
computational cost of the transposed convolution is higher than other interpolation
techniques.
In our network, we try to classify the pixels based on both high and low-resolution
levels. The low-resolution representation helps to better classify the boundaries of the
objects while high-resolution representation helps to maintain the spatial coherency
of the objects in the image.

3.2

Related Works

Semantic Segmentation can be a highly challenging task. Over the years there has
been significant improvement in the performance of the deep learning models. In this
section, we recapitulate the recent advancements of the performance in the task using
deep learning.
Before the deep learning methods set a new standard for semantic segmentation,
image features were used to perform classification. These features were the key information in the image that can be used to classify individual pixels. The feature
extraction for pixel-level classification can be tedious. Some examples of the features
that are useful are pixel intensities, Scale Invariant Feature Transforms[13], Features
from Accelerated Segment Test[14]. Traditional algorithms such as N-cut[15] and
Grabcut need human intervention to perform the task. One more common method
to segment grayscale images is simple thresholding based on the pixel intensity.
15
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The[16] was the first pioneering work that introduced dense prediction with Fully
Convoluted Networks for the task image segmentation. The FCN can process input
images of any given size[16] and produce the output of the same size. The loss function is defined in order to accomplish the objective of image segmentation. Once
the end-to-end training was introduced by FCN[16], it opened new avenues to explore and implement for segmentation, networks such as dilated residual networks[17]
which were originally designed for the task of image classification can also be used
for semantic segmentation. The dilated residual networks also increased the receptive
fields on the network which improved the performance of the models.
After the end to end[18], training broke new grounds in Image segmentation,
using backbone networks to perform the task set new standards. The Pyramid Scene
Parsing Network[19] performs segmentation end to end by using the pyramid method
by pooling region-based aggregation of the features from the backbone network.

3.3

Contrastive Pooling Segmentation Network

In this section, we describe the working and the structure of the contrastive pooling
segmentation network(CPSN). The CPSN is designed to establish a reconciliation between high resolution and low-resolution representation to perform semantic segmentation. The network is based on a two-branch architectures[20][21]. The two branch
architecture is chosen as each branch helps with low and high resolution reconciliation.
One branch to promote fine-grained feature extraction at a high-resolution level using
Attentive Pairwise Interaction, API net[22]. While, the second branch is to promote
global contextual aggregation using Pyramid Pooling Module, PPM module[19].

3.3.1

Hard Negative Mining

Hard negative mining was first introduced in FaceNet[23]. For a network to be able
to classify different objects in the scenes, it should be given many samples of positive
16
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and negative examples with respect to a pivotal example of the objects. During the
training, given a pivotal image, xa , we need a positive sample, xp , and a negative sample, xn . It works on the principle that the distance between positive samples is lesser
than the distance between the negative samples. When this assumption is violated,
it produces a non-zero gradient, which is backpropagated through the network. In
due course the network learns to classify the objects in input images. Essentially, the
network learns from the comparison between the contrasting samples. Similar to this,
we have used API-Net[22] framework to utilize the comparison between contrastive
examples in one of the branches of the network to be able to discern the low-level
features.

3.3.2

Network Architecture

Figure 3.1: Contrastive Pooling Segmentation Network

The structure of the network is shown in figure 1. A dilated residual network
is used as a backbone network to extract the features from the input images. The
extracted feature is one-eighth of the input image, which is then fed into both the
branches of CPSN. The size of the extracted embedding depend on the type of backbone network used. When we use DRN, the embedding size is one-eighth of the
original image size. If we use any of the ResNet variants, the extracted embedding
will be of the size 1/32 of the input image. Although further branches can work with
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embedding of any size, it is preferred that the image not be crushed into the smallest
sized embedding. DRN was implemented to avoid this problem in semantic segmentation, Hence it is favourable for us to use DRN. In the first branch, every image is
pair-bonded within the mini-batch as the API module needs to interact within the
sample size with the mechanism explained in section 3.3.1. We generate the pair during the training of the network. This is also called online pair generation. Although
there is a comparison of images in the API module, unlike Hard Negative Mining,
where there is a comparison between positive and negative examples to the anchor
point making a triplet exemplars, The API module looks for the comparison of two
images for contrastive features. In other words, the negative sample is replaced by
a second positive example. The API module houses a secondary neural network to
produce a mutual vector xm [22]. The mutual vector consists of common features
that exist in the input images. In our implementation, we use a custom CNN as
a secondary neural network in the API module. Depending on the computation resource we can use different secondary neural networks. We recommend a 6 block U-net
encoder-decoder architecture as it will integrate seamlessly with the framework. Once
the mutual vector has been estimated, the API Module compares it with the corresponding extracted feature from the backbone network. This comparison between the
extracted features and the mutual vector is achieved through residual attention[22]
mechanism. The Dilated Residual Network avoids crushing down the input images
while increasing the receptive field of the network. The API module forces the finer
feature extraction of the features from the backbone network. In the second branch,
the PPM extracts the aggregated contextual information of different regions. The
pyramid module has 4 levels of pyramid pooling kernels[19]. The number of levels of
pooling can be higher or lower than 4 levels. But it is important to remember the
branch aggregates information at both high and lower levels and hence we need to
realize a balanced kernel levels to extract information at both levels. Additionally,
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more kernels implies necessary for higher computation power. In our implementation 4 kernels seemed to produce best results. Each of the pooling kernels gathers
different levels of contextual information. The average pooling operation is used in
the pooling kernels. The size of the pooling kernels are 1x1, 2x2, 3x3, and 4x4. The
pooling operation does not have to be average pooling. It can be other operation
such as maxpooling. But in out implementation, average pooling operations seemed
to produce best results. Furthermore, the dimension of the kernels does not have to
be 1,2,3,4. These dimension kernels have produced best results in our implementations. The features from both the branch are added and upsampled which is followed
by a convolution layer. Note that upsample and convolution mechanism is used here
instead of transposed convolution layer. This is then fed into a classifier block which
classifies each pixel into its respective class.

3.4

Experiment

We benchmark the network performance on two datasets: Cityscapes[24] and ADE20K
dataset[25]. The Cityscapes has 19 different classes, 1525 training images and 500
validation images. Both the training and validation dataset have coarsely and finely
labeled masks. Training the network on the coarse segmentation mask followed by
finely labeled mask will help to speed up the training process. But we have trained
our network using only the finely labeled masks. The ADE20K has 150 different categories with 25k images of varying complexity. It has an average of 10.5 objects per
image, which makes it a very challenging task to perform pixel-level classification. For
evaluation, pixel-level accuracy and Mean Intersection over Union(Mean IoU) have
been used on the datasets.
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3.4.1

Implementation

Our implementation of the network is in PyTorch[26]. Inspired by [27], ”poly” learning is used in our implementation, with base one as 0.04 and power 0.9. The network
was trained for 100k iterations. We use Stochastic Gradient Descent(SGD) with
momentum set to 0.9 and weight decay of 0.0005. Dropout regularization with a
p-value of 0.3 is used. Data Augmentation techniques such as random resizing, random cropping, random horizontal flipping, and brightness are used. Extensive data
augmentation and drop out regularization prevents the network from over-fitting on
the training data. The network is trained with an input image size of 1024x2048.
Cross-Entropy loss is used as the loss function. Secondary CNN has been used in
the API-Net module, which takes in a 512 feature vector and generates 512 mutual vector[22]. Every convolution layer is followed by a batch normalization[28] and
ReLU.
Batch size and input image size play a big role in network convergence. The
network was trained on two Nvidia Tesla p8 GPU, with a batch size of 6 during
the training. During the inference, the API-Module is bypassed for prediction and
the network essentially works as a Pyramid Pooling Module Network with Dilated
Residual Network as the backbone network for feature extraction. In other words,
the first branch is skipped. The variant of the Dilated Residual Network used for
feature extraction is DRN-C-42. Other variants of the network can also be used as
the two branches in the network are essentially plug-and-play modules.

3.4.2

Results

The initial experiments have yielded an initial mean IoU of 70.1% and pixel accuracy
of 94.4% on the cityscapes dataset, few samples on the cityscapes val dataset is given
in the Figure 3.2 and 34.6% of Mean IoU on the ADE20K val dataset which is given
in Figure 3.3. Adding the API module in parallel with the Pyramid Pooling module
20
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has shown additional benefits when training the network. The convergence of the
network is faster when using the two bridges with API-Net and Pyramid Pooling
Modules on each bridge. The Dilated Residual Network and PPM network trained
for 100k iteration yield an accuracy rate lower than the CPSN when trained for 100k
iterations on the same hardware for 100k iteration on the cityscapes dataset with
identical batch sizes and other hyper-parameters. The DRN yielded a mean IoU of
41.5% and the PPM network yielded a mean IoU of 52.4% respectively after training
for 100k iterations. This speed up in training the network can mainly be attributed
to using the API-Net module on the parallel bridge. The hard negative mining
has been shown to speed up the convergence of the network. Similarly, comparison
between images during the training can aid to speed up the training of the network.
Furthermore, The CPSN is initiates the backbone to distinguish the finer boundary
between the objects in the input images while maintaining spatial consistency.

Figure 3.2: CPSN Results on Cityscapes dataset
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Figure 3.3: CPSN Results on Ade20k dataset
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Chapter 4
Semi-supervised Image and Video Inpainting

4.1

Semi-Supervised Learning

4.2

Semi-supervised Image and Video Inpainting

The original idea when designing our in-painting network was to design a framework
that selectively processes the pixels in the image. Although this was accomplished in
part by considering the in-paint problem as a domain transfer problem, the network
produced artefacts when working on objects that are considerably bigger in the scene.
This network designed originally for domain transfer, UNIT[29], was further modified
with partial convolution for our purpose which has yielded superior results for image
in-painting.

4.2.1

UNIT framework

Unit framework[29] was originally designed for image domain transfer. It works on
the assumption of shared latent vector space. It is an assumption that a pair of
images in different domain can be encoded on to the same latent vector space. GANs
formulation along with VAE[30] can be trained to transfer image in one domain, X1
to an image in another domain, X2. The framework comprises of two encoders, E1
and E2; two generators G1 and G2; two discriminators D1 and D2, and a shared
latent vector space Z. The encoders have a shared high-level layers. Figure 4.1 is the
23
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UNIT framework.
Image from the first domain is encoded onto the latent vector space, Z, using the
encoder, E1, and the image from the second domain is encoded onto the same latent
vector space, Z, using the second encoder, E2. The GANs framework further does
the job of what it is meant to do. Generators, G1 and G2 produces an image and
the Discriminators with D1 and D2 has to recognize if the image is a synthetic image
from generators or the true images in the respective domain. During the training, the
encoders, generators and the discriminators all needs to learn to be the representatives
of the data distribution in the respective domains.

Figure 4.1: UNIT framework

Networks

E1, G1

E1, G2

G1, D1

E1, G1, D1

Roles

VAE for X1

Image Translator, X1 to X2

GANs for X1

VAE-GANs

Table 4.1: Roles of networks in combination

During the inference, the image from the domain, X1 is passed through the encoder
E1 and is rebuilt through the Generator, G2. If the Generator has learned the data
distribution then there will be a domain transfer. Just as in encoders, the high levels
of the generators share weight. Weight sharing ensures a higher level object spatial
correlation. Table 4.1 gives the details of networks when working in combination.
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4.2.2

UNIT framework with partial Convolutions

Figure 4.2: UNIT framework with Partial Convolutions, SIVI

The UNIT framework can be modified for the purpose of image inpainting. We
reformulate the problem for inpainting as domain transfer problem. The network
designed for the purpose of inpainting is shown in figure 4.2. Pconv stands for partial
convolutions followed by batch normalization and ReLU layers, Seq Convolutions is
the vanilla convolutions followed by the batch normalization and ReLU layers. We use
6 ResNet blocks. The Generator network has 6 ResNet blocks which is followed by the
partial convolutions. We assume that the image with missing object is in one domain,
X1, and the image without the missing object is in another domain, X2, as shown in
the figure 4.2. The role of seq convolution is downsample the input image and make
it conceivable for the rest of the network. Essentially the sequential convolution layer
extracts a very high level embedding for our network to be able to process. Both the
encoders, E1, and E2 and generators, G1, and G2 have a shared weights which helps
to establish spatial correspondences at a higher resolution levels.The 6 ResNet blocks
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in both the encoder and the decoder are the shared blocks in the Figure 4.2 which is
also represented by the vertical arrows. The shred layer plays a vital role in picking
the common features among the domains, X1 and X2. But the difference is that the
X1 domain has everything in common with the X2 domain except the missing objects
and pixels of the images in domain X1. This further aids the idea of the framework,
filter the objects from the image that does not have in common.
We use the partial convolutions in the Encoder E1, and E2 and G1 and G2. The
partial convolution works similar to vanilla convolutions, except the convolution from
the masked part of the image are not processed into the next layer of the network.
The partial convolutions thus filter out the objects that are masked. When the output
from this blocks of the encoder is taken into the shared weight block of the network,
all the data from the missing pixels are fully removed from beeing encoded onto the
latent vector spaces. The vanilla convolutions assume that all the input are equally
important. The non-shared layers of the encoder E1 at the very first have sequential
convolutions. When the framework is trained this way the First Encoder, E1; learns
to encode the image onto the shared vector space Z and then the generator, G1,
rebuilds the image in the same domain with G1. At this point we calculate the MSE
loss at the discriminator and we calculate the L1 loss at the generator using the
synthetic images from the generator and the real image. The second encoder, E2,
Generator G2, and Discriminator, D2 also works in a similar way.
During the inference, The encoder, E1, with vanilla convolutions that filters the
data from masked pixels that is encoded on to the latent vector space Z and the
Generator, G2 with vanilla convolutions rebuilds the image without the data from
the masked pixels. The images generated this way should not have the objects that
are enclosed by the mask. Preliminary experiments run on the places2 dataset is
attached in the figure 4.3. Furthermore, we experimented the same network on the
video frames. Although the network produces in-painted objects on each frames,
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but it fails to produce a seamless transition from frame to frame when they are put
together at 10 frames per second. This flickering from the transition from one frame
to another. This can be mitigated with by adding temporal convolution[31] in the
network in each layer. There is a caveat to adding temporal convolution If we add
vanilla convolution to the framework, it is going to fight against our idea of applying
convolution only on the unmasked regions. Hence we apply partial convolutions along
the temporal axis as well. This has yielded a superior results even at a higher frame
rate of 15 FPS. The results on the video frames are also provided in the section 4.1.3.

4.2.3

Temporal Convolutions

When working with temporal data, RNNs like LSTM are the first networks that pop
up i our minds. But there are few draw backs to this. When working with computer
vision based tasks such as video action segmentation, or video action recognition,
the data needs to be run through the CNN based network to produce embedding
and then run the embeddings through an RNN. The problem with this approach is
that it requires two different models to perform the task, not to mention the higher
computation requirements. A good alternative to this came with the introduction
of [31]. The key feature of the Temporal convolutions are that they can take in the
input data along the time axis along any length and then output the series of same
length. We use 1D vanilla convolutions and pair it with our 2D convolution network.
The elements at time, t of the output is the result of convolution until the time, t
in the input series. We have used a kernel size of 7, stride of 1, and, padding of
6. Simplistically, for every pixel in the output we have contribution from the last 6
frames. This should eliminate the flickering that is seen when running each frame of
the video through our 2D convolution network.
Unfortunately, coupling the vanilla 1D convolution does not solve this problem.
Our frame work is built on applying the convolution only the relevant pixels. So when
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the vanilla convolutions are coupled with our framework it starts to work against the
framework. Each output pixel has contribution from the previous frames from the
input. This contribution is consistent irrelevant to the fact that the pixel in the
input frame is masked. Therefore, the data from the masked pixels still exists in
the pixels. To counteract this effect we modify the vanilla temporal convolution into
partial temporal convolutions. This eliminates the flickering on most pixels on the
transition from frame to frame. The temporal convolutions integrates seamlessly with
the our semi-supervised image and video in-painting framework.

4.2.4

Loss Functions

In our frame work we use 3 loss functions, MSE loss, L1 Loss and the KL Divergence
loss. The MSE error is calculated at the discriminator which acts as the loss function
that is usually calculated at the discriminator. L1 loss is calculated at the output
of the generator, this can be further aids the generator to reconstruct the images
from the respective domain. This loss is very similar to the loss function calculated
at the end of the encoder-decoder networks. Furthermore, Since we have integrated
the VAE type of training when we introduced the latent vector space, we also need
Kullback-Leibler(KL) Divergence score to train our network.

4.2.4.1

MSE Loss

If we assume the output from the discriminator is xi and the yi is the true value then
the MSE loss of the network is given by equation 4.1.

M SE =

D
X
(xi − yi )2

(4.1)

i=1

28

CHAPTER 4. SEMI-SUPERVISED IMAGE AND VIDEO INPAINTING

4.2.4.2

L1 Loss

The l1 loss, which is also known as the mean absolute error is used in our framework
just like a loss function in an encoder and a decoder network. The Loss function is
given by the equation 4.2.
L1 =

D
X

|xi − yi |

(4.2)

i=1

4.2.4.3

KL Divergence

KL divergence can intuitively understood as the statistical measure between two
distributions. It is given by the equation 4.3.

KL(ŷpred ||ytrue ) =

M
X
c=1

4.2.5

ŷtrue log

ŷtrue
ypred

(4.3)

Dataset

The datasets used to test the performance of the semantic segmentation are Cityscapes
and ADE20K datasets. Details of these datasets are provided in chapter 3 under section 3.4.
The datasets used for in-painting are, places2[32] for image in-painting and DAVIS
2017[33] for video in-painting. The places2 dataset is created and maintained by the
MIT CSAIl laboratory. The dataset is a multi-million image dataset with nearly 10
millions images annotated based on the object and the action in the scene. Although
the image has variegated image class, understandably, images do not have the segmentation masks. For our experiment purposes we generate random masks which
occlude the objects in the scenes randomly. This create a bigger challenge for our
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network as the objects masked in the network is unpredictable and forces our network to learn the object shapes and to propagate the contextual information into the
missing regions or the objects that need in-painting.
As for the video dataset, DAVIS 2017 dataset was created with the main objective
of object video segmentation. Each frame in the video has the segmentation mask.
There are 60 different sequences in the training and 30 sequence of video in validation
dataset, with an average of 70 and 67 frames per sequence. The training data has
138 objects in the sequences and the validation dataset has 59 objects in the total
sequences. The mean number of objects in a sequence is 2.30 and 1.97 in the training
and validation dataset respectively.

4.2.6

Implementation

The implementation of the network is in PyTorch[26]. The network was trained for
1000000 iterations when trained on images, and 300000 iterations when trained on
videos. We use Adam optimizer with learning rate starting at 2e-4. Data augmentation such as random resizing, random cropping, random horizontal and vertical
flipping, and random brightness changes are implemented. Extensive data augmentation and drop out layer with p-value of 0.2 prevents the network from overfitting. We
start the training for first 100000 iteration with the image size 256x256, we double
the image size for next 100000 iterations. This type of training helps in the faster
convergence of the network. We get the total loss for the framework by adding the
MSE error at the discriminator, KL Divergence loss, and L1 loss at the generator.
Every convolution layer is followed by batch normalization[28] followed by ReLU.
The network was trained on a Nvidia 2080Ti GPU. The batch size is 8 during the
training.
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4.2.7

Results

When working on the Places2 dataset, semantic segmentation masks are not available.
Due to this we generate random occlusion in the image. Additionally, our semantic
segmentation network is trained with supervised learning. Although we trained our
semantic segmentation network on cityscapes dataset, we have performed video inpainting on DAVIS 2017[33]. This is because the cityscapes is inherently an Image
based dataset. Although videos are available in the cityscapes but the quantity is
really scarce and which when couple created with the problem of ”Curse of Dimensionality” makes it inherently hard to work on it. Davis dataset has the semantic
segmentation masks and are video based dataset. We train our contrastive Pooling
Segmentation Network to produce the segmentation mask and results from the CPSN
are shown in the figure 4.4. The results from the CPSN are used to mask the objects
in the input of the image which is then fed into the Semi-supervised Image and Video
in-painting network. The results on the places are given in 4.3 and the results on the
DAVIS dataset is given from figure 4.5 to 4.10. It is important to note that there are
some artefacts present on some frames of the video from the SIVI network.

4.2.8

Evaluation Metrics

Formulating evaluation metrics for in-painting is inherently hard. This is not the
case if we are in-painting the image with the missing object to be replaced by the
same object network. In this case we have a ground truth which we can measure
our predictions. We can calculate the per pixel level distance from the prediction to
the ground truth. In this case, metrics such as PSNR, Peak-Signal-to-Noise Ratio or
SSIM, Structural Similarity Loss can be very handy. But in our case, if we consider
just the in-painting network, it is extremely difficult to quantify the performance.
Since the in-painting network works in unsupervised way, there is no comparison to
the prediction. Furthermore, our network predicts the scene if the object in the scene
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Figure 4.3: Results on Places2: row 1:Input, Row 2: masks, Row 3: Network Inpainted
images, Row 4: Image with mask overlay, Row 5: Ground Truth

did not exist. This could only be measured by the spatial coherence of the in-painted
scene. These are the qualities that be recognized by the human observer. The qualities
that we can look for in the inpainted images are, colorization, plausibility and pixel
generation. One more off-the-shelf comparison of the in-painted scene is by running
the same scene through an isolated pretrained object recognition or a classification
network. A classification network that is trained to recognize a different object within
the image. Although this could give a quantifiable metric, unfortunately the DAVIS
dataset is annotated to only one object in the sequence and our network in-paints all
the objects in the sequence. This means we will have to manually re-annotate the
entire dataset by recognizing a different object in the image. But doing this would
give us what percent of the inapinted image passed through of classification or object
recognition system.
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Figure 4.4: CPSN Segmentation on DAVIS: row 1:Input, Row 2: masks ground truth,
Row 3:Prediction
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Figure 4.5: Input to the SIVI network with objects masked
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Figure 4.6: Output from the SIVI network
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Figure 4.7: Input to the SIVI network with objects masked
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Figure 4.8: Output from the SIVI network
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Figure 4.9: Output from the SIVI network
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Figure 4.10: Output from the SIVI network
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Conclusion and Future Work

5.1

Conclusion

Deep Learning has a reputation to consume compute power like a monster truck
consumes gasoline. This is mainly due to the fact that the deep learning networks
are getting bigger day by day. More parameters equates to needng higher computation capability to train. The networks are trained on such a distributed network of
GPUs and TPUs these days that it is no longer affordable by individuals or a smaller
organization to maintain such computing grids. The networks are getting so hefty
that we can surmise a guess on who the publishers is on a double blind paper review
just by looking at the computing resources used. Cloud computing such as AWS
Sagemaker, Azure, and, GCP are an alternative but these cannot be mounted on a
mobile robot or device. One viable alternative is to train the network on the cloud
and run the inference on a mobile device. But if the network is sufficiently big even
running the inference can be a challenging task. Additionally, bigger networks are
prone to overfitting. Therefore, the scope is in attaining a balance in the network
size with better performance. Our network has 48 ResNet style blocks counting from
both the decoder and encoders, and 5 layers of convolution in the discriminator and 2
convolution layers in sequential convolution block. This essential makes our network
smaller than the ResNet 60, which is essentially a classification network.
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5.2

Future Work

Our network may not offer a perfect performance yet, but it performs significantly
well in a resource constrained environment. The pictures produced by our network
are nearly close to the current state of the art. Furthermore, there are only two
framework that works end-to-end. The first was the SOTA, published in early 2022.
And the other is ours. The State-of-the-art performance enhancement to the increased
computation power is not a good trade-off.
Our framework tries fill in this gap. Our network produces small artefacts in the
in-painted images, which could be easily recognizable for the naked eye. This could
be possibly be avoided by training the Generators just like a progressive GANs is
trained. But more investigation is needed. In spite of few of these drawbacks, it is
a step towards the right direction- balanced performance under resource constrained
environment. The size of the network when stored is 420.57Mb. This makes a very
big impact when running on resource constrained devices. When running a forward
pass, we can run the trained network on a device with GPU of 2GB VRAM. Keeping
in mind that this is done end-to-end. When tested on a 2080Ti GPU, the network
produced 45.6 frames per second. When run on a Nvidia Jetson Nano, the network
can produce a real time video of upto 7 frames per second. When testing the trained
network on Jetson Nano, we are able to run the network that is not coupled with
temporal convolutions. The network coupled with temporal convolution is 736.62Mb
and it requires around 6GB of VRAM to be able to do any forward pass. Previous
to our work not only was the problem of in-painting required human intervention, it
was not possible to perform it on a resource constrained environment.
When working with two mode of datasets such as image and video, ordinarily we
will need fundamentally different models that treat the data differently. But in our
frame work only modification we will need to work differently with video is to couple
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the network with temporal partial convolution which works seamlessly. Research
has shown that GANs produce much quality images when trained like a progressive
GANs. We believe there is scope in experimenting our GANs network in training like
a Progressive GANs. If we are able to obtain high quality images and videos from the
framework, it has the potential to replace the current state-of-the-art on both limited
resource and resource abundant environment.
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Glossary

Domain
Data that has similar properties
level
A structural reference to a level of a neural network.
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