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Convergence analysisAbstract We propose a numerical method for solving singularly perturbed one-dimensional non-
linear parabolic problems. The equation converted to the nonlinear ordinary differential equation
by discretization ﬁrst in time then subsequently in each time level we use the Sinc collocation
method on the ordinary differential equation. The convergence analysis of proposed technique is
discussed, and it is shown that the approximate solution converges to the exact solution at an
exponential rate as well. We know that the conventional methods for these types of problems suffer
due to decreasing of perturbation parameter, but the Sinc method handles such difﬁculty. For efﬁ-
ciency and accuracy of the method, we validate the proposed method by several examples. The
numerical results conﬁrm the theoretical behavior of the rates of convergence.
 2014 Production and hosting by Elsevier B.V. on behalf of Ain Shams University. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction










; ðx; tÞ 2Xð0;1Þð0;TÞ; ð1Þ
subjected to the initial condition
uðx; 0Þ ¼ u0ðxÞ; 0 6 x 6 1; ð2Þand boundary conditions
uð0; tÞ ¼ 0 uð1; tÞ ¼ 0; t > 0; ð3Þ
where e is a small real constant. When 0 < e 1, the above
equation represents a singular perturbation problem. We
assume that the functions W(x, t, u, ux) and u0(x) are sufﬁ-







and also W0ðzÞ; z 2 R4 exists and bounded.
Problems of this type arise in numerous applications
from science and engineering, such as ﬂuid ﬂow at high
Reynolds number, heat transfer with small diffusion param-
eter, ﬁltration of liquids, gas dynamics, heat conduction,
elasticity, biological species, chemical reactions, environmen-
tal pollution, etc. [1].
In recent years, the numerical solution of (1) has been
considered by many researchers. Jain et al. [2] have developed
a ﬁnite difference method for solving the system of 1-D nonlin-
ear parabolic partial differential equations using three spatial
grid points subject to Dirichlet boundary conditions. Chawla
382 J. Rashidinia, A. Baratiet al. [3] and [4] have described new time-integration schemes
for the linear convection-diffusion equation and for the (vis-
cous) Burgers equation with Dirichlets and Neumann bound-
ary conditions. Their schemes are second order in both time
and space and unconditionally stable. Mohanty and Singh
[5] and Mohanty [6] have developed new two-level implicit var-
iable mesh schemes for the solution of nonlinear parabolic
equations. Rashidinia et al. [7] developed a collocation method
based on cubic B-splines for solving nonlinear parabolic equa-
tions, and they derived a new two-level three-point scheme of
order o(k2 + h2).
Recently, Mittal and Jiwari [8] have considered a numer-
ical scheme based on differential quadrature method to solve
nonlinear generalizations of the Fisher and Burgers
equations with the zero ﬂux on the boundary. They have
mentioned that Neumann condition (zero ﬂuxes on the
boundary) is typical requirement to describe the actual pro-
cesses in mathematical biology. Mohanty and Jain [9] have
developed a cubic spline alternating group explicit (C-
SPLAGE) method of order 2 in time and 4 in space for
the solution of one-dimensional nonlinear parabolic equation
on a uniform mesh. Zhou and Cheng [10] developed a
linearly semi-implicit compact scheme for Burgers–Huxley
equation. This scheme was fourth-order accurate in space
and second-order accurate in time. They have considered
Neumann boundary conditions for the solutions. Moreover,
we can point to many other efﬁcient methods for solving
these problems, see [11–17].
In this paper, we discretize Eq. (1) in time direction by
means of implicit Euler method and then we applied a colloca-
tion method in space direction which is based on Sinc basis
functions. Sinc method has been studied extensively and found
to be a very effective technique, particularly for problems with
singular solutions and those on unbounded domain. In addi-
tion, Sinc function seems that be useful for problems that their
solutions have oscillatory behavior in the space direction. Sinc
method originally introduced by Stenger [18] which is based on
the Whittaker–Shannon–Kotel’nikov sampling theorem for
entire functions. The books [19] and [20] provide excellent
overviews of the existing Sinc methods for solving ODEs and
PDEs. This method has many advantages over classical
methods that use polynomials as basis. For example, in the
presence of singularities, it gives better rate of convergence
and accuracy than polynomial methods.
In recent years, lot of attention has been devoted to the
study of the Sinc method to investigate various scientiﬁc
models. The efﬁciency of the Sinc method has been formally
proved by many researchers Bialecki [21], Rashidinia and
Zarebnia [22,23], Nurmuhammada et al. [24], El-Gamel
[25], Saadatmandi and Dehghan [26] and Okayama et al.
[27].
The paper is organized as follows. In Section 2, we review
some basic facts about the sinc approximation. In Section 3,
we discretized the temporal variable by means of implicit Euler
method and then we applied the Sinc-collocation method for
solving the arising second-order nonlinear boundary value
problems in each time level. In Section 4, the convergence
analysis of proposed method is given. Also, some numerical
examples will be presented in Section 5, and at the end we con-
clude implementation, application and efﬁciency of proposed
scheme.2. Notation and background
The goal of this section is to recall notations and deﬁnitions of
the Sinc function and state some known theorems that are
important for this paper.




1; x ¼ 0:
(
For h> 0 we will denote the Sinc basis functions by
Sðj; hÞðxÞ ¼ sinc x jh
h
 
; j ¼ 0;1;2; . . .





is called the Whittaker cardinal expansion of f whenever this
series converges. The properties of Whittaker cardinal expan-
sions have been studied and are thoroughly surveyed in Steng-
er [20]. These properties are derived in the inﬁnite strip Dd of
the complex plane where d> 0




Approximation can be constructed for inﬁnite, semi-ﬁnite, and
ﬁnite intervals. To construct approximation on the interval
(0, 1), we consider the conformal map




which maps the eye-shaped region
DE ¼ z ¼ xþ iy; arg z
1 z




onto the inﬁnite strip Dd.
For the Sinc method, the basis functions on the interval
(0, 1) for z 2 DE are derived from the composite translated
Sinc function





z ¼ /1ðxÞ ¼ e
x
1þ ex ;
is an inverse mapping of x= /(z). We deﬁne the range of /1
on the real line as
C ¼ wðuÞ ¼ /1ðuÞ 2 DE : 1 < u < 1
  ¼ ð0; 1Þ:
The sinc grid points zk 2 ð0; 1Þ in DE will be denoted by xk
because they are real. For the evenly spaced nodes fkhg1k¼1
on the real line, the image that corresponds to these nodes is
denoted by
xk ¼ /1ðkhÞ ¼ e
kh
1þ ekh ; k ¼ 0;1;2; . . . ð6Þ
Deﬁnition 1. Let B(DE) is the class of functions f which are
analytic in DE such that
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wðuþRÞ
jfðzÞjdz! 0 as u! 1 ð7Þ







jfðzÞjdz < 1; ð8Þ
where oDE represents the boundary of DE.
Deﬁnition 2. Let La(DE) be the set of all analytic function u in
DE, for which there exists a constant C such that
juðzÞj 6 C jqðzÞj
a
½1þ jqðzÞj2a ; z 2 DE; 0 < a 6 1: ð9Þ
where q(z) = e/(z).











 6 C1hl; x 2 C;
for l= 0, 1, . . . , m with C1 a constant depending only on m














where C is a constant depending only on u, d, m, / and a.
The Sinc-collocation method requires that the derivatives of
composite Sinc function be evaluated at the nodes. We need to
recall the following lemma.
Lemma 1 (Lund and Bowers [19]). Let / be the conformal
one-to-one mapping of the simply connected domain DE onto Dd,
given by (5). Thendð0Þjk ¼ ½Sðj; hÞ  /ðxÞjx¼xk ¼








½Sðj; hÞ  /ðxÞjx¼xk ¼








½Sðj; hÞ  /ðxÞjx¼xk ¼
p2
3




in relations (10)–(12) h is step size and xk is sinc grid given by
(6).3. Description of method
First, we discretize equation (1) in time direction by means of
the implicit Euler method with uniform step size Dt as




where un = u(x, tn), u
0 = u(x, 0) and tn = nDt, n= 1, 2, . . .By substituting the approximation (13) into Eq.(1) we
obtain the nonlinear ordinary differential equation as
unþ1  un
Dt
 eunþ1xx þWðx; tnþ1; unþ1; unþ1x Þ ¼ 0; ð14Þ
where un+1 = u(x, tn+1) is the solution of Eq. (14) at (n+ 1)th
time level.
Now we can rewrite equation (14) as
Lu^  eu^xx þ 1Dt u^þ
bWðx; u^; u^xÞ ¼ g^ðxÞ; ð15Þ
where u^ ¼ unþ1; bWðx; u^; u^xÞ ¼ Wðx; tnþ1; unþ1; unþ1x Þ; g^ðxÞ ¼ unDt ;
and associated with boundary conditions
u^ðaÞ ¼ u^ðbÞ ¼ 0: ð16Þ
Now, we apply the Sinc-collocation method for solution of Eq.
(15) with given boundary conditions (16).
The approximate solution for u^ðxÞ is represented by
formula
u^ðxÞ  u^mðxÞ ¼
XN
j¼N
c^jSjðxÞ; m ¼ 2Nþ 1; ð17Þ
where Sj(x) is function S(j, h)  /(x) for some ﬁxed step size h.
The unknown coefﬁcients c^j in relation to (17) are determined
by collocation method. Also the l-th derivative of the function















½SjðxÞ ¼ Sð1Þj ðxÞ/0ðxÞ; ð20Þ
d2
dx2






Now by substituting each term of (15) with given approxima-
tions in (17) and (18) and evaluating the result at the Sinc
points xk also using relations (19)–(22), we can obtain the dis-
crete Sinc-collocation system of nonlinear equations to deter-






















k ¼ N;Nþ 1; . . . ;N: ð23Þ
To obtain a matrix representation of the equations (23), let I(i),
i= 0, 1, 2 be the m · m matrices whose jk-th entry is given by
(10)–(12). Note that the matrices I(2) and I(1) are symmetric and
384 J. Rashidinia, A. Baratiskew-symmetric matrices respectively, also I(0) is identity
matrix. We deﬁne the m · m diagonal matrix as follows:
DðsðxÞÞij ¼




Therefore, by using the above deﬁnitions and multiplying both
sides of (23) in h2 1½/0ðxkÞ2
, the system (23) can be represented by
the following matrix form:
A bC þ bB ¼ bG; ð24Þ
where bC; bB and bG are m-vectors and A is m · m matrix as



























































The system (24) is a nonlinear system of equations which con-
sists of m equations and m unknowns. By solving this system
by means of Newton’s method, we can obtain an approximate
solution u^mðxÞ of (15) from (17).
Remark. It is worth to mention here that, if homogeneous
boundary conditions are given in (3), the following nonhomo-
geneous boundary conditions are speciﬁed:
uða; tÞ ¼ pðtÞ; uðb; tÞ ¼ qðtÞ;
then we reformulate the problem (1)–(3) by applying the fol-
lowing change of variable:
vðx; tÞ ¼ uðx; tÞ þ x b
b a pðtÞ þ
a x
b a qðtÞ;
to convert the boundary conditions to homogeneous one.4. Convergence analysis
In this section, we will prove that the approximate solution
u^mðxÞ given in (17) converges exponentially to the exact solu-
tion u^ðxÞ of (15). In order to establish a bound for
ju^ðxÞ  u^mðxÞj, for this purpose we assume that the analytic
solution of equation (15) at the Sinc points xk denoted by




u^ðxjÞSjðxÞ: ð25ÞWe ﬁrst need to establish a bound for ju^mðxÞ  ~uðxÞj. So that,
we need to prove the following theorem:
Theorem 2. If u^ðxÞ be unique solution of (15), u^ðxÞ 2 LaðDEÞ,
and ~uðxÞ deﬁned as in (25), then there exists a constant c1
independent of N such that
sup
x2C
ju^mðxÞ  ~uðxÞj 	 c1N2 expððpadNÞ1=2Þ: ð26Þ
Proof. According to (25) and Cauchy–Schwarz inequality we
have
























2 	 c2 where c2 is a con-
stant, then
E 6 c2k bC  ~Ck2; ð28Þ
where C ¼ ðu^ðxNÞ; u^ðxNþ1Þ; . . . ; u^ðxNÞÞt.
Now we must obtain a bound for k bC  ~Ck2, to this aim,
following (24) for ~uðxÞ(x) we have





bW xN; u^ðxNÞ;PNj¼Nu^ðxjÞ/0ðxNÞ dð1ÞjNh 
bW xNþ1; u^ðxNþ1Þ;PNj¼Nu^ðxjÞ/0ðxNþ1Þ dð1ÞjNþ1h 
..
.





















By subtracting (29) from (24) we have
Að bC  ~CÞ þ ð bB  ~BÞ ¼ ð bG  ~GÞ; ð30Þ
First, we obtain a bound for k bG  ~Gk in the maximum
norm. Applying (15) we have
jg^ðxkÞ  ~gðxkÞj ¼ jLu^ðxkÞ  L~uðxkÞj 	 eju^xxðxkÞ  ~uxxðxkÞj
þ 1
Dt
ju^ðxkÞ  ~uðxkÞj þ j bWðxk; u^ðxkÞ; u^xðxkÞÞ
 bWðxk; ~uðxkÞ; ~uxðxkÞÞj; ð31Þ
for k= N, N+ 1, . . . , N.
From (31) and by using Theorem 1 and Theorem 9.19 [28,
p. 218] we obtain
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þM u^ðxÞ  ~uðxÞj j þ u^xðxÞ  ~uxðxÞj j½ 
6 expððpadNÞ1=2Þ







0; k1 and k2 are constants independent on N and
k bW0ðzÞk1 	M:
Thus we have
k bG  ~Gk1 6 KN3=2expððpadNÞ1=2Þ; ð33Þ
where K ¼ ek2 þ 1Dt k0 þMk00 þMk1.
Now to obtain a bound for ð bB  ~BÞ in (30), by using the
mean value theorem we have

















where n1; n2 2 ð0; 1Þ.
From (30) and (34) we have
R bC  ~C  ¼ bG  ~G; ð35Þ
where















therefore, by taking L2-norm from (35) and using (33) we have






Finally, by applying (27), (28) and (37) we can obtain
sup
x2C






Now we need to derive an upper bound for iR1i2, where
the matrix R is deﬁned by (36). h
Lemma 3. Let the matrix R be deﬁned by (36), and for




¼ eIð2Þ þ 1
2
H;
where (Æ)* states the conjugate transpose of a matrix and also





























Ið1Þ  Ið1ÞD 1
/0
  
; ð39ÞIf eigenvalues of matrix H are nonnegative, then there exists a








holds for a sufﬁciently large N.
Proof. Let di (i= 1, 2, . . . , 2N+ 1) be the singular values of
the matrix R satisfying di 6 diþ1 and kiðÞ be the eigenvalues
of a matrix as ordered kiðÞ 6 kiþ1ðÞ. It is well-known that



















therefore, above relations lead to the estimate in (40). h
Theorem 4. Let u^ðxÞ be the exact solution of (15) and u^mðxÞ be
its Sinc approximation deﬁned by (17). Then, under the assump-
tions of Theorems 1 and 2 and Lemma 3, there exists a constant
c, independent of N, such that
sup
x2C
ju^mðxÞ  u^ðxÞj 6 cN4expððpadNÞ1=2Þ: ð41Þ
Proof. By making use of the triangular inequality we have
ju^mðxÞ  u^ðxÞj 6 ju^mðxÞ  ~uðxÞj þ j~uðxÞ  u^ðxÞj; ð42Þ
we note that ~uðxÞ be the solution of equation (15) at the Sinc
points xk and it has been deﬁned in (25).
By applying Theorem 1 for second term of right hand side
of (42) there exists a constant c4 independent of N such that
sup
x2C
j~uðxÞ  u^ðxÞj 	 c4N12expððpadNÞ1=2Þ: ð43Þ
Also, by using Theorem 2 and Lemma 3 for ﬁrst term in the
right hand side of (42) we can obtain
sup
x2C
ju^mðxÞ  ~uðxÞj 	 c5N4expððpadNÞ1=2Þ; ð44Þ
where c5 is a constant independent of N. h
Finally, by applying relations (42)–(44) we have
sup
x2C
ju^mðxÞ  u^ðxÞj 	 cN4expððpadNÞ1=2Þ; ð45Þ
where c=max{c4, c5}. h
Now, if we suppose that u(x, t) be the exact solution and
U(x, t) be the numerical approximation (1) by our numerical
process, then we have
kuðx; tÞ Uðx; tÞk1 6 qðexpððpdaNÞ1=2Þ þ DtÞ;
where q is a constant.
Table 2 RMS errors and rate of convergence for Example 1 with p= 2N and Dt ¼ 2:56
p2
at t= 3.
eﬁ 102 103 104 105 106
Nﬂ
8 5.65 · 105 3.15 · 106 2.08 · 107 2.72 · 108 2.72 · 109
3.83 3.91 4.15 4.42 4.61
16 2.68 · 106 8.12 · 108 9.36 · 109 9.16 · 1010 9.15 · 1011
5.38 5.67 5.82 7.21 7.32
32 7.67 · 108 6.90 · 109 8.35 · 1011 4.70 · 1012 4.47 · 1013
7.21 6.89 6.28 6.35 9.72
















Table 1 RMS errors and rate of convergence for Example 1 with p= 2N and Dt ¼ 2:56
p2
at t= 1.
eﬁ 102 103 104 105 106
Nﬂ
8 2.23 · 105 1.79 · 106 1.79 · 107 1.81 · 108 1.79 · 109
4.15 4.24 4.89 4.90 4.89
16 1.06 · 106 6.50 · 108 5.10 · 109 5.07 · 1010 5.07 · 1011
5.82 4.71 5.33 7.67 7.67
32 2.71 · 108 1.33 · 109 4.64 · 1011 2.51 · 1012 2.51 · 1013
7.34 7.17 6.36 6.86 11.38
64 1.68 · 1010 8.73 · 1012 3.80 · 1013 4.71 · 1015 9.80 · 1017
386 J. Rashidinia, A. Barati5. Numerical results
In this section, the application of the Sinc method for Eq. (1) is
tested on several problems to verify the theoretical results dis-
cussed in the previous sections. In all of the examples that con-





p , also the errors are reported on uniform grids
U ¼ z0; z1; . . . ; zp
 
; zr ¼ r
p
; r ¼ 0; 1; . . . ; p: ð46Þ
The pointwise error can be calculated as
em;Dte ðzr; tnÞ ¼ juðzr; tnÞ  umðzr; tnÞj ð47Þ
And the maximum pointwise error is given by
Em;Dte ðzr; tnÞ ¼ max
r;n
em;Dte : ð48Þ










Figure 1 Convergence curves of the method for Example 1 for










 u2 ¼ f x; tð Þ; 0 < x < 1; t > 0; ð50Þ
subjected to initial and boundary conditions
u x; 0ð Þ ¼ e sin pxð Þ cos pxð Þ; uð0; tÞ ¼ uð1; tÞ ¼ 0;
where f(x, t) is taken such that the exact solution is
uðx; tÞ ¼ eee2t sinðpxÞ cosðpxÞ:
The root mean square (RMS) errors and rate of convergence
for this example at t= 1 and t= 3 with Dt ¼ 2:56
p2
are given
in Tables 1 and 2 for various values of e and N. The resultsshow that the method has enough accuracy and efﬁciency even
for small values of perturbation parameter. Moreover, we
observe that the method does not lose its accuracy with
increasing time. Convergence curves for this example are plot-
ted for various values of e in Fig. 1. This ﬁgure indicates that
the maximum errors decrease at an exponential rate with
respect to N especially for small values of e, and this graph
conﬁrms the theoretical results.



















Figure 2 Convergence curves of the method for Example 2 for
various values of e with Dt ¼ 0:64
p2
at t= 1.
Table 4 RMS errors and rate of convergence for Example 3
with p= 2N and Dt ¼ 1:6
p2
at t= 1.
Nﬂ c= 10 c= 20
[31] Our scheme [31] Our scheme
4 1.21 · 104 4.18 · 103 4.07 · 105 8.61 · 104
2.67 1.69
8 7.50 · 106 9.73 · 104 2.53 · 106 1.51 · 104
3.52 2.39
16 4.63 · 107 7.98 · 105 1.57 · 107 7.19 · 105
3.97 3.91
32 2.87 · 109 2.46 · 106 9.76 · 109 1.18 · 106








u1=2 ¼ 0; x 2 ð0; 1Þ; t > 0; ð51Þ
with initial and boundary conditions
u 0; tð Þ ¼ u 1; tð Þ ¼ 0; uðx; 0Þ ¼ sinðpxÞ:
This problem cannot be solved analytically, therefore for each
e the pointwise errors are estimated as
em;Dte ðzr; tnÞ ¼ jumðzr; tnÞ  u2mðzr; tnÞj: ð52Þ
The maximum pointwise error is given by
Em;Dte ðzr; tnÞ ¼ max
r;n
em;Dte : ð53Þ
The maximum pointwise errors and rate of convergence for
this example are reported in Table 3 for various values e and N
at t= 1 with Dt ¼ 0:64
p2
. The results show that the errors
decrease with increasing N. Moreover, data in this table show
that with increasing N the maximum error does not greatly
reduce especially when value of N increases from 16 to 32
for e= 104, 105 and 106. The reason is that when e is small
the arising coefﬁcient matrix becomes singular with increasingTable 3 The maximum pointwise errors and rate of convergence fo
eﬁ 102 103
Nﬂ
4 3.61 · 103 2.60 · 103
2.44 3.41
8 6.62 · 104 2.44 · 104
3.28 4.08
16 6.77 · 105 1.44 · 105
4.97 4.00
32 3.15 · 106 8.96 · 107N for this example. Also, the convergence curves are plotted
for various values of e in Fig. 2. This ﬁgure shows that the
treatment of maximum errors is exponential with increasing
N especially for e= 102 and 103.







þ f x; tð Þ; ðx; tÞ 2 ð0; 1Þ  ð0; 1Þ ð54Þ
with boundary and initial conditions
u 0; tð Þ ¼ u 1; tð Þ ¼ 0; uðx; 0Þ ¼ sinðpxÞ;
where f(x, t) is taken so that the exact solution is
u(x, t) = et sin (px).
This example has been considered by many authors with
different methods. Mohanty and Dahiya in [31] applied a
new two-level implicit cubic spline method of O(k2 + kh2 + -
h4) for the solution of this example. Mohanty in [6] used an
implicit high accuracy variable mesh scheme for this problem
and also Arora et al. in [30] chose this example for test problem
of their method that was based on a stable variable mesh
method.
The RMS errors and rate of convergence are listed in
Table 4 for various value of N and c at t= 1 with Dt ¼ 1:6
p2
.
This table shows that by increasing N the errors in our scheme
decrease slowly as compared with the method in [31]. Also, for
this problem the RMS errors for various values of c are plotted
in Fig. 3. This ﬁgure represents convergence of method for val-
ues of c and conﬁrms the results obtained in section 4.
Example 4. We consider a nonlinear reaction-diffusion equa-




2.67 · 103 2.66 · 103 2.65 · 103
3.66 2.98 3.8
2.10 · 104 3.35 · 104 3.13 · 104
4.64 4.61 2.25
8.41 · 106 5.48 · 105 7.81 · 105
0.34 0.71 2.37
6.62 · 106 3.34 · 105 1.51 · 105




















Figure 3 Convergence curves of the method for Example 3 for
various values of c with Dt ¼ 1:6
p2
at t= 1.
Table 5 RMS errors and rate of convergence for Example 4
with p= 2N and Dt ¼ 0:64
p2
at t= 1.
eﬁ 100 101 102
Nﬂ
4 6.02 · 107 3.18 · 103 2.70 · 102
1.33 3.48 1.64
8 2.39 · 107 2.85 · 104 8.66 · 103
3.28 3.96 2.78
16 2.46 · 108 1.83 · 105 1.18 · 103
5.06 5.03 4.12
32 7.37 · 1010 5.66 · 107 6.76 · 105





 u3 ¼ 0; x 2 ð0; 1Þ; t > 0; ð55Þ
with boundary and initial conditions
u 0; tð Þ ¼ u 1; tð Þ ¼ 0; uðx; 0Þ ¼ sin 7pxþ p
4
 
:Table 6 The maximum pointwise errors and the rate of convergen
eﬁ 102 103
Nﬂ
4 6.53 · 104 1.79 · 104
2.07 3.70
8 1.51 · 104 1.37 · 105
3.41 1.99
16 1.42 · 105 3.44 · 106
4.93 2.52
32 4.65 · 107 5.96 · 107It is impossible to ﬁnd analytic solution for equation (55).
Therefore, the pointwise errors and maximum pointwise errors
are computed using (52) and (53). The RMS errors and rate of
convergence for this example are tabulated in Table 5 for
various values of e and N at t= 1 with Dt ¼ 0:64
p2
. The obtained
results show the efﬁciency and accuracy of the method, also
the magnitude of RMS errors increases by decreasing pertur-
bation parameter.











þ u2 ¼ f x; tð Þ; ðx; tÞ 2 ð0; 1Þ  ð0; 1Þ
ð56Þ
with boundary and initial conditions
u 0; tð Þ ¼ u 1; tð Þ ¼ 0; uðx; 0Þ ¼ 0;
where f(x, t) is taken so that the exact solution is
uðx; tÞ ¼ txð1 xÞ:
The numerical results for this problem are shown in Table 6
for various values of N and e at t= 1 with Dt ¼ 0:64
p2
. These
results demonstrate the accuracy of method and the errors
reduce with increasing N. Also, with decreasing perturbation
parameter the magnitude of errors increases slightly, and this
is one of the difﬁculties of singularly perturbed problems.6. Conclusions
In this article, a numerical method was employed successfully
for solving singularly perturbed one-dimensional non-linear
parabolic problems. This approach is based on the implicit
Euler method for temporal discretization and the Sinc colloca-
tion method in the spatial direction. The convergence analysis
of the proposed method is presented and an exponential con-
vergence is achieved as well. Results from numerical experi-
ments indicate the efﬁciency and accuracy of proposed
method. Also, from the Figs. 1–3 of convergence curves, we
get some useful information about the convergence such that
an exponential order is observed.
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2.03 · 104 9.12 · 104 1.65 · 103
2.15 4.18 2.39
6.13 · 105 3.11 · 105 3.13 · 104
2.66 1.87 2.00
9.67 · 106 8.48 · 106 7.81 · 105
3.66 2.66 3.19
7.62 · 107 1.34 · 106 8.51 · 106
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