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I. INTRODUCTION
N echographic imaging, an important distortion of the I ultrasonic beams is caused by aberrations. Aberrations are phase and amplitude errors, which are often caused by irregular interfaces between tissue layers with a different propagation speed.
In some cases, these aberrations can be compensated for by use of an array transducer. The elements of such a transducer can be excited following a certain correction algorithm [1]- [4] . In order to investigate the applicability and limits of aberration correction methods, it is important to have a reliable and efficient numerical model of the propagation of sound passing through rough interfaces. Berkhoff et aZ. presented in [5] the acoustic Conjugate Gradient Rayleigh (CGR) method, which is an iterative method for the calculation of acoustic reflection and transmission at a rough interface between two media. The iterative method is based on a continuous version of the conjugate gradient technique, where the field variables are expanded in a sum (or integral) of outgoing plane waves.
A comparison of the method with a rigorous integral equation method was presented in [6] . Although the CGR method is not as accurate as the integral equation method, it is accurate enough for the application in which we are interested. For the present application, the method is much more efficient than integral equation methods or methods using direct matrix Manuscript received March 28, 1995; revised September 8, 1995. Two-dimensional definition of the different domains in the configinversion. Our application deals with surfaces of moderate roughness and low velocity contrast between the media. Then, the error of the algorithm is sufficiently small. It should be noted that the error of the algorithm (on the rough interface) is available in the iteration scheme. The error in the pressure field away from the interface is of comparable size, but smaller than the error on the rough interface. Therefore, we have always available an upper bound of the CCR simulation error. In this paper, the CGR method is experimentally verified. The simulations based on the CGR method are compared with measurements in which artificial aberrators have been used.
THEORY

A. Summary of the Conjugate Gradient Rayleigh Method
It is assumed that the roughness of the interface is a local deformation of an otherwise plane boundary at z = 0, where a point in space is specified by its right-handed, orthogonal coordinates z, y, z (see Fig. 1 ). The analysis is carried out in the temporal frequency domain with angular frequency w where the complex time factor e-iwt is suppressed in the following. The two fluid-like media occupy the domains D 1 and 232, respectively, and are assumed to be linear, homogeneous, and isotropic with respective mass densities p1 Orientation of the transducer and the k-vector corresponding to the and p2 and compressibilities ~1 and K Z . Furthermore, both media exhibit some losses and the real and imaginary parts of p and K satisfy the Kramers-Kronig causality relations. The interface is denoted by S , and the pressure and the particle velocity vector by P and V , respectively. In VI, a source of finite extent generates a wave incident upon S . The incident wave is denoted by {P,, V,}. The total field in D1 is written as the superposition of the incident field and the reflected field {PT,Vr}. The total field in 7 7 2 is the transmitted field
The solution of the reflectiodtransmission problem is found by expanding the field in a sum (or integral) of plane waves [5] . The plane wave coefficients are obtained by an iterative minimization of the integrated squared error in the boundary conditions at the rough interface. We assume the existence of an iterative procedure, in which TZ steps have been carried out. The iterative procedure has led to the plane-wave compo- 
At the interface S the fields should satisfy the boundary conditions (7) In the Appendix, we show how we can construct 4%' in such a way that the error in the approximation of the boundary conditions is reduced at each iteration step. Using a Cauchy-Schwarz inequality, it was shown in [SI that the use of an integrated squared criterion in combination with the outgoing plane wave representations (I) leads to a valid solution of the reflectiodtransmission problem.
B. 2.5-0 Algorithm
If the interface of the aberrator is constant in one direction, here the y-direction, then some computational savings can be made. The method is as follows: first, the incident wave field is Fourier-transformed in the y-direction (see Fig. 2 ). The result is that the sound field is expressed as a sum of cylindrical wave fields, each with a corresponding value of k,. The 2-D version of the iterative algorithm is applied to each of the cylindrical wave fields. For the cylindrical wave fields, the y-position only induces a multiplicative term representing a phase-shift, so we can take y = 0 without loss of generality. After applying the complete 2-D iterative algorithm for each value of k,, the desired 3-D reflected and transmitted fields are obtained by an inverse Fourier transform in the y-direction. Note that the terms k,y and k,v, disappear [(17), (18), (21), and (22)], but the terms with kZ,l and k , ,~ still contain a k,-component. We will call this version of the algorithm the 2.5-D algorithm.
C. Transducer Model
For reasons to be explained later, we decided to model the transducer. The transducer model is based on the following methods. The multi-element transducer is assumed to have a uniform normal surface velocity for each element. Cross coupling between elements has been neglected because the level was less than --40 dB relative to the main pulse. The conversion of transducer velocity to a spatial sampling grid is obtained by linear interpolation, as in [7] . The resulting normal velocity distribution in the transducer plane is transformed (by fast Fourier transfform) to the wave number domain. The sound field extrapolation from the transducer plane to the rough interface results from the use of a weak form of a kspace Green's function similar to the methods of [8] and [9] .
From the plane-wave decomposition of the field incident on the rough surface, we can apply equations similar to (1) to calculate the incident field {Pi, Vi}. Time-domain results can be obtained by analyzing the problem at several frequencies and subsequently calculating the inverse (temporal) Fourier transform. 
EXPERIMENTAL METHODS
A. Experimental Arrangement
The overall experimental arrangement for the measurement of the ultrasonic fields is shown in Fig. 3 . The acoustical pressure transmitted by an electrically nonfocused linear array transducer with 128 elements (pitch: 0.76 mm, height: 18 mm) and a center frequency of 3.5 MHz was sensed by a needle hydrophone. The hydrophone was manufactured at the Delft University of Technology. The hydrophone has a built-in amplifier with a gain of 21.5 dB. The hydrophone signal was digitized by a Tektronix DSA601 digitizing signal analyzer. To get an improvement of the signal-to-noise ratio, the signal was band-limited with a first-order high-pass filter having a cutoff frequency of approximately 500 kHz, and a fourth-order Bessel low-pass filter having a cutoff frequency of 15 MHz. The signal-to-noise ratio was further improved by averaging every signal 16 times.
A Miirzhauser XZ-table, which was controlled by an XYZ-steppermotor controller, was employed for positioning the hydrophone in the region of interest. The XZ-table was able to make steps of 1 pm. A Tulip 386SX microcomputer was the heart of the data acquisition for storage of the data as well as for control of the hydrophone positioning during the measurement. The data stored on the microcomputer's hard disk were transmitted to a SUN-workstation where they were processed using MatlabTM version 4.2.
The transducer was fixed in one side of a perspex water tank in such a way that the XZ-plane of the transducer was parallel to the bottom of the water tank. (This has been verified by performing some measurements in the XZ-plane of the transducer at two opposite positions of the Y-axis. The profiles of these two XZ-scans were almost the same, which is the case when the XZ-plane of the transducer is parallel to the scanning plane and thus to the bottom of the water tank.) To avoid interference due to echoes reflected from the walls of the water tank, the dimensions of the tank were taken much larger than the dimensions of the acoustic fields to be measured. Furthermore, the rate of the pulser was kept low. The hydrophone was placed in the water tank via a construction that was connected to the XZ-table. The arm movement between the XZ-table and the hydrophone was not critical because the measurements were performed in socalled "stafl-stop" mode. In this way, the hydrophone vibration during the data-acquisition process was minimized.
The array transducer was driven by a short electronic pulse (80-11s duration) with a 140-V peak voltage. This pulse was generated by a Panametrics 5052PR pulser-receiver that was used as transmitter only. An expander was interfaced between the transducer and the pulser to disconnect the pulser from the circuit during the receive period to eliminate noise from the pulser electronics [IO] .
We found that the accuracy of the measurements depended for a great part on the alignment of the array transducer with respect to the scanning-plane of the hydrophone. Therefore, we added a single-element transducer to our measurement system. This transducer was mounted on the arm connected to the hydrophone. The transducer was directed perpendicular to the bottom of the water tank, which was parallel to the zz-plane of the array transducer (see Fig. 2 ). The transducer was excited by an Avtech AVG-3-C pulser. During the transmit part, the oscilloscope was protected from the high source voltage by means of a limiter. The transducer was moved, successively, to the four comers of the xz-scan region. The maximum of the reflected echo waveform sensed by the transducer had to be located at the same instant of time for all the four corners. If this was not the case, then the height of the water tank had to be altered.
The measurements were performed at room temperature, typically 21°C. Care was taken that during the measurement the temperature fluctuations of the water were within reasonable margins.
B. Compensation for the Hydrophone Directivity
Hydrophones are typically used to measure the local pressure within ultrasonic fields. The active element of our needle hydrophone was located in the end of a small cylindrical housing, resulting in minimal perturbation of the ultrasonic field. The hydrophone was made of a PVDF polymer, with a sensitive surface of 0.25 mm2.
To reduce the influence of the hydrophone, we compensated for its directivity. The directivity was measured at a frequency of 3.5 MHz, where the hydrophone was placed in the focus of a continuous wave excited single element transducer. The angle 0 between the normal on the transducer surface and the normal on the hydrophone surface was changed (0" corresponds to the transducer position in line with the hydrophone). The maximum of the absolute RF signal was determined for each of the positions.
The directivity measurement was performed for two perpendicular planes. The graph of the mean directivity d ( 0 ) with its standard deviation is shown in Fig. 4 . The standard deviation is a measure of the degree of rotational symmetry of the hydrophone directivity. Based on this graph, we assumed the directivity to be rotationally symmetric and to be equal to the mean value of the measured data.
The directivity could only be measured for angles 0 between -60" and 60". For larger absolute angles, we took the value at 60". This has the advantage that side lobes with low signalto-noise ratios get limited compensation.
The directivity function can be transformed to the spatial frequency domain using the following relation (see Fig. 2 
C. Aberrators
The aberrators were constructed in such a way that a reasonable approximation to the surface roughness and medium properties found in human tissue was obtained.
The sound speed of the aberrator medium has an important impact on the aberration of the sound field, so the material should have a sound speed between 1450 ms-' and 1700 ms-' to be a close approximation of human tissue. To get the desired sound speed, we used gelatine as tissue mimicking material. Gelatine solutions are made by dissolving a prescribed mass concentration of gelatine powder in water (at 70°C). The aberrators were made with a flat surface on one side and on the opposite side a 2-D irregular surface, i.e., the surface was constant in one direction.
We used two different molds for the construction of the aberrators. Both molds had a sinusoidal surface. T h~s sinusoidal surface made it easier to determine the exact position of the aberrator in front of the transducer because of the periodic behavior of the sinusoidal surface. The sinusoidal surface is characterized by its amplitude and period (see Fig. 6 ). We used an amplitude of 0.5 mm (peak-peak 1 mm), which is a realistic representation of the very irregularly and wavy border between the dermis and the subcutaneous fat layer [Ill. The smallest period that practically could be manufactured having this amplitude was a period of 3 min. We made one mold with a period of 3 mm and one with a period of 4 mm.
The length and width of the molds were not critical, as long as they covered the complete region of the transducer surface corresponding to the excited elements.
We made three different gelatine aberrators, aberrator I , aberrator 2, and aberrator 3, respectively. The characteristics of these aberrators are listed in Table I .
IV. RESULTS
A. 2 -0 Versus 3-0 and 2.5-0 Simulations
The simulations could be performed in 2-and 3-D. Ln the 2-D simulations, the height of the elements was considered to be infinite.
Simulations in 2-D, where only the k, = 0 term i s used, are not as accurate as the 3-D simulations. The reason for this can be seen in Fig. I , where the waveforms are shown as a function of z for y = 0 at a depth of z = 30 mm for a 14-element array in a homogeneous medium, We can see that the 3-D simulations include the edge waves caused by the finite transducer size in the y-direction (see the region between 21 and 21.5 ps). eight excited elements at a depth of 80 mm. Aberrator 3 was placed in front of the transducer (the flat side of the aberrator was placed against the sudace of the transducer). The figure shows that the 2.5-D simulation is more accurate, i.e., closer to the results of the measurement, than the 2-D simulation, especially in the regions beside the main lobe. The signals in these regions are for the greater part caused by edge waves. The beam profile of the 2-D simulation omits the edge waves caused by the finite height of the elements, and therefore the signal is much lower than that of the 2.5-D simulations in the region beside the main lobe. In the following, we used 2.5-D simulations instead of the much faster 2-D simulations.
VeriJication of the Transducer Model
The CGR algorithm requires the field {Pi, Vi} incident at the interface as input, as can be seen in (14). There are several possibilities for obtaining this incident field. One method is to measure the field at the location of the aberrator surface, where the aberrator is removed. This method is not very attractive because the hydrophone has to follow exactly the aberrating surface.
Another possibility is to measure the field in a plane near the aberrator followed by calculation of {E',, V,} at the rough surface. This method was not feasible because of the large amount of time needed to scan such a plane properly. A third method of obtaining the incident field {E',, V,} is to model the transducer, which is the method we have used.
To verify the correctness of the transducer model, some scans were made with only water in the measurement tank. Scans were made in the z-direction at y = 0. The measurements were performed for several combinations of the number of excited elements and the distance between the transducer and the hydrophone. The combinations were selected more or less randomly, but in such a way that they would be representative for scan conditions that could occur during the measurements with the aberrators. The measured and simulated xt-plots showed good agreement. The simulations were performed with two methods, the plane wave decomposition method [12] and the impulse response method [13] . The transducer pulse was in both simulation methods assumed to be a Gaussian pulse with a central frequency of 3.5 MHz and a -6-dB bandwidth of 2.0 MHz. An example of these xt-plots is shown in Fig. 9 . The plots correspond to z-scans of eight excited elements at a depth of 70 mm.
To get a better comparison between the simulations and measurements, we determined the frequency component of the RF signals corresponding to the central frequency of the array transducer, i.e., 3.5 MHz. An example of the results of this method is shown in Fig. 10 . This graph corresponds to the zt-plots shown in Fig. 9 . The solid line represents the measurement, the dashed line represents the plane wave decomposition simulation, and the dashed-dotted line corresponds to the impulse response method.
The following equation has been used as a quantitative measure for the comparison of the simulations and measurements. The equation is based on the root-mean-square Comparison of the profiles corresponding to the z-scans of 18 difference comprms between the measured and simulated xtscan using the values corresponding to the 3.5-MHz frequency component. This resulted in the following:
where N, is the number of scan-points in the x-direction, w, (x) is the absolute normalized voltage of the measurement at position x for the 3.5-MHz frequency component, and wsim(x) is the same as w,(z), but in this case the normalized pressure values of the simulation (either the plane wave decomposition method or the impulse response method) must be used. Some of the results of this comparison method are listed in Table I1 (an asterisk means that the measurement has not been performed). These results show that both simulation methods give a realistic representation of the wavefront transmitted by the array transducer.
C. Comparison of Measured and Simulated Aberrations
For the verification of the CGR method, several x-scans were made with abenrators in front of the transducer. The (cylindrical) surface of the aberrator was constant in the ydirection. The flat side of the aberrator was placed against the surface of the transducer. The hydrophone was positioned in the middle of the y-direction of the elements during the measurements. We varied the number of elements and the distance between the transducer and the hydrophone. Furthermore, we used three types of aberrators. Fig. 11 compares the effects of homogeneous and aberrating media. The upper graphs correspond to an x-scan with eight excited elements at a z-distance of 80 mm, and the graphs underneath correspond to an x-scan with 32 excited elements at a z-distance of 70 mm. In both cases, the left graph corresponds to an x-scan in a homogeneous medium, i.e., water, while the right graph corresponds to an x-scan with aberrator 2 in front of the transducer. Several x-scans (step-size 0.38 mm, i.e., half of the pitch) were made for different configurations. All these x-scans have been simulated. The CGR simulations made use of the following settings. We used 512 interface points, i.e., the number of plane waves, in the x-direction and in the ydirection. The evanescent modes were omitted. The simulation step sizes in the x-direction and in the y-direction were equal to 0.4X where = min (Xwater, Xaberrator). Because of the rapid convergence of the algorithm, only one iteration was required. More iterations did not lead to significantly better results.
The simulation error is defined as the root-mean-square error normalized to the case of vanishing reflected and transmitted fields, i.e., where ERR(") is the integrated squared error in the boundary conditions after n steps of iteration [see (13)]. The value of ERR0 is the initial value ERR(O) where the plane wave components 4 ; ' ) and $io) are zero. The simulation error ETR(n) for n = 1 was approximately 0.13.
The position of the aberrator in front of the transducer was determined by altering the position of the aberrator (steps as small as 0.01 mm were necessary) in the simulation until the resemblance between the measurement and simulation was as close as possible. For these position-determining simulations, the much faster 2-D algorithm was used, but the final simulations were performed in 2.5-D. Fig. 12 gives an overview of several monochromatic (3.5 MHz) beam profiles of two different x-scans that were performed for the three aberrators. The solid line corresponds to the measurement and the dashed line corresponds to the 2.5-D simulation. The left graphs correspond to eight excited elements at a z-distance of 80 mm and the right graphs correspond to 18 excited elements at a z-distance of 80 mm. The upper part corresponds to aberrator I , the middle part to aberrator 2, and the lower part to aberrator 3. It is remarkable that the graphs of the measurements have sharper dips than the graphs of the simulations.
Again, (1 1) has been used to compare the results of the simulations and the measurements. Some of the results are listed in Table 111 (an asterisk means that the measurement has not been performed).
Comparing the data in Table I11 with those in Table 11 reveals that the results of the simulations of abenators are only slightly worse than the simulations of the homogeneous media. This is an indication that the CGR method actually might be more accurate than the results of Table 111 suggest.  The difference between Tables I1 and 111 can be explained as follows. Firstly, the simulation method introduces an error because of the nonzero residual error E R R ( N ) if we truncate the calculation in iteration N . Secondly, we found that the position of the aberrator relative to the transducer was very critical. Finally, the acoustic properties of the aberrators, which were made of gelatine, slightly change as time progresses. In view of the relatively small differences between Tables I1 and  111 and the large impact of the aberrators on the beam cross sections (compare, for instance, the location and magnitude of the peaks and dips of Figs. 8 and lo), we can safely state that the measurements confirm the simulations with the CGR method.
V. CONCLUSION
The experimental verification showed that the simulations of the Conjugate Gradient Rayleigh method accurately predict the beam distortion due to an aberrating interface between two media. Furthermore, it has been shown that 3-and 2.5-D simulations are more accurate than 2-D simulations in the regions beside the main lobe. This is caused by the fact that 2-D simulations omit the edge waves caused by the finite height of the elements.
APPENDIX: CONJUGATE GRADIENT RAYLEIGH METHOD [5]
In the following, it is shown how the plane-wave components 4p) and $$") of the reflected and transmitted velocity potentials can be constructed such that the error in the approximation of the boundary conditions is reduced in an iterative way.
The integrated squared error ERR(") in the boundary conditions after n steps of iteration is defined as In going from the (n--1)st step to the nth, we take where q(") is a variational parameter to minimize ERR("), and g::) = g : : )
( k , , ky) are the search directions.
Combining the results of (l), (2), (14), and (15), it can be shown that 
For the search directions, we can take the conjugate gradient directions [ 141 and where
The variational parameter q(n) resulting from the choice for the conjugate gradient directions is given by O(n) = A(") / B ( n ) , (24) with It can be proven [5] that the error satisfies
ERR(") ERR("-') -IA(n)(2/B(n), (26)
As a result, we have a decrease of the error if A(n) # 0. From (23), we can see that this is the case if s2-l) # 0. However, if s$-l) vanishes, we have arrived at the exact solution in the iteration n -1.
