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Abstract
The K-user single-input single-output (SISO) AWGN interference channel and 2×K SISO AWGN X channel are considered
where the transmitters have the delayed channel state information (CSI) through noiseless feedback links. Multi-phase transmis-
sion schemes are proposed for both channels which possess novel ingredients, namely, multi-phase partial interference nulling,
distributed interference management via user scheduling, and distributed higher-order symbol generation. The achieved degrees
of freedom (DoF) values are greater than the best previously known DoFs for both channels with delayed CSI at transmitters.
I. INTRODUCTION
The impact of feedback on the performance of a communication system has been extensively investigated from different
perspectives. Although a negative result was first established by Shannon [1] indicating that feedback does not increase the
capacity of a memoryless point-to-point channel, there are various results affirming the significant effect of feedback on other
performance criteria such as complexity and error probability of this channel.
In multi-terminal networks, however, it has been shown that feedback can enlarge the capacity region. The capacity region
enlargements for multiple access and broadcast channels with access to noiseless output feedback are reported for additive
white Gaussian noise (AWGN) cases in [2], [3] and for discrete cases in [4], [5]. The capacity region enlargements in the
AWGN multiple access and broadcast channels are “additive” which are bounded with increase of signal-to-noise ratio (SNR).
The capacity region of a two-user AWGN interference channel under the assumption that each transmitter has access to
a noiseless feedback link from its respective receiver is addressed in [6], [7]. It was shown that such feedback links can
provide “multiplicative” gain in the capacity region of AWGN interference channels, i.e., the gap between the feedback and
non-feedback capacity regions can be arbitrarily enlarged as SNR increases.
An important performance measure for a power constrained communication channel is its degrees of freedom (DoF) which
determines behavior of the sum-capacity in high SNR regime. While it is a common assumption that receiver(s) know the
channel state information (CSI) perfectly and instantaneously, the CSI knowledge of transmitter(s) (CSIT) is usually subject
to some limitations. At one extreme, it is assumed that the transmitter(s) know the CSI instantaneously and perfectly (full
CSIT assumption). Under this condition, the capacity region (and hence, the DoF region) of the multiple-input multiple-output
(MIMO) broadcast channel was characterized in [8]. The DoF of the K-user single-input single-output (SISO) interference
channel was shown to be K2 with full CSIT [9]. It was shown in [10] that the M ×K SISO X channel with full CSIT has
MK
M+K−1 DoF. Also, in [11], it was proved that output feedback does not provide any DoF benefit in the interference and X
channels under the full CSIT assumption. At the other extreme, the transmitter(s) are assumed to have no knowledge about CSI
(no CSIT assumption). In this case, the K-user multiple-input single-output (MISO) broadcast channel was studied in [12].
Other works include [13] which characterizes the DoF regions of K-user MIMO broadcast, interference and X channels and
[14]–[16] which investigate the DoF region of two-user MIMO broadcast and interference channels with no CSIT. Specifically,
by developing some upper and lower bounds, it was shown in [13] that the MISO broadcast, SISO interference and SISO X
channel under isotropic i.i.d. fading can achieve no more than one DoF.
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2The access of transmitter(s) to the full instantaneous CSI is an ideal assumption. While this assumption can be realized when
the channel is subject to slow fading, it is not practically viable when channel variations are fast. In this situation, it is curious
whether any type of feedback can improve the DoF performance of the channel. Recently, Maddah-Ali et al. in [17] considered
the MISO broadcast channel in fast fading environment where the transmitter obtains the past CSI through noiseless feedback
(delayed CSIT). Surprisingly, they showed that even in an i.i.d. fading setup, the delayed version of CSIT significantly improves
the channel DoF. In particular, it was shown that the K-user MISO broadcast channel with M ≥ K antennas at transmitter has
K
1+ 12+···+ 1K
DoF under delayed CSIT assumption. Subsequently, the DoF region of the two-user MIMO broadcast channel with
delayed CSIT was obtained in [18]. Abdoli et al. in [19] investigated the DoF of the symmetric three-user MIMO broadcast
channel under delayed CSIT assumption. Achievable DoF regions for the two-user MIMO interference channel with delayed
CSIT were obtained in [20], [21], and furthermore, by obtaining matching outer bounds, [20] characterized the exact DoF
region. Maleki et al. in [22] were the first to show that SISO channels with distributed transmitters can achieve more than one
DoF under delayed CSIT assumption. In particular, they showed that the 2× 2 SISO X and 3-user SISO interference channel
with delayed CSIT can achieve 87 and
9
8 DoF, respectively. Soon thereafter, Ghasemi et al. in [23] achieved greater DoF of
6
5
for the 2 × 2 X channel. They also proposed an immediate generalization of their transmission scheme to the K ×K case,
K ≥ 2, and achieved 43 − 23(3K−1) DoF with delayed CSIT. The DoF of the 2× 2 MIMO X channel with delayed CSIT was
investigated for the symmetric case in [24].
In this paper, whose results were partially reported in [25], we first investigate the problem of transmission over K-user
SISO interference channel with delayed CSIT and K ≥ 3. By proposing novel transmission schemes, we obtain achievable
DoF results for this channel which are greater than the best previously known DoFs. Specifically, for the 3-user case, we
show that 3631 DoF is achievable which is greater than the previously reported
9
8 DoF in [22]. For the K-user case, K > 3,
we propose a multi-phase transmission scheme that achieves DoF values which are strictly greater than 3631 and approach the
limiting value of 46 ln 2−1 ≈ 1.2663 as K →∞.
Next, we consider the 2 ×K SISO X channel with delayed CSIT and K ≥ 2. Although we achieve the same 65 DoF for
the 2× 2 X channel as in [23], by proposing a multi-phase transmission scheme, we obtain achievable DoF values which are
strictly greater than those obtained in [23] for the K ×K X channel with delayed CSIT and K ≥ 3. Our achievable DoFs
for the 2 ×K X channel approach the limiting value of 1ln 2 ≈ 1.4427 as K → ∞. We note that any achievable DoF in the
2×K X channel is also achievable in the K ×K X channel.
We do not make any optimality claim on our achievable DoFs and the problem of DoF characterization of both channels
with delayed CSIT remains open. However, if the channel coefficients are i.i.d. over users and time, we conjecture that the
DoF of both the K-user interference channel and M ×K X channel with delayed CSIT is bounded above by a constant, i.e.,
it does not scale with number of users. In Section IV-D, we will provide some insights on this conjecture.
The rest of the paper is organized as follows: the system model is described in Section II. In Section III, we summarize
the related works by highlighting their main ideas and contributions. Section IV presents our main contributions and results.
In Sections V and VI, our transmission schemes for SISO interference and X channels with delayed CSIT are elaborated on,
respectively, and their achievable DoFs are obtained. Finally, Section VII concludes the paper.
II. SYSTEM MODEL
For any integer K ≥ 2, the discrete-time K-user SISO AWGN interference channel (IC) with private messages is defined
by a set of K transmitter-receiver pairs (TXi,RXi), 1 ≤ i ≤ K, where TXi wishes to communicate a message W [i] ∈ W [i] to
RXi. Moreover, the input-output relationship of this channel in time slot t, t = 1, 2, · · · , is specified by
yj(t) =
K∑
i=1
hji(t)xi(t) + zj(t), 1 ≤ j ≤ K, (1)
where xi(t) ∈ C is the complex channel input symbol transmitted by TXi, yj(t) ∈ C and zj(t) ∼ CN (0, 1) are the complex
received symbol and additive complex Gaussian noise at the input of RXj , respectively, and hji(t) ∈ C is the complex channel
coefficient from TXi to RXj . The channel input is subject to the average power constraint
1
τ
τ∑
t=1
E[|xi(t)|2] ≤ P, (2)
3where τ is the block length. The channel coefficients are assumed to be i.i.d. across the transmitters and receivers and to be
drawn according to a continuous distribution, and the noise is assumed to be i.i.d. across receivers as well as time.
We further assume that the channel is subject to fast fading, i.e., the channel coefficients are i.i.d. across time. Define the
K×K channel matrix H(t) , [hji(t)]1≤i,j≤K . We make the following assumptions on knowledge of transmitters and receivers
about the CSI:
• At the beginning of time slot t, t ≥ 2, all transmitters perfectly know {H(t′)}t−1t′=1 via feedback links.
• By the end of transmission block, i.e., t = τ , all receivers perfectly know {H(t′)}τt′=1.
We investigate this channel under the above set of two assumptions which is referred to as delayed CSIT assumption. Let
R , (R1, R2, · · · , RK) ∈ (R+)K be a K-tuple of rates corresponding to the transmitter-receiver pairs (TX1,RX1), (TX2,RX2),
· · · , (TXK ,RXK). A (2τR, τ) code of block length τ and rate R with delayed CSIT consists of K sets of encoding functions
{ϕ[i]t,τ}1≤t≤τ , 1 ≤ i ≤ K,
ϕ
[i]
t,τ :W [i] × CK×K×(t−1) → C,
xi(t) = ϕ
[i]
t,τ (W
[i], {H(t′)}t−1t′=1), 1 ≤ t ≤ τ,
(3)
satisfying the power constraint of (2), together with K decoding functions ψ[i]τ , 1 ≤ i ≤ K,
ψ[i]τ : Cτ × CK×K×τ →W [i],
Wˆ [i]τ = ψ
[i]
τ ({yi(t),H(t)}τt=1).
(4)
All encoding and decoding functions are revealed to all transmitters and receivers before the transmission begins. Defining the
average probability of error at RXi, 1 ≤ i ≤ K, for this code as
P [i]e,τ , P
(
Wˆ [i]τ 6= W [i]
)
=
1
2τRi
2τRi∑
w=1
P
(
Wˆ [i]τ 6= W [i]|W [i] = w
)
,
the average probability of error of this code is given by
Pe,τ , max
1≤i≤K
P [i]e,τ . (5)
For a given power constraint P , a rate tuple R(P ) is said to be achievable if there exists a sequence
{
(2τR(P ), τ)
}∞
τ=1
of
codes, for which limτ→∞ Pe,τ = 0. The closure of the set of all achievable rate tuples R(P ) is called the capacity region of
this channel with delayed CSIT and power constraint P and is denoted by C(P ).
We consider this channel with P →∞, and define an achievable sum degrees of freedom (simply called achievable degrees
of freedom, or achievable DoF) as follows: DoFIC1 (K) is called an achievable DoF if and only if there exists an achievable
rate tuple R(P ) such that
K∑
i=1
Ri(P ) = DoF
IC
1 (K)× log2 P + o(log2 P ). (6)
The supremum of all achievable DoFs is called the DoF of this channel with delayed CSIT, and is denoted by DoFIC1 (K).
We indeed consider a more general transmission setup as follows. Fix an integer m, 1 ≤ m ≤ K. Define Sm as a subset
of cardinality m of {1, 2, · · · ,K}. Obviously, SK = {1, 2, · · · ,K}. For any subset Sm ⊂ SK and any i ∈ Sm, TXi wishes
to communicate a common message W [i|Sm] ∈ W [i|Sm] of rate R[i|Sm] to all receivers RXj , j ∈ Sm. We call W [i|Sm] an
order-m message. The case m = 1 represents the interference channel with private messages as described earlier. The codes,
probabilities of error, achievable rates, capacity region, and degrees of freedom are similarly defined as before, now for a
K
(
K
m−1
)
-tuple of rates. For any 1 ≤ m ≤ K, the DoF (resp. achievable DoF) of transmission of order-m messages over the
SISO IC with delayed CSIT is denoted by DoFICm(K) (resp. DoF
IC
m(K)).
For any integers M,K ≥ 2, the discrete-time M ×K SISO AWGN X channel is defined by a set of M transmitters TXi,
1 ≤ i ≤M , and K receivers RXj , 1 ≤ j ≤ K, with the input-output relationship
yj(t) =
M∑
i=1
hji(t)xi(t) + zj(t), 1 ≤ j ≤ K, (7)
4where the parameters are defined as in (1). The channel input is similarly subject to the average power constraint of (2). The
delayed CSIT assumption is defined exactly as in the IC case. Fix an integer m, 1 ≤ m ≤ K. For any subset Sm ⊂ SK and
any i ∈ SM , TXi wishes to communicate a common message W [i|Sm] ∈ W [i|Sm] of rate R[i|Sm] to all receivers RXj , j ∈ Sm.
The case m = 1 corresponds to the X channel with private messages.
The achievable rates, capacity region, and degrees of freedom are similarly defined, now for an M
(
K
m
)
-tuple of rates. The
DoF (resp. achievable DoF) of this channel under delayed CSIT assumption is denoted by DoFXm(M,K) (resp. DoF
X
m(M,K))
for 1 ≤ m ≤ K.
III. PRIOR ART
In order to achieve DoF gains in the K-user MISO broadcast channel with delayed CSIT, Maddah-ali et al. in [17] proposed
a multi-phase transmission scheme. The scheme starts with transmission of information symbols (a.k.a. order-1 symbols) in
phase 1 and continues phase by phase up to phase K. They defined an order-m symbol as a piece of information available at
the transmitter which is desired to be decoded by m out of the K receivers. The transmission in each phase is designed based
on the following key ideas:
(i) Centralized Partial Interference Management via Receiver Scheduling: During phase m, 1 ≤ m ≤ K, the transmitter
transmits order-m symbols on “m receivers per time slot” basis. This implies that each received piece of information at
each receiver is either purely desired (interference-free) or purely undesired (interference).
(ii) Centralized Retrospective Interference Alignment (IA) via Retransmission: At the end of phase m, 1 ≤ m ≤ K − 1,
since the transmitter has access to both past CSI and transmitted order-m symbols, it perfectly knows the whole past
interference terms at each receiver. On the other hand, each interference term at a (non-scheduled) receiver is a useful
piece of information for m specific scheduled receivers about their desired order-m symbols. Therefore, retransmission
of each of such interference terms not only aligns the past interference at one receiver, but also provides another m
receivers with a desired piece of information.
(iii) Centralized Higher-Order Symbol Generation: In conjunction with observation (ii), the set of all past interference terms
can be partitioned into groups of m + 1 interference terms (each available at one receiver) such that all quantities in a
group are either known or desired by each of the m+1 receivers in that group. Therefore, delivering a linear combination
of them to the corresponding m + 1 receivers yields the retrospective IA according to observation (ii). Such linear
combinations are considered as order-(m+ 1) symbols to be transmitted during phase m+ 1.
Using the above ideas, the transmission is done phase by phase up to phase K, wherein order-K symbols are delivered to
all receivers. Moreover, by providing a matching upper bound, the authors in [17] proved DoF optimality of their multi-phase
scheme.
Unlike the MISO broadcast channel, in SISO networks with distributed transmitters such as interference and X channels,
there is a fundamental constraint: each transmitter has access only to its own information symbols. In the context of delayed
CSIT, this constraint turns into a major bottleneck in using knowledge of the past CSI at transmitters. More specifically,
• in both interference and X channels, in contrast to observation (ii) above, a transmitter in spite of having access to the
whole past CSI, cannot obtain the whole past interference at a receiver when the interference is due to more than one
interferer.
• in the interference channel, in contrast to observation (i), the “one receiver per time slot” scheduling during phase 1
immediately prevents the transmitters from achieving more than one DoF, since only one single-antenna transmitter has
symbols to transmit for a scheduled receiver.
Nevertheless, the possibility of some level of retrospective interference alignment for the 3-user IC and 2× 2 X channel with
delayed CSIT was first demonstrated in [22] by achieving more than 1 DoF for both channels. In [22], it was proposed to
partially alleviate the aforementioned bottlenecks based on an idea which we call Partial Interference Nulling (PIN)1:
• PIN via Redundancy Transmission: In both 3-user IC and 2 × 2 X channel, if all transmitters simultaneously transmit
information symbols to all receivers, then each receiver in each time slot will experience interference from two interferers.
1It is notable that in [22], the authors present a different analysis for their proposed transmission schemes. However, the partial interference nulling approach
presented here provides a unified framework to compare the ideas proposed in [22], [23] with those proposed in this paper.
5Therefore, if each transmitter transmits some redundancy together with the information symbols, each unintended receiver
will be able to null out the interference from one of the interferers by performing a linear processing on its received linear
combinations and obtain new linear combinations, each of which contains interference only due to one interferer. Now,
by having access to the past CSI, each of these remaining pieces of interference can be reconstructed by its corresponding
interferer.
Remark 1: The “redundancy” in our interpretation is redundancy per scheduled information flow. For instance, in the 2× 2
X channel, if each transmitter transmits 3 linear combinations of 4 information symbols for both receivers, i.e., 2 symbols per
receiver, during 3 time slots, it is a redundancy transmission. Indeed, for each transmitter-receiver pair, 3 linear combinations
of 2 symbols have been transmitted.
Using the above idea, they proposed two-phase schemes which employ PIN during phase 1. Then, during phase 2, the
retrospective IA is achieved in a distributed manner as follows.
• Distributed Retrospective IA in the 2× 2 X Channel: Each transmitter retransmits its past interference term remaining at
each receiver, and hence, aligns the interference at the unintended receiver while providing a desired piece of information
to the intended receiver.
• Distributed Retrospective IA in the 3-user IC: Each transmitter transmits a specific linear combination of its past interference
terms remaining at its both unintended receivers. The transmitted linear combination is such that it aligns the remaining
past interference at both unintended receivers while providing a desired piece of information to the intended receiver.
Subsequently, Ghasemi et al. in [23] proposed a two-phase transmission scheme for the K × K X channel which in the
case of K = 2 achieves a higher DoF than that of [22]. Their scheme is based on the following ideas.
• Distributed Partial Interference Management via User Scheduling in Phase 1: Since each transmitter has an information
symbol for each receiver, the users are scheduled on “all transmitters/one receiver per time slot” basis during phase 1. In
this way, one receiver (the scheduled receiver) in each time slot receives interference-free information. For K = 2, this
is in contrast to “all transmitters/all receivers per time slot” scheduling in [22].
• PIN in Phase 1: A redundancy transmission is designed in conjunction with the mentioned user scheduling. As a result,
each receiver during its non-scheduled time slots performs PIN and obtains a piece of interference, which is desired by
the scheduled receiver and also can be regenerated by one of the transmitters using delayed CSIT.
• Distributed Retrospective IA in Phase 2: Each of the mentioned past interference terms is retransmitted for its intended
receiver by its corresponding transmitter, and thus, the retrospective IA is attained.
IV. MAIN CONTRIBUTIONS AND RESULTS
A. Main Contributions
In the following, we highlight the key ideas which constitute the main contributions of this paper and are the main building
blocks of our K-phase transmission schemes for both the K-user IC and 2×K X channel.
(a) Multi-phase PIN and Retrospective IA: In the context of delayed CSIT, any PIN approach, which is realized using
redundancy transmission, involves an inherent trade-off: On the one hand, transmission of any amount of redundancy
is equivalent to DoF loss. On the other hand, an appropriate redundancy can help the receivers to partially null the received
interference and achieve a more effective retrospective IA, which results in DoF gain.
Recognizing the mentioned trade-off, we propose to gradually transmit the redundancy over several phases, namely K− 1
phases. The amount of transmitted redundancy in each phase is designed such that each receiver is enabled to null out the
received interference from one interferer, if any. The remaining piece(s) of interference are then retransmitted one by one
by their corresponding interferers to achieve retrospective IA. Let us compare this idea with the prior art.
• Comparison with [17]: No PIN is done in [17].
• Comparison with [22]: For the case of 3-user IC, our approach is in contrast to the single-phase PIN approach of
[22], wherein the entire PIN is accomplished during phase 1. Indeed, they achieve the retrospective IA over a single
phase (phase 2) at the expense of more redundancy transmitted in phase 1. In contrast, we propose a 3-phase scheme
which distributes the amount of redundancy over phases 1 and 2, and achieves the retrospective IA over phases 2 and
3. This approach yields a better trade-off and achieves a greater DoF than that of [22].
6• Comparison with [23]: For the case of 2×K X channel with K > 2, our approach is in contrast to single-phase PIN
approach of [23], wherein the entire PIN is accomplished during phase 1.
(b) Distributed Partial Interference Management via User Scheduling: Except for phase 1 of our scheme for the K-user
interference channel, in all phases up to phase K − 1 of our schemes for both channels, we perform distributed partial
interference management by scheduling specific transmitters/receivers per time slot as follows. For both channels, during
phase m (m ≥ 2 for the IC), the transmitters and receivers are respectively scheduled on “one pair of transmitters per time
slot” and “one m-tuple of receivers per time slot” bases. This scheduling ensures interference-free reception of information
at the m scheduled receivers. The following compares our approach with the prior art.
• Comparison with [17]: The main novelty of our interference management approach is due to its transmitter scheduling.
In fact, in the broadcast channel, studied in [17], the single transmitter is always trivially scheduled.
• Comparison with [22]: Their schemes have no interference management via user scheduling.
• Comparison with [23]: During phase 1 of our scheme for the X channel, we perform a “two transmitters per time
slot” scheduling whereas [23] performs a “K transmitters per time slot” scheduling.
(c) Distributed Higher-Order Symbol Generation: We propose a distributed higher-order symbol generation which has the
following novelties compared with [17].
• In both the K-user IC and 2 × K X channel, we generate the higher order symbols in a distributed fashion rather
than centralized approach of [17]. More specifically, in partitioning the set of all remaining past interference terms for
generation of higher order symbols, we ensure that each generated higher order symbol is reconstructable by one of
the transmitters (cf. observation (iii) of Section III).
• In the K-user IC, the generation of order-2 symbols at the end of phase 1 of our scheme is totally different than that
of [17], since our receiver scheduling approach is different.
• In the K-user IC, our scheme involves generation and transmission of a new type of symbols, called order-(1,m)
symbols, which are not defined or dealt with in [17].
B. Main Results
The main results of this paper are formulated in the following two theorems, whose proofs are provided in Sections V
and VI.
Theorem 1: In the K-user SISO interference channel with delayed CSIT and K ≥ 2, DoFIC1 (K) degrees of freedom is
achievable almost surely, where DoFIC1 (K) is obtained by
DoFIC1 (K) =
[
1− K − 2
K(K − 1)2 −
K − 2
K − 1A2(K)
]−1
, (8)
and A2(K) is given by
A2(K) , − (K − 2)(K − 3)
4 [4(K − 2)2 − 1] +
K−3∑
`1=0
(K − `1 − 1)(3`21 + `1 − 1)
2(K − `1)(4`21 − 1)
K−2∏
`2=`1+1
`2
2`2 + 1
. (9)
Moreover, for 2 ≤ m ≤ K, DoFICm(K) degrees of freedom is achievable in transmission of order-m messages, where
DoFICm(K) =
1 + (K −m)(K −m− 1)
2m[4(K −m)2 − 1] −
K−m−1∑
`1=0
(K −m− `1+1)(3`21+`1 − 1)
2(K − `1)(4`21 − 1)
K−m∏
j=`1+1
`2
2`2 + 1
−1. (10)
Theorem 2: In the 2 ×K SISO X channel with delayed CSIT and K ≥ 2, DoFX1 (2,K) degrees of freedom is achievable
almost surely, where
DoFX1 (2,K) =
[
1−
K−2∑
`1=0
(K − 1− `1)(`1 + 1)
(K − `1)(2`1 + 1)
K−1∏
`2=`1+1
`2
2`2 + 1
]−1
. (11)
7More generally, for 2 ≤ m ≤ K, DoFXm(2,K) degrees of freedom is achievable in transmission of order-m messages, where
DoFXm(2,K) =
[
1−
K−m−1∑
`1=0
(K −m− `1)(`1 + 1)
(K − `1)(2`1 + 1)
K−m∏
`2=`1+1
`2
2`2 + 1
]−1
. (12)
Remark 2: Using scaled versions of the schemes proposed in Sections V and VI, NDoFIC1 (K) and NDoF
X
1 (2,K) are
achievable in the K-user MIMO IC and 2×K MIMO X channel, respectively, with N antennas available at each node and
with delayed CSIT, where DoFIC1 (K) and DoF
X
1 (2,K) are given by Eqs. (8) and (11), respectively.
C. Numerical Comparison
Our achievable DoFs for the K-user SISO IC and 2 × K SISO X channel with private messages and delayed CSIT are
plotted in Figs. 1 and 2 for 2 ≤ K ≤ 75, respectively. For the sake of comparison, the achievable DoF reported in [23] for
the K ×K SISO X channel with delayed CSIT is also plotted in Fig. 2. For K ≥ 3, our achievable DoF for the 2 ×K X
channel, i.e., DoFX1 (2,K) presented in Theorem 2, is strictly greater than
4
3 − 23(3K−1) DoF achieved in [23] for the K×K X
channel. It is proved in Appendix E that, as K →∞, the achievable DoFs approach limiting values of 46 ln 2−1 ≈ 1.2663 and
1
ln 2 ≈ 1.4427 for the IC and X channel, respectively. Tables I and II list our achievable DoFs for the K-user IC and 2 ×K
X channel with delayed CSIT and 2 ≤ K ≤ 5.
D. Conjecture on DoF Scaling
In the lack of tight upper bounds, no optimality argument can be made about our achievable DoFs. However, we conjecture
that, under the delayed CSIT assumption, the DoF of both the K-user IC and M ×K X channel in i.i.d. fading environment,
for any M,K ≥ 2, is bounded above by a constant, i.e., it does not scale with number of users. In what follows, we provide
some insights on this conjecture.
Transmission in any channel with delayed CSIT possesses a “transmit-retransmit” nature: Since the transmitters do not have
the current CSI, they inevitably transmit some information regardless of the current CSI. Then, using the knowledge of past
CSI, they access and retransmit (part of) the past interference. Now, we have the following observations in channels with
distributed transmitters.
• Since each transmitter is equipped with a single antenna, the number of independent pieces of information transmitted
over the channel per time slot is upper bounded by the number of active transmitters per time slot.
• During a “transmit” phase, the transmitters cannot exploit the knowledge of current CSI to do any instantaneous interference
alignment. Hence, the number of interference parts in the signal received by each receiver is proportional to the number
of active transmitters per time slot. Indeed, we conjecture that the former always falls within a constant gap below the
latter. This considers using PIN or any no-CSIT based interference mitigation technique.
• Since the transmitters are distributed, the number of past interference parts which need to be retransmitted is within a
constant gap of the number of the interference parts in each received signal at the receiver side.
Summarizing the above observations, the number of interference quantities per time slot of a “transmit” phase which need to
be subsequently retransmitted is conjectured to be within a constant gap below the number of transmitted independent symbols
per time slot of that phase. Denoting the latter number with D(K) and the constant gap with λ, we have the upper bound
DoF(K) ≤ D(K)
1 + D(K)−λDoF(K)
, (13)
for the DoF, where we have used the fact that DoF of delivering the past interference parts to their corresponding subsets of
receivers does not exceed the channel DoF. Then, (13) immediately yields DoF(K) ≤ λ.
Finally, it is worth mentioning that the only known upper bounds in the literature on the DoF of channels with delayed
CSIT are due to [17] for the K-user MISO broadcast channel, and [20] for the two-user MIMO interference channel. While
those upper bounds proved to be tight for their corresponding channels, their extension to the channels considered in this
paper does not seem to be possible. Indeed, the idea in [17] is to enhance the MISO broadcast channel to a MIMO physically
degraded broadcast channel and use the fact that feedback does not increase the capacity of a physically degraded broadcast
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Fig. 1. Our achievable DoF for the K-user SISO interference channel with delayed CSIT and 3 ≤ K ≤ 75.
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Fig. 2. Our achievable DoF for the SISO X channel with delayed CSIT and 2 ≤ K ≤ 75.
channel according to [26]. This result does not have a counterpart in the interference or X channels. Also, the fundamental
difference between the two-user MIMO interference channel of [20] and the K-user channels considered in this paper is that
in the two-user interference channel, the interference at each receiver is due to only one interferer. This is in contrast to
multi-interferer nature of the K-user IC and X channel.
V. PROOF OF THEOREM 1
In this section, we prove that DoFICm(K), 1 ≤ m ≤ K, stated in Theorem 1 can be achieved in the K-user SISO IC
with delayed CSIT. To this end, we first elaborate on our achievable scheme for the case of K = 3. We then propose our
transmission scheme for the general K-user setting.
9TABLE I
ACHIEVABLE DOFS FOR THE SISO INTERFERENCE CHANNEL WITH DELAYED CSIT
K 2 3 4 5
Our achievable DoF for the K-user IC 1 3631
45
38
1400
1171
TABLE II
ACHIEVABLE DOFS FOR THE SISO X CHANNEL WITH DELAYED CSIT
K 2 3 4 5
Our achievable DoF for the 2×K X channel 65 97 10579 15751163
Achievable DoF in [23] for the K ×K X channel 65 54 1411 97
Before proceeding with the transmission schemes, let us define some notations which will be widely used throughout the
paper. We use u[i|Sm;Sn] to denote a symbol which is
• available at TXi,
• available at RXj , for every j ∈ Sn,
• intended to be decoded at RXk, for every k ∈ Sm.
We refer to u[i|Sm;Sn] as an (Sm;Sn)-symbol available at TXi. The order of symbol u[i|Sm;Sn] is defined as the ordered pair
(m,n) containing the cardinalities of Sm and Sn, respectively. For instance, u[2|1,5;3] is a (1, 5; 3)-symbol of order (2, 1) which
is available at TX2 and RX3, and is intended to be decoded at both RX1 and RX5, where the set braces “{” and “}” have
been omitted to avoid cumbersome notations. For ease of notation, a symbol u[i|Sm;Sn] with Sn = {} is denoted by u[i|Sm]
and is called an Sm-symbol of order m.
A. The 3-user SISO Interference Channel
Consider the 3-user SISO IC with delayed CSI available at the transmitters as depicted in Fig. 3. In order to achieve
DoFIC1 (3) =
36
31 , suggested by (8), transmission is accomplished in three distinct phases. The fresh information symbols are
fed to the channel in the first phase. During the remaining phases, extra linear combinations are delivered to the receivers in
such a way that the interference is properly aligned at each receiver. At the end of transmission scheme, the receivers are left
with the desired number of equations in terms of their respective information symbols.
Enc. 3 Dec. 3
Enc. 2 Dec. 2
Enc. 1 Dec. 1
Fig. 3. The 3-user SISO interference channel with delayed CSIT.
10
It is important to point out that we will use several random coefficients during the transmission scheme to construct and
transmit different channel input symbols. These coefficients are randomly generated and revealed to all transmitters and receivers
before the beginning of communication. The transmission phases are described in detail as follows.
• Phase 1 (3-user IC):
This phase takes 5 time slots, during which each transmitter feeds 4 fresh information symbols to the channel. Since in the
interference channel there exists no u[i|j] for j 6= i, we simply use u[i] instead of u[i|i].
Redundancy Transmission: Let u[i] , [u[i]1 , u
[i]
2 , u
[i]
3 , u
[i]
4 ]
T denote the vector containing the information symbols of TXi,
1 ≤ i ≤ 3. In each time slot, each transmitter transmits a random linear combination of its 4 information symbols. Let
c[i](t) ,
[
c
[i]
1 (t), c
[i]
2 (t), c
[i]
3 (t), c
[i]
4 (t)
]T
, 1 ≤ t ≤ 5,
denote the vector containing the random coefficients of the linear combination transmitted by TXi, 1 ≤ i ≤ 3, over time slot
t, i.e., xi(t) =
(
c[i](t)
)T
u[i]. Ignoring the noise terms at receivers, the received signal at RXj in time slot t is equal to
yj(t) = hj1(t)x1(t) + hj2(t)x2(t) + hj3(t)x3(t)
= hj1(t)
(
c[1](t)
)T
u[1] + hj2(t)
(
c[2](t)
)T
u[2] + hj3(t)
(
c[3](t)
)T
u[3], 1 ≤ j ≤ 3. (14)
Therefore, by the end of phase 1, RXj obtains the system of linear equations
yj = Dj1C
[1]u[1] + Dj2C
[2]u[2] + Dj3C
[3]u[3], (15)
in terms of all transmitted information symbols, where yj is the vector of received symbols at RXj during 5 time slots, Dji
is the 5 × 5 diagonal matrix containing hji(t), 1 ≤ t ≤ 5, on its main diagonal, and C[i] is a 5 × 4 matrix containing the
random coefficients employed by TXi during these 5 time slots,
C[i] ,
[
c[i](1)|c[i](2)| · · · |c[i](5)
]T
, 1 ≤ i ≤ 3. (16)
PIN: Since the elements of C[i] and the elements of the diagonal of Dji are i.i.d., both matrices are full rank almost
surely. Thereby, since C[i] and Dji are independent of each other, their product is also full rank, i.e., rank(Qji) = 4, where
Qji , DjiC[i], 1 ≤ i, j ≤ 3. Since Qji is a full rank 5× 4 matrix, its left null space is one dimensional almost surely. As a
result, for each (i, j), 1 ≤ i, j ≤ 3, there exists a nonzero vector ωji = [ωji1, ωji2, ωji3, ωji4, ωji5]T such that
QTjiωji = 04×1, 1 ≤ i, j ≤ 3. (17)
Note that by the end of phase 1, all transmitters and receivers have access to Qji, and thus, to ωji, 1 ≤ i, j ≤ 3. Hence,
using Eqs. (15) and (17), RX1 can null out u[3] from its received signal and obtain
yT1 ω13 = (u
[1])TQT11ω13 + (u
[2])TQT12ω13 + (u
[3])T
0︷ ︸︸ ︷
QT13ω13
= (u[1])TQT11ω13 + (u
[2])TQT12ω13, (18)
and null out u[2] to obtain
yT1 ω12 = (u
[1])TQT11ω12 + (u
[2])T
0︷ ︸︸ ︷
QT12ω12 +(u
[3])TQT13ω12
= (u[1])TQT11ω12 + (u
[3])TQT13ω12. (19)
Similarly, RX2 can obtain
yT2 ω21 = (u
[2])TQT22ω21 + (u
[3])TQT23ω21, (20)
yT2 ω23 = (u
[2])TQT22ω23 + (u
[1])TQT21ω23, (21)
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and RX3 can obtain
yT3 ω31 = (u
[3])TQT33ω31 + (u
[2])TQT32ω31, (22)
yT3 ω32 = (u
[3])TQT33ω32 + (u
[1])TQT31ω32. (23)
Order-2 Symbol Generation: If we deliver (u[1])TQT21ω23, (u
[2])TQT12ω13, (u
[1])TQT31ω32, and (u
[3])TQT13ω12 to RX1, it
can obtain enough equations to resolve its four desired information symbols as follows.
• (u[1])TQT21ω23 and (u
[1])TQT31ω32 are two desired equations in terms of the 4× 1 information vector u[1].
• (u[2])TQT12ω13 can be subtracted from y
T
1 ω13 to yield (u
[1])TQT11ω13, a desired equation in terms of u
[1].
• (u[3])TQT13ω12 can be subtracted from y
T
1 ω12 to yield (u
[1])TQT11ω12, a desired equation in terms of u
[1].
Therefore, RX1 will have a system of four linear equations in terms of 4× 1 information vector u[1], namely, (u[1])TQT21ω23,
(u[1])TQT31ω32, (u
[1])TQT11ω13, and (u
[1])TQT11ω12. It is shown in Appendix A that these equations are linearly independent
almost surely, and thus, RX1 can solve them to obtain u[1]. By a similar argument, having (u[1])TQT21ω23, (u
[2])TQT12ω13,
(u[2])TQT32ω31, and (u
[3])TQT23ω21, RX2 can obtain four linearly independent equations in terms of u
[2], and so, it can solve
them for u[2]. Also, after providing RX3 with (u[1])TQT31ω32, (u
[3])TQT13ω12, (u
[2])TQT32ω31, and (u
[3])TQT23ω21, it can
obtain enough equations to solve for u[3].
In summary, our goal in phase 2 boils down to delivering (u[1])TQT21ω23 and (u
[2])TQT12ω13 to both RX1 and RX2,
delivering (u[1])TQT31ω32 and (u
[3])TQT13ω12 to both RX1 and RX3, and delivering (u
[2])TQT32ω31 and (u
[3])TQT23ω21 to
both RX2 and RX3. Therefore, the following order-2 symbols can be defined.
u[1|1,2] , (u[1])TQT21ω23, u[1|1,3] , (u[1])TQT31ω32, (24)
u[2|1,2] , (u[2])TQT12ω13, u[2|2,3] , (u[2])TQT32ω31, (25)
u[3|1,3] , (u[3])TQT13ω12, u[3|2,3] , (u[3])TQT23ω21. (26)
• Phase 2 (3-user IC):
This phase takes 12 time slots to transmit 18 order-2 symbols generated in phase 1. Since we generated only 6 order-2
symbols in phase 1, we simply repeat phase 1 three times to obtain 18 order-2 symbols required in phase 2. This takes
3 × 5 = 15 time slots, and hence, phase 2 begins at time slot t = 16. Consequently, at the beginning of phase 2, for any
{i, j} ⊂ {1, 2, 3}, there are three order-2 symbols u[i|i,j]1 , u[i|i,j]2 , and u[i|i,j]3 at TXi and three order-2 symbols u[j|i,j]1 , u[j|i,j]2 ,
and u[j|i,j]3 at TXj . The transmission in phase 2 is then carried out as follows.
Redundancy Transmission: In the first time slot of phase 2, TX1 transmits a random linear combination of u
[1|1,2]
1 and u
[1|1,2]
2
while TX2 transmits u
[2|1,2]
1 . In the second time slot, TX1 transmits another random linear combination of u
[1|1,2]
1 and u
[1|1,2]
2
while TX2 repeats u
[2|1,2]
1 . TX3 is silent during these two time slots. Hence, each receiver obtains two linearly independent
equations in terms of three (1, 2)-symbols u[1|1,2]1 , u
[1|1,2]
2 , and u
[2|1,2]
1 . As such, each of RX1 and RX2 requires an extra
equation to resolve these three order-2 symbols.
PIN: Consider the linear combinations received at RX3 during these two time slots, i.e., t = 16, 17,
y3(t) = h31(t)x1(t) + h32(t)x2(t)
= h31(t)
(
c[1|1,2](t)
)T
u[1|1,2] + h32(t)u
[2|1,2]
1 , (27)
where u[1|1,2] , [u[1|1,2]1 , u
[1|1,2]
2 ]
T , and
c[1|1,2](t) ,
[
c
[1|1,2]
1 (t), c
[1|1,2]
2 (t)
]T
(28)
is the vector of random coefficients employed by TX1 in time slot t. Now, RX3 can null out u
[2|1,2]
1 and form
1
h32(16)
y3(16)− 1
h32(17)
y3(17) =
[
h31(16)
h32(16)
(
c[1|1,2](16)
)T
− h31(17)
h32(17)
(
c[1|1,2](17)
)T]
u[1|1,2],
which is an equation solely in terms of the elements of u[1|1,2]. This is the side information that RX3 has about the order-2
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symbols of RX1 and RX2, and can provide the extra equation required by both RX1 and RX2 to resolve their order-2 symbols.
Based on our terminology, this quantity is denoted by u[1|1,2;3].
The next two time slots are dedicated to the transmission of another three order-2 (1, 2)-symbols. Now, the roles of TX1
and TX2 are exchanged. Specifically, during time slots t = 18, 19, TX2 transmits two random linear combinations of u
[2|1,2]
2
and u[2|1,2]3 while TX1 repeats the same symbol u
[1|1,2]
3 . The side information u
[2|1,2;3] is similarly formed at RX3 by the end
of these two time slots.
Up to this point, we have transmitted 6 order-2 (1, 2)-symbols in 4 time slots, and generated two pieces of side information
at RX3. Analogously, for each of receiver pairs {1, 3} and {2, 3}, the above procedure can be repeated using their respective
transmitters. Therefore, by spending another 2× 4 = 8 time slots, we will transmit 2× 6 = 12 order-2 symbols and generate
the side information u[2|2,3;1] and u[3|2,3;1] at RX1, and u[1|1,3;2] and u[3|1,3;2] at RX2. Therefore, our goal is reduced to
(a) delivering u[1|1,2;3] and u[2|1,2;3] to both RX1 and RX2,
(b) delivering u[1|1,3;2] and u[3|1,3;2] to both RX1 and RX3,
(c) delivering u[2|2,3;1] and u[3|2,3;1] to both RX2 and RX3.
Order-3 Symbol Generation: Consider a random linear combination α1u[1|1,2;3] + α2u[1|1,3;2]. If we deliver this quantity to
all three receivers, then
• RX1 obtains a linear equation in terms of its own desired symbols,
• since RX2 has u[1|1,3;2], it can cancel u[1|1,3;2] to obtain u[1|1,2;3],
• since RX3 has u[1|1,2;3], it can cancel u[1|1,2;3] to obtain u[1|1,3;2].
Therefore, α1u[1|1,2;3] +α2u[1|1,3;2] is desired by all three receivers. By similar arguments, one can conclude that β1u[2|2,1;3] +
β2u
[2|2,3;1] and γ1u[3|1,3;2] + γ2u[3|2,3;1] are desired by all three receivers, where β1, β2, γ1, and γ2 are random coefficients.
According to our terminology, we define the following order-3 symbols.
u[1|1,2,3] , α1u[1|1,2;3] + α2u[1|1,3;2], (29)
u[2|1,2,3] , β1u[2|1,2;3] + β2u[2|2,3;1], (30)
u[3|1,2,3] , γ1u[3|1,3;2] + γ2u[3|2,3;1]. (31)
Order-(1, 2) Symbol Generation: Although delivering u[1|1,2,3], u[2|1,2,3], and u[3|1,2,3] to all three receivers will provide each
of them with useful information about its desired symbols as discussed above, it is not still sufficient to achieve the goals (a),
(b), and (c). To be more specific, recall that RX1 needs to obtain both symbols u[1|1,2;3] and u[1|1,3;2]. Thus, assuming u[1|1,2,3]
has been delivered to all three receivers, RX1 still needs an extra equation in terms of u[1|1,2;3] and u[1|1,3;2]. To obtain this
extra equation, we notice that by delivering u[1|1,2,3] to all three receivers, both RX2 and RX3 will have both symbols u[1|1,2;3]
and u[1|1,3;2]. Therefore, any random linear combination α′1u
[1|1,2;3] + α′2u
[1|1,3;2] can be considered as the extra equation
required at RX1 which is also available at RX2 and RX3. Therefore, we can define the following (1; 2, 3)-symbol at TX1.
u[1|1;2,3] , α′1u[1|1,2;3] + α′2u[1|1,3;2]. (32)
Using the same argument for RX2 and RX3, the (2; 1, 3)-symbol and (3; 1, 2)-symbol
u[2|2;1,3] , β′1u[2|1,2;3] + β′2u[2|2,3;1], (33)
u[3|3;1,2] , γ′1u[3|1,3;2] + γ′2u[3|2,3;1], (34)
can be defined, where β′1, β
′
2, γ
′
1, and γ
′
2 are random coefficients.
To summarize, one can achieve the goals (a), (b), and (c) if
I. u[1|1,2,3], u[2|1,2,3], and u[3|1,2,3] are delivered to all three receivers.
II. u[1|1;2,3], u[2|2;1,3], and u[3|3;1,2] are respectively delivered to RX1, RX2, and RX3.
The goals I and II will be accomplished in the next phase.
• Phase 3-I (3-user IC):
In this subphase, which takes three time slots, we fulfill the goal I as follows: Using time division in three consecutive time
slots, the three symbols u[1|1,2,3], u[2|1,2,3], and u[3|1,2,3] will be delivered to all three receivers.
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Fig. 4. Block diagram of the proposed multi-phase transmission scheme for the K-user IC, K ≥ 3.
• Phase 3-II (3-user IC):
In this subphase, the goal II is accomplished in one time slot by simultaneous transmission of u[1|1;2,3], u[2|2;1,3], and u[3|3;1,2]
by TX1, TX2, and TX3, respectively.
Finally, in order to compute the achieved DoF, we note that a total of 3× 12 = 36 fresh information symbols were fed to
the channel in phase 1. To deliver these information symbols to their intended receivers, we spent 3 × 5 = 15 time slots in
phase 1, 3× 4 = 12 time slots in phase 2, three time slots in subphase 3-I, and one time slot in subphase 3-II. Therefore, our
achieved DoF is equal to
DoFIC1 (3) =
36
15 + 12 + 3 + 1
=
36
31
. (35)
One finally notes that the proposed transmission scheme starting from the phase 2 was dedicated to transmission of order-2
messages to the receivers. Therefore, we have proved that DoFIC2 (3) =
18
12+3+1 =
9
8 is achievable in the 3-user IC with delayed
CSIT as suggested by (10). Also, DoFIC3 (3) = 1 was trivially achieved using time division in the phase 3-I.
B. The K-user SISO Interference Channel
In this section, we elaborate on our transmission scheme for the K-user SISO IC with delayed CSIT and K > 3. The
transmission scheme is a multi-phase scheme wherein the fresh information symbols are fed to the system in phase 1 towards
generating order-2 symbols. The remaining phases are responsible for generating higher order symbols and finally providing
each receiver with appropriate equations to resolve its own information symbols. Fig. 4 depicts a high-level block diagram for
the proposed multi-phase scheme.
• Phase 1 (K-user IC):
Redundancy Transmission: In this phase, each transmitter transmits (K − 1)2 + 1 random linear combinations of (K − 1)2
information symbols in (K − 1)2 + 1 time slots. Let u[i] , [u[i]1 , u[i]2 , · · · , u[i](K−1)2 ]T be the information vector of TXi. For
any 1 ≤ i ≤ K, define
C[i] ,
[
c[i](1)|c[i](2)| · · · |c[i]((K − 1)2 + 1)
]T
,
where c[i](t) is the (K − 1)2 × 1 vector of the random coefficients employed by TXi in time slot t, 1 ≤ t ≤ (K − 1)2 + 1.
Then, ignoring the noise, RXj receives the vector
yj = Dj1C
[1]u[1] + Dj2C
[2]u[2] + · · ·+ DjKC[K]u[K],
of (K − 1)2 + 1 channel output symbols, where Dji is a diagonal matrix of size [(K − 1)2 + 1]× [(K − 1)2 + 1] containing
the channel coefficients hji(t), 1 ≤ t ≤ (K − 1)2 + 1, on its main diagonal.
PIN: Since Dji and C[i] are full rank almost surely and independent of each other, their product is also full rank almost
surely. Hence, defining Qji , DjiC[i], 1 ≤ i, j ≤ K, Qji is a full rank matrix of size [(K − 1)2 + 1]× (K − 1)2, and so, its
left null space is one dimensional. Therefore, there exist nonzero vectors ωji = [ωji1, ωji2, · · · , ωji((K−1)2+1)]T such that
QTjiωji = 0(K−1)2×1, 1 ≤ i, j ≤ K. (36)
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Thus, for any 1 ≤ j ≤ K and any i ∈ SK\{j}, RXj can null out u[i] from its received vector and construct
yTj ωji =
∑
i′∈SK\{i}
(u[i
′])TQTji′ωji
= (u[j])TQTjjωji +
∑
i′∈SK\{i,j}
(u[i
′])TQTji′ωji. (37)
Order-2 Symbol Generation: We note that (u[i
′])TQTji′ωji, i
′ ∈ SK\{i, j}, is an equation solely in terms of u[i′], and thus,
is desired by RXi′ . It is easy to see that if we deliver all K − 2 quantities (u[i′])TQTji′ωji, i′ ∈ SK\{i, j}, to RXj , then RXj
can cancel their contributions from (37) to obtain (u[j])TQTjjωji, which is a desired equation for RXj . Therefore, one can
define K − 2 order-2 (i′, j)-symbols available at TXi′ by
u[i
′|i′,j] , (u[i′])TQTji′ωji, i′ ∈ SK\{i, j}. (38)
Since for a fixed j there are K − 1 choices of i ∈ SK\{j}, a total of (K − 1)(K − 2) order-2 symbols of the form u[i|i,j],
i ∈ SK\{j}, will be constructed for a fixed j. These symbols, if delivered, will provide RXj with K − 1 equations solely in
terms of u[j] while providing every RXi, i ∈ SK\{j}, with K − 2 equations in terms of u[i].
Since there are K choices for RXj , 1 ≤ j ≤ K, a total of K(K − 1)(K − 2) order-2 symbols u[i|i,j], i ∈ SK\{j}, are
generated by the end of phase 1. After delivering all these symbols to their intended pairs of receivers, every receiver will be
provided with K − 1 + (K − 1)(K − 2) = (K − 1)2 linear equations in terms of its own information symbols. Namely, RXj
will obtain the following (K − 1)2 linear equations in terms of u[j].
(u[j])TQTjjωji1 , i1 ∈ SK\{j}, (39)
(u[j])TQTi2jωi2i3 , i2, i3 ∈ SK\{j}, i2 6= i3. (40)
It is proved in Appendix A that these (K − 1)2 linear combinations are linearly independent almost surely, and thus, each
receiver can resolve all its (K − 1)2 information symbols.
Finally, it takes K(K−1)(K−2)
DoFIC2 (K)
time slots to deliver all the order-2 symbols generated in phase 1 to their intended pairs of
receivers. Hence, one can write
DoFIC1 (K) =
(K − 1)2K
(K − 1)2 + 1 + K(K−1)(K−2)
DoFIC2 (K)
. (41)
• Phase m-I, 2 ≤ m ≤ K − 1 (K-user IC):
This subphase takes a total of N IC-Im order-m symbols of the form u
[i|Sm], i ∈ Sm, and transmits them over the channel in
T ICm time slots. Then, a total of N
IC-I
m+1 order-(m+1) symbols of the form u
[i|Sm+1], i ∈ Sm+1, together with N IC-IIm+1 symbols of
the form u[i|i;Sm+1\{i}], i ∈ Sm+1, are generated such that if the generated symbols are delivered to their intended receiver(s),
then every subset Sm of cardinality m of receivers will be able to decode all the Sm-symbols transmitted in this subphase.
The parameters N IC-Im , T
IC
m , N
IC-I
m+1, and N
IC-II
m+1 are given by
N IC-Im = m[2(K −m) + 1]
(
K
m
)
, (42)
T ICm = m(K −m+ 1)
(
K
m
)
, (43)
N IC-Im+1 = (m
2 − 1)
(
K
m+ 1
)
, (44)
N IC-IIm+1 = (m+ 1)
(
K
m+ 1
)
. (45)
The details of transmission in this phase are as follows.
Redundancy Transmission: Fix Sm ⊂ SK and sort the elements of Sm in ascending cyclic order. Fix i1 ∈ Sm and let
i2 ∈ Sm be the element which comes immediately after i1 in that ordering. Consider vector
u[i1|Sm] ,
[
u
[i1|Sm]
1 , u
[i1|Sm]
2 , · · · , u[i1|Sm]K−m+1
]T
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of K −m+ 1 Sm-symbols available at TXi1 and vector
u[i2|Sm] ,
[
u
[i2|Sm]
1 , u
[i2|Sm]
2 , · · · , u[i2|Sm]K−m
]T
of K −m Sm-symbols available at TXi2 . During the first K −m + 1 time slots of this subphase, TXi1 and TXi2 transmit
K −m + 1 random linear combinations of elements of u[i1|Sm] and u[i2|Sm], respectively, while the rest of transmitters are
silent. Let c[i1|Sm](t) (resp. c[i2|Sm](t)) be the (K −m + 1) × 1 vector (resp. (K −m) × 1 vector) of random coefficients
employed by TXi1 (resp. TXi2 ) in time slot t, 1 ≤ t ≤ K −m+ 1. Then, ignoring the noise, by the end of these time slots,
RXj receives the vector of K −m+ 1 channel output symbols
yj = Dji1C
[i1|Sm]u[i1|Sm] + Dji2C
[i2|Sm]u[i2|Sm]
= Qji1u
[i1|Sm] + Qji2u
[i2|Sm], (46)
where C[i1|Sm] and C[i2|Sm] are defined as
C[i1|Sm] ,
[
c[i1|Sm](1)| · · · |c[i1|Sm](K −m+ 1)
]T
, (47)
C[i2|Sm] ,
[
c[i2|Sm](1)| · · · |c[i2|Sm](K −m+ 1)
]T
, (48)
Dji1 and Dji2 are diagonal matrices of size (K − m + 1) × (K − m + 1) containing the channel coefficients hji1(t) and
hji2(t), 1 ≤ t ≤ K −m+ 1, on their main diagonal, respectively, and Qji1 and Qji2 are defined as
Qji1 , Dji1C[i1|Sm], (49)
Qji2 , Dji2C[i2|Sm]. (50)
Therefore, each receiver RXj , j ∈ Sm, obtains K−m+1 desired linearly independent equations in terms of the 2(K−m)+1
transmitted Sm-symbols, and thus, needs K −m extra equations to resolve all the transmitted Sm-symbols.
PIN: It is easily verified that Qji2 is a full rank matrix of size (K −m+ 1)× (K −m) almost surely, and so, its left null
space is one dimensional. Specifically, there exist nonzero vectors ωj′i2 such that
QTj′i2ωj′i2 = 0, j
′ ∈ SK\Sm. (51)
Hence, each receiver RXj′ , j′ ∈ SK\Sm, can null out u[i2|Sm] from its received vector and construct
yTj′ωj′i2 = (u
[i1|Sm])TQTj′i1ωj′i2 , (52)
which is a linear combination in terms of u[i1|Sm], and thus, if delivered to all receivers RXj , j ∈ Sm, can provide each of
them with an extra equation in terms of their desired Sm-symbols. On the other hand, the above linear combination is solely
in terms of u[i1|Sm] (available at TXi1 ) and the channel coefficients (available at TXi1 , due to the delayed CSIT assumption,
by the end of these K −m+ 1 time slots). Therefore, based on our terminology, one can define
u[i1|Sm;j
′] , (u[i1|Sm])TQTj′i1ωj′i2 , j
′ ∈ SK\Sm. (53)
After delivering all these side information symbols to all receivers RXj , j ∈ Sm, each of them will obtain 2(K − m) + 1
linear combinations in terms of the 2(K − m) + 1 transmitted Sm-symbols. Namely, RXj , j ∈ Sm, will obtain the linear
combinations
Qji1u
[i1|Sm] + Qji2u
[i2|Sm] (54)
(u[i1|Sm])TQTj′i1ωj′i2 , j
′ ∈ SK\Sm. (55)
which are shown to be linearly independent almost surely in Appendix B. This enables RXj to solve them for u[i1|Sm] and
u[i2|Sm].
We repeat the same procedure for every choice of i1 ∈ Sm, i.e., for each choice, we spend K − m + 1 time slots to
transmit 2(K −m) + 1 Sm-symbols and generate K −m side information symbols. This implies transmission of a total of
m[2(K −m) + 1] Sm-symbols in m(K −m + 1) time slots and generation of m(K −m) side information symbols. Since
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Sm ⊂ SK could be any subset with cardinality m, we transmit a total of N IC-Im order-m symbols in T ICm time slots and generate
m(K −m)(Km) side information symbols, where N IC-Im and T ICm are given by Eqs. (42) and (43).
Order-(m+ 1) Symbol Generation: Fix a subset Sm+1 ⊂ SK and an index i1 ∈ Sm+1. Since for any j′ ∈ Sm+1\{i1} we
have generated exactly one side information symbol u[i1|Sm+1\{j
′};j′], there exist m symbols u[i1|Sm+1\{j
′};j′], j′ ∈ Sm+1\{i1},
for a fixed Sm+1 and a fixed i1 ∈ Sm+1. Moreover, every receiver RXj′ , j′ ∈ Sm+1\{i1}, has exactly one of these m symbols
and wishes to obtain the rest, while RXi1 wishes to obtain all the m symbols. Therefore, if we deliver m− 1 random linear
combinations of these m symbols to all receivers in Sm+1, then each of them (except for RXi1 ) will remove its known side
information and obtain m − 1 linearly independent equations in terms of the m − 1 desired symbols, and hence, decode all
desired symbols. Thus, these m−1 random linear combinations are defined as m−1 Sm+1-symbols u[i1|Sm+1]` , 1 ≤ ` ≤ m−1.
Order-(1,m) Symbol Generation: Since RXi1 wishes to obtain all the m symbols u
[i1|Sm+1\{j′};j′], j′ ∈ Sm+1\{i1}, after
delivering the above m − 1 random linear combinations to RXi1 , it still requires one extra linearly independent equation
to resolve all its desired symbols. On the other hand, recall that after delivering all the Sm+1-symbols defined above to all
receivers RXj′ , j′ ∈ Sm+1, every receiver RXj′ , j′ ∈ Sm+1\{i1}, will be able to obtain all the m symbols u[i1|Sm+1\{j′};j′],
j′ ∈ Sm+1\{i1}. Thereafter, any linear combination of the symbols u[i1|Sm+1\{j′};j′], j′ ∈ Sm+1\{i1}, will be available at
every receiver RXj′ , j′ ∈ Sm+1\{i1}. Specifically, the extra random linear combination of u[i1|Sm+1\{j′};j′], j′ ∈ Sm+1\{i1}
which is required by RXi1 can be denoted as u
[i1|i1;Sm+1\{i1}].
In summary, since there are
(
K
m+1
)
choices of Sm+1 ⊂ SK , and m + 1 choices of i1 ∈ Sm+1 for each Sm+1, a total of
N IC-Im+1 order-(m + 1) Sm+1-symbols and N IC-IIm+1 order-(1,m) (i1;Sm+1\{i1})-symbols will be generated where N IC-Im+1 and
N IC-IIm+1 are given by Eqs. (44) and (45). If we deliver all the Sm+1-symbols and (i1;Sm+1\{i1})-symbols, Sm+1 ⊂ SK ,
i1 ∈ Sm+1, to their intended receiver(s), then each receiver will be able to decode all its desired order-m symbols transmitted
in this subphase. This will be accomplished during the next phases.
• Phase m-II, 3 ≤ m ≤ K (K-user IC):
In this subphase, each time slot is dedicated to transmission of the order-(1,m − 1) symbols u[i|i;Sm\{i}], i ∈ Sm, for a
fixed Sm, Sm ⊂ SK . In particular, during the time slot dedicated to Sm, every transmitter TXi, i ∈ Sm, transmits u[i|i;Sm\{i}],
simultaneously. Since each receiver RXj , j ∈ Sm, has all symbols u[i|i;Sm\{i}], i ∈ Sm\{j}, it will decode its desired symbol
(i.e., u[j|j;Sm\{j}]) after this time slot. If we denote by DoFIC-IIm (K) the achievable DoF of transmitting (i;Sm\{i})-symbols
over the K-user SISO IC with delayed CSIT, one can write
DoFIC-IIm (K) = m, 3 ≤ m ≤ K. (56)
• Phase K-I (K-user IC):
In this subphase, during each time slot, an order-K symbol u[i|SK ], i ∈ SK , is transmitted by TXi while the other transmitters
are silent. After each time slot, ignoring the noise, each receiver receives the transmitted symbol without any interference. This
implies that
DoFICK(K) = 1. (57)
Combining Eqs. (42) to (45) and (56), we conclude that for 2 ≤ m ≤ K − 1,
DoFICm(K) =
N IC-Im
T ICm +
N IC-IIm+1
DoFIC-IIm+1(K)
+
N IC-Im+1
DoFICm+1(K)
=
m[2(K −m) + 1](Km)
m(K −m+ 1)(Km)+ (m+1)( Km+1)m+1 + (m2−1)( Km+1)DoFICm+1(K)
=
m[2(K −m) + 1]
m(K −m+ 1) + K−mm+1 + (m−1)(K−m)DoFICm+1(K)
. (58)
It is shown in Appendix C that (10) is a closed form solution to the recursive equation (58) with the initial condition (57)
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Fig. 5. The 2× 3 SISO X channel with delayed CSIT.
and 2 ≤ m ≤ K. As a result, for m = 2, it is shown that
DoFIC2 (K) =
1
1−A2(K) , (59)
where A2(K) is given in (9). Equation (8) immediately follows from Eqs. (9), (41) and (59).
VI. PROOF OF THEOREM 2
For K = 2, our transmission scheme reduces to a modified version of the scheme proposed in [23] and achieves the same
DoF of 65 . Hence, we would rather start with K = 3 and elaborate on our transmission scheme for the 2× 3 X channel with
delayed CSIT. We show that it achieves DoFX1 (2, 3) =
9
7 and DoF
X
2 (2, 3) =
9
8 , as suggested by Eqs. (11) and (12). Finally, we
will proceed with the general 2×K case.
A. The 2× 3 SISO X Channel
In this section, we prove that DoFX1 (2, 3) =
9
7 and DoF
X
2 (2, 3) =
9
8 are achievable in the 2×3 SISO X channel with delayed
CSIT which is depicted in Fig. 5. To this end, we propose a transmission scheme which has three distinct phases:
• Phase 1 (2× 3 X Channel):
This phase takes 9 time slots to transmit 15 information symbols as follows.
Redundancy Transmission: Fix i1 = 1 and i2 = 2. During the first 3 time slots, 5 information symbols u[i1|1] , [u[i1|1]1 , u
[i1|1]
2 , u
[i1|1]
3 ]
T
and u[i2|1] , [u[i2|1]1 , u
[i2|1]
2 ]
T (all intended for RX1) are transmitted by TXi1 and TXi2 , respectively. In particular, in each of
these 3 time slots, TXi1 transmits a random linear combination of u
[i1|1]
1 , u
[i1|1]
2 , and u
[i1|1]
3 while TXi2 transmits a random
linear combination of u[i2|1]1 and u
[i2|1]
2 .
Denote by
c[i1|1](t) ,
[
c
[i1|1]
1 (t), c
[i1|1]
2 (t), c
[i1|1]
3 (t)
]T
(60)
and
c[i2|1](t) ,
[
c
[i2|1]
1 (t), c
[i2|1]
2 (t)
]T
(61)
the vectors containing random coefficients of the linear combinations transmitted by TXi1 and TXi2 , respectively, over time
slot t, 1 ≤ t ≤ 3. By the end of these 3 time slots, every receiver obtains 3 linearly independent equations in terms of the 5
transmitted information symbols almost surely. Thus, RX1 requires two more linearly independent equations to resolve its 5
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desired information symbols. Now, consider the linear combinations received RX2 and RX3 during time slot t, 1 ≤ t ≤ 3, i.e.,
yj(t) =
2∑
k=1
hjik(t)xik(t)
=
2∑
k=1
hjik(t)
(
c[ik|1](t)
)T
u[ik|1], j = 2, 3. (62)
In a vector form, one can write
yj|1 =
2∑
k=1
Djik|1C
[ik|1]u[ik|1], j = 2, 3, (63)
where yj|1 is the vector of 3 received symbols at RXj during these 3 time slots, Djik|1 is the 3×3 diagonal matrix containing
hjik(t), 1 ≤ t ≤ 3, on its main diagonal, and C[i1|1] (resp. C[i2|1]) is the 3 × 3 (resp. 3 × 2) matrix containing the random
coefficients employed by TXi1 (resp. TXi2 ) during these 3 time slots, i.e.,
C[ik|1],
[
c[ik|1](1)|c[ik|1](2)|c[ik|1](3)
]T
, k = 1, 2. (64)
PIN: Since the elements of C[i1|1] and C[i2|1] are i.i.d., they are full rank almost surely. Also, Djik|1 is full rank almost
surely and is independent of C[ik|1]. Therefore, Qjik|1 , Djik|1C[ik|1] is full rank almost surely. Specifically, Qji2|1 is a full
rank 3× 2 matrix, and thus, its left null space is one dimensional almost surely. Let the 3× 1 vector ωji2|1 be in the left null
space of Qji2|1, i.e.,
QTji2|1ωji2|1 = 02×1, j = 2, 3. (65)
Using Eqs. (63) and (65), RXj , j = 2, 3, can null out u[i2|1] from its received vector and obtain
yTj|1ωji2|1 = (u
[i1|1])TQTji1|1ωji2|1 + (u
[i2|1])T QTji2|1ωji2|1︸ ︷︷ ︸
0
= (u[i1|1])TQTji1|1ωji2|1, (66)
which is an equation solely in terms of u[i1|1]. Therefore, if we deliver (u[i1|1])TQTji1|1ωji2|1, j = 2, 3, to RX1, it will
have enough equations to resolve its 5 desired information symbols (it can be easily shown that these equations are linearly
independent almost surely). Hence, two symbols u[i1|1;2] and u[i1|1;3] can be defined as
u[i1|1;j] , (u[i1|1])TQTji1|1ωji2|1, j = 2, 3. (67)
In the same way, the following 5 fresh information symbols (now, all intended for RX2) are transmitted during the next 3
time slots
u[i1|2] , [u[i1|2]1 , u
[i1|2]
2 , u
[i1|2]
3 ]
T , (68)
u[i2|2] , [u[i2|2]1 , u
[i2|2]
2 ]
T , (69)
and the following two side information symbols are generated
u[i1|2;j] , (u[i1|2])TQTji1|2ωji2|2, j = 1, 3, (70)
where QTji1|2 and ωji2|2 are similarly defined.
The same procedure is followed during the last 3 time slots to transmit another 5 fresh information symbols
u[i1|3] , [u[i1|3]1 , u
[i1|3]
2 , u
[i1|3]
3 ]
T , (71)
u[i2|3] , [u[i2|3]1 , u
[i2|3]
2 ]
T , (72)
which are all intended for RX3, and generate two side information symbols
u[i1|3;j] , (u[i1|3])TQTji1|3ωji2|3, j = 1, 2, (73)
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with similar definitions of QTji1|3 and ωji2|3.
After these 9 time slots, if we deliver the side information symbols defined in Eqs. (67), (70) and (73) to their respective
receivers, then each receiver will be able to decode all its own 5 information symbols.
Order-2 Symbol Generation: Consider the linear combination u[i1|1;2]+u[i1|2;1]. If we deliver this linear combination to both
RX1 and RX2, then RX1 can cancel u[i1|2;1] to obtain u[i1|1;2]. Similarly, RX2 can cancel u[i1|1;2] to obtain u[i1|2;1]. Note also
that both u[i1|1;2] and u[i1|2;1] are available at TXi1 , and so is their summation. Therefore, one can define the order-2 symbol
u[i1|1,2] , u[i1|1;2] + u[i1|2;1] (74)
which is available at TXi1 . The following order-2 symbols can be similarly defined.
u[i1|1,3] , u[i1|1;3] + u[i1|3;1], (75)
u[i1|2,3] , u[i1|2;3] + u[i1|3;2]. (76)
Our goal in phase 2 is to deliver the above three order-2 symbols to their respective pairs of receivers.
• Phase 2 (2× 3 X Channel):
This phase takes 12 time slots to transmit 18 order-2 symbols. Recall that in phase 1 we generated only three order-2
symbols u[i1|1,2], u[i1|1,3], and u[i1|2,3] which are all available at TXi1 , where i1 = 1. As we will see later, the following 18
order-2 symbols are required for phase 2.
u
[i|1,2]
k , u
[i|1,3]
k , u
[i|2,3]
k , i = 1, 2, 1 ≤ k ≤ 3. (77)
Therefore, we repeat phase 1 three times with (i1, i2) = (1, 2) and three times with (i1, i2) = (2, 1) to generate the above 18
order-2 symbols. The transmission in phase 2 is then accomplished as follows.
Redundancy Transmission and PIN: The first 4 time slots of phase 2 are dedicated to transmission of 6 (1, 2)-symbols
{u[1|1,2]k }3k=1 and {u[2|1,2]k }3k=1. This is accomplished in exactly the same way as the first 4 time slots of phase 2 of the scheme
proposed for the 3-user IC in Section V-A, and the side information symbols u[1|1,2;3] and u[2|1,2;3] will be generated at RX3.
Similar to phase 2 of Section V-A, the next 8 time slots are dedicated to transmission of 6 (1, 3)-symbols and 6 (2, 3)-symbols.
However, in contrast to Section V-A, the (1, 3)-symbols and (2, 3)-symbols are here transmitted by TX1 and TX2. Hence, after
these 8 time slots, the side information u[1|2,3;1] and u[2|2,3;1] will be generated at RX1 and the side information u[1|1,3;2] and
u[2|1,3;2] will be generated at RX2.
Therefore, after these 12 time slots, our goal is reduced to
(a) delivering u[1|1,2;3] and u[2|1,2;3] to both RX1 and RX2,
(b) delivering u[1|1,3;2] and u[2|1,3;2] to both RX1 and RX3,
(c) delivering u[1|2,3;1] and u[2|2,3;1] to both RX2 and RX3.
Order-3 Symbol Generation: Now, consider u[1|1,2;3], u[1|1,3;2], and u[1|2,3;1]. Note that these three symbols are available at
TX1, and so is any linear combination of them. Another observation is that each receiver has exactly one symbol out of these
three symbols and requires the other two. Hence, if we deliver two random linear combinations of these three symbols to all
receivers, then RX1 can remove u[1|2,3;1] from them to obtain two random linear combinations solely in terms of u[1|1,2;3]
and u[1|1,3;2], and so, solve them for u[1|1,2;3] and u[1|1,3;2]. Likewise, RX2 (resp. RX3) can remove u[1|1,3;2] (resp. u[1|1,2;3])
from the two random linear combinations and obtain two random linear equations solely in terms of its own pair of desired
symbols, and resolve its desired symbols. Thus, the following two random linear combinations can be considered as order-3
symbols to be delivered to all three receivers in the next phase.
u
[1|1,2,3]
1 , α1u[1|1,2;3] + α2u[1|1,3;2] + α3u[1|2,3;1], (78)
u
[1|1,2,3]
2 , α′1u[1|1,2;3] + α′2u[1|1,3;2] + α′3u[1|2,3;1]. (79)
Using the same arguments, one can define the order-3 symbols
u
[2|1,2,3]
1 , β1u[2|1,2;3] + β2u[2|1,3;2] + β3u[2|2,3;1], (80)
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Fig. 6. Block diagram of the proposed multi-phase transmission scheme for the 2×K X channel, K ≥ 2.
u
[2|1,2,3]
2 , β′1u[2|1,2;3] + β′2u[2|1,3;2] + β′3u[2|2,3;1], (81)
where βi and β′i, 1 ≤ i ≤ 3, are random coefficients.
• Phase 3 (2× 3 X Channel):
Using time division in 4 time slots, the 4 order-3 symbols u[1|1,2,3]1 , u
[1|1,2,3]
2 , u
[2|1,2,3]
1 , and u
[2|1,2,3]
2 will be delivered to all
three receivers.
At the end, since we fed a total of 6 × 15 = 90 fresh information symbols to the system during 6 × 9 = 54 time slots in
phase 1, and spent 12 time slots in phase 2 and 4 time slots in phase 3, the achieved DoF is equal to
DoFX1 (2, 3) =
90
54 + 12 + 4
=
9
7
. (82)
Also, in view of phases 2 and 3, we have DoFX2 (2, 3) =
18
12+4 =
9
8 , and DoF
X
3 (2, 3) = 1.
B. The 2×K SISO X Channel
Our transmission scheme for the 2×K SISO X channel with delayed CSIT is a multi-phase scheme as illustrated in Fig. 6.
In particular, for every m, 1 ≤ m ≤ K− 1, phase m takes NXm order-m symbols of the form u[i|Sm], i ∈ {1, 2}, and transmits
them over the channel in TXm time slots. Then, a total of N
X
m+1 order-(m+ 1) symbols of the form u
[i|Sm+1], i ∈ {1, 2}, are
generated such that if the generated symbols are delivered to their intended receivers, every subset Sm of cardinality m of
receivers will be able to decode all the Sm-symbols transmitted in phase m. The parameters NXm, TXm, and NXm+1 are given by
NXm = 2[2(K −m) + 1]
(
K
m
)
, (83)
TXm = 2(K −m+ 1)
(
K
m
)
, (84)
NXm+1 = 2m
(
K
m+ 1
)
. (85)
The following is a detailed description of phase m.
• Phase m, 1 ≤ m ≤ K − 1 (2×K X Channel):
Redundancy Transmission and PIN: Fix i1 = 1 and i2 = 2. For every Sm ⊂ SK , consider two vectors of Sm-symbols
u[i1|Sm] ,
[
u
[i1|Sm]
1 , u
[i1|Sm]
2 , · · · , u[i1|Sm]K−m+1
]T
, (86)
u[i2|Sm] ,
[
u
[i2|Sm]
1 , u
[i2|Sm]
2 , · · · , u[i2|Sm]K−m
]T
, (87)
and transmit them exactly as in phase m-I of Section V-B. More specifically, during K −m + 1 time slots, TXi1 and TXi2
transmit K −m+ 1 random linear combinations of elements of u[i1|Sm] and u[i2|Sm], respectively. Using the same arguments
as in phase m-I of Section V-B, K −m side information symbols of the form u[i1|Sm;j′], j′ ∈ SK\Sm, are generated after
these K −m+ 1 time slots (see (53)). If we deliver all symbols u[i1|Sm;j′], j′ ∈ SK\Sm, to all receivers in j ∈ Sm, then all
of them will obtain enough linearly independent equations to decode all the Sm-symbols in u[i1|Sm] and u[i2|Sm].
Therefore, for every Sm ⊂ SK , a total of 2(K−m)+1 Sm-symbols are transmitted in K−m+1 time slots, and K−m side
information symbols are generated. Since there are
(
K
m
)
choices of Sm ⊂ SK , this implies transmission of [2(K−m) + 1]
(
K
m
)
order-m symbols in (K −m+ 1)(Km) time slots and generation of (K −m)(Km) side information symbols.
Order-(m+1) Symbol Generation: Fix a subset Sm+1 ⊂ SK . Since for every j′ ∈ Sm+1 we have generated exactly one side
information symbol u[i1|Sm+1\{j
′};j′], there exist m + 1 symbols u[i1|Sm+1\{j
′};j′], j′ ∈ Sm+1, for a fixed Sm+1. Moreover,
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every receiver RXj′ , j′ ∈ Sm+1, has exactly one of these m+1 symbols and wishes to obtain the rest. Therefore, if we deliver
m random linear combinations of these m + 1 symbols to all receivers in Sm+1, each of them will remove its known side
information and obtain m linearly independent equations in terms of the m desired symbols, and hence, decode all desired
symbols. Thus, these m random linear combinations are defined as m Sm+1-symbols u[i1|Sm+1]` , 1 ≤ ` ≤ m. Since there are(
K
m+1
)
choices of Sm+1, Sm+1 ⊂ SK , a total of m
(
K
m+1
)
order-(m+ 1) symbols will be generated as above.
Finally we note that, so far, we have only generated order-(m+ 1) symbols of the form u[i1|Sm+1], with i1 = 1, which are
all available at TX1. However, in order for phase m + 1 to work, we need order-(m + 1) symbols of both forms u[1|Sm+1]
and u[2|Sm+1]. This can be seen from Eqs. (86) and (87). Therefore, we simply repeat phase m with (i1, i2) = (2, 1). This
together with the previous round of phase m implies the transmission of a total of NXm order-m symbols in T
X
m time slots,
and generation of NXm+1 order-(m+ 1) symbols, where N
X
m, T
X
m, and N
X
m+1 are given by Eqs. (83) to (85). If we deliver all
these Sm+1-symbols to their intended subsets of receivers, then each receiver will be able to decode all its desired order-m
symbols transmitted in this phase. This will be accomplished during the next phases.
• Phase K (2×K X Channel):
In this phase, during each time slot, an order-K symbol of the form u[i|SK ], i ∈ {1, 2}, is transmitted by TXi while the
other transmitter is silent. Therefore,
DoFXK(2,K) = 1. (88)
Finally, using Eqs. (83) to (85), for any 1 ≤ m ≤ K − 1, DoFXm(2,K), the achieved DoF of transmission of order-m
symbols in the 2×K SISO X channel with delayed CSIT, is given by
DoFXm(2,K) =
NXm
TXm +
NXm+1
DoFXm+1(2,K)
=
2[2(K −m) + 1](Km)
2(K −m+ 1)(Km)+ 2m( Km+1)DoFXm+1(2,K)
=
(m+ 1)[2(K −m) + 1]
(m+ 1)(K −m+ 1) + m(K−m)
DoFXm+1(2,K)
. (89)
It is proved in Appendix D that Eqs. (11) and (12) are closed form expressions for DoFXm(2,K), 1 ≤ m ≤ K, satisfying
the recursive equation (89) together with the initial condition (88).
VII. CONCLUSION
We proposed multi-phase interference alignment schemes and obtained new achievable results on the DoF of the K-user
SISO interference channel and 2 × K SISO X channel under delayed CSIT assumption. Our achievable DoFs are strictly
greater than the best previously known DoFs for both channels with delayed CSIT and approach limiting values of 46 ln 2−1
and 1ln 2 , respectively, for the K-user interference and 2×K X channel as K →∞. Without tight upper bounds, the problem
of DoF characterization for both channels remains open. However, we conjecture that the DoF of both K-user interference
and M ×K X channel with delayed CSIT does not scale with the number of users.
APPENDIX A
PROOF OF LINEAR INDEPENDENCE IN PHASE 1 FOR THE K-USER IC
In this appendix, we show that after phase 1 of the proposed transmission scheme for the K-user SISO IC with delayed
CSIT, the (K−1)2 linear combinations obtained by each receiver in terms of its information symbols are linearly independent
almost surely (see Section V-B, Eqs. (39) and (40)). To this end, consider the aforementioned linear combinations at RXj ,
1 ≤ j ≤ K, i.e.,
(u[j])TQTjjωji1 , i1 ∈ SK\{j}, (90)
(u[j])TQTi2jωi2i3 , {i2, i3} ⊂ SK\{j}, (91)
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which are equivalent to the system of linear combinations (u[j])TP[j], where P[j] is a (K − 1)2× (K − 1)2 matrix defined as
P[j] ,
[{
QTjjωji1
}
i1∈SK\{j} ,
{
QTi2jωi2i3
}
{i2,i3}⊂SK\{j}
]
= (C[j])T
[
{Djjωji1}i1∈SK\{j} , {Di2jωi2i3}{i2,i3}⊂SK\{j}
]
.
Let h˜ij denote the vector of length (K − 1)2 + 1 containing the main diagonal of Dij and define v` , [1, 1, · · · , 1︸ ︷︷ ︸
`
]T . Then,
one can write
P[j] = (C[j])T
(
H˜[j] ◦Ω[j]
)
, (92)
where
H˜[j] ,
[
h˜jjv
T
K−1,
{
h˜ijv
T
K−2
}
i∈SK\{j}
]
, (93)
Ω[j] ,
[
{ωji1}i1∈SK\{j} , {ωi2i3}{i2,i3}⊂SK\{j}
]
= [ωj1i1 ]i1∈SK\{j},j1∈SK\{i1} , (94)
and “◦” denotes the element-wise product operator. Recall that QTj1i1ωj1i1 = (C[i1])TDj1i1ωj1i1 = 0(K−1)2×1. Hence, the
vector Dj1i1ωj1i1 lies in the left null space of C
[i1]. However, C[i1] is a random matrix of size [(K − 1)2 + 1]× (K − 1)2,
and thus, is full rank almost surely and its left null space is one dimensional, denoted by the nonzero unit vector n[i1]. It
immediately follows that for any j1 ∈ SK\{i1}, there exists a nonzero scalar aj1i1 such that Dj1i1ωj1i1 = aj1i1n[i1], or
equivalently, ωj1i1 = aj1i1D
−1
j1i1
n[i1]. Note that Dj1i1 is full rank, and so, invertible almost surely. Therefore, Ω
[j] can be
rewritten as
Ω[j] =
[
aj1i1D
−1
j1i1
n[i1]
]
i1∈SK\{j},j1∈SK\{i1}
. (95)
Since aj1i1 ’s are nonzero and each of them scales a column of H˜
[j] ◦Ω[j], they do not affect the rank. Hence,
rank
(
H˜[j] ◦Ω[j]
)
= rank
(
H˜[j] ◦
[
D−1j1i1n
[i1]
]
i1∈SK\{j},j1∈SK\{i1}
)
. (96)
One also can write
H˜[j] ◦
[
D−1j1i1n
[i1]
]
i1∈SK\{j},j1∈SK\{i1}
= H˜[j] ◦N[j] ◦ (Hˆ[j])◦(−1)
= Φ[j] ◦ (Hˆ[j])◦(−1), (97)
where
Hˆ[j] ,
[
h˜j1i1
]
i1∈SK\{j},j1∈SK\{i1}
(98)
N[j] ,
[
n[i1]vTK−1
]
i1∈SK\{j}
(99)
Φ[j] , H˜[j] ◦N[j], (100)
and (Hˆ[j])◦(−1) denotes the element-wise inverse of Hˆ[j]. We note that Hˆ[j] and N[j] are independent of each other, since
N[j] is a function of {C[i1]}i1∈SK\{j} which are independent of Hˆ[j]. Also, H˜[j] and Hˆ[j] are independent of each other,
since the channel coefficients are i.i.d. across the transmitters and receivers. Hence, Φ[j] is independent of Hˆ[j].
On the other hand, it can be easily verified that the elements of Hˆ[j], and thereby (Hˆ[j])◦(−1), are i.i.d.. Also, it is easy to
show that all elements of Φ[j] are nonzero almost surely. Therefore, for any given Φ[j], the elements of Φ[j] ◦ (Hˆ[j])◦(−1) are
also independent of each other, since Φ[j] is independent of (Hˆ[j])◦(−1). This implies that for any given Φ[j], Φ[j]◦(Hˆ[j])◦(−1)
is full rank almost surely. This means that Φ[j] ◦ (Hˆ[j])◦(−1) is full rank almost surely.
Finally, we note that C[j] is independent of H˜[j], N[j], and Hˆ[j], and thereby, of H˜[j] ◦Ω[j]. Therefore, regarding Eqs. (92),
(96) and (97) and applying Lemma 1, one can conclude that P[j] is full rank almost surely.
Lemma 1: Let Am×n and Bn×m be two independent random matrices with continuous probability distributions and let
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m ≤ n. If A and B are full rank almost surely, then AB is full rank almost surely.
Proof: If m = n, then the lemma is obviously true. Assume m < n. Let ai, 1 ≤ i ≤ n, and bj , 1 ≤ j ≤ m, be the i’th
and j’th column of A and B, respectively. Then, the j’th column of AB can be written as
∑n
i=1 bjiai. Now, assume a linear
combination of the columns of AB is equal to zero, namely,
m∑
j=1
γj
n∑
i=1
bjiai = 0m×1. (101)
Therefore, exchanging order of the summations, we have
∑n
i=1
(∑m
j=1 γjbji
)
ai = 0m×1, which can be written in matrix
form as
A
m∑
j=1
γjbj = 0m×1. (102)
Thus, the vector
∑m
j=1 γjbj either is equal to zero or lies in the null space of A. In the former case, we get γj = 0, 1 ≤ j ≤ m,
since B is full rank almost surely. In the latter case, since A is full rank almost surely, its null space is n−m dimensional.
Let Nn×(n−m) , [n1,n2, · · · ,nn−m] denote a basis of the null space of A. Then, there should exist ξ`, 1 ≤ ` ≤ n−m, such
that
m∑
j=1
γjbj =
n−m∑
`=1
ξ`n`. (103)
Note that N is independent of B, since A and B are independent of each other. Consider the square matrix [B|N]n×n. Since
B and N are full rank almost surely (with continuous distributions) and independent of each other, one can easily show that
[B|N] is full rank almost surely. This together with (103) yields γj = 0, 1 ≤ j ≤ m, and ξ` = 0, 1 ≤ ` ≤ n−m.
APPENDIX B
PROOF OF LINEAR INDEPENDENCE IN PHASE m-I FOR THE K-USER IC AND PHASE m FOR THE K-USER X CHANNEL
Consider the system of linear combinations
Qji1u
[i1|Sm] + Qji2u
[i2|Sm] (104)
(u[i1|Sm])TQTj′i1ωj′i2 , j
′ ∈ SK\Sm, (105)
which is equivalent to the system of linear combinations (u[Sm])TG[j], where G[j] and u[Sm] are defined as
G[j] ,
[
(Qji1)
T
{
QTj′i1ωj′i2
}
j′∈SK\Sm
(Qji2)
T ©
]
, (106)
u[Sm] ,
[
(u[i1|Sm])T , (u[i1|Sm])T
]T
. (107)
Note first that by definition, Qji1 = Dji1C
[i1|Sm] and Qji2 = Dji2C
[i2|Sm]. These matrix multiplications are nothing but
scaling the columns of C[i1|Sm] and C[i2|Sm] by the diagonal elements of Dji1 and Dji2 , respectively. Since the diagonal
elements of Dji1 and Dji2 are nonzero almost surely and since scaling the columns of a matrix by nonzero factors does not
affect its rank, one can write
rank (Qji1) = rank
(
C[i1|Sm]
)
= K −m+ 1, (108)
rank (Qji2) = rank
(
C[i2|Sm]
)
= K −m. (109)
Also, if a linear combination of some columns is added to a (nonzero) scaled version of a column in a matrix then its rank
does not change. Therefore, if we replace the K −m+ 1’th column of G[j] with a linear combination of its first K −m+ 1
columns, its rank will not change. If we choose the coefficients of such a linear combination to be the elements of ωji2 (which
are all nonzero almost surely), then since by definition, (Qji2)
Tωji2 = 0(K−m)×1, we get
rank
(
G[j]
)
= rank
(
G˜[j]
)
, (110)
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where
G˜[j] ,
[
(Q˜ji1)
T
{
QTj′i1ωj′i2
}
j′∈(SK\Sm)∪{j}
(Q˜ji2)
T ©
]
, (111)
and Q˜ji1 and Q˜ji2 are respectively the submatrices of Qji1 and Qji2 including their first K −m rows. Hence, it suffices to
show G˜[j] is full rank. To do so, we note that Q˜ji2 is a (K−m)× (K−m) matrix with rank(Q˜ji2) = rank(Qji2) = K−m.
If we show that the matrix
[
QTj′i1ωj′i2
]
j′∈(SK\Sm)∪{j} is also a square full rank matrix of size (K −m+ 1)× (K −m+ 1),
then using Lemma 2, it immediately follows that G˜[j] is full rank. Now, we rewrite
[
QTj′i1ωj′i2
]
j′∈(SK\Sm)∪{j} as[
QTj′i1ωj′i2
]
j′∈(SK\Sm)∪{j} = (C
[i1|Sm])T [Dj′i1ωj′i2 ]j′∈(SK\Sm)∪{j} . (112)
Since the matrices are square, we have
det
([
QTj′i1ωj′i2
]
j′∈(SK\Sm)∪{j}
)
= det
(
C[i1|Sm]
)
· det
(
[Dj′i1ωj′i2 ]j′∈(SK\Sm)∪{j}
)
,
and since C[i1|Sm] is full rank almost surely, det
(
C[i1|Sm]
) 6= 0. Thus, it remains to show [Dj′i1ωj′i2 ]j′∈(SK\Sm)∪{j} is full
rank. Using the same argument as in Appendix A, one can write
ωj′i2 = aj′i2D
−1
j′i2n
[i2], (113)
where aj′i2 is a nonzero scalar. Therefore,
rank
(
[Dj′i1ωj′i2 ]j′∈(SK\Sm)∪{j}
)
= rank
([
aj′i2Dj′i1D
−1
j′i2n
[i2]
]
j′∈(SK\Sm)∪{j}
)
(a)
= rank
([
Dj′i1D
−1
j′i2n
[i2]
]
j′∈(SK\Sm)∪{j}
)
(b)
= rank
([
hj′i1(t)
hj′i2(t)
]
1≤t≤K−m+1
j′∈(SK\Sm)∪{j}
)
(c)
= K −m+ 1, (114)
where (a) follows from the fact that scaling the columns of a matrix by nonzero factors (aj′i2 ’s) will not change its rank; (b)
follows from the fact that scaling the rows of a matrix by nonzero factors (elements of n[i2]) will not change its rank; and (c)
is true since
hj′i1 (t)
hj′i2 (t)
’s are i.i.d. for 1 ≤ t ≤ K −m+ 1 and j′ ∈ (SK\Sm) ∪ {j}.
Lemma 2: Let A = [aij ]m×m and B = [bij ]n×n be two square matrices which are full rank almost surely and let C =
[cij ]m×n be an arbitrary matrix. Then, the matrix
D =
[
C A
B ©
]
is full rank almost surely.
Proof: Denote by aj , bj , and dj the j’th columns of A, B, and D, respectively. Assume that
m+n∑
j=1
αjdj = 0(m+n)×1, (115)
for some α1, α2, · · · , αm+n ∈ C. Then, since dij = 0 for m + 1 ≤ i ≤ m + n and n + 1 ≤ j ≤ m + n, one can write∑n
j=1 αjbj = 0n×1, and since B is full rank almost surely, we have αj = 0, 1 ≤ j ≤ n. This together with (115) yields∑m+n
j=n+1 αjdj = 0(m+n)×1. Considering the first m elements of these columns, it follows that
∑m+n
j=n+1 αjaj−n = 0m×1, and
since A is full rank almost surely, we have αj = 0, n+ 1 ≤ j ≤ m+ n.
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APPENDIX C
CLOSED FORM SOLUTION TO THE RECURSIVE EQUATION (58) FOR THE K-USER IC
In this appendix, we derive a closed form solution to the recursive equation
DoFICK−i(K) =
(K − i)(2i+ 1)
(K − i)(i+ 1) + iK−i+1 + (K−i−1)iDoFICK−i+1(K)
,
1 ≤ i ≤ K − 2, (116)
DoFICK(K) = 1. (117)
We start by defining AK−i(K) , 1− 1DoFICK−i(K) . Then, for 1 ≤ i ≤ K − 2, we have
AK−i(K) =
i
(K − i)(2i+ 1) ×
[
(K − i− 1)AK−i+1(K) + K − i
K − i+ 1
]
, (118)
with AK(K) = 0. Express AK−i(K) as
AK−i(K) =
i∑
`=0
a
[K−i]
K−`
K − ` , (119)
where a[K−i]K−` is given by
a
[K−i]
K−` = [(K − `)AK−i(K)]
∣∣∣
K=`
, 0 ≤ ` ≤ i. (120)
Substituting the expansion of (119) for AK−i+1(K) in (118), we get
AK−i(K) =
i
(K − i)(2i+ 1) ×
[
i−1∑
`=0
(K − i− 1)a[K−i+1]K−`
K − ` +
K − i
K − i+ 1
]
. (121)
Equations (120) and (121) lead to three recursive equations
a
[K−i]
K−` =
(i− `+ 1)i
(i− `)(2i+ 1)a
[K−i+1]
K−` , 0 ≤ ` ≤ i− 2, (122)
a
[K−i]
K−i+1 =
i
2i+ 1
(
2a
[K−i+1]
K−i+1 + 1
)
, (123)
a
[K−i]
K−i = −
i
2i+ 1
i−1∑
`=0
a
[K−i+1]
K−`
i− `
= − i
2i+ 1
a
[K−i+1]
K−i+1 −
i−2∑
`=0
a
[K−i]
K−`
i− `+ 1 , (124)
where (124) follows from (122). Applying (122) i− `− 1 times, we will have
a
[K−i]
K−` =
1
2
a
[K−`−1]
K−` (i− `+ 1)
i∏
j=`+2
j
2j + 1
, (125)
for any 0 ≤ ` ≤ i− 2. Substituting (125) in (124), we get
a
[K−i]
K−i
(a)
= − i
2i+ 1
a
[K−i+1]
K−i+1 −
1
2
i−2∑
`=0
a
[K−`−1]
K−`
i∏
j=`+2
j
2j + 1
(b)
= − i
2i+ 1
[
− i− 1
2(i− 1) + 1)a
[K−i+2]
K−i+2 −
1
2
i−3∑
`=0
aK−`−1K−`
i−1∏
j=`+2
j
2j + 1
]
− 1
2
i−2∑
`=0
a
[K−`−1]
K−`
i∏
j=`+2
j
2j + 1
=
i(i− 1)a[K−i+2]K−i+2
(2i+ 1) [2(i− 1) + 1] −
i
2(2i+ 1)
a
[K−i+1]
K−i+2
(c)
=
i(i− 1)
(2i+ 1) [2(i− 1) + 1]a
[K−i+2]
K−i+2 −
i
2(2i+ 1)
× i− 1
2(i− 1) + 1
(
2a
[K−i+2]
K−i+2 + 1
)
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= − i(i− 1)
2(2i+ 1) [2(i− 1) + 1]
= − i(i− 1)
2(4i2 − 1) , 0 ≤ i ≤ K − 2, (126)
where (b) results from reapplying (a) to a[K−i+1]K−i+1 , and (c) follows from applying (123) to a
K−i+1
K−i+2.
Employing (126) for a[K−i+1]K−i+1 in (123), one obtains
a
[K−i]
K−i+1 =
i
2i+ 1
[
1− (i− 1)(i− 2)
4(i− 1)2 − 1
]
=
i
2i+ 1
× 3(i− 1)
2 + (i− 1)− 1
4(i− 1)2 − 1 , (127)
for any 0 ≤ i ≤ K − 2. It follows from plugging (127) into (125) that for any 0 ≤ ` ≤ i− 2,
a
[K−i]
K−` =
(i− `+ 1)(3`2 + `− 1)
2(4`2 − 1)
i∏
j=`+1
j
2j + 1
. (128)
Finally, using Eqs. (119) and (126) to (128), we have
AK−i(K) = − i(i− 1)
2(4i2 − 1)(K − i) +
i−1∑
`=0
(i− `+ 1)(3`2 + `− 1)
2(K − `)(4`2 − 1)
i∏
j=`+1
j
2j + 1
,
for any 0 ≤ i ≤ K − 2. Since by definition, DoFICK−i(K) = 11−AK−i(K) , we have the following closed form expression for
DoFICK−i(K), 0 ≤ i ≤ K − 2,
DoFICK−i(K) =
[
1 +
i(i− 1)
2(4i2 − 1)(K − i) −
i−1∑
`=0
(i− `+ 1)(3`2 + `− 1)
2(K − `)(4`2 − 1)
i∏
j=`+1
j
2j + 1
]−1
. (129)
APPENDIX D
CLOSED FORM SOLUTION TO THE RECURSIVE EQUATION (89) FOR THE 2×K X CHANNEL
In this appendix, we derive the closed form solution to the recursive equation
DoFXK−i(2,K) =
(K − i+ 1)(2i+ 1)
(K − i+ 1)(i+ 1) + (K−i)i
DoFXK−i+1(2,K)
,
1 ≤ i ≤ K − 1, (130)
DoFXK(2,K) = 1. (131)
Defining BK−i(K) , 1− 1DoFXK−i(2,K) , for any 1 ≤ i ≤ K − 1, one can write
BK−i(K) =
i× [(K − i)BK−i+1(K) + 1]
(K − i+ 1)(2i+ 1) , (132)
with BK(K) = 0. Express BK−i(K) as
BK−i(K) =
i−1∑
`=0
b
[K−i]
K−`
K − ` , (133)
where b[K−i]K−` is given by
b
[K−i]
K−` = [(K − `)BK−i(K)]
∣∣∣
K=`
, 0 ≤ ` ≤ i− 1. (134)
Substituting the expansion of (133) for BK−i+1(K) in (132), we get
BK−i(K) =
i
(K − i+ 1)(2i+ 1)
[
i−2∑
`=0
(K − i)b[K−i+1]K−`
K − ` + 1
]
. (135)
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Equations (134) and (135) result in two recursive equations
b
[K−i]
K−` =
i(i− `)b[K−i+1]K−`
(i− `− 1)(2i+ 1) , 0 ≤ ` ≤ i− 2, (136)
b
[K−i]
K−i+1 =
i
2i+ 1
[
1−
i−2∑
`=0
b
[K−i+1]
K−`
i− `− 1
]
=
i
2i+ 1
−
i−2∑
`=0
b
[K−i]
K−`
i− ` , (137)
where (137) follows from (136). Applying (136) i− `− 1 times, we will have
b
[K−i]
K−` = b
[K−`−1]
K−` (i− `)
i∏
j=`+2
j
2j + 1
, (138)
for any 0 ≤ ` ≤ i− 2. Substituting (138) in (137), it follows that
b
[K−i]
K−i+1
(a)
=
i
2i+ 1
−
i−2∑
`=0
b
[K−`−1]
K−`
i∏
j=`+2
j
2j + 1
=
i
2i+ 1
− i
2i+ 1
b
[K−i+1]
K−i+2 −
i−3∑
`=0
b
[K−`−1]
K−`
i∏
j=`+2
j
2j + 1
=
i
2i+ 1
− i
2i+ 1
b
[K−i+1]
K−i+2 −
i
2i+ 1
i−3∑
`=0
b
[K−`−1]
K−`
i−1∏
j=`+2
j
2j + 1
=
i
2i+ 1
− i
2i+ 1
×
[
b
[K−i+1]
K−i+2 +
i−3∑
`=0
b
[K−`−1]
K−`
i−1∏
j=`+2
j
2j + 1
]
(b)
=
i
2i+ 1
− i
2i+ 1
× i− 1
2(i− 1) + 1
=
i2
4i2 − 1 , 0 ≤ i ≤ K − 1, (139)
where (b) simply follows from an application of (a) for b[K−i+1]K−i+2 . Substituting (139) for b
[K−`−1]
K−` in (138), we obtain
b
[K−i]
K−` =
(i− `)(`+ 1)
2(`+ 1)− 1
i∏
j=`+1
j
2j + 1
, 0 ≤ ` ≤ i− 2. (140)
Combining Eqs. (133), (139) and (140), we can write
BK−i(K) =
i−1∑
`=0
(i− `)(`+ 1)
(K − `) [2(`+ 1)− 1]
i∏
j=`+1
j
2j + 1
,
which together with DoFXK−i(2,K) =
1
1−BK−i(K) yields
DoFXK−i(2,K) =
[
1−
i−1∑
`=0
(i− `)(`+ 1)
(K − `)(2`+ 1)
i∏
j=`+1
j
2j + 1
]−1
,
for any 0 ≤ i ≤ K − 1.
APPENDIX E
ASYMPTOTIC BEHAVIOR OF THE ACHIEVABLE DOFS
In this appendix, we show that
lim
K→∞
DoFIC1 (K) =
4
6 ln 2− 1 , (141)
lim
K→∞
DoFX1 (2,K) =
1
ln 2
. (142)
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In view of Eqs. (8), (9) and (11), it suffices to show that
lim
K→∞
Ψ(K) =
21
16
− 3
2
ln 2. (143)
lim
K→∞
Φ(K) = 1− ln 2. (144)
where
Ψ(K) ,
K−3∑
`1=0
(K − `1 − 1)(3`21 + `1 − 1)
2(K − `1)(4`21 − 1)
K−2∏
`2=`1+1
`2
2`2 + 1
,
Φ(K) ,
K−2∑
`1=0
(K − `1 − 1)(`1 + 1)
(K − `1)(2`1 + 1)
K−1∏
`2=`1+1
`2
2`2 + 1
.
To do so, for integers K, p ≥ 0, define Γp(K) and Λp(K) as
Γp(K) ,
K−p∑
`=0
K − `− 1
(K − `)2K−` , (145)
Λp(K) ,
K−p∑
`=0
`(K − `− 1)
K(K − `)2K−` . (146)
Using
∑∞
n=1
1
n2n = ln 2,
∑∞
n=1
n
2n = 2, and
∑∞
n=1
1
2n = 1, it is easily verified that, for any integer p ≥ 0,
lim
K→∞
Γp(K) = lim
K→∞
Λp(K) = − ln 2 + 21−p +
p−1∑
n=1
1
n2n
.
Specifically,
lim
K→∞
Γ2(K) = lim
K→∞
Λ2(K) = 1− ln 2, (147)
lim
K→∞
Γ3(K) = lim
K→∞
Λ3(K) =
7
8
− ln 2. (148)
Now, using the following two lemmas together with the Squeeze Theorem, Eqs. (143) and (144) are immediate.
Lemma 3: The following inequalities hold for K ≥ 3.
3K
2K − 3Λ3(K) < Ψ(K) <
3
2
Γ3(K) +
K − 2
5(K − 1)2K .
Proof:
(i) Upper bound:
Ψ(K) =
K−3∑
`1=0
(K − `1 − 1)(3`21 + `1 − 1)
2(K − `1)(4`21 − 1)
K−2∏
`2=`1+1
`2
2`2 + 1
=
K−3∑
`1=0
(K − `1 − 1)(3`21 + `1 − 1)(`1 + 1)
2(K − `1)(4`21 − 1)(2`1 + 3)
K−2∏
`2=`1+2
`2
2`2 + 1
=
K − 1
6K
K−2∏
`2=2
`2
2`2 + 1
+
K − 2
5(K − 1)
K−2∏
`2=3
`2
2`2 + 1
+
K−3∑
`1=2
(K − `1 − 1)(3`21 + `1 − 1)(`1 + 1)
2(K − `1)(4`21 − 1)(2`1 + 3)
K−2∏
`2=`1+2
`2
2`2 + 1
(a)
<
K − 2
5× 24(K − 1)
K−2∏
`2=3
`2
2`2 + 1
+
{
3(K − 1)
24K
K−2∏
`2=2
`2
2`2 + 1
+
3(K − 2)
24(K − 1)
K−2∏
`2=3
`2
2`2 + 1
+
K−3∑
`1=2
3(K − `1 − 1)
24(K − `1)
K−2∏
`2=`1+2
`2
2`2 + 1
}
=
K − 2
5× 24(K − 1)
K−2∏
`2=3
`2
2`2 + 1
+
K−3∑
`1=0
3(K − `1 − 1)
24(K − `1)
K−2∏
`2=`1+2
`2
2`2 + 1
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(b)
<
K − 2
5(K − 1)2K +
3
2
K−3∑
`1=0
K − `1 − 1
(K − `1)2K−`1
=
3
2
Γ3(K) +
K − 2
5(K − 1)2K , (149)
where (a) follows from the fact that (3`
2
1+`1−1)(`1+1)
(4`21−1)(2`1+3) <
3
8 for `1 ≥ 2 together with inequality 16 < 316 , and (b) is valid since
`2
2`2+1
< 12 for `2 ≥ 2.
(ii) Lower bound:
Ψ(K) =
K−3∑
`1=0
(K − `1 − 1)(3`21 + `1 − 1)
2(K − `1)(4`21 − 1)
K−2∏
`2=`1+1
`2
2`2 + 1
=
K−3∑
`1=0
(K − `1 − 1)(3`21 + `1 − 1)(`1 + 1)
2(2K − 3)(K − `1)(4`21 − 1)
K−2∏
`2=`1+2
`2
2`2 − 1
(a)
>
3K
2K − 3
K−3∑
`1=0
`1(K − `1 − 1)
K(K − `1)2K−`1
=
3K
2K − 3Λ3(K), (150)
where (a) follows from the fact that (3`
2
1+`1−1)(`1+1)
4`21−1 >
3
4`1 for `1 ≥ 0, and `22`2−1 > 12 for `2 ≥ 2.
Lemma 4: The following inequalities hold for K ≥ 2.
2KΛ2(K)
2K−1 < Φ(K) < Γ3(K) +
(K−1)2
2(2K−1)(2K−3) +
K−1
15K2K
.
Proof:
(i) Upper bound:
Φ(K) =
K−2∑
`1=0
(K − `1 − 1)(`1 + 1)
(K − `1)(2`1 + 1)
K−1∏
`2=`1+1
`2
2`2 + 1
=
(K − 1)2
2(2K − 1)(2K − 3) +
K−3∑
`1=0
(K − `1 − 1)(`1 + 1)2(`1 + 2)
(K − `1)(2`1 + 1)(2`1 + 3)(2`1 + 5)
K−1∏
`2=`1+3
`2
2`2 + 1
(a)
<
(K − 1)2
2(2K − 1)(2K − 3) +
2(K − 1)
15K
K−1∏
`2=3
`2
2`2 + 1
+
K−3∑
`1=1
K − `1 − 1
23(K − `1)
K−1∏
`2=`1+3
`2
2`2 + 1
=
(K − 1)2
2(2K − 1)(2K − 3) +
(K − 1)
15× 23K
K−1∏
`2=3
`2
2`2 + 1
+
K−3∑
`1=0
K − `1 − 1
23(K − `1)
K−1∏
`2=`1+3
`2
2`2 + 1
(b)
<
(K − 1)2
2(2K − 1)(2K − 3) +
(K − 1)
15K2K
+
K−3∑
`1=0
K − `1 − 1
(K − `1)2K−`1
= Γ3(K) +
(K − 1)2
2(2K − 1)(2K − 3) +
K − 1
15K2K
, (151)
where (a) follows from the fact that (`1+1)
2(`1+2)
(2`1+1)(2`1+3)(2`1+5)
< 18 for `1 ≥ 1, and (b) is true since `22`2+1 < 12 for `2 ≥ 3.
(ii) Lower bound:
Φ(K) =
K−2∑
`1=0
(K − `1 − 1)(`1 + 1)
(K − `1)(2`1 + 1)
K−1∏
`2=`1+1
`2
2`2 + 1
=
K−2∑
`1=0
(K − `1 − 1)(`1 + 1)2
(2K − 1)(K − `1)(2`1 + 1)
K−1∏
`2=`1+2
`2
2`2 − 1
30
(a)
>
2K
2K − 1
K−2∑
`1=0
`1(K − `1 − 1)
K(K − `1)2K−`1
=
2K
2K − 1Λ2(K), (152)
where (a) follows from the fact that (`1+1)
2
2`1+1
> 12`1 for `1 ≥ 0, and `22`2−1 > 12 for `2 ≥ 2.
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