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Abstract9
The historical trend in the axial dipole is sufficient to reverse the field in less than10
2 kyr. Assessing the prospect of an imminent polarity reversal depends the probability11
of sustaining the historical trend for long enough to produce a reversal. We use a stochas-12
tic model to predict the variability of trends for arbitrary time windows. Our predictions13
agree well with the trends computed from paleomagnetic models. Applying these pre-14
dictions to the historical record shows that an extrapolation of the current trend for next15
1 to 2 kyr is highly unlikely. Instead, we compute the trend and time window needed16
to reverse the field with a specified probability. We find that the dipole could reverse in17
the next 20 kyr with a probability of 2%.18
1 Introduction19
Observatory data show that the axial dipole moment (ADM) has been decreasing20
at an average rate of 6% per century since the inception of measurements in 1840 (Gillet21
et al., 2013). This sharp decline has prompted widespread speculation about an impend-22
ing polarity reversal (Hulot et al., 2002; De Santis et al., 2013; Laj & Kissel, 2015). Ex-23
trapolating the historical rate for the next 1.66 kyr is sufficient to bring the amplitude24
of the axial dipole to zero, marking the start of the next polarity interval. A relevant ques-25
tion is whether the historical rate will persist for the next 1 to 2 kyr. We frame this ques-26
tion in terms of probabilities of various outcomes. For example, what is the probabil-27
ity of sustaining the current rate over a time interval equal in length to the historical record?28
This would tell us whether the current trend is unusual. We would also like to know the29
probability of sustaining this trend over 2 kyr. Extending the record using paleomag-30
netic observations offers insights, but the message is not always clear. Paleomagnetic in-31
tensity measurements support a lower rate of decline over the past 1 kyr (Poletti et al.,32
2018), but there are several instances in the past 7 kyr when larger trends did not per-33
sist for long enough to cause a reversal (Constable & Korte, 2006).34
It is reasonable to expect the probability of a given trend to depend on the time35
window of interest. For example a very long time window is expected to give a trend close36
to zero when the dipole moment has a well-defined mean value (i.e. the mean converges37
as the record length increases). Reducing the time interval allows larger slopes to occur,38
although the expected value of many shorter trends may still be close to zero.39
It is helpful to illustrate these ideas using 200-year trends in the dipole field from40
the CALS10k.2 model (Constable et al., 2016). The time-dependent Gauss coefficient,41
g01(t), is converted to an axial dipole moment, x(t), (e.g. Constable, 2007) but we adopt42
a sign convention that makes the present-day axial dipole moment positive. Trends, b,43
are computed by a least-squares fit of x(t) to44
x(t) = b t+ a (1)
over 200-year time intervals. Non-overlapping time intervals are taken to ensure inde-45
pendence in the estimates of b. A histogram of the resulting 200-year trends is shown46
in Figure 1. The mean trend is close to zero, whereas the standard deviation is σb =47
1.84 × 1022 A m2 kyr−1. By comparison, the historical trend between 1840 and 201048
is 4.54×1022 A m2 kyr−1 (Gillet et al., 2013), corresponding to 2.5σb event. While the49
historical trend is unusual in the light of variability in the CALS10k.2 model, there are50
times in the last 10 kyr when the amplitude of the slope was as large or larger than the51
historical trend (see Figure 1). Modifying the calculation to consider 500-year trends re-52
duces the standard deviation to σb = 1.4 × 1022 A m2. A hypothetical 500-year de-53
crease at the current historical rate would correspond to a 3.1σb event. The probabil-54
ity of this outcome would be less than 0.1%, based on a normal distribution.55
–2–
manuscript submitted to Geophysical Research Letters
-6 -4 -2 0 2 4 6
ADM trend, 1022 Am2/kyrs
0
2
4
6
8
10
12
14
16
18
20
Nu
m
be
r o
f o
cc
ur
re
nc
es
CALS10k.2
Windows of 200 years
N = 50
Historical    
trend       
Figure 1. Histogram of 200-year trends in the axial dipole moment (ADM) computed from
the CALS10k.2 model. Each trend is computed from a non-overlapping time interval (or window
length). The mean trend is close to zero, but variations are as large as the historical trend.
Extending the trends in the CALS10k.2 model much beyond 500 years is a chal-56
lenge because longer windows mean fewer independent estimates of the trend. Similarly,57
we cannot rely solely on models with temporal variations constrained by marine sedi-58
mentary records and ADM amplitudes calibrated by absolute paleointensity records (e.g.59
Ziegler et al., 2011; Valet et al., 2005) because these models lack sufficient resolution at60
timescales of several kyr. However, we can use paleomagnetic observations to construct61
a stochastic model for the geomagnetic axial dipole, and use the theory of stochastic pro-62
cesses to quantify the variability in the trend as a function of window length w. The the-63
ory allows us to focus on the window length of interest, although we can still test our64
predictions using paleomagnetic observations at window lengths that are amenable to65
these records.66
We find that the probability of maintaining the current rate of decline for the next67
2 kyr is implausibly low. This result is consistent with a previous inference based on data68
assimilation of paleomagnetic observations (Morzfeld et al., 2017). We can also quan-69
tify the average trend (and hence the time interval) needed to bring the dipole moment70
to zero with a specified probability. The model predicts that the dipole moment could71
vanish over the next 20 kyr with a 2% probability. A remarkably similar prediction was72
obtained by different means using a solution of the backward Fokker-Planck equation73
(Buffett & Davis, 2018). We establish these results by first showing how a stochastic model74
can be used to characterize the variability in the dipole trend as a function of window75
length.76
2 Stochastic Model for the Dipole Moment77
Fluctuations in the axial dipole moment, x(t), are described by a stochastic dif-78
ferential equation79
dx = v(x)dt+
√
2D(x) dWt , (2)
where the drift term, v(x), describes the deterministic evolution of the dipole moment80
and the noise (or diffusion) term, D(x), defines the amplitude of random variations (Buffett81
et al., 2014). The time dependence of the random process, dWt, represents uncorrelated82
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Table 1. Model parameters and standard deviation (in brackets)
Parameter Value Units
γ 0.1 (0.0033) kyr−1
τγ 10 (0.34) kyr
D 0.34 (0.0072)× 1044 A2 m4 kyr−1
α 8.56 (1.93) kyr−1
τα 0.12 (0.2) kyr
τsed 1.75 (0.05) kyr
(white) noise from a Gaussian distribution with a mean of zero and a variance of dt. The83
random term can also be interpreted as an increment in a Wiener process (Van Kam-84
pen, 2007). Numerical solutions for the discrete version of (2) are obtained using the Euler-85
Maruyama scheme (Risken, 1989). Although higher-order approximations exist (e.g. Kloe-86
den & Platen, 2013), this scheme provides adequate pathwise convergence for our require-87
ments.88
Models of paleointensity from the past 2 Myr (Ziegler et al., 2011; Valet et al., 2005)89
suggest that the drift term can be approximated using a linear function90
vl(x) = −γ(x(t)− x0) (3)
where γ defines the rate of relaxation of the dipole moment toward the stable point x0.91
The timescale for relaxation is τγ = γ
−1. A modification of (3) was proposed by Buffett92
and Puranam (2017) to allow for large departures of x(t) from x0. The invariance of the93
magnetic induction equation to a change in the sign of the magnetic field implies that94
v(x) is an odd function of x, requiring v(x) to vanish at x = 0. A simple nonlinear ex-95
tension of (3) is96
vnl(x) = −γx
x0
(x− x0) for x ≥ 0 (4)
where the expected symmetry is obtained by taking vnl(−x) = −vnl(x). In this study,97
calculations for variations in the trend are based mainly on the linear model, so the de-98
tails of the nonlinear extension are not crucial. However, we do calculate the variabil-99
ity of trends using long simulations of the nonlinear model. Computing trends from these100
simulations include the influences of polarity reversals, which are absent from the the-101
ory based on the linear drift model.102
Model parameters for the stochastic model are recovered from a wide variety of pa-103
leomagnetic observations using a Bayesian feature-based inversion (Morzfeld & Buffett,104
2019). The input data sets includes 2-Myr records of paleointensity from the SINT-2000105
(Valet et al., 2005) and PADM2M (Ziegler et al., 2011) models, as well as high-resolution106
records from the CALS10k.2 model (Constable et al., 2016) and the average reversal rate107
from the last 10 Myr (Ogg, 2012). Figure 2 shows the nonlinear drift term and the con-108
stant noise term from the inversion. A double potential well, U(x), and a steady-state109
probability density function, P (x), are defined using the drift and noise terms (see Fig-110
ure 2b). Several other quantities were recovered in the inversion to characterize the cor-111
relation time of the noise source (see Table 1).112
Departures from a Wiener process are expected at short time intervals due to cor-113
relations in the physical processes that generate fluctuations in the dipole field. We re-114
solve this complication by considering exponentially correlated noise (Ha¨nggi & Jung,115
1995). The correlation time of the noise is τα = α
−1, where α is a parameter recovered116
in the inversion. A second correlation time is introduced to account for the gradual ac-117
quisition of magnetization in marine sediments (Roberts & Winklholfer, 2004). These118
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Figure 2. (a) Nonlinear drift (blue) and noise (green) terms for the stochastic model. (b) A
double potential well U(x) is defined by integrating −v(x) with respect to x. The steady-state
probability distribution of x is proportional to P (x) ∼ exp(−U/D).
affects are approximated by applying a filter to the stochastic model (Buffett & Puranam,119
2017), effectively introducing a second correlation time related to the sedimentary record.120
It is important to note that this second correlation time has no physical connection to121
processes that generate the magnetic field. Instead, it is intended to reflect the acquis-122
tion of magnetization in marine sediments. We only use the second correlation time (de-123
noted by τsed) when making comparisons between the stochastic model and the marine124
record of relative paleointensity.125
3 Variability of the Trend126
An analytical solution of the stochastic differential equation in (2) is possible when127
the drift term is linear and the noise term is constant. The general solution for the de-128
viation from the mean, (t) = x(t)− x0, is (Risken, 1989)129
(t) = (t0)e
−γ(t−t0) +
√
2D
∫ t
t0
e−γ(t−s)dWs (5)
where (t0) defines the initial condition at t0. All memory of the initial condition is lost130
at large times, so we can adopt an initial condition at t0 = −∞ and write the solution131
for (t) solely in terms of a sequence of random increments, dWs. The trend of (t) over132
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a time window w can be written as (Kenney & Keeping, 1962)133
b =
Cov(t, )
Var(t)
(6)
where Cov(t, ) is the covariance between t and , and Var(t) is the variance of t. Choos-134
ing a time window between −w/2 and w/2 means that the expected value of t vanishes.135
The resulting expression for Var(t) reduces to136
Var(t) =
1
w
∫ w/2
−w/2
t2 dt =
w2
12
. (7)
The covariance between t and (t) is calculated using the analytical solution in (5), and137
the variance of the trend is given by138
σ2b ≡ Var(b) = E(b2)− E(b)2 . (8)
Nijsse et al. (2019) derived a closed-form expression for σb in the context of a related prob-139
lem in climate science. We defer the details to a supplement, and simply state the gen-140
eral form of the standard deviation141
σb =
√
24γDf(γw) (9)
where f is a known function of γw (or, equivalently w/τγ). We also derive a useful small-142
w approximation for σb143
σb =
√
2D
w
(10)
which is independent of γ. It is important to note that (10) is valid when w is short rel-144
ative to τγ but long relative to the correlation time of the noise term.145
Figure 3 shows the theoretical prediction for σb from (9), as well as the small-w ap-146
proximation in (10). We also show the standard deviation of the trend from a long sim-147
ulation of the stochastic model with the nonlinear drift term. This simulation includes148
polarity reversals, which are absent from the theory. Including reversals appears to cause149
a small increase in σb relative to the theory at large w. We also show the standard de-150
viation of the trends from the higher resolution CALS10k.2 model, as well as the longer151
time-scale/lower resolution SINT-2000 and PADM2M models. There is general agree-152
ment between the theory and the paleomagnetic models, although the variability of the153
lower resolution models falls below the prediction when the window length is less than154
20 kyr. This discrepancy may be due to gradual acquisition of magnetization in marine155
sediments(Roberts & Winklholfer, 2004) or the model regularization (Ziegler et al., 2011).156
The resulting smoothing should reduce the variability of the observed trends at short157
window lengths.158
The historical trend for a 170-year window lies above the theoretical prediction.159
However, it is well within the allowable range of the stochastic model. Fluctuations in160
the trend follow a normal distribution (see Supplement), so the predicted standard de-161
viation, σb = 2.18×1022 A m2, for a window of w = 170 years means that the histori-162
cal trend corresponds to a 2.1σb event. The chances of the stochastic model producing163
a (negative) trend at or in excess of the historical trend is about 1.8%. Allowing for the164
influence of correlated noise would likely lower the probability of the historical trend (see165
Section 4), but it remains a plausible outcome of the stochastic model. Extending the166
historical trend for another 1.66 kyr is much less likely. The predicted standard devia-167
tion is σb = 0.68 × 1022 A m2 at w = 1.66 kyr, so the proposed extension of the his-168
torical trend would correspond to a 6.7σb event. The probability of this event is vanish-169
ingly small. We can safely conclude that the historical trend cannot be used as the ba-170
sis for predicting the next geomagnetic reversal.171
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Figure 3. Theoretical predictions for the standard deviation of the trend (red) and a useful
approximation at small w (red dash). Estimates from several paleomagnetic models (CALS10k2,
PADM2M and SINT-2000) are shown for comparison. The historical trend over a 170-year
window is also shown. A long realization of the stochastic model with the nonlinear drift term
produces larger variability than the theory at large w, possibly due to the effects of polarity
reversals. Much closer agreement between the theory and the simulation occurs at short w.
4 Influence of Correlated Noise172
The stochastic model in (2) is driven by random increments, dWt, which are as-173
sumed to be statistically independent. This assumption is reasonable when the time step,174
∆t, is large, but it becomes questionable when ∆t approaches the correlation time of the175
noise model. Morzfeld and Buffett (2019) recovered a correlation time of τα = 120 years176
from the high-resolution CALS10k.2 model. This time interval is comparable to the length177
of the historical record, so our assessment of the historical record using the stochastic178
model may require an explicit treatment of correlated noise. This is implemented in the179
stochastic model by replacing dWt with an exponentially correlated noise source. The180
required modifications are fairly standard and the details can be found in Morzfeld and181
Buffett (2019).182
Figure 4 shows the standard deviation of the trend computed from a simulation183
of the stochastic model with correlated noise. The influence of correlation lowers the stan-184
dard deviation of the trend at short window lengths. Departures from the theoretical185
value of σb first become evident when w is roughly a factor of ten larger than the cor-186
relation time. For a correlation time of 120 years we see departures below w = 1 kyr,187
and these changes become larger with further reductions in w. The standard deviation188
in the simulation at w = 170 year decreases to σb = 1.45 × 1022 A m2, which means189
that the historical record now corresponds to a 3.1σb event. This change lowers the prob-190
ability of the historical trend to about 0.1%. Accounting for uncertainties in D and τα191
allow a modest increase in the probability of the historical trend. For example, a one-192
sigma change in D and τα can increase the standard deviation to σb = 1.56×1022 A2193
m, which makes the historical rate a 2.9σb event (corresponding to a 0.2% probability).194
Attributing τα solely to physical processes in the core appears to make the historical trend195
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unusual. On the other hand, it is possible that τα includes affects associated with the196
measurements or regularization in the model construction. Reducing the correlation time197
to reflect only physical processes would shift σb at w = 170 year toward the theoreti-198
cal prediction, making the historical record more likely. This change would also improve199
the agreement between the correlated stochastic model and the estimates of σb from CALS10k.2.200
(The previous inference of τα from CALS10k.2 was based on the power spectrum of dipole201
fluctuations).202
Figure 4. Standard deviation of the trend from simulations with correlated noise (blue dash).
The correlation time τα is intended to represent processes in Earth’s core, while τsed reflects the
smoothing in marine sediments. The theory (red) and trends from four paleomagnetic models
are shown for comparison. Model GGF100k (bold green) was not used in the construction of the
stochastic model.
A second simulation of the stochastic model is computed with a correlation time203
of τsed = 1.75 kyr to mimic the effects of smoothing in marine sedimentary records (see204
Figure 4). The standard deviation of the trend in the simulation shows similarities with205
the trends computed from PADM2M and SINT-2000. Both the simulation and paleo-206
magnetic models are consistent with the theory at large w, but there is a gradually de-207
parture at smaller w. The nature of this departure is qualitatively similar in the sim-208
ulation and paleomagnetic models, although there are quantitative differences in the over-209
all amplitude. One way to reconcile the stochastic model with SINT-2000 and PADM2M210
is to increase slightly the value of τsed. This modification would have two consequences.211
First, it would cause departures from the theory at longer w, consistent with estimates212
from the paleomagnetic models. Second, it would produce a lower σb in the vicinity of213
w = 10 kyr. The sensitivity of σb to τsed may offer a new diagnostic to characterize the214
acquisition of magnetization in marine records.215
Figure 4 also shows the results from an intermediate-resolution paleomagnetic model,216
known as GGF100k (Panovska et al., 2019). This model is constructed from lake and217
marine sediments, as well as volcanic and archeomagnetic observations from the past 100218
kyr. The paleomagnetic field is resolved into spherical harmonic components (like CALS10k.2),219
but it has less temporal resolution. Variations in the computed trends fill the gap in win-220
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dow length between CALS10k.2 and the lower resolution models (SINT-2000 and PADM2M).221
The computed standard deviation agrees well with theory, particular at shorter window222
lengths where a larger number of estimates for b give more reliable statistics. The trends223
from GGF100k are notable because this model was not used in the inversion for the pa-224
rameters of the stochastic model.225
5 Implications for the Next Polarity Reversal226
Estimates for σb as a function of w can be used to make inferences about the tim-227
ing of the next polarity reversal. We apply the theory with uncorrelated noise and as-228
sume the current dipole moment, x(tc), is brought to zero over a time interval w. The229
required trend is b = −x(tc)/w. We can now use the standard deviation, σb, at this value230
of w to assess whether the required trend is likely. Alternatively, we can specify the like-231
lihood of the trend and evaluate the window length required to produce this probabil-232
ity. For example, there is a 2% chance of sustaining a negative trend b ≤ −2.05σb. If233
we set the required trend equal to −2.05σb, then we require234
x(tc)
w
≈ 2.05
√
2D
w
(11)
using the small-w approximation in (10). Solving for w gives235
w =
x(tc)
2
8.4D
. (12)
Taking x(tc) = 7.6×1022 A m2 gives w = 20.2 kyr. In other words, there is roughly a236
2% chance that the axial dipole moment will decline to zero in the next 20 kyr or less.237
A remarkably similar prediction was made using a solution of the backward Fokker-238
Planck equation (Buffett & Davis, 2018). This agreement may be surprising at first glance239
because the solution in (12) has the form of a purely diffusive process with no depen-240
dence on the drift term (e.g. Shcherbakov & Fabian, 2012). While the drift term appears241
in the backward Fokker-Planck equation, its contribution to the predicted probability242
is small when the solution is evolved over a short time interval. This result is consistent243
with expectations that the dipole moment is driven mainly by the noise term over timescales244
less than τγ . Indeed, we find good agreement between the small-w approximation in (10)245
and the predictions of the full theory for σb when w < τγ (see Figure 3). The unexpected246
outcome is that (12) gives good agreement with the more rigorous treatment even when247
w ∼ τγ .248
An alternative statistical description of polarity reversals is based on a model for249
a Poisson point process (e.g. Cox, 1968). In this case the probability of a reversal oc-250
curring within a time interval w is251
P (t < w) = 1− e−rw (13)
where r = 4.4 Myr−1 is the mean reversal rate from the last 5 Myr (Ogg, 2012). Con-252
sidering a time interval of w = 20 kyr gives a probability of 8.4%, which is about four253
times larger than the probability predicted using (12). Reducing the time interval to w =254
2 kyr gives a probability of 0.88%. The same probability (P = 0.88%) describes the255
chances of sustaining a negative trend b < −3.13σb. Using this updated value for the256
trend in (12) gives w = 8.7 kyr, compared to w = 2 kyr for a Poisson process. Alter-257
natively, we might fix the window length at w = 2 kyr, and determine the initial value258
for x(tc) needed to reproduce the prediction of the Poisson process. We require x(tc) =259
3.65×1022 A m2, indicating that the amplitude of the initial dipole moment is impor-260
tant for predicting the probability of a reversal using the stochastic model.261
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6 Conclusions262
Historical trends in the dipole moment are sometimes used to speculate about a263
polarity reversal in the next several thousand years. We argue against this extrapola-264
tion by showing that the historical trend should be interpreted as a short-term fluctu-265
ation. A simple statistical analysis of the CALS10k.2 model suggests that the chances266
of sustaining the historical trend over a 200-year interval is about 0.6%. Increasing the267
duration of this trend to 500 years lowers the probability to about 0.1%. We develop a268
quantitative model to assess the variability of trends in the dipole moment over arbitrary269
window lengths. The model is based on a stochastic differential equation with param-270
eters recovered from a variety of paleomagnetic observations. We show that the model271
reproduces the statistics of trends from the CALS10k.2 model (Constable et al., 2016).272
It also reproduces the statistics of trends from the PADM2M (Ziegler et al., 2011), SINT-273
2000 (Valet et al., 2005) and GGF100k (Panovska et al., 2019), provided the window length274
is long compared with the time required for sediments to acquire magnetization. Apply-275
ing the model to the historical record shows that the probability of sustaining the cur-276
rent trend for next several thousand years is virtually zero. Instead, we compute the trend277
needed to reduce the axial dipole moment to zero with a specified probability. We find278
that dipole moment could vanish in the next 20 kyr with a probability of 2%.279
Acknowledgments280
This work is supported a grant (EAR-1644644) from National Science Foundation to B.B.281
and by Posdoctoral Fellowship (EAR-1725798) from the National Science Foundation282
to M.S.A. Paleomagnetic models used in this study were obtained from https://earthref.org.283
The stochastic models are available at https://earthref.org/ERDA/2413. We thank Matti284
Morzfeld and anonymous reviewer for thoughtful comments. We also thank Tushar Mit-285
tal for bring the study of Nijsse et al. (2019) to our attention.286
References287
Buffett, B., & Davis, W. (2018). A probabilistic assessment of the next geomagnetic288
polarity reversal. Geophysical Research Letters, 45 , 1845-1850. doi: 10.1002/289
2018GL077061290
Buffett, B., King, E., & Matsui, H. (2014). A physical interpretation of stochastic291
models for fluctuations in the earth’s dipole field. Geophysical Journal Interna-292
tional , 198 (1), 597–608.293
Buffett, B., & Puranam, A. (2017). Constructing stochastic models for dipole fluctu-294
ations from paleomagnetic observations. Physics of Earth Planetary Interiors,295
272 , 68-77. doi: 10.1016/j.pepi.2017.09.001296
Constable, C. (2007). Dipole moment variation. In D. Gubbins & E. Herrero-297
Bervera (Eds.), Encyclopedia of geomagnetism and paleomagnetism (p. 159-298
161). Springer.299
Constable, C., & Korte, M. (2006). Is earth’s magnetic field reversing? Earth and300
Planetary Science Letters, 246 , 1-16. doi: 10.1016/j.epsl.2006.03.038301
Constable, C., Korte, M., & Panovska, S. (2016). Persistent high paleosecular varia-302
tions in the southern hemisphere for at least 10000 years. Earth and Planetary303
Science Letters, 453 , 78-86. doi: 10.1016/j.epsl.2016.08.015304
Cox, A. (1968). Lengths of geomagnetic polarity intervals. Journal of Geophysical305
Research, 73 , 3247-3260. doi: 10.1029/JB073i010p03247306
De Santis, A., Qamili, E., & Wu, L. (2013). Toward a possible next geomagnetic307
transition? Natural Hazards and Earth System Science, 13 , 3395-3403. doi: 10308
.5191/nhess-13-3395-2013309
Gillet, N., Jault, D., Finlay, C., & Olsen, N. (2013). Stochastic modeling of the310
earth’s magnetic field: Inversion for covariances over the observatory era. Geo-311
chemistry, Geophysics, Geosystems, 14 , 766-786. doi: 10.1002/ggge 20041312
–10–
manuscript submitted to Geophysical Research Letters
Ha¨nggi, P., & Jung, P. (1995). Colored noise in dynamical systems. Advances in313
chemical physics, 89 , 239–326.314
Hulot, G., Eymin, C., Langlais, B., Mandea, M., & Olsen, N. (2002). Small-scale315
structure of the geodynamo inferred from oersted and magsat satellite data.316
Nature, 416 , 620-623. doi: 10.1016/j.pepi.2013.05.005317
Kenney, J. F., & Keeping, E. (1962). Linear regression and correlation. Mathematics318
of statistics, 1 , 252–285.319
Kloeden, P. E., & Platen, E. (2013). Numerical solution of stochastic differential320
equations (Vol. 23). Springer Science & Business Media.321
Laj, C., & Kissel, C. (2015). An impending geomagnetic transition? Hints from the322
past. Frontiers in Earth Science, 3 , 1-10. doi: 10.3389/feart.20015.00061323
Morzfeld, M., & Buffett, B. (2019). A comprehensive model for the kyr and myr324
timescales of earth’s axial magnetic dipole field. Nonlinear Processes in Geo-325
physics, 26 , 123-142. doi: 10.5194/npg-26-123-2019326
Morzfeld, M., Fournier, A., & Hulot, G. (2017). Coarse predictions of dipole rever-327
sals by low-dimensional modeling and data assimilation. Physics of Earth and328
Planetary Interiors, 262 , 8-27. doi: 10.1016/j.pepi.2016.10.007329
Nijsse, F., Cox, P., Huntingford, C., & Williamson, M. (2019). Decadal global tem-330
perature variability increases strongly with climate sensitivity. Nature Climate331
Change, 9 , 598-601. doi: 10.1038/s41559-019-0527-4332
Ogg, J. G. (2012). Geomagnetic polarity time scale. In F. M. Gradstein (Ed.), The333
geologic time scale 2012 (p. 85-113). Elsevier Science.334
Panovska, S., Constable, C. G., & Korte, M. (2019). Extending global contin-335
uous geomagnetic field reconstructions on timescales beyond human civ-336
ilization. Geochemistry, Geophysics, Geosystems, 19 , 4757-4772. doi:337
10.1029/2018GC007966338
Poletti, W., Biggin, A., Trindade, R., Hartmann, G., & Terra-Nova, F. (2018).339
Continuous millennial decrease of the earth’s geomagnetic axial dipole.340
Physics of the Earth and Planetary Interiors, 274 , 72-86. doi: 10.1016/341
j.pepi.2017.11.005342
Risken, H. (1989). The Fokker-Planck equation. New York: Springer.343
Roberts, A. P., & Winklholfer, M. (2004). Why are geomagnetic excursions not344
always recorded in sediments? Constraints from post-deformation remanent345
magnetization lock-in modeling. Earth and Planetary Science Letters, 227 ,346
345-359. doi: 10.1016/j.epsl.2004.07.040347
Shcherbakov, V., & Fabian, K. (2012). The geodynamo as a random walker: A view348
on reversal statistics. Journal of Geophysical Research, B , 117 , B03101. doi:349
10.1029/2001JB008931350
Valet, J. P., Meynadier, L., & Guyodo, Y. (2005). Geomagnetic dipole strength and351
reversal rate over the past two million years. Nature, 435 , 802-805. doi: 10352
.1038/nature03674353
Van Kampen, N. (2007). Stochastic processes in physics and chemistry. Amsterdam:354
Elsevier.355
Ziegler, L. B., Constable, C. G., Johnson, C. L., & Tauxe, L. (2011). PADM2M:356
a penalized maximum likelihood model for the 0-2 Ma paleomagnetic axial357
dipole moment. Geophysical. Journal International , 184 , 1069-1089. doi:358
10.1111/j.1365-246X.2010.04905.x359
–11–
