An advanced three-phase phase field approach (PFA) is suggested for a nonequilibrium phase interface that contains an intermediate phase, in particular, a solid-solid interface with a nanometer-sized intermediate melt (IM). A thermodynamic potential in the polar order parameters is developed that satisfies all thermodynamic equilibrium and stability conditions. The special form of the gradient energy allowed us to include the interaction of two solid-melt interfaces via an intermediate melt and obtain a well-posed problem and mesh-independent solutions. It is proved that for stationary 1D solutions to two Ginzburg-Landau equations for three phases, the local energy at each point is equal to the gradient energy. Simulations are performed for β ↔ δ phase transformations (PTs) via IM in an HMX energetic material. The obtained energy IM width dependence is described by generalized force-balance models for short-and long-range interaction forces between interfaces but not far from the melting temperature. A force-balance model is developed that describes phase field results even 100 K below the melting temperature. The effects of the ratios of width and energies of solid-solid and solid-melt interfaces, temperature, and the parameter characterizing interaction of two solid-melt interfaces, on the structure, width, energy of the IM and interface velocity are determined by finite element method. Depending on parameters, the IM may appear by continuous or discontinuous barrierless disordering or via critical nucleus due to thermal fluctuations. The IM may appear during heating and persist during cooling at temperatures well below than it follows from sharp-interface approach. On the other hand, for some parameters when IM is expected, it does not form, producing an IM-free gap. The developed PFA represents a quite general three-phase model and can be extended to other physical phenomena, such as martensitic PTs, surface-induced premelting and PTs, premelting/disordering at grain boundaries, and developing corresponding interfacial phase diagrams.
I. INTRODUCTION
PTs between two solid phases via a nanoscale molten layer, more than 100 K below the melting temperature, have been predicted thermodynamically [1] [2] [3] for β-δ PT in an HMX organic crystal and confirmed indirectly both qualitatively and quantitatively by sixteen experimental evidences [4, 5] . In particular, the equality of predicted activation energies and melting energies, the absence of athermal friction during solid-solid PT, the dependence of the rate constant on the heat of fusion, and the interface velocity and concentration of the δ phase versus time, which follow from the theory, were confirmed experimentally. While change in interface energy was neglected, the main reason for the melting below the melting temperature was related to the relaxation of the internal stresses generated by a relatively large volumetric strain for β-δ PT. However, as soon as the material melts, the stresses relax and the stress-free melt resolidifies into the stable phase at a temperature much below the melting temperature.
That is why such a melt was called the virtual melt and was considered an intermediate transitional state. Thus, during propagation of the solid 1-melt-solid 2 (S 1 MS 2 ) interface through the sample, one solid phase melts and resolidifies into another phase. It was predicted that virtual melting would be * vlevitas@iastate.edu expected in materials with a complex crystalline structure, and a large transformation strain tensor in which traditional stress relaxation mechanisms (dislocation nucleation and motion, and twinning) are suppressed.
In Ref. [6] , virtual melting was considered as a mechanism of crystal-crystal PTs and an amorphization for materials with decreasing melting temperature under pressure (for example, ice, Si, Ge, and geological and others materials). It was not necessarily related to the relaxation of internal stresses. Virtual melting was confirmed experimentally for amorphization in avandia (an important pharmaceutical substance used as an insulin enhancer) in Ref. [7] during a scanning transitiometer study at heating.
A mechanism for crystal-crystal PTs via surface-induced virtual pre-melting and melting was justified thermodynamically and confirmed experimentally in Ref. [8] for the PT from metastable pre-perovskite to cubic perovskite in PbTiO 3 nanofibers, an important ferroelectric material. A theory in Ref. [8] also introduced the intermediate melt (IM) , which in contrast to virtual melt, can be in thermodynamic equilibrium with an internally nonhydrostatically stressed solid below melting temperature. Reduction in the interface energy and relaxation of elastic energy provide driving forces for such a melting. Also, during the product crystal growth stage, a quenched melt was experimentally found within the solid-solid interface, which is the first direct experimental confirmation of the crystal-crystal PT via virtual melting or IM.
Virtual melting, as a mechanism of plastic flow and stress relaxation under high strain rate loading of copper and aluminum, was predicted thermodynamically and confirmed by molecular dynamics simulations in Ref. [9] . The thermodynamic conditions for the formation of virtual melting or IM were formulated in Refs. [1, 3, 6, 8] using the sharp interface approach. When size-dependence of the interface energy was taken into account in Ref. [8] , it allowed us to determine the width of IM, δ * . This is similar to force-balance models [10] [11] [12] [13] [14] applied for other purposes, which takes into account an additional interaction energy between two interfaces when they get close to each other. Since the width of the IM is on the order of nanometers, i.e., comparable with the width of solid-solid and solid-melt interfaces, and also because melting (disordering) may not be complete, the sharp interface approaches [1, 3, 6, 8, 15] are oversimplified and do not represent a strict proof of phenomena.
In order to avoid the problems inherent to the sharp interface approach, we have developed a phase field approach (PFA) that resolves finite width interfaces. It represents a justification and a generalization of our PFA presented in Ref. [16] . Thus, in comparison with Ref. [16] , the following significant and novel results are obtained. All thermodynamic equilibrium and instability conditions are explicitly analyzed; generalization of the force-balance models for short-range and long-range interactions between interfaces, as well as a new model for these interactions are suggested; a phase field modeling of interaction between two solid-melt (SM) interfaces was studied in detail and connected to force-balance models; solutions for critical IM nuclei are found and kinetic conditions for their appearance are determined. An energy integral was found for stationary 1D solutions to two Ginzburg-Landau equations for three phases, i.e., for a plane interface with IM or for all critical nuclei. The pointwise equality of the local and the gradient energy was proved. In addition to the above new topics, which were not considered in Ref. [16] , the parametric study here is much broader than in Ref. [16] , which revealed some new effects. In particular, the S 1 MS 2 interface velocity for some parameters is larger than the S 1 S 2 interface velocity and IM width does not diverge when the first melting temperature is reached. We neglect mechanics here and IM is driven by the reduction in interface energy during IM; the effects of internal stresses and interface tension will be studied in the next paper.
The paper is arranged as follows. The thermodynamic potential for a three-phase system with polar order parameters, one of which describes melting and another one solid-solid PT is developed in Sec. II. It satisfies all desired thermodynamic equilibrium and instability conditions. The necessity of introducing gradient energy for the S 1 S 2 interface within IM (which sounds counterintuitive) is demonstrated from the point of view of obtaining a well-posed problem formulation and an objective (i.e., mesh-independent) solution, as well as a description of the interaction between two SM interfaces.
Corresponding Ginzburg-Landau (GL) equations have been formulated. In Sec. III, analytical solutions for dry solid-solid and SM interfaces and for the determination of energy, width, and velocity of these interfaces are obtained. An energy integral was found for the stationary 1D solutions to the two GL equations for three phases, i.e., for a plane interface with IM or for all IM critical nuclei. It results in the statement that the excess of the local energy at each point is equal to the gradient energy.
In Sec. IV, the material parameters of the model are calibrated utilizing data for an HMX energetic material. Some comparison of numerical and analytical solutions is presented. Section V is devoted to the generalization of some known force-balance models.
The best force-balance model describes PFA results even 100 K below the melting temperature. The effects of four parameters, namely, the ratios of width k δ and energies k E of S 1 S 2 and SM interfaces, the temperature, and the parameter characterizing interaction of two solid-melt interfaces, on the structure, width, energy of the IM, and interface velocity are determined numerically. Depending on parameters, the IM may appear by continuous reversible (without hysteresis) or discontinuous (with hysteresis) disordering. A partial and complete IM may nucleate during heating and is retained during cooling at temperatures significantly below what would be expected from the sharp-interface approach. For some parameters when IM is expected, it does not form, producing an IM-free gap. In Sec. VII, the procedure to find the critical nucleus is described and its size structure is studied in detail using a kinetic criterion. A comparison with other similar approaches to different phenomena and the possibility of applying the current approach to other phenomena are discussed in Sec. VIII.
II. THERMODYNAMIC THEORY
Our objective is to develop the simplest local thermodynamic (Landau) potential to describe PTs between three phases, which reduces to the potential presented in Refs. [17] [18] [19] for PTs between each of the two phases. Some requirements of the thermodynamic potential in Refs. [17] [18] [19] are related to the effect of stresses on PTs. Since we will include the effect of stresses in the next paper, it is important to include the same requirements even in the stress-free formulation.
A. Thermodynamic potential
In order to develop a thermodynamic potential for PTs between three phases, the polar order parameters are introduced in a plane with the radial ϒ and the angular ϑ order parameters (Fig. 1) . In this formulation, π ϑ/2 is the angle between the radius vector ϒ and the positive first axis. The origin of the polar coordinate system in the plane of the order parameters, which is described by ϒ = 0 for any ϑ, is considered as the reference phase 0. Here, phase 0 is a melt M, but in general it can be any phase, e.g., austenite for multivariant martensitic transformations [18] [19] [20] . Phases 1 and 2 correspond to (ϒ = 1 and ϑ = 0) and (ϒ = 1 and ϑ = 1), respectively. In this paper, they will be considered as solid phases S 1 and S 2 . However, if phase 0 is austenite, phases 1 and 2 can be treated as two martensitic variants. Contour plots of the local part of the Helmholtz energy ψ and each of thee phases are shown in Fig. 1 for HMX energetic crystals (see Sec. IV for details of material properties). Each of the S ↔ M PTs correspond to the variation of ϒ between 0 and 1 at a specific ϑ = 0 or 1, while the S 1 ↔ S 2 PTs correspond to variation of ϑ between 0 and 1 for ϒ = 1.
One of the requirements in Refs. [17] [18] [19] is that each phase corresponds to the extrema of the thermodynamic potential for any temperature θ . In other words, for any temperature θ , equations ∂ψ ∂ϒ = ∂ψ ∂θ = 0 have roots at M ≡ (ϒ = 0 and any ϑ), S 1 ≡ (ϒ = 1 and ϑ = 0), and S 2 ≡ (ϒ = 1 and ϑ = 1). This condition allows one to easily approximate variation of all properties of phases during phase transformation. In particular, it allows one to prescribe a transformation strain tensor independent of temperature [17] [18] [19] . The other requirement is related to the condition for instability of equilibrium for each phase. The thermodynamic condition for instability is traditionally expressed in terms of the second derivatives of the thermodynamic potential. Thus, if the matrix of the second derivatives of ψ with respect to ϒ and ϑ ceases to be positive definite for the given phase, this phase loses its stability and transforms to an alternative phase. In general, this condition results in very complex equations that do not introduce the desired instability condition. Therefore an additional requirement was formulated in Refs. [17] [18] [19] , which significantly simplifies the instability conditions, which is the cross derivative ∂ 2 ψ(θ,ϒ,ϑ)/∂ϒ∂ϑ = 0 for M, S 1 , and S 2 at any temperature (see below). Then the desired conditions for M → S PT [Eq. (23) ] and S 1 → S 2 PT [Eq. (25) ] can be easily satisfied.
It is assumed that the material properties including potential barriers, thermal parts of free energy, and the critical temperatures for the loss of stability of each phase are known from either experimental measurements or molecular simulations. The simplest expression for the Helmholtz free energy within a fourth-degree polynomial that satisfies all the desired conditions has the following form. The Helmholtz energy is
Thermal energy is
The change in thermal energy of phases is
The solid-melt energy barrier coefficient is
The solid-melt gradient energy coefficient is
The interpolating functions are
In Eqs. (1) The interpolation function φ(ϒ,a φ ,a 0 ) satisfies the following conditions:
where 0 a φ 6 and q (y,a) = φ (y,a,0). They are the same as conditions for q (y,a) except that φ(ϒ,a φ ,a 0 ) has a finite value a 0 (rather than 0) at ϒ = 0. The parameter a 0 scales the dependence of S 1 S 2 gradient energy within the melt (ϒ = 0), i.e., ψ ∇ (ϒ = ∇ϒ = 0) = 0.5β 21 a 0 |∇ϑ| 2 , which seems irrelevant at first glance. However, it will be shown in the following sections that a 0 determines the interaction between two SM interfaces and plays a key role in determining the width of the IM. Plots of the interpolating functions q (y,a) and φ(ϒ,a φ ,a 0 ) are shown in Fig. 2 for different parameter values. For PT between two phases, the developed thermodynamic potential reduces to the following expressions. By setting ϑ = 0 or 1, the potential simplifies to
for M-S s PT and by setting ϒ = 1, it reduces to
for S 1 S 2 PT. Equations (12) and (13) are equivalent to within designations and the unimportant constant term G θ 10 . They are also equivalent to the two-phase potential for austenitemartensite PT [17] and melting [21] .
B. Ginzburg-Landau equations
Applying the first and second laws of thermodynamics to the system with a nonlocal free energy, and assuming a linear relation between thermodynamic forces and fluxes, we obtain the GL equations:
1
where L ϒ (ϒ,ϑ,θ) and L ϑ (ϒ,ϑ,θ) are the kinetic coefficients. The only requirements for the kinetic coefficients are
where L s0 are the kinetic coefficients for melting of the solid phase s and L 21 are the kinetic coefficients for solid-solid PT. L ϑ (ϒ,ϑ,θ) should be a nondecreasing function of ϒ in order to avoid promotion of transition between incomplete solid phases (i.e., for ϒ < 1). In the simplest case, ϒ and ϑ dependencies of the kinetic coefficients can be omitted. Elaborating the GL equations using the developed potential function results in 
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Equations (17) and (18) in combination with boundary conditions n · ∇ϒ = 0 and n · ∇ϑ = 0 form the complete system of equations for the description of the PT process. The chosen boundary conditions imply conservation of energy of the external surface during PT.
C. Thermodynamic equilibrium and stability conditions for homogeneous states
For homogeneous states, the gradient terms disappear and the right-hand side of Eqs. (17) and (18) reduces to ∂ψ l /∂ϒ and ∂ψ l /∂ϑ, respectively. It is clear that both derivatives are zero at any temperature for each of the phases, i.e., for M ≡ {ϒ = 0 and any ϑ}, S 1 ≡ {ϒ = 1 and ϑ = 0}, and S 2 ≡ {ϒ = 1 and ϑ = 1)}. Therefore each phase corresponds to thermodynamic equilibrium conditions at any temperature, as we required. The solutions of the equilibrium equations (extremum points of the free energy) along the paths between two solid phases (ϒ = 1) are
and for solid-melt interface (ϑ = 0 or 1), they are
. (20) If all three phases are stable or metastable (i.e., represents the local minima of the free energy), the roots ϑ III and ϒ III correspond to the local energy maximum or minimum and represent the energy barrier between phases. The barrier height for
and for M → S PT is
The S 2 → S 1 and S → M transformation barrier, i.e., The mixed derivative is also zero for each of the phases. In this case, the conditions for the loss of stability of each phase, i.e., PT criteria, simplify to
Equations (23) and (25) .
It should be noted that the obvious inequality θ In the next section, it will be shown that this choice of parameters makes the interface energy and width to be temperature independent.
It is worth noting that for the fourth degree polynomial potential for each of the PTs, the next higher-order term in local potential energy satisfying all the above requirements to the thermodynamic potentials (i.e., which does not change thermodynamic equilibrium and instability conditions) is a ninth-degree term: This term does not change the solution for an interface (and consequently, its width, energy, and velocity) between any two phases. It contributes only where all three phases are present, in particular, at S 1 MS 2 interface, and can be used to adjust its energy and width by choosing a proper parameter A 9 , if such data will be available. While we cannot prove that the above potential does not possess any other minima than corresponding to M, S 1 , and S 2 (which will result in unwanted spurious phases), numerous calculations at different parameters demonstrate that this is the case. If some exception will be found, an additional term G 9 can be used to eliminate it.
D. Well-posedness of problem formulation
In the developed model, the S 1 MS 2 diffuse interface corresponds to ϒ varying from 1 to 0 and again back to 1, and ϑ varies from 0 to 1 (Fig. 3) . Variation of ϑ in the completely molten region, i.e., at ϒ = 0, from the first glance does not have any physical meaning as melt does not have memory of its previous solid phase. This implies that ψ ∇ should be independent of ∇ϑ when ϒ = 0, i.e., a 0 = 0. However, for a 0 = 0, the energy-minimizing solution corresponds to the sharp solid-solid interface, i.e., ϑ is the step function and ϒ = 0 at one point only corresponds to the jump in ϑ (Fig. 3) . Indeed, for such a solution, the contribution of ∇ϑ to the total energy is zero and the size of the region of high-energy complete melt (where ϒ = 0) is minimized. Such a solution was found for intergranular premelting in Ref. [22] , in which a 0 = 0. It is convenient for an analytical study as the limit simplified case, but the lack of characteristic size for the IM region means that the problem is ill-posed and will lead to catastrophic mesh dependence of the solution for any discretization method. Indeed, finite element solutions to the GL equations demonstrated that the width of the region with a sharp change in ϑ is approximately equal to the size of a single finite element (Fig. 3) and it tends to zero (and ∇ϑ → ∞) when the element size tends to zero. The interface velocity v also strongly depends on the mesh size (see Fig. 4 ), leading also to interface trapping, i.e., to a zero interface velocity for a nonzero driving force. This trapping reduces with the reduction of the finite element size. Therefore, a 0 must be chosen to be greater than zero (and greater than the numerical error, see below) to obtain a well-posed formulation. As it will be shown in Sec. V, the parameter a 0 allows us to describe the interaction between two solid-melt interfaces.
Note that the interface velocity also strongly depends on the mesh size even for very small but nonzero a 0 (see Fig. 4 ), when a 0 is comparable to the error of calculation. Thus, for a 0 = 10 −6 , v = 0 for the number of finite elements per width of the equilibrium S 1 S 2 interface δ 21 (without melt), N , smaller than or equal to 25, which, however, means interface trapping rather than mesh-independence of the interface velocity. Indeed, interface velocity is getting nonzero for N > 200. For a 0 = 10 −5 , the mesh dependence of v can be neglected for N > 20 and trapping occurs at N 10, and numerical simulations are still quite costly. For a 0 = 10 −4 , the mesh dependence of v can be neglected for N 5, which is typical for any interface, and trapping occurs at N 3. For a 0 = 0.1, the IM is broad enough and N = 1 is sufficient for a mesh-independent solution.
III. ANALYTICAL TREATMENT OF THE GINZBURG-LANDAU EQUATIONS

A. Analytical solution for two phases
In contrast to the reported multiphase models [19, [23] [24] [25] , in the developed model, each of the PTs can be described by a single order parameter without constraints. It allows us to utilize analytical solutions [26] for the interface between two phases propagating in the x direction, including its profile, energy E, width δ, and velocity v. For the S 1 S 2 interface, the solutions are
and for SM, they are presented below
where p = 2.415. The interface width is defined as
The choice of the interpolation function q(y,3) in Eq. (36) instead of the traditional choice of the order parameter profile is related to the fact that the order parameter itself does not have a specific physical meaning, while the variation of all properties does. The choice a = 3 is a usual mean-value choice when the specific value of a is unknown. Change in the definition of the interface width will change the value of p, while δ/p remains invariant. The energy of the nonequilibrium interfaces is defined as an excess energy, with respect to bulk phases, assuming that the Gibbs dividing surface is located where the corresponding order parameter is equal to 0.5 (see justification in Ref. [27] ). Thus
Here, x ϑ=0.5 and x ϒ=0.5 define the locations where ϑ = 0.5 and ϒ = 0.5, respectively. For the particular case A ij c = −3 s ij , the interface energies and width became temperatureindependent:
Equations (32)- (35) allow us to calibrate material parameters
c , L ϑ , and L ϒ when the temperature dependence of the interface energy, width, and velocity are known, along with the thermodynamic parameters s ij and θ ij e . The ratios of S 1 S 2 to SM interface energies and widths, k E and k δ , play the key role in determining the material response. Using Eqs. (33) and (35), k E and k δ are
For A ij c = −3 s ij , Eqs. (40) and (41) reduce to
, which are temperature independent. The energy of the S 1 MS 2 interface containing IM, E * , is defined as excess energy with respect to S 1 for points with ϑ 0.5 and with respect to S 2 for points with ϑ > 0.5, i.e.,
B. Energy integral for stationary solutions for three phases
It is known that for stationary 1D solutions of the GL equation for two phases, i.e., for a plane stationary interface or critical nucleus, an energy integral can be found. It results in the statement that the excess of the local energy at each point is equal to the gradient energy. We will derive an energy integral and prove a similar statement for two GL equations (14) and (15) and taking into account the dependence of β S0 (ϑ) and β 21 (ϒ). Thus Eqs. (14) and (15) for the stationary case and the 1D case simplify to
184102 -7 where subscript x designates the derivative with respect to x. It is proven in Eq. (A7) in Appendix that dψ l (θ,ϒ,ϑ) = dψ ∇ . Integrating dψ l at constant temperature, we obtain
where ψ 0 is the integration constant. Consequently, for any stationary solution, the excess of the local energy at each point is equal to the gradient energy. a. Stationary interface. Let us consider a stationary plane interface, when one has solid phase S 1 (i.e., ϑ = 0 and ϒ = 1) as x → −∞ and S 2 (i.e., ϑ = 1 and ϒ = 1) as x → ∞. Then both gradients and ψ ∇ = 0 for x → ±∞, and both sides of Eq. (46) are zero, i.e.,
The equality of free energies of phases S 1 and S 2 means that temperature is equal to the phase equilibrium temperature θ
Since energy is known to within a constant, one can chose
e ) = 0 and obtain ψ 0 = 0. A similar treatment is valid if we consider the appearance of any third phase at the stationary interface between two other phases, at their thermodynamic equilibrium temperature.
b. Critical nuclei. Let us consider critical nucleus of one of the phase or two combined phases within another homogeneous phase or at the interface between two other phases. For all cases, assume that both gradients and ψ ∇ = 0 for x → ±∞, and both sides of Eq. (46) are again zero, i.e., ψ 0 = ψ l (θ,x = ±∞). If we consider the appearance of the third phase at the stationary interface between two other phases, in particular, the critical nucleus of IM at stationary S 1 S 2 interface, then it is possible at the thermodynamic equilibrium temperature of these phases. Another nontrivial case is nucleation of a compound critical nucleus consisting of two phases within the homogenous matrix of the third phase, see, for example, Ref. [28] . In this case, the temperature should not be equal to the phase equilibrium temperature. The last case, nucleation of one phase within another is well known from two-phase studies and again the temperature should not be equal to the phase equilibrium temperature.
For all these solutions, namely, the equilibrium interface with the third phase and all critical nuclei and the excess energy of the system with respect to the energy of the ground phase or equilibrium phases at x = ±∞, according to Eqs. (43) and (47), one has
Thus the total excess energy is equal to two times the total gradient energy. Note that the equality of gradient and local excess energies for the three-phase solutions for different S 1 MS 2 interfaces and critical IM nuclei was confirmed in our numerous finite element simulations below. This is one of the nontrivial confirmations of correctness and precision of our numerical procedure.
IV. NUMERICAL IMPLEMENTATION A. Material properties
As a model material, we consider cyclotetramethylenetetranitramine (C 4 H 8 N 8 O 8 ) (which is also called 1,3,5,7-tetranitro-octahydro 1,3,5,7-tetrazocine) also known as HMX. The HMX is an energetic material with applications in ammunitions and propellants. It has four phases, which in ascending order of sensitivity to ignition are β-, α-, γ -, and δ-HMX [29] . The β-HMX is the stable form at ambient temperature and as the temperature rises, δ-HMX becomes more stable. The presence of more sensitive α-, γ -, and δ-HMX polymorphs in β-HMX can be the source of dangerous accidents. These considerations motivated a number of investigations on properties of HMX, its polymorphs, and their phase transformation process [30, 31] . In fact, the necessity to explain various experimental data for kinetics of β-δ phase transformations in HMX leads to introducing the concept of the solid-solid transformation via the virtual melting [1] [2] [3] .
Thermodynamic properties of HMX are determined in Refs. [4, 5, [30] [31] [32] [33] and collected in Refs. [3, 34] . They are presented in Table I . In addition, the molar mass of HMX is considered to be M 0.296 kg/mol and its density at θ = θ 21 e is 1848.78 kg/m 3 [33] . It is also assumed that all a = 3. As mentioned above, we have assumed A c will be determined by specifying values of k E and k δ . Negative instability temperature does not contradict θ > 0. It just means that such an instability cannot occur in reality. Negative instability temperature was also obtained for martensitic PT in NiAl [18] .
In all simulations, the width of the sample was at least an order of magnitude larger than the largest interface width. In most cases with propagating interface, the sample width was 50 times larger than the largest interface width in order to have space to obtain steady interface profile and velocity. The sample width was varied to prove that the solution is size-independent. In all simulations excluding critical nuclei, 1D formulation was used and the sample size was up to 500 nm. Since the width of solid-solid interface was fixed at 1 nm, the key parameter for determining the sample size is the size scale parameter k δ . Smaller k δ values require larger sample sizes as they result in larger SM interface widths. A uniformly distributed fine finite element of Lagrange TABLE I. Thermodynamic and kinetic properties of phase transformations in HMX [34] .
elements mesh with quadratic approximation was utilized. By varying the size of the mesh, it was proven that the solutions are mesh-independent, see, for example, Fig. 4 . To find a 2D critical IM nucleus within stationary S 1 S 2 interface, an axisymmetric sample with a size of 60 × 40 nm was utilized and the size-and mesh-independence of solutions was verified. The model is implemented in the commercial finite element software package COMSOL. The characteristic time in the simulations 1/(A 21 L ϑ ) is on the order of 0.1 ps. We have used the automatic time stepping method with a relative tolerance of 10 −4 and an initial time step on the order of 0.01 fs. A typical time to simulate 1D systems as large as 0.5 μm up to 10 ns was about an hour using conventional desktop computers.
B. Initial conditions
As we will discuss below, for a fixed temperature, there are generally two steady propagating solutions for the order parameters for which profiles of ϑ and ϒ propagate with some velocity without changing their shape. That is why two types of initial conditions have been used. To study barrierless IM at the solid-solid interface, an analytical solution for dry S 1 S 2 interface (32) was utilized with small perturbation for ϒ:
To study the disappearance of the IM (i.e., its resolidification), two equilibrium S 1 M and MS 2 interfaces with a broad melt (ϒ = 0) region between two solid phases have been applied using Eq. (34):
where W is the width of the sample and it needs to be at least an order of magnitude larger than the δ s0 to assure formation of a wide I M and avoid sample size effects. The ϑ varies according to Eq. (49) .
Note that the steady solutions are quite sensitive to wrong initial conditions. Thus, if initial conditions possess artificially high energy [e.g., a sharp solid-solid or solid-melt interface, or an analytical solution (49) with much smaller interface width], one can obtain a wrong steady solution among two existing ones. In particular, the I M would appear under conditions when its barrierless nucleation is energetically impossible, promoted by high initial energy. Initial conditions (49) and (50) are physically correct and allowed us to obtain the correct parameters for nucleation and resolidification of the I M.
To test the implemented numerical model, simulations are performed for a wide temperature range and different k E values. The simulation results show good correspondence with an analytical solution for the interface profile, energy, width, and velocity, i.e., Eqs. (32)- (35) . 
minimum k E for the barrierless formation of I M at S 1 S 2 interface (filled dots). While for three-phase configurations analytical solutions are unavailable, the equality of gradient and local excess energies [Eq. (46)] at each point for different S 1 MS 2 interfaces and critical I M nuclei was confirmed in our numerous simulations. This is a nontrivial confirmation of correctness and precision of our numerical procedure.
V. INTERFACE INTERACTIONS: FORCE-BALANCE MODELS AND PHASE FIELD SIMULATIONS
In general, there are three main forces between two interfaces that play a key role in the determination of interfacial or surfacial phase thickness and stability, which are related to volumetric free-energy, short-range steric forces, and longrange dispersion forces [11] . The volumetric free energy is presented in our local potential. Short-range forces are originating from nonuniform structural and chemical composition within thickness of an interfacial phase (intermediate melt). They are often repulsive forces and stabilize finite thickness of the interfacial phase. Long-range dispersion forces are weak attractive forces caused by electromagnetic interaction of dipole moments that are formed due to instantaneous polarization of molecules. Within sharp interface approach, interaction between interfaces are described by force balance models, i.e., by formulating energy of the system versus distance between two interfaces, in our case, S 1 M and S 2 M interfaces. In PFA, we will describe such an interaction by the term 0.5β 21 φ(0,a φ ,a 0 )|∇ϑ| 2 = 0.5a 0 β 21 |∇ϑ| 2 within melt ϒ = 0 scaled with the material parameter a 0 . The aim of this section is as follows. First, we will show that our PFA is able to capture the relation between energy-IM width described by force balance models for short-range [35] and long-range [36] interaction forces. For this purpose, we first slightly generalize force balance equations to make them more consistent for the case when interacting interfaces have finite width, like in PFA. We also develop a force balance model, which for a relatively large IM width obtained directly from our PFA and combining it with short-range interaction model (the same can be done for a long-range interaction). After demonstrating 184102-9 that our PFA can reproduce interfacial interaction and the IM width obtained by force-balance models, we expect that it realistically describes interfacial interactions and IM width for the cases when sharp interface models do not work, namely for small IM width when the melt is not complete, i.e., ϒ > 0.
A. Force-balance models of interface interactions
In the force-balance method [10, 12] adapted for our problem, an energy of the system is given versus the width of the IM δ * , i.e., G(δ * ). This function satisfies the requirements that G(0) = E 21 and for δ * → ∞ one has G(δ * ) = Gδ * , where G is the bulk excess energy, i.e., the difference between the energy of melt and initial state with two solid phases in the region where IM appeared. The IM can appear if G(δ * ) − G(0) < 0. The equilibrium thickness of the IM, δ * e , can be found by minimizing the energy function G(δ * ), i.e., ∂G ∂δ * = 0.
Long-range interface interaction model
Long-range London dispersion force is a weak intermolecular force due to instantaneous polarization of molecules and interaction of fluctuation dipoles [36] . These forces play a key role in the interfacial behavior of materials such as ice and molecular substances. The energy for this case is
where δ a is a characteristic length and γ = 2E s0 − E 21 is the difference between energy of two SM interfaces and S 1 S 2 interface. While this expression satisfies all the above limit cases and is formally noncontradictory for sharp interface approach, it requires modifications when the finite width of SM interface is taken into account. Let us introduce the width of a disordered (nonsolid) phase, δ, which is calculated as the width where ϒ 0.99, and δ int is the width of two SM interfaces. The problem in the application of Eq. (51) for the case with finite width of SM interface is related to the definition of δ * . If δ * = δ then the condition G lr (0) = E 21 is satisfied but G contributes when there is no complete melt, which is contradictory. If δ * = δ − δ int , then there is no nonphysical contribution due to G when there is no complete melt (δ = δ int ) but G lr (0) = E 21 while we have two SM interfaces. Also, the condition for the S 1 S 2 interface δ = 0 is not satisfied, i.e., G lr (−δ int ) = E 21 . We suggest the simplest generalizatioñ
. (52) The bulk term G is multiplied by the width of the complete melt and it disappears when the region with complete melt disappears. Condition ∂G lr /∂δ = 0 results in
which is independent of δ int . Thus, δ int just changes the values of energy by the same amount for any δ. Note that δ int will be determined below from the best fit of energy to PFA simulations rather than from geometric definitions (e.g., as the width where 0.01 ϒ 0.99 for each interface or any other range), because different geometric definitions may give quite different widths. We do not expect thatG lr has some specific value for δ = δ int , because it follows from the phase field solution that it is equal to 2E s0 plus the contribution due to 0.5β 21 φ(ϒ,a φ ,a 0 )|∇ϑ| 2 , which is not easy to estimate. We also do not expect that Eq. (51) would work for small δ < δ int and incomplete melt. Note that while describing results of the PFA simulation with some equations, it is important to have a good coincidence for the position of the minimum of the energy and near this minimum only. Equation (51) with a single fitting parameter δ a does not allow a good description of the PFA simulation results while Eq. (51) does allow (see e.g., Figs. 7 and 8) . During the fitting procedure for PFA results, δ a is determined from the value of the width δ corresponding to the minimum of the energy (53) and δ int is obtained from the numerical fitting of the energy curve near the minimum. The same is done for the short-range interaction model.
Short-range interface interaction model
The short-range interface interactions are due to nonuniform structure and composition of surfacial/interfacial phases. These repulsive forces play a crucial role in stabilizing the finite width of surfacial/interfacial nanoscale phases in metals and ceramics [11, 35] . In contrast to long-range interactions that can exist even in a uniform structure, the gradient of the chemical and structural origin has a major contribution to the short-range forces. An energy for the short-range interaction model is defined as
Similar to the energy of the long-range interaction, G sr satisfies all the required conditions for the sharp interfaces but should be modified to take into account the finite width of the SM interfaces. The more general function is
which satisfies the same conditions asG lr . An actual width δ is determined by a solution to the equation ∂G sr /∂δ = 0:
which is independent of δ int , like for the long-range interaction.
Approximate phase field model
Better agreement with PFA can be obtained if we directly include some properties of the PFA solution in the analytical expression for energy. This can be easily done when width of the completely molten region is much larger than δ s0 . Utilizing Eq. (43), one can approximately evaluate energy of the S 1 MS 2 system assuming linear distribution of ϑ within I M (Fig. 6 ):
Here, δ − δ int is the width of complete melt (e.g., where ϒ < 0.01) and δ − δ int is the width over which ϑ linearly changes from 0 to 1. Then ∇ϑ , which explains the third term in Eq. (57) that describes interaction between two SM interfaces. It scales with a 0 , which proves the necessity of keeping a 0 = 0 for the description of such an interaction. For very large δ, when interaction between two SM interfaces is negligible, this term disappears, as expected. To reduce the number of fitting parameters, we can assume δ int δ int , since δ δ int and δ δ int . To approximately expand this equation for a smaller δ and take into account the short-range interactions, we add the last term from (54):
This adds the second fitting constant δ a , like for other models. We did not use a step function because the term with 1/(δ − 
During the fitting procedure, both δ int and δ a have been fitted simultaneously.
B. Phase field simulations of interface interaction
Despite clear advantages of the force-balance models, including their simplicity, they have limitations [11] . They assume a uniform film, while it is well known that the structure (and, in a more general case, composition) of the surfacial/interfacial phase vary significantly along the thickness. Furthermore, they are inaccurate when the width of the IM is comparable with the width of SM interface and especially when IM is not complete, i.e., ϒ > 0 everywhere. The PFA does not have such limitations and it will be utilized here to study the formation of IM and the effect of different parameters, including temperature, interface width ratio, and interfacial interactions. The energy of IM is calculated as a function of I M width for each simulation condition. The three aforementioned force-balance models are used for fitting to simulation data and material parameters for these models are determined. Application range of the model is studied. Three major simulation sets are performed at three different temperatures: (i) close to melting temperature (θ = 532 K), (ii) at a high temperature (θ = 522 K), and (iii) at S 1 S 2 equilibrium temperature (θ = θ 
Simulations for θ = 532 K
Results of the PF simulations for k δ = 1.0 and 1.1 for various a 0 are presented in Figs. 7 and 8. Solid lines in these plots are fitting curves based on three force-balance models, with fitting parameters δ a and δ int presented in Table II . All models reproduce well, not only the value of δ corresponding to the energy minimum (which is not surprising since it was directly fitted), but also values of energy minima and the entire curve in a large range of δ around the energy minimum. While for large δ all models show good fitting, the approximate phase field model shows a broader range of coincidence with simulation results for small δ, for all a 0 and both k δ . Increasing a 0 increases the repulsive forces between interfaces and consequently, the equilibrium IM width.
Comparing Figs. 7 and 8, it can be concluded that increasing the k δ reduces the equilibrium width of the IM and slightly reduces the fitting range of the models. Characteristic length δ a is much smaller for the approximate phase field model than for the other two models and reduces with increasing a 0 , while for other models it increases. The width δ int that corrects values of the energy in comparison with traditional short-range and long-range interaction models is smaller for the short-range interaction and reduces with increasing a 0 . Thus the necessity for correction is evident. The width δ int for the approximate phase field model is between that for the short-range and longrange interactions and also reduces with increasing a 0 .
Simulations for θ = 522 K
For k δ = 1.1, ϒ vanishes inside the I M and the region of complete melt is very large. The IM free energy versus width δ is plotted in Fig. 9 . The values of parameters fitted to each model are shown in Table II . The reduction of temperature in comparison with θ = 532 K increased the IM free energy and decreased the IM width. The smaller IM width has essentially reduced the range of coincidence with simulations for short-range and long-range interaction models. However, our approximate phase field model shows very good agreement with simulations in the entire range of width δ under study. Both widths δ int and δ a are the smallest for the approximate phase field model and they reduce with an increase in a 0 . For k δ = 1.1 and 100 K below the melting temperature, ϒ > 0 and melt is incomplete. For this case, none of the forcebalance models are expected to describe phase field results. Indeed, our attempts to fit short/long-range interaction models TABLE II. Parameters of three force balance models (G lr ,G sr , andG pf ) determined from the best fit to phase field simulations. The long-range and short-range interaction models failed to fit the simulation results at θ = 432 K. However, the approximate phase field model still fits well to the simulation results at θ = 432 K. to the simulation results at θ = 432 K have failed. However, approximate phase field model demonstrates reasonably good correspondence with simulations ( Fig. 10 ) in some range of δ. Both widths, δ int and δ a , are not much smaller than for θ = 532 K.
Simulations for θ = θ
If we assume that for any chosen temperature and corresponding δ int and δ a the chosen force-balance model will well describe the experimental data, we can find corresponding a 0 and our PFA model will well describe the same experiment. After finding a 0 (θ ), phase field model can describe experiments with more details and in a broader range (in particular, for small I M width and incomplete melt) than the force-balance models.
VI. BARRIERLESS PHASE TRANSFORMATION
A. Effect of interface energy and width ratios, k E and k δ
The effect of k E on the formation and stability of melt is systematically studied for a number of k δ values and a 0 = 0 at θ 21 e for the case with pre-existing melt and an initially perturbed solid-solid interface, i.e., solidification and melting processes (Fig. 11) . To remind, for k E > 2 and melt equilibrium temperature, two S 1 M and S 2 M interfaces are energetically more favorable than S 1 S 2 interface. Here we consider θ = θ 21 e = 432 K, i.e., ∼100 K below melting temperature. For small k δ , both initial conditions result in the same steady solution for partial IM. If in a thought experiment one can change continuously k E , e.g., by changing concentration of some alloying elements while keeping other parameters unchanged, then this would produce reversible change in the degree of premelting without any hysteresis. For larger k δ , two different initial conditions result in the same solution for relatively small and large k E only, but with two different nanostructures for intermediate k E . One of these two solutions is always just an S 1 S 2 interface. With increasing k E , there is a jump from the S 1 S 2 interface (which ceases to exist) to the second solution with partial or complete IM. With decreasing k E , there is an opposite jump, which occurs for k E < 2, i.e., IM persists under conditions at which it is energetically unfavorable. The two solutions produce a hysteresis region. This is in contrast to the sharp interface results that do not possess a scale parameter k δ and has just one solution and formation of melt at k E > 2 near melt equilibrium temperature. For both of the aforementioned initial conditions, increasing the value of k E promotes the formation and persistence of melt. Width of the hysteresis increases with increasing k δ , starting from zero for small enough k δ values. While formation of a (almost) complete melted phase is observed for large k δ and large enough k E values, for smaller k δ values, only a partial IM appears for the same k E value.
Formation of IM as a function of k δ has also been studied for a number of k E values at θ 21 e and 472 K and the results were shown in Fig. 12 for the same two different initial conditions. It is shown that increasing the value of k E promotes the formation of I M, which is consistent with results presented in Fig. 11 . In all these cases, for large k δ two solutions exist, one of each is the S 1 S 2 interface (ϒ min = 1) for S 1 S 2 initial conditions and another one is the complete or incomplete I M for S 1 MS 2 initial conditions. For small k δ , these solutions coincide, i.e., the steady solution is independent of initial conditions. For the solution ϒ min = 1 always exists and there is no jump to IM. For S 1 MS 2 initial conditions, ϒ min slightly increases with reducing k δ until IM ceases to exist and a jump to ϒ min = 1 occurs. For intermediate k δ , the only existing solution for both initial conditions is ϒ min = 1, which is called IM-free gap. The IM-free gap becomes smaller and finally disappears as k E increases, and is substituted by a continuous reversible PT. In addition, for small k E , the IM does not appear even at low k δ . Structures of IM for different k δ and two temperatures are shown in Fig. 13 .
B. Effect of temperature
The effect of temperature on the formation of IM is studied during melting and solidification for a number of k E and k δ values and a 0 = 0 (Fig. 14) . As expected, increasing temperature promotes the formation of IM for all k E and k δ values independent of the chosen initial conditions. Increasing k E as well as reducing k δ shifts, the IM formation temperature to lower values. For small k δ values, a reversible and continuous melting/solidification occurs for all k E values under study [ Fig. 14(a) ], at least for θ < θ 20 e . For θ 20 e < θ < θ 10 e and some k E , hysteretic phenomena are observed, which will be studied in detail elsewhere.
For larger values of k δ , a barrierless jump occurs from S 1 S 2 interface to complete IM with increasing temperature.
With a reduction in temperature from the IM state, first, disordering reduces and then a jump occurs back to S 1 S 2 interface. While for k E = 3.5, IM appears below the melting temperatures θ 10 e and θ 20 e , for smaller k E , this happens with overheating above the melting temperatures for both solid phases. The IM can be retained much below melting temperatures, and the resolidification temperature reduces for higher k E values. Width of the temperature hysteresis curve increases by reducing k E and increasing k δ . Increasing k δ reduces (increases) the solidification (melting) temperature.
Note that when there is no energetic profit from substituting S 1 S 2 interface with two SM interfaces (i.e., k E 2) and for a homogeneous solid phase, barrierless nucleation starts at the lattice instability temperature of solid, i.e., significant overheating may occur. When there is energetic profit (i.e., k E > 2) in the sharp interface approach k δ = 0, melting starts below melting temperature and the width of melt diverges at melting temperature [8] . Here, significant overheating above both melting temperatures occurs even for k E = 3 [Figs. 14(b) and 14(c) ]. This is because of the scale effect, i.e., the effect of the relatively large value of k δ .
C. Interface energy, width, and velocity
In this section, the effect of interface interactions and scale effect on formation of IM, interface energy, width, and 184102-15 (Figs. 15-18) . Solutions for two different initial conditions coincide for all cases in this section. It is worth noting that almost a complete melt with a width larger than 1 nm is formed at 0.65θ 21 e and k δ = 1.0, which is almost 240 K below melting temperature.
Numerical simulations indicate that the formation of IM is promoted as temperature increases for all a 0 values, i.e., ϒ min and S 1 MS 2 energy are reduced while the width δ * increases (Figs. 15 and 16) . Energy of IM at elevated temperatures, when IM has a large width δ * , can be approximated as in Eq. (57), i.e., E * = 2E s0 + Gδ * + 0.5β 21 a 0 /δ * . Here δ * can be defined as δ − δ int or the distance between points with ϒ = 0.5 at two S 1 M and S 2 M interfaces: the difference is small for relatively large δ * . The equilibrium width of IM is determined by ∂E * /∂δ * = 0, which results in δ * = 0.5β 21 a 0 / G. When G → 0, IM width δ * diverges. Note that since G was approximated as G = ( G 10 + G 20 )/2, divergence should occur above θ 20 but below θ 10 . This was the case in all simulations (Fig. 15) . In contrast, in Ref. [16] , G was taken for phase with lower melting temperature, which lead to IM width divergence at θ 20 . Large δ * corresponds to the case that extra interface energy due to interaction of SM interfaces, 0.5β 21 a 0 /δ * , is negligible. The energy of IM reaches the energy of two SM interfaces, which in this case (k E = 4.0) is 0.5E 21 . Smaller a 0 enhances the melting at low temperatures, i.e., reduces ϒ min , while at temperatures higher than θ/θ 21 e > 1.1, the effect of a 0 either disappears for k δ = 0.3 or is getting nonmonotonous for k δ 1.
Increasing k δ reduces the IM energy E * , and modifies its nonlinear relation with temperature at small k δ to an approximately linear relation at larger k δ (Fig. 16 ). IM energy E * increases with increasing a 0 . Width of the IM, δ * , increases monotonously with increasing temperature, which is consistent with the relation obtained for δ * . For k δ = 1, width δ * increases with increasing a 0 for high temperatures θ/θ describe such behavior for δ * . Therefore the data presented in Fig. 17 develop new intuition to the problem and indicate the necessity for further investigation close to the crossover point (at θ/θ 21 e ≈ 0.85 for k δ = 1.0). For the simple case of direct PT between two phases, the interface velocity can be calculated using the analytical solutions (32) and (34) and the numerical solution of the GL equations matches them (Fig. 5) . Formation of IM generally reduces the interface velocity (Fig. 18) despite the fact that the kinetic coefficient for solid-melt PT is chosen to be twice of that for S 1 -S 2 PT. This reduction grows with increasing k δ . In contrast to linear temperature dependence of the interface velocity for S 1 S 2 and SM interfaces, the interface velocity for S 1 S 2 interface is a nonlinear function of temperature. The interface velocity increases in all cases as the magnitude of interface interaction increases. For small k δ = 0.3, results for any a 0 are very close to the S 1 S 2 interface velocity, and for large a 0 and close to the melting temperature the S 1 MS 2 interface velocity is even higher than the S 1 S 2 interface velocity [ Fig. 18(a) ].
VII. THERMALLY ACTIVATED INTERMEDIATE MELTING THROUGH CRITICAL NUCLEUS
As it was found above, two different steady solutions may appear for some parameters depending on initial conditions, i.e., for a melting or solidification process. They correspond to the local energy minima. Two minima are always separated by an energy barrier that should be overcome in order to jump from one minimum to another one. This indicates the existence of a third solution, corresponding to the minimal energy barrier between two steady solutions, which represents the critical IM nucleus.
If the difference between energy of the IM critical nucleus, E cn and the ground state is smaller than (40 − 80)k b θ , where k b is the Boltzmann constant, then a thermally activated jump from the ground state to the critical nucleus is energetically possible within reasonable time [37] . After this, further growth of the critical nucleus, which evolves to the alternative steady nanostructure. Thus, if the initial condition corresponds to the S 1 S 2 interface, then the condition E Even for the homogeneous nucleation in bulk, the critical nucleus has a size of a few nanometers. An advantage of PFA (nonclassical nucleation model) in comparison with the classical sharp-interface nucleation theory is that the critical nucleus may represent some intermediate structure (e.g., ϒ > 0) rather than complete product phase, which reduces its energy [38] . Also, at the critical temperature, when the parent phase loses its stability, the energy of the critical nucleus tends to zero in PFA, as expected. This cannot be achieved in the sharp interface approach. For heterogeneous IM nucleation within S 1 S 2 interface, the nucleus size is limited by the interface width and it is always an incomplete melt; thus sharp interface approach is not applicable. A PFA to heterogeneous solid nucleation from liquid at the wall was considered in Refs. [39, 40] .
Because a critical nucleus represents an unstable stationary solution corresponding to the saddle point of the energy functional [41] [42] [43] , its finding represents a separate nontrivial problem. Solving the evolutionary time-dependent phase field equations leads to the local minima of the system and cannot be used for finding the saddle points. Different methods were introduced for finding the saddle points of the energy functional, including nudged elastic band [44] , climb-image nudged elastic band [41, 45, 46] , and minimax variational [47] techniques, some of which [41, 47] have been applied for PFA. We will use a simple approach based on finding a solution to the stationary GL equations by utilizing a numerical solver for stationary problems rather than by solving nonstationary system of equations. Then if initial conditions are chosen to be close to the solution for the critical nucleus, a stationary solution will represent the critical nucleus rather than any other solutions corresponding to the local energy minima. This is similar to the approach utilized in Refs. [39, 40] for nucleation at the wall. We limit ourselves to θ = θ 21 e , because for other temperatures the interface is not stationary and the stationary solver cannot be used. Extension of this approach for nonstationary interfaces by utilizing equations in the frame of reference moving together with S 1 MS 2 interface will be considered elsewhere. Here, a modified Newtonian method [48] is utilized for solving the stationary GL equations from an initial condition close to the final configuration of the critical nuclei. It involves an iterative process with different initial conditions, produced by a chosen function, namely, Eq. (60). For finding the critical nucleus in 1D approximation, the initial condition for ϒ at the entire S 1 S 2 interface is prescribed by Eq. (60) . Such a 1D approximation overestimates an energy of a critical nucleus, which can be reduced by finding a finite size of the nucleus along the S 1 S 2 interface. Axisymmetric problem formulation with the symmetry axis orthogonal to the interface is an optimal formulation, which allows us to find an actual critical nucleus with economic 2D simulations. For single and multiple 2D axisymmetric critical nuclei, the initial distribution ϒ Eq. (60) is multiplied by a step function along the S 1 S 2 interface to limit the length of initial disordered phase along the interface.
The simplest initial condition, which describes IM confined between two solids can be obtained by combining the analytical solutions for two stationary S s M interfaces [Eq. (32) ]:
where W is the width of the sample, and x 0 determines the width of IM. Increasing the values of x 0 , reduces ϒ min . The S 1 MS 2 profile is plotted in Fig. 19(a) for multiple x 0 values at θ = θ 21 e = 432 K. The proper x 0 value that leads to the solution corresponding to the critical nucleus is determined iteratively and is about 0.3δ 21 for the range of studied k E values. Depending on the initial conditions, three different critical nuclei configurations are found which correspond to 1D plane interface, single 2D axisymmetric, and multiple axisymmetric configurations. The effect of interface energy ratio, k E , on the ϒ profile of critical nucleus at k δ = 1.0 and a 0 = 0 is studied for 1D planar and 2D axisymmetric problems. For the 1D solution for planar solid-solid interface, the ϒ profile for critical nuclei is shown in Fig. 19(b) obtained by solving time-dependent GL equations with the initial condition corresponding to perturbed critical nucleus by slightly reducing ϒ. It is shown that the degree of disordering of the IM (or critical nucleus) increases (or decreases) with increasing k E . The size of the critical nucleus also gets smaller as k E increases.
The critical nucleus is also found for a 2D axisymmetric problem in a 40 × 60-nm 2 sample. Two initial conditions are considered: (i) initial disordered phase is elongated a few nanometers along the S 1 S 2 interface, and (ii) initial disordered phase is elongated tens of nanometers along the S 1 S 2 interface but does not cover the entire S 1 S 2 interface. The ϒ distributions for critical nucleus for cases (i) and (ii) are shown for different k E values in Figs. 20 and 21, respectively. While Fig. 20 shows the formation of a single critical nucleus, Fig. 21 demonstrates the formation of multiple nuclei along the solid-solid interface similar to the oscillatory solution of GL equations for the 1D case [19, 49] . Figure 20 demonstrates the reduction in the size and degree of disordering of the critical nucleus as k E increases. Multiple nuclei have much larger energy than the single nucleus at the center of the sample and that is why their appearance due to thermal fluctuations is improbable.
Solving the GL equations using the distribution for CN as the initial conditions, does not change its ϒ distribution. However, if the initial conditions are deviated slightly toward S 1 S 2 interface or S 1 MS 2 interface, the solution of the GL equations evolves to the corresponding local energy minima, as shown in Fig. 22 . It proves that the obtained solution is indeed the critical nucleus and corresponds to the saddle point of the total free energy function. Figure 23 shows the formation energy of the critical nucleus versus k E , from S 1 S 2 and S 1 MS 2 ground states. Nucleation is possible when kinetic nucleation criterion, E cn < 80k b θ is satisfied, i.e., below the horizontal line corresponding to 80k b θ . The intersection of energy lines with axis E cn = 0 determines k E for barrierless nucleation. Thus, nucleation of I M due to thermal fluctuations is possible for k E > 3.0, and above k E > 3.05 for barrierless nucleation. Similarly, the disappearance of the I M due to thermal fluctuations is possible for k E < 2.52, slightly above k E > 2.51 for barrierless nucleation. 
VIII. COMPARISON WITH SOME EXISTING MODELS AND POSSIBLE FUTURE APPLICATIONS
We are not aware of any PFA for propagating interface between two phases containing intermediate phase, except in Ref. [16] ; comparison with Ref. [16] is given in Sec. I. The PFAs for premelting in grain boundaries [22, 50, 51] phases (grains) and structure of interface (i.e., variation of order parameters) is qualitatively similar. However, details of the thermodynamic potentials are different in Refs. [22, 50, 51] than here due to different physics. In particular, there is no thermal energy difference for grain boundary movement and the linear term in the gradient of grain orientation angle (ϑ in the designations of the current paper) is included in energy. However, the key difference is that in Refs. [22, 50, 51 ] the gradient of the grain orientation angle ∇ϑ in complete melt is not penalized because orientation in melt has no meaning. This is equivalent to a 0 = 0 in our model, which as we discussed leads to an ill-posed problem, catastrophically mesh dependent solutions, and the impossibility to describe interaction between two interfaces. These problems have not been realized in Refs. [50, 51] probably because complete melting in the grain boundary was not the main focus. Also, detectable premelting in these works takes place just several degrees below melting temperature (the same for both grains), while the intermediate melting in experiments [1, 3, [6] [7] [8] and here, occurs several hundreds of degrees below melting temperatures of both phases. It was not even clear that PFA is able to describe such phenomena. In Ref. [22] , quadratic contribution to the energy |∇ϑ| 2 was omitted and sharp ϑ interface was explicitly introduced in analytical treatment. Since this interface should not be resolved numerically, the problem of ill posedness of the formulation did not arise. However, such an approach is equivalent to setting a 0 = 0 and does not include interaction between interfaces.
Multiphase models are routinely utilized to study phase transformations between three and more phases [23, 52] , between austenite and multiple martensitic variants [19, 20, 53, 54] , for nucleation of competing solid phases from melt [28] , and for grain boundary premelting [55] . The first main advantage of the current model in comparison with Refs. [19, 20, 23, 28, [52] [53] [54] [55] is that each of the three phase transformations is described by a single-order parameter, without additional constraints on the order parameters. The second advantage is that we explicitly treat interaction between two interfaces via intermediate third phase. Also, one of the goals of the multiphase formulation was to avoid any intermediate phases at the interface between two phases [52, 55] . In Ref. [28] , a structure of the solid phase critical nucleus was obtained which contains traces of the second solid phase at the nucleus surface. The model in Ref. [28] corresponds to a 0 = 0 and k δ = 1. Since the width of two-phase interface is not well known for most of phases but it has an order of magnitude of 1 nm, it is typical to assume that k δ = 1. However, as we demonstrated, variation of k δ may drastically change the results. In Refs. [19, 53, 54, 56] , the interfaces between two martensitic variants are described by simultaneous variation of two order parameters. That is why there is no analytical solution for such interfaces and their energy and width depend on temperature (through driving force for austenite-martensite PT) in an uncontrollable way. In Ref. [56] , the product of gradients of two different order parameters was introduced in the energy functional in order to vary energy of martensite-martensite interface independent of the energy of austenite-martensite interface. For low martensite-martensite interface energy and close to austenite-martensite equilibrium temperature, preaustenite and austenite appeared at the martensite-martensite interface [56] . Still, in Ref. [56] , martensite-martensite interface is described by simultaneous variation of two order parameters and there is no analytical solution for such an interface. This drawback is eliminated with the help of hyperspherical order parameters (which reduce to polar order parameters utilized here for a three phase system) in Refs. [19, 20] . However, in Refs. [19, 20] , all solid phases (martensitic variants) have the same thermal energy, a 0 = 0, and an intermediate phase was not considered. Since our model is reduced to three-phase model in Ref. [20] by putting a 0 = 0 and equal thermal energies of phases, and model [20] describes qualitatively and quantitatively well some observed nanostructures, this also adds credibility to our current model. Models [19, 49] for the one-dimensional case have analytical solutions that show the appearance of pre-austenite and austenite at the martensite-martensite interface. However, all three phases are described by the single order parameter η and the path from one variant η = 1 to another η = −1 passes through austenite η = 0. Premelting at the external surface [21, 57, 58] and surface-induced martensitic phase transformation [24] are also governed by the reduction in surface energy during transformation. This is, however, just two-phase models that do not include moving solid-solid interface. In Ref. [25] , the finite width of the external surface is introduced with the help of a separate order parameter in addition to the order parameter describing phase transformation. While this was a very simplified model in comparison with the current one, the strong scale effect described by k δ was revealed.
All of the above models and phenomena, namely for grain boundary melting [22, 50, 51, 55] , multivariant martensitic and reconstructive PTs [19, 20, 53, 54, 56] , surface-induced melting and solid-solid transformations, including moving condensed phase-vapor interface [21, 24, 25, 57, 58] , solid-solid transformation via surface-induced or grain boundary-induced intermediate melting [8] , and general multiphase models [23, 52] may benefit from introducing some results of the current study. They include introducing polar order parameters, the satisfaction of stability conditions, elaborating on gradient energy contributions, and the description of interface interaction. Amorphization via IM [6] can be described in a similar way. In general, it is not necessarily that IM completely wets solid phases. In particular, the critical nucleus did not exhibit complete wetting and does not spread along the entire interface (Figs. 20 and 21) . Similarly, in the finite-width external surface model [25] , morphological transitions from the complete wetting to incomplete wetting and different shapes of the product nucleus is observed for different k δ . Thus mutually beneficial interaction between works on wetting of the external and internal surfaces, e.g., Refs. [11, 14, [59] [60] [61] and our approach, is desirable. The developed approach can be generalized for the description of diffusive PTs in a multicomponent system with evolving concentration [11, 14, 55, 61] . An important recent direction is a study of formation of interfacial and intergranular crystalline or amorphous phases (called complexions) [11, 13, 14, [60] [61] [62] [63] [64] [65] [66] [67] [68] in ceramic and metallic systems and developing corresponding interfacial phase diagrams [11, 14, 61] . Our PFA after proper generalization and specification can be utilized for such studies. Note that other methods have been utilized to model phase transformations and premelting in grain boundaries, including molecular dynamics [67, 68] and phase field crystal [69] [70] [71] [72] methods. They can be applied to the problem under study as well.
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IX. CONCLUDING REMARKS
A three-phase PFA to solid-solid PT via an intermediate phase is developed and utilized to perform a detailed numerical study of the main IM features using finite element method. A thermodynamic potential is formulated with the help of polar order parameters, which satisfies all desired phase equilibrium and stability conditions. By setting ϒ = 1 or ϑ = 0 or 1, this potential reduces to the same two-phase potential suggested in Ref. [17] and the same corresponding GL equations. Necessity to introduce the gradient energy for solid-solid interface within complete melt, which at first glance seems contradictory, is justified by necessity to have a well-posed problem and to describe the interaction between two solid-melt interfaces. Previous force-balance models for short-and long-range interaction forces between two interfaces are generalized for the case that includes finite width interfaces. A new force-balance model is suggested that better describes results of the phase field simulations significantly below the melting temperatures. We demonstrated that our PFA is able to capture the relation between IM energy and width described by all force balance models in some range by choosing proper a 0 . With the same values a 0 , PFA should realistically describe interfacial interactions and IM width for the cases when sharp interface models do not work, namely for small IM width or incomplete IM.
Detailed study of the effect of four parameters, namely, k δ , k E , a 0 , and temperature, on the structure, width, energy of the IM, and velocity of S 1 MS 2 interface is performed by solving time dependent GL equations. While temperature and energy ratio k E (or k E -related parameters) are parameters that are traditionally considered in surface or grain boundary premelting and melting [21, 22, 51, 57, 58] , two other parameters were unexplored. That is why many results are unexpected and counterintuitive. Thus, for small, k δ barrierless IM is reversible and hysteresis-free, and single steady solution exists independent of initial conditions. For large k δ , in particular, k δ 1, three solutions exist: stable, metastable, and a critical nucleus between them (unstable), one of them is dry S 1 S 2 interface. For neglected thermal fluctuations, significant overheating even above the melting temperature of solid phases and overcooling to very low temperature is observed, i.e., significant hysteresis in melting/solidification exists. The effect of k δ is very nontrivial and depends on k E , a 0 , and temperature. For relatively large k E , an increase in k δ reduces the degree of disordering down to complete melt in the case of S 1 MS 2 initial conditions; at the same time, it leads to the appearance of the dry S 1 S 2 solution starting with some k δ . For relatively small k E and for small k δ , dependence of ϒ min on k δ is nonmonotonous. Thus, for reversible barrierless melting, ϒ min first reduces and then increases reaching 1. For larger k δ barrierless melting does not occur for S 1 S 2 interface initial conditions. At large S 1 S 2 , IM can be obtained for S 1 MS 2 initial conditions. For intermediate k δ , IM does not exist for any initial condition forming IM-free gap. Solutions for critical nucleus were found utilizing a stationary solver for time-independent GL equations with the proper choice of initial condition in axisymmetric formulation. Kinetic criterion for its appearance leads to conditions at which thermally activated nucleation is possible. While multiple critical nuclei have been obtained as well, their energy is much larger than the energy of the single nucleus near the symmetry axis and their appearance is improbable. Note that the discussed force-balance interaction models have just one energy minimum with respect to IM width. Consequently, they are not applicable to the case with three solutions, for which force-balance interaction models should have two minima separated by a maximum. Development of such models will be considered in the future. That is why based on intuition developed by studying force-balance models, the appearance of partial melt more than 100 K below melting temperature and retaining melt more than 200 K below the melting temperature, as well as significant overheating above the melt temperatures of solid phases without melting, looks unexpected and counterintuitive. Numerical simulations show a significant reduction in the S 1 S 2 interface velocity as I M forms at moderate to high k δ values. However, a slight increase in the S 1 S 2 interface velocity is observed for small k δ at a high temperature and large a 0 values. The interface velocity is a nonlinear function of a 0 and increases as a 0 increases.
Some possible generalizations and applications of the developed PFA are discussed in Sec. VIII. As the next step, the effect of internal stresses will be included in the model in a way outlined in Ref. [16] . This will, in particular, allow us to attempt to quantitatively describe interface propagation velocity versus temperature for β-δ PT in HMX crystals, observed experimentally [2, 4, 5] . This will include the formation of the critical nucleus (because interface kinetics is well described by the phenomenological model for thermally activated propagation), the generation and relaxation of internal stresses and interface stresses within propagating interface. Also, the statement that the interface with IM should be insensitive to the stress field of defect and consequently, exhibit zero athermal resistance, will be checked depending on the degree of disordering within the interface.
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APPENDIX: PROOF OF ENERGY INTEGRAL
Let us prove Eq. (45) using stationary 1D Eqs. (43) and (44) . Since for the stationary solution ϒ = ϒ(x) and ϑ = ϑ(x), we can invert x = x(ϒ) and x = x(ϑ), and can consider either ϒ or ϑ as an independent variable, and also express ϒ = ϒ(ϑ) or ϑ = ϑ(ϒ). This will be used in the transformations below. Thus we evaluate in Eq. (43) 
