Abstract. Continuing the study of connections between classical and P automata variants, we show that dP automata, i.e., distributed systems of P automata, where the input multiset is mapped to the set of strings consisting of all permutations of its elements, are as powerful as the class of distributed systems of special counter machine acceptors. These variants of counter machines read multisets (represented as sets of all permutations of their elements) and manipulate counters in a conventional manner.
Introduction
P automata are purely communicating P systems accepting strings in an automaton-like fashion. In the standard case they are based on antiport systems with promoters or inhibitors. The concept was introduced in [3, 4] ; for a summary on P automata the interested reader is referred to Chapter 6, [13] . Elements of the language (over some alphabet) of a P automaton are obtained by some mapping of the multiset sequences which enter the system through the skin membrane during an accepting computation.
Studying simple, non-erasing mappings, it was shown that if the rules of the P automaton are applied sequentially, then the accepted language class is strictly included in the class of languages accepted by one-way Turing machines with a logarithmically bounded workspace (1LOGSPACE), or if the rules are applied in the maximally parallel manner, then the class of context-sensitive languages is obtained [1] .
If the input mapping is defined in such a way that it maps a multiset to the set of strings consisting of all permutations of its elements (we denote this mapping by f perm ), then a class of languages is obtained which is strictly included in the class of languages of so-called restricted logarithmic space Turing machines (r1LOGSPACE) [6] . (In the case of restricted logarithmic space Turing machines, the actual workspace available for a computation is dynamically changing: it is in logarithmic accordance with the length of the already consumed input, and not with the total input length.) To prove the statement, special variants of counter machines, called RCMA (restricted counter machine acceptors) and SRCMA (special restricted counter machine acceptors) were introduced in [6] . These counter machines manipulate their counters in a restricted, but more or less conventional manner, but unlike ordinary counter automata, they are able to read several input symbols in a single computational step.
Motivated by communication complexity questions, the notion of a distributed P automaton (a dP automaton, in short) was introduced in [12] . Such a system consists of a finite number of component P automata which have their separate inputs and which may communicate with each other by means of special antiportlike rules. A string accepted by a dP automaton is defined as the concatenation of the strings accepted by the individual components during a computation performed by the system [12] . The generic variant of dP automata uses the mapping f perm to define its language, that is, a string accepted by a component P automaton is the concatenation of strings which are permutations of the objects of the multisets imported by the skin membrane during an accepting computation; all combinations are considered.
In the last few years, dP automata were studied in detail (see, for example [12] , [8] , [14] , and [15, 16] ). It was shown that using the mapping f perm , dP automata are strictly more powerful than P automata (with f perm ), but the language family accepted by them is strictly included in the family of context-sensitive languages. Investigations have also been made with the aim of comparing P and dP automata classes to classical or well-known classes of acceptors. Connections between dP automata and multi-head finite automata were studied in [5] , based on the concepts of agreement languages of dP automata and the notion of a twoway dP automaton. In [5] , it was shown how the languages of non-deterministic one-way and two-way multi-head finite automata can be obtained as the agreement languages of one-way and two-way finite dP automata. (A dP automaton is finite if the number of its configurations is a finite number.)
Continuing this line of research, in this paper we show that the classes of concatenated and agreement languages of dP automata with mapping f perm and working in the nondeterministic maximally parallel mode, are equal to the classes of concatenated and agreement languages of distributed systems of special restricted counter machine acceptors.
Preliminaries and Definitions
We assume the reader to be familiar with the basics of formal language theory and membrane computing; for details consult [18] and [13] .
An alphabet is a finite non-empty set of symbols. For an alphabet V , we denote by V * the set of all strings over V ; if the empty string, λ, is not included, then we use notation V + . The length of a string x ∈ V * is denoted by |x|. For
