Abstract. Mixed reality, as an approach in human-computer interaction, is often implicitly tied to particular implementation techniques (e.g., see-through device) and modalities (e.g., visual, graphical displays). In this paper we attempt to clarify the definition of mixed reality as a more abstract concept of combining the real and virtual worlds -that is, mixed reality is not a given technology but a concept that considers how the virtual and real worlds can be combined. Further, we use this discussion to posit robots as mixed-reality devices, and present a set of implications and questions for what this implies for mixed-reality interaction with robots.
Introduction
Mixed reality is a popular technique in human-computer interaction for combining virtual and real-world elements, and has recently been a common technique for human-robot interaction. Despite this popular usage, however, we argue that the meaning of "mixed reality" itself is still vague. We see this as a challenge, as there is a great deal to be gained from mixed reality, and a clear definition is crucial to enable researchers to focus on what mixed reality offers for interaction design.
In this paper, we attempt to clarify the meaning of mixed reality interaction, and follow by relating our discussion explicitly to human-robot interaction. In short, we propose that mixed reality is a concept that focuses on how the virtual and real worlds can be combined, and is not tied to any particular technology. Based on our definition we posit that robots themselves are inherently mixed-reality devices, and demonstrate how this perspective can be useful for considering how robots, when viewed by a person, integrate their real-world manifestation with their virtual existence. Further, we outline how viewing robots as mixed reality interfaces poses considerations that are unique to robots and the people that interact with them, and raises questions for future research in both mixed reality and human-robot interaction.
Considering Boundaries in Mixed Reality
Mixed Reality -"Mixed reality refers to the merging of real and virtual worlds to produce new environments and visualisations where physical and digital objects co-exist and interact in real time." 1 The above definition nicely wraps the very essence of what mixed reality is into a simple statement -mixed reality merges physical and digital worlds. In contrast to this idea-based perspective, today mixed reality is often seen as a technical implementation method or collection of technologies. In this section, we attempt to pull the idea of mixed reality away from particular technologies and back to its abstract and quite powerful general essence, and highlight how this exposes some very fundamental, and surprisingly difficult, questions about what exactly mixed reality is. In particular, we show how robots, and their inherent properties, explicitly highlight some of these questions.
We start our discussion by presenting research we conducted following a simple research question: given mixed reality as an approach to interaction, and, robots, we asked ourselves: "if we completely ignore implementation details and technology challenges, then what types of interactions does mixed reality, as a concept, enable us to do with robots?" In doing this, we forced ourselves to focus on what mixed reality offers in terms of interaction possibilities, rather than what we can do with a given implementation technology, e.g., a see-through display device, or the ARToolkit 2 tracking library. We formalized this exploration into a general idea for mapping such an interaction space, and presented exemplary techniques ) -we present the core of this work below, where the techniques serve as interaction examples to be used throughout this paper.
The Mixed Reality Integrated Environment (MRIE)
Provided that technical and practical boundaries are addressed, the entire threedimensional, multi-modal real world can be leveraged by mixed reality for integrating virtual information. One could imagine a parallel digital, virtual world superimposed on the real world, where digital content, information, graphics, sounds, and so forth, can be integrated at any place and at any time, in any fashion. We called such an environment the "mixed-reality integrated environment," or the MRIE (pronounced "merry") , and present it as a conceptual tool for exploring how robots and people can interact using mixed reality. Specifically, we used the MRIE as a technology-independent concept to develop a taxonomy that maps mixed-reality interaction possibilities , and used this taxonomy to devise specific interaction techniques. For our current discussion, we quickly revisit two of the interaction techniques we proposed in our MRIE work: bubblegrams and thought crumbs .
Bubblegrams -based on comic-style thought and speech bubbles, bubblegrams are overlayed onto a physical interaction scene, floating next to the robot that generated it. Bubblegrams can be used by the robot to show information to a person, and can perhaps be interactive, allowing a person to interact with elements within the bubble (Figure 1 ).
Fig. 1. Bubblegrams
Thought Crumbs -inspired by breadcrumbs from the Brothers Grimm's Hansel and Gretel 3 , thought crumbs are bits of digital information that are attached to a physical, real-world location (Figure 2) . A robot can use these to represent thoughts or observations, or a person could also leave these for a robot to use. These can also perhaps be interactive, offering dynamic digital information, or enabling a person or robot to modify the though crumb. 
Basic Implementation
Our original bubblegrams implementation (Figure 3 ) uses either a head-mounted or a tablet see-through display, where the head mounted display setting was used for viewing only, and interaction was only possible through the tablet setting. Using a vision algorithm, the location of the robot is identified in the scene and the bubble is drawn on the display beside the robot. A person can interact with the bubble using a pen on the tablet PC (Young et al., 2005) .
Fig. 3. Bubblegrams see-through device implementation
Few would argue that this is a mixed-reality system, as it fits a very common mixed-reality implementation mould -see-through display with computer graphics superimposed over real-world objects. However, consider the case where an interface designer does not want to use a bulky hand-held display and opts to replace the graphical bubbles with, perhaps, a display attached to the robot. This display would show the exact same information as in the prior interface but would not require the person to carry any actual equipment -is this still mixed reality?
Perhaps the designer later decides to replace the display with a series of popout cardboard pieces, with a clever set of retractable cut-outs and props -possibly mounted on springs to add animation effects. While we concede that there are important differences with this approach, such as a greatly-reduced level of flexibility, this display still represents digital, virtual information and superimposes it in the real world in much the same way (conceptually) as the previous method -is this still mixed reality?
The thought crumbs implementation ( Figure 4 ) uses RFID tags for messages, where the physical tag itself denotes the location of the message, and the message information is stored within the tag. The tags also have human-readable outward appearances, and are supplemented with infrared lights so the robot can locate the tags from a distance (Marquardt et al., 2009) . In a similar effort, Magic Cards (Zhao et al., 2009 ), paper tags are used by both the person and the robot. A robot can leave representations of digital states or information at meaningful real-world locations as paper printouts, and can read cards left by people, enabling a person to interact with the robot's virtual state through working with physical cards.
Fig. 4. RFID Thought Crumbs implementation
Our original thought crumbs discussion (Section 2.1) introduced it as a mixedreality interaction technique, and in both the implementations shown here virtual information (pending robot commands, system state, robot feedback, etc) is integrated into the physical world through their manifestations. Overall the core concept of the interaction is the same as the original idea, but are these implementations, without any superimposed visual graphics, mixed reality?
The above discussion highlights how easy it is to draw lines on what kinds of interaction or interfaces count as mixed reality, based solely on the implementation technology. We fear that this can serve as a limiting factor when exploring mixed-reality techniques for interaction with robots, and argue that mixed reality should not be limited to or limited by any particular technology, implementation technique, or even modality (graphics, audio, etc) . We see the concept of mixed reality itself as a very powerful approach to interaction, one that can serve as motivation for a plethora of interaction techniques and possibilities far beyond what is possible by the current technical state-of-the-art.
Defining Mixed Reality
Should mixed reality be viewed as an interaction device or mechanism, similar to a WiiMote or a tabletop? Or as an implementation tool such as C# or ARToolkit that enables the superimposing of computer graphics via a display device onto the real world? Is mixed reality limited to particular modalities, such as graphics, or, can it include other modalities such as sound or haptic interaction? Or, is mixed reality a more-general approach, such as ubiquitous computing, that spans particular implementations, tools, or modalities?
The common-use definition of mixed reality is difficult to pinpoint, but we believe that it is summed up by our earlier quote (Section 2). Note that this definition itself reveals a muddled stance. On the one hand it clearly describes the general idea of merging of real and virtual worlds. On the other hand, it explicitly focuses the definition toward the modality, "visualizations." This limits and shapes the perspective offered by the definition, where we argue that mixed reality transcends the modalities.
Milgram and Kishino
In 1994 Milgram and Kishino presented what is considered to be a seminal discussion of mixed reality (Milgram and Kishino, 1994 ). This paper's selfproclaimed primary contribution is a taxonomy of graphical, visual displays, and as such the tone of the paper surrounds mixing graphical and real-world environments.
On closer inspection, however, the theoretical discussion of the paper, including the well-known "virtuality continuum," leaves the visual focus behind and is careful to abstract to the more general case. They say mixed reality is combining "real" objects, those that have an "actual objective existence," with "virtual" objects, those objects which exist "in effect, but not formally or actually." Further, the authors directly state that their focus on visual displays is largely related to the current state of technology, and outline that, as technology allows, mixed reality will include, for example, "auditory displays" and "haptic displays" (Milgram and Kishino, 1994 ). Below we attempt to relate this broader view of Milgram and Kishino's model to current state of the art in tangible, physical and robotic interaction.
Mixed Reality and Tangible-User Interfaces
Much of the work in tangible computing revolves around the observation that we, as computer users, are simultaneously living in two realms: the physical one and the virtual one. Tangible user interfaces, then, are devices that are designed to "augment the real physical world by coupling this digital information to everyday physical objects and environments" (Ishii and Ullmer, 1997) .
A modality-independent, general definition of mixed reality can be applied to a number of interaction approaches, with physical/tangible interaction being a straightforward extension. Strong parallels can be found between the motivation and meaning behind tangible-user interfaces and the general mixed reality approach of combining the virtual and the physical. Particularly if we discard the technology used or the communication modality (graphics, haptics, aural, etc) it becomes clear that both approaches are similarly attempting to find ways to combine the virtual and the real.
With this we do not mean to lessen tangibles or to imply any debasement as a research area, but to rather bring tangibles, and common understanding of mixed reality, under the same general theoretical foundation. We hope that this unification can help provide focus to the real challenges (and real contributions) that are being faced by these fields. Particularly, we are interested on focusing on interaction, more specifically human-robot interaction, and not any particular implementation tools or technologies.
Revisiting the Meaning of Mixed Reality Interaction
We see mixed reality as the concept of meshing the virtual and physical worlds into one interaction space. If we accept this definition, then there is an immediate problem of scope. For example, would not a mouse, as it couples physical input to virtual cursor state, or even a monitor, which gives a real view (via the photons it emits) of a virtual space, be a mixed reality device? This wide scope raises the question of how this broad definition can be useful or even desirable.
Mixed reality, as a concept, helps to push thinking toward the combination between the virtual and the real. It is useful as a sensitizing concept, or as tool to explicitly focus on the point of meshing. While the mouse is an amazingly successful interface in general, mixed reality highlights the mouse's limitations to mesh the virtual and the real -the link is unidirectional (no inherent physical feedback from the virtual world) and limited to the mouse's two-dimensional relative movements.
As another example, the Magic Cards interface described above (Zhao et al., 2009 ) uses physical print-out cards as a representation of a robot command or feedback message. Mixed reality points out that the paper (and printer) is the medium and sole contact point for bridging the virtual and the physical, and pushes us to consider how real information (e.g., location, real-world tasks) and virtual information (e.g., robot commands, robot feedback) can be linked through this interface. The same analysis applies for the thought crumb implementation presented earlier, (Marquardt et al., 2009) , where RFID tags couple digital information with a particular real-world location (denoted by the location of the tag itself).
While this wide scope may sometimes make it difficult to draw lines on what mixed reality constitutes, thinking of interaction as mixed reality is useful as a tool that explicitly pushes us to consider the mapping between virtual objects, views, or states and the real-world and physical manifestations.
What Mixed Reality Provides
The idea of mixed reality as we present it provides only a simple, overarching perspective on interaction and is itself a very limited tool for examining, describing, and exploring interaction. That is, our approach does not supplant existing frameworks, categorizations, or interface design practices. Rather, mixed reality is a point of view from which existing tools can be applied.
For example, we do not consider how to approach interaction or interface design or evaluation, in either the real or virtual worlds. Existing design philosophies, heuristics, and so forth, still apply; mixed reality points toward the meshing point between the virtual and the real.
Further, we do not discuss how such a meshing point could be considered, targeted, mapped, and so forth, as this is already an active area of work in HCI. For example, mixed-reality work like Milgram and Kishino's virtuality continuum (Milgram and Kishino, 1994) , tangible computing work such as Sharlin et al.'s consideration of input-/output-space coupling (Sharlin et al., 2004) , or even by concepts such as Dourish's "embodied interaction," where the meaning of interaction (and how interaction itself develops meaning) is considered within the tangible and social real-world context (Dourish, 2001) . Our approach on mixed reality shows how work such as this can be brought together under a common conceptual foundation.
To summarize, we view mixed reality not as a given technology or technique but as an interaction concept that considers how the virtual and real worlds can be combined into a unified interaction space. Therefore, rather than trying to decide if an interface incorporates mixed reality or not, we recommend that mixed reality itself be used as a tool to help directly consider the convergence points where the virtual and real meet.
Robots and Mixed Reality
So far, most of the mixed-reality discussion in this paper could be applied without any particular concern for robots. In this section, we outline how robots bring unique considerations to the table for mixed reality.
Agency
Robots are unique entities in that they have clearly-defined physical, real-world manifestations, can perform physical actions, and can act with some level of autonomy -this sets them apart from other technologies such as the PC (Norman, 2004) . These real-world actions can easily be construed as life-like, and people have a tendency to treat robots similar to living entities, for example by anthropomorphizing, and give robots names, genders, and ascribe personalities (Forlizzi and DiSalvo, 2006; Sung et al., 2007) . As part of this, people have been found to readily attribute intentionality and agency to robots and their actions. While people attribute agency to, e.g., video game characters and movies (Reeves and Nass, 1996) , robots' real-world abilities and presence give them a very distinct, physically-embedded sense of agency that sets robots apart from other technologies.
In some ways, then, interacting with a robot has similarities with interacting with an animal or a person (Young et al., 2008a) . The robot itself is seen as an independent, capable entity, and there is a sense of ownership and responsibility that ties the interactions with the robot, and the results of the interactions, back to the robot "entity" itself.
Mixed-Reality Entities
Robots are mixed reality entities, simultaneously virtual and real. They are virtual in that they are, essentially, a computer with virtual states, abilities, calculations, and a wide range of data in any number of formats. They are real entities in their physical manifestation, where they can interact with the world through this manifestation, both manipulating the world (output) and sensing it (input). As such, we argue that robots are, by their very nature, mixed-reality entities, as a large part of what makes them a robot is how they span the virtual and real worlds -the robot itself is a direct coupling of the virtual and the real.
Robots, as mixed reality interfaces, have a very explicit coupling between their virtual and real components. Due to agency, the various (virtual and real) components of the robot are directly attributed to (perhaps owned by) the individual, underlying conceptual agent (robot). The agent itself is directly tied to both the physical and virtual manifestations. This series of connections, supported by agency, means that interacting with robots is fundamentally different from interacting with interfaces that do not have agency; we attribute our interactions with the virtual and physical components directly to the underlying agent.
Discussion
We have argued for a wide view on mixed reality, and that robots themselves are inherently mixed-reality devices. What exactly this implies for human-robot interaction with mixed reality is not yet clear, and this is an important area for future consideration. In this section, we outline a few particular questions and challenges raised by this framing that we feel are important to consider.
Ownership and Boundaries -the consideration that robots have a strong sense of agency, coupled with their explicit, physical manifestation, raises questions of ownership and boundaries. For one, robots can (through technical means) claim ownership and enforce interaction constraints on mixed reality elements . However, does this idea of robot / non-robot / human ownership of mixed-reality entities and items make sense to people in practice? If so, how can such ownership be mitigated and organized? Does this relate to concepts of virtual ownership we are familiar with, such as file permissions, private blogs, or even online finances? Similarly, are their implied boundaries in both the physical world and virtual worlds surrounding the robot as they may surround a living entity, such that, even without explicit ownership, people are careful about interacting in the robots personal space? Finally, is there a conceptual difference between the robot's mixed-reality thoughts (observations, etc), and ones drawn from the larger virtual world, such as the internet?
Agency -robots are not the only mixed-reality entities to have agency, with a simple example being animated, graphical mixed-reality characters. In this paper we argue that robotic agency is unique for various reasons, but this stance needs to be investigated further: is robot agency different enough from animated mixedreality characters to merit special consideration? We are currently exploring this through comparing an animated system (Young et al., 2008b ) to a very similar robotic system . Further, if this is the case, what does this difference mean for the design of and interaction with mixed-reality interfaces? Following, the above personal-space concerns explicitly apply to the physical body (and perhaps any virtual manifestation) of the robot -do people have reservations about meddling with the robot itself as they may have for animals or people?
Interaction -if robots are simultaneously virtual and real entities, then what does this mean for mapping interaction with the robot? For example, is there a difference between on-robot-body techniques, such as embedded displays, direct haptic interaction (e.g., handshake), or robot sounds, and off-body techniques, such as projected displays, or thought crumbs left behind? How can people interact with these different types of interfaces?
Conclusion
In this chapter, we made the argument for moving the ideas of mixed reality away from the constraints of any particular implementation method or technique, or interaction modality -mixed reality is simply the mixing of the virtual and the real. Robots, then, fall under this wide perspective as inherently mixed reality devices that simultaneously exist in both realms. This perspective enables us to focus directly on the points of meshing between the virtual and the real, and the interface challenges and decisions related to making this meshing happen the way we want it to.
There are still many questions and challenges to be answered surrounding this outlook. Viewing robots as mixed reality devices does not change what we can do with robots, but it does provide us with a perspective that highlights how a robot exists both in the virtual and real realms, and, we hope, encourages us to consider what this means for interaction.
