Abstract: Equilibrium behavior of a store-and-forward network node with finite buffer capacity is studied via a network-of-queues model. The positive acknowledgment protocol is explicitly modeled and consumes part of the buffer pool. The principal results are the buffer overflow probability, the mean delays, and the distribution of queue lengths as functions of the buffer capacity and traffic levels.
are full) ; its calculation is one of the main results of this paper. The node throughput, or total admitted traffic, is Xu'' = A ( 1 -B ) packets/ s.
( 2 )
An admitted packet is stored in one buffer and queued (via pointers) for service at the node processor. Here the checksum is verified, a routing decision is made, and the header is revised. The packet is then queued for transmission over the appropriate output line. The processor operates at a speed of S o bits/ s, and serves the queued packets in a first-come first-served (FCFS) order.
Output line i, 1 5 i 5 L, operates at the speed of Si bits/ s and transmits the queued packets in FCFS order. When a packet transmission is completed, the buffer is not freed. Instead, a copy of the packet is retained at node 0 until either a positive acknowledgment (ACK) is received, or until a pre-specified timeout interval is exhausted. These outcomes occur with probabilities 1 -& > 0 and & < 1, respectively, where& is assumed to be known and constant for every packet sent over line i. It is assumed that the ACKs sent to node 0 from its neighbors will always be accepted by node 0 without blocking and without increasing the offered load. Consequently, the probability 1 -8 of receiving an ACK is the probability of three events: The packet was transmitted over line i without error; the node or device at the receiving end of line i was not blocked, and generated the ACK promptly enough to arrive before the timeout clock expired; and the ACK was transmitted to node 0 without line error. These three events are usually considered independent; consequently, their probabilities multiply. The model, therefore, computes the blocking probability of node 0 in terms of the blocking probabilities of its neighboring nodes.
We let T y denote the mean timeout interval selected for line i, and TACK denote the mean time until an ACK arrives, given that an ACK rather than a timeout will occur. The associated random variables may have arbitrary distributions, subject only to having rational Laplace transforms. In practice, the timeout distribution will be highly concentrated at T F , and the ACK distribution will be unimodal with support on [0, TTO]. The result is that the main quantity of interest is
namely the mean total holding time for all timeouts and the one ultimate ACK.
The times-till-ACK for successive packets transmitted over line i are assumed to be statistically independent and identically distributed; the mean ACK time ACKs promptly, but if lags occur under heavy traffic conditions, a possible correlation phenomenon would require study by a two-node model.
If a packet transmitted over line i receives an ACK, the buffer is freed for further use. If the packet is timed-out, it is then placed (by pointer) at the tail of the queue of packets awaiting transmission over line i; the number of occupied buffers remains unchanged.
The model assumes that each admitted packet is permitted an infinite number of retransmission attempts; hence, it is eventually transmitted successfully. The average number of transmission attempts over line i will be 1 / ( 1 -&) . The assumption is reasonable if the failure probability per attempt& is less than, for example, 0.6-0.8. This is because, on the average, fewer than 2-5 attempts will suffice; any line with& exceeding this magnitude would normally be regarded as unusable.
Analytic results for loss model
The above processes in node 0 can be modeled as an open network of queues [8] The following auxiliary variables are also needed. ki drops by 1 and either mi or li, respectively, increases by 1 . After arrival of an ACK from line i, mi drops by 1 and the packet leaves the system. After expiration of the timeout clock for line i, the packet is re-queued for transmission over line i : /, drops by 1 and ki increases by 1.
Because each of the 3L + 1 service centers has either a FCFS exponential server or an infinite number of parallel servers whose service time probability density has a rational Laplace transform, local balance conditions hold and the steady-state joint-state probability ki, mi, li E 0;
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The normalization factor P ( 0 ) , which is the probability of an empty node, is determined by the normalization condition
Note that if all offered traffic were accepted, then po and pl, 1 5 i 5 L, would represent the server utilizations at the processor and ith output line. Since some of the offered traffic is rejected, the p exceed the server utilizations and are permitted to exceed unity. However, in practice the offered traffic should satisfy
Otherwise one of the FCFS servers (processor or line) will be unable to handle all the traffic offered it, and this will result in a very high buffer overflow probability.
l C i C L
The node output rate satisfies
showing that A* is the maximum possible throughput of node 0, achievable only when both N and A + m. Equation (6) is derived by noting that the processor serves A( 1 -B ) 5 po packets/ s, while the ith line trans- [ 10, 1 1 , 121;
The third approach is the simplest, and perturbations on the order of 0.0 1 -0.1 percent have been found to yield satisfactory results. The expressions given below are sums or products over the L output lines. The computational effort is modest since 1 5 L 5 4 in practice, and the expressions are wellbehaved away from the confluence of { 1 , po, pl, . . ., p,}.
It is frequently possible to neglect the queue for the processor, because the processor speed is usually significantly higher than the output line speed. The following expressions can be adapted to the case of infinite processor speed by setting
factor P ( 0 ) is given by
The main results are as follows. The normalization where
T" = Pi T y = mean holding time.
i = l
The joint distribution P [ k,, . . ., k,, n,; . ., n,] of packets awaiting service or ACK is given by
The joint distribution of k = k,,, and n = nsum is given by
The probability that exactly s buffers are occupied is
The correct result P [ s = 01 = P ( 0 ) follows from 1 / h( i) = 1, obtained by setting z = 0 in Eq. (A 1 ) . Of special interest, the node blocking probability is
The node throughput A"" can be calculated from Eq.
i=O Mi) (2) or from the relationships
The mean queue lengths are given by
The mean and mean square number of occupied buffers are given by 
where the throughput traffic rates Aout, AFt are defined by Eqs. ( 1 ) and ( 2 ) , and the expected queue lengths are given by Eqs. ( 13 1 and ( 15) . The three components of the delay, described respectively, are 1 ) a processor delay which, as mentioned above, may frequently be neglected, 2) a queuing and transmission time for an where q,
(si), E,( T H / g i ) / h( i) is independent of A and N. In particular, the ratios P [ s] / P [ s'] scale as
As-". For light loads this yields, since qo = I ,
Since N is usually large, Eq. (18) suggests that blocking is negligible if A is below a threshold, but that saturation is rapidly approached as A advances beyond this threshold. Figures 2 and 4 , discussed in the following section, illustrate this behavior. . This presentation is convenient for selecting buffer sizes; e.g., at most 15 buffers are needed if A = 20 packets/s. Nothing is gained by using more than about 60 buffers.
Figures 4 and 5 plot the node blocking probability B vs N and A. Figure 4 exhibits the same turnover behavior as Fig. 2 : B < < l provided A < 0.7 U,, and B - Figure 5 has the same convenience as Fig. 3 for the buffer design, e.g., to accommodate A = 20 packets/ s. At most, about 13 buffers are needed. due to packets awaiting acknowledgments, and a remaining buffer utilization of 44 percent for packets awaiting transmission. Note that the positive acknowledgment protocol contributes significantly to the buffer usage.
Repeat model
In the above loss model, incoming packets rejected by node 0, because of buffer saturation, are permanently lost. In practice, the sending node will timeout and later (repeatedly) attempt retransmission to node 0. If it is assumed that the timeout interval is long compared to all relaxation times at node 0, the effect of the retransmission attempts is to magnify the Poisson arrival stream to node 0 by a factor of 1/ ( 1 -B ) .
The following procedure can then be used to determine B and the offered traffic, so that the loss model may still be employed. 2. check that AnUt < U,; if not, the desired throughputs
[Art] cannot be achieved with an N-buffer node. AnUt = A ( 1 -B ) , where Eq. ( 1 1) shows that the right hand side is a function of A, for A, and then compute 1 -B = Aout/A. 4. the incoming offered traffic for the loss model will be A = Anut/ ( 1 -B) , of which a fraction 1 -B will be 548 admitted.
solve the equation
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Model extensions and generalizations
1 . The present model analyzes one node, and assumes that the overflow probabilities of the neighboring nodes are known. But these in fact depend upon the overflow probability of the node under investigation. In order to analyze a network of nodes, with given traffic rates on every line, an iterative procedure is needed to ensure that all overflow probabilities are self-consistent. A Newton-Raphson procedure, described in [ 121, has been found satisfactory, and employs the single-node formulation given above. The single-node formulation may be used in isolation, however, if one is investigating the minimal buffer capacities needed to keep all overflow probabilities under a given threshold. 2 . Real networks can have non-exponential inter-node arrival patterns, non-exponentially distributed message lengths, multiple message classes with distinct priorities, reassembly of multipacket messages, adaptive routing, and local or end-to-end data flow control protocols.
St appears unlikely that these phenomena can be incorporated within the network-ofqueues formulation.
3. The present one-node model attempts to capture the congestion at neighboring nodes by static average blocking probabilities fl, f z , . . ., fL. In reality, buffer contents at adjacent nodes are positively correlated, and tend to rise and fall together in response to peaks and valleys in the traffic patterns. A multiple-node model is needed for studying such dynamic processes, and determining when the use of static average blocking probabilities will yield adequate predictions. 4. The present model assumes that for a given message, the inter-arrival time, service time at the processor, and service time for each successive transmission attempt are independently-distributed random variables. This ignores the fact that these random variables all involve a common message length, hence are dependent. The range of validity of these assumptions must be ascertained, akin to the validation of Kleinrock's independence assumption [ 11 at low traffic levels and/ or under mixing conditions.
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Appendix: derivation of analytical results
To derive Eq. The innermost sum is X ! = , ( P )~ = (p" -pN+') / ( 1 -p ) .
Therefore, NOVEMBER 1976
-(pi)Nf1 EN(hTH/ pi)]. 
