Background {#Sec1}
==========

Monitoring kidney function is a necessity for patients who underwent kidney transplantation to assess progression of renal disease. Typically three markers are measured repeatedly over time after transplantation to ensure that no signs of kidney problems or risk of renal failure due to graft rejection are present and these include blood urea nitrogen (BUN), serum creatinine (Cr) and estimated glomerular filtration rate (eGFR). These markers are correlated and needed to ensure an accurate evaluation of the kidney function since each has its own limitations and could be influenced by demographical and physiological characteristics of the patient \[[@CR1]--[@CR5]\]. Once a patient experiences graft rejection then measurements on the kidney markers won't be recorded and patients will no longer be monitored for kidney function resulting in missing data. Given the interdependence of these outcomes in determining kidney function, it is important to evaluate the factors that affect the rate of change in these outcomes in a joint manner. The motivation of this study is to assess the association between the three outcomes (BUN, creatinine and eGFR) and key demographic and clinical factors accounting for the correlation between these markers in a multivariate fashion.

Analysis of multiple outcomes is given special attention in the literature. For example, multivariate linear mixed models (MLMM) were proposed to analyze multiple outcomes to assess and test for global exposure effect across outcomes while assuming flexible correlation structure for the multiple outcomes \[[@CR6]\]. The idea was to provide robust estimates for the mean by separating it from the correlation parameters. This MLMM model was limited to Gaussian outcomes and did incorporate longitudinal data. Joint modeling was also used in the context of jointly studying time to clinical event and repeated measures on surrogate outcomes \[[@CR7]\]. Others included joint modeling of the multilevel item response theory (MLIRT) and Cox's proportional hazard model for time to dependent terminal event with shared random effects to link the two models \[[@CR8]\]. A modeling framework for MLIRT also referred to as latent regression was widely considered and was based on the idea that the observed measurements are a result of some imperfect interaction between subject-specific latent variables and measurement-specific parameters \[[@CR9]--[@CR13]\]. The latent traits are considered as response variables and are regressed on a set of covariates, hence the name of latent regression. The advantage of the MLIRT models resides in the separation of the measurement-specific parameters and subject-specific covariates from manifest data and simultaneous estimation of these parameters and covariate effects \[[@CR14]--[@CR16]\]. However, deviation from the normality assumption could affect the accuracy of the estimates and the inferences for the high-level outcomes \[[@CR17]\]. Multivariate joint modeling was also an alternative wherein a joint distribution is specified to jointly model all random effect \[[@CR18]--[@CR20]\]. Despite that data transformation solved the issue of non-normality it still had its imbedded disadvantages such as difficulty in the interpretation of the estimated parameters on transformed scale. In addition, joint normality may not be always achieved especially if transformation was conducted on a component basis, and lack of universal transformation that could be appropriate for the majority of datasets \[[@CR21]\]. An alternative approach that is not constrained by the issue of non-normality is the joint modeling of multivariate longitudinal outcomes discussed in \[[@CR22]\]. In this approach the interdependence among outcomes is captured by using shared latent variable(s) or the correlation between random coefficients corresponding to each outcome and the non-normality is solved using distributions and link functions from the list of general linear models. They describe the following four approaches, (1) shared random intercept (SHRI); (2) shared random intercept and slope (SHRIS); (3) separate random intercepts (SPRI); (4) separate random intercepts and slopes (SPRIS). The application and assessment of performance for these models were limited to health services outcomes in extremely large datasets and were not applied on clinical outcomes from a relatively small sample size.

The goals of our study wereTo identify the best fitting joint model from the four approaches listed in terms of the tradeoff between the complexity of the model and precision of the estimates including convergence related complexities that could be due to small sample size.To demonstrate the application of these models on a cohort of renal transplant patients assuming that the three correlated kidney markers follow the lognormal distribution. Hence in this research work we are proposing a novel application of the joint modeling approaches, and we are conducting an innovative thorough assessment of the performance of each approach in a clinical setting characterized by its small sample size. Studies with small sample sizes are commonly encountered in clinical settings of high cost, or where focus is on rare diseases, pilot studies as well as basic science research. Hence demonstrating the application and understanding the performance of these models in a dataset characterized by its small sample size, and multiple outcomes with non-normal distribution and high correlation is the key novel feature of this study.

Methods {#Sec2}
=======

The joint modeling approach investigated in this study is the multivariate generalized linear mixed models (mGLMM) which is a generalization of the linear mixed models. Fixed and random effects are both included and are referred to as $\documentclass[12pt]{minimal}
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                \begin{document}$$ \beta $$\end{document}$ and b~i~ respectively in the below equations of the joint models. Fixed effects represent the average rate of change in the outcome attributed to specific covariates at a population level; however, the random effects represent subject specific rate of change. The correlation between repeated measures on a certain outcome pertaining to the same individual subject is accounted for through the random effects. The correlations between the different multiple outcomes are incorporated through the variance--covariance matrix of the shared or separate random effects depending on the specific mGLMM. While linear mixed models are limited to normally distributed outcomes, mGLMM are extended to multiple correlated outcomes with other distributions, not necessarily normal, each of which is determined by its corresponding link function. The mGLMM is comprised of a set of generalized linear mixed models (GLMM) linked together by a SHRI, SHRIS, SPRI or separate random intercept and slope (SPRIS).

Let Y~ij1~, Y~ij2~,..., Y~ijk~ be the multivariate outcomes for subject i, measured at times j = 1 to t~i~, for outcomes 1 to k, the different joint models can be described as such:

SHRI {#Sec3}
====

For three outcomes, SHRI model can be described as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{aligned} E\left( {Y_{ij1} |b_{0i} } \right) = g^{ - 1} \left( {\beta_{01} + b_{0i} + \beta_{11} t_{i} + \beta_{21} x_{i} } \right) \hfill \\ E\left( {Y_{ij2} |b_{0i} } \right) = g^{ - 1} \left( {\beta_{02} + b_{0i} + \beta_{12} t_{i} + \beta_{22} x_{i} } \right) \hfill \\ E\left( {Y_{ij3} |b_{0i} } \right) = g^{ - 1} \left( {\beta_{03} + b_{0i} + \beta_{13} t_{i} + \beta_{23} x_{i} } \right) \hfill \\ \end{aligned} $$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$ b_{0i} \sim MVN\left( {0,\sigma_{b}^{2} } \right) $$\end{document}$, $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{b}^{2} $$\end{document}$ is the variance for the intercept, $\documentclass[12pt]{minimal}
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                \begin{document}$$ x_{i} $$\end{document}$ is the covariate of interest and $\documentclass[12pt]{minimal}
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                \begin{document}$$ g^{ - 1} $$\end{document}$ is the link function. The model can accommodate more than one covariate. The correlation between the outcomes is assumed to be captured by the shared-common intercept.

SHRIS {#Sec4}
=====

$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \begin{aligned} E\left( {Y_{ij1} |b_{i} } \right) = g^{ - 1} \left( {\beta_{01} + b_{0i} + \left( {b_{1i} + \beta_{11} } \right)t_{i} + \beta_{21} x_{i} } \right) \hfill \\ E\left( {Y_{ij2} |b_{i} } \right) = g^{ - 1} \left( {\beta_{02} + b_{0i} + \left( {b_{1i} + \beta_{12} } \right)t_{i} + \beta_{22} x_{i} } \right) \hfill \\ E\left( {Y_{ij3} |b_{i} } \right) = g^{ - 1} \left( {\beta_{03} + b_{0i} + \left( {b_{1i} + \beta_{13} } \right)t_{i} + \beta_{23} x_{i} } \right) \hfill \\ \end{aligned} $$\end{document}$$
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                \begin{document}$$ b_{i} = \left( {\begin{array}{*{20}c} {b_{0i} } \\ {b_{1i} } \\ \end{array} } \right) \sim MVN\left( {0,D_{2 \times 2} } \right) $$\end{document}$ where $\documentclass[12pt]{minimal}
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                \begin{document}$$ D $$\end{document}$ is the variance--covariance matrix of the shared intercept and slope so intuitively it includes the variances of the intercept and slope and their covariance. The correlation between the outcomes is assumed to be captured by the shared-common intercept and slope.

SPRI {#Sec5}
====

The concept of capturing the correlation between the outcomes through intercept only, still applies here as in SHRI but the difference is in relaxing the shared intercept theory and assuming separate intercept associated with every outcome. Relaxing this assumption adds a layer of complexity by increasing the number of parameters to be estimated in the variance--covariance matrix. SPRI can be described as such$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{aligned} E\left( {Y_{ij1} |b_{0i} } \right) = g^{ - 1} \left( {\beta_{01} + b_{0i1} + \beta_{11} t_{i} + \beta_{21} x_{i} } \right) \hfill \\ E\left( {Y_{ij2} |b_{0i} } \right) = g^{ - 1} \left( {\beta_{02} + b_{0i2} + \beta_{12} t_{i} + \beta_{22} x_{i} } \right) \hfill \\ E\left( {Y_{ij3} |b_{0i} } \right) = g^{ - 1} \left( {\beta_{03} + b_{0i3} + \beta_{13} t_{i} + \beta_{23} x_{i} } \right) \hfill \\ \end{aligned} $$\end{document}$$$\documentclass[12pt]{minimal}
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                \begin{document}$$ b_{0i} = \left( {\begin{array}{*{20}c} {b_{0i1} } \\ {b_{0i2} } \\ {b_{0i3} } \\ \end{array} } \right) \sim MVN\left( {0,D_{3 \times 3} } \right) $$\end{document}$ where the number of parameters to be estimated increases to 6 attributed to the 3 variances and 3 covariances between the intercepts. The correlation between the 3 outcomes is assumed to be captured by the correlation between the separate intercepts.

SPRIS {#Sec6}
=====

The concept of capturing the correlation between the outcomes as in SHRIS is applied here with the difference in assuming separate intercept and slope for every outcome which adds another level of complexity on SPRI. SPRIS can be described as such:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{aligned} E\left( {Y_{ij1} |b_{i1} } \right) = g^{ - 1} \left( {\beta_{01} + b_{0i1} + \left( {b_{1i1} + \beta_{11} } \right)t_{i} + \beta_{21} x_{i} } \right) \hfill \\ E\left( {Y_{ij2} |b_{i2} } \right) = g^{ - 1} \left( {\beta_{02} + b_{0i2} + \left( {b_{1i2} + \beta_{12} } \right)t_{i} + \beta_{22} x_{i} } \right) \hfill \\ E\left( {Y_{ij3} |b_{i3} } \right) = g^{ - 1} \left( {\beta_{03} + b_{0i3} + \left( {b_{1i3} + \beta_{13} } \right)t_{i} + \beta_{23} x_{i} } \right) \hfill \\ \end{aligned} $$\end{document}$$$\documentclass[12pt]{minimal}
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                \begin{document}$$ b_{i} = \left( {\begin{array}{*{20}c} {b_{i1} } \\ {b_{i2} } \\ {b_{i3} } \\ \end{array} } \right) = \left( {\begin{array}{*{20}c} {\left( {\begin{array}{*{20}c} {b_{0i1} } \\ {b_{1i1} } \\ \end{array} } \right)} \\ {\left( {\begin{array}{*{20}c} {b_{0i2} } \\ {b_{1i2} } \\ \end{array} } \right)} \\ {\left( {\begin{array}{*{20}c} {b_{0i3} } \\ {b_{1i3} } \\ \end{array} } \right)} \\ \end{array} } \right) \sim MVN\left( {0,D_{6 \times 6} } \right) $$\end{document}$ where D is the variance--covariance matrix for the 3 intercepts and 3 slopes associated with every outcome resulting in an increase of the number of parameters to be estimated to 21. For all the models, the dependence between and within outcomes is captured by the structure of the variance--covariance matrix that can be determined by the measures of model fitting AIC, BIC and −2log l.

The univariate counterpart of these models can be reduced to GLMM with random intercept only (RI) and with random intercept and slope (RIS).

Pseudo-simulation bootstrap study {#Sec7}
=================================

To assess the performance of each model a pseudo simulation bootstrap study was conducted using a renal dataset and assuming that the three kidney outcomes (BUN, Cr and eGFR) follow the lognormal distribution. The covariates were limited to time and square of time since SPRIS exhibited convergence problems when other covariates were included. The square of time was included in the analysis to account for the curvilinear relationship between time and each of the outcomes. We implemented 2,000 replications each with a sample size of 110 individuals boot strapped from the cohort of renal patients. The performance of the 4 multivariate models (SHRI, SHRIS, SPRI, SPRIS) and that of the univariate random intercept model (RI), and random intercept and slope model (RIS) was examined. The performance was determined in terms of accuracy assessed by two measures; the mean of the differences between the estimates of the bootstrapped datasets and the true beta obtained from the application of each model on the renal dataset, and the mean of the square of these differences. Specifically, true betas are the fixed effects $\documentclass[12pt]{minimal}
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                \begin{document}$$ \left( {\beta_{11} ,\beta_{12} ,\beta_{13} ,\beta_{21} ,\beta_{22} ,\beta_{23} } \right) $$\end{document}$ in the models' equations. These parameters are estimated by applying the generalized linear mixed models on the renal transplant dataset to reflect the estimated effects of the corresponding covariates on the changes in kidney outcomes. In Table [1](#Tab1){ref-type="table"}, the differences between the estimates generated in the simulation studies and these betas are computed to determine the accuracy of the various models, noting that the smaller the difference the more accurate the model. For simplicity, we refer to these measures as mean difference, and mean squared difference respectively. This comparison helped us achieve the following objectives:Table 1Bootstrapping on the (a) multivariate models and (b) univariate models: replicate 2,000 sample size 110EstimateOutcome(a) Multivariate models(b) Univariate modelsSHRISHRISSPRI^d^SPRISRIRISTrue beta^a^Mean difference^b^Mean squared difference^b^True betaMean differenceMean squared differenceTrue betaMean differenceMean squared differenceTrue betaMean differenceMean squared differenceTrue betaMean differenceMean squared differenceTrue betaMean differenceMean squared differenceInterceptBUN\*100^c^3.3899−0.090210.077963.3887−0.102000.077403.3938−0.086630.081253.3895−0.129310.085173.3914−0.084660.079083.3887−0.100270.08003Creatinine\*1000.9405−0.044890.129770.9394−0.061130.129420.9461−0.038640.137020.9422−0.006930.138210.9416−0.046140.130640.9411−0.043010.13186eGFR\*1003.37280.133390.137293.37160.149460.137493.36260.116980.154953.36550.054960.161613.36740.119820.147413.36870.063820.15037TimeBUN\*10^3^−0.01950.014020.00458−0.01930.014650.00458−0.01860.033210.00451−0.018570.118090.00509−0.01910.025830.00456−0.01880.015590.00462Creatinine\*10^4^−0.0452−0.461420.04717−0.0451−0.422030.04633−0.0441−0.074920.04227−0.04421−0.526690.04300−0.0452−0.320360.04663−0.0452−0.422990.04670eGFR\*10^3^0.05320.104790.008530.05340.104730.008800.05030.015890.005760.050490.034430.006100.05180.059290.006480.05180.046020.00650^a^True beta obtained from the application of every model on the renal transplant dataset.^b^Mean difference and mean squared difference represent respectively the average deviation and its square of every bootstrap estimate from the true value beta.^c^Mean difference and mean squared difference should be multiplied by the number specified next to the outcome name.^d^SPRI model has best results compared to other models: 50% of the estimates have smallest mean difference and mean squared difference under SPRI.Identify the multivariate models that exhibited better performance than the other models.Determine whether the complex separate random models (SPRI and SPRIS) had any advantage in terms of accuracy of the estimates over the simpler shared random effect models (SHRI and SHRIS). Accordingly, we can gauge complexity versus precision.Examine whether including the slope as random effect along with the intercept as in the SHRIS and SPRIS models has any respective advantage over the models that assume solely random intercept as in SHRI and SPRI.Evaluate whether there was a gain in accuracy under the multivariate modeling versus the univariate separate analysis implemented on every outcome.

The bootstrap results are presented in Tables [1](#Tab1){ref-type="table"}, [2](#Tab2){ref-type="table"}, and [3](#Tab3){ref-type="table"} for the multivariate and univariate implementation of the models with 2,000 replications. In Table [1](#Tab1){ref-type="table"} we present the mean difference and mean squared difference for the estimates under every model while in Table [2](#Tab2){ref-type="table"} we provide percent reductions in these measures for a specific multivariate model versus the others. In Table [3](#Tab3){ref-type="table"} the percent reductions in these measures between univariate and multivariate models are presented.Table 2Percent reduction in mean difference and mean squared difference that correspond to: SPRI compared to all other multivariate models (a, b, and c)^b^; SPRI compared to SHRI (d); SPRIS compared to SHRIS (e); SPRI compared to SPRIS(f)EstimateOutcome(a) SPRI vs SHRI(b) SPRI vs SHRIS(c) SPRI vs SPRIS(d) SPRI vs SHRl^d^(e) SPRIS vs SHRIS^e^(f) SPRI vs SPRIS^f^Mean differenceInterceptBUN4%15%33%4%(**--**)^c^33%Creatinine(**--**)^a^(**--**)(**--**)14%89%(**--**)^c^eGFR(**--**)(**--**)(**--**)12%63%(**--**)TimeBUN(**--**)(**--**)(**--**)(**--**)^c^(**--**)96%Creatinine84%82%86%84%(**--**)86%eGFR85%85%54%85%67%74%Mean squared differenceInterceptBUN(**--**)(**--**)(**--**)(**--**)(**--**)5%Creatinine(**--**)(**--**)(**--**)(**--**)(**--**)1%eGFR(**--**)(**--**)(**--**)(**--**)(**--**)28%TimeBUN2%2%11%2%(**--**)11%Creatinine10%9%2%10%7%2%eGFR32%35%6%32%31%6%^a^SPRI did not generate the smallest mean difference and/or mean squared difference compared to all multivariate models.^b^50% of the estimates under SPRI had the smallest mean difference and mean squared difference compared to all other models with 58.7% and 12% average overall reduction respectively.^c^No reduction was observed under SPRI or SPRIS.^d^83% of the estimates under SPRI had smaller mean difference compared to SHRI with average overall reduction of 40%, and 50% had smaller mean squared difference with average reduction of 15%.^e^50% of the estimates under SPRIS had smaller mean difference compared to SHRIS with average overall reduction of 73%, and 33% had smaller mean squared difference with average reduction of 19%.^f^66% of the estimates under SPRI had smaller mean difference compared to SPRIS with average overall reduction of 72%, and 100% had smaller mean squared difference with average reduction of 9%.Table 3Percent reduction in mean difference that correspond to: SPRI Compared to RI (a); SPRIS compared to RIS (b)EstimateOutcomeMean difference(a) SPRI vs RI^b^(b) SPRIS vs RIS^c^InterceptBUN(--)^a^(--)^a^Creatinine16%84%eGFR2%14%TimeBUN(--)(--)Creatinine77%(--)eGFR73%25%^a^No reduction was observed in mean difference under SPRI compared to RI or SPRIS compared to RIS.^b^66% of the estimates under SPRI had smaller mean difference compared to RI with average overall reduction of 42%.^c^50% of the estimates under SPRIS had smaller mean difference compared to RIS with average overall reduction of 41%.

*Objective 1* As evidenced in Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"} (see also 2nd footnote labeled as b in Table [2](#Tab2){ref-type="table"}, and Table [2](#Tab2){ref-type="table"} columns a, b, and c), we notice that 6 out of 12 estimates i.e. 50% of the estimates generated under SPRI had the smallest mean difference, and mean squared difference compared to those generated under the other models that include SHRI, SHRIS, and SPRIS. Specifically, 50% of the estimates generated under SPRI had an associated mean difference, and mean squared difference that are respectively 58.7% and 12% smaller on average than those generated under the other models. Hence, this leads to the conclusion that SPRI demonstrated the best performance compared to the other 3 models.

*Objective 2* Compared to SHRI, 83% of the estimates generated under SPRI had associated mean difference that is 40% smaller on average, and mean squared difference that are close in value (15% reduction in mean squared differences under SPRI in 50% of the estimates) (see Table [2](#Tab2){ref-type="table"} column d, and footnote Table [2](#Tab2){ref-type="table"}). In this context, we denote that the eGFR outcome had a significant 32% reduction in mean squared difference under SPRI compared to SHRI. When we compared SPRIS to SHRIS (see Table [2](#Tab2){ref-type="table"} column e, and footnote Table [2](#Tab2){ref-type="table"}), we realized that about 50% of the estimates generated under SPRIS exhibited an approximate average reduction of 73% in mean difference compared to SHRIS; meanwhile, an observed reduction of 19% in mean squared difference was captured in only 33% of the estimates under SPRIS. Hence, mean squared difference did not greatly differ between SHRIS and SPRIS. Accordingly, one can conclude that separate modeling of the random effect had it be solely intercept (SPRI), or both intercept and slope (SPRIS) had an advantage specifically in mean difference reduction over the simpler models that assume shared random effects (SHRI and SHRIS).

*Objective 3* To assess whether the increase in complexity when going from the simpler model (SPRI) to the more complex one (SPRIS) generates more accurate results, we observed that 66% of the estimates under SPRI had an associated mean difference that is 72% smaller on average than those generated under SPRIS, and 100% of the estimates under SPRI had smaller mean squared difference (9% average reduction in mean squared difference) than those generated under SPRIS (see Table [2](#Tab2){ref-type="table"} column f, and footnote Table [2](#Tab2){ref-type="table"}). Hence, the simpler model (SPRI) appeared to generate more accurate estimates than the complex model (SPRIS). This conclusion supports the finding established in objective 1. However, this was not the case with SHRI and SHRIS. Specifically, when the performance of the simpler model (SHRI) was compared to that of the more complex one (SHRIS), similar overall performance was observed for both models wherein both models had close mean difference and mean squared difference (see Table [1](#Tab1){ref-type="table"} SHRI and SHRIS models).

Hence SPRI appeared to have better performance than the other models and increasing the level of complexity by going from SPRI to SPRIS did not improve on the accuracy of the estimates that were generated under SPRI. Hence, these results lead to the conclusion that modeling the slope as a random effect along with the intercept did not improve the performance of the associated models (SHRIS and SPRIS) compared to the simpler models that assume solely random intercept (SHRI and SPRI).

*Objective 4* Our bootstrap pseudo simulation study also aimed at investigating the effect of multivariate modeling versus the univariate implementation of the models that assume that the outcomes are independent. In this regard a comparison was undertaken between the performance of the RI model and that of SHRI and SPRI, and between RIS and that of SHRIS and SPRIS (Tables [1](#Tab1){ref-type="table"}, [3](#Tab3){ref-type="table"}). The performance of SHRI and RI did not significantly differ since their associated mean difference and mean squared differences were close (see Table [1](#Tab1){ref-type="table"}). Hence, this observation indicates that under models with random intercept, the multivariate shared model (SHRI) did not improve the accuracy of the estimates compared to those generated under the univariate random intercept model (RI). However, this conclusion did not hold when we compared SPRI and RI. Specifically, we noticed that 66% of the estimates generated under SPRI had a 42% average reduction in mean difference compared to those estimates generated under RI (see Table [3](#Tab3){ref-type="table"} column a, and footnote Table [3](#Tab3){ref-type="table"}). For instance, 77 and 73% reductions in mean difference were observed for the slope estimates of the outcomes creatinine and eGFR generated under SPRI compared to those generated under RI. Nonetheless, the mean squared differences did not greatly differ in the estimates of these two models.

When SHRIS and RIS were compared, a minimal reduction (only 4%) was denoted for the mean squared differences in the majority of the estimates (about 80%) that were generated under SHRIS compared to RIS; but the mean differences did not differ between the 2 models. Hence SHRIS and RIS exhibited similar performance. Compared to RIS, about 50% of the estimates generated under SPRIS exhibited an observed reduction in the mean difference by about 41% on average (see Table [3](#Tab3){ref-type="table"} column b, and footnote Table [3](#Tab3){ref-type="table"}), while the mean squared difference did not greatly differ between the 2 models. These results suggest that multivariate modeling specifically SPRI and SPRIS had an advantage in performance specifically in Mean Difference compared to the univariate models RI and RIS respectively (Table [3](#Tab3){ref-type="table"}). However, this conclusion did not hold for the shared multivariate models SHRI and SHRIS wherein their associated mean difference and mean squared difference did not greatly differ from those under the univariate RI and RIS respectively. Hence only the separate multivariate models (SPRI and SPRIS) exhibited improved performance over their univariate counterpart models RI and RIS. This result also endorses our conclusion in objective 2 which stated that separate random effect models (SPRI and SPRIS) had better performance compared to the shared random effect models (SHRI and SHRIS).

Motivating example: renal transplant application {#Sec8}
================================================

The current study was motivated by the cohort of renal transplant patients. The dataset consisted of 110 patients who underwent renal transplantation in the year 2000 and were followed for 3 years (till year 2003) post-transplant until they experience graft rejection or end of study period. After the scheduled termination date of the study in year 2003, patients were no longer followed and assessment of their kidney function was not undertaken afterwards.

In case of graft rejection, patients had to revert back to the dialysis regimen and were not monitored afterwards. About 19% of the patients in this cohort experienced graft rejection. Renal function and progression of renal disease is assessed by 3 correlated markers, BUN, serum Cr, and eGFR. These outcomes follow the lognormal distribution. In this study BUN and Cr had a positive correlation of 0.624 (*P* value \<0.0001), while BUN and eGFR had a negative correlation of −0.63 (P value \<0.0001) and that of Cr and eGFR was −0.71 (P value \<0.0001). Changes in the levels of markers are what usually determine the progression of renal disease. In this regard, decrease in the level of BUN and Cr indicates an improvement in the kidney function over time. However, the opposite is true for eGFR where an increase in the levels of this marker indicates improved kidney function. This explains the positive correlation between BUN and Cr, and the negative ones between these markers and eGFR. The normal values for BUN are between 8 and 25 mg per 100 mL of blood, for Cr the normal range is between 0.7 and 1.3 mg per 100 mL of blood, and for eGFR this range is approximately between 90 and 120 mL/min/1.73 m^2^ for men and women respectively. Measurements on the three markers were taken on every patient for a 3-year period starting with the baseline measure pre-transplant registered as month 0, then at months 1, 3, 6, 12, 24, and 36 post-transplant.

The four models examined in this study were applied on this cohort of patients and the objective was to estimate the slope for every outcome over time along with some associated key covariates that include patient's age, gender, and race and the vital status (deceased or living) of the respective donor along with some basic demographics such as donor's gender and race (see Table [4](#Tab4){ref-type="table"}). Applying the mGLMM on this cohort of patients enabled us to assess the effect of these various covariates on all the renal markers (BUN, creatinine and eGFR) collectively through the joint modeling approach. Moreover, the random effects term in the mGLMM accounts for the correlations between the repeated measures for every patient and the different markers respectively, and for the between-patients variation in the length of stay and completeness of measurements of renal outcomes. This variation emerges between patients who may dropout before the intended termination date of the study. In addition, the link functions and the generalized approach available in mGLMM make it feasible to model the renal outcomes measured in this study and which were found to follow the lognormal distribution without necessitating any transformation to achieve normality.Table 4Application of the four multivariate models on the renal transplant dataset with all covariatesModelOutcomeSlope African_AmericaIntercept (SE)Slope time (SE)Slope male (SE)n (SE)Slope age (SE)Slope donor male (SE)P-valueP-valueP-valueP-valueP-valueP-valueSHRIBUN3.08890 (0.08067)−0.01995 (0.00203)0.17280 (0.04095)0.08899 (0.04102)0.004602 (0.00147)−0.07432 (0.04300)\<0.0001\<0.0001\<0.00010.03010.00180.0841Creatinine0.85950 (0.11300)−0.04514 (0.00339)0.24650 (0.05708)0.23420 (0.05718)−0.001980 (0.00205)−0.15420 (0.05993)\<0.0001\<0.0001\<0.0001\<0.00010.33360.0102eGFR3.38800 (0.13700)0.05333 (0.00431)0.01762 (0.06910)−0.05963 (0.06923)−0.00249 (0.00248)0.16960 (0.07255)\<0.0001\<0.00010.79880.38910.31630.0195SHRISBUN3.09780 (0.07982)−0.01986 (0.00204)0.16890 (0.04069)0.07361 (0.04073)0.00461 (0.00146)−0.07389 (0.04272)\<0.0001\<0.0001\<0.00010.07090.00170.0838Creatinine0.86840 (0.11250)−0.04505 (0.00340)0.24270 (0.05697)0.21880 (0.05707)−0.00198 (0.00204)−0.15380 (0.05982)\<0.0001\<0.0001\<0.00010.00010.33470.0102eGFR3.39690 (0.13820)0.05342 (0.00438)0.01375 (0.06979)−0.07501 (0.06992)−0.00248 (0.00250)0.17010 (0.07328)\<0.0001\<0.00010.84380.28340.32260.0204SPRIBUN3.08030 (0.10790)−0.01904 (0.00194)0.17130 (0.05497)0.10870 (0.05506)0.00486 (0.00198)−0.08662 (0.05774)\<0.0001\<0.00010.00190.04860.01420.1337Creatinine0.85050 (0.12430)−0.04406 (0.00333)0.24560 (0.06278)0.25580 (0.06288)−0.00172 (0.00226)−0.16780 (0.06594)\<0.0001\<0.0001\<0.0001\<0.00010.44780.011eGFR3.41330 (0.14630)0.05085 (0.00384)0.01952 (0.07389)−0.10570 (0.07401)−0.00329 (0.00266)0.20460 (0.07761)\<0.0001\<0.00010.79170.15330.2160.0084SPRIS^a^BUN3.38950 (0.03001)−0.01857 (0.00215)\<0.0001\<0.0001Creatinine0.94220 (0.04326)−0.04421 (0.00342)\<0.0001\<0.0001eGFR3.36560 (0.04724)0.05049 (0.00388)\<0.0001\<0.0001^a^SPRIS converged for time and time squared covariates only.

By applying the four models we were able to identify the one(s) that had the best fit determined by measures such as AIC, BIC and −2 log likelihood (see Table [5](#Tab5){ref-type="table"}), and compare the associated standard errors for each model. In addition we applied the univariate random intercept model (RI) and univariate random intercept and slope (RIS) on every outcome separately (see Table [6](#Tab6){ref-type="table"}) to compare the estimates obtained under the multivariate application versus the univariate ones. The multivariate model SPRIS did not converge when all these covariates were included concurrently but just with the covariates time and time square. The relation between time and the three markers appeared to be curvilinear; hence, time squared was also included in the model to account for this non-linear relationship. The fitting measures when the 4 models were applied on the renal dataset with only time and time squared as covariates are also presented in Table [5](#Tab5){ref-type="table"}. The variance--covariance matrices of the multivariate and univariate models are reported in Appendix [1](#App1){ref-type="app"} and Appendix [2](#App2){ref-type="app"}, respectively.Table 5Measures of fit for the multivariate models applied on renal transplant dataset with (a) all covariates (b) time and time squaredModelAICBIC−2logl(a) All covariatesSHRI4,000.214,010.983,992.21SHRIS3,9994,015.143,987SPRI3,358.243,382.463,340.24SPRIS^a^(--)(--)(--)(b) Time and time squaredSHRI4,040.594,051.394,032.59SHRIS4,036.74,052.914,024.7SPRI3,7323,756.643,714.34SPRIS^a^3,749.123,808.533,705.12^a^SPRIS model converged for only Time and Time Squared covariates.Table 6Application of the two univariate models on the renal transplant dataset with all covariatesModelOutcomeIntercept (SE)Slope time (SE)Slope male (SE)Slope AA (SE)Slope age (SE)Slope donor male (SE)P-valueP-valueP-valueP-valueP-valueP-valueRIBUN3.08470 (0.10610)−0.01942 (0.00195)0.17290 (0.05408)0.09597 (0.05416)0.00475 (0.00195)−0.08116 (0.05679)\<0.0001\<0.00010.00150.07680.01480.1534Creatinine0.85850 (0.11920)−0.04527 (0.00341)0.24620 (0.06037)0.23670 (0.06047)−0.00199 (0.00217)−0.15380 (0.06338)\<0.0001\<0.0001\<0.0001\<0.00010.35820.0155eGFR3.40210 (0.13990)0.05221 (0.00394)0.01729 (0.07089)−0.08284 (0.07101)−0.00289 (0.00255)0.18690 (0.07443)\<0.0001\<0.00010.80740.24380.25680.0123RISBUN3.09910 (0.10370)−0.01936 (0.00213)0.16680 (0.05290)0.07354 (0.05297)0.00468 (0.00191)−0.07877 (0.05556)\<0.0001\<0.00010.00170.16550.01410.1567Creatinine0.83970 (0.11780)−0.04528 (0.00342)0.24670 (0.06001)0.23940 (0.06007)−0.00163 (0.00216)−0.15450 (0.06298)\<0.0001\<0.0001\<0.0001\<0.00010.45010.0144eGFR3.42390 (0.13840)0.05222 (0.00395)0.01660 (0.07050)−0.08582 (0.07058)−0.00332 (0.00253)0.18760 (0.07401)\<0.0001\<0.00010.81390.22440.19060.0115Table 7Variance--covariance matrix of SHRI and SHRIS when applied on renal transplant dataset with all covariatesModelOutcomeVariance intercept (SE)Covariance intercept, slopeVariance slope (SE)Variance residuals (SE)SHRI0.02077 (0.005809)BUN0.1494 (0.009515)Creatinine0.4197 (0.02320)eGFR0.6791 (0.03934)SHRIS0.01562 (0.007302)0.000242 (0.000277)0.000016 (0.00002)BUN0.1431 (0.0114)Creatinine0.4151 (0.02342)eGFR0.6929 (0.04286)Table 8Variance--covariance matrix of SPRI when applied on renal transplant dataset with all covariatesOutcomeVariance intercept (SE)Covariance intercepts BUN, Cr (SE)Covariance intercepts BUN, eGFR (SE)Covariance intercepts Cr, eGFR (SE)Variance Residuals (SE)SPRIBUN0.05856 (0.01151)0.0666 (0.01145)−0.07767 (0.01343)−0.1188 (0.01764)0.1345 (0.007824)Creatinine0.04257 (0.01542)0.4102 (0.02357)eGFR0.06204 (0.02132)0.5464 (0.0314)Table 9Variance--covariance matrix of SPRIS when applied on renal transplant dataset with covariates time and time squaredSPRIS^a^InterceptIntercerptInterceptSlopeSlopeSlopeBUN (SE)Cr (SE)eGFR (SE)BUN (SE)Cr (SE)eGFR (SE)Intercept0.2606BUN (SE)(0.02609)Intercerpt0.29320.1229Cr (SE)(0.04267)(0.05179)Intercept−0.3064−0.1173\<0.000001eGFR (SE)(0.04685)(0.05906)(--)Slope−0.002310.00442−0.009640.006384BUN (SE)(0.002248)(0.004197)(0.1256)0.1897Slope−0.00470.003245−0.009050.005992\<0.000001Cr (SE)(0.002801)(0.004418)(0.118)(0.1781)(0.002482)Slope0.005316−0.003780.009299−0.00616\<0.000001\<0.000001eGFR (SE)(0.003132)(0.005003)(0.1212)(0.183)(0.002792)(--)^a^SPRIS converged for only time and time squared covariates.Table 10Variance--covariance matrix of RI and RIS when applied on renal transplant dataset with all covariatesModelOutcomeVariance intercept (SE)Covariance intercept, slope (SE)Variance slope (SE)Variance residuals (SE)RIBUN0.05553 (0.01111)0.1352 (0.007904)Creatinine0.03038 (0.01423)0.4205 (0.02455)eGFR0.04494 (0.01956)0.5599 (0.03268)RISBUN0.0543 (0.01257)−0.00049 (0.000564)0.00012 (0.000038)0.1166 (0.007530)Creatinine0.01192 (0.02067)0.000865 (0.000829)\<0.000001 (--)0.4211 (0.02463)eGFR0.02113 (0.02826)0.001116 (0.001122)\<0.000001 (--)0.5605 (0.03278)

As an overall discussion of the estimates we can deduce that for all multivariate models (see Table [4](#Tab4){ref-type="table"}) patients appear to have improved kidney function over time as evidenced by the negative slopes of BUN and Cr, and positive ones for eGFR. This improvement was demonstrated by the estimated decrease of 1.02 mg per 100 mL of blood in BUN on average across all multivariate models and 1.1 mg per 100 mL of blood for Cr. Along the same line, eGFR levels were estimated to increase by an average across all multivariate models of 1.1 mL/min/1.73 m^2^. This significant improvement in the progression of renal disease over time detected in the multivariate models was also established in univariate models (see Table [6](#Tab6){ref-type="table"}). Gender appeared to be significantly associated with the changes in BUN and Cr but not with eGFR, and males patients were shown to have inferior kidney function compared to females. This conclusion was demonstrated in the multivariate models with the attributed increase in BUN levels for males versus females of 1.2 mg per 100 mL of blood and of 1.3 mg per 100 mL of blood for Cr (see Table [4](#Tab4){ref-type="table"}). A similar conclusion was reached under the univariate models (see Table [6](#Tab6){ref-type="table"}). This detected increase in the levels of these markers in males compared to females led to the conclusion that female patients have better prognosis of kidney disease compared to males that could be attributed to the protective effect of estrogen \[[@CR23]\].

Race was found to be associated with BUN and Cr in the SHRI and SPRI models and only Cr in SHRIS. In the univariate models (see Table [6](#Tab6){ref-type="table"}), race was found to be associated only with Cr and, unlike the multivariate models, no association was detected with BUN. Specifically, non-African American patients appeared to be at a disadvantage compared to other races due to their 1.1 mg per 100 mL of blood increase in BUN levels on average and 1.3 mg per 100 mL of blood increase on average in Cr (see Table [4](#Tab4){ref-type="table"}). This conclusion was also valid under the univariate models; nevertheless, it was just demonstrated with Cr.

Age appeared to be positively correlated with BUN in all models and with every 1 year increase in age of transplantation corresponds to an increase in BUN levels of approximately 1.6 mg per 100 mL of blood on average. Hence those patients who had their renal transplantation at older ages were at a disadvantage in terms of renal function and progression of kidney disease compared to those patients who had the transplant at younger ages. This conclusion holds for all models had it be multivariate or univariate.

Males were better donors than females since patients who received their kidneys from male donors exhibited a decrease of approximately 1.2 mg per 100 mL of blood in their Cr levels, and an increase of approximately 1.2 mL/min/1.73 m^2^ in eGFR levels compared to patients who had female donors (Tables [4](#Tab4){ref-type="table"}, [6](#Tab6){ref-type="table"}). This result is in line with other studies that showed females to be poorer donors than males, an observation attributed to nephron underdosing and hence nephron overload in females \[[@CR23]--[@CR25]\]. No association was detected between the donor's race and BUN in all models. The other covariates such as donor's gender and vital status were found to be not associated with any of the outcomes and as a result were not included in any of the models.

Comparison of models fit {#Sec9}
========================

SPRI exhibited the best fit as demonstrated by its lowest associated pseudo AIC, BIC and −2log l (see Table [5](#Tab5){ref-type="table"}) wherein average decreases of 641, 631 and 650 in these measures were denoted between SPRI compared to the other models SHRI and SHRIS. Compared to the univariate model RI, the standard errors generated under SPRI were mostly slightly larger than the ones generated under RI. However, this was not the case when we compared the standard errors under SHRI and those under the univariate model RI wherein all the estimates under SHRI had smaller SE than those under RI. The same conclusion was observed when we compared SHRIS to RIS and we denoted that all estimates under SHRIS had smaller standard errors than those with RIS. This conclusion was anticipated since only one additional parameter (variance of the intercept) needed to be estimated under SHRI as indicated in the variance--covariance matrix (see Appendix [1](#App1){ref-type="app"}). The same case was denoted for RI where also one additional parameter (variance of the intercept) needed to be estimated for every outcome (see Appendix [2](#App2){ref-type="app"}) leading to three additional parameters that pertain to the three outcomes. The same can be said for SHRIS and RIS models. However SPRI had additional six parameters in the variance--covariance matrix (see Appendix [1](#App1){ref-type="app"}). A comparison of the four multivariate models based on the application to the renal data with time and time squared as covariates (see Table [5](#Tab5){ref-type="table"}), SPRI still exhibited the best fit and its associated AIC, BIC and −2log l were the smallest compared to SHRI, SHRIS and SPRIS.

Discussion {#Sec10}
==========

In this study we demonstrate a novel application of the different mGLMM approaches to a renal transplant dataset characterized by its small sample size of 110 patients and correlated multiple outcomes with lognormal distribution. While mGLMM is based on multivariate modeling of the correlated outcomes via joint modeling of latent variables, other approaches have also been used. For example, earlier analysis of the same renal transplant data \[[@CR26]\] was based on a Two-stage likelihood-based approach wherein the individual observations for every patient are reduced into slopes computed in stage 1. A jointly modeling of individual slopes and their correlations along with the number of visits for every patient is conducted in stage 2. Maximization of the likelihood function that is integrated over the random effects results in maximum likelihood estimates of the population slopes and empirical Bayes estimates for the individual slopes. Since individual observations for every patient are reduced to the individual slopes then this required imposing an assumption that only patients with two visits or more can be included in the study. Moreover, it was assumed that all sufficient information is contained in the slopes and that the intercept could be discarded and excluded from the likelihood function. These two assumptions are no longer required in the mGLMM approaches presented in this study since intercepts were incorporated as a shared random effect or separate ones and individual observations are modeled rather than their corresponding slopes, hence the restriction of eligibility for those with two observations and more was relaxed here. In this study we gave additional insight into the assessment of shared versus separate models in clinical settings of small sample size. Our current assessment also includes the level of computational complexity and accuracy of the different models. As expected, there has been some discrepancy in the computational burden to fit each of the models. For example, the SPRIS model did not converge when multiple covariates were included along with time and time squared. A natural explanation for this phenomenon is having a large number of 21 parameters in the variance--covariance matrix of SPRIS that needed estimation (Appendix [1](#App1){ref-type="app"}) and a small sample size of 110 did not help achieve convergence. This observation highlights a drawback with SPRIS and suggests that SPRIS should be used with caution in settings of small sample size. SPRI had the best fit when applied to the renal dataset and generated the most accurate estimates with minimum mean difference and mean squared differences. This advantage could be due to the fact that the number of parameters in the variance--covariance matrix for SPRI (6 parameters) is midway between the SHRI's (1 parameter) and SHRIS' (3 parameters) and that for SPRIS (21 parameters). This result is in agreement with what has been shown in studies with large sample size \[[@CR22]\] where SPRI also demonstrated the best fit in terms of smallest AIC, BIC and −2log l. To validate these models using another independent dataset, the mGLMM approach was applied on a longitudinal study of type 1 diabetic patients with large sample size and multiple cardiovascular disease outcomes that have mixed non-normal distributions \[[@CR27], [@CR28]\]. Our results showed that SPRI had the best fit in terms of smallest AIC, BIC, and -2log l compared to the other models and had the minimum mean difference and mean difference squared in the majority of the estimates. This confirms again that SPRI had the best performance and best fit in the context of large datasets as was the case with the small dataset.

Models with separate random effects exhibited better performance in terms of mean difference and mean squared differences compared to those with shared ones and also demonstrated superior performance than the univariate RI and RIS models. Nonetheless, increasing the level of complexity from SPRI to SPRIS by adding the slope as a random effect along with the intercept did not increase the level of accuracy; on the contrary convergence problems were encountered. Hence it appears that the SPRI model that is midway in complexity was favored by the renal dataset and the bootstrap study.

Conclusion {#Sec11}
==========

In the context of a relatively small sample size study, we were able to demonstrate that the mGLLMs with SPRIs and separate random intercepts and slopes (SPRIS) generated more accurate estimates compared to the SHRI and SHRIS models. Similar conclusion was reached when we compared SPRI and SPRIS to their univariate alternatives RI and RIS. Convergence issues were encountered with SPRIS when the number of covariates increased, however, SPRI had the best fit and most accurate performance compared to the other models and its successful convergence was consistently achieved.

Appendix 1 {#Sec12}
==========

See Tables [7](#Tab7){ref-type="table"}, [8](#Tab8){ref-type="table"}, [9](#Tab9){ref-type="table"}.

Appendix 2 {#Sec13}
==========

See Table [10](#Tab10){ref-type="table"}.

BUN

:   blood urea nitrogen

Cr

:   serum creatinine

eGFR

:   estimated glomerular filtration rate

mGLMM

:   multivariate generalized linear mixed model

MLIRT

:   multilevel item response theory

MLMM

:   multivariate linear mixed model

SHRI

:   shared random intercept

SHRIS

:   shared random intercept and slope

SPRI

:   Separate random intercept

SPRIS

:   separate random intercept and slope

Methodology: MAJ and MG. Acquisition of data: MAJ. Analysis and interpretation: MAJ and MG. Clinical interpretation: AAJ and MAJ. Drafting of the manuscript: MAJ, MG and AAJ; Critical revision of the clinical intellectual content: MAJ and AAJ; Critical revision of the important intellectual content: MAJ, MG, and AAJ. All authors read and approved the final manuscript.

Acknowledgements {#d30e4995}
================

All authors have contributed significantly to the manuscript.

Compliance with ethical guidelines {#d30e5000}
==================================

**Competing interests** The authors declare that they have no competing interests.

**Ethics** This study was granted exemption from requiring ethics approval from the Institutional Review Board at the Medical University of South Carolina.

Funding {#d30e5011}
=======

This work was supported by the National Institutes of Health Grants HL077192 and HL087986 (AAJ).
