We consider reaction-diffusion equations that are stochastically forced by a small multiplicative noise term. We show that spectrally stable traveling wave solutions to the deterministic system retain their orbital stability if the amplitude of the noise is sufficiently small.
Introduction
In this paper we consider stochastically perturbed versions of a class of reaction-diffusion equations that includes the Fitzhugh-Nagumo equation u t = u xx + f cub (u) − w w t = ̺w xx + ε[u − γw].
(1.1)
Here we take ε, ̺, γ > 0 and consider the standard bistable nonlinearity f cub (u) = u(1 − u)(u − a).
2)
It has been known for quite some time that this system admits spectrally (and nonlinearly) stable traveling pulse solutions when (̺, γ, ε) are all small [1] . Recently, such results have also become available for the equal-diffusion setting ̺ = 1 by using variational techniques together with the Maslov index [9] [10] [11] .
Our goal here is to show that these spectrally stable wave solutions survive in a suitable sense upon adding a small pointwise multiplicative noise term to the underlying PDE. In particular, we generalize previous results in [17] where we were only able to consider the special case ̺ = 1. For example, we are now able to cover the Stochastic Partial Differential Equation (SPDE) dU = U xx + f cub (U ) − W ]dt + σχ(U )U (1 − U )dβ t dW = ̺W xx + ε(U − γW )]dt (1.3) for small |σ|, in which (β t ) is a Brownian motion and χ(U ) is a cut-off function with χ(U ) = 1 for |U | ≤ 2. The presence of this cut-off is required to enforce the global Lipschitz-smoothness of the noise term. In this regime, one can think of (1.3) as a version of the Fitzhugh-Nagumo PDE (1.1) where the parameter a is replaced by a + σβ t . Notice that the noise vanishes at the asymptotic state U = 0 of the pulse.
Phase tracking Although the ability to include noise in models is becoming an essential tool in many disciplines [6, 7, 13, 14, 35] , our understanding of the impact that such distortions have on basic patterns such as stripes, spots and waves is still in a preliminary stage [5, 15, 16, 23, 27, 30, 34] .
As explained in detail in [17, §1] , several approaches are being developed [20, 24, 31, 32] to analyze stochastically forced waves that each require a different set of conditions on the noise and structure of the system. The first main issue that often limits the application range of the results is that the underlying linear flow is required to be immediately contractive, which is (probably) not true for multi-component systems such as (1.1). The second main issue is that an appropriate phase needs to be defined for the wave. Various ad-hoc choices have been made for this purpose, which typically rely on geometric intuition of some kind. Inspired by the agnostic viewpoint described in the expository paper [36] , we initiated a program in [17] that aims to define the phase, shape and speed of a stochastic wave purely by the technical considerations that arise when mimicking a deterministic nonlinear stability argument. In particular, the phase is constantly updated in such a way that the neutral part of the linearized flow is not felt by the nonlinear terms. The shape and speed of the stochastic wave are defined by the requirement that the resulting 'frozen wave' only feels (instantaneous) stochastic forcing. This allows us to obtain stability results, but also provides expressions for the leading order limiting behaviour of the average speed experienced by the full stochastic system. We remark that the formal approach recently developed in [8] also touches upon several of the ideas underlying our approach.
Obstructions Applying the procedure sketched above to the FitzHugh-Nagumo SPDE (1.3), one can show that the deviation (Ũ ,W ) from the phase-shifted stochastic wave satisfies a SPDE of the general form
in which b is a bounded scalar function. For σ = 0 this is a quasi-linear system, but the coefficients in front of the second-order derivatives are constant with respect to the spatial variable x. These extra second-order terms are a direct consequence of Itô's formula, which shows that second derivatives need to be included when applying the chain rule in a stochastic setting. In particular, deterministic phase-shifts lead to extra convective terms, while stochastic phase-shifts lead to extra diffusive terms.
These extra nonlinear diffusive terms cause short-term regularity issues that prevent a direct analysis of (1.4) in a semigroup framework. However, in the special case ̺ = 1 they can be transformed away by introducing a new time variable τ that satisfies τ ′ (t) = 1 + 1 2 σ 2 b(Ũ ,W ) 2 .
(1.5)
This approach was taken in [17] , where we studied reaction-diffusion systems with equal diffusion strengths.
In this paper we concentrate on the case ̺ = 1 and develop a more subtle version of this argument. In fact, we use a similar procedure to scale out the first of the two nonlinear diffusion terms. The remaining nonlinear second-order term is only present in the equation forW , which allows us to measure its effect onŨ via the off-diagonal elements of the associated semigroup. The key point is that these off-diagonal elements have better regularity properties than their ondiagonal counterparts, which allows us to side-step the regularity issues outlined above. Indeed, by commuting ∂ x with the semigroup, one can obtain an integral expression forŨ that only involves involves (Ũ ,W , ∂ xŨ , ∂ xW ) and that converges in L 2 (R). A second time-transform can be used to obtain similar results forW .
A second major complication in our stochastic setting is that (∂ xŨ , ∂ xW ) cannot be directly estimated in L 2 (R). Indeed, in order to handle the stochastic integrals we need tools such as the Itô Isometry, which requires square integrability in time. However, squaring the natural O(t −1/2 ) short-term behavior of the semigroup as measured in L(L 2 ; H 1 ) leads to integrals involving t −1 which diverge. This difficulty was addressed in [17] by controlling temporal integrals of the H 1 -norm. By performing a delicate integration-by-parts procedure one can explicitly isolate the troublesome terms and show that the divergence is in fact 'integrated out'. A similar approach works for our setting here, but the interaction between the separate time-transforms used forŨ andW requires a careful analysis with some non-trivial modifications.
Outlook Although this paper relaxes the severe equal-diffusion requirement in [17] , we wish to emphasize that our technical phase-tracking approach is still in a proof-of-concept state. For example, we rely heavily on the diffusive smoothening of the deterministic flow to handle the extra diffusive effects introduced by the stochastic phase shifts. Taking ̺ = 0 removes the former but keeps the latter, which makes it unclear at present how to handle such a situation. This is particularly relevant for many neural field models where the diffusion is modeled by convolution kernels rather than the standard Laplacian.
It is also unclear at present if our framework can be generalized to deal with branches of essential spectrum that touch the imaginary axis. This occurs when analyzing planar waves in two or more dimensions [4, 18, 19, 21] or when studying viscous shocks in the context of conservation laws [2, 3, 29] . In the deterministic case these settings require the use of pointwise estimates on Green's functions, which give more refined control on the linear flow than standard semigroup bounds.
We are more confident about the possibility to include more general types of noise in our framework. For instance, we believe that there is no fundamental obstruction to include noise that is colored in space, which arises frequently in many applications [12, 24] . In addition, it should also be possible to remove our dependence on the variational framework developed by Liu and Röckner [26] . Indeed, our estimates on the mild solutions appear to be strong enough to allow short-term existence results to be obtained for the original SPDE in the vicinity of the wave. Organisation This paper is reasonably self-contained and the main narrative can be read independently of [17] . However, we do borrow some results from [17] that do not depend on the structure of the diffusion matrix. This allows us to focus our attention on the parts that are essentially different.
We formulate our phase-tracking mechanism and state our main results in §2. In addition, we illustrate these results in the same section by numerically analyzing an example system of FitzHughNagumo type. In §3 we decompose the semigroup associated to the linearization of the deterministic wave into its diagonal and off-diagonal parts. We focus specially on the short-time behavior of the off-diagonal elements and show that the commutator of ∂ x and the semigroup extends to a bounded operator on L 2 . In §4 we describe the stochastic phase-shifts and time-shifts that are required to eliminate the problematic terms from our equations. We apply the results from §3 to recast the resulting SPDE into a mild formulation and establish bounds for the final nonlinearities. This allows us to close a nonlinear stability argument in §5 by carefully estimating each of the mild integrals.
Acknowledgements. Hupkes acknowledges support from the Netherlands Organization for Scientific Research (NWO) (grant 639.032.612).
Main results
In this paper we are interested in the stability of traveling wave solutions to SPDEs of the form
Here we take U = U (x, t) ∈ R n with x ∈ R and t ≥ 0. We start by formulating two structural conditions on the deterministic and stochastic part of (2.1). Together these imply that our system has a variational structure with a nonlinearity f that grows at most cubically. In particular, it is covered by the variational framework developed in [26] with α = 2. The crucial difference between assumption (HDt) below and assumption (HA) in [17] is that the diagonal elements of ρ no longer have to be equal.
(HDt) The matrix ρ ∈ R n×n is a diagonal matrix with strictly positive diagonal elements
. In addition, we have f ∈ C 3 (R n ; R n ) and there exist u ± ∈ R n for which f (u − ) = f (u + ) = 0. Finally, D 3 f is bounded and there exists a constant K var > 0 so that the one-sided inequality
holds for all pairs (u A , u B ) ∈ R n × R n .
(HSt) The function g ∈ C 2 (R n ; R n ) is globally Lipschitz with g(u − ) = g(u + ) = 0. In addition, Dg is bounded and globally Lipschitz. Finally, the process (β t ) t≥0 is a Brownian-motion with respect to the complete filtered probability space
We write ρ min = min{ρ i } > 0, together with ρ max = max{ρ i }. In addition, we introduce the shorthands
Our final assumption states that the deterministic part of (2.1) has a spectrally stable traveling wave solution that connects the two equilibria u ± (which are allowed to be equal). This traveling wave should approach these equilibria at an exponential rate.
(HTw) There exists a wavespeed c 0 ∈ R and a waveprofile Φ 0 ∈ C 2 (R; R n ) that satisfies the traveling wave ODE ρΦ
and approaches its limiting values Φ 0 (±∞) = u ± at an exponential rate. In addition, the associated linear operator
has a simple eigenvalue at λ = 0 and has no other spectrum in the half-plane {Re λ ≥ −2β} ⊂ C for some β > 0.
The formal adjoint
of the operator (2.6) acts as
Here ·, · L 2 denotes the standard inner-product on L 2 . The assumption that zero is a simple eigenvalue for L tw implies that L * tw ψ tw = 0 for some ψ tw ∈ H 2 that we normalize to have
We remark here that it is advantageous to view SPDEs as evolutions on Hilbert spaces, since powerful tools are available in this setting. However, in the case where u − = u + , the waveprofile Φ 0 does not lie in the natural statespace L 2 . In order to circumvent this problem, we use Φ 0 as a reference function that connects u − to u + , allowing us to measure deviations from this function in the Hilbert spaces H 1 and L 2 . In order to highlight this dual role and prevent any confusion, we introduce the duplicate notation
This allows us to introduce the sets
which we will use as the relevant state-spaces to capture the solutions U to (2.1). We now set out to couple an extra phase-tracking 1 SDE to our SPDE (2.1). As a preparation, we pick a sufficiently large constant K high > 0 together with two C ∞ -smooth non-decreasing cut-off functions
that satisfy the identities
together with
For any u ∈ U H 1 and ψ ∈ H 1 , this allows us to introduce the function 16) together with the diagonal n × n-matrix
In addition, for any u ∈ U H 1 , c ∈ R and ψ ∈ H 2 we write
(2.18)
The essential difference with the definitions of κ σ and a σ in [17] is that κ σ is now a matrix instead of a constant. However, this does not affect the ideas and results in §3-4 and §7 of [17] , which can be transferred to the current setting almost verbatim. Indeed, one simply replaces ρ by ρ min or ρ max as necessary. 
Upon introducing the right-shift operators
we can now formally introduce the coupled SPDE 
has solutions 2 U (t), Γ(t) ∈ U H 1 × R that can be defined for all t ≥ 0 and are almost-surely continuous as maps into U L 2 × R.
For any initial condition u 0 ∈ U H 1 that is sufficiently close to Φ σ , [17, Prop. 2.3] shows that it is possible to pick γ 0 in such a way that
This allows us to define the process
which can be thought of as the deviation of the solution U (t) of (2.21)-(2.22) from the stochastic wave Φ σ shifted to the position Γ(t). In order to measure the size of this deviation we pick ε > 0 and introduce the scalar function
For each T > 0 and η > 0 we now define the probability
Our main result shows that the probability that N ε;u0 remains small on timescales of order σ −2 can be pushed arbitrarily close to one by restricting the strength of the noise and the size of the initial perturbation. This extends [17, Thm. 2.4 ] to the current setting where the diffusion matrix ρ need not be proportional to the identity. Theorem 2.1 (see §5). Suppose that (HDt), (HSt) and (HT w) are all satisfied and pick sufficiently small constants ε > 0, δ 0 > 0, δ η > 0 and δ σ > 0. Then there exists a constant K > 0 so that for every 0 ≤ σ ≤ δ σ T −1/2 , any u 0 ∈ U H 1 that satisfies u 0 − Φ σ L 2 < δ 0 , any 0 < η ≤ δ η and any T > 0, we have the inequality
Orbital drift
On account of the theory developed in [25, §12] to describe the suprema of finite-dimensional Gaussian processes, we suspect that the σ 2 T term appearing in the bound (2.27) can be replaced by σ 2 ln T . This would allow us to consider time-scales of order exp[δ σ /σ 2 ], which are exponential in the noise-strength instead of merely polynomial. The key limitation is that the theory of stochastic convolutions in Hilbert spaces is still in the early stages of development.
In order to track the evolution of the phase over such long timescales, we follow [17] and introduce the formal Ansatz
The first-order term is the scaled Brownian motion
which naturally has zero mean and hence does not contribute to any deviation of the average observed wavespeed. In order to understand the second-order term, we introduce the orbital drift coefficient
in which {S(s)} s≥0 denotes the semigroup generated by L tw . In [17, §2.4] we gave an explicit expression for Γ σ;2 and showed that
(2.31)
Note that we are keeping the σ-dependence in these definitions for notational convenience, but in §2.2 we show how the leading order contribution can be determined. The discussion above suggests that it is natural to introduce the expression
which satisfies c (2) σ;lim − c 0 = O(σ 2 ). Our conjecture is that the expected value of the wavespeed for large times behaves as c (2) σ;lim + O(σ 3 ). In order to interpret this, we note that the profile Φ σ travels at an instantaneous velocity c σ , but also experiences stochastic forcing. As a consequence of this forcing, which is mean reverting toward Φ σ , the profile fluctuates in the orbital vicinity of Φ σ . At leading order, the underlying mechanism behind this behaviour resembles an Ornstein-Uhlenbeck process, which means that the amplitude of these fluctuations can be expected to stabilize for large times. This leads to an extra contribution to the observed wavespeed, which we refer to as an orbital drift. The second term in (2.32) describes the leading order contribution to this orbital drift. 
Example
In order to illustrate our results, let us consider the FitzHugh-Nagumo system
in a parameter regime where (HDt), (HSt) and (HTw) all hold. We write Φ 0 = (Φ
0 ) for the deterministic wave defined in (HTw) and recall the associated linear operator L tw :
The adjoint operator acts as
and admits the eigenfunction ψ tw = (ψ
tw ) that can be normalized in such a way that
To summarize, we have
σ ), the stochastic wave equation a σ (Φ σ , c σ , ψ tw ) = 0 can be written as whereb is given byb
We now introduce the expansions
0;2 . Substituting these expressions into (2.38) and balancing the second order terms, we find
which can be rephrased as
Using the normalization (2.36) together with the fact that ψ tw , L tw Φ 0;2 L 2 (R;R 2 ) = 0, we find the explict expression
for the coefficient that governs the leading order behaviour of c σ −c 0 . In Figure 1 we show numerically that c 0;2 σ 2 indeed corresponds well with c σ − c 0 for small values of σ 2 . In Figure 2 we illustrate the behaviour of a representative sample solution to (2.33) by plotting it in three different moving frames. Figure 2a clearly shows that the deterministic speed c 0 overestimates the actual speed as the wave moves to the left. The situation is improved in Figure 2b , where we use a frame that travels with the stochastic speed c σ . However, the position of the wave now fluctuates around a position that still moves slowly to the left as a consequence of the orbital drift. This is remedied in 2c where we use the full stochastic phase Γ(t). Indeed, the wave now appears to be at a fixed position, but naturally still experiences fluctuations in its shape. This shows that Γ(t) is indeed a powerful tool to characterize the position of the wave.
In order to study the orbital drift mentioned above, we split the semigroup S(t) generated by L tw into its components and introduce the expression
This last quantity is in fact the leading order term in the Taylor expansion of (2.30), which means that c
In particular, we see that c
which means that we have explicitly identified the leading order correction to the full limiting wavespeed. To validate our prediction for the size of the orbital drift, we first approximated E[Γ(t) − c σ t] numerically by performing an average over a set of numerical simulations. In fact, to speed up the convergence rate, we first subtracted the term Γ σ;1 (t) defined in (2.29) from each simulation, using the same realization of the Brownian motion that was used to generate the path for (U, W ). The results can be found in Figure 3a .
In order to eliminate any transients from the data, we subsequently numerically computed the quantity
This corresponds with the average slope of the data in Figure 3a on the interval [T /2, T ], which is a useful proxy for the observed orbital drift. Figure 3b shows that these quantities are wellapproximated by our leading order expression σ 2 c od 0;2 .
Structure of the semigroup
In this section we analyze the analytic semigroup S(t) generated by the linear operator L tw , focusing specially on its off-diagonal elements. Assumption (HTw) implies that L tw has a spectral gap, which is essential for our computations. In order to exploit this, we introduce the maps P :
We also introduce the suggestive notation P ξ ∈ L(L 2 ; L 2 ) to refer to the map
noting that P ξ v = P ∂ ξ v whenever v ∈ H 1 . These projections enable us to remove the simple eigenvalue at the origin and obtain the following bounds.
Lemma 3.1 (see [28] ). Assume that (HDt) and (HTw) hold. Then L tw generates an analytic semigroup semigroup S(t) and there exists a constant M ≥ 1 for which we have the bounds
Proof. Since ρ∂ ξξ generates n independent heat-semigroups, the analyticity of the semigroup S(t) can be obtained from [28 
In §4 we will show that the function V (t) defined in (2.24) satisfies an SPDE that involves nonlinear terms containing second order derivatives. The short-term bounds above are too crude to handle such terms as they lead to divergences in the integrals governing short-time regularity. In addition, the variational framework in [26] only provides control on the H 1 -norm of V . In order to circumvent the first issue, we introduce the representation
this allows us to make the splitting
Our main result below shows that the off-diagonal terms S od (t) have better short-term bounds than the original semigroup. The second issue can be addressed by introducing the commutator
that initially acts on H 1 . In fact, we show that this commutator can be extended to L 2 in a natural fashion and that it has better short-time bounds than S(t). Upon writing
we hence see that the right-hand side of this identity is well-defined for v ∈ L 2 . In §4 this observation will allow us to give a mild interpretation of the SPDE satisfied by V (t) posed on the space H 1 .
Proposition 3.2. Suppose that (HDt) and (HTw) are satisfied. Then the operator Λ(t) can be extended to L 2 for each t ≥ 0. In addition, there is a constant M > 0 so that the short-term bound
holds for 0 < t ≤ 1, while the long-term bound
holds for t ≥ 1.
Functional calculus
For any linear operator L :
for any λ in the resolvent set of L. On account of (HTw) and the sectoriality of L tw , we can find
lies entirely in the resolvent set of L tw , with
for all λ ∈ Ω tw . Since λ = 0 is a simple eigenvalue for L tw , we have the limit
as λ → 0. For any r > 0 and any η ∈ ( π 2 , η + ), the curve given by γ r,η = {λ ∈ C : |argλ| = η, |λ| > r} ∪ {λ ∈ C : |argλ| ≤ η, |λ| = r} (3.15)
lies entirely in Ω tw . This curve can be used [28, (1.10) ] to represent the semigroup S in the integral form
for any t > 0, where γ r,η is traversed in the upward direction. We will analyze Λ(t) and S od (t) by manipulating this integral. As a preparation, we state two technical results concerning the convergence of contour integrals that are similar to (3.16). We note that our computations here are based rather directly on [28, §1.3] . Lemma 3.3. Suppose that (HDt) and (HTw) are satisfied and pick r > 0 together with η ∈ ( π 2 , η + ). Suppose furthermore that λ → K(λ) ∈ C is an analytic function on the resolvent set of L tw and that there exist constants C > 0 and ϑ ≥ 1 so that the estimate
holds for all λ ∈ Ω tw . Then there exists C 1 > 0 so that
for all t > 0.
Proof. Writing
and substituting λt = ξ, the analyticity of K on Ω tw implies
Using the obvious parametrization for γ r,η , we find
We hence obtain the desired estimate
Lemma 3.4. Suppose that (HDt) and (HTw) are satisfied and pick r > 0 together with η ∈ (
is an analytic function on the resolvent set of L tw and that there exists a constant C > 0 so that the estimate
holds for all λ ∈ Ω tw . Then there exists C 2 > 0 so that the bound
holds for all t ≥ 1.
Proof. Since K remains bounded for λ → 0, this function can be analytically extended to a neighborhood of λ = 0. We can hence replace the curve γ r,η by the two half-lines
We can then compute
(3.26)
The commutator Λ(t)
In this section we analyze Λ(t) and establish the statements in Proposition 3.2 that concern this commutator. Based on the identity (3.16), we first set out to compute the commutator of R(L tw , λ) and ∂ ξ . As a preparation, we introduce the commutator 27) which can easily be seen to act as
Lemma 3.5. Suppose that (HDt) and (HTw) are satisfied and pick any λ in the resolvent set of L tw . Then for any g ∈ H 1 we have the identity
Proof. Let us first write
The definition (3.27) implies that 32) which can be reordered to yield (3.29).
On account of (3.29) we recall the definition (3.2) and introduce the operator
In addition, we introduce the expression
which is well-behaved in the following sense.
Lemma 3.6. Suppose that (HDt) and (HTw) are satisfied. Then there exists a constant C > 0 so that for any λ in the resolvent set of L tw the operator T B (λ) satisfies the bound
In additions, the maps
can be continued analytically into the origin λ = 0.
Proof. Since Φ 0 and Φ ′ 0 are bounded functions, we have
Using P L tw = 0 and the resolvent identity
we may compute
Since λ → R(L tw , λ)Q can be analytically continued to λ = 0 on account of (3.14), the same hence holds for the functions (3.36).
Upon fixing r > 0 and η ∈ ( π 2 , η + ), we now introduce the expressions
and write Λ ex (t) = Λ ex;A (t) + Λ ex;B (t). (3.41)
We note that Λ ex;A (t) = S(t)T A = S(t)∂ ξ P − S(t)P ξ , (3.42) which for 0 < t ≤ 1 is covered by the bounds in Lemma 3.1. The results below show that also Λ ex (t) is well-defined as an operator in L(L 2 ; H 2 ) and that it is indeed an extension of the commutator Λ(t).
Lemma 3.7. Suppose that (HDt) and (HTw) are satisfied. Then Λ ex (t) is a well-defined operator in L(L 2 , H 2 ) for all t > 0 that does not depend on r > 0 and η ∈ ( π 2 , η + ). In addition, there exists a constant C > 0 so that the bound
holds for all t > 0.
Proof. Note first that there exists a constant C ′ 1 > 0 for which
and the analytic continuations (3.36), we see that there exist C
for all λ ∈ Ω tw . We can now apply Lemma 3.4 to obtain the desired bound for t ≥ 1.
The bounds in Lemma 3.6 imply that there exists C
holds for all λ ∈ Ω tw . We can hence use Lemma 3.3 to find a constant C ′ 4 > 0 for which we have the bound
(3.48) for all 0 < t ≤ 1. A direct application of Lemma 3.1 shows that also
for all 0 < t ≤ 1, which completes the proof.
Corollary 3.8. Suppose that (HDt) and (HTw) are satisfied. Then for any g ∈ H 1 we have
Proof. The result follows by integrating both sides of the identity (3.29) over the contour γ r,η and using (3.16) together with (3.40).
Semigroup block structure
For the nonlinear stability proof in §5 we need to be understand how the off-diagonal terms of S(t) act on a second order nonlinearity. In order to do this, we first write S d;I (t) for the semigroup generated by
which only contains diagonal terms. We also write S od;I (t) = S(t) − S d;I (t) (3.52) for the rest of the semigroup. Note that S od;I (t) is not strictly off-diagonal, but it has the same off-diagonal elements as S od (t).
Lemma 3.9. Suppose that (HDt) and (HTw) are satisfied. Then there exists a constant C > 0 for which the short-term bound
holds for all 0 ≤ t ≤ 1.
Proof. Possibly decreasing the size of η + , we may assume that Ω tw is contained in the resolvent set of L tw;d . We may also assume that the bound
holds for λ ∈ Ω tw by increasing the size of M > 0 if necessary. For any r > 0 and η ∈ ( π 2 , η + ) we have On account of the identity
we have the bounds
(3.57)
The desired estimate hence follows from Lemma 3.3.
Proof of Proposition 3.2. The statements concerning Λ(t) follow directly from Lemma 3.7 and Corollary 3.8. The bound for S od (t) follows from Lemma 3.9 since S od;I (t) contains all the non-trivial elements of S od (t).
Stochastic transformations
In this section we set out to derive a mild formulation for the SPDE satisfied by the process
which measures the deviation from the traveling wave Φ σ in the coordinate ξ = x − Γ(t). After recalling several results from [17] concerning the stochastic phaseshift, we focus on the new extra second-order nonlinearity that appears in our setting. We use the results from §3 to rewrite this term in such a way that an effective mild integral equation can be formulated that does not involve second derivatives. We obtain estimates on all the nonlinear terms in §4.1 and rigorously verify that V indeed satisfies this mild equation in §4.2. We start by introducing the nonlinearity
In [17, §5] we established that the shifted process V can be interpreted as a weak solution to the
However, in our case here κ σ is a matrix rather than a scalar. This means that we cannot transform (4.4) into a semilinear problem by a simple time transformation. However, we can improve individual components of the system by rescaling time with the diagonal elements κ σ;i . To this end, we follow [17, Lem. 3.6] to find a constant K κ > 0 for which
holds for every σ ∈ (−δ σ , δ σ ), every v ∈ H 1 and every 1 ≤ i ≤ n. Upon introducing the transformed time
the bound (4.5) allows us to conclude that t → τ i (t) is a continuous strictly increasing (F t )-adapted process that satisfies
for 0 ≤ t ≤ T . In particular, we can define a map
This in turn allows us to introduce the time-transformed map
it is possible to follow [17, Prop. 6 .3] to show that V i is a weak solution of
for every 1 ≤ i ≤ n, in which (β τ ;i ) τ ≥0 denotes the time-transformed Brownian motion that is now adapted to an appropriately transformed filtration (F τ ;i ) τ ≥0 ; see [17, Lem. 6.2]. The nonlinearity R σ;i is less well-behaved than its counterpart from [17, Prop. 6.3] since it still contains second order derivatives. In order to isolate these terms, we pick any v ∈ H 1 and introduce the diagonal matrix
together with the function
We note that ∂ ξ Υ σ;i can be considered as the error caused by allowing unequal diffusion coefficients in our main structural assumption (HDt). Indeed, upon defining our final nonlinearity implicitly by imposing the splitting
our first main result states that W σ;i is well-behaved in the sense that it admits bounds that are similar to those derived for the full nonlinearity R in [17] . Indeed, it depends at most quadratically on v H 1 but not on v H 2 . Note furthermore that Φ σ was constructed in such a way that R(0) = 0.
Proposition 4.1. Assume that (HDt), (HSt) and (HTw) all hold and fix 1 ≤ i ≤ n. Then there exist constants K > 0 and δ v > 0 so that for any 0 ≤ σ ≤ δ σ and any v ∈ H 1 , the following properties hold true.
(i) We have the bound
(ii) We have the estimate
then we have the identities
The second main result of this section formulates a mild representation for solutions to (4.14). Items (i)-(iv) are included for completeness and are analogous to the results in [17, Prop. 6.3] . However, item (v) is specific for our situation because of the presence of the error term Υ σ;i . Indeed, we shall need to exploit the techniques developed in §3 to transfer the troublesome ∂ ξ present in (4.17) from the Υ σ;i term to the semigroup. Nevertheless, the integral involving ∂ ξ S is integrable in
Proposition 4.2. Assume that (HDt), (HSt), (HTw) are all satisfied. Then the map
defined by the transformations (4.1) and (4.11) satisfies the following properties.
(iii) We have the inclusion
(iv) For almost all ω ∈ Ω, we have the inclusion
(v) For almost all ω ∈ Ω, the identity
holds for all τ ∈ [0, T ].
Bounds on nonlinearities
In this section we set out to prove Proposition 4.1. In order to be able to write the nonlinearities in a compact fashion, we introduce the expression
for any u ∈ U H 1 . This allows us to define
for any v ∈ H 1 , which is the residual upon linearising J σ (Φ σ +V ) around Φ σ , up to O(σ 2 ) corrections. Indeed, we can borrow the following bound from [17] . Corollary 4.3. Consider the setting of Proposition 4.1. There exists K > 0 so that for any 0 ≤ σ ≤ δ σ and any v ∈ H 1 we have the estimate
Proof. Recalling the function M that was defined in [17, Eq. (7.
2)], we observe that
In particular, the desired bounds follow directly from [17, Cor. 7.5] .
We now introduce the function
together with the notation
(4.34)
The following result shows that these two expressions allow us to split off the a σ -contribution to R σ;i that is visible in (4.2).
Lemma 4.4. Consider the setting of Proposition 4.1. Then for any 0 ≤ σ ≤ δ σ and v ∈ H 1 , we have the inclusion W σ;i (v) ∈ L 2 together with the identity
Proof. For any u ∈ U H 2 , the definition (2.18) implies that
The implicit definition a σ (Φ σ , c σ , ψ tw ) = 0 hence yields
For any v ∈ H 2 , this allows us to compute
which gives
(4.39) Using the fact that L * tw ψ tw = 0, we now readily verify that for v ∈ H 2 we have
The result hence follows by rewriting the definition (4.2) in the form
and substituting this into the definition (4.12) of R σ;i .
In order to obtain the estimates in Proposition 4.1 it hence suffices to obtain bounds for φ i , W σ;I,i and I σ;I,i . This can be done in a direct fashion.
Lemma 4.5. Assume that (HDt) and (HSt) are satisfied. Then there exists a constant K φ > 0 so that
holds for any v ∈ L 2 and 0 ≤ σ ≤ δ σ .
Proof. For any x, y ≥ 0 we have the inequality
Applying these bounds with y = 0, we obtain
where the last bound on b follows from Lemma 3.6 in [17] . The result now readily follows.
Lemma 4.6. Consider the setting of Proposition 4.1. Then there exists K > 0 so that for any v ∈ H 1 and 0 ≤ σ ≤ δ σ we have the bound
Proof. Note first that we can write W σ;I,i (v) as
and hence
The definition of L tw implies that there exists C 1 > 0 for which
holds. The desired bound hence follows from Corollary 4.3 and Lemma 4.5.
Turning to the second estimate, we note that there is a positive constant C 2 for which we have
We can hence again apply Corollary 4.3 and Lemma 4.5, which yields expressions that can all be absorbed into (4.46).
Proof of Proposition 4.1. To obtain (4.18), we use (4.35) together with Lemma 4.6 to compute 
Mild formulation
In this section we establish Proposition 4.2. We note that items (i)-(iv) follow directly from Propositions 5.1 and 6.3 in [17] , so we focus here on the integral identity (4.27). We first obtain this identity in a weak sense, bypassing the need to interpret the term involving Υ σ;i in a special fashion. We note that S * (t) is the adjoint operator of S(t), which coincides with the semigroup generated by L * tw . Lemma 4.7. Consider the setting of Proposition 4.2 and pick any η ∈ H 3 . Then for almost all ω ∈ Ω the identity
holds for any τ ∈ [0, T ].
is a weak solution to (4.14), the identity 
, the second line in the expression above disappears. Using the identities
we hence obtain
as desired.
Lemma 4.8. Pick v ∈ L 2 together with η ∈ H 1 and t > 0. Then we have the identity
Proof. For v ∈ H 1 , this identity follows directly from (3.8). For fixed η and t > 0, both both sides of (4.59) can be interpreted as bounded linear functions on L 2 by Proposition 3.2. In particular, the result can be obtained by approximating v ∈ L 2 by H 1 -functions.
Proof of Proposition 4.2. As mentioned above, items (i)-(iv) follow directly from Proposition 5.1 and 6.3 in [17] . Item (v) follows from Lemma's 4.7 and 4.8, using the density of H 3 in H 1 and the fact that H −1 is separable.
Nonlinear stability of mild solutions
In this section we prove Theorem 2.1, which provides an orbital stability result for the stochastic wave (Φ σ , c σ ). In particular, for any ε > 0, T > 0 and η > 0 we recall the notation
and introduce the (F t )-stopping time
writing t st (T, ε, η) = T if the set is empty. We derive a number of technical regularity estimates in §5.1 that allows us to exploit the integral identity (4.27) to bound the expectation of sup 0≤t≤tst(T,ε,η) N ε (t) in terms of itself, the noise-strength σ and the size of the initial condition V (0). This leads to the following bound for this expectation.
Proposition 5.1. Assume that (HDt), (HSt) and (HTw) are satisfied. Pick a constant 0 < ε < β, together with two sufficiently small constants δ η > 0 and δ σ > 0. Then there exists a constant K > 0 so that for any T > 0, any 0 < η ≤ δ η and any 0 ≤ σ ≤ δ σ T −1/2 we have the bound
Exploiting the technique used in Stannat [31] , this bound can be turned into an estimate concerning the probability
This allows our main stability result to be established in a straightforward fashion.
Proof of Theorem 2.1. Upon computing
the result follows from Proposition 5.3.
Setup
In this subsection we establish Proposition 5.1 by estimating each of the terms featuring in (4.27) . In contrast to the situation in [17] we cannot estimate N ε (t) directly because the integral involving ∂ ξ S(t − s) applied to Υ σ;i V i (s) presents short-time regularity issues. Instead, we will obtain separate estimates for each of the components N i ε (t), which are given by
Indeed, the definitions (4.15) and (4.16) imply that the i-th component of Υ σ;i vanishes, which allows us to replace the problematic ∂ ξ S(t − s) term by its off-diagonal components ∂ ξ S od (t − s). More precisely, for τ ′ ≥ τ − 1 when computing short time bounds, we will use
This will allow us to bound N i ε (t) in terms of N ε (t).
In order to streamline our computations, we now introduce some notation that will help us to stay as close as possible to the framework developed in [17] . First of all, we impose the splittings
In addition, we split W σ;i into a linear and nonlinear part as
and we isolate the constant term in S σ;i by writing
Proposition 4.1 implies that these functions satisfy the bounds
for appropriate constants K F;lin > 0, K F;nl > 0 and K B;lin > 0. In particular, they satisfy assumption (hFB) in [17] , which gives us the opportunity to apply some of the ideas in [17, §9] .
For convenience we will write from now on t st for t st (T, ε, η). In order to understand N i ε;I , we introduce the expression E 0 (t) = S τ i (t) QV (0), (5.13) together with the long-term integrals
the short-term integrals 15) and finally the split second-order integrals
Here we use the convention that integrands are set to zero for τ < 0. Note that integration variables in the original time are represented by s, while integration variables in the rescaled time are denoted by τ . For η > 0 sufficiently small, our stopping time ensures that the identities (4.21) hold. This implies that we may assume
This explains why there is a Q in the first two lines of (5.14), as their P -counterparts are canceled against the S(τ i (t) − τ )P ξ term that is present in (4.27) but absent from (5.14).
For convenience, we also write
for # ∈ {lin, nl}, together with E B;# (t) = E for # ∈ {lin, cn} and finally for the short-term second-order terms.
Turning to the terms that are relevant for evaluating N i ε;II , we introduce the expression
for # ∈ {lt, sh}. The extra S(δ) factor will be used to ensure that all the integrals we encounter are well-defined. We emphasize that all our estimates are uniform in 0 < δ < 1, allowing us to take δ ↓ 0. The estimates concerning I sh ε,δ;F ;nl and I sh ε,δ;B;lin in Lemma's 5.5 and 5.11 are particularly delicate in this respect, as a direct application of the bounds in Lemma 3.1 would result in expressions that diverge as δ ↓ 0.
The main difference between the approach here and the computations in [17, §9] is that we need to keep track of several time transforms simultaneously, which forces us to use the original time t in the definitions (5.8)-(5.9). The following result plays a key role in this respect, as it shows that decay rates in the τ -variable are stronger than decay rates in the original time.
Lemma 5.2. Assume that (HDt), (HSt) and (HTw) are satisfied and pick 0 ≤ σ ≤ δ σ . Then for any pair t > s ≥ 0 we have the inequality
while for any s ≥ t i (1) we have
Proof. The first inequality can be verified by using (4.5) to compute
To obtain the second inequality, we writes = t i (1) ≤ 1 and compute
We now set out to bound all the terms appearing in N i ε (t). Following [17] , we first study the deterministic integrals and afterwards use H ∞ -calculus to bound the stochastic integrals.
Deterministic Regularity Estimates
First, we collect some results from [17, §9.2] that are easily adapted to the present situation.
Lemma 5.3. Fix T > 0, assume that (HDt), (HSt) and (HTw) all hold and pick a constant 0 < ε < β. Then for any η > 0, any 0 ≤ δ < 1 and any 0 ≤ t ≤ t st , we have the bounds 27) together with
(5.28)
Proof. Observe first that
Substituting s = t i (τ ) we find
Applying (5.23) and using (4.5) to bound the extra integration factor τ ′ i (s) by K κ , we obtain
Cauchy-Schwartz now yields the desired bound
(5.32)
The remaining estimates follow in an analogous fashion by making similar small adjustments to the proofs of Lemma's 9.9-9.11 in [17] .
Our next result discusses the novel second-order terms. The crucial ingredient here is that we no longer have to consider the dangerous ∂ ξ S(t i (τ ) − τ )QΥ σ;i V (τ ) term for τ ≥ t i (τ ) − 1. Indeed, this term need not be integrable even in L 2 because of the divergent (τ i (t) − τ ) −1/2 behaviour of ∂ ξ S and the fact that we only have square-integrable control of the H 1 -norm of V i (τ ).
Lemma 5.4. Fix T > 0 and assume that (HDt), (HSt) and (HTw) all hold. Pick a constant 0 < ε < 2β. Then for any 0 ≤ δ < 1 and any 0 ≤ t ≤ t st , we have the bounds
(5.34)
Proof. For τ ≥ τ i (t) − 1 we may use Lemma 3.1 together with Proposition 4.1 to obtain the estimate
In the same fashion we obtain
In addition, for τ ≤ τ i (t) − 1 we obtain
The desired estimates can hence be obtained in the same fashion as the bounds for E F ;lin (t) and I lt ε,δ;F ;lin (t) in Lemma 5.3 .
The following results at times do require the computations in [17] to be modified in a subtle nontrivial fashion. We therefore provide full proofs here, noting however that the main ideas remain unchanged.
Lemma 5.5. Fix T > 0 and assume that (HDt), (HSt) and (HTw) all hold. Pick a constant ε > 0. Then for any η > 0, any 0 ≤ δ < 1 and any 0 ≤ t ≤ t st , we have the bound
Proof. We first introduce the inner product
which allows us to obtain the estimate
The extra term involving the function t For any v, w ∈ L 2 , ϑ > 0, ϑ A ≥ 0 and ϑ B ≥ 0, we have
(5.43)
Upon taking δ > 0 for the moment and choosing
′ and ϑ B = τ ′′ , we may rearrange (5.43) to obtain the estimate
for the values of (s, τ ′ , τ ′′ ) that are relevant. Upon introducing the integrals
we hence readily obtain the estimate
Using Lemma 5.2 we see that
which allows us to repeat the computation [17, (9. 68)] and conclude
To understand I II it is essential to change the order of integration and integrate with respect to s before switching τ ′ and τ ′′ back to the original time. Rearranging the integrals in (5.45) we find
(5.49) Introducing the notation
50) the substitution τ = τ i (s) yields
We emphasize here that the integration factor associated to this substitution cancels out against the additional term introduced in (5.42). Integrating by parts, we find
in which we have introduced
(5.53)
Note here that I II;B is well defined because δ > 0. Using the substitutions
together with the bound
we find
Applying Cauchy-Schwartz to the inner product E, we hence obtain
in which we have introduced the function
Exploiting Lemma 5.2 again, we can bound
which hence gives The result now follows from the fact that the bounds obtained above do not depend on δ.
Stochastic Regularity Estimates
We are now ready to discuss the stochastic integrals. These require special care because they cannot be bounded in a pathwise fashion, unlike the deterministic integrals above. Expectations of suprema are particularly delicate in this respect. Indeed, the powerful Burkholder-Davis-Gundy inequalities cannot be directly applied to the stochastic convolutions that arise in our mild formulation. However, as was shown in Lemma 9.7 in [17], we can obtain an H ∞ -calculus for our linear operator L tw which allows us to use the following mild version, which is the source of the extra T factors that appear in our estimates.
Lemma 5.6. Fix T > 0 and assume that (HDt), (HSt) and (HTw) all hold. There exists a constant
Proof. This is a direct result of the computations in [17, §9.1], which are based on the main theorem of [33] .
Lemma 5.7. Fix T > 0 and assume that (HDt), (HSt), and (HTw) all hold. Then for any ε > 0 we have the bound E sup 0≤t≤tst E B;lin (t) ≤ E sup 0≤t≤T E B;lin (t) We now set out to bound the expectation of the supremum of the remaining double integrals I # ε,δ;B;lin (t) and I # ε,δ;B;cn (t) with # ∈ {lt, sh}. This is performed in Lemma 5.13, but we first compute several time independent bounds for the expectation of the integrals themselves. Proof. We only consider the case δ > 0 here, noting that the limit δ ↓ 0 can be handled as in the proof of Lemma 5.5. Applying the identity (5.43) with w = v and ϑ A = ϑ B , we obtain Proof. This follows directly from Lemma's 9.20 and 9.21 in [17] .
Proof of Proposition 5.1. Pick T > 0 and 0 < η < η 0 and write t st = t st (T, ε, η). Since the identities (4.21) with v = V (t ∧ t st ) hold for all 0 ≤ t ≤ T , we may compute The desired bound hence follows by summing over i and appropriately restricting the size of η + σ 2 T + σ 4 .
