Abstract: We consider P 0 nonlinear complementarity problems and study the connectedness and stability of the solutions by applying degree theory and the Mountain Pass Theorem to a smooth reformulation of the complementarity problem. We show that the solution set is connected and bounded if a bounded isolated component of the solution set exists and that a solution is locally unique if and only if it is globally unique. Furthermore, we prove that a solution is stable in Ha's sense if and only if it is globally unique, while the complementarity problem is stable if and only if the solution set is bounded.
Introduction
In this paper we study some topological and stability properties of the solution set SOL(F) of the nonlinear complementarity problem x 0; F(x) 0; x T F(x) = 0; NCP(F)
where we assume that F : IR n ! IR n is a continuously di erentiable P 0 function.
We recall that F is a P 0 function if max i:x i 6 =y i (F i (y) ? F i (x)) (y i ? x i ) 0; 8y; x 2 IR n ; y 6 = x: (1) In turn, it is well known that if F is continuously di erentiable, then F is a P 0 function if and only if its Jacobian matrix rF(x) is a P 0 matrix for every x 2 IR n , i.e. if and only if every principal minor of rF(x) is nonnegative.
The study of topological properties such as connectedness and boundedness of the solution set of complementarity problems has been the subject of much research, especially in the linear case, i.e. when F(x) = Mx + q. The interested reader can nd a good sample of these results in the monograph 4]. In the case of nonlinear F, instead, much less is known, except for very classical results, see 18] and references therein. In the last few years a number of new interesting results have been obtained in the case of P 0 linear complementarity problems. Gowda established in 11] that the number of solutions of a P 0 linear complementarity problem is either zero or one or in nity (and attributed the result to a private communication of Cottle and Guu). In 2], Cao and Ferris proved that two dimensional P 0 linear complementarity problems always have a connected solution set and conjectured that the same result holds for higher dimensions. However, a simple three dimensional example due to Stone, see 20] , settles in the negative this conjecture. Nevertheless, Jones and Gowda 20] were able to prove that if there exists a bounded connected component of the solution set of a P 0 linear complementarity problem, then the solution set itself is bounded and connected. Some material related to this kind of issues can also be found in 30] .
Studies on the stability of the solutions of complementarity problems also abound, see 15] and references therein. We are particularly interested in the concept of stability as de ned in 16] for an isolated solution and by Gowda and Pang 14] for the whole set of solutions. Also with regard to these topics, the linear case is well understood. In 13], Gowda and Pang gave a complete charecterization of the stability of a solution under a nonsingularity condition, while Gowda 11] proved that a solution of a P 0 linear complementarity problem is stable if and only if it is locally unique. With regard to the stability of the whole solution set, an earlier result of Robinson 31] implies that the solution set of a monotone linear complementarity problem is stable with respect to linear perturbations if and only if the solution set is nonempty and bounded. This result was re ned and extended to a ne variational inequalites by Gowda and Pang 14] . Some of the above results were partially extended to nonlinear problems in 17] and 15].
In this paper we shall extend the results mentioned above to the case of P 0 nonlinear complementarity problems. This will be obtained by applying degree theory results and the Mountain Pass Theorem to a smooth reformulation of the complementarity problem based on Fischer's function (see next section for a more detailed discussion on these topics). We point out that while degree theory has often been used in the study of complementarity problems, as far as we are aware of, the Mountain Pass Theorem is employed in such a context for the rst time in this paper and in its companion paper 8]. We think that, besides the new results we are able to obtain, this methodological novelty constitutes one of the main points of interest of this paper.
The paper is organized as follows. In Section 2 we review some results which will be used in the following sections. Then, in Section 3 we analyze the boundedness and connectedness of the solution set, while in Section 4 we consider some stability results. With regard to Section 3 we point out that, after the report version of this paper was completed 7], we received the report 12]. In 12] results close to those reported here in Section 3 are obtained for a continuous P 0 function and with a completely di erent approach based on the theory of (weakly) univalent functions. Actually, as we shall indicate more in detail in Section 3, the reading of the report 12] made it clear to us that one of the results in 7] could be improved as currently reported in Section 3.
In the sequel k k always denotes the Euclidean norm and S( ) the corresponding open ball of radius , while S(x; ) := x + S( ).
Tools
In our investigation we shall make use of three basic tools: degree theory, the Mountain Pass Theorem and a smooth unconstrained minimization reformulation of complementarity problems. In this section we review some basic de nitions and properties on these topics limiting ourselves to an exposition of what will be needed in the sequel.
Degree theory
The degree of a mapping is a topological concept which can be used to predict whether a certain system of equations has a solution. Degree theory has been often used in recent years to establish deep properties of complementarity and variational inequalities problems, 
The Mountain Pass Theorem
The Mountain Pass Theorem is a powerful theorem from nonlinear analysis which formalizes a very intuitive fact about the existence of a stationary point of a differentiable function. It was rst proved in 1] and subsequently widely studied and applied in the eld of ordinary and partial di erential equations; see, e.g., 29, 25, 6] for accounts of this topics and 26, 27, 28] for more re ned results in the case of nite dimensional spaces, which we are speci cally interested in. We restate the Mountain Pass Theorem in a form which is suitable for our purposes (see, e.g., Corollary 4.9 in 6]). Theorem 2.1 Let a continuously di erentiable function f : IR n ! IR be given and assume that f is coercive, i.e. that lim kxk!1 f(x) = +1: Let a compact set C IR n be given and de ne m to be the least value of f on the boundary of C:
Suppose that we are given two points a 2 C and b 6 2 C such that f(a) < m and f(b) < m. Then there exists a point c such that rf(c) = 0 and f(c) m.
Unconstrained minimization reformulation of nonlinear complementarity problems
In order to apply the above tools to the complementarity problem we have to reformulate it as a system of equations or as a smooth unconstrained minimization problem. To this end we employ the Fischer function 9]. In this section we give the relevant de nitions and recall some results on this topic. We embed problem NCP(F) in a parametric family of problems NCP(F " ) dened in the following way
where F " (x) = F(x) + "x and " is a nonnegative parameter. It is obvious that NCP(F 0 ) coincides with NCP(F). Furthermore, it is easy to check that F " is a P function for every positive " that, we recall, means that strict inequality holds in (1) . In order to reformulate NCP(F " ) as an unconstrained optimization problem we introduce the operator " : IR n ! IR n de ned by whose global solutions with value 0 coincide with the solutions of NCP(F " ). In the following theorem we collect some useful facts which will be needed later on.
Theorem 2.2 Assume that F : IR n ! IR n is a continuously di erentiable P 0 function. Then the following results hold:
(a) For every " 0 the function " is continuously di erentiable. Proof. Points (a)-(d) have been established in 8], so we only consider point (e).
We rst note that " is locally Lipschitz, so that its Clarke's generalized Jacobian @ " is well de ned 3]. Since the Jacobian of F " (x), given by rF(x) + "I, is a P matrix for every x, see 4], we have by Corollary 23 in 5] that all the generalized Jacobians of " in x(") are nonsingular. Therefore, by the generalized Inverse Function theorem for Lipschitz functions, see Theorem 7.1.1 in 3], we have that " is a local homeomorphism around x("). The assertion then follows from the fact that x(") is the unique solution of the system " (x) = 0 and from properties (b) and (c) of the degree reported in Section 2.1.
2
Generalizing the notation used above, we associate with the complementarity problem NCP(G) the functions G (x) := (x; G(X)) and G (x) := 1 2 G (x) T G (x). When no ambiguity is possible, we shall write, as already done in this section, (x) ( (x)) instead of F (x) ( F (x)) and " (x) ( " (x)) instead of F" (x) ( F" (x)). 3 The structure of the solution set
In this section we discuss some topological characteristics of SOL(F), the solution set of NCP(F). To this end we say that a nonempty subset A of SOL(F) is isolated if we can nd a closed set C such that (a) A int C;
Note that (a) and (b) imply that A is closed.
The rst result we can prove basically states that if a bounded isolated subset of SOL(F) exists then the solution set coincides with this subset. Therefore, we have that, for every " su ciently small, let us say for a certain ", the following relations hold: 
Stability results
The intuitive idea of stability of the solutions of a complementarity problem can be and has been formalized in many di erent ways, even if all the di erent de nitions found in the literature try to capture the idea of \continuity" of the solutions when the problem data change slightly. In this section we consider two di erent notions of stability, one which refers to a single solution of NCP(F) and one which considers, instead, the stability of the whole solution set SOL(F). We shall now show that a solution of a P 0 nonlinear complementarity problem is stable if and only if it is a globally unique solution. In order to prove this result we need the followig simple lemma. Proof. By the assumptions made we have dist(0j F (@ )) > 0. Take = dist(0j F (@ ))=2, it follows from the nearness property of the degree that deg( G ; ) is well de ned and equal to the degree of deg( F ; ) and is therefore di erent from 0 by assumption. Hence we can conclude that G (x) = 0 has solution in or equivalently that NCP(G) has a solution in . 2.
We are now in the position to prove the aforementioned result. Proof. We rst consider the necessity part. From the de nition of stability of a solution we have that x is locally unique. The global uniqueness then follows by Theorem 3.2. We therefore pass to the su ciency part.
Assume that x is globally unique. This means that x is the only point for which (x ; F(x )) = 0. Let a positive be given. We have that deg( ; S(x ; )) is de ned. We shall prove that deg( ; S(x ; )) 6 = 0, so that the theorem follows from Lemma 4.1 by taking = S(x ; ). Consider the unique solution x(") to the problem NCP(F " ). We know, see Theorem 2.2 (d), that x(") is the unique solution of " (x) = 0 for every positive " and that x(") is a continuous curve converging to x when " goes to 0. Since is xed, if " is su ciently small, x(") belongs to S(x ; ) and, by the nearness property of the degree, we have deg( ; S(x ; )) = deg( " ; S(x ; )):
Hence, to prove the theorem it is su cient to show that deg( " ; S(x ; )) 6 = 0 for every positive " su ciently small. But this readily follows from Theorem 2.2 (e) and the proof is therefore complete.
2. Note that, thanks to Theorem 3.2, the condition that x be a globally unique solution can be substituted by the condition that x be a locally unique solution.
We now consider the stability of the problem NCP(F). This concept is usually studied in the linear case. Given a function F = Mx + q, we say that the problem NCP(F) is stable if for every positive a positive ( ) exists such that for every G =Mx +q, with kM ?Mk + kq ?qk < ( ) we have SOL(F) + S( ) \ SOL(G) 6 = ;:
We could more accurately call this concept linear stability, where the adjective linear refers both to the class of problems and to the class of perturbations considered. The natural extension of this de nition to the nonlinear case seems the following one (compare it also to De nition 4.1).
De nition 4.2 Let SOL(F) be the solution set of NCP(F), where F is assumed to be continuous. We say that NCP(F) is stable if for every positive , a ( ) > 0 exists such that, for every continuous function G with kF(x) ? G(x)k < ( )(1 + kxk); 8x 2 SOL(F) + S( );
(2) the complementarity problem NCP(G) has a solution in SOL(F) + S( ). This concept of stability generalizes the de nition of linear stability since we consider nonlinear problems and permit nonlinear perturbations. It is easy to check that every linear complementarity problem which is stable is also linearly stable (but not vice versa). To this end we remark that the term kxk in (2) is essential for this implication to hold; however, if SOL(F) is bounded, the term kxk can be skipped and conglobated in the constant ( ) The basic result for linear stability was obtained by Robinson 31] , who proved that a monotone linear complementarity problem is linearly stable if and only if its solution set is nonempty and bounded. This result was re ned and extended to a ne variational inequalites by Gowda and Pang 14] . We can prove a result, Theorem 4.4, that can be viewed as a natural extension of Robinson's result, when we consider nonlinear P 0 functions instead of linear monotone ones. To prove Theorem 4.4 we need the following technical lemma. Note that, for any positive ", G " satis es (6) for some suitable . Furthermore, G " is di erentiable and rG " (x) = rF(x) + "D(x); where D(x) is a square diagonal matrix whose i-th element is given by e ?x i if i 2 I, and by 1 if i 6 2 I. Thus the Jacobian of G " is a P matrix for every x 4] and therefore G " is a P function on IR n 22]. This implies that SOL(G " ) is either empty or contains one element 23]. We want to show that, for every positive ", SOL(G " ) is actually empty. Suppose by contradiction that, for a xed ", SOL(G " ) is non empty.
By Lemma 4.3 we have that the level sets L( ) = fx : G" (x) g are bounded for all values of su ciently small. However, we now show that f G" (x k )g ! 0 which, taking into account that fx k g is unbounded, contradicts the boundedness of the level sets L( ) for values of su ciently small. We have
so it is su cient to show that each term '(x k i ; (G " ) i (x k )) converges to 0. We shall consider two cases: i 2 I and i 6 2 I. Consider the solution x(") to the problem NCP(F " ). We know, see Theorem 2.2 (d), that x(") is unique for every positive " and that x(") is a continuous curve such that dist(x(")jSOL(F )) goes to 0 when " goes to 0. Since > 0 is xed, if " is su ciently small x(") belongs to SOL(F) + S( ) and, by the nearness property of the degree, we have deg( ; SOL(F) + S( )) = deg( " ; SOL(F) + S( )):
Hence, to prove the theorem it is su cient to show that deg( " ; SOL(F)+S( )) 6 = 0 for every positive " su ciently small. But this readily follows from Theorem 2.2 (e) and the proof is therefore complete.
2
It may be useful to point out the following simple consequence of the results proved so far, showing that for P 0 complementarity problems there is no di erence between stability of an isolated solution and stability of the problem.
Corollary 4.5 Let 2.
