We study positive solutions of the following semilinear equation
Introduction and main results
In this paper we study concentration phenomena for positive solutions of the nonlinear elliptic problem
where M is an n-dimensional compact Riemannian manifold without boundary (or the flat Euclidean space R n ), ∆ḡ stands for the Laplace-Beltrami operator on (M,ḡ), V is a smooth positive function on M satisfying (1.2) 0 < V 1 ≤ V (z) ≤ V 2 , for all z ∈ M and for some constants V 1 , V 2 , u is a real-valued function, ε > 0 is a small parameter and p is an exponent greater than one.
The above semilinear elliptic problem arises from the standing waves for the nonlinear Schrödinger equation on M , see [1, 8] and some references therein for more details. An interesting case is the semiclassical limit ε → 0. For results in this direction, when M = R and p = 3, Floer-Weinstein [12] first proved the existence of solutions highly concentrated near critical points of V . Later on this result was extended by Oh [30] to R n with 1 < p < n+2 n−2 . More precisely, the profile of these solutions is given by the ground state U V (x 0 ) of the limit equation ( 
1.3)
− ∆u + V (x 0 )u − u p = 0 in R n , where x 0 is the concentration point. That is, the solutions obtained in [12] and [30] behave qualitatively like u ε (x) ∼ U V (x 0 ) ( x − x 0 ε ), as ε tends to zero.
Since U V (x 0 ) decays exponentially to 0 at infinity, u ε vanishes rapidly away from x 0 . In other words, in the semiclassical limit, solutions constructed in [12, 30] concentrate at points and they are always called peak solutions or spike solutions. In recent years, these existence results have been generalized in different directions, including: multiple peaks solutions, degenerate potentials, potentials tending to zero at infinity and for more general nonlinearities. An important and interesting question is whether solutions exhibiting concentration on higher dimensional sets exist.
Only recently it has been proven the existence of solutions concentrating at higher dimensional sets, like curves or spheres. In all these results (except for [2] ), the profile is given by (real) solutions to (1.3) which are independent of some of the variables. If concentration occurs near a k-dimensional set, then the profile in the directions orthogonal to the limit set (concentration set) will be given by a soliton in R n−k . For example, some first results in the case of radial symmetry were obtained by Badiale-D'Aprile [4] and Benci-D'Aprile [5] . These results were improved by Ambrosetti-Malchiodi-Ni [1] , where necessary and sufficient conditions for the location of the concentration set have been given. Unlike the point concentration case, the limit set is not stationary for the potential V : in fact a solution concentrated near a sphere carries a potential energy due to V and a volume energy. Define
and let K be a k-dimensional submanifold of M and U K be a proper approximate solution concentrated along K, see (3.30) below. One has
Based on the above energy considerations, Ambrosetti-Malchiodi-Ni [1] conjectured that concentration on k-dimensional sets for k = 1, · · · , n − 1 is expected under suitable non-degeneracy assumptions and the limit set K should satisfy
where ∇ N is the normal gradient to K and H is the mean-curvature vector on K. In particular, they suspected that concentration occurs in general along sequences ε j → 0.
By developing an infinite dimensional version of the Lyapunov-Schmidt reduction method, del Pino-Kowalczyk-Wei [8] successfully proved the validity of the above conjecture for n = 2 and k = 1. Actually they proved that: given a non-degenerate stationary curve K in R 2 (for the weighted length functional K V p+1 p−1 − 1 2 ), suppose that ε is sufficiently small and satisfies the following gap condition:
where µ 0 is a fixed positive constant, then problem (1.1) has a positive solution u ε which concentrates on K, in the sense that it is exponentially small away from K. After some time Mahmoudi-Malchiodi-Montenegro in [23] constructed a different type of solutions. Indeed, they studied complex-valued solutions whose phase is highly oscillatory carrying a quantum mechanical momentum along the limit curve. In particular they established the validity of the above conjecture for the case n ≥ 2 arbitrary and k = 1. Recently, by applying the method developed in [8] , Wang-Wei-Yang [33] considered the one-codimensional case n ≥ 3 and k = n − 1 in the flat Euclidean space R n . The main purpose of this paper is to prove the validity of the above conjecture for all k = 1, . . . , n − 1.
To prove the validity of the Ambrosetti-Malchiodi-Ni conjecture for all cases, one possible way is to generalize the method developed in [8] and [33] . For this purpose, we first recall the key steps in [8] and [33] . According to our knowledge, the first key step is the construction of proper approximate solutions, and the second key step is to develop an infinite dimensional Lyapunov-Schmidt reduction method so that the original problem can be reduced to a simpler one that we can handle easily. Actually this kind of infinite dimensional reduction argument has been used in many constructions in PDE and geometric analysis. It has been developed by many authors working on this subject or on closely related problems, see for example [8, 9, 13, 20, 21] and references therein.
Let us now go back to our problem. To construct proper approximate solutions for general submanifolds, we first expand the Laplace-Betrami operator for arbitrary submanifolds, see Proposition 2.1. Then by an iterative scheme of Picards type, a family of very accurate approximate solutions can be obtained, see Section 3. Next we develop an infinite dimensional reduction such that the construction of positive solutions of problem (1.1) can be reduced to the solvability of a reduced system (4.9). For more details about the setting-up of the problem, we refer the reader to Subsection 4.1. It is slightly different from the arguments in [8] and [33] . Finally, by noticing the recent development on manifolds with density in differential geometry (cf. e.g. [19, 28] ), our method explores a connection between solutions of the nonlinear Schrödinger equation and f -minimal submanifolds in Riemannian manifolds with density.
We are now in position to state our main result. Theorem 1.1. Let M be a compact n-dimensional Riemannian manifold (or the Euclidean space R n ) and let V : M → R be a smooth positive function satisfying (1.2). Given k = 1, . . . , n − 1, and 1 < p < n+2−k n−2−k . Suppose that K be a stationary non-degenerate smooth compact submanifold in M for the weighted functional
then there is a sequence ε j → 0 such that problem (1.1) possesses positive solutions u ε j which concentrate near K. Moreover, for some constants C, c 0 > 0, the solutions u ε j satisfies globally
Remark 1.1. The assumptions on K are related to the existence of non-degenerate compact minimal submanifold in manifolds M with density
Remark 1.2. Actually we can prove that the same result holds true under a gap condition on ε, which is due to a resonance phenomena. Similar conditions can be found in [8, 33] and some references therein.
Before closing this introduction, we notice that problem (1.1) is similar to the following singular perturbation problem
This latter problem arises in the study of some biological models and as (1.1) it exhibits concentration of solutions at some points of Ω. Since this equation is homogeneous, then the location of concentration points is determined by the geometry of the domain. On the other hand, it has been proven that solutions exhibiting concentration on higher dimensional sets exist. For results in this direction we refer the reader to [9, 21, 22, 24, 25, 26, 32] .
In general, these results can be divided into two types: The first one is the case where the concentration set lies totally on the boundary. The second one is where the concentration set is inside the domain and which intersect the boundary transversally. For this second type of solutions we refer the reader to Wei-Yang [32] , who proved the existence of layer on the line intersecting with the boundary of a two-dimensional domain orthogonally. See also Ao-Musso-Wei [3] , where triple junction solutions have been constructed. In the overmentioned two results, [3] and [32] , only the one dimensional concentration case has been considered. We believe the method developed here to the above problem (1.6) can be used to handle the higher dimensional situation, namely concentration at arbitrary dimensional submanifolds which intersect the boundary transversally. Interestingly, our preliminary result shows that our method explores a connection between solutions of problem (1.6) and minimal submanifolds with free boundary in geometric analysis.
It is worth pointing out that [32] applied an infinite dimensional reduction method while [3] used a finite dimensional one. We also suggest the interested readers to the paper [10] for an intermediate reduction method which can be interpreted as an intermediate procedure between the finite and the infinite dimensional ones. Moreover, it is interesting to consider Open Question 4 in [10] , which can be seen as the Ambrosetti-Malchiodi-Ni Conjecture without the small parameter ε.
The paper is organized as follows. In Section 2 we introduce the Fermi coordinates in a tubular neighborhood of K in M and we expand the Laplace-Beltrami operator in these Fermi coordinates. In Section 3, a family of very accurate approximate solutions is constructed. Section 4 will be devoted to develop an infinite dimensional LyapunovSchmidt reduction and to prove Theorem 1.1.
Geometric background
In this section we will give some geometric background. In particular, we will introduce the so-called Fermi coordinates which play important role in the higher dimensional concentrations. Before doing this, we first introduce the auxiliary weighted functional corresponding to problem (1.1).
2.1. The auxiliary weighted functional. Let K be a k-dimensional closed (embedded or immersed) submanifold of M n , 1 ≤ k ≤ n − 1. Let {K t } t be a smooth one-parameter family of submanifolds such that K 0 = K. We define
Denote ∇ T and ∇ N to be connections projected to the tangential and normal spaces on K. We give the following definitions on K which appeared in Theorem 1.1.
Definition 2.1 (Stationary condition).
A submanifold K is said to be stationary relative to the functional K V σ dvol if
where H is the mean curvature vector on K, i.e., H j = −Γ a aj (here the minus sign depends on the orientation, and Γ b a are the 1-forms on the normal bundle of K (see (2.7) below for the definition). Definition 2.2 (Nondegeneracy (ND) condition). We say that K is non-degenerate if the quadratic form
defined on the normal bundle to K, is non-degenerate.
Remark 2.1. Here and in the rest of this paper, Einstein summation convention is used, that is, summation over repeated indices is understood.
If we set V σ = e −f , i.e., f = −σ ln V , then our stationary and ND conditions are corresponding to the first and second variation formulas of f -minimal submanifold in [19] , i.e.,
where H = − a ∇ N ea e a is the mean curvature vector, e a (1 ≤ a ≤ k) is an orthonormal frame in an open set of K. And at t = 0,
where K t is a smooth family of submanifolds such that K 0 = K, the variational normal vector field v is compactly supported on K t , and A v ab = − ∇ ea e b , v . 2.2. Fermi coordinates and expansion of the metric.
where T K is the tangent space to K and N K represents the normal bundle, which are spanned respectively by (E a ) a and (E i ) i . We denote by ∇ the connection induced by the metricḡ and by ∇ N the corresponding normal connection on the normal bundle. Given p ∈ K, we use some geodesic coordinates y centered at p. We also assume that at p the normal vectors (E i ) i , i = 1, . . . , N , are transported parallely (with respect to ∇ N ) through geodesics from p, so in particular
In a neighborhood of p in K, we consider normal geodesic coordinates
where exp K is the exponential map on K and summation over repeated indices is understood. This yields the coordinate vector fields X a := f * (∂ ya ). We extend the E i along each geodesic γ E (s) so that they are parallel with respect to the induced connection on the normal bundle N K. This yields an orthonormal frame field X i for N K in a neighborhood of p in K which satisfies
A coordinate system in a neighborhood of p in M is now defined by
, with corresponding coordinate vector fields
By our choice of coordinates, on K the metricḡ splits in the following way
We denote by Γ b a (·) the 1-forms defined on the normal bundle, N K, of K by the formula
Define q = f (ȳ) = F (ȳ, 0) ∈ K and let ( g ab (y)) be the induced metric on K. When we consider the metric coefficients in a neighborhood of K, we obtain a deviation from formula (2.6), which is expressed by the next lemma. We will denote by R αβγδ the components of the curvature tensor with lowered indices, which are obtained by means of the usual ones R σ βγδ by (2.9) R αβγδ =ḡ ασ R σ βγδ . Lemma 2.1. At the point F (ȳ,x), the following expansions hold, for any a = 1, ..., k and any i, j = 1, ..., N , where N = n − k,
Here R istj are computed at the point of K parameterized by (ȳ, 0).
Proof. The proof is somewhat standard and is thus omitted, we refer to [9] for details, see also Proposition 2.1 in [20] .
By the Whitney embedding theorem, K ⊂ M ֒→ R 2n . Thus we can define K ε := K/ε and M ε := M/ε in a natural way. On the other hand since F (ȳ,x) is a Fermi coordinate system on M , then F ε (y, x) := F (εy, εx)/ε defines a Fermi coordinate system on M/ε. With this notation, here and in the sequel, by slight abuse of notation we denote V (εy, εx) to actually mean V (εz) = V F (εy, εx) in the Fermi coordinate system. The same way is understood to its derivatives with respect to y and x. Now we can introduce our first parameter function Φ which is a normal vector field defined on K and define x = ξ + Φ(εy). Then (y, ξ) is the Fermi coordinate system for the submanifold K Φ . Adjusting the parameter Φ, later we will show that there are solutions concentrating on K Φ for a subsequence of ε.
We denote by g αβ the metric coefficients in the new coordinates (y, ξ). It follows that
Which yields
where summations over repeated indices is understood.
To express the error terms, it is convenient to introduce some notations. For a positive integer q, we denote by R q (ξ), R q (ξ, Φ), R q (ξ, Φ, ∇Φ), and R q (ξ, Φ, ∇Φ, ∇ 2 Φ) error terms such that the following bounds hold for some positive constants C and d:
and
Using the expansion of the previous lemma, one can easily show that the following lemma holds true. Lemma 2.2. In the coordinate (y, ξ), the metric coefficients satisfy
Denote the inverse metric of (g αβ ) by (g αβ ). Recall that, given the expansion of a matrix as
Lemma 2.3. In the coordinate (y, ξ), the metric coefficients g αβ satisfy
Furthermore, we have the validity of the following expansion for the log of the determinant of g:
Proof. The expansions of the metric in the above lemma follow from Lemma 2.1 while the expansion of the log of the determinant of g follows from the fact that one can write g = G + M with
then we have the following expansion
and the lemma follows at once.
2.3.
Expansion of the Laplace-Beltrami operator. In terms the above notations, we have the following expansion of the Laplace-Beltrami operator.
Proposition 2.1. Let u be a smooth function on M ε . Then in the Fermi coordinate (y, ξ), we have that
The proof of Proposition 2.1 will be postponed to the Appendix. It is worth mentioning that the coefficients of all the derivatives of u in the above expansion are smooth bounded functions of the variableȳ = εy. The slow dependence of theses coefficients of y is important in our construction of some proper approximate solutions.
Construction of approximate solutions
To prove Theorem 1.1, the first key step in our method is to construct some proper approximate solutions. To achieve this goal, we have introduced some geometric background, especially the Fermi coordinates. The main objective of this section is to construct some very accurate local approximate solutions in a tubular neighbourhood of K ε by an iterative scheme of Picard's type and to define some proper global approximate solutions by the gluing method.
3.1. Facts on the limit equation. Recall that by the scaling, equation (1.1) becomes
In the Fermi coordinate (y, x), we can write V (εz) = V (εy, εx). Taking x = ξ + Φ(εy), we have the following expansion of potential:
If the profile of solutions depends only on ξ or varies slower on y, by the expansion of the Laplace-Beltrami operator in Proposition 2.1 and the above expansion of potential, the leading equation is
For the leading equation (3.3), by the scaling
the function v satisfies
We call this equation the limit equation.
We now turn to the equation (3.1), in the spirit of above argument, we look for a solution u of the form
An easy computation shows that
Therefore, we get the following expansion of the Laplace-Beltrami operator on u:
Where B j 's are respectively given by
then by using the above expansion we can write
Now using the following expansion of potential:
we obtain
where B(v) = B 1 (v) + B 2 (v) with
At the end of this subsection, let us list some basic and useful properties of positive solutions of the limit equation (3.5). 
has the form w 0 (· − Q) for some Q ∈ R N , where w 0 (x) = w 0 (|x|) ∈ C ∞ (R N ) is the unique positive radial solution which satisfies Here c N,p is a positive constant depending only on N and p. Furthermore, w 0 is nondegenerate in the sense that
and the Morse index of w 0 is one, that is, the linear operator
has only one negative eigenvalue λ 0 < 0, and the unique even and positive eigenfunction corresponding to λ 0 can be denoted by Z.
Proof. This result is well known. For the proof we refer the interested reader to [6] for the existence, [14] for the symmetry, [17] for the uniqueness, Appendix C in [29] for the nondegeneracy, and [7] for the Morse index.
As a corollary, there is a constant γ 0 > 0 such that (3.10)
whenever φ ∈ H 1 (R N ) and where I ∈ N + , w 0 and Z are given in Proposition 3.1, w ℓ 's and e are smooth bounded functions on their variables.
The idea for introducing eZ in (3.11) comes directly from [8, 33] . The reason is the linear theory in Section 4.2.2, especially Lemma 4.3.
To solve S ε (v) = 0 accurately, the normal section Φ is to be chosen in the following form
where Φ 0 , . . . , Φ I−1 are smooth bounded functions onȳ.
Expansion at first order in ε :
We first solve the equation S ε (v) = 0 up to order ε.
Here and in the following we will write O(ε j ) for terms that appear at the j-th order in an expansion. Suppose v has the form (3.11), then
Hence the term of order ε in the right-hand side of above equation vanishes if and only if the function w 1 solves (3.12)
Here and in the following, we will keep the term ε − ε 2 µ −2 ∆ K e + λ 0 e Z in the error. The reason is simply that it cannot be cancelled without solving an equation of e since L 0 Z = λ 0 Z.
By Proposition 3.1, equation (3.12) is solvable if and only if for all i = 1, . . . , N ,
Since w 0 is radially symmetric, (3.13) is equivalent to
Recalling the identity 1
we get σ∇ N V (εy, 0) = −V (εy, 0)H(εy), (3.15) where H = (−Γ b bi ) i is the mean curvature vector on K. This is exactly our stationary condition on K.
When (3.15) holds, the equation of w 1 becomes
Hence we can write
where
Here U j is the unique smooth bounded function satisfying (3.19) and U 0 is the unique smooth bounded function such that
It follows immediately that w 1 = w 1 (εy,ξ) is smooth bounded on its variable. Furthermore, it is easily seen that U j is odd on variableξ j and is even on other variables. Moreover, U 0 has an explicit expression
3.2.2. Expansion at second order in ε. In this subsection we will solve the equation S ε (v) = 0 up to order ε 2 by solving w 2 and Φ 0 together.
Suppose v has the form (3.11), then
Hence the term of order ε 2 vanishes (except the term ε − ε 2 µ −2 ∆ K e + λ 0 e Z) if and only if w 2 satisfies the equation
By Freedholm alternative this equation is solvable if and only if F 2 +G 2 is L 2 orthogonal to the kernel of linearized operator L 0 , which is spanned by the functions ∂ i w 0 , i = 1, . . . , N .
It is convenient to write F 2 as
Then F 2 does not involve Φ 1 . By (3.15), similar to w 1 , we can write w 2 as
and w 2,1 will solve the equation
To solve the equation on w 2,1 we write
where S 2,0 = F 2 (0) does not involve Φ 0 , S 2 (Φ 0 ) is the sum of linear terms of Φ 0 , and N 2 (Φ 0 ) is the nonlinear term of Φ 0 .
Recall that w 1 = w 1,1 + w 1,2 with
, and
Let us denote by A the sum of terms involving w 1,1 and w 1,2 in the above formula. Using (3.15) and (3.18) we can write
To compute this term we differentiate the equation (3.19) on U j with respect to the variablē ξ j to obtain
Multiplying the above equation by U 0 and integrating by parts, we have
On the other hand, by direct computations we have
Summarizing, we have
Now, using the fact that
we obtain (recalling the definition of σ) that
Define J K : N K → N K is a linear operator from the family of smooth sections of normal bundle to K into itself, whose components are given by
On the other hand, it is easy to check that
bs e. Therefore, the solvability of equation on w 2 is equivalent to the solvability of following equation on Φ 0 :
where H 2 (ȳ; e) = c 0 He is a smooth bounded function. By the non-degeneracy condition on K, (3.26) is solvable. Moreover, for any given e, it is easy to check that Φ 0 = Φ 0 (ȳ; e) is a smooth bounded function onȳ and is Lipschitz continuous with respect to e. Now let us go back to the equation of w 2,1 :
Since both F 2 and G 2 are smooth bounded functions of (εy,ξ). Hence w 2,1 = w 2,1 (εy,ξ) is also a smooth bounded function of (εy,ξ). Moreover, w 2,1 = w 2,1 (εy,ξ; e) is Lipschitz continuous with respect to e.
3.2.3.
Higher order approximations. The construction of higher order terms follows exactly from the same calculation. Indeed, to solve the equation up to an error of order ε j+1 for some j ≥ 3, we use an iterative scheme of Picard's type : assuming all the functions w i 's (1 ≤ i ≤ j − 1) constructed, we need to choose a function w j to solve an equation similar to that of w 2 (with obvious modifications) by solving an equation of Φ j−2 similar to that of Φ 0 .
When we collect all terms of order O(ε j ) in S ε (v), assuming all w i 's for i = 1, · · · j − 1 constructed (by the iterative scheme), we have
with
where A i j , B iℓ j , C i j , D ab j and E j are smooth bounded functions on their variables. Except for ε − ε 2 µ −2 ∆ K e + λ 0 e Z, the term of order ε j vanishes if and only if w j satisfies the equation
By Freedholm alternative this equation is solvable if and only if the right hand side is L 2 orthogonal to the kernel of linearized operator L 0 . Before computing the projection against ∂ s w 0 , let us recall that
where w j−1,1 ⊥ ∂ i w 0 is a function which does not involve Φ j−2 . As before we look for a solution w j of the form
Since j ≥ 3, we can write
where S j,0 = S j,0 (εy,ξ; Φ 0 , · · · , Φ j−3 ) does not involve Φ j−2 , and S j (Φ j−2 ) is the sum of linear terms of Φ j−2 . Since (3.27) the equation on w j,1 (and then on w j ) is solvable if and only if Φ j−2 satisfies an equation of the form
This latter equation is solvable by the non-degeneracy condition on K. Moreover, for any given e, by induction method one can get Φ j−2 = Φ j−2 (ȳ; e) is a smooth bounded function onȳ and is Lipschitz continuous with respect to e. When this is done, since the right hand side of equation of w j,1 is a smooth bounded function of (εy,ξ), we see at once that w j,1 = w j,1 (εy,ξ) is a smooth bounded function of (εy,ξ). Furthermore, w j,1 = w j,1 (εy,ξ; e) is Lipschitz continuous with respect to e. From the analysis in the previous subsections, the stationary and non-degeneracy conditions on K can be seen as conditions such that v I is very close to a genuine solution and can be reformulated as follows. Proposition 3.2. Let K k be a closed (embedded or immersed) submanifold of M n . Then the stationary condition on K is (3.15), and the non-degeneracy condition on K is equivalent to the invertibility of operator J K defined in (3.23).
Summarizing, we have the following proposition by taking j = I + 1, w I+1 = 0, and Φ I+1 = 0 in Section 3.2.3. 
, E I+1 and G I+1 are smooth bounded functions on their variables and are Lipschitz continuous with respect to e. 
Global approximation.
In the previous sections, some very accurate local approximate solution v I have been defined. Denote u I (y, ξ) = h(εy)v I (y,ξ), in the Fermi coordinate. Since K is compact, by the definition of Fermi coordinate, there is a constant δ > 0 such that the normal coordinate x on K ε is well defined for |x| < 1000δ/ε. Now we can simply define our global approximation:
) and η is a nonnegative smooth cutoff function such that η(t) = 1 if |t| < 1 and η(t) = 0 if |t| > 2.
It is easy to see that W has the concentration property as required. Note that W depends on the parameter functions Φ I−1 and e, thus we can write W = W ( · ; Φ I−1 , e) and define the configuration space of (Φ I−1 , e) by Λ := (Φ I−1 , e)
Clearly, the configuration space Λ is infinite dimensional.
For (Φ I−1 , e) ∈ Λ, it is not difficult to show that for any 0 < τ < 1, there is a positive constant C (independent of ε, Φ I−1 , e) such that (3.32) |v
4. An infinite dimensional reduction and the proof of Theorem 1.1
To construct the solutions stated in Theorem 1.1, we will apply the so-called infinite dimensional reduction which can be seen as a generalization of the classical LyapunovSchmidt reduction in an infinite dimensional setting. It has been used in many constructions in PDE and geometric analysis. We present it here in a rather simple and synthetic way since it uses many ideas which have been developed by all the different authors working on this subject or on closely related problems. In particular, we are benefited from the ideas and tricks in [8, 31, 33] .
4.1. Setting-up of the problem. Given (Φ I−1 , e) ∈ Λ, we have defined a global approximate solution W . an infinite dimensional reduction will be applied to claim that there exist Φ I−1 and e such that a small perturbation of the global approximation W is a genuine solution.
For this purpose, we denote
Obviously, W + φ is a solution of equation (3.1) is equivalent to
To solve (4.1), we look for a solution φ of the form
where φ ♭ : M ε → R and φ ♯ : K ε × R N → R. This nice argument has been used in [8, 31, 33] and is called the gluing technique. It seems rather counterintuitive, but this strategy will make the linear theory of L ε clear. An easy computation shows that
Therefore, φ is a solution of (4.1) if the pair (φ ♭ , φ ♯ ) satisfies the following coupled system:
In order to solve the above system, we first define
and note that it is a strongly coercive operator thanks to the conditions on the potential V , see (1.2) . Then, in the support of η ε 3δ , we define
A straightforward computation as in Subsection 3.1 yields
where B = O(ε) is a linear operator defined in Subsection 3.1. Now we extend the linear operator B to K ε × R N and we define
Since η ε 3δ · η ε δ = η ε δ and η ε 3δ · η ε 6δ = η ε 3δ , φ is a solution of (4.1) if the pair (φ ♭ , φ * ) solves the following coupled system:
It is easy to check that
Then W + φ is a solution of equation (3.1) if (φ ♭ , φ * , Φ I−1 , e) solves the following system:
. To solve the above system (4.3), we first study the linear theory : on one hand, since the operator L ♭ ε is strongly coercive, then we have the solvability of equation
On the other hand, one can check at once that L * ε has bounded kernels, e.g., ∂ j w 0 , j = 1, . . . , N . Actually, since L 0 has a negative eigenvalue λ 0 with the corresponding eigenfunction Z, there may be more bounded kernels of L * ε . Let ψ be a function defined on K ε × R N , we define Π to be the L 2 (dξ)-orthogonal projection on ∂ j w 0 's and Z, namely Let us also denote by Π ⊥ the orthogonal projection on the orthogonal of ∂ j w 0 's and Z, namely
With these notations, as in the Lyapunov-Schmidt reduction, solving the system (4.3) amounts to solving the system (4.5)
It is to see that one can write
On the other hand, since (4.6) by some rather tedious and technical computations, one can show that
where H I+1 (ȳ; e) is a smooth bounded function onȳ and is Lipschitz continuous with respect to e, J K is the Jacobi operator on K, and K ε is a Schrödinger operator defined by
where λ 0 is the unique negative eigenvalue of L 0 . We summarize the above discussion by saying that the function
is a solution of the equation
if the functions φ ♭ , φ * , Φ I−1 and e satisfy the following system (4.9)
Remark 4.1.
(1) In general there are two different approaches to set-up the problem: the first one, as used in [8] and [33] , consists in solving first the equations of φ ♭ and φ * for fixed Φ I−1 and e, and then solve the left equations of Φ I−1 and e. The second one, as in [22, 24] consists in solving first the linear problem L ε [φ] + ψ = 0 under some non-degeneracy and gap conditions; and then solve the nonlinear problem L ε [φ] + E + N (φ) = 0 by using a fixed point arguments.
Our approach is slightly different from those in [8] - [33] and [22] - [24] .
(2) After solving the system (4.9), one can prove the positivity of u by contradiction since both φ ♭ and φ * are small.
4.2.
Analysis of the linear operators. By the above analysis, what is left is to show that (4.9) has a solution. To this end, we will apply a fixed point theorem. Before we do this, a linear theory will be developed.
4.2.1. Analysis of a strongly coercive operator. To deal with the term −η ε δ h −p pW p−1 φ ♭ in M ε (φ ♭ , φ * , Φ I−1 , e) in applying a fixed point theorem, one needs to choose norms with the property that M ε (φ ♭ , φ * , Φ I−1 , e) depends slowly on φ ♭ . To this end, we define
With this notation, by the exponential decay of W , we have
2), we have the following lemma.
As a consequence of standard elliptic estimates, the following lemma holds.
First, we will prove an injectivity result which is the key result. Then, we will use this result to obtain an a priori estimate and the existence result for solutions of
Proof. We will prove this lemma by two steps.
Step 1: The function φ(y,ξ) decays exponentially in the variablesξ. To prove this fact, it suffices to apply the maximum principle since w 0 (ξ) has exponential decay and φ is bounded.
Step 2: We next prove that
Indeed, by
Step 1, for all y ∈ K ε , f (y) is well defined. Since L * ε [φ] = 0, we have
where in the last inequality since Π[φ] = 0 we use the following inequality (4.16)
Therefore, by the definition of f , the above inequality gives
Since f is nonnegative and K ε is compact, we just get f ≡ 0 by the integration. If K ε is non compact, one can first show that f goes to zero at infinity by the comparison theorem and then get f ≡ 0 by the maximum principle. Moreover, one can show that under the orthogonal conditions Π[φ] = 0, the linear operator L * ε has only negative eigenvalues λ ε j 's and there exists a constant c 0 such that λ ε j ≤ −c 0 < 0. To prove it, since µ 2 = V (ȳ, 0) and (1.2), the inequality (4.16) implies
Before stating the surjectivity result, we define
where α and ρ are small positive constants. 
where C is a constant independent of ε. 
where C is a positive constant depending only on K.
Proof. Since the Jacobi operator J K is self-adjoint, this result follows from the standard elliptic estimates, cf. [15, 18] .
4.2.4.
Gap condition and invertibility of K ε .
Proposition 4.3. There is a sequence ε = ε j ց 0 such that for any ϕ ∈ C 0,α (K), there exists a unique e ∈ C 2,α (K) such that 
where C is a positive constant independent of ε j .
Proof. This is a semiclassical analysis of a Schrödinger operator. The arguments are similar in spirit as the ones used in the proof of Proposition 8.1 in [33] . We summarize them in the following two steps.
Step 1: There is a sequence ε j ց 0 such that for any ϕ ∈ L 2 (K), there exists a unique solution to (4.23) and satisfies
This fact follows from the variational characterisation of the eigenvalues and the Weyl's asymptotic formula.
Step 2: The unique solution satisfies (4.24) . This follows from standard elliptic estimates and Sobolev embedding theorem. Proof. It follows from the definitions and the estimate (3.32).
Lipschitz continuity.
According to the estimate of error, we define B λ := (φ ♭ , φ * , Φ I−1 , e) φ ♭ 2,ε,α ≤ λε I+1 , φ * 2,ε,α,ρ ≤ λε I+1 , Φ I−1 2,α ≤ λε, e * ≤ λε I−3k .
(4.28) Lemma 4.5. Given (φ ♭ 1 , φ * 1 , Φ I−1 , e 1 ), (φ ♭ 2 , φ * 2 , Φ I−1 , e 2 ) ∈ B λ , there is a constant C independent of ε such that the following estimates hold:
Proof. This proof is rather technical but does not offer any real difficulty. It is worth noting that the use of the norm φ ♭ 2,ε,α is crucial to estimate the term −η ε δ h −p pW p−1 φ ♭ in M ε (φ ♭ , φ * , Φ I−1 , e).
4.3.3.
Proof of Theorem 1.1. By the analysis in Section 4.1, the proof of Theorem 1.1 follows from the solvability of (4.9). Now we can use the results in the linear theory to rephrase the solvability of (4.9) as a fixed point problem. To do this, let Φ I−1 = Φ I−1,0 + Φ I−1 , where Φ I−1,0 solve the equation It is a simple matter to check that both M ε,1 and M ε,2 satisfy the properties in Lemmas 4.4 and 4.5. Taking I ≥ 3k + 1 and λ sufficiently large, Theorem 1.1 is now a simple consequence of a fixed point theorem for contraction mapping in B λ .
Appendix: Proof of Proposition 2.1
The proof is based on the Taylor expansion of the metric coefficients. We recall that the Laplace-Beltrami operator is given by
which can be rewritten as
Using the expansion of the metric coefficients determined above, we can easily prove that An easy computations yields
+ R 3 (ξ, Φ, ∇Φ, ∇ 2 Φ),
