Abstract. We show that Rudin-Plotkin isometry extension theorem in L p implies that when X and Y are isometric subspaces of L p and p is not an even integer, 1 ≤ p < ∞, then X is complemented in L p if and only if Y is; moreover the constants of complementation of X and Y are equal. We provide examples demonstrating that this fact fails when p is an even integer larger than 2.
Introduction
Complemented subspaces of Banach spaces and in particular of L p have been intensely studied since the introduction of the notion of a Banach space. Rosenthal [R70] and others (see the survey [F95] ) demonstrated that a class of complemented subspaces of L p is isomorphically very rich. Moreover it was shown that complemented subspaces of L p are not "isomorphically stable", i.e. there exist pairs of isomorphic subspaces X, Y of L p so that X is complemented and Y is not. It is even possible to take X, Y isomorphic to L p (see [LR69, R70, B..N77, Bn81] ).
In this paper we observe that complemented subspaces of L p are "isometrically stable" when p is not an even integer. That is, we show that if X, Y are isometric subspaces of L p (p = 4, 6, . . . ) and X is complemented in L p then Y is also complemented in L p , moreover, the constant of complementation does not change.
This fact is a consequence of the Rudin-Plotkin isometry extension theorem in L p , which fails when p is an even integer. We show that also the "isometric stability" of complemented subspaces fails in L p when p = 4, 6, . . . , i.e. we construct isometric subspaces U p , V p in L p so that V p is complemented and U p is not complemented in L p .
Our construction is based on the Rosenthal's construction of uncomplemented copy of X p in L p [R70] and thus we answer a question of Rosenthal formulated in [R70, Remark 1 after Proposition 5] whether or not X p,w is isometric to a complemented subspace of L p (no if p is not an even integer, yes if p = 4).
Our study is motivated by results of Dor [D75] , Schechtman [S79] and Alspach [A83] , who showed that if X is 1-complemented in L p , 1 ≤ p < ∞ and Y is (1 + ε)-isomorphic with X (for ε small enough, depending only on p) then Y is complemented in L p and the constant of complementation of Y tends to 1 as ε tends to 0. We do not know whether such an almost-isometric stability is valid for any class of complemented but not 1-complemented subspaces of L p .
We will use standard notation and facts from Banach space theory as may be found in [LTII] . The construction of the main example in Section 3 relies heavily on Rosenthal's construction of the space X p [R70] .
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2. Isometric stability of complemented subspaces of L p when p is not an even integer
We start with recalling Rudin-Plotkin isometry extension theorem [Rn76, P70, P74] (cf. also [Hn81, Ly78] ).
Here A 0 is the smallest σ-subalgebra making all functions from the space H measurable.
As an almost immediate consequence, we obtain: Corollary 2. Let p ≥ 1, p not an even integer, and let X be a K-complemented subspace of
Proof. Let T : Y −→ X denote the isometry between X and Y . Then by Theorem 1, there exists an extension of T ,
so that T = 1 and T | Y = T , where A 0 is the smallest σ-subalgebra, making all functions from Y measurable. By [An66] , there exists a contractive projection P 1 :
Then, for every y ∈ Y ,
so Q is a projection, and
Theorem 1 is not true when p is an even integer (p = 2), and also, Corollary 2 fails for p = 4, 6, . . . . The next section is devoted to the construction of the example.
Example
In this section, we will show that if p is an even integer greater than 2 then Theorem 2 fails in L p , i.e. we will show that there exist subspaces
Our construction is somewhat long and will be divided into several lemmas. First we observe that when p is an even integer, say p = 2k, then the p-norm of the sum of independent symmetric random variables is determined by the norms of the summands. Namely we have:
Lemma 3. Suppose that p = 2k, {f j } n j=1 are independent symmetric random variables and let f = n j=1 f j . Then f p depends only on the values of ( f j 2m )
. Namely we have
Proof.
Here, equality ( * ) holds by independence of f j 's and ( * * ) holds by symmetry of f j 's, and we use a convention that f j 0 0 = 1.
Notice that when p = 4, Lemma 3 implies:
Corollary 4. The uncomplemented subspace Y 4 of L 4 built in [R70, Corollary after Proposition 5] is isometric to a certain complemented subspace of L 4 spanned by 3-valued independent symmetric random variables.
Proof. Let g 1 , g 2 , . . . be a sequence of independent symmetric {+1, −1, 0}-valued random variables defined by Rosenthal in [R70, Corollary after Proposition 5], that is, |g 2n−2 | = 1 and |g 2n−3 | = (n log
Then, by Lemma 3,
Define a n = n + 2 + log 2 n n(1 + log 2 n)
1 2 ν n = 1 + 2 log 2 n + log 4 n n log 2 n + 2 log 2 n + log 4 n for n ≥ 2.
Let h n be {1, 0, −1}-valued symmetric independent random variables with |h n−1 | = ν n . Then a n h n−1 2 2 = a n 2 ν n = f n−1 2 2 a n h n−1 4 4 = a n 4 ν n = f n−1 4 4 .
Thus, by Lemma 3,
, and by [R70, Corollary after Proposi-
When p is an even integer larger than 4, our construction becomes more complicated, but it is also modeled on [R70, Corollary after Proposition 5].
We will construct subspaces U p , V p ⊂ L p as spans of certain sequences of independent symmetric random variables. V p will not be spanned by 3-valued random variables as in the case of p = 4, but it will be complemented in L p by a slight modification of the argument in [R70, Theorem 4] . U p will be uncomplemented and very similar to the space Y p from [R70, Corollary after Proposition 5].
We will show that U p and V p are isometric by showing that the 2m-norms of generators of U p and V p are the same for all m = 1, . . . , k, and by applying Lemma 3.
Consider independent random variables {g j,i } k=1, ∞ i=1, j=1 which are symmetric {+1, −1, 0}-valued, and such that |g j,i | does not depend on j when 1 ≤ i ≤ k, say |g j,i | = µ i for i = 1, . . . , k and denote |g j,k+1 | = ν j .
is a constant independent of µ 1 , . . . , µ k .
Proof. By Lemma 3, h j 2m depends only on g ji 2l 2l
. Moreover by (3) we have,
Proof. We again use (3) to get:
2l 2l
Our next goal is to show that it is possible to choose µ 1 , . . . , µ k andμ 1 , . . . ,μ k ,ν j so that
m (μ 1 , . . . ,μ k ,ν j ) for all m = 1, . . . , k, j ∈ N, and, consequently, so that V p = span{h j } and U p = span{f j } are isometric.
For that, fix j ∈ N and define F (j) : R k+1 −→ R k by:
First we will need:
Proof. By Lemma 6 for all m,
Thus ∂F
By Lemma 5 we get, that, with a convention i∈∅ µ i = 1,
To simplify equation (2) we will need the following notation: for any α, β : 0 ≤ α, β ≤ k, let
Notice that P 0 = P β,0 = 1, and
Therefore equation (2) becomes:
That is,
and so on. Thus the first row of the matrix of the derivative can be reduced to the row of ones (1, . . . , 1). Using the first row we can reduce the second row to the form (µ 1 , µ 2 , . . . , µ k ). Similarly, using the first two rows we reduce the third row to (µ 2 1 , µ 2 2 , . . . , µ 2 k ) and so on. Thus the matrix of the derivative for F (j) at (µ 1 , . . . , µ k ) reduces to the Vandermonde
Since µ 1 > µ 2 > . . . > µ k > 0, det V = 0 (see for example [HJ] ) and therefore Jacobian of F (j) at (µ 1 , . . . , µ k ) is nonzero, that is rank F (j) is maximal at the point (µ 1 , . . . , µ k ).
Next we want to show that rank F (j) is maximal in some large enough open set.
Lemma 8. There exist (µ 1 , . . . , µ k , 0) ∈ R k+1 and ε 0 > 0 such that for all j ∈ N, rank
with center x and radius r in R k+1 with the ℓ ∞ − norm).
Proof. Fix some (µ 1 , . . . , µ k ) with µ 1 > µ 2 > . . . > µ k > 0, (for example µ i = i k for i = 1, . . . , k) and let ε > 0 be such that ε < 1 2
Since the determinant is a continuous function of entries of a matrix there exists ε > 0 such that ε ≤ ε and if max 1≤m,β≤k
and let
Then, by (1)
Thus, if we define for µ = (µ 1 , . . . , µ k ), when m = 1, . . . , k − 1, β = 1, . . . , k
Further, define
Then, for all β = 1, . . . , k; we have
Thus det(b mβ (µ)) = 0. Hence we have
and (5) holds for all µ 1 , . . . , µ k with (µ 1 , . . . ,
Now we are ready to construct isometric subspaces V p and U p of L p as indicated before Lemma 7.
Proposition 9. There exist µ 1 > . . . > µ k > 0 and δ > 0 such that for all j ∈ N there exists µ
Proof. Proposition 9 is an immediate consequence of Lemma 8 and the general theory of multivariable maps whose derivatives are surjective. Namely we will use the following:
Preimage Theorem.(see e.g. [GP, p.21] ). Let X, Y be manifolds with dim X ≥ dim Y , f : X −→ Y and y ∈ f (X) be a value such that the derivative of f at every point x ∈ X with f (x) = y is surjective. Then the preimage f −1 (y) is a submanifold of X with dim f
Indeed, for each j ∈ N, consider the function F (j)
, where µ 1 , . . . , µ k , ε 0 are the numbers guaranteed by Lemma 8. Then, by Lemma 8, the derivative of
In particular y = F (j) (µ 1 , . . . , µ k , 0) satisfies the assumptions of the Preimage Theorem, and thus f −1 (y) is a submanifold of B ∞ ((µ 1 , . . . , µ k , 0), ε 0 j 2−p ) with dim f −1 (y) = (k + 1) − k = 1. Thus, to satisfy conclusions of Proposition 9, it is enough to take δ = min(ε 0 , µ k − ε 0 ) (recall that for all m = 1, . . . , k, F
i , ν j , i = 1, . . . , k, j ∈ N, satisfy conditions of Proposition 9 and let g j,i ,g j,i be such that |g
Then U p and V p are isometric.
Proof. Corollary 10 follows from Lemma 3, 5, 6 and Proposition 9.
Our next goal is to establish that V p is complemented and U p is not complemented in L p The proof that V p is complemented in L p is essentially the same as the proof that linear span of independent symmetric 3-valued random variables is complemented in L p [R70, Theorem 4] . The only difference is that in the case of 3-valued random variables f p · f q ≤ f 2 2 and in the case of our generating random variables h j there exists some larger constant
For the convenience of the reader we provide the proof (with only one change from the original).
Lemma 11. (cf. [R70, Theorem 4] ). Let 2 < p < ∞ and let h 1 , h 2 . . . be an infinite sequence of independent symmetric random variables so that there exists C with
Proof. Following Rosenthal, we define P to be the restriction to L p , of the orthogonal projection from
for all f ∈ L p . Now fix f ∈ L p and put
for all n .
Now let n be fixed and let c 1 , . . . , c n be such that
and [R70, Lemma 2(b) and the remarks following it] imply that:
Hence since n and c 1 , . . . , c n were arbitrary satisfying |c j | q ≤ 1 we have:
Thus (x j ) belongs to X p,w and (x j ) ≤ C f p . Hence by [R70, Theorem 3 and remarks following it], P f = x j f j belongs to V p and P f p ≤ C · K p f p , where K p is the constant from Rosenthal's inequality [R70, Theorem 3] .
To finish the proof of complementability of V p we need one more:
Lemma 12. When p is an even integer (p = 2k) then there exists C = C(p) so that
for all j ∈ N.
Proof. By [R70, Lemma 2 and Remark 1 after it] we have
where inequality ( * ) is valid since 1 > µ 1 > . . . > µ k > 0 and so, for every S ⊂ {1, . . . , k},
Thus we have:
Thus from Lemma 11 and 12 we obtain:
Remark . Notice that the constant C(p) in Lemma 12 goes to infinity very fast when p goes to infinity. Thus the constant of complementation of V p could be very large for large p. We do not know if it is possible to construct spaces U p and V p in such a way that constant of complementation of V p is bounded independently of p.
Our last step is to prove that:
Lemma 14. Assume that p is an even integer and p ≥ 6. Then U p is not complemented in L p .
Proof. This is an immediate consequence of [R70, Theorem 9] (cf. also [E70] ). Indeed we have Thus, by [R70, Theorem 9] , X p,w def = span e j + w j k i=1 b (j−1)k+i is not a continuous linear image of ℓ p ⊕ ℓ 2 (here (e j ), (b j ) denote unit vector bases in ℓ p and ℓ 2 , resp.) and we conclude that U p is uncomplemented in Z p and consequently in L p .
Remark . In the case when p = 4 Lemma 8 can be extended to say that rankF (j) = 2 at every point (µ 1 , µ 2 , ν j ) such that µ 1 > µ 2 > 0 and ν j > − 1 j 2 . Therefore also Proposition 9 can be satisfied with ν j arbitrarily large when p = 4; in particular there exists ν j with δ 2 j − 3 2 < ν j < δj satisfying all other conclusions of Proposition 9 and consequently also those of Corollary 10. When ν j is of this order of magnitude it is not difficult to check that U 4 is uncomplemented in L 4 (similarly to the proof of Lemma 14), however we felt that it is much simpler to rely on the illustrative Corollary 4 for the case p = 4, and we leave the details of the above mentioned computations to the interested reader.
