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a b s t r a c t
In this paper, one-stage prediction, filtering, and fixed-point smoothing problems
are addressed for nonlinear discrete-time stochastic systems with randomly delayed
measurements perturbed by additive white noise. The observation delay is modelled by
a sequence of independent Bernoulli random variables whose values – zero or one –
indicate that the real observation arrives on time or it is delayed one sampling time and,
hence, the available measurement to estimate the signal is not updated. Assuming that
the state–space model generating the signal to be estimated is unknown and only the
covariance functions of the processes involved in the observation equation are available,
recursive estimation algorithms based on linear approximations of the real observations
are proposed.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
One of the fundamental problems in signal processing, communications and control applications is the estimation of
stochastic signals from noisymeasurements. Classically, to address such problems it is assumed that, at each sampling time,
the available measurement contains information about the current signal. Nevertheless, in many situations, the measured
data are transmitted via communication channels and may be delayed due to, for example, noise in the communication
medium, protocol malfunctions, etc. Several results have been proposed when the observation delays are constant and
known (see e.g. [1] and the references therein); however, there are many practical problems where, due to the numerous
sources of uncertainty, the delays are randomly varying, so they are better modelled by stochastic processes.
Random-delay models arise frequently in engineering applications, communication theory and control applications
(e.g. [2,3]) and randomly delayed observations have been widely used in estimation problems related to these situations.
Systemswith random timedelays are always non-Gaussian and, hence, the least-squares estimators are not easily obtainable
by recursive algorithms; so, as in other kinds of non-Gaussian systems, the estimation problem from delayed observations
has been focused on the search for suboptimal estimators (mainly, linear ones). Much has been published on this subject,
and modifications of the standard algorithms, explicitly incorporating the effects of random delays, have been proposed.
Assuming that the state–spacemodel of the signal is known, Yaz and Yaz [4] propose a reformulation of the state estimation
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problem for linear discrete-time systems with white stochastic parameters in terms of linear matrix inequalities, that can
be applied to both the estimation with random sensor delay and the estimation under observation uncertainty, where each
measurement can either contain signal and noise, or be only noise. Matveev and Savkin [5] address the minimum variance
state estimation problem from observations that may incur independent delays. Sinopoli et al. [6] present a Kalman filtering
formulation for systems with communication delays, modelling the observation arrival as a random process. For linear
uncertain discrete-time systems subject to random sensor delays, Wang et al. [7] address the robust filtering problem with
variance constraints and,more recently, Yang et al. [8] has proposed a finite-horizon suboptimal filter for this kind of system.
For practical situations where it is not possible to write down the state–space equations, an alternative approach to the
estimation problem from randomly delayed observations, using only the covariance functions of the processes involved in
the observation equation, is used in [9–11].
On the other hand, nonlinear estimation has been an active research area over recent decades due to their wide
applicability in practical situations, and several approaches have been proposed in the literature [12,13]. Most solutions
to nonlinear estimation problems involve approximations, and choosing appropriate approximations for the particular
problem is a critical step in developing a successful solution for many of these problems. One of the most common
approaches is the extended Kalman filter, based on linear approximations of the nonlinear system equations; other
important approaches are unscented Kalman filters, particle filters, exact nonlinear filters, and nonrecursive and semi-
recursive filters (see [14] and the references therein for a survey).
The dynamic behavior of many nonlinear systems can also contain time delays, due to the very nature of the system
or to the time required to measure some of the variables, for example. Assuming the knowledge of the state–space model
and considering that the delays are known, the filtering problem is investigated in [15] for a class of nonlinear discrete-time
stochastic systemswith state delay, and in [16] for nonlinear continuous-time stochastic systemswith delayed observations;
more recently, considering stochastically delayed observations, two filtering algorithms have been proposed in [17] for
nonlinear discrete-time systems.
However, when the state–space model of the signal is not available, the estimation problem for nonlinear systems
from observations with stochastic delays has been poorly investigated. This paper is concerned with this open problem;
specifically, considering one-step randomly delayed nonlinear observations, in which the Bernoulli variables describing
the delay are independent, and assuming that only the covariance functions of the processes involved are known, the
aim is to obtain recursive one-stage prediction, filtering and fixed-point smoothing algorithms. For this purpose, linear
approximations of the real observations are performed and an innovation approach is used to address the signal estimation
problem from the linearized observations.
2. Observation model, problem statement and assumptions
In this section, the estimation problem of an n-dimensional discrete-time random signal, xk, is formulated under the
assumption that, at each sampling time, the available measurement of the signal can be updated or one-step delayed in a
random way, so the delay can be modelled as a stochastic process. First, the observation model and the hypotheses about
the signal and noise processes are described.
2.1. Delayed nonlinear observation model
Consider the nonlinear discrete-time observation model described by
y˜k = hk(xk)+ vk, k ≥ 1 (1)
where y˜k is the m-dimensional real measurement at the sampling time k; xk is the n-dimensional signal vector to be
estimated; vk is an additive noise perturbing the measurements; and hk is a nonlinear vector function.
To address the estimation problem, the following hypotheses are assumed:
(H1) The signal process, {xk; k ≥ 1}, has zero mean, and its autocovariance function admits a factorization in a semi-
degenerate kernel form; that is, Kk,s = E[xkxTs ] = AkBTs , s ≤ k, where A and B are known matrix functions.
(H2) The noise process, {vk; k ≥ 1}, is a zero-meanwhite sequencewith known autocovariance function E[vkvTk ] = Rk, k ≥
1.
(H3) The nonlinear function hk is infinitely often continuously differentiable for all k ≥ 1.
Assume that the first real observation y˜1 is always available for the estimation, but that, at any time k > 1, the observation
can be either delayed by one sampling period or updated with known probabilities. Thus, the available observations can be
described by
yk = (1− γk)˜yk + γk˜yk−1, k > 1; y1 = y˜1 (2)
where γk is a Bernoulli random variable taking the value 1 with probability pk and the value 0 with probability 1 − pk.
Clearly, if γk = 1, then yk = y˜k−1 and the measurement is delayed with probability pk; otherwise, γk = 0, which implies
that yk = y˜k, so the measurement is updated with probability 1− pk. Also, independence between delays at different times
is assumed. More specifically, the following additional hypotheses are supposed:
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(H4) {γk; k > 1} is a sequence of independent Bernoulli variables with P[γk = 1] = pk.
(H5) The processes {xk; k ≥ 1}, {vk; k ≥ 1} and {γk; k > 1} are mutually independent.
2.2. Least-squares (LS) estimation problem
Let Y L = {y1, . . . , yL} denote the history of the observations till the time instant L. Then, the LS estimator of the signal
xk based on such observations is the expectation of the conditional distribution of xk given Y L. Due to the random delay in
the observations, the distribution of each observation yj is a mixture, or weighted sum, of two distributions (corresponding
to γj = 0 and γj = 1), and hence the computation of the conditional distribution of xk given Y L requires an exponentially
growingmemorywith L. For this reason, even if the functions hk are linear, the research of the estimation problem in systems
with randomly delayed observations has usually been focused on the search for suboptimal (basically linear) estimators,
obtained by approximating such conditional expectation.
Our aim is to obtain a recursive algorithm for the LS linear estimator of the signal xk based on the observations Y L. As is
known, this estimator is the orthogonal projection of the vector xk onto the linear space spannedbyY L. Since the observations
are generally nonorthogonal vectors, we use an innovation approach, based on an orthogonalization procedure wherein we
transform the observation process {yk; k ≥ 1} to an equivalent one (innovation process) of orthogonal vectors {µk; k ≥ 1},
equivalent in the sense that each set {µ1, . . . , µL} spans the same linear subspace as Y L. The vectorµk, named the innovation
at time k, is defined as µk = yk − ŷk/k−1, where ŷk/k−1, the one-stage linear predictor of yk, is the projection of yk onto the
linear subspace spanned by {µ1, . . . , µk−1}. The replacement of the observation process by the innovation one leads to the





where Sk,i = E[xkµTi ] andΠi = E[µiµTi ].
The aim of this paper is to establish recursive algorithms for the following three estimation problems: one-stage
prediction (L = k− 1), filtering (L = k), and fixed-point smoothing (L > k). In view of (3), to deal with these problems the
explicit form of the innovations µi must be obtained and, for this purpose, we shall deduce the formula for the observation
predictor ŷi/i−1; however, due to the nonlinearity of the function hi, this task is not easy and it is necessary to use some
approximation. Herewe propose to approximate ŷi/i−1 by linearizing the functions h as follows: assuming that the one-stage
predictor x̂i/i−1 and the filter x̂i−1/i−1 are both known, hi and hi−1will be linearized using their Taylor series expansions about
x̂i/i−1 and x̂i−1/i−1, respectively, as detailed below.
2.3. Linearization procedure
Taking into account (1), the observation Eq. (2) is written as
yk = (1− γk) [hk(xk)+ vk]+ γk [hk−1(xk−1)+ vk−1] , k > 1; y1 = h1(x1)+ v1. (4)
Now, if the predictor x̂k/k−1 and the filter x̂k−1/k−1 are available, the functions hk and hk−1 are linearized by replacing
them with their first-order approximations in the Taylor series expansions about these estimations. Then, by denoting
Hk = dhk(x)dx
∣∣∣x=̂xk/k−1 , Hk−1 = dhk−1(x)dx ∣∣∣x=̂xk−1/k−1 , Eq. (4) can be approximated by
yk = (1− γk) [Hkxk + vk]+ γk
[
Hk−1xk−1 + vk−1
]+ (1− γk)bk + γkbk−1, k > 1;
y1 = H1x1 + v1 + b1, (5)
where bk = hk(̂xk/k−1)− Hk̂xk/k−1 and bk−1 = hk−1(̂xk−1/k−1)− Hk−1̂xk−1/k−1.
3. Recursive estimation algorithms
In this section, recursive algorithms for the LS linear one-stage predictor, filter, and fixed-point smoother of the signal
xk from the approximated observations (5) are derived. In our approach, we consider the general expression (3) for the
signal estimators and, as indicated, we start by obtaining approximations for the observation predictor from the linearized
observations (5).
3.1. Observation predictor and innovation process




Tk,iΠ−1i µi + (1− pk)bk + pkbk−1, k > 1; ŷ1/0 = b1. (6)
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Hence, assuming that the innovationsµi and its covariancesΠi are known for i ≤ k−1,weneed to determine the coefficients
Tk,i = E[ykµTi ] = E
[
(1− γk)(Hkxk + vk)µTi + γk(Hk−1xk−1 + vk−1)µTi
]
for k > 1 and 1 ≤ i ≤ k− 1.
Using the model hypotheses and denoting Fk = pk+1(1− pk)Rk, for k > 1, and F1 = p2R1, after some manipulations the
following expression is obtained:
Tk,i =
{
(1− pk)HkSk,i + pkHk−1Sk−1,i, 1 ≤ i ≤ k− 2,
(1− pk)HkSk,k−1 + pkHk−1Sk−1,k−1 + Fk−1, 1 ≤ i = k− 1. (7)
Then, substituting (7) in (6), the observation predictor is given by
ŷk/k−1 = (1− pk)
[
Hk̂xk/k−1 + bk
]+ pk [Hk−1̂xk−1/k−1 + bk−1]+ Fk−1Π−1k−1µk−1, k > 1;
ŷ1/0 = b1. (8)
Hence, the innovation µk for the problem at hand is a function of the new observation yk, the signal one-stage predictor
x̂k/k−1, the signal filter x̂k−1/k−1, and the previous innovation µk−1:
µk = yk − (1− pk)
[
Hk̂xk/k−1 + bk
]− pk [Hk−1̂xk−1/k−1 + bk−1]− Fk−1Π−1k−1µk−1, k > 1;
µ1 = y1 − b1. (9)
Next, expressions for the signal one-stage predictor and filter will be derived.
3.2. Signal predictor x̂k/k−1 and filter x̂k/k








Therefore, we must calculate the coefficients Sk,i = E[xkµTi ] for i ≤ kwhich, from (9), satisfy
Sk,i = E[xkyTi ] − (1− pi)E[xk̂x Ti/i−1]HTi − piE[xk̂x Ti−1/i−1]H Ti−1 − E[xkµTi−1]Π−1i−1Fi−1.
Then, using (3) for x̂i/i−1 and x̂i−1/i−1, and the model hypotheses, it is easy to see that the coefficients Sk,i can be expressed
as
Sk,i = AkJi, 1 ≤ i ≤ k (10)
where, denoting GBi = (1− pi)HiBi + piH i−1Bi−1 for i > 1 and GB1 = H1B1, the factor J is a matrix function satisfying





(1− pi)HiSi,j + piH i−1Si−1,j
]T − Ji−1Π−1i−1Fi−1, i > 1;
J1 = GTB1 .
(11)
Substituting (10) in (3), the following expressions for the signal predictor and filter are obtained:
x̂k/k−1 = AkOk−1, x̂k/k = AkOk, (12)
where the vector Ok is defined as Ok =
k∑
i=1
JiΠ−1i µi or, equivalently, by the following recursive relation:
Ok = Ok−1 + JkΠ−1k µk, k ≥ 1; O0 = 0. (13)
Now, expressions for the matrix Jk and the innovation covarianceΠk, necessary to calculate Ok, are derived.
3.3. Expression for Jk
Substituting (10) in (11) for i = k, and denoting GAk = (1 − pk)HkAk + pkHk−1Ak−1, the following expression for Jk is
obtained:






j = E[OkOTk] is recursively calculated by
rk = rk−1 + JkΠ−1k JTk , k ≥ 1; r0 = 0. (15)
1164 R. Caballero-Águila et al. / Computers and Mathematics with Applications 58 (2009) 1160–1168
3.4. Innovation covariance matrices
Since the observation predictor ŷk/k−1 is orthogonal to the innovation µk, the innovation covarianceΠk = E[µkµTk] can
be expressed asΠk = E[ykyTk] − E [̂yk/k−1̂y Tk/k−1].
On the one hand, from (5) and the model hypotheses, we obtain





]+ (1− pk)bkbTk + pk [Hk−1Ak−1BTk−1HTk−1 + Rk−1]+ pkbk−1bTk−1, k > 1;
E[y1yT1] = H1A1BT1HT1 + R1 + b1bT1.
On the other hand, to derive E [̂yk/k−1̂y Tk/k−1], we substitute (12) in (8), obtaining
ŷk/k−1 = GAkOk−1 + Fk−1Π−1k−1µk−1 + (1− pk)bk + pkbk−1, k > 1.
From this expression, taking into account that E[OkOTk] = rk and using (14), one immediately sees that
E [̂yk/k−1̂y Tk/k−1] = GAk
[
GTBk − Jk
]+ Fk−1Π−1k−1 [JTk−1GTAk + Fk−1]
+ [(1− pk)bk + pkbk−1] [(1− pk)bk + pkbk−1]T , k > 1;
E [̂y1/0̂y T1/0] = b1bT1.
Substituting these expectations in the innovation covarianceΠk, the following formula is obtained:











]+ pk(1− pk) [bk − bk−1] [bk − bk−1]T , k > 1;
Π1 = H1A1BT1HT1 + R1.
(16)
3.5. One-stage prediction and filtering algorithm
The above results lead to the following recursive one-stage prediction and filtering algorithm.
The one-stage predictor x̂k/k−1 and the filter x̂k/k of the signal xk are obtained as
x̂k/k−1 = AkOk−1, x̂k/k = AkOk,
where the vector Ok is recursively calculated from
Ok = Ok−1 + JkΠ−1k µk, k ≥ 1; O0 = 0.
Denoting GZk = (1 − pk)HkZk + pkHk−1Zk−1, for k > 1, GZ1 = H1Z1, with Z = A, B, and Fk = pk+1(1 − pk)Rk, for k > 1,
F1 = p2R1, the matrix function J satisfies
Jk = GTBk − rk−1GTAk − Jk−1Π−1k−1Fk−1, k ≥ 2; J1 = GTB1 .
The innovation µk satisfies
µk = yk − GAkOk−1 − Fk−1Π−1k−1µk−1 − (1− pk)bk − pkbk−1, k > 1; µ1 = y1 − b1
andΠk, the innovation covariance matrix, is given by











]+ pk(1− pk) [bk − bk−1] [bk − bk−1]T , k > 1;
Π1 = H1A1BT1HT1 + R1.
The covariance matrices rk of the vectors Ok are recursively calculated from
rk = rk−1 + JkΠ−1k JTk , k ≥ 1; r0 = 0.
3.6. Fixed-point smoothing algorithm
From (3), the fixed-point smoother, x̂k/L, L > k, satisfies the following recursive relation:
x̂k/L = x̂k/L−1 + Sk,LΠ−1L µL, L > k
with the filter x̂k/k as initial condition. Consequently, the coefficients Sk,L = E[xkµTL ] = E[xkyTL ] − E[xk̂y TL/L−1] must be
calculated for L > k.
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Using the model hypotheses, it is easy to see that, for L > k, E[xkyTL ] = BkGTAL . On the other hand, taking into account (8)
and (12), we obtain
E[xk̂y TL/L−1] = E[xkOTL−1]GTAL + Sk,L−1Π−1L−1FL−1.
Consequently, just by denoting Ek,L = E[xkOTL ], and using (10) for the initial condition, the following recursive formula for
Sk,L is deduced:
Sk,L = [Bk − Ek,L−1]GTAL − Sk,L−1Π−1L−1FL−1, L > k; Sk,k = AkJk.
Finally, the following recursive relation for Ek,L = E[xkOTL ] is immediate from (13):
Ek,L = Ek,L−1 + Sk,LΠ−1L JTL , L > k.
Its initial condition is derived taking into account that the filtering error xk − x̂k/k is orthogonal to the vector Ok and,
consequently, Ek,k = E [̂xk/kOTk]. Hence, using the formula for the filter and, since rk = E[OkOTk], we conclude that Ek,k = Akrk.
These results are summarized in the following recursive fixed-point smoothing algorithm.
For the delayed observation model (5), the signal fixed-point smoother, x̂k/L, L > k satisfies
x̂k/L = x̂k/L−1 + Sk,LΠ−1L µL, L > k,
where the filter x̂k/k (initial condition) and the innovation µL are both given in the one-stage prediction and filtering algorithm.
The matrices Sk,L are recursively calculated from
Sk,L = [Bk − Ek,L−1]GTAL − Sk,L−1Π−1L−1FL−1, L > k; Sk,k = AkJk,
with
Ek,L = Ek,L−1 + Sk,LΠ−1L JTL , L > k; Ek,k = Akrk,
where the matrix functions G, F ,Π , J and r are also specified in the one-stage prediction and filtering algorithm.
4. Numerical simulation example
A simple numerical simulation example concerning the phasemodulation of analog communication systems is presented
to illustrate the usefulness of the recursive algorithms proposed in this paper. Consider the following scalar carrier signal:
zk = hk(xk) = cos(2pi fpk∆+mAxk),
where fp = 10 Hz is the carrier frequency, ∆ = 0.01 is the sampling period of the modulating signal xk, and mA = 2
represents the phase sensitivity. Assume that themodulating signal xk is a stationary stochastic processwith autocovariance
function
















(α2 − α1) (α1α2 + 1)














Suppose that the observations of the carrier signal zk are given by
yk = (1− γk) [zk + vk]+ γk [zk−1 + vk−1] , k > 1; y1 = z1 + v1,
where {γk; k > 1} is a sequence of independent Bernoulli random variables with P [γk = 1] = 0.2, for all k, and {vk; k ≥ 1}
is a zero-mean white Gaussian noise with Var [vk] = 0.25, for all k.
According to the theoretical study, the functions Hk and Hk−1 in Eq. (5) are
Hk = −mAsin(2pi fpk∆+mÂxk/k−1), Hk−1 = −mA sin(2pi fp(k− 1)∆+mÂxk−1/k−1).
Under these conditions, the phase demodulation problem, consisting of estimating the signal xk from the observed
values yk, is considered. For this purpose, we ran a program in MATLAB, simulating at each iteration, k, the carrier and
modulating signal, zk and xk, respectively, and the observed values yk, for k = 1, . . . , 50, and providing the filtering and
fixed-point smoothing estimates of xk obtained in Sections 3.5 and 3.6. Some independent random simulations (each with
50 iterations) have been run for different delay probabilities, and the results are analogous to those obtained for the current
delay probability (p = 0.2).
First, the results of one single simulation of the modulating signal xk, and the observations yk, are presented in Fig. 1,
together with the proposed filtering estimate x̂k/k and fixed-point smoothing estimate x̂k/k+10. As expected, these figure
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Fig. 1. Modulating signal xk , delayed observations yk , filtering estimates x̂k/k , and fixed-point smoothing estimates x̂k/k+10 .
Fig. 2. |BIASk| for the filtering estimate x̂k/k and fixed-point smoothing estimate x̂k/k+10 .
shows that the smoothing estimate follows the signal evolution better than the filtering estimate, which means that the
estimation performance is better as the number of available observations increases.
The accuracy of the proposed estimators is measured using the bias and the root mean square error criteria. For this
purpose, 1000 independent simulations have been performed; if, for s = 1, . . . , 1000, {x(s)k , k = 1, . . . , 50} denotes the set
of simulated signal data obtained in the sth simulation, and {̂x(s)k/k, k = 1, . . . , 50} denotes the corresponding set of filtering
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Fig. 3. RMSEk for the filtering estimate x̂k/k and fixed-point smoothing estimate x̂k/k+10 .
Analogously, denoting by {̂x(s)k/k+10, k = 1, . . . , 50} the set of fixed-point smoothing estimates in the sth simulation, the bias













Fig. 2 displays the absolute values |BIASk|, k = 1, . . . , 50, corresponding to the filtering and fixed-point smoothing
estimates. Confirming the results corresponding to a single simulation, this figure shows that the bias of the smoothing
estimates is somewhat lower than that of the filtering estimates, which means that, according to the bias criterion, the
smoother performance is better than the filter one.
For both estimators, the values RMSEk, k = 1, . . . , 50 are shown in Fig. 3. From this figure it is seen that the root mean
square error of the fixed-point smoothing estimates is less than that of the filtering estimates and, consequently, according
to the root mean square error criterion, the smoothing estimator also performs significantly better than does the filtering
estimator.
5. Conclusions
Recursive one-stage prediction, filtering, and fixed-point smoothing algorithms to estimate signals from nonlinear
delayed observations perturbed by white noise are proposed. Assuming that the Bernoulli random variables describing the
delay in the observations are independent and that the state–space model generating the signal is unknown, the algorithm
is derived by using covariance information. The performance of the proposed filtering algorithm is illustrated by a numerical
simulation example concerning the phase demodulation problem. The study performed in this paper provides interesting
future research topics, since it can be generalized tomore complex situations involving, for example, nonlinear observations
coming from multiple randomly delayed sensors with different delay characteristics, or nonlinear observations that can be
delayed one or more sampling periods.
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