In this paper, we consider multistopping problems for finite discrete time sequences X1, . . . , Xn. m-stops are allowed and the aim is to maximize the expected value of the best of these m stops. The random variables are neither assumed to be independent not to be identically distributed. The basic assumption is convergence of a related imbedded point process to a continuous time Poisson process in the plane, which serves as a limiting model for the stopping problem. The optimal m-stopping curves for this limiting model are determined by differential equations of first order. A general approximation result is established which ensures convergence of the finite discrete time m-stopping problem to that in the limit model. This allows the construction of approximative solutions of the discrete time m-stopping problem. In detail, the case of i.i.d. sequences with discount and observation costs is discussed and explicit results are obtained.
1. Introduction. In this paper, we consider multistopping problems for discrete time sequences X 1 , . . . , X n . In comparison to the usual stopping problem, there are m stops 1 ≤ T 1 < · · · < T m ≤ n allowed. The aim is to determine these stopping times in such a way that
Thus, the gain of a stopping sequence (T i ) i≤m is the expected maximal value of the m choices X T i . In the case m = 1, this stopping problem reduces to the classical Moser problem [Moser (1956) ]. We will see that optimal m-stopping times exist and are determined by a recursive description.
Our aim is to obtain explicit approximative solutions of the m-stopping problem in (1.1) under general distributional conditions. In particular, we
Here X n i = X i −bn an is a nomalization of the X i induced typically from the central limit theorem for maxima respectively related point process convergence results. Our aim is to prove that under some regularity conditions the optimal m-stopping problem of X 1 , . . . , X n can be approximated by a suitable formulated m-stopping problem for the continuous time Poisson process N which serves as a limiting model for the discrete time model. Furthermore, we want to show that the stopping problem in the limit model can be solved in explicit form. The solution is described by an increasing sequence of stopping curves with their related threshold stopping times. These curves solve usual one-stopping problems for transformed Poisson processes and are characterized by differential equations of first order, which can be solved either in exact form or numerically. The solution for the limit model also allows us to construct approximative optimal stopping times for the discrete time model. We apply this approach in detail to the m-stopping of sequences X i = c i Z i + d i with discount and observation costs and i.i.d. sequences Z i .
It has been observed in several papers in the literature that optimal stopping may have an easier solution in a related form for a Poisson number of points or for imbedded homogeneous Poisson processes as for instance in the classical house selling problem or in best choice problems. For m = 1 [see, e.g., Chow, Robbins and Siegmund (1971) , Sakaguchi (1976) , Bruss and Rogers (1991) , Gnedin and Sakaguchi (1992) , Gnedin (1996) , Baryshnikov and Gnedin (2000) ]. For general reference, we refer to Ferguson (2007) , Chapter 2. For m ≥ 1, multistopping problems were introduced in Haggstrom (1967) who derived some structural results corresponding roughly to Theorem 2.3; compare also some extensions in Nikolaev (1999) . The two stopping problem has been considered in the case of Poissonian streams in Saario and Sakaguchi (1992) . In this paper, differential equations were derived corresponding to those for the one-stopping problems in Karlin (1962) , Siegmund (1967) and Sakaguchi (1976) . Multiple buying-selling problems were studied in Bruss and Ferguson (1997) based on a vector valued formulation with pay-off given by the sum of the m-choices instead of the max as in (1.1); see also the extension in Bruss (2010) . In Kühne and Rüschendorf (2002) the case of 2-stopping problems for i.i.d. sequences was treated based on the approximative approach in Kühne and Rüschendorf (2000a) . The results in this paper were rederived in Samuel-Cahn (2004, 2006) and in Goldstein and Samuel-Cahn (2006) . In case m = 1 based on this approximation for several classes of independent and dependent sequences optimal solutions have been found in explicit form [see Rüschendorf (2000b, 2004) and Faller and Rüschendorf (2009) ]. The present paper establishes an extension of the approximative approach as described above to m-stopping problems as in (1.1). It is based on the dissertation of Faller (2009) to which we refer for some technical details in the proofs.
The program to establish this approximation approach in general is based on the following steps. In Section 2, we formulate the necessing recursive characterization of the optimal solutions of the m-stopping problem corresponding to Bellman's optimality equation. Section 3 is devoted to solve the m-stopping problem for the limit model of an inhomogeneous Poisson process. A particular difficulty arises from the fact that in the limit model the intensity function is typically infinite along a lower boundary curve, In consequence, known stationary Markovian techniques as for homogenous Poisson processes do not apply. The main result, Theorem 3.3, shows that the optimal m-stopping problem can be reduced to m 1-stopping problems for transformed Poission processes. The optimal stopping curves are characterized by a sequence of differential equations of first order.
In Section 4, we are able to derive explicit solutions for some classes of differential equations, as appearing in the description of the optimal stopping curves. This part is based on developments in Faller and Rüschendorf (2009) for the case m = 1. Section 5 gives the basic approximation theorem (Theorem 5.2) allowing to approximate the finite discrete problems by m-stopping in the limit model. The proof of this result needs to develop a new technique. It also uses essentially the extension of the convergence of multiple stopping times in Proposition 5.1 in Faller and Rüschendorf (2009) for m = 1 to m ≥ 1. We restrict our presentation to the essential new part of this proof. Finally in Section 6 we obtain as application solutions in explicit form for optimal m-stopping problems for sequences X i = c i Z i + d i with Z i i.i.d. and with discount and observation costs c i , d i . It is remarkable that we get detailed results including the asymptotic constants as well as approximative optimal stopping sequences in explicit form. Our aim is to extend these results in subsequent papers to further classes of stopping problems as to selection problems, to the sum cost case as well as to some classes of dependent sequences. It seems also possible as done in the case m = 1, to extend this approach to the case where cluster processes arise in the limit.
2. m-stopping problems for finite sequences. In this section, we give a formulation of the optimality principle for the m-stopping of discrete recursive sequences. Given a discrete time sequence (X i , F i ) 1≤i≤n in a probability space (Ω, A, P ) with filtration F = (F i ) 0≤i≤n the m-stopping problem (1 ≤ m ≤ n) is to find stopping times 1
In case m = 1, (2.1) is identical to the usual (one-)stopping problem. A well-known recursive solution of this problem [see Chow, Robbins and Siegmund (1971) , Theorem 3.2] is based on the threshold curves W i = W F (X i+1 , . . . , X n ) of the optimal stopping time defined by
We need a version of this classical result for stopping times larger than a given stopping time S.
Proposition 2.1 (Recursive solution of one-stopping problems).
(a) For any time point 0 ≤ k ≤ n − 1, the F -stopping time
is optimal in the sense that for any F -stopping time T > k we have
is optimal in the sense that for any F -stopping time T with S < T on {S < n} and S = T on {S = n} we have
Remark 2.2. For m stopping problems, the following variant of Proposition 2.1 will also be needed [for details of the proof, see Faller (2009)] .
Let Y 1 , . . . , Y n : (Ω, A, P ) → E be random variables taking values in a measurable space E and F := (F i ) 0≤i≤n a filtration in A such that σ(Y i ) ⊂ F i for all 1 ≤ i ≤ n. Let S be an F -stopping time, let Z : (Ω, A, P ) → R be F Smeasurable and h : E × R → R be measurable with Eh(Y i , Z) + < ∞. Also define recursively for z ∈ R
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Then the F stopping time
where Z i := Z1 {S≤i} is optimal in the sense that for any further F -stopping time T with S < T on {S < n} and S = T on {S = n} we have
Similar as for the one-stopping problems the idea of solving (2.1) is simple. The ℓth stopping time T ℓ should be i if the (m − ℓ)-stopping value past i with guarantee value X i is in expectation larger than the (m − ℓ + 1)-stopping value past i and with guarantee value reached before time i. This idea leads to the following construction. Define W 0 i (x) := x for x ∈ R and inductively
The related threshold stopping times are defined recursively for k ≤ n − m by
≤i} . Equation (2.9) corresponds to a sequence of m one-stopping problems for (more complicated) transformed sequences of random variables. The following result extends the classical recursive characterization of optimal stopping times for one-stopping problems in Proposition 2.1 to the case m ≥ 1. Related structural results can be found in the papers of Haggstrom (1967) , Saario and Sakaguchi (1992) , Bruss and Ferguson (1997) , Nikolaev (1999) , Bruss and Delbaen (2001) and Kühne and Rüschendorf (2002) . Theorem 2.3 (Recursive characterization of m-stopping problems). The F -stopping times (T m ℓ (k, x)) 1≤ℓ≤m are optimal in the sense that for all Fstopping times (T ℓ ) 1≤ℓ≤m with k < T 1 < · · · < T m ≤ n we have Kühne and Rüschendorf (2002) , Proposition 2.1. In general, the recursive characterization of optimal m-stopping times and values is difficult to evaluate. Our aim is to prove that one can construct optimal m-stopping times and values approximatively by considering related limiting m-stopping problems for Poisson processes in continuous time.
3. m-stopping of Poisson processes. In this section, we deal with the optimal m-stopping problem for the limit model given by a Poisson point process N . We consider a Poisson process N = k δ (τ k ,Y k ) in the plane restricted to some set
where f : [0, 1] → R ∪ {−∞} is a continuous lower boundary function of N . The intensity of N may be (and in typical cases is) infinite along the lower boundary f . As in Kühne and Rüschendorf (2000a) , respectively, Faller and Rüschendorf (2009) who consider the case m = 1, we assume that the intensity measure µ of N is a Radon measure on M f with the topology on M f induced by the usual topology on [0, 1] × R. Thus any compact set A ⊂ M f has only finitely many points. By convergence in distribution "N n d → N on M f ," we mean convergence in distribution of the restricted point processes. This is the basic assumption made in this paper.
We generally assume the boundedness condition 
is for each t a monotonically nondecreasing function, v(·, x) is for each x a monotonically nonincreasing function.
Define c := f (1) and for any guarantee value x ∈ [c, ∞) and t ∈ [0, 1) the optimal stopping curveû of the transformed Poisson process bŷ
It will be shown in the following proposition that the treshold stopping time corresponding toû is an optimal stopping time for the Poisson process. For the basic notions of stopping of point processes; see Kühne and Rüschendorf (2000a) , respectively, Faller and Rüschendorf (2009) . The following proposition is the analogue of Proposition 2.1 for continuous time Poisson processes. It is essential for the solution of the m-stopping problem of N .
Proposition 3.1 (Optimal stopping times larger than S). Let N satisfy the boundedness condition ( B), let v satisfy condition (3.1) and assume the following separation condition for the optimal stopping boundaryû:
with the optimal stopping time
(b) Let S be an N -stopping time, let Z ≥ c be real A S -measurable with EZ + < ∞ and T (S) the set of all N -stopping times T with T > S on {S < 1} and T = 1 on {S = 1}. Then T (S, Z) ∈ T (S) is optimal in the sense that
for all T ∈ T (S).
Proof. (a) The statement in (a) is proved by discretization. Sincef is continuous andû(·, c) is right continuous there exists a monotonically nonincreasing, continuous functionf
Then for t ∈ [0, 1) by Proposition 2.1, we have
with the optimal A n -stopping time
The function w n (·, x) is monotonically nonincreasing and constant on the intervals [0,
For the proof of (1) note that for any stopping time T > t, T n := ⌈T 2 n ⌉ 2 n is an A n -stopping time with T n > t and
The proof of (2) is similar. If T > t is an A n+1 -stopping time, then
is an A n -stopping time with T ′ > t and T ′ − 1 2 n < T ≤ T ′ . Thus, as above, we obtain w n (t, x) ≥ w n+1 (t, x).
Relations (1) and (2) imply the existence of a monotonically nonincreasing function w(·, x) : [0, 1] → R ∪ {−∞} with w(·, x) ≥û(·, x) and w n (·, x) ↓ w(·, x) pointwise. It can be shown by our assumptions on v and N that w is continuous [see Faller (2009) 
with the stopping time
For the proof, note that monotone convergence of w n (·, x) and continuity of the limit ω implies uniform convergence from above. Thus, for x ∈ [c, ∞) points of N on the graph of w(·, x) are ignored by all stopping times T n (t, x) and T (t, x). The second equality ( * ) holds since w(t, x) ≥û(t, x) ≥ v(t, x) and since by assumption v(t, ·) is strictly monotonically increasing. This implies by Fatou's lemma the following sequence of inequalities:
, which means thatû(·, x) is the optimal stopping curve of the Poisson processN with guarantee value v(1, x).
(b) To prove optimality of the stopping time T (S, Z), set S n := ⌈S2 n ⌉ 2 n . Then S n is an A n -stopping time and by (3.8) holds
Let T (S n ) be the set of all A n -stopping times T n with T n > S n on {S n < 1} and T n = S n on {S n = 1}. Let T ∈ T (S). By discretization T > S in general does not imply
2 n . Thus, we modify the discretization and define
As A S ⊂ A Sn we conclude
and by the Lemma of Fatou we have by (3.10)
As T > S was chosen arbitrary this implies (b).
In the sequel, we need the following differentiability condition to be fulfilled.
(D) Assume that there is a version of the density g of µ on M f such that the intensity function
The following proposition determines the intensity function of transformed Poisson processes.
Proposition 3.2 (Intensity function of transformed Poisson processes).
Let N = δ (τ k ,Y k ) be a Poisson process with intensity function G satisfying the boundedness condition ( B). Let v : M f → R, v = v(t, x) be a C 1 -function monotonically nonincreasing in t and monotonically nondecreasing in x with v(t, ∞) = ∞ for all t ∈ [0, 1]. Define R(t, x) := (t, v(t, x)) and
is a Poisson process on M fv with intensity measure µ = µ • R −1 and intensity fuction G(t, y) := G(t, ξ(t, y)), (t, y) ∈ M fv .
Proof. By Resnick [(1987), Proposition 3.7] , N is a Poisson process with intensity measure µ = µ • R −1 . The transformation formula implies that the density g of µ is given bŷ ξ(t, y) ).
After this preparation, we now consider the m-stopping problem for Poisson processes. The aim is to solve
where the supremum is over all N -stopping times
This problem has been considered for Poisson processes on [0, 1] × (c, ∞) already in Saario and Sakaguchi (1992) in the special case of intensity functions of the form
with λ > 0 and F a continuous distribution function with F (c) = 0. Equation (3.12) models the case of i.i.d. random variables arriving at Poisson distributed arrival times. Sakaguchi and Saario (1995) derive for this case differential equations for the optimal stopping curves. Explicit solutions are however not given in any case. In the following, we extend these results to the case of general intensities. We subsequently also identify classes of examples of intensity functions which allow essentially explicit solutions.
In order to guarantee the existence of optimal m-stopping times, we restrict ourselves in the following to the case where the lower boundary is constant, f ≡ c. Define optimal m-stopping curves for guarantee value x ∈ [c, ∞), m ∈ N, and t ∈ [0, 1) by 2
A. FALLER AND L. RÜSCHENDORF as well as
The optimal m-stopping for Poisson processes can be reduced by the previous structural results to m 1-stopping problem for transformed Poisson processes. The transformations are given by the optimal stopping curves u m or equivalently by the inverses γ m -both sequences of curves are defined recursively. Thus, we consider the transformed Poisson processes
Define the (optimal) stopping times T m ℓ (t, k) with guarantee value
The following theorem characterizes the optimal stopping time as threshold stopping time based on the optimal stopping curves. These are given by a system of m differential equations of first order. 
In particular, u m (t) > u m−1 (t) for t ∈ [0, 1) and u m (·, x) is the optimal stopping curve of the transformed Poisson process N m .
(c) Under the differentiability condition, ( D) u m (·, x) solves the differential equation Proof. The proof is by induction in m. Our induction hypothesis is that the statement of Theorem 3.3 holds and moreover that for any n-stopping time S and any A S -measurable Z ≥ c with EZ + < ∞ we have P -a.s.
for all N -stopping times S < T 1 < · · · < T m ≤ 1. Further, For the induction step m → m + 1, we obtain for all stopping times S < T 1 < T 2 < · · · < T m+1 ≤ 1 and Z ≥ c A S -measurable by the induction hypothesis (note that A S ⊂ A T 1 ):
This expression is maximized by Proposition 3.1 by T 1 = T m+1 1 (S, Z) where
The maximizing value is given byû(S, Z).
For the proof, we need to show thatû(t, c) > u m (t) for t ∈ [0, 1). We next establish this and at the same time show (3.21) for m + 1.
Note that for x ∈ [c, ∞)
by induction hypothesis.
By (3.21), we have strict inequality in ( * ) if and only if P ((T m 1 (t, x), Y T m 1 (t,x) ) ∈ A) > 0. Using Lemma 2.4 in Faller and Rüschendorf (2009) , we see that this is equivalent to µ(A ∩ M γ m (·,x) ∩ (t, 1] × R) > 0. This in turn is equivalent to
[since γ m (·, x) is monotonically nonincreasing and by definition of A]. We are going to show that this is fulfilled for all points (t, x) ∈ A.
So let (t, x) ∈ A and thus by induction hypothesis u m (t, x) > u m−1 (t, x) or equivalently γ m (t, x) > x. Under the assumption that M γ m (·,x) ∩ (t, 1] × R ⊂ A c , we obtain that also (t, γ m (t, x)) ∈ A c since A c is closed. This implies that
Since u m (t, ·) is strictly increasing, it follows that γ m (t, x) = x, which is a contradiction. Thus, (3.23) holds true. With the choice S := t, Z := x further, we obtain
Finally, in (3.22) holds
By Proposition 3.1 u m+1 (·, x) is the optimal stopping curve of the Poisson process
We already proved that the separation condition is fulfilled for the stopping of N m+1 and by Proposition 3.2 N m+1 has the intensity function G m+1 (t, y) := G(t, ξ m (t, y)). The existence and uniqueness results for the differential equation (3.19) therefore follow with our assumption from the corresponding result in Faller and Rüschendorf (2009) for the case m = 1.
4. Explicit calculation of optimal m-stopping curves. For the case of one-stopping problems, some classes of intensity functions G(t, y) have been introduced in Faller and Rüschendorf (2009) which allow to determine optimal stopping curves in explicit form. Solving the optimality equations in (3.19) for the sequence of optimal stopping curves for the m-stopping problem is in general much more demanding. However, for some of the classes considered in Faller and Rüschendorf (2009) explicit solutions can be given also in the m-stopping case.
We consider intensity functions G(t, y) of the form
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as in Faller and Rüschendorf (2009) with v(1) = 0 or v(1) = ∞ in case (4.1) and v(1) = −∞ in case (4.2). For the general motivation of these classes and these conditions, we refer to Faller and Rüschendorf (2009) . In particular, we will see that the main application considered in this paper to m-stopping of i.i.d. sequences with discount and observation costs is covered by these classes.
We first state the results in the three cases mentioned and then give the proof.
Case 1 We define 
The system of functions (R m , Φ m ), respectively, (u m , φ m ) is by (4.5) recursively defined. In particular, it holds that u m (t) = r m v(t) (4.6) and thus determination of the optimal stopping curves is reduced to finding a zero point of R m .
Case 2 
has exactly one zero r m ∈ (r m−1 , 0) and the optimal m-stopping curves are given for (t, x) ∈ [0, 1) × R by
where
dy .
In particular, u m (t) = r m v(t). We define
and assume that there exists some r ∈ R such that R 1 (r) = 0. Define r 0 := −∞, Φ 0 (x) := x. Then for m ≥ 1 by induction holds:
has exactly one zero r m ∈ (r m−1 , ∞). The optimal m-stopping curves are given for (t, x) ∈ [0, 1) × R by
− 1 dy.
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We have u m (t) = r m + v(t).
Proof. We only give the proof of Case 2. The proof of both other cases is similar. The proof is by induction in m where we additionally include that R m ≥ R m−1 and thus Φ m ≥ Φ m−1 .
In the case m = 1, the statement has been shown in Faller and Rüschendorf (2009) 
Induction step m → m + 1 : u m+1 (·, x) is the optimal stopping curve of N m+1 at the guarantee value x. N m+1 has the intensity function
Thus, G m+1 again is of type (4.1) and we have to check the conditions of Case 2 in Faller and Rüschendorf (2009) , who deal with optimal onestopping w.r.t. this type of intensity functions. First, we note that R m+1 has a zero in (r m , 0) since Φ m (x) ≥ Φ m−1 (x) and thus R m+1 ≥ R m . Further by substitution, we have
as lim z→0 −z φ m (z) = 1 and lim z→0 (φ m ) ′ (z) = 1. Thus, the conditions hold true and the result follows.
For intensity functions G not of the form as in (4.1), (4.2) the optimality differential equations in Theorem 3.3 typically can only be solved numerically. In some cases, however, one can derive bounds for the optimal stopping curves u m (t, x) which can be used to derive necessary uniform integrability and separation conditions [see Faller (2009), pages 60-62] for the following approximation result. , for optimal one-stopping problems for dependent sequences is given to the class of mstopping problems. For the special case of i.i.d. sequences with distribution function F in the domain of the Gumbel extreme value distribution Λ a corresponding approximation result was given in the case m = 2 in Kühne and Rüschendorf (2002) . The following result concerns the dependent case and needs a new technique of proof which is based on discretization. The main result of this section states that under some conditions convergence of the finite imbedded point processes N n to a Poisson process N implies approximation of the stopping behavior.
We use the same general assumptions as in Section 4 of Faller and Rüschendorf (2009) 
Let now W n,m k (x) be the stopping thresholds for the m stopping of X n 1 , . . . , X n n and the filtration F n (see Section 2). The optimal m-stopping curves w.r.t. 
P -a.s.
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The corresponding optimal m-stopping times are given by
is right continuous and a piecewise constant curve in the space of random variables. We have the iterative representation (see Theorem 2.3)
Further, u m n are monotone in the sense that for 0
In the opposite direction, we obtain for 0
This follows inductively from the recursive definition of the thresholds W m ℓ (x). We also need the following further conditions [for motivation, see Faller and Rüschendorf (2009) 
(U) Uniform integrability condition. M + n , with M n := max 1≤i≤n X n i , is uniformly integrable and 
are independent random variables and if for c ∈ R we assume that µ(M γ m ) = ∞ or X n n−i P −→ c for i = 0, . . . , m − 1, then we obtain
defines an asymptotically optimal sequence of m-stopping times, that is, convergence as in (5.6) holds for these stopping times. In case c = −∞,
are asymptotically optimal stopping times, where v m n are the threshold functions from condition (L m ).
Proof. Since we use point process convergence on [0, 1] × (R \ {c}) and canonical filtrations, we can apply the Skorohod theorem and hence we assume w.l.o.g. P -a.s. convergence of the point processes.
(a) Consider at first the case c ∈ R. Let t ∈ [0, 1) be a fixed element. We introduce at first discrete majorizing stopping problems. For m ≥ 1 and k > m, define the discrete time points
and discrete time random variables
and consider the filtration
. The corresponding m-stopping curves are given inductively for m ≥ 1 by backward induction for i = k, . . . , 0 by
These stopping problems majorize the original m-stopping problem,
. For the proof of ( * ) define for F n,k -stopping times 0
We will prove convergence as n → ∞ to the stopping problem of
, where m u k (·, x) are the optimal stopping curves of the processes
at guarantee value x. At first we establish that for any i the random variable Y k i+1 is independent of the σ-algebra F k i := σ( n∈N F n,k i ). For the proof, note that by condition (A) This implies using uniform integrability that
On the other hand, by point process convergence it holds that X n,k i+1 → Y k i+1 P -a.s. and thus also f (X n,k i+1 )
). This implies L 1 -convergence of conditional expectations: (2) For all s ∈ [t, 1] and all x ∈ [c, ∞), we further have
We do the induction step for m − 1 → m: Assertion (1) we shall prove by backward induction on i: For i = k − m + 1 the assertion is trivial. We now consider the induction step from i + 1 to i: From the induction hypothesis, we know that
for all x ∈ [c, ∞). From this, the monotonicity of m−1 W n,k i+1 (x) in x and the continuity of m−1 u k i+1 (x) in x we can conclude that
For details, see Faller (2009) . By the induction hypothesis for i, we also know that
From this, we get 
on M u m−1 ∩ [t, 1] × R and thus convergence of the optimal stopping curves of these processes, which proves (2). Based on (1) and (2), we obtain the estimate
The right-hand side converges for n → ∞ and k → ∞ to 0. Thus, we have shown lim n→∞ P (u m n (t, x) ≥ u m (t, x) + ε) = 0.
To obtain convergence in probability, we next establish that lim inf n→∞ Eu m n (t, x) ≥ u m (t, x). This however is implied by the inequality 
