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Abstract: In this paper, we concentrate on the Lie symmetry structure of a system of multi-
dimensional time-fractional partial differential equations (PDEs). Specifically, we first give an
explicit prolongation formula of the Lie infinitesimal generator involving time-fractional partial
derivative in multi-dimensional case, and then show that the admitted infinitesimal generator
has an elegant structure. Furthermore, we present two simple conditions to determine the in-
finitesimal generator where one is a system of linear time-fractional PDEs, the other is a system
of integer-order PDEs and plays the dominant role in the whole procedure. We study three
time-fractional PDEs to illustrate the efficiency of the results.
Keywords: Lie symmetry, Prolongation formula, Riemann-Liouville fractional partial deriva-
tive, Time-fractional partial differential equations
1 Introduction
The theory of fractional calculus goes back to the Leibniz’s letter to L’Hospital [1]. With the
rapid development and extensive applications in the last several decades, nowadays fractional
PDEs take an important position in describing the phenomena in the fields such as physics,
biology and chemistry, where under certain circumstances integer-order PDEs cannot work [2–4].
Consequently, considerable attentions have been paid to study fractional PDEs and thus a number
of effective techniques and methods have been proposed [5–10].
Lie group theory provides widely applicable techniques to study integer-order PDEs, for
example, constructing similarity solutions and linearization mappings, investigating integrability,
analyzing stability and global behavior of solutions, finding potential variables and nonlocally
related systems, etc [11–13]. Concerning Lie group theory of fractional PDEs, the fractional
derivatives greatly affect the admitted Lie symmetry and related symmetry properties, such as
symmetry classification, symmetry reductions and exact solutions [14–17]. Buckwar and Luchko
first established the invariance of a fractional diffusion equation under scaling transformations
[18]. Subsequently, application of Lie group theory to fractional PDEs becomes one of the most
hottest topics and numerous fractional PDEs are studied from the point of view of Lie symmetry
where many significant results are found such as similarity solutions, non-linearization, etc, we
refer to [19–29] and references therein.
However, the current main studied objects in the literatures are (1 + 1)-dimensional single
time-fractional PDEs, while the extension of Lie group theory and method to the system of
multi-dimensional time-fractional PDEs is limited and not many results are found. For example,
as the authors known, two (1+N)-dimensional scalar fractional PDEs are considered respectively
in [16,24]. Some integrable coupled time-fractional PDEs are studied in [25–27]. A generalization
of Lie symmetry theory to space-time fractional PDEs is studied in [28] and references therein.
∗E-mail: zzy@muc.edu.cn
†E-mail: zhengjia2014@muc.edu.cn
1
In [29], we study a (1+2)-dimensional time-fractional biological population model in view of Lie
symmetry theory.
In the procedure of applying Lie symmetry method to either integer-order or fractional PDEs,
the prerequisite is the acquirement of affluent symmetry information, thus it is worthy of further
studying efficient techniques and simple conditions to determine such Lie symmetries. In partic-
ular, knowing the symmetry structure in advance will greatly facilitate the computations [11,12].
In [17], we show that the infinitesimal generators of Lie symmetries of a scalar time-fractional
PDE have a simple and unified expression and are completely determined by two elegant con-
ditions which facilitates the whole procedure to be performed with the known solvers on the
computer.
In this paper, we further investigate symmetry structure and its determining conditions for
the system consisting of q multi-dimensional time-fractional PDEs with k-th order in the sense
of Riemann-Liouville fractional partial derivative, and briefly denoted by
∂αt u = E(t,x,u
(k)), 0 < α < 1, (1)
where E = (E1, E2, . . . , Eq) is a smooth vector function involving p independent variables x =
(x1, . . . , xp) and q dependent variables u = (u1, . . . , uq), together with the derivatives of us with
respect to the xi (s = 1, . . . , q; i = 1, . . . , p) up to some order k, denoted by u
(k) = {uθs, s =
1, . . . , q, |θ| ≤ k} with uθs = ∂
|θ|us/∂x
θ1
1 . . . ∂x
θp
p , θ = {θ1, . . . , θp} ∈ Z
p
+ (Z+ is the nonnegative
integer set) and |θ| = θ1 + · · · + θp ≤ k. The summation convention for repeated indices is used
unless otherwise noted.
In order to facilitate the analysis, according to whether or not the terms in right side inde-
pendent of u and its x-derivatives, we rearrange system (1) as the following form
∂αt u = F(t,x,u
(k)) +H(t,x), 0 < α < 1, (2)
where F = (F1,F2, . . . ,Fq) is a vector function which collect all terms in E containing at
least one u or its x-derivatives, the remainder terms are collected in the vector function H =
(H1,H2, . . . ,Hq), which means that all term in H are only functions of t and x. Then for system
(2), we start with the prolongation formula of the infinitesimal generator containing fractional
partial derivatives in multi-dimensional case and then show the infinitesimal generator of the
admitted Lie symmetry to be taken a simple and unified form. Moreover, we present two condi-
tions to determine the Lie symmetries where one is a system of linear time-fractional PDEs and
the other is a system of integer-order PDEs which even completely determine the Lie symmetries
for some particular time-fractional PDEs.
The remainder of the article is outlined as follows: In Section 2, after recall the related
definitions and properties, we first give the prolongation formula and the general form of the
infinitesimal generator of system (2), and then present two simple determining conditions for the
generator. In Section 3, we use the results to study three types of time-fractional PDEs. The
last section contains conclusion and future work.
2 Main results
2.1 Preliminaries
We first review the definition and some related properties of Riemann-Liouville fractional partial
derivative [2, 3].
Definition 2.1 The Riemann-Liouville fractional partial derivative for a function u = u(t,x) is
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defined by
∂αt u =
∂αu
∂tα
=


1
Γ(n− α)
∂n
∂tn
∫ t
0
(t− s)n−α−1u(s,x)ds, 0 ≤ n− 1 < α < n,
∂nu
∂tn
, α = n,
where the gamma function is Γ(z) =
∫∞
0 e
−ztz−1dt.
By Definition 2.1, the Riemann-Liouville fractional partial derivative of a power function tγ
is given by
∂αt t
γ =


Γ(γ + 1)
Γ(γ + 1− α)
tγ−α, γ > α− 1,
0, γ = α− 1.
(3)
Then for a function f = f(x) independent of t, ∂αt (f) = f t
−α/Γ(1 − α), thus ∂αt f = 0 if and
only if f = 0, which is different with the usual integer-order derivatives. The Riemann-Liouville
fractional partial derivative of the sum and product of two functions u = u(t,x) and v = v(t,x)
is formulated as follows [2, 3]
∂αt (a u+ b v) = a ∂
α
t (u) + b ∂
α
t (v),
∂αt (u v) =
∞∑
k=0
(
α
k
)
∂kt u∂
α−k
t v, (4)
where the first equality indicates the linear property and the second one is the Leibniz formula,
hereinafter, (
α
k
)
=
(−1)k−1αΓ(k − α)
Γ(1− α) Γ(k + 1)
,
and a, b are two constants, u, v and all their derivatives are continuous in [0, t]. In the equality
∂nt (∂
α
t u) = ∂
n+α
t u = ∂
α
t (∂
n
t u), the former holds identically while the latter works if and only
if u(k) = 0 with k ∈ Z+. In particular for v = 1, by Leibniz formula the Riemann-Liouville
fractional partial derivative can be expressed as
∂αt u =


∞∑
k=0
(
α
k
)
tk−α
Γ(k + 1− α)
∂k
∂tk
u(t,x), n− 1 < α < n,
∂nu
∂tn
, α = n.
(5)
The generalized chain rule for fractional derivative of a composite function f(g(t)) is given
by [2]
dαf(g(t))
dtα
=
∞∑
n=0
n∑
k=0
1
n!
(
n
k
)
[−g(t)]k ∂αt [g
n−k(t)]
dnf(g)
dgn
. (6)
2.2 Prolongation formula
Give a one-parameter Lie symmetry group of infinitesimal transformation
t∗ = t+ ǫ τ(t,x,u) +O(ǫ2),
x∗i = xi + ǫ ξi(t,x,u) +O(ǫ
2),
u∗s = us + ǫ ηs(t,x,u) +O(ǫ
2), (7)
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with the group parameter ǫ, which is completely characterized by the infinitesimal generator
[11–13]
X = τ(t,x,u)∂t + ξi(t,x,u)∂xi + ηs(t,x,u)∂us , (8)
where the infinitesimals τ = τ(t,x,u), ξi = ξi(t,x,u) and ηs = ηs(t,x,u) are determined by
τ =
dt∗
dǫ |ǫ=0
, ξi =
dx∗i
dǫ |ǫ=0
, ηs =
du∗s
dǫ |ǫ=0
,
where i = 1, . . . , p, s = 1, . . . , q. Thus finding Lie symmetry group (7) is equivalent to determine
the infinitesimal generator (8), i.e. τ, ξi and ηs.
Following the Lie invariance criterion for time-fractional PDEs [15,16,18], assume that system
(2) is admitted by the Lie symmetry group (7), then the corresponding infinitesimal generator
X in (8) satisfies two conditions
Pr(α, k)X (∂αt u−F −H) |{∂αt u−F−H=0} = 0 (9)
and τ(t,x,u)|t=0 = 0, where |∆ means evaluating on the solution space of ∆, Pr
(α, l)X denotes
the prolongation of the generator X in (8) and defined as
Pr(α, k)X = X + ηαs
∂
∂(∂αt us)
+
∑
θ
ηθs(t,x,u
(k))
∂
∂uθs
, (10)
with the second summation being over all θ = {θ1, . . . , θp} ∈ Z
p
+ and |θ| ∈ [1, k]. The coefficient
ηθs(t,x,u
(k)) is the usual |θ|th order extended infinitesimal of ηs with respect to x and given by
the formula [11,12]
ηθs(t,x,u
(k)) = Dθ
(
ηs − τ∂tus −
p∑
i=0
ξi u
i
s
)
+ τ∂tu
θ
s +
p∑
i=0
ξi u
θ, i
s , (11)
where uis = ∂us/∂xi and u
θ, i
s = ∂uθs/∂xi, Dθ = Dθ1 . . . Dθp is the |θ|-order total derivative
operator with respect to x and Dθi = D
θi
xi . The symbols Dt and Dxi denote the total derivatives
with respect to t and xi respectively,
Dt = ∂t + ut∂u + uxjt∂uxj + utt∂ut + . . . ,
Dxi = ∂xi + uxi∂u + uxixj∂uxj + uxit∂ut + . . . ,
and D0t (u) = u, D
n+1
t = Dt(D
n
t ) and similar for Dxi .
Now we give an explicit expression of ηαs in the case of p dependent variables and q independent
variables.
Lemma 2.2 The α-th (0 < α < 1) extended infinitesimal related to Riemann-Liouville time-
fractional partial derivative ηαs is expressed by
ηαs = D
α
t (ηs − τ∂tus − ξi∂xius) + τ∂
α+1
t (us) + ξi ∂
α
t (∂xius), (12)
where Dαt is the total fractional derivative with respect to t.
Proof. Extending the transformation group (7) to fractional derivative ∂αt us as well as using
the operational rules (4) and (5) of fractional partial derivative, we find
ηαs =
d
dǫ
[
∂α
∂(t∗)α
u∗s(t
∗,x∗,u∗)
]
|ǫ=0
=
d
dǫ
[
∞∑
n=0
(
α
n
)
(t∗)n−α
Γ(n+ 1− α)
∂n
∂(t∗)n
u∗s(t
∗,x∗,u∗)
]
|ǫ=0
=
∞∑
n=0
(
α
n
)
tn−α−1τ
Γ(n− α)
∂nus
∂tn
+
∞∑
n=0
(
α
n
)
tn−α
Γ(n+ 1− α)
η(t, n)s , (13)
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where η
(t, n)
s denotes the nth-order extension of ηs with respect to t and equals
η(t, n)s = D
n
t
(
ηs − τ
∂us
∂t
− ξi
∂us
∂xi
)
+ τ
∂n+1us
∂tn+1
+ ξi
∂n+1us
∂tn∂xi
.
Then substituting it into (13), we have
ηαs = τ
∞∑
n=0
(
α
n
)
tn−α−1
Γ(n− α)
∂nus
∂tn
+
∞∑
n=0
(
α
n
)
tn−α
Γ(n+ 1− α)
Dnt
(
ηs − τ
∂us
∂t
− ξi
∂us
∂xi
)
+τ
∞∑
n=0
(
α
n
)
tn−α
Γ(n+ 1− α)
∂n+1us
∂tn+1
+ ξi
∞∑
n=0
(
α
n
)
tn−α
Γ(n+ 1− α)
∂n
∂tn
(
∂us
∂xi
)
= Dαt
(
ηs − τ
∂us
∂t
− ξi
∂us
∂xi
)
+ ξi
∂α
∂tα
(
∂us
∂xi
)
+
τ t−1−αus
Γ(−α)
+ τ
∞∑
n=1
(
α
n
)
tn−α−1
Γ(n− α)
∂nus
∂tn
+ τ
∞∑
n=1
(
α
n− 1
)
tn−1−α
Γ(n− α)
∂nus
∂tn
= Dαt
(
ηs − τ
∂us
∂t
− ξi
∂us
∂xi
)
+ ξi
∂α
∂tα
(
∂us
∂xi
)
+ τ
∞∑
n=0
(
α+ 1
n
)
tn−α−1
Γ(n− α)
∂nus
∂tn
= Dαt
(
ηs − τ
∂us
∂t
− ξi
∂us
∂xi
)
+ ξi
∂α
∂tα
(
∂us
∂xi
)
+ τ
∂α+1us
∂tα+1
,
where property (5) is repeatedly used. The proof ends. 
Lemma 2.3 An explicit expression of time-fractional total derivative Dαt is given by
Dαt (ηs) =
∂αηs
∂tα
+
q∑
i=1
[
∂ηs
∂ui
∂αui
∂tα
− ui
∂α
∂tα
(
∂ηs
∂ui
)]
+
q∑
i=1
∞∑
n=1
(
α
n
)
∂n
∂tn
(
∂ηs
∂ui
)
∂α−nt (ui) + µs, (14)
where
µs =
∞∑
n=2
(
α
n
)
tn−α
Γ(n+ 1− α)
n∑
m1+···+mq=2
(
n
m1
) q−1∏
j=1
(
n−
∑j
b=1mb
mj+1
)
(15)
×
m1∑
k1=0
· · ·
mq∑
kq=0
q∏
i=1
[
ki∑
ri=0
1
ki!
(
ki
ri
)
(−ui)
ri
∂mi
∂tmi
(
uki−rii
)] ∂m0
∂tm0
(
∂kηs
∂uk11 ∂u
k2
2 . . . ∂u
kq
q
)
with the indexes satisfying k1 + · · ·+ kq = k ≥ 2 and m0 +m1 +m2 + · · ·+mq = n.
Proof. By means of generalized Leibniz rule and generalized chain rule for fractional derivative
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of a composite function, we obtain
Dαt (ηs) =
∞∑
n=0
(
α
n
)
tn−α
Γ(n+ 1− α)
Dnt (ηs)
=
∞∑
n=0
(
α
n
)
tn−α
Γ(n+ 1− α)
n∑
m1+···+mq=0
(
n
m1
)
×
q−1∏
a=1
(
n−
∑a
b=1mb
ma+1
)
∂nηs (t,x, u1(t1,x), . . . , uq(tq,x))
∂tm0∂tm11 ∂t
m2
2 . . . ∂t
mq
q
|{t1=t, ..., tq=t}
=
∞∑
n=0
(
α
n
)
tn−α
Γ(n+ 1− α)
n∑
m1+···+mq=0
(
n
m1
) q−1∏
j=1
(
n−
∑j
b=1mb
mj+1
) m1∑
k1=0
· · ·
mq∑
kq=0
q∏
i=1
[
ki∑
ri=0
1
ki!
(
ki
ri
)
(−ui)
ri
∂mi
∂tmi
(
uki−rii
)] ∂m0
∂tm0
(
∂kηs
∂uk11 ∂u
k2
2 . . . ∂u
kq
q
)
, (16)
where k1 + · · ·+ kq = k and m0 +m1 +m2 + · · ·+mq = n.
Observe that
ki∑
ri=0
(
ki
ri
)
(−ui)
ri
∂mi
∂tmi
(
uki−rii
)
=
ki∑
ri=0
(−1)ri
1
ri!
∑ (mi)! ki!uki−ai
a1! . . . ami ! a!
mi∏
j=1
(
∂jtui
j!
)aj
, (17)
where aj are nonnegative integers and the second sum works on a1+ · · ·+ami = a ≤ k, a1+2a2+
· · · +miami = mi. Moreover, each term in (17) is homogeneous in ui and its t-derivatives and
the total degree is ki. Thus we isolate the terms in (16) that are linear in u and its derivatives,
which is equivalent to search for the terms with the indexes satisfying k = k1 + · · · + kq ≤ 1.
The solutions of this inequality is divided into q + 1 cases where the first one is ki = 0 for each
i ∈ N q, the other q cases are ki = 1 for a certain i ∈ N
q and kj = 0 for each j(6= i) ∈ N
q, where
N q denotes the set of positive integer not greater than q.
Case I. For each i ∈ N q, ki = 0 means k = 0 and requires mi = 0,m0 = n for all i ∈ N
q,
otherwise ∂mi(uki−rii )/∂t
mi = 0. Thus this case corresponds to the term PI = ∂
αηs/∂t
α.
Case II. Consider the last q cases. We fix i and analyse ki = 1 and all kj = 0 with j(6= i) ∈ N
q.
Then similar as Case I, for j 6= i, kj = 0 requires mj = 0 and then ki = k = 1,m0 + mi = n
where mi ∈ [1, n] is an arbitrary positive integer since mi ≥ ki = 1. Meanwhile, the value of ri
associated with ki is divided into two cases ki = 1, ri = 1 and ki = 1, ri = 0. In the former case,
since uki−rii = u
0
i = 1 and mi ≥ 1, then ∂
mi(uki−rii )/∂t
mi = 0 and thus no nonzero terms exist.
For the latter case, the terms with the given i are collected as
PiII =
∞∑
n=0
(
α
n
)
tn−α
Γ(n+ 1− α)
n∑
mi=1
(
n
mi
)
∂mi
∂tmi
(ui)
∂n−mi
∂tn−mi
(
∂ηs
∂ui
)
=
∞∑
n=0
(
α
n
)
tn−α
Γ(n+ 1− α)
[
∂n
∂tn
(
ui
∂ηs
∂ui
)
− ui
∂n
∂tn
(
∂ηs
∂ui
)]
=
∂α
∂tα
(
ui
∂ηs
∂ui
)
− ui
∂α
∂tα
(
∂ηs
∂ui
)
=
∂ηs
∂ui
∂αui
∂tα
+
∞∑
n=1
(
α
n
)
∂n
∂tn
(
∂ηs
∂ui
)
∂α−nt (ui)− ui
∂α
∂tα
(
∂ηs
∂ui
)
,
where property (5) and the generalized Leibniz rule are used in the third and last steps respec-
tively.
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Therefore, separating the term PI in Case I and the terms
∑q
i=1 P
i
II in Case II from D
α
t (ηs),
we obtain the explicit expression of Dαt (ηs) in Lemma 2.3. It completes the proof. 
By Lemmas 2.2 and 2.3, we give an explicit expression of ηαs .
Theorem 2.4 An explicit expression of ηαs is given by
ηαs =
∂αηs
∂tα
+
q∑
i=1
[
∂ηs
∂ui
∂αui
∂tα
− ui
∂α
∂tα
(
∂ηs
∂ui
)]
+
q∑
i=1
∞∑
k=1
(
α
k
)
∂k
∂tk
(
∂ηs
∂ui
)
∂α−kt (ui)
−
∞∑
k=0
(
α
k + 1
)
Dk+1t (τ) ∂
α−k
t (us)−
∞∑
k=1
(
α
k
)
Dkt (ξi) ∂
α−k
t
(
∂us
∂xi
)
+ µs, (18)
where µs is given by (15).
Proof. Since τ(t,x,u)|t=0 = 0, then D
α+1
t (τ) = D
α
t (Dtτ) = Dt(D
α
t τ). Using integration by
parts and the generalized Leibniz rule in (4), we have
Dαt (ξi∂xius) = ξiD
α
t (∂xius) +
∞∑
k=1
(
α
k
)
Dkt (ξi)D
α−k
t (∂xius),
Dαt (τ∂tus) = D
α+1
t (τ us)−D
α
t (usDt(τ))
= τDα+1t (us) +
∞∑
k=1
(
α+ 1
k
)
Dkt (τ)D
α+1−k
t (us)−
∞∑
k=0
(
α
k
)
Dk+1t (τ)D
α−k
t (us)
= τDα+1t (us) +
∞∑
k=0
(
α
k + 1
)
Dk+1t (τ)D
α−k
t (us). (19)
Then inserting (14) and (19) into (12) yields (18) since Dα−kt (ui) = ∂
α−k
t (ui),D
α−k
t (∂xius) =
∂α−kt (∂xius) on the jet space (t,x,u
(k)). It completes the proof. 
In multi-dimensional case, by formula (18) we give an explicit expression of the extended
infinitesimal of fractional derivative. It includes the previous prolonged formulas in [24–28]
as special cases and also revises the inaccurate expression of µs. In particular, for the (1 + 1)-
dimensional case, i.e. x1 = x, u1 = u, ηs = η, then α-order prolongation formula (18) becomes [17]
ηα =∂αt η +
[
ηu − αDt(τ)
]
∂αt u− u∂
α
t (ηu) + µ−
∞∑
k=1
(
α
k
)
Dkt (ξ)∂
α−k
t (ux)
+
∞∑
k=1
[(
α
k
)
∂kt (ηu)−
(
α
k + 1
)
Dk+1t (τ)
]
∂α−kt (u),
where
µ =
∞∑
n=2
n∑
m=2
m∑
k=2
k−1∑
r=0
(
α
n
)(
n
m
)(
k
r
)
1
k!
tn−α(−u)r
Γ(n+ 1− α)
∂m
∂tm
(uk−r)
∂n−m
∂tn−m
(
∂kη
∂uk
)
.
After obtaining the explicit expression of Pr(α, k)X in (10), the procedure for searching the in-
finitesimals τ, ξi and ηs in (8) is similar as the one of integer-order PDEs. Therefore, substituting
the above formulas into condition (9) and then annihilating to zero first the coefficients of different
power of time-fractional partial derivatives of u and followed by the coefficients of integer-order
x-derivatives of u, we obtain an over-determined linear system for τ, ξi and ηs which includes
integer-order and fractional partial derivative operations. Then solving the system together with
the condition τ(t,x,u)|t=0 = 0 gives the generator (8).
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2.3 Symmetry structure
It is well-known that finding solutions of the symmetry determining equations is a rather labor-
consuming task for integer-order PDEs [11–13], not to mention herein the system involving
fractional partial derivative operations. Thus in this section, we analyze the symmetry structure
of system (2) and give a simple and unified expression of the infinitesimal generator (8), which
will simplify the symmetry determining equations.
Lemma 2.5 Let µs be given in (15). A necessary and sufficient condition for µs = 0 is that
ηs = ηs(t,x,u) is linear in ui.
Proof. By the expression of µs in (15), if ηs is linear in ui then ∂
kηs/∂u
k
i = 0 with k ≥ 2 and
thus µs = 0. The sufficiency holds. Next we prove necessity, i.e. prove ∂
2ηs/∂u
2
i = ∂
2ηs/∂ui∂ul =
0 (i 6= l). By the proof of Lemma 2.3, we find that all terms in µs are nonlinear in ui and their
t-derivatives.
Consider the term (∂tui)
2 which occurs uniquely for mi = 2, i = 1, . . . , q. Thus we separate
the case mi = 2 from µs and rewrite µs as the following form
µs =
∞∑
n=2
(
α
n
)(
n
2
)
tn−α
Γ(n+ 1− α)
2∑
ri=0
[
1
2!
(
2
ri
)
(−ui)
ri
∂2
∂t2
(
u2−rii
)] ∂n−2
∂tn−2
(
∂2ηs
∂u2i
)
+ remainder
=
[
∞∑
n=2
(
α
n
)(
n
2
)
tn−α
Γ(n+ 1− α)
∂n−2
∂tn−2
(
∂2ηs
∂u2i
)]
(∂tui)
2 + remainder. (20)
For the coefficient of (∂tui)
2 in (20), let λ = n− 2, then it becomes
∞∑
λ=0
(
α
λ+ 2
)(
λ+ 2
2
)
tλ+2−α
Γ(λ+ 3− α)
∂λ
∂tλ
(
∂2ηs
∂u2i
)
=
1
2
α(α− 1)
∞∑
λ=0
(
α− 2
λ
)
tλ+2−α
Γ(λ+ 3− α)
∂λ
∂tλ
(
∂2ηs
∂u2i
)
=
1
2
α(α− 1)∂α−2t
(
∂2ηs
∂u2i
)
, (21)
where property (5) is used. By the uniqueness of (∂tui)
2, annihilating its coefficient to zero yields
∂α−2t (∂
2ηs/∂u
2
i ) = 0, which implies ∂
2ηs/∂u
2
i = C(x,u) t
α−3 with an undetermined function
C(x,u). Then further split the case k = ki = 2 from µs, which implies for j 6= i, kj = mj = 0,
thus we rewrite µs as the form
µs = C(x,u)
{
∞∑
n=2
(
α
n
)
tn−α
Γ(n+ 1− α)
n∑
mi=3
(
n
mi
)
×
2∑
ri=0
[
1
2!
(
2
ri
)
(−ui)
ri ∂
2
∂t2
(
u2−rii
)] ∂m0
∂tm0
(
tα−3
)}
+ remainder
= C(x,u)
{
∞∑
n=2
(
α
n
)
tn−α
Γ(n+ 1− α)
n∑
mi=3
(
n
mi
)
×
(
mi−1∑
s=1
∂st ui ∂
mi−s
t ui
)
∂n−mi
∂tn−mi
(
tα−3
)}
+ remainder
=
Γ(α+ 1)
mi!Γ(α−mi + 1)
C(x,u)∂α−mit
(
tα−3
)(mi−1∑
s=1
∂st ui ∂
mi−s
t ui
)
+ remainder, (22)
8
where we adopt the technique in (21).
By the uniqueness of nonlinear terms ∂st ui ∂
mi−s
t ui with mi 6= 2 in µs, we obtain the co-
efficients C(x,u) = 0 and then ∂2ηs/∂u
2
i = 0. Thus in µs, the terms ∂
kηs/∂u
k
i (k ≥ 2) or
their derivatives vanish while the remaining terms take the form ∂kηs/∂u
k1
1 ∂u
k2
2 . . . ∂u
kq
q with
nonnegative integer ki ≤ 1 , i = 1, . . . , q.
Next consider the cross terms ∂2ηs/∂ui∂ul (i 6= l). It corresponds to k = 2, ki = kl = 1
and kd = 0 with d(6= i, l) = 1, . . . , q, thus mi ≥ 1,ml ≥ 1 and md = 0, otherwise µs vanishes
identically. Then one has
[
1∑
ri=0
(
1
ri
)
(−ui)
ri ∂
mi
∂tmi
(
u1−rii
)] 1∑
rl=0
(
1
rl
)
(−ul)
rl
∂ml
∂tml
(
u1−rll
) = ∂mit ui ∂mlt ul,
which are unique in µs.
First consider mi = ml = 1, i.e. the term ∂tui ∂tul. Then m0 = n − 2 and the coefficient of
∂tui ∂tul is
∞∑
n=2
(
α
n
)
n(n− 1)tn−α
Γ(n+ 1− α)
∂n−2t
(
∂2ηs
∂ui∂ul
)
= α(α− 1)∂α−2t
(
∂2ηs
∂ui∂ul
)
, (23)
where the technique adopted in (21) is used. Vanishing it yields ∂2ηs/∂ui∂ul = B(x,u) t
α−3
with an undetermined function B(x,u).
Secondly consider mi = 1,ml = 2 which corresponds to the term ∂tui ∂
2
t ul. Then m0 = n−3,
and by means of (22) the coefficient of ∂tui ∂
2
t ul is
1
2
α(α− 1)(α − 2) ∂α−3t
(
∂2ηs
∂ui∂ul
)
=
1
2
α(α − 1)(α− 2)B(x,u) ∂α−3t
(
tα−3
)
.
Thus by the uniqueness we obtain B(x,u) = 0 and then ∂2ηs/∂ui∂ul = 0. It completes the
proof. 
Theorem 2.6 If the infinitesimal generator X given in (8) leaves system (2) invariant, then X
must take the form
X = (χ2t
2 + χ1t)∂t + ξi(x)∂xi + ηs(t,x, u)∂us , (24)
where χ1 and χ2 are integral constants, ηs = ηs(t,x,u) is given by
ηs =
[
gs(x) + γs(2χ2t+ χ1)
]
us +
∑
i 6=s
fi(x)ui + hs(t,x), (25)
where gs(x), fi(x) and hs(t,x) are undetermined smooth functions of their arguments respectively,
and the constant γs satisfies
γs =


0, χ2 = 0,
1
2
(α− 1), χ2 6= 0.
(26)
Proof. We show the theorem by analyzing the structure of Eq.(9) on the space (∂αt u
(k),
∂α−1t u
(k), . . . ). Thus expanding Eq.(9) on the solution space of system (2) yields
ηαs − τ(t,x,u)(Ft +Ht)− ξi(t,x,u)(Fxi +Hxi)−
q∑
j=1
∑
θ
ηθj (t,x,u
(k))∂uθj
(F) = 0, (27)
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where ηαs takes the form
ηαs =
∂αηs
∂tα
+
q∑
i=1
[
∂ηs
∂ui
(Fi +Hi)− ui ∂
α
t
(
∂ηs
∂ui
)]
+
q∑
i=1
∞∑
k=1
(
α
k
)
∂kt
(
∂ηs
∂ui
)
∂α−kt (ui)− αDt(τ)(Fs +Hs)
−
∞∑
k=1
(
α
k + 1
)
Dk+1t (τ) ∂
α−k
t (us)−
∞∑
k=1
(
α
k
)
Dkt (ξi) ∂
α−k
t
(
∂us
∂xi
)
+ µs, (28)
and ηθj (t,x,u
(k)) is given by formula (11).
Then substituting (11) and (28) into Eq.(27) and vanishing the coefficients of different order
time-fractional partial derivatives of ∂us/∂xi, one obtains
∂α−kt
(
∂us
∂xi
)
:
(
α
k
)
Dkt (ξi) = 0, i, k = 1, 2, . . . , p, (29)
Since Eq.(29) works for k = 1, 2, . . . , then for k = 1 we have
Dt(ξi) =
∂ξi
∂t
+
q∑
j=1
∂ξi
∂uj
∂uj
∂t
= 0,
which implies ∂ξi/∂t = ∂ξi/∂uj = 0, i.e. ξi = ξi(x). Then Eq.(29) with k ≥ 2 holds identically.
Next consider τ = τ(t,x,u). We claim that in system (2), for each xi, there exists at least
one uj such that ∂uj/∂xi or its higher order x- derivatives exits. If not, xi can be regarded as a
parameter variable and system (2) involves p− 1 independent variables, which is contradictory.
Thus we assume such derivatives as the form uϑj with ϑ = (ϑ1, . . . , ϑp) ∈ Z
p
+ satisfying 1 ≤ |ϑ| ≤ k.
Observe that in Eq.(27) the derivative ∂uϑj /∂t uniquely exists in η
θ
j (t,x,u
(k)) given by formula
(11). More precisely, it appears uniquely in Dϑ(τ∂uj/∂t) and its coefficient is ∂uϑj
(F)Dxiτ which
should be vanished, i.e.
Dxiτ =
∂τ
∂xi
+
q∑
j=1
∂uj
∂xi
∂τ
∂uj
= 0,
since ∂uϑ
j
(F) 6= 0 by the claim. Note that the term τ∂tu
ϑ
j in (11) vanishes identically. Thus we
obtain ∂xiτ = ∂ujτ = 0, i.e. τ = τ(t). Then the prolonged formula (11) is simplified to
ηθj (t,x,u
(k)) = Dθ
(
ηj −
p∑
i=0
ξi u
i
j
)
+
p∑
i=0
ξi u
θ,i
j . (30)
With the above simplifications, condition (27) becomes
∂αt ηs +
q∑
i=1
[
∂ηs
∂ui
(Fi +Hi)− ui∂
α
t
(
∂ηs
∂ui
)]
+
q∑
i=1
∞∑
k=1
(
α
k
)
∂kt
(
∂ηs
∂ui
)
∂α−kt (ui)
−
∞∑
k=1
(
α
k + 1
)
Dk+1t (τ) ∂
α−k
t (us) + µs − αDt(τ)(Fs +Hs)
−τ(t)(Ft +Ht)− ξi(x)(Fxi +Hxi)−
q∑
j=1
∑
θ
ηθj (t,x,u
(k))∂uθj
(F) = 0, (31)
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where ηθj (t,x,u
(k)) is given by (30).
We now turn to consider ηs = ηs(t,x,u). Observe that t-derivatives of ui in Eq.(31) uniquely
occur in ∂α−kt (ui) and µs where all terms in the former are linear and the ones in the latter are
nonlinear. Thus by considering the structure of µs and Lemma 2.5, we obtain
ηs =
q∑
i=1
ri(t,x)ui + hs(t,x). (32)
where ri(t,x) and hs(t,x) are undetermined functions.
With the above analysis, separating Eq.(31) with respect to time-fractional derivative of ui
yields
∂α−kt us :
(
α
k
)
∂kt
(
∂ηs
∂us
)
−
(
α
k + 1
)
Dk+1t (τ) = 0, (33a)
∂α−kt ui :
(
α
k
)
∂kt
(
∂ηs
∂ui
)
= 0, i(6= s) = 1, 2, . . . , q, (33b)
Else :
∂αηs
∂tα
+
q∑
i=1
[
∂ηs
∂ui
(Fi +Hi)− ui
∂α
∂tα
(
∂ηs
∂ui
)]
− αDt(τ)(Fs +Hs)
−τ
(
∂F
∂t
+
∂H
∂t
)
− ξi
(
∂F
∂xi
+
∂H
∂xi
)
−
q∑
j=1
∑
θ
ηθj∂uθj
(F) = 0,
(33c)
which hold for k = 1, 2, · · · .
Since Eq.(33b) holds for k = 1, 2, . . . , then for k = 1, by (32) one has ∂2ηs/∂t∂ui = ∂ri/∂t = 0
with i 6= s, thus
ηs = rs(t,x)us +
∑
i 6=s
fi(x)ui + hs(t,x). (34)
With such results Eq.(33b) with k ≥ 2 hold identically. Next we consider Eq.(33a) to further
give an explicit expression of τ and ηs. Since τ = τ(t), we divide Eq.(33a) into two parts
∂2ηs
∂t∂us
−
1
2
(α− 1)τ ′′ = 0, k = 1,
∂k
∂tk
(
∂ηs
∂us
)
−
α− k
k + 1
∂k+1
∂tk+1
(τ) =
∂k−1
∂tk−1
(
∂2ηs
∂t∂us
−
α− k
k + 1
τ ′′
)
= 0, k ≥ 2. (35)
We use the partial derivative on τ in order to write the second equation uniformly. Then inserting
the first equation into the second ones gives(
α− 1
2
−
α− k
k + 1
)
∂k−1
∂tk−1
(τ ′′) = 0, k = 2, 3, · · · . (36)
In particular, for k = 2, Eq.(36) gives τ (3) = d3τ(t)/dt3 = 0. Together with the condition
τ(t)|t=0 = 0 we obtain τ = χ1t + χ2t
2. With such results solving the first equation in system
(35) yields two different cases.
(I). One is τ ′′ = 0, i.e. χ2 = 0, then ∂
2ηs/∂t∂us = 0. By considering (34), we obtain
τ = χ1t, ∂rs(t,x)/∂t = 0. Thus
ηs = gs(x)us +
∑
i 6=s
fi(x)ui + hs(t,x).
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(II). The other is τ ′′ 6= 0, i.e. χ2 6= 0, then from (34) and the first equation in system (35)
we obtain rs(t,x) = (α− 1)τ
′/2 + gs(x), then
ηs =
[
gs(x) +
1
2
(α− 1)τ ′
]
us +
∑
i 6=s
fi(x)ui + hs(t,x).
We collect two expressions of ηs as a unified form ηs = [ gs(x) + γsτ
′ ]us +
∑
i 6=s fi(x)ui +
hs(t,x) where γs = (α − 1)/2 for χ2 6= 0 and γs = 0 for χ2 = 0, the functions gs(x), fi(x) and
hs(t,x) are determined by Eq.(33c). It completes the proof. 
2.4 Determining conditions and algorithm
By means of the symmetry structure of system (2), we show that Lie symmetries of system
(2) are determined by two distinct conditions which provide a possibility to use the known
computer programs to solve the symmetry determining equations of multi-dimensional time-
fractional PDEs.
Theorem 2.7 Following the above notations, Lie symmetries of system (2) are completely de-
termined by
∂αhs(t,x)
∂tα
+
q∑
i=1
∂ηs
∂ui
Hi − αDt(τ)Hs − τ
∂Hs
∂t
− ξi
∂Hs
∂xi
−
q∑
j=1
∑
uθj∈Js
Dθ(hj(t,x))∂uθj
(Fs) = 0,
q∑
i=1
∂ηs
∂ui
Fi − αDt(τ)Fs − τ
∂Fs
∂t
− ξi
∂Fs
∂xi
−
q∑
j=1
∑
uθj∈Js
[
ηθj −Dθ(hj(t,x))
]
∂uθj
(Fs)−
q∑
j=1
∑
uθj∈Is\Js
ηθj ∂uθj
(Fs) = 0, (37)
where Is = {all terms effective in Fs} and Js = {the terms which are linear in some u
θ
j}, then
the set Is \ Js = {the terms contained in Is but not in Js}.
Proof. By the proof of Theorem 2.6, Eq.(33c) becomes
∂αηs
∂tα
+
q∑
i=1
[
∂ηs
∂ui
(Fi +Hi)− ui
∂α
∂tα
(
∂ηs
∂ui
)]
− αDt(τ)(Fs +Hs)
−τ
(
∂Fs
∂t
+
∂Hs
∂t
)
− ξi
(
∂Fs
∂xi
+
∂Hs
∂xi
)
−
q∑
j=1
∑
θ
ηθj∂uθj
(Fs) = 0, (38)
where τ = χ2t
2 + χ1t, ξi = ξi(x) and ηs is given by (25). Moreover, Eq.(29), Eq.(33a) and
Eq.(33b) hold identically with the given τ, ξi and ηs in Theorem 2.6, thus Lie symmetries of
system (2) are uniquely determined by Eq.(38).
On the space (t,x,u), one has
∂αηs
∂tα
−
q∑
i=1
ui
∂α
∂tα
(
∂ηs
∂ui
)
=
∂α
∂tα
(
ηs −
q∑
i=1
ui
∂ηs
∂ui
)
=
∂α
∂tα
hs(t,x).
Let Is = {all terms effective inFs} and Js = {all terms which are linear inu
θ
s,where 0 ≤
|θ| ≤ k}, the set Is \ Js = {The terms contained in Is but not in Js}. By considering whether
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the terms involve u and its x-derivatives or not, we separate Eq.(38) into two parts given in (37).
The proof ends. 
Theorem 2.7 definitely simplifies the computations of Lie symmetry of system (2), which
divides the symmetry determining equations into two parts: a system of PDEs in τ, ξi and ηs
and a system of linear time-fractional PDEs in hs(t,x). Moreover, for the most of time-fractional
PDEs, the second equation in (37) “almost” completely determines the admitted Lie symmetries
while the first one either holds automatically or is used to check the final results.
Following the above theoretical preparations, we formulate an algorithm of finding Lie sym-
metries of system (2) as following three steps:
Step 1. Assume system (2) is admitted by the infinitesimal generator (8), then by Theorem
2.6, the infinitesimals τ, ξi and ηj are assumed to be the explicit form (24).
Step 2. Finding the two conditions to determine the Lie symmetry. By Theorem 2.7, first
write down the expressions Hi,Fi and the sets Ii, Ji, Ii \ Ji, then obtain the two determining
conditions given by (37).
Step 3. Further separation of the second condition in system (37) with respect to u and its
x-derivatives to get the symmetry determining system about τ, ξi and ηj , then together with the
first condition, solve the system to get the generator (8).
It is worthy of saying that in the third step the separation of the second condition in system
(37) is different with the usual one for integer-order PDEs where the former one is divided
about u and its derivatives while the latter one is done with respect to x-derivatives of u. Such
separation herein results from that the prescribed infinitesimals τ, ξi and ηj in Theorem 2.6
are independent of u and its x-derivatives and thus will generate a more simplified symmetry
determining equations.
3 Three examples
3.1 Time-fractional generalized Zakharov-Kuznetsov equation
The first example is the time-fractional generalized Zakharov-Kuznetsov equation
uαt + u
nux + uxxx + uxyy = 0, (39)
where n is a nonzero constant and u = u(t, x, y). Eq.(39) with α = n = 1 is the Zakharov-
Kuznetsov equation which describes weakly nonlinear ion-acoustic wave in a strongly magnetized
lossless plasma in two dimensions [30].
We assume that Eq.(39) is admitted by a one-parameter Lie symmetry group with the in-
finitesimal generator
X = τ∂t + ξ∂x + ψ∂y + η∂u,
where ξ, τ, ψ and η are smooth functions of t, x, y and u respectively. Note that we will adopt two
methods to look for Lie symmetries of Eq.(39) in order to show the efficiency of our algorithm
while in next two subsections we directly use our method for the other two examples .
3.1.1 The original method
The Lie infinitesimal criterion for Eq.(39) gives
Pr(α, 3)X (uαt + u
nux + uxxx + uxyy) |{(39)} = 0, (40)
where Pr(α, 3) corresponds to (10) with k = 3. Specifically, expanding condition (40) yields
ηαt + nu
n−1uxη + u
nηx + ηxxx + ηxyy = 0, (41)
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where ηαt is the time-fractional prolongation given by (18), η
x and ηxxx, ηxxy, the first-order and
third-order prolongations respectively, are expressed by (11).
First assume µ = 0 in ηαt , then inserting (18) into condition (41) and separating it with
respect to different time-fractional derivatives of u yields(
α
k
)
Dkt (ξ) =
(
α
k
)
Dkt (ψ) = 0, k = 1, 2, . . . ,(
α
k
)
∂k
∂tk
(
∂η
∂u
)
−
(
α
k + 1
)
Dk+1t (τ) = 0, k = 1, 2, . . . ,
∂αη
∂tα
−
[
∂η
∂u
− αDt(τ)
]
(unux + uxxx + uxyy)− u
∂α
∂tα
(
∂η
∂u
)
+nun−1uxη + u
nηx + ηxxx + ηxyy = 0. (42)
Then separating the last equation in (42) with respect to t- and x-derivatives of u generates the
system of symmetry determining equations which is very huge and complicated since τ, ξ, ψ and
η are functions of t, x, y, u, thus clear symmetry structure will definitely drop off the complexity
of computations.
3.1.2 Our method
By Theorem 2.6, we directly assume τ = χ2t
2 + χ1t, ξ = ξ(x, y), ψ = ψ(x, y) and η =
[
g(x, y) +
γ(2χ2t + χ1)
]
u + h(t, x, y). By Theorem 2.7, H1 = 0,F1 = −u
nux − uxxx − uxyy, I1 =
{unux, uxxx, uxyy}, J1 = {uxxx, uxyy}, I1 \ J1 = {u
nux}, then the two conditions given in (37)
become
∂αh
∂tα
+ hxxx + hxyy = 0, (43a)
[
g(x, y) + (γ − α)(2χ2t+ χ1)
]
(−unux − uxxx − uxyy)
+(ηxxx − hxxx) + (η
xyy − hxyy) + nu
n−1uxη + u
nηx = 0, (43b)
where h = h(t, x, y), ηx and ηxxx, ηxxy, the first-order and third-order extended infinitesimals
respectively, are given by
ηx = Dx(η − ξux − ψuy) + ξuxx + ψuxy,
ηxxx = D3x(η − ξux − ψuy) + ξuxxxx + ψuxxxy,
ηxyy = DxD
2
y(η − ξux − ψuy) + ξuxxyy + ψuxyyy,
which are more simpler than the usual ones since τ is missing.
Substituting them into Eq.(43b) and separating it with respect to u and its derivatives, we
obtain
ξy = ψx = gx = gy = hx = 0,
α(2tχ2 + χ1)− 3ξx = 0,
2ψy + ξx − α(2χ2 t+ χ1) = 0,[
ng − ξx + (α+ γn)(2χ2 t+ χ1)
]
u+ nh = 0, (44)
which are integer-order linear PDEs and very easy to be solved. Solving the system gives χ2 =
γ = h = 0 and
τ = χ1t, ξ =
1
3
αχ1x+ c1, ψ =
1
3
αχ1y + c2, η = −
2
3n
αχ1u. (45)
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Observe that system (44) obtained by separating Eq.(43b) completely determines the Lie
symmetries of Eq.(39) and solutions (45) automatically satisfy Eq.(43a).
The direct role of the infinitesimal operator is to reduce the PDEs into the lower dimensional
PDEs. Before the performance, we define the following fractional differential operator in order
to present an elegant expression for the similarity reductions
(
P ǫ, αδ, σ U
)
(ρ, θ) =
n−1∏
j=0
[
ǫ+ j −
1
δ
(
ρ
∂
∂ρ
+ θ
∂
∂θ
)]
(Kǫ+α, n−αδ, σ U)(ρ, θ), (46)
n =
{
[α] + 1, α 6= N,
α, α ∈ N,
where
(
Kǫ, αδ, σU
)
(ρ, θ) =


1
Γ(α)
∫ ∞
1
(u− 1)α−1u−(ǫ+α)U(ρ u
1
δ , θ u
1
σ )du, α > 0,
U(ρ, θ), α = 0.
Note that in the case of single independent variable operator (46) becomes the classical
Erde´lyi-Kober fractional differential operator [3] and thus (46) can be called the generalized
Erde´lyi-Kober fractional differential operator.
The similarity variables of infinitesimal generator X = ∂x are z1 = t, z2 = y, U(z1, z2) =
u(t, x, y), which converts Eq.(39) to the form ∂αU(z1, z2)/∂z
α
1 = 0. Solving it gives u(t, x, y) =
f(y)tα−1 with arbitrary function f(y).
Similarly, with the generator X = ∂y, the reduced equation of Eq.(39) is ∂
αU(z1, z2)/∂z
α
1 =
UnUz2 + Uz2z2z2 , where z1 = t, z2 = x,U = u(t, x, y).
By the generator X = t∂t+α/3x∂x+α/3y∂y − 2α/(3n)u∂u, we reduce Eq.(39) into the form(
P
− 2
3n
α,α
3
α
U
)
(z1, z2) = U
n ∂U
∂z1
+
∂3U
∂z31
+
∂3U
∂z1∂z
2
2
,
where the similarity variables are z1 = xt
−α/3, z2 = yt
−α/3, U(z1, z2) = ut
2α/3n.
3.2 Time-fractional Hirota-Satsuma coupled KdV equations
Consider the time- fractional Hirota-Satsuma coupled KdV equations
uαt = uux + vvx + uxxx,
vαt = −uvx − 2vxxx, (47)
whose Lie symmetry analysis has been performed in [25]. Here we directly use our results to
study Lie symmetry of system (47).
Assume that a Lie symmetry with the infinitesimal generator
X = τ∂t + ξ∂x + η∂u + φ∂v,
where ξ, τ, η and φ are arbitrary smooth functions of t, x, u, v respectively, leaves system (47)
invariant, where by Theorem 2.6, τ = χ2t
2 + χ1t, ξ = ξ(x),
η =
[
g1(x) + γ1(2χ2t+ χ1)
]
u+ f2(x)v + h1(t, x),
and
φ =
[
g2(x) + γ2(2χ2t+ χ1)
]
v + f1(x)u+ h2(t, x).
15
By Theorem 2.7, one has
H1(t, x) = 0,F1 = uux + vvx + uxxx,
I1 = {uux, vvx, uxxx}, J1 = {uxxx}, I1 \ J1 = {uux, vvx};
H2(t, x) = 0,F2 = −uvx − 2vxxx,
I2 = {uvx, vux, vxxx}, J2 = {vxxx}, I2 \ J2 = {uvx, vux}.
Then the two conditions in (37) for the first equation of system (47) become
∂αh1
∂tα
− β3
∂3h1
∂x3
= 0,[
g1(x) + (γ1 − α)(2χ2t+ χ1)
]
F1 + f2(x)F2
−
(
ηxxx −
∂3h1
∂x3
)
− (uxη + uη
x)− (vxφ+ vφ
x) = 0, (48)
and for the second equation become
∂αh2
∂tα
− δ3
∂3h2
∂x3
= 0,
[
g2(x) + (γ2 − α)(2χ2t+ χ1)
]
F2 + f1(x)F1 + 2
(
φxxx −
∂3h2
∂x3
)
+ (vxη + uφ
x) = 0, (49)
where hi = hi(t, x), η
x, φx and ηxxx, φxxx, the first-order and third-order extended infinitesimals
respectively, are given by
ηx = Dx(η − ξux) + ξuxx, η
xxx = D3x(η − ξux) + ξuxxxx,
φx = Dx(φ− ξvx) + ξvxx φ
xxx = D3x(φ− ξvx) + ξvxxxx.
Inserting the above prolongations into systems (48) and (49) and annihilating the coefficients
of different powers of u, v and their derivatives to zero, we obtain
f1 = f2 = h1 = h2 = 0, g
′
1 = g
′
2 = 0,
α(2χ2t+ χ1)− 3ξ
′ = 0,
(α+ γ1)(2χ2t+ χ1) + g1 − ξ
′ = 0,
(γ1 − 2γ2 − α)(2χ2t+ χ1) + g1 − 2g2 + ξ
′ = 0. (50)
Solving the system yields
τ = χ1t, ξ =
1
3
αχ1x+ c1, η = −
2
3
αχ1u, φ = −
2
3
αχ1v,
which is the same as the results in [25]. However, the symmetry determining system (50) is very
simple and easy to be solved.
Next we use the infinitesimal operators to construct reduced equations. The generator X = ∂x
reduce system (47) to the form
dαU(ζ)
dζα
= 0,
dαV (ζ)
dζα
= 0, (51)
where the similarity variables are ζ = t, U(ζ) = u(t, x), V (ζ) = v(t, x). Solving system (51)
gives one solution of system (47) u(t, x) = C1t
α−1, v(t, x) = C2t
α−1, where C1, C2 are integral
constants.
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Induced by the operator X = t∂t + α/3x∂x − 2α/3u∂u − 2α/3v∂v , Eq.(47) is reduced to(
P
1− 5
3
α,α
3
2α
U
)
(ζ) = U(ζ)U ′(ζ) + V (ζ)h′(ζ) + U ′′′(ζ),(
P
1− 5
3
α,α
3
2α
V
)
(ζ) = −U(ζ)V ′(ζ)− 2V ′′′(ζ),
where the similarity variables are ζ = xt−α/3, U(ζ) = ut2α/3, V (ζ) = vt2α/3.
3.3 Time-fractional nonlinear telegraph equations
The third example is the time- fractional nonlinear telegraph equations with variable coefficients
uαt = vx,
vαt = P (u)ux +G(u), (52)
where P (u) and Q(u) are two smooth nonzero functions of u which make system (52) nonlin-
ear. In what follows, we will perform a complete Lie symmetry classification of system (52)
which means to classify the functions P (u) and Q(u) making system (52) admit the extended
symmetries and then to determine the symmetries.
An equivalent transformation of system (52) is given by
t∗ = t, x∗ = β3x+ β4, u
∗ = β1u, v
∗ = β2v, P
∗(u∗) =
β2β3
β1
P (u), G∗(u∗) = β2G(u), (53)
where nonzero constants βi satisfy β1β3 = β2 6= 0. It implies that in the procedure of symmetry
classification for system (52), scalings of P (u) and G(u) do not affect the final classified results.
For example, if P (u) = β1u
2 + β2, G(u) = β3u, we assume P (u) = u
2 + βˆ2, G(u) = u.
Assume that a Lie symmetry group with the infinitesimal generator
X = τ∂t + ξ∂x + η∂u + φ∂v, (54)
where the infinitesimals ξ, τ, η and φ are undetermined smooth functions of t, x, u and v respec-
tively, leaves system (52) invariant, by Theorem 2.6, τ = χ2t
2 + χ1t, ξ = ξ(x),
η =
[
g1(x) + γ1(2χ2t+ χ1)
]
u+ f2(x)v + h1(t, x),
and
φ =
[
g2(x) + γ2(2χ2t+ χ1)
]
v + f1(x)u+ h2(t, x),
where, hereinafter, fi(x), gi(x), hi(t, x) are undetermined functions and cj are arbitrary constants,
i = 1, 2 and j = 1, 2, 3. Moreover, by Theorem 2.7 for system (52), one has H1(t, x) = H2(t, x) =
0,F1 = vx,F2 = P (u)ux +G(u).
We first consider the first equation in system (52). By Theorem 2.7, I1 = {vx} and J1 = {vx},
then I1 \ J1 = ∅ and we obtain
∂αh1(t, x)
∂tα
−
∂h2(t, x)
∂x
= 0,
[
g1(x) + (γ1 − α)(2χ2t+ χ1)
]
vx −
(
φx −
∂h2(t, x)
∂x
)
+ f2(x)
[
P (u)ux +G(u)
]
= 0, (55)
where φx is the first order extended infinitesimal of φ with respect to x and expressed by
φx =
[
g2(x) + γ2(2χ2t+ χ1)
]
vx + g
′
2(x)v + f
′
1(x)u+ f1(x)ux +
∂h2(t, x)
∂x
− ξ′(x)vx. (56)
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Inserting (56) into the second equation in system (55) and separating it with respect to v, vx
and ux, we obtain g2(x) = c1, and
f2(x)P (u)− f1(x) = 0,
f2(x)G(u) − f
′
1(x)u = 0,
(γ1 − γ2 − α)(2χ2t+ χ1) + g1(x)− c1 + ξ
′(x) = 0. (57)
Observe that if f1(x)f2(x) 6= 0, P (u) is a constant and G(u) is either linear in u or a constant,
which is contradict with that system (52) is nonlinear. Thus f1(x)f2(x) = 0. Since f2(x)P (u) =
f1(x) and P (u) 6= 0, thus f1(x) = 0 implies f2(x) = 0 and vice versa, i.e. f1(x) = f2(x) = 0.
Then by dividing the last equation in system (57) with respect to t, we obtain the symmetry
determining equations for the first equation in system (52)
∂αh1(t, x)
∂tα
−
∂h2(t, x)
∂x
= 0,
(γ1 − γ2 − α)χ2 = 0,
(γ1 − γ2 − α)χ1 + g1(x)− c1 + ξ
′(x) = 0. (58)
We claim that χ2 = 0. If χ2 6= 0, by (26) one has γ1 = γ2 = (α − 1)/2, then the second
equation in system (58) becomes −αχ2 = 0, which does not hold since α 6= 0. Thus system (58)
becomes
∂αh1(t, x)
∂tα
−
∂h2(t, x)
∂x
= 0,
χ2 = −αχ1 + g1(x)− c1 + ξ
′(x) = 0. (59)
Then by the above analysis the infinitesimals in (54) are simplified to
τ = χ1t, ξ = ξ(x), η = g1(x)u+ h1(t, x), φ = c1v + h2(t, x).
Now we turn to the second equation in system (52). Since system (52) is nonlinear, then
either P (u) is a nonconstant function or Q(u) is a nonlinear function or both of them. In order
to facilitate symmetry classification, we divide P (u) and G(u) into two parts respectively, set
P (u) = Pn + β, G(u) = λu + Gn, where λ and β are two constants, Pn = Pn(u) is a function
without containing constant term and Gn = Gn(u) is a nonlinear function without containing
the linear term λu.
With the above assumptions, I2 = {u, ux, Pnux, Gn}, J2 = {u, ux}, I2 \ J2 = {Pnux, Gn} and
F2 = Pnux + Gn + βux + λu. By Theorem 2.7, the two determining conditions for the second
equation in system (52) are
∂αh2(t, x)
∂tα
− β
∂h1(t, x)
∂x
− λh1(t, x) = 0, (60a)
(c1 − αχ1)
(
Pnux +Gn + βux + λu
)
− λ [η − h1(t, x)]
−β
[
ηx −
∂h1(t, x)
∂x
]
− η
(
P ′nux +G
′
n
)
− ηxPn = 0, (60b)
where ηx is give by
ηx =
[
g1(x)− ξ
′(x)
]
ux + g
′
1(x)u+
∂h1(t, x)
∂x
.
We claim that if h1(t, x) is a constant, then h1(t, x) = 0. Assume h1(t, x) = C is a constant,
then solving the first equation in system (59) gives h2(t, x) = Cxt
−α/Γ(1 − α) + k(t). Inserting
it into Eq.(60a) yields
∂αk(t)
∂tα
+ Cx
∂α
∂tα
[
t−α
Γ(1− α)
]
− λC = 0.
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Equating the coefficient of x to zero yields C = 0 and then k(t) = c2t
α−1. Thus h1(t, x) =
0, h2(t, x) = c2t
α−1.
Inserting η and ηx into Eq.(60b) and separating it with respect to ux yields
2(Pn + β) [c1 − g1(x)]− P
′
n [g1(x)u+ h1(t, x)] = 0, (61a)
Gn (c1 − αχ1) + u
[
λc1 − λg1(x)− βg
′
1(x)− λαχ1
]
−Pn
[
g′1(x)u+
∂h1(t, x)
∂x
]
−G′n [g1(x)u+ h1(t, x)] = 0, (61b)
where system (59) is used. We start with Eq.(61a) to classify the pairs (P (u), G(u)) and to
determine the corresponding Lie symmetries. Since Pn 6= 0, Eq.(61a) implies g1(x) and h1(t, x)
are constants respectively, and thus h1(t, x) = 0, h2(t, x) = c2t
α−1 by the claim. Let g1(x) = ω.
If ω = 0, Eq.(61a) gives c1 = 0, no new Lie symmetry is found. Then for ω 6= 0, solving Eq.(61a)
gives Pn = u
2(c1−ω)/ω − β, which implies β = 0 since Pn is independent of constant term, i.e.
Pn = u
2(c1−ω)/ω.
From the second equation in system (59), we find ξ(x) = (αχ1 − ω + c1)x + c3 and then
Eq.(61b) becomes
Gn (c1 − αχ1) + λu (c1 − ω − αχ1)− ωuG
′
n = 0,
which gives Gn = u
(c1−αχ1)/ω and λ = 0 since Gn does not contain the term u. Therefore system
(52) with P (u) = u2c1/ω−2, G(u) = u(c1−αχ1)/ω is admitted by
X = χ1t∂t + [(αχ1 − ω + c1)x+ c3] ∂x + ωu∂u +
(
c1v + c2t
α−1
)
∂v.
We summarize the above Lie symmetry classification results of system (52) as the following
proposition.
Proposition 3.1 The Lie symmetries admitted by the time-fractional nonlinear telegraph equa-
tions (52) are classified as follows:
I). For arbitrary functions P (u) and G(u), system (52) is admitted by X = ∂x.
II). For P (u) = u2c1/ω−2, G(u) = u(c1−αχ1)/ω, system (52) is admitted by
X = χ1t∂t + [(αχ1 − ω + c1)x+ c3] ∂x + ωu∂u +
(
c1v + c2t
α−1
)
∂v.
Note that the symmetry classification result of fractional PDEs (52) has a big different with
the one of integer-order nonlinear telegraph equations in [31], thus fractional derivative greatly
affects the symmetry properties of fractional PDEs.
With the infinitesimal generators in Proposition 3.1, we perform symmetry reductions of
system (52) as the following three cases.
I). For arbitrary functions P (u) and G(u), system (52) is admitted by the infinitesimal gen-
erator X = ∂x. Similar as the case for system (47), we obtain one solution of system (52)
u(t, x) = C1t
α−1, v(t, x) = C2t
α−1, where C1, C2 are integral constants.
II). For P (u) = u2c1/ω−2, G(u) = u(c1−αχ1)/ω, system (52) is reduced by the infinitesimal
generator X = ∂x + c2t
α−1∂v into the form
dαU(ζ)
dζα
= c2ζ
α−1,
dαV (ζ)
dζα
= U(ζ)
1
ω
(c1−αχ1), (62)
where the similarity variables are ζ = t, U(ζ) = u(t, x), V (ζ) = v(t, x) − xtα−1. Then via the
reduced equations (62) we obtain a particular solution of system (52)
u(t, x) =
c2Γ(α)
Γ(2α)
t2α−1, v(t, x) = xtα−1 +
[
c2Γ(α)
Γ(2α)
]Λ Γ((2α − 1)Λ + 1)
Γ((2α − 1)Λ + α+ 1)
t(2α−1)Λ+α,
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where Λ = (c1 − αχ1)/ω.
III). For P (u) = u2c1/ω−2, G(u) = u(c1−αχ1)/ω, system (52) is reduced by the infinitesimal
generator X = χ1t∂t + (c1 + χ1α− ω)x∂x + ωu∂u + v∂v into the form(
P
1+ ω
χ1
−α, α
χ1
c1+χ1α−ω
U
)
(ζ) = V ′(ζ),(
P
1+
c1
χ1
−α, α
χ1
c1+χ1α−ω
V
)
(ζ) = U(ζ)U ′(ζ) + U (c1−αχ1)/ω(ζ),
where ζ = xt−(c1+αχ1−ω)/χ1 , U(ζ) = u(t, x)t−ω/χ1 , V (ζ) = v(t, x)t−c1/χ1 .
4 Conclusions
We further investigate Lie symmetry structure of a system of multi-dimensional time-fractional
PDEs and give an explicit formula of the extended infinitesimal of fractional partial derivative.
Moreover, we show that the infinitesimal generator of the system has an elegant structure and
uniquely determined by two simple conditions. Applications to three examples demonstrate the
efficiency of the results.
It is worthy of saying that the whole procedure to search for Lie symmetries of the multi-
dimensional system is mechanic and by means of our results quite possible to be performed on
the computer with lower complexity of computation. In addition, whether the above results hold
for time-fractional PDEs with Caputo fractional derivative are still unknown. We will proceed
in this way and report the related results.
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