A new method to estimate the parameters of Tucker's three-mode principal component model is discussed, and the convergence properties of the alternating least squares algorithm to solve the estimation problem are considered. A special case of the general Tucker model, in which the principal component analysis is only performed over two of the three modes is briefly outlined as well. The Miller & Nicely data on the confusion of English consonants are used to illustrate the programs TUCKALS3 and TUCKALS2 which incorporate the algorithms for the two models described.
Three-Mode Models and Their Solutions
The three-mode model--here referred to as the Tucker3 model--was first formulated by Tucker [1963] , and subsequently extended in articles by Tucker [1964, 1966] , and Levin [1963, Note 5] especially with respect to the mathematical description and programming aspects of the model. In the context of multidimensional scaling, references to this model occur frequently [Harshman, 1970, Note 2; Jennrich, 1972, Note 3; Carroll & Chang, 1972, Note 1; Takane, Young & de Leeuw, 1977] , since the Tucker3 model is the general model comprising various individual differences models. A discussion of the relationships between multidimensional scaling and three-mode principal component analysis can be found in Tucker [1972 ], Carroll & Wish [1974 , and Takane, Young & de Leeuw [1977] .
The algorithms developed by Tucker [1966] are used to solve the three-mode model in all cases. References to computer programs based on these algorithms are Wainer et al. [ 1971, 1974] , Walsh [I 964], Walsh & Walsh [ 1976] , and one such program is embodied in the statistical package SOUPAC developed at the University of Illinois. Numerous similar programs have been written, and they are mostly referred to in passing in applied articles. In his 1966 article Tucker remarks that his procedures "do not produce a least squares approximation to the data. Investigations of the mathematics of a least squares fit for three-mode factor analysis indicate a need for an involved series of successive approximations." The procedures described in the sequel are designed to provide least squares estimates of the parameters in the three-mode model. The alternating least squares approach used can also be extended to accommodate other levels of measurement, as has been recently demonstrated by Sands & Young [I980] for a more restricted model.
The Description of the Tucker3 Model
The Tucker3 model deals with data which can be arranged in a three-dimensional block or a so-called three-mode matrix. Specifically, a 1 × m x n three-mode matrix Z is Requests for reprints should be sent to Pieter M. Kroonenberg, Vakgroep W.E.P., Subfakulteit der Pedagogische en Andragogische Wetenschappen, Schuttersveld 9 (5e verd.), 2316 XG Leiden, THE NETHER-LANDS. The elements are placed in the three-dimensional block such that the index i runs along the vertical axis, the index j along the horizontal axis, and the index k along the "depth" axis. We will use the word "mode" to indicate a collection of indices by which the data can be classified. For instance, in semantic differential studies [Osgood, Tannenbaum & Suci, 1957] one collects scores of a number of persons on a set of bipolar scales for a collection of attributes. These data can be classified by persons, scales, and attributes; each of these therefore determine a mode of the data.
We will only use real matrices here, and in general the number of rows will be larger than the number of columns. We will use R "×" for the class of real n x m matrices, and K "×" for the class of columnwise orthonormal matrices, and R l .... for the class of all 1 × m × n three-mode matrices.
Using the above definitions we can formulate the Tucker3 model as the factorization of the three-mode data matrix Z = {zuk } , Z E R t .... such that 
where Z E R I×"m and C @ R .... are now ordinary (two-mode) matrices by making use of so-called combination modes [Tucker, 1966, p. 281] , and ® denotes the Kronecker product. By symmetry there are two other matrix formulations (see also Section 4). We will not introduce special notation to distinguish between the two-mode and three-mode versions of Z and C, as the appropriate version is indicated by the real space of which it is an element. It should be noted that our formulation of the three-mode model corresponds to the model Tucker treats in pages 294ff of his 1966 paper when he describes ways to estimate the parameters of his model. In the earlier theoretical part of his paper Tucker gives a more general formulation with G, H, and E as full column rank matrices, rather than orthonormal ones. Both computational expedience, and the desire to formulate conditions for a unique solution motivated us to describe the model entirely in terms of columnwise orthonormal matrices. Once a solution has been obtained we can transform G, H, and E by either orthonormal transformations and/or by non-singular transformations of the appropriate rank without affecting the loss function (3) defined below, provided we counterrotate the core matrix. In fact we have included in the TUCKALS2 program (see Section 9) a procedure for orthonormal transformation of the core matrix [for details see Kroonenberg & de Leeuw, 1977, Note 4, Appendix A] , and are in the process of including a non-singular transformation routine as well. Similarly transformation routines will be eventually included in the TUCKALS3 program as well.
