The suggestion that there are characteristics of living organisms that have evolved because they increase the rate of evolution is controversial and difficult to study. In this review, we examine the role that experimental evolution might play in resolving this issue. We focus on three areas in which experimental evolution has been used previously to examine questions of evolvability; the evolution of mutational supply, the evolution of genetic exchange and the evolution of genetic architecture. In each case, we summarize what studies of experimental evolution have told us so far and speculate on where progress might be made in the future. We show that, while experimental evolution has helped us to begin to understand the evolutionary dynamics of traits that affect evolvability, many interesting questions remain to be answered.
Introduction
Natural selection produces organisms that are well adapted to their environment and the explanation of how complex adaptation may arise has been one of the great successes of the neo-Darwinian synthesis. There is little doubt that the functional significance of traits as diverse as the clutch size of great tits and the infanticide behaviour of male lions can be explained in terms of their effect on an individual's genetic contribution to the future. But are there characteristics of organisms that function not to increase their fitness, but instead to increase evolvability? That is, are there traits that are selected and maintained because they increase the ability of a population to respond to natural selection? Increasingly, the suggestion that many features of organismic design can only be understood in this context is taking hold (Kirschner and Gerhart, 1998; Earl and Deem, 2004) . However, such claims are controversial and clear evidence has been hard to come by (Poole et al., 2003; Sniegowski and Murphy, 2006) . Indeed, even the term evolvability has been defined and used in different ways, from a technical measure of the amount of additive genetic variation within a population to the ability of a population to generate novel variation or acquire novel functions (Kirschner and Gerhart, 1998; Wagner, 2005; Sniegowski and Murphy, 2006) . Here, we define evolvability as the ability of a population to both generate and use genetic variation to respond to natural selection and an evolvability trait as a character that is selected because of its effects on evolvability.
Many features of organisms have been proposed as evolvability traits, and most can be loosely classified into one of the three categories. First, there are characters that directly increase the input of genetic variation. The elevated mutation rate observed in many species of bacteria is one obvious example. Similarly, there is some evidence that the existence of hypermutable domains within the genomes of pathogenic bacteria and viruses may allow more rapid adaptive responses in the face of host immune pressure (Moxon et al., 1994; Earl and Deem, 2004) . Second, there are characters that increase genetic variation by mixing genetic material from different lineages. The widespread existence of eukaryotic sex has been explained in this context, but genetic exchange by various mechanisms is also common place among non-eukaryotes (Redfield, 2001) . Third, there are characters that increase evolvability by altering the link between genotype and phenotype and so modulating the way in which a given amount of genetic variation is expressed at the phenotype level. This category includes a diverse array of organismic features that are less easily characterized than the previous two. The modularity of organismic design, the structure of gene networks and genetic architecture and the robustness of developmental mechanisms are examples of characters that may increase evolvability in this way (Wagner and Altenberg, 1996; Kirschner and Gerhart, 1998; Wagner, 2005; Hansen, 2006) .
In theory, there is nothing to preclude the selection of traits that have no other effect than to increase the evolutionary potential of a population. However, in contrast to genes with direct effects on fitness, which respond directly to selection, evolvability genes are subject to indirect selection. Take as an example a gene that increases the genomic mutation rate, but has no other effect. Such a gene can potentially increase in frequency if it can 'hitchhike' with novel beneficial mutations that it creates (Sniegowski et al., 2000) . Such indirect selection will be weak in comparison to direct selection, but even weak evolutionary forces can have considerable importance over the long timescales of evolutionary history.
However, while evolvability traits are possible in theory, demonstrating that a particular trait has been shaped by such selection pressures is far from straightforward. First, it is necessary to show that the trait really does increase the rate of adaptation. For example, increasing the supply of beneficial mutations could potentially increase the rate of adaptation, but may have little actual effect if adaptation is not limited by mutational supply. Second, it is also necessary to show that selection favours the trait because it increases evolvability rather than increased evolvability being an unselected by-product of selection for some other function (Sniegowski and Murphy, 2006) . This distinction between the adaptive value of a trait and its unselected consequences is critical if we are to fully understand the forces that have moulded a trait (Williams, 1996) .
Experimental evolution offers the potential to examine directly the evolutionary dynamics of putative evolvability traits. Such experiments allow researchers to observe directly whether a trait does indeed increase the rate of adaptation of a population, and if so, under what circumstances. In addition, it is possible to observe whether such traits increase in frequency in situations where the rate of adaptation is limiting (and perhaps equally importantly, that they do not increase in frequency when it is not). In this review, we will examine some of the ways in which the techniques of experimental evolution may improve our understanding of evolvability. We will not attempt a complete overview of the field. Instead, we begin by focusing on two areas, the evolution of elevated mutation rates in bacteria and the evolution of eukaryotic sex. These are areas in which our understanding of the evolutionary processes is reasonably well-developed, and experimental evolution studies have been central in aiding that development. We will then examine the much more controversial question of whether aspects of genetic architecture have evolved to increase evolvability (Wagner, 2005; Hansen, 2006) . This is an area that has received a great deal of attention recently, but in which our understanding is much less well-developed. We will highlight how experimental evolution might help to develop this understanding.
Mutational supply
Constitutive mutators Adaptive evolution ultimately depends on mutation to generate the genetic variation, that is, its fuel. Thus, it seems intuitive that an organism that increases its rate of mutation might benefit from increased evolvability. This intuition is supported by theory, at least under certain conditions. Population genetic models show that in a poorly adapted population, genes that increase the genomic mutation rate (termed mutators) can spread by hitchhiking with the beneficial mutations that they produce (Johnson, 1999a, b; Sniegowski et al., 2000; Tenaillon et al., 2000) . However, this is much more likely to occur in organisms lacking recombination so that the association between mutator and mutation is not broken down, and is unlikely to be a significant force in sexual organisms.
Naturally occurring mutator strains are found in many bacteria, including Escherichia coli. Loss-of-function mutations in DNA repair systems means that these strains have a mutation rate 10-to100-fold higher than wild-type strains. This has allowed the evolutionary dynamics of mutator genotypes to be examined in the lab. Early experiments showed that chemostats inoculated with mixtures of mutator and wild-type E. coli would frequently become dominated by the mutator genotype (Cox and Gibson, 1974; Chao and Cox, 1983) . The appearance and subsequent spread to fixation of mutator alleles within 3 of the 12 long-term selection lines of the Lenski's group (Sniegowski et al., 1997) showed that such genes can also spread when they arise naturally. Together these results provide direct evidence that genes for elevated mutation rate can spread through populations, and that they do so at a rate too high to be explained by genetic drift. However, is increased evolvability the selective force driving the increase in frequency of these mutators or is their spread due to some other direct selective benefit?
Further experiments cast doubt on a necessary link between elevated mutation rate and increased evolvability. When the rate of adaptation of mutator and wildtype E. coli was compared directly, elevated mutation rate had minimal effect on the rate of adaptation except in poorly adapted populations with small effective population sizes (de Visser et al., 1999) . The rate of adaptation of larger populations was limited, not by the rate of mutational supply, but by the efficiency of selection, and so elevated mutation rates had little effect (Gerrish and Lenski, 1998; de Visser et al., 1999) . Thus, increased mutational supply does not guarantee an increase in evolvability.
However, clear evidence that mutator genes can spread because they increase evolvability came from detailed examination of the three mutator lines from Lenski's experiments. In two of the three lines, the spread of the mutator genotype was accompanied by an increase in the rate of adaptation relative to populations that did not substitute mutator alleles (Shaver et al., 2002) . In addition, there was no evidence that the increase in mutation rate seen was favoured by direct selection (Shaver et al., 2002) . However, the observed benefits of increased mutation supply are short-lived.
Comparison of the fitness of the mutator populations with non-mutator lines several thousand generations later showed no measurable affect of mutator fixation on the end fitness of a population (Shaver et al., 2002) . This may not be that surprising, since all of the populations had become well adapted to the simple and unchanging laboratory environment by that point, and increased evolvability offers little benefit under such conditions (de Visser et al., 1999) . However, this does mean that while increased evolvability may provide the adaptive explanation of why mutators increased in frequency, it does not explain their current maintenance within the populations. The question of why these populations remain fixed for mutators in the absence of any effect on current evolvability remains to be answered (Shaver et al., 2002) .
Taken together, these studies provide support for the theoretical prediction that genes for elevated mutation Experimental evolution and evolvability N Colegrave and S Collins rate can spread because they increase evolvability. However, they also show clearly how restrictive the conditions are in which this will occur and how transient such benefits can be. Such selection is unlikely to be particularly strong in natural populations, unless environmental change occurs at a high rate. This is in line with the fact that, while mutators in many natural populations of bacteria tend to be at low frequency, they are often found at much higher frequency in pathogenic bacteria (LeClerc et al., 1996; Oliver et al., 2000) , which are likely to experience frequent bottlenecks and strong directional selection.
Environment-specific mutators
If advantages of increased mutation rate are likely to be transient in natural populations, then an organism that could increase its mutation rate with increased evolvability would be beneficial, but reduce it at other times might be at a selective advantage. Such environmentspecific modulation of mutation rates does occur in bacteria (Rosenberg et al., 1998; Metzgar and Wills, 2000; Bjedov et al., 2003) . For example, when E. coli are starved, their rate of mutation increases, and the increase in beneficial mutation can allow them to survive the period of starvation (Rosenberg et al., 1998; Metzgar and Wills, 2000) . The cellular machinery underlying these variable mutation rates has turned out to be remarkably complex, with several enzymes involved, allowing fine adjustments in mutation rate (Metzgar and Wills, 2000; Jarosz et al., 2007) . The complexity of the machinery, combined with comparative evidence that it has been maintained over long evolutionary timescales and even duplicated (Erill et al., 2006) provides further evidence that the mutation rate variation is an adaptation, rather than a pathological consequence of the replication machinery breaking down under stress. However, whether it is an adaptation to increase evolvability is far from clear cut and alternative explanations have been proposed (Metzgar and Wills, 2000) . In particular, the increased mutation rate might simply be a consequence of changes that allow the DNA replication system to copy badly damaged DNA or DNA that cannot otherwise be copied. Alternatively, if there is a trade-off between precision of replication and growth or survival in a stressful environment, the reduction in precision might represent a reallocation of resources. In either case, the increased evolvability would be regarded as a consequence rather than the selected function of the adaptation. Experimental evolution could potentially be used to disentangle these hypotheses. For example in E. coli, the elevated mutation rate is due to a switch from the standard polymerase enzyme to an error-prone DNA polymerase, which is also able to copy damaged DNA (Rosenberg et al., 1998; Metzgar and Wills, 2000) . If it is possible to knock out this switch and manipulate the mutation rate of the standard polymerase enzymes, it will be possible to examine whether the elevated mutation rate is adaptive in the absence of an increase in the ability to copy damaged DNA. Given the success of experimental evolution in unravelling the selective forces acting on constitutive mutators, it seems likely that it will provide a powerful tool in understanding their facultative counterparts. Coming up with experimental protocols and techniques to disentangle the selectedversus-emergent functions of the machinery that allows organisms to fine-tune their mutation rates remains a challenge for the future.
Genetic exchange
Eukaryotic sex Theoretical work (Gerrish and Lenski, 1998) , as well as the experiments with bacteria discussed above (de Visser et al., 1999) , demonstrates clearly that the rate of mutational supply will often not limit rates of adaptation. In particular, in large populations where abundant beneficial mutations are available, adaptation may be limited by the rate at which these beneficial mutations can be fixed. In asexual populations, beneficial mutations that arise in different lineages compete with one another, and cannot be fixed together (Gerrish and Lenski, 1998) . This process of clonal interference is a potentially important limit on the rate of adaptation in asexual populations. The eukaryotic sexual cycle of meiosis and syngamy allows beneficial mutations that arise in different lineages to be brought together into the same individual, potentially removing the problem of clonal interference and increasing the efficiency of selection. Indeed, the machinery involved in meiosis and syngamy appears so obviously designed to increase the variation of offspring, that for many years, it was accepted without question that the function of sex was to increase the ability of a species to evolve. More recently, this explanation has been questioned since sex carries costs to the individual that would usually be expected to outweigh any benefits to the species (Maynard Smith, 1978; Bell, 1982) . Nevertheless, more recent population genetic theory has shown that genetic modifiers for increased sex or recombination can increase in frequency because they increase the rate of adaptation (Charlesworth and Barton, 1996) . The modifiers are able to spread in a similar fashion to the mutators discussed above, by hitchhiking with the higher fitness genotypes that they have created.
Experiments in facultative sexual eukaryotes show clearly that sex can increase the rate of adaptation in a novel environment. In Chlamydomonas reinhardtii, even a single round of sexual reproduction can increase the rate at which a population adapts to a novel environment in the short term , and longer term increases are observed after multiple rounds of sex (Colegrave, 2002; Kaltz and Bell, 2002) . Similar results have been observed in yeast, where experimentally knocking out the sexual cycle causes populations to adapt less rapidly to harsh laboratory environments (Goddard et al., 2005) . Evidence that these benefits come from bringing together beneficial mutations is because of the fact that the benefits of sex observed in yeast were not observed in populations of yeast (Goddard et al., 2005) or of C. reinhardtii (Renaut et al., 2006) grown in benign laboratory environments. Furthermore, clonal interference is expected to be strongest in large populations, and this is also where the benefits of sex in C. reinhardtii are greatest (Colegrave, 2002) .
These experiments provide strong support that a function of eukaryotic sex is to increase the rate of adaptation to novel or changing environments. Whether this selective benefit of sex is enough in itself to outweigh Experimental evolution and evolvability N Colegrave and S Collins its costs remains to be seen, and experiments that test this directly would be welcomed. Certainly, at least one experiment with yeast found benefits of sex in benign but not novel environments, supporting a role for sex in purging deleterious mutations (Zeyl and Bell, 1997) . Evaluating the benefits of sex under different selective scenarios would appear to be a productive avenue for future research. Nevertheless, there is good reason to take seriously the idea that one of the most ubiquitous features of life may have evolved because of its effects on evolvability-a hypothesis that appears to be supported by comparative and macroevolutionary observations; asexuality is distributed across the tree of life, but it is rare to find higher taxa in which all species are asexual. In essence, asexual species tend to form twigs on the tree of life, rather than whole branches. Such a distribution is consistent with the idea that asexual lineages have short evolutionary lifetimes due to a lack of evolvability (Maynard Smith, 1978; Bell, 1982) .
Genetic exchange in non-eukaryotes
Genetic exchange is not limited to eukaryotes and appears to be an ubiquitous feature of life. Evidence of gene transfer is present in virtually all bacterial genomes that have been examined (Narra and Ochman, 2006) and also occurs in both DNA and RNA viruses. However, the mechanisms of genetic exchange in non-eukaryotes are often involved in other processes, which provide alternative functional explanations. Genetic exchange in bacteria is frequently achieved via a third party such as a conjugative plasmid or a virus. In these cases, the exchange is probably a by-product or the reproductive strategy of this party. Bacterial transformation, where DNA is taken up from the environment and incorporated into the genome, would seem a more hopeful candidate, as no third party is involved. However, examination of machinery involved suggests that the main function of transformation is nutritional, with genetic exchange again relegated to a by-product (Redfield, 2001 ). The segmented genome of some RNA viruses allows genetic exchange to occur and has been shown experimentally to increase the rate of viral adaptation under certain circumstances (Poon and Chao, 2004) . However, whether this is the function of segmentation, or whether some other function such as a reduction in packaging constraints or avoidance of the monocistronic messenger problem (Nee and Maynard Smith, 1990 ) remains an open question. Thus, it appears to us that genetic exchange outside eukaryotes is usually a by-product of other functions, and any increased evolvability that results is an unselected consequence.
Evolvability and fitness landscapes
The very idea that evolvability can be the target of natural selection supposes that some state or mechanism places a speed limit on adaptation. Fitness landscapes are produced by plotting fitness against genotype in a given environment and provide a useful framework within which the process of evolutionary change can be examined. At its simplest, an adapting population can be thought of as moving across this landscape stepping from genotypes of low fitness to genotypes of higher fitness and ultimately arriving at a local fitness optima, or adaptive peaks. The traits that we have discussed so far increase evolvability by allowing populations to climb adaptive peaks on stationary landscapes more rapidly, for example, by reducing the time until a genotype of higher fitness appear in the population. However, the topography of the landscape itself may constrain adaptation. In particular, if the landscape is rugged, such that high-fitness genotypes are frequently separated from other high-fitness genotypes by adaptive valleys containing low-fitness genotypes, the ability of natural selection to maximize fitness and reach the fittest genotype may be limited. In this case, an alternative way in which evolvability could be increased would be through changes in the shape or stability of the fitness landscape, which would allow population to move around the landscape more easily. In this case, evolvability would result from making fitness landscapes less rugged. This would entail changing how particular genotypes map to particular values of fitness by changing the interactions between components of fitness. Thus, changes in evolvability by selection on the shape of fitness landscapes could occur by making or destroying gene-gene interactions, and be detectable as changes in epistasis.
A mechanism that changes the ruggedness of fitness landscapes is implicit in much of the discussion of how the modularity at many levels of organismic organization may provide evolvability benefits, since increased modularity is expected to reduce the ruggedness of fitness landscapes (Wagner and Altenberg, 1996; Kirschner and Gerhart, 1998; Wagner, 2005; Hansen, 2006) . However, can natural selection act directly on the shape of fitness landscapes to increase evolvability, or is the shape of the fitness landscape simply an unselected consequence of selection on other traits? As of yet, there are few clear answers to these questions. However, we believe that there are several ways in which experimental evolution can help us to address this fundamental question. While experimental evolution in bacteria has been used to examine the shapes of fitness landscapes (Travisano et al., 1995; Colegrave and Buckling, 2005) , there has been little experimental investigation of if or how selection acts on their shape.
Experimental evolution can provide insight into the potential for this kind of selection by allowing us to examine constraints on landscapes directly. For example, the topography of fitness landscapes depends critically on the nature and size of epistatic interactions between loci, with greater epistasis leading to more rugged landscapes. Experiments with the goal of understanding how epistasis affects adaptation has focused on questions that can be applied to evolvability: does the degree of epistasis affect evolvability, is there heritable variance in epistasis that natural selection could act on and does natural selection actually act directly on evolvability by changing the degree of epistasis?
There is clear experimental evidence that epistasis affects evolvability. Recent work by Weinreich et al. (2006) showed that sign epistasis limits the number of accessible adaptive walks for a single protein, even when mutational supply is high enough that all single mutants occur. In addition, epistatic interaction have been shown to affect the rate of fitness recovery in viruses (Sanjuan et al., 2005) and E. coli (Moore et al., 2000) , where negative epistasis speeds up the rate of fitness increase. This general effect is sensitive to mutational supply, where Experimental evolution and evolvability N Colegrave and S Collins more epistasis speeds up fitness recovery in small populations, and intermediate levels of negative epistasis are favoured in larger populations. Sign epistasis also affects the order of fixation of beneficial mutations, and further constrains adaptation (Weinreich et al., 2006) . Thus, epistasis can act as a strong constraint on evolvability, and that mutations that reduce the level of genetic interaction, such as the duplication of regulator genes, could in principle be favoured for this reason.
Changes in epistasis may make fitness landscapes less rugged or more changeable over time but since epistatic interactions have direct fitness effects, it is unclear whether selection is also acting directly on evolvability. Like other components of fitness that selection may act on, levels of epistasis have a distribution and are heritable (Martin et al., 2007) . Experimental evolution could be used as a test of whether changes in epistasis correlate with changes in evolvability by seeing if mutations are fixed in more and less evolvable population samples from different parts of this distribution. Here, one would expect lower levels of epistasis in more evolvable populations that were adapted to randomly fluctuating environments if epistasis actually poses an important constraint on the number of possible adaptive solutions. The direct effect of epistasis on fitness increase could be measured, and evolvability of the end populations could be compared with the stability of their fitness landscapes by mutagenizing the populations or selecting them in a second novel environment. Experiments studying the correlation between robustness and the degree of antagonistic epistasis observed a correlation between the strength of epistatic interactions and the average effect of deleterious mutations ). Large-scale molecular genetics techniques are becoming more and more accessible, and can be used for experimental evolution. For example, it is possible to systematically create populations of microorganisms, such as yeast or bacteria, where individual genes could be duplicated. This would allow us to examine whether decreasing epistatic constraints by gene duplication increases evolvability. Overexpressing a single gene and comparing the rate of adaptation to cases where two copies of the gene are present could measure the effect of simply increasing the amount of gene product. Comparative studies of epistatic interactions or of gene networks between closely related species could be used to gain an idea of how common changes in epistatic relationships are over evolutionary timescales (Sanjuan and Elena, 2006) .
In addition to characters such as epistatic interaction, that are intrinsic to the organisms under selection, specific types of environmental change or ecological interactions may favour changes in the ability to move on fitness landscapes. Here, experimental evolution can allow us to examine whether selection leads to changes in fitness landscape topography. The majority of work on this to date is in digital organisms, where elevated mutation rates result in types that occupy a lower but broader fitness peak and have the ability to displace populations on higher, narrower peaks . Using digital organisms, the evolved populations have a high competitive fitness but low absolute fitness. If selection acts on changes in fitness landscape topography, nontransitive increases in fitness may be important, and measures of fitness using competition against ancestor would not be a very informative measure. Subsequent work investigating robustness has demonstrated that selection can alter the geometry of a fitness peak (Montville et al., 2005; Sanjuan et al., 2007) , but no effort has been made to relate these studies to evolvability. These studies show that viruses with different mutation rates may provide a biological model for investigating changes in fitness landscape topography. A systematic comparison of different measures of fitness and estimates of nontransitive fitness increases in different experimental systems are needed if we are to understand the role of changes in fitness landscape topography in evolvability. In addition, it is unclear from experiments in digital organisms where mutation rates are held constant if selection in biotic systems would simply act to modify the mutation rate rather than the fitness landscape. In short, experimental versions of these simulations are needed.
Published studies hint that evolvability may be a target of natural selection, but none can convincingly rule out that it is simply a product of selection on other characters. Experimental evolution can help us begin to unravel whether traits such as mutational robustness are simply consequences of adaptation for ecological robustness, or whether they are selected directly. Since evolvability, like fitness, is an abstract property rather than a specific mechanism, determining if and how selection acts on evolvability will require synthesizing a number of studies that encompass different mechanisms, such as changes in mutation rates, recombination rates and degrees of epistasis. Such a synthesis requires some sort of unifying framework for deciding what constitutes an increase in evolvability, and looking at changes in fitness landscape topography and stability may provide such a unifying framework. Selection experiments can provide the means to study how selection may act on fitness landscapes, correlate this to subsequent changes in characters such as evolvability, and provide a mechanistic basis for the change in character (for example, a decrease in levels of epistasis).
Concluding thoughts
Experimental evolution is a powerful tool for examining whether processes predicted by theory can occur in real systems. Such experiments allow us to separate the possible from the merely plausible. We have seen that some traits, such as mutator strains in bacteria, can be selected because they increase evolvability, but that such selection is likely to be rare. In contrast, eukaryotic sexual reproduction appears to provide general adaptive benefits, and increased evolvability is at least a potential explanation for the ubiquity of sex in nature. Whether there are other features of the genetic architecture of organisms that can be explained in this way remains to be seen.
We have focused on understanding whether evolvability is itself being selected or whether it is an unselected consequence of selection for some other function. This is not because we view traits in the latter category as uninteresting or unimportant. It is simply that understanding why a trait exists requires investigating the selective forces that brought it about. Since evolvability traits are affected by indirect selective forces, which are less well understood than direct selection, we think that Experimental evolution and evolvability N Colegrave and S Collins such traits are particularly interesting from an evolutionary point of view. Of course, even traits that lead to increased evolvability as a by-product of other functions may have profound consequences for evolutionary dynamics. Genetic exchange between bacteria has played a critical role in the evolution of resistance to antibiotics (Earl and Deem, 2004) and is likely to continue to do so too in the future. Similarly, understanding the implications of the highly mutable contingency loci in pathogens for drug design programs and future disease evolution is necessary, whatever their ultimate evolutionary function. We anticipate that experimental evolution combined with the increasing ability to genetically manipulate study organisms, creating variation in the traits of interest will continue to be useful in this context.
A major challenge for future research will be incorporating more realistic environments. In particular, previous experiments have typically dealt with simple forms of environmental change, where the environment changes dramatically and instantaneously and strong directional selection is applied for many generations. On a stationary rugged fitness landscape, this virtually guarantees that large populations will adapt rapidly and that replicate lineages will diverge. However, the kinds of environmental change experienced by real evolving populations will be more complex, and the process of adaptation, along with the benefits of increased evolvability are likely to depend very much on the details of environmental change. For example, recent simulation work has shown that including non-instantaneous rates of environmental change results in mutations of smaller effect being fixed and less divergence between adapted populations (Kopp and Hermisson, 2006; Collins et al., 2007) . Similarly, the low frequency of constitutive mutators in natural bacterial populations compared with their fixation in laboratory populations may be due to frequent changes in the direction of selection in nature. While several researchers have begun to conduct experimental evolutionary studies in more natural settings (for example, Grimberg and Zeyl, 2005) , experiments, which link such factors as the rate or degree of environmental change to the benefits of sex or mutator genes, will be invaluable in providing a more complete understanding of evolvability.
However, the area in which the most exciting progress seems likely to be made is in studies that combine experimental evolution with modern genomics. Technological advances, combined with the relative simplicity of organisms typically used in experimental evolution, mean that it is becoming increasingly feasible to sequence the entire genomes of multiple individuals from experimental populations. This allows the adaptation of a population at the genetic and phenotypic levels to be linked in ways that have simply not been possible in the past, offering unparalleled opportunities beyond simply describing the link between genotype and phenotype, and extending to understanding how this mapping could evolve (for example, Velicer et al., 2006) . The use of genomics in experimental evolution may finally allow comparative and experimental literature on adaptation to be linked directly, expanding our ability to interpret the outcomes of particular experiments and to understand general patterns that emerge from population genetic type data. Experimental studies will be an essential component in providing a complete understanding of both the importance that selection for evolvability has played in moulding the genomes of organisms in the past and the consequences of such characteristics for the future adaptive potential of species.
