Modern Field Programmable Gate Arrays (FPGAs) posses small feature sizes, and have gained popularity in mission-critical systems. However, FPGA can suffer from faults due to the small feature sizes and harsh external conditions that are faced by a mission-critical system. Therefore, the architecture of FPGA must be tested to ensure a reliable system performance. At the same time, due to the mission-critical nature of a system, the test process should be non-intrusive, i.e., applications and FPGA regions that are not being tested remain unaffected. An online test methodology is, therefore, required that not only verifies the reliability of FPGA architecture, but also does not degrade the performance of other, running FPGA applications.
Introduction
Field Programmable Gate Arrays (FPGAs) have evolved from a simple programmable logic device to complex platform-based devices [1] . In recent years, FPGAs have emerged as target architectures to implement System-on-Chip (SOC) designs, e.g., in the fields of medicine [2] , radio astronomy [3] , and high performance computing [2, 4] , etc. The SOCs can execute multiple applications and in different usecases. FPGA architecture implements an SOC design by using the two physical planes: logic and configuration as shown in Fig. 1 . The logic plane executes the desired application(s), whereas the configuration plane (re)configures the desired application on the logic plane. Conventionally, the logic plane consists of an array of different types of input output blocks and logic blocks, i.e., configurable logic blocks (CLBs), Block RAMs, and processor units (e.g., PowerPC) etc., as shown in Fig. 1A . The logic plane also contains an interconnection network, which consists of routing channels and switch-boxes, to connect the logic blocks. The configuration plane architecture [5] , on the contrary, comprises memory cells 3 to store the configuration bits (or bitstream), and the configuration circuit to load the bitstream in the memory cells, as shown in Fig. 1B . Before proceeding, we define the terminology that will be used in the paper.
Terminology
A Usecase defines the set of applications that execute in parallel. Typically a soft Intellectual Property (IP) is mapped on FPGA reconfigurable computational blocks, e.g., CLBs. An IP is hardwired or hard when it is directly implemented in silicon, e.g., PowerPC. We define (re)configuration or loading as the installation of new functionality in FPGA by sending a bitstream to a reconfiguration region. A (soft or hard) IP is programmed after it is configured, if necessary, which entails changing the state of its registers when it is in functional mode. Online testing verifies the function of FPGA chip while the system on FPGA is operational.
Here, spatial overhead represents the additional test hardware [13] , e.g., test pattern generators (TPGs) and output response analysers (ORAs), to perform the online verification of an FPGA region. The TPGs and ORAs are made up of FPGA reconfigurable resources, i.e., CLBs and interconnection wires, etc. [14] . The temporal overhead represents the amount of time that is required to configure the spatial overhead.
Our online test methodology meets the above mentioned challenges. The proposed methodology uses hardwired network on chip as test access mechanism, and conducts test on a region-wise basis. A region in our methodology is termed as test configuration functional region (TCFR), as we shall explain in Section 4. The proposed test methodology exhibits a non-intrusive behaviour, which means it allows the test process in parallel with the configuration, programming, and execution of applications in RNUTs. Moreover, our online test methodology performs test when an application is invoked, which ensures that application always execute on a reliable architecture. The nature of the test is structural, which ensures a high percentage of fault detection for the target FPGA architecture. In addition, the proposed scheme has reduced spatiotemporal overheads, because it does not make use of TPGs and ORAs for generating and analysing test sequences. Instead, the proposed scheme uses the connections through the hardwired NOC to access and analyse the architecture of a particular region in FPGA. In the remainder of this paper, we explain the existing online test schemes in Section 2. Afterwards, we explain the basic idea of our test methodology in Section 3.1, and present the motivation for such a scheme in Section 3.2. We then move onto explain the target platform that is being tested (Section 4). It is followed by explaining the design flow and methodology to perform the online testing in Section 5. We present results and analysis in Section 6. Lastly, we conclude in Section 7.
Related work
In the literature, a number of online test schemes [13, 8, 17, 9, 15, 10, 11, 18] have been proposed to detect faults in FPGA architecture. In the following discussion, we explain each of these individually. In [13] , the authors introduce the concept of roving STARs, where a STAR is a self testing area that is comprised of TPG, ORA, and circuit under test. The online testing is structural which roves the STARs periodically to test every section (that can comprise multiple CLB columns) of the FPGA architecture. The TAM mechanism used by the scheme is the conventional boundary scan infrastructure [12] .
The authors in [8] make use of built in self test (BIST) to detect operational faults in the system. The scheme in [8] applies the test sequence periodically to the circuit under test (CUT), and checks the CUT responses to detect the existence of operational faults. The online testing is functional, which can test multiple CLBs simultaneously. The authors, however, have not mentioned the TAM mechanism for the proposed method.
In [9, 15] , the authors apply the concept of active replication for the online testing of CLBs. This active replication method enables the relocation of each CLB functionality without halting the system, even if the CLB is part of an executing application. In [9] the authors have applied the structural testing, whereas in [15] the authors have performed functional testing of the target FPGA. However, in both the schemes the test is performed at a single CLB level by making use of the conventional boundary scan infrastructure [12] .
The authors in [10] propose a new CLB architecture for FPGAs and associated online testing, and reconfiguration techniques that detect configuration faults in the CLBs of FPGAs. The test scheme is structural, which can detect single or multiple faults in an FPGA. The authors, however, have not mentioned the TAM mechanism for the proposed method.
The authors in [16] provide an error mitigation technique that is based on modular redundancy and time redundancy. It uses duplication with comparison (DWC) and concurrent error detection (CED). The test scheme is functional, i.e., application dependent, which requires suitable encoding and decoding functions for testing the CLBs. The authors, however, have not provided any details about the TAM.
The testing in [11] , like the conventional online test schemes, is based on fault-scanning method. The scheme is applicable to busbased FPGA architectures, and it assumes that certain parts of the FPGA are fault-free. The online testing is structural, which is performed at the granularity of multiple CLBs. The authors, however, have not provided any details about the TAM.
The authors in [18] claim to provide a faster online test scheme as compared to [13] . The scheme is based on roving tester (ROTE), which tests parts of the circuit by duplication and comparison manner. The testing is intended to detect possible circuit functions (applications) with a test granularity that can range from single CLB column to multiple CLB columns. The authors, however, do not specify the TAM for their approach.
From the above discussion, we can conclude that the existing schemes scan through the FPGA chip to find out the perspective faults [13, 8, 9, 15, 10, 11, 18] . In these schemes, a relatively small portion of FPGA chip is taken off-line, while allowing the rest of FPGA to continue its normal operation. The region to be tested is replicated on an already verified portion of the device, before being taken offline and tested. Testing in these schemes is accomplished by roving the test functions, i.e., test pattern generator, output analyser, and region under test bitstream, across the entire FPGA. These schemes, as illustrated through Table 1 , use a conventional boundary scan infrastructure (BSI) as their TAM [13, 9, 15] . The nature of online testing can be structural [13, 9, 15] or functional [8, 17, 9, 18] . The schemes can have different levels of test granularity, ranging from a single CLB [15, 9, 16 ] to multiple CLB columns [13, 11, 18] . The main focus of the existing online test schemes has been to maximise the percentage of fault detection with the minimum fault detection latency. Additionally, none of these schemes, due to the limitations of the existing TAM architecture, can achieve the interleaved test and configuration operations for multiple applications, Table 1 (Column 4). This means, each one of these induces a level of intrusiveness, which could be a partial or a complete application, Table 1 (Column 5).
Basic idea and motivation
In this section we explain the basic idea and motivation of our online test methodology.
Basic idea
In this paper, we propose the online test methodology that posses non-intrusive nature and:
1. uses hardwired NoC as test access mechanism (TAM), 2. tests undisrupted in parallel with other application(s) configuration, programming, and execution, 3. tests at application startup, i.e., before the configuration of an application, 4. uses structural test to find faults in the FPGA architecture, 5. posses reduced spatial and temporal overheads with respect to the conventional online test schemes.
The discussion on each of these points is as follows.
(1 and 2) HWNoC as TAM: We test FPGA after dividing into multiple test configuration functional regions (TCFRs). 4 The online testing is performed at the granularity of TCFRs. Our online test methodology uses HWNoC [19] , as the test access mechanism, to verify the FPGA architecture. The architecture of HWNoC can transport four types of data, i.e., test, configuration, and functional (programming and execution) data. The data is transported by using the connections that are allocated at compile time, but are created and terminated at run time. Moreover, the HWNoC architecture can ensure non-intrusive data transportation, which means all types of data (test, configuration, programming, and execution) that flows through the same HWNoC do not produce interference with each other. This means while testing, it is possible to achieve (a) un-disrupted execution for already executing application(s), and (b) the operations of configuration, programming, and execution for new applications. (3) Test at application startup: The test procedure is triggered at an application startup time. We assume that multiple applications can not occupy the same TCFR(s) simultaneously. However, an application can execute in multiple TCFRs. In our online test methodology, application TCFRs are tested in prior to configure an application, because the associated TCFRs are not tested during the execution of an application. This in turn avoids the disruption in (4) Structural test: Our online methodology performs the structural test and currently detects the permanent stuck-at faults. A logic block or wire is said to experience a stuck-at fault when its logic value always stays at 1 or 0 and cannot be reversed. The structural test provides us with the increased reusability, which can be exploited in multiple ways. (a) A single test suite (bitstreams and stimuli for an FPGA TCFR) irrespective of the intended set of applications that run on the TCFR. This mean the test bitstream for a single TCFR can be reused for multiple TCFRs. (b) A single test (over a certain period of time) for multiple time-multiplexed applications executing on the same TCFR(s). This means the result of a structural test can be reused for multiple applications that execute on same TCFR(s).
(5) Reduced spatiotemporal overheads: Our online test methodology uses the system manager, which uses the HWNoC connections to analyse the structural faults in a TCFR. It is important that the SM can execute on a programmable hardware processor, e.g., PowerPc. The additional resources are, therefore, in the form of test connections and the code to perform the analysis. In our methodology, no specialised test hardware (e.g., TPGs and ORAs) are imported to the FPGA logic plane. This in turn eliminates the spatiotemporal overheads that are required to place and configure the test hardware on the logic plane of FPGA. In the next section we build the motivation behind using the above-mentioned parameters for our methodology.
Motivation
For the motivation purpose, we consider SoC with 2 applications as shown in Fig. 2A . Fig. 2B shows the placement of applications in the logical regions of FPGA, where IPs of both the applications communicate with each other by using a functional interconnect (e.g., bus or NoC). To build the motivation of our methodology, we examine the possible shortcomings that can arise while testing the SoC by using the conventional test schemes [9, 18] .
A region under test (RUT) in existing schemes, e.g., [18] can be considered as a set of wires and CLBs. The conventional schemes scan through FPGA to find out faults [9] . This means testing is performed by roving an RUT across the chip. RUT1 in Fig. 2C and RUT2 in Fig. 2D indicate two such roving instances. In Fig. 2D , Tested1 indicates the region that was earlier tested by RUT1. Conventionally, the region under test is taken off-line, while allowing the rest of FPGA to continue its normal operation. However, in case an application (e.g., A1) is already executing on such a region (e.g., RUT2). Then, the state and functionality of that application (i.e., A1) is first replicated and saved in a region that is free and had passed the test (e.g., Tested1). Additionally, the FPGA interconnection is routed accordingly for intra-application execution. In Fig. 2E , time T2 indicates such a situation, when RUT2 testing is triggered. However, the process first stops A1 for saving the states and rerouting the interconnection wires as shown in Fig. 2E . The above discussion motivates us to trigger the online test at an application startup time. By doing so, we can avoid intrusiveness by ensuring that an application always executes at the pretested regions. In the conventional test schemes, application IPs and associated functional interconnect both coexist in the same reconfigurable plane [9, 18] , as shown in Fig. 2B . Therefore, while testing an application (i.e., A1), an RUT can belong to IP plus functional interconnect (e.g., RUT2). In this situation, the other application (i.e., A2), whose region is not aimed for testing, can get disrupted. It is because of the unavailability of the soft functional interconnect for the A2 traffic, during the state saving and replication period of A1. The broken virtual connection in Fig. 2D illustrates this situation. Hence, it motivates us to have applications and the functional interconnect in disjoint planes, which is ensured by hardwiring the functional interconnect (i.e., HWNoC) in FPGA. Additionally, the existing approaches [9, 18] use boundary scan infrastructure (BSI) [12] , which occupies the FPGA configuration circuit while testing. This means the inherent nature of the TAM in these schemes does not allow the configuration (of another application) in parallel with the ongoing test process. Therefore, restricting the parallel operations of test and configuration for multiple applications. For instance in Fig. 2F , the parallel operations of A1 testing and A2 configuration (on a pretested region) are not possible with the existing schemes, such as [9, 18] . Hence, imposing a delay on either, test or configuration, process. This motivates us for TAM which does not interfere with the bitstream loading of an application.
A1
Moreover, FPGA-based SOCs can comprise multiple time-multiplexed applications, where developing and exercising a test suit for each application is prohibitive due to the economic and time constraints. Therefore, it motivates us to perform the structural test, which not only posses application independent nature but also ensures maximum percentage of fault detection.
In the next Section 3, we explain the our FPGA, whose architecture is tested by following the principles that have been mentioned in the current section.
Target FPGA architecture
Our architecture comprises FPGA with a (i) hardwired communication plane [19] , and multiple (ii) test configuration functional regions (TCFRs), as shown in Fig. 3 . In further discussion we explain these individually.
Hardwired NoC architecture
The communication plane of our FPGA is a hardwired Network on Chip. Its consists of routers (R) and network interfaces (NIs). The routers in our design are hardwired and posses the architectures as detailed in [20] , whereas a Network Interface is further split into NI kernels and NI shells. NI kernel is hard and its architecture is explained in [19, 21] . On the other hand NI shell, which de (serialises) the incoming/outgoing data, is soft because IPs can vary in terms of width and number of ports and depth of FIFOs, etc.
There must be at least one IP that can programme the system. This can be a CPU that bootstraps the system by programming the HWNoC, or a hard (secure) boot module [22, 23] . In our FPGA system, we make use of a Control processor to bootstrap the system, as shown in Fig. 3 .
Test, configuration, and functional region architecture
The architecture of a test configuration functional region (TCFR) is shown in Fig. 4A . This shows that each TCFR, like the conventional FPGA logic plane, comprises an array of CLBs that are connected through interconnection network. There is a local Clock manager that is memory-mapped, i.e., programmable clock frequency for the required CLB can be generated by writing to the registers that are accessible through the HWNoC. Similarly, a memory-mapped Reset controller is present by using which the application IPs are enabled or disabled from processing the input data. Importantly, the TCFRs are not divided into multiple disjoint regions, and are connected to each other by using the BUS MACROS (not shown here to keep things simple). This means TCFRs are not isolated at functional level, which allows a soft IP to span in multiple TCFRs. Towards limitations, the logic plane of a TCFR currently does not posses special computational hardware, e.g., MAC and DSP units, etc.
Additionally, each TCFR has its own configuration architecture. The configuration architecture operates on the configuration bitstreams that are transported via the HWNoC. The configuration architecture has been extended (and modelled in SystemC) in the paper to perform testing of the FPGA architecture, as shown in Fig. 4B . For this purpose, it uses a port to write and read-back the bitstream. In addition it contains the elements, i.e., address decoder, dedicated registers, and a 1-word wide data-bus to write the incoming bitstream in the desired CLB location. It is important that in our architecture a column of 16 CLBs defines the minimum configuration region (MCR). We use HWNoC to send bitstream to test/ configuration port, and for this purpose a real-time connection with fixed latency and guaranteed bandwidth is used. A header register is used to store the bitstream header, whereas the frame data register is used to store the bitstream frames, as shown in Fig. 4B . The frame data register is large enough to store the bitstream frame of 41 words [24] . The address decoder, which is connected to each MCR, enables the respective MCR to write the bitstream. The controller is a finite state machine, and performs the specific functions of; (i) receiving the bitstream from the NI shell, (ii) activating the demultiplexer to forward the received data either to the header register or to the frame data register, and (iii) shifting the data right in frame data register to load in the data-bus. The detailed explanation of controller function is explained in Section 5.3.
In the next Section 5, we elaborates the design flow and methodology to perform the online testing of FPGA architecture.
Design flow and methodology
In this section we explain our online test methodology to find out the faults in the logic elements of TCFRs, as shown in Fig. 5 . Currently, we evaluate the reliability of logic elements in TCFRs. However, the technique proposed in [25] can be used for the verification of our HWNoC routers. For the convenience of the reader, we briefly describe the process of online testing of HWNOC in Section 5.3.4. 
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To meet the objectives of Section 3.2, our online test methodology takes into account design, compile, and run time phases that are explained in the following sections.
Design time phase
At design time, we provide the (FPGA) architecture and application specifications, as shown in Fig. 5 . From the architecture point of view, the specifications are (i) the dimensions and architecture of hardwired NOC and test configuration functional regions (TCFRs), and (ii) the Control processor, which is a programmable hardwired IP. From the application point of view, the specifications include (i) the hardware description of two test IPs, and (ii) the system application.
Initially, the hardware description of the test IPs is fed to the synthesis, implement, and generate bitstream tools. The bitstream generation tool, as a result, outputs the bitstreams of the target TCFR architecture. Currently, our design flow supports relocatable bitstreams that can be transported to (any) required TCFR to locate the stuck-at faults. The system application performs the online testing of the target FPGA architecture and, as well as, the configuration of user-application(s) in the desired FPGA region(s). The system application can be characterised as SA = (IP, C). Here IP stands for the TCFRs, and the system manager (SM) that is mapped to the programmable Control processor. On the other hand C represents the connections from the SM to TCFRs. The connections are used to transport the bitstream to the target TCFR architecture. The resources of each connection are reserved during the compile time, as explained in the next Section 5.2.
Compile time phase
The inputs of this phase include (i) HWNoC architecture, (ii) the system application connections with required Quality-of-Service (QoS) constraints, and (iii) the usecases of the system application. The inputs are fed to the resource allocation tool named PUMA [26] , as shown in Fig. 5 . PUMA goes through the system application and maps the test ports of a TCFR to the respective NI. This is followed by allocating the connection between the SM and a TCFR. The process is repeated until the connections between the SM and all the TCFRs of FPGA architecture are not allocated.
It is important that while testing, the behaviour of the existing applications (in terms of configuration, programming, and execution) should not be affected in the regions that are not under test. This requires a virtual platform for our online test methodology, so that it can exercise a non-intrusive behaviour to the other operations. To ascertain such a virtual platform, the resources (paths, QoS and flow control) should be reserved for the system application in all the possible usecases (U t ) of the SoC. Here U t = {u 0 ,u 1 , . . . , u n }, constitutes jointly exhaustive and mutually exclusive subsets whose union completes SoC usecases. The system application connections are, then, allocated in all the usecases such that the reserved resources produce no contention. For this purpose, PUMA makes use of the approach as suggested in [27, 28] .
To allocate a connection in between the SM and a TCFR, the QoS constraints must be fulfilled across the required path. It is important that the QoS constraints are specified in terms of throughput demand that can be converted into discrete number of time-slots. In other words, a connection from the SM to a particular TCFR is said to be allocated, if it finds the required number of time-slots across the path. However, the time-slots across the path-links should be assigned in a pipelined fashion to meet the required throughput demands as suggested by [28] . For instance, if a path consists of two path-links L0 and L1, where each path-link has a slot table T of size N, then the time-slots across both the links should be positioned such that:
The above equation can be implemented by constructing an aggregated slot table, which represents the complete path slot table. We explain the concept by making use of an example. Example 1. We refer to Fig. 6 , which shows 3 nodes of our FPGA architecture, as explained earlier in Section 4. Fig. 6A shows the slot tables associated with each link, where each slot table comprises 5 time-slots. The dark coloured slots represent the allocated slots to the user applications (not shown here for the simplicity). The SM, if communicates with an IP on TCFR3, and the SM uses the path as shown in Fig. 6B . Then, the empty slots across the path can be obtained by aggregating the slot tables of all the path-links. For this purpose, we used the approach of [28] that is based on merge and shift process as shown in Fig. 6C . As a starting point, the inputs of an empty slot table and the required path are provided, as shown in Fig. 6C . Afterwards, the slot tables of the links are accordingly shifted and merged as shown with Steps 1-8 in Fig. 6C .
Initially, the zeroth path-link T NI0R0 is shifted left by 0 (i.e., not shifted) as shown in Step 1 of Fig. 6C . Afterwards, the merge operation is performed by merging the output of Step 1 to the T agg which is empty at the time of input (Step 2). In our situation, merging of two empty slots tables, i.e., T agg and T NI0R0 results in an empty slot table, as shown in Fig. 6C . Then, the slot table of the first pathlink T R0R1 is selected, which as shown in Fig. 6A , has two occupied slots (i.e., slot 0 and slot 4).
Step 3 in Fig. 6C shows that the shift left of T R0R1 by 1 slot, moves slot 4 to slot 3 and slot 0 to slot 4. In Step 4, the slot tables of T agg (obtained from Step 2) and T NI0R0 (obtained from Step 3) are merged. In Step 5, the second path-link T R1R3 is shifted left by 2 slots. In Step 6, the results of Steps 4 and 5 are merged. In Step 7 the third path link T R3NI3 , which is the last path-link, is shifted left by 3 slots. In Step 8, the aggregated table is obtained by merging the results of Steps 6 and 7. As a result of the shift and merge process, the final OUTPUT table contains the empty slots that if are allocated to the zeroth path-link (i.e., T NI0R0 ), then the Eq. (1) 
Run time phase
The run time flow of our test methodology is three-phased as shown in Fig. 7 , and is explained as below.
Algorithm 1. Evaluate Resource Conflict

Invoke application
An application that is invoked at run-time can be user-controlled or application-controlled. In case of user-controlled situation, the user decides to trigger a new application or change the parameters of the existing application. In case of application-controller situation, a currently executing application can trigger another application. This is possible when both the applications are the time-multiplexed parts of a larger application. However, when an application is invoked a number of conflicts need to be addressed as shown in Fig. 7 .
First, when an application is invoked, it can produce resource conflict with the existing applications. The resource conflict can be in the logic plane (i.e., TCFRs) or in the communication plane (i.e., Hardwired NoC). The resources of HWNoC are allocated, at compile time, such that no contention is produced among the applications that belong to the same usecase. However, the invoked application can have a different usecase than the executing applications. A usecase transition can cause a resource conflict between the invoked and executing applications. In this situation, the challenge is to resolve the conflicts such that the testing of the invoked application is non-intrusiveness to other running applications.
Second, an ongoing test process of an application might fully occupy bitstream loading resources. This can restrict another application(s) to configure, though the other application(s) are already tested. In other words, the configuration process of the invoked application with pre-tested region is delayed until the test process is finished. In this situation, the challenge is to achieve the configuration operation in parallel with the testing process for two different applications. We discuss these issues in the next two Sections.
Resolve conflicts
After an application is invoked, it goes through the conflict resolution procedure before being tested. The procedure consists of resolving (if any) the resource and test conflicts between the invoked and existing applications. We explain these in the following discussion individually.
Algorithm 2. Evaluate TCFR Conflict
Resolve resource conflict: The Algorithm 1 explains our approach to resolve the possible resource conflict between the invoked and existing applications. Initially, the TCFRs and usecases are obtained for the existing applications, lines (1 and 2) of Algorithm 1. Afterwards, the TCFR conflict and usecase conflict are evaluated between the invoked application and existing applications, lines (3-10) of Algorithm 1. It is important that the conflict at usecase level is evaluated, only and only if, the TCFR conflict is resolved. In case of any resource conflict (TCFR or usecase), the calling function waits until an application is stopped, as shown in Fig. 7 . Afterwards, the possible resource conflict is evaluated against an updated set of existing applications. Once, the resource conflict issue is resolved, the process moves onto the resolve the test conflict as shown in Fig. 7 . However, we first explain the procedure to evaluate TCFR and usecase conflicts. Algorithm 2 explains our approach to resolve a possible TCFR conflict between the invoked application and existing applications. Initially, the TCFRs of the invoked application are obtained. The inner while loop runs for each existing application, and compares its TCFRs against the TCFRs of the invoked application. In case of a TCFR match, i.e., the invoked application TCFR is found in use by an existing application, a TCFR conflict is reported and the process is terminated. However, in case of finding no TCFR match, then the outer while selects the next existing application. The outer while loop runs until a TCFR conflict is announced, or all the existing applications are examined for a possible TCFR conflict. The algorithm returns a TCFR conflict value to the calling function.
The flow diagram as shown in Fig. 8 explains the process to evaluate a possible usecase conflict between the invoked application and existing applications. It starts with extracting usecases for the invoked application. The Algorithm 3 explains our approach to extract the common usecase set. It shows that the outer while loop runs through all the usecases, one by one, whereas the inner while loop determines presence of the current usecase in all the existing applications. For the existing applications, the set of common usecases is extracted. For the convenience of the reader, we present an example system, where three applications A1, A2, and A3 can execute in different usecases, as shown in Fig. 9 . When all the three applications are executing, then the usecase 2 is the common usecase, as highlighted with rectangle in Fig. 9 .
Algorithm 3. Extract Common UseCases
After obtaining the common usecases in existing applications, the usecases of the invoked applications are evaluated for presence against the set of common usecases, as shown with dotted box in Fig. 9 . On finding a match between the invoked application usecase and the common usecase set, the flow terminates. This shows that the invoked application can execute in parallel with the existing applications without producing a resource conflict in the hardwired NoC.
Resolve est conflict: The test process is a time-consuming process. It is, therefore, possible that while online testing of an application, multiple applications have been invoked and become candidate for testing. In this situation, once the ongoing test finishes, multiple application can contend for the test process. This in turn can introduce conflict for testing. However, we resolve the issue by putting the applications in a queue. The test process for the application is started, only and only if, the test has been performed for (if any) earlier invoked applications, as shown in Fig. 7 . 
Perform TCFR test
At run time, the online testing of an application TCFRs is performed. However, before explaining the process we discuss the nature of faults that our methodology targets.
Stuck-at fault description: A test configuration functional region, as detailed earlier in Section 4.2, consists of multiple CLB units (in our case it is 512 CLBs). The online test methodology targets stuckat faults that can occur in the combinational part a CLB (i.e., LUTs), and configuration memory of a CLB. However, the configuration memory of a CLB that is going to be tested for stuck-at faults stands for the: (i) combinational part of a CLB, (ii) sequential part of CLB, and (iii) associated interconnection network. 5 In a faulty FPGA, the configuration memory cell can stuck-at a particular value, i.e., 0 or 1. To find out stuck-at faults in the configuration memory, we make use of two complementary test bitstreams. One test bitstream, configures each LUT as exclusive-OR (XOR) gate. The other test bitstream configures the LUTs as exclusive-NOR (XNOR) gate.
Similarly, the functional input(s) of an LUT can get short. The output of LUT can then permanently point (i.e., stuck-at) to the same configuration memory address irrespective of the input patterns applied to an LUT. To figure out a defective input port to configuration memory address mapping, we provide an exhaustive set of 2 4 
= 16 test vectors of 4-bit each at the functional inputs of an
LUT. This way we can verify that the output of LUT is as per desired or not, i.e., the output is not stuck-at a particular configuration memory address. A 5 phase (programme, write, execute functional cycle, read, and evaluate) test process is carried out for each test bitstream, (i.e., XOR and XNOR configurations), see Fig. 10 . The test process starts with programming a test connection for the required TCFR. This is followed by writing the test bitstream to that TCFR. Once writing is finished, a functional cycle is executed to find out prospective defects in the functional ports of CLBs. Afterwards, a read-trigger is sent to the TCFR to read-back the test bitstream. To find out the faults in the configuration memory, the read-back bitstream is then evaluated against the originally written test bitstream. In the following discussion, we explain each of the phases.
Program: Fig. 11 illustrates the steps involved in establishing a connection from the system manager to a TCFR. (1) It starts with programming the required tables (path, slot, and channel tables) of the system manager NI, so as to reach and programme a TCFR NI. (2) After reaching a TCFR NI the system manager programmes the TCFR NI tables by sending path, slot, and flow control information. The programming of TCFR NI ensures a contention free path in between a TCFR and the system manager. (3) A response channel, which is used for test bitstream read-back, is then opened from a TCFR to the system manager. (4) This is followed by opening request and response channels, which are used to write and readback test bitstreams in between the SM and TCFR.
Write: The system manager after programming a connection retrieves the test bitstream from an off-chip memory. The bitstream is a combination of packet headers and frame data to configure a complete TCFR. The test bitstream is sent in the frame-wise manner over an established test connection. The process is repeated until the last set of the test frames is sent to the destination TCFR. 6 The destination TCFR, after finding the bitstream header, extracts information about the start frame address and the total number of incoming bitstream frames. The start frame address is input to the address decoder (in Fig. 4 ) to activate the respective MCR, Algorithm 4 (lines 5-9). Onwards, the controller forwards the test bitstream frames in the input frame register (IFR), Algorithm 4 (line 11).
In our design, the frame length is 41 words and hence the size of the IFR. Additionally, the data-bus is one word wide to save the area, and is used for word-by-word streaming of the test data to the respective MCRs. Hence, each time the test data is pushed into the respective MCR, the earlier positioned words in a MCR are shifted to the next locations serially. This forms a scan chain, which spans the whole MCR, Algorithm 4 (lines [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . Meanwhile, the IFR data is shifted rightwards by an amount of the sent words, Algorithm 4 (lines [30] [31] [32] [33] [34] [35] [36] . The process repeats until the full frame is loaded into the respective MCR, Algorithm 4 (lines 12-43). The online test process loops over the required number of bitstream frames to load the test IP over the respective TCFR.
Algorithm 4. Writing the Test Bitstream at a TCFR, frame = single
Execute functional cycle: At the end of bitstream writing process, a test IP is placed on the logic plane of a TCFR. The logic circuit of test IP spans complete TCFR, i.e., the bitstream of test IP is loaded in all the minimum configuration regions (MCRs) of a TCFR, as shown in Fig. 12A . It is important that each minimum configuration region (MCR) unit in a TCFR is configured as a set of four chains of CLBs, as shown in Fig. 12B . Moreover, each of the eight (4-bit input to 1-bit 5 Each of 8 LUTs in a CLB has 16 1-bit configuration memory cells, but the configuration memory that is associated wit a complete CLB is approximately 1800 bits [24, 29] . 6 We refer to Fig. 4 while explaining the write process.
output) look-up-tables in a CLB is configured as an independent exclusive-OR or exclusive-NOR circuit, as shown in Fig. 12D and E respectively. Hence 32 bits are required to derive the inputs of all the LUTs in a CLB, which in turn produces an 8-bit output, see Fig. 12B . Fig. 12B shows that for each CLB chain, the 32-bit inputs of the first CLB are derived from a 32-bit register. This can be a hardwired (Block RAM) register, which is programmed through the system manager. The 8-bit output of the first CLB is then input to the next cascaded CLB and so on, see Fig. 12B . As a result of the arrangement, each CLB chains has an 8-bit output that is fed into a 32-bit programmable register. The data is then sent back to the system manager that to analyse the response of an MCR for a particular set of input data. At this point it is important to mention that the use of hardwired registers for input and output of CLB chains is a design time choice. The hardwired registers are used, because it eliminates the need to configure additional hardware on the reconfigurable plane that is already under test.
Once the test IP is placed, the system manager executes the functional cycle to find out the prospective defects in the mapping of functional ports of an LUT. The system manager generates and transports test vectors for all the CLB chains by using the HWNOC. To test each CLB chains, the system manager sends 16 test vectors of 32-bit each. Each test vector is then further decomposed into 8 groups of 4-bit each that changes from 0000 to 1111 during. The reason is that each of the eight (4-bit input to 1-bit output) lookup-tables in a CLB is configured as an independent exclusive-OR or exclusive-NOR circuit. It is important that the whole process is pipelined and it takes approximately 4 cycles or to reach from the input to output of a CLB chain.
We use an example to explain the process of test generation and evaluation of response by the system manager. (1) The system manager sends a test vector of 1101 1101 1101 1101 1101 1101 1101 1101 to test a CLB chain. The test vector is stored in the 32-bit register that is connected to the first block of a CLB chain, see Fig. 13 . All the LUTs of CLB chain are configured as XOR, whose expected response for a particular input is mentioned in Fig. 12D . (2) The fault-free LUTs of CLB 1 after receiving the input are then expected to produce an 8-bit high output, i.e., 1111 1111, as shown in Fig. 13. ( 3) The 8-bit output of first CLB then servers as input for 2 LUTs of the cascaded CLB 2. In addition, the 24-bits from the programmable register are input to the remaining 6 LUTs of CLB 2, see CLB2 inputs in Fig. 13 . This means, CLB 2 receives an input test vector of 1101 1101 1101 1101 1101 1101 1111 1111. The output of fault-free CLB 2 is then expected to be 1111 1100. (4) Similarly, CLB 3 receives the input from CLB 2 and programmable register both, see Fig. 13 . The fault-free CLB 3 and CLB 4 both should produce output of 1111 1100, as shown in Fig. 13 . (5) The system manager then receives the output and evaluates the correctness of functional inputs of CLBs for a particular test vector.
After evaluating defects in the combinational part of a TCFR, the system manager triggers the read-back bitstream process. This is performed to evaluate defects in the configuration memory of a TCFR.
Read-back: The system manager, after writing the test bitstream, sends a read-triggered bitstream. of first TCFR frame, and total number of frames to read. In response to this read-triggered bitstream, a TCFR starts reading-back the bitstream frames to the system manager. The process initiates by retrieving the frame, being currently pointed out by the address decoder, in the out frame register (OFR). The remaining process inside a TCFR is the exact reversal of the bitstream writing. However, the frame on its way back to the system manager is first serialised into 32 bit words by the hardwired NI shell of a TCFR. It is then sent over the response channel of the already established test connection. The whole process continues until all the TCFR frames are read-back to the system manager.
Evaluate: In this phase the system manager evaluates the readback bitstream by comparing it with the originally written bitstream. The evaluation process is performed in parallel with the read-back bitstream and on frame-wise basis. As stated before, two complementary bitstreams are required to identify possible stuck-at 0 and stuck-at 1 faults in a TCFR. However, the second bitstream is sent only and only if the evaluation process is successful for the first test bitstream, as shown in Fig. 10 . The reason is that our paper currently focuses on fault detection, and no fault tolerance mechanism is applied to replace the faulty portion of a TCFR. This allows us to save the time that can be spent in testing a TCFR, which has already been detected faulty. Currently, we replace a faulty TCFR with the one that has already passed the structural test.
Perform HWNoC test
The HWNOC testing is associated with testing of network interfaces and routers. The network interfaces can be functionally tested by using the IP cores attached with them as suggested in [30] . The method proposed in [30] tests the functionality of NIs, because a fault-free NI can then produce the expected functionality for the attached core.
The routers can be tested online by using the approaches of [31] and [25] [http://ce.et.tudelft.nl/publications.php?author=1046]. Special wrappers are used in [25] , which can switch a router in test or functional mode. The system manger first excludes the router under test from the list of available routers. Initially sequential part, i.e., flip-flops of router is tested. The system manager that acts as test pattern generator (TPG) and test response analyser (TRA) both, initially sends test vectors to the scan-in input of router under test and receives the output from the scan-out pin. On the contrary, the testing of combinational part is performed in two step. First the router is set to initial state by resetting its sequential block. Then the test vectors are provided to its functional inputs. The functional output port of router generates an output that is received again the system manager and is analysed. Based on sequential and combinational outputs, the system manager decides if the router is defected or not.
It is important that when a router is detected faulty, and it is part of the path that a packet should go through, then the packet should be rerouted. For this purpose, the router is taken out of the topology. The system manager onwards can update the path from a specific source to destination, after ensuring that the faulty router is not part of the path. This in turn requires online allocation of resources for the updated path, which can be achieved by using the approach of [32] . This way we can ensure that HWNOC is not proved to be bottleneck due to faulty routers while online testing is performed.
Once the test is finished, the dynamic configuration of the application is started 7 Additionally, a notification about the termination of test process is sent to the calling function. The calling function, depending upon the status of the test queue, can forward the next application to the Perform Test unit, as shown in Fig. 7 . In this situation, both the configuration and test process will be performed in parallel with each other. It is implemented by using independent ports of the system manager, and allocating the contention free resources for connections of each port as explained earlier in Section 5.2. Additionally, to allow interleaved test and configure operations, we impose a restriction that no two applications share the same TCFR(s) simultaneously.
Results and analysis
We exercise our online test methodology in SystemC, and use AETHEREAL [35, 36] NOC as the hardwired NOC. The HWNOC platform runs at 500 MHz, and consists of routers and NI kernels with FIFO sizes of 3 and 41 words, respectively. We use Virtex-4 XC4VLX200 chip to synthesis the applications, and then embed the synthesis results in the SystemC model of our FPGA. The FPGA architecture consists of multiple TCFRs, whose combined area is equivalent to 178,176 LUTs, i.e., equals to Virtex-4 XC4VLX200 chip. We use two complementary test bitstreams to verify a TCFR for stuck-at fault model. . Test IP test generation example. 7 The details of dynamic reconfiguration are out of scope, and can be found in [33, 34] .
In Eq. (2) the first term, i.e., IP LUT refers to LUT area of an IP, CLB LUT refers to LUTs in a single CLB, and MCR frame and MCR CLB stand for frames and CLBs in a single MCR respectively. Each CLB consists of 8 LUTs, and an MCR consists of 16 CLB units. 8 This means, our FPGA architecture consists of (178,176/8) = 22,272 CLBs and 1392 MCRs. Moreover, an MCR is configured by using 23 41-words frames [29, 24] . For our online test methodology, we (i) provide an evidence of its non-intrusive nature (Section 6.1), (ii) evaluate the performance in terms of fault detection latency (Section 6.2), (iii) evaluate the cost in terms of spatiotemporal overheads (Section 6.3), (iv) analyse the impact of TCFR area on the performance and cost of our methodology (Section 6.4), and (v) compare the performance and cost with two state-of-the-art schemes [15, 18] (Section 6.5).
A non-intrusive test methodology
In this section we analyse the non-intrusive nature of our test methodology. First, we describe the experimental setup in the following discussion.
Experimental setup discussion
We use the behavioural models of H.264 IPs, i.e., (Residue, DCT, and Quantiser). Synthesis of the VHDL implementations of these IPs, on a Virtex-4 XC4VLX200 chip using Xilinx ISE 10.1, provide their MHz frequencies that are used in the SystemC simulations, Table 2 . The size of their bitstreams is estimated from their kLUT areas by using the Eq. (2).
To verify the non-intrusive nature of our online test methodology, we use a system with three applications, i.e., A0 (Residue + DCT), A1 (DCT only), and A2 (Quantiser only) that execute in two usecases. A0 and A1 execute in parallel and belong to usecase 0 (UC0), whereas A1 and A2 execute in parallel and belong to usecase 1 (UC1). Importantly, A0 and A2 are the sub-applications of one larger application, and are time-multiplexed over the same set of TCFRs, i.e., TCFR0 and TCFR1. On the other hand A2 can execute on TCFR3, as shown in Fig. 14. 
Non-intrusive behaviour analysis
To evaluate the non-intrusive nature of our online test methodology, we analyse the system in different modes. This means, while testing the system goes through different operations, i.e., execution, configuration, programming, and usecase transitions. For this purpose, we (a) start A1 test while A0 is executing, and (b) start A1 loading (at the end of A0) while A1 is testing. It is important that we do not conduct test before starting the loading of A1. By doing so, we evaluate (i) the impact of (if any) dynamic configuration (A2) on the online testing (A1), and (ii) the ability to test and configure at the same time, as claimed in Section 3. Fig. 15A shows the timing details of test, load, and execution operations of the system applications in different usecases.
We analyse the behaviour of our methodology for above two scenarios, and take a small portion of 300 ls as illustrated with Fig. 15B . The time interval shows the presence of all the three operations of different applications, i.e., execute (A0), test (A1), and load (A2). Important observations can be drawn from the above scenarios. For instance, as shown in Fig. 15A , the loading of A2 triggers the usecase transition, which should be transparent to the ongoing test process of A1. In Fig. 15B , the first rectangle highlights the unaffected behaviour of A1 test, while the usecase transition is made due to t he A2 invocation. Importantly, as shown in Fig. 15B , our methodology supports the interleaved test and load operations of multiple applications. It is important that A1 test and A0 execution both share a network path (R0-R1), as shown in Fig. 14 . The shared path can lead to intrusiveness in between the test and execution operations. However, the compile time phase of our test methodology ensures that the test and execution data for multiple applications, on the shared R0-R1 path-link, do not produce any contention as shown in Fig. 16 . It is made possible by making sure that the test data is forwarded, on the shared R0-R1 path-link, by allocating fixed and non-contending time-slots.
Performance: fault detection latency
We determine the fault detection latency of the whole FPGA, which contains 1392 MCRs (i.e., equivalent to Virtex-4 XC4VLX200). For experiment purpose, we divide the FPGA into 4 TCFRs of 348 MCRs each. We determine the fault detection latency of a TCFR and then scale the calculations to the whole FPGA chip. Fig. 17 illustrates the latency to detect a fault in a TCFR that could belong to any application. It is 3-phase procedure, which is explained earlier in Section 5.3.3, and initiates with programming the test connection in 21 ls. Afterwards, the writing of the test bitstream, which consists of 8004 frames (348 MCR Â 23 frames/ MCR), starts. We provide the detailed analysis of the writing of the test bitstream in Fig. 18 , and is explained as below.
To test a TCFR, we reserve approx. 10% of link resources of the HWNoC architecture. 9 The slot table of each link consists of 80 slots, which means 8 slots are reserved for the test connection. It is important that each test connection consists of a request channel to write the bitstream, and a response channel to read-back the bitstream. The request and response channels are allocated equally, i.e., each channel with 4 number of slots, where each slot can transport a single flit (i.e., 3 words). This means, in a single slot table iteration a maximum of 12 words can be written from the SM to the attached router, as shown in Fig. 18A . The 12 words contain a 1 word header with an embedded path to the destination TCFR, and a payload of 11 words.
Hence to write a test bitstream frame (41 words), from the system manager to the attached router, the slot table iterates for 4 times (Fig. 18A) . It is important that the time in between the two iteration of the slot table, which consists of 80 slots and iterates at a frequency of 500 MHz, equals to 80 Â 0.002 = 0.16 ls.
Once the data is on the router network, the flits are transported across the connection links in a pipelined fashion. This is possible due to the assurance of resources at compile time. A router in our 8 In Virtex-4 the minimum configuration region, i.e., an MCR consists of a column of 16 CLBs and the associated programmable interconnect [24] . 9 Reserving more than 10% of resources for test purpose can significantly affect the success rate of applications to FPGA binding. For details see [26] .
HWNOC takes threes cycles to forward a flit from the input to the required output. This means, the router, running at 500 MHz, takes 3 Â 0.002 = 0.006 ls to forward an input flit to the required output. In our system the first flits takes 0.024 ls to reach a TCFR that is 3 routers away, as shown in Fig. 18B Read-back process is the inverse of the writing process. It takes approx. 7205 ls to read-back the complete test bitstream. It is important that the evaluation process is performed on the framewise basis, and in parallel with the read-back. The system manager, after receiving a test bitstream frame, evaluates a test frame for the possible stuck-at faults. The system manager runs at 250 MHz, and it takes approx. 0.17 ls to evaluate a single frame. However, the evaluation process does not add to the fault detection latency, because it is performed in parallel with the read-back process. This means, while reading the next frame, the previous frame is evaluated for the possible faults. Next, we discuss the cost in terms of spatiotemporal overhead to test a TCFR in the current FPGA architecture.
Cost: spatiotemporal overhead
We use a test connection to write and read-back the test data. Therefore, the resources acquired by the connection are accounted as the spatiotemporal overheads of our methodology. The temporal overhead of the test connection is found to be approx. 21 ls, which is the time required to setup a connection.
The spatial overhead of a test connection, between the source SM and destination TCFR, accounts for a number of hardware resources. (1) Two NI-Shell to serialise and deserialise the test frame in between the SM and the destination TCFR. (2) and receive a test frame, respectively. (3) Additionally, the FIFOs (3 words deep) of each router that are used during the connection time also contribute towards the spatial overhead. The connection, at worst-case, can utilize the FIFOs of all the 4 routers of the HWNOC architecture. The connection resources are hardwired, and to obtain the (ASIC) area numbers, we refer to [37] . The authors in [37] , illustrate that an ASIC implementation can take approx. 35 times lower area than its equivalent FPGA implementation. Therefore, we first synthesis (on Virtex-4 XC4VLX200 chip and by using Xilinx ISE 10.1) the connection resources, then reduce these by (conservative) 30 times to obtain the ASIC equivalents. The synthesis numbers for each component are: (1) 23 CLBs for an NI-Shell, (2) 390 CLBs for a 41-word FIFO, and (3) 29 CLBs for a 3-word FIFO. In addition, the cost of hardwired test resources that are reserved in a TCFR is equivalent to 5 Â 32 = 160-word FIFO. This in turn requires approximately 1520 CLBs. The total spatial overhead of a synthesised test connection then accounts to 2 Â 23 + 2 Â 390 + 4 Â 29 + 1520 = 2472 CLBs. After hardwiring the connection resources, the actual spatial overhead to test a TCFR is approx. 82.4 CLBs.
TCFR area impact on performance and cost
In this section, we analyse the impact of TCFR area on the performance and cost of our test methodology. For this purpose, we select four different archtiectures of the FPGA, each of which has a different TCFR area as shown in Fig. 19 . For instance T-174 in Fig. 19 represents an FPGA architecture with 8 TCFRs of 174 MCRs each. Fig. 19 also shows that the worst-case fault detection latency decreases from approx. 29 ms to 3.6 ms when TCFR area is varied from 348 MCRs to 44 MCRs. The high performance, in terms of reduced fault-detection latency, induces high costs in terms of spatiotemporal overheads.
The second and third columns of Table 3 illustrate the temporal and spatial overheads of each FPGA architecture, respectively. For instance, the spatial overhead of T-174 FPGA architecture is found to be 138 CLB. In T-174, the test connection can access any of the 8 TCFRs. Therefore, the worst-case spatial overhead is obtained by accounting the area costs of all the 8 NI-Shell, 41 words FIFOs (one in each NI kernel), and 3 words FIFOs in the routers. In addition, the area cost of hardware registers, which are used for input and output of test IP CLB chains, in a TCFR is also included. The area cost of hardware register is found to be 51 CLB equivalent.
For the whole FPGA, decreasing the TCFR area from 348 MCRs to 44 MCRs, the temporal overhead increases from approx. 84 to 672 ls, whereas spatial overhead increases from approx. 127 to 559 CLB equivalent.
Comparison with the state-of-the-art
We compare the performance and cost of our methodology with the existing state-of-the-arts [15, 18] . The comparison is made for the compile and run time phases, and as a fairness of the comparison, we use the same platform of Virtex-4 for each of these schemes. It is important that the range of faults that we cover in the paper closely matches with the ones that authors in [15, 18] have addressed. For instance, the work of [15] performs the online test at the granularity of a single CLB. Similarly, the authors in [18] test CLBs in group of 4. The nature of faults that are covered in [15, 18] is stuck-at faults in the sequential and combinational logic of CLBs. In comparison, we perform the test at the granularity of a TCFR, i.e., 512 CLBs or 32 MCRs. However, we test the combinational part of CLBs (i.e., LUTs), but in addition we perform the test for configuration memory cells as well.
Slot Transporting 12 words Slot
At the same time it is important to mention that our test scheme ensures a non-intrusive nature of online testing with respect to already running applications. In comparison, though the approach of [15] also ensures un-disrupted application execution by using active replication method, but no such claim is found for the other state-of-the-art, i.e., [18] .
Run time (fault detection latency)
The authors in [15] first replicate a CLB, which is to be tested, on an earlier tested CLB. The test-access-mechanism runs at 20 MHz to replicate and test a CLB in 24,000 ls. However, as a fairness of the comparison, we use the same Virtex-4 features for [15] , which runs BSI TAM at 66 MHz. Therefore in [15] , the fault detection latency of a single CLB reduces from 24,000 ls to 8000 ls. On a scaled level of TCFR with 348 MCRs (5568 CLBs), the fault detection latency of the scheme [15] is approx. 5568 Â 8000 = 44,544,000 ls or 44,544 ms, as shown in Fig. 20 .
The scheme [18] , on the contrary, tests 4 CLBs at one time and uses 6 test sessions to test the CLBs. In each test session 2 out of 4 CLBs serve as test-stimuli and response analysis blocks. This means, to find the fault in the set of 4 CLBs, the authors conFig. 4 Â 6 = 24 CLBs. We calculate the optimistic fault detection latency by simply accounting the time to configure the CLBs. For this purpose, we use Eq. (2) that gives 59 words or 236 bytes of data to con- Fig. 1 CLB. This means 236 Â 24 = 5664 bytes are required to conFig. 24 CLBs. The one-bit wide BSI TAM, running at 66 MHz, takes approx. 680 ls to detect a fault in the set of 4 CLBs. On a scaled level of TCFR with 348 MCRs, the fault detection latency of the scheme [15] accounts to 680 Â (5568/4) = 946,560 ls or 946.5 ms.
Similarly, we obtain the fault detection latencies of [15, 18] for the smallest TCFR area that we have used for our architecture, i.e., TCFR with 44 MCRs. The fault detection latencies for [15, 18] are found to be approx. 5568 ms and 118.3 ms respectively.
Run time (spatiotemporal overheads)
The work of [15] requires 1 additional CLB to replicate the CLB that is going to be tested. This accounts for 100% spatial overhead, i.e., additional 5568 CLBs are required to test a TCFR of 348 MCRs.
The one-bit wide BSI TAM, running at 66 MHz, takes approx. 28.3 ls to conFig. 236 bytes of CLB. The temporal overhead, i.e., time to configure the spatial overhead of 5568 CLB is approx. 5568 Â 28.3 = 157574.4 ls or 157.6 ms, as shown in Fig. 21 .
The scheme [18] , on the contrary, tests 4 CLBs at one time and uses 6 test sessions for their verification. Each test incurs a spatial overhead of 2 CLBs, because 2 out of 4 CLBs serve as test-stimuli and response analysis blocks. This means, an overhead of 12 CLBs is incurred in 6 test sessions to test 4 CLBs. This is 3 times the CLBs that are going to be tested. On a scaled level, i.e., for the TCFR of 348 MCRs, the total spatial overhead then accounts to 3 Â 5568 = 16,704 CLBs. The temporal overhead is, therefore, approx. 16 ,704 Â 28.3 = 472723.2 ls or 472.7 ms, as shown in Fig. 20 .
Similarly, we obtain the spatiotemporal overheads of [15, 18] for the smallest TCFR area that we have used for our architecture, i.e., TCFR with 44 MCRs. For scheme [15] , the spatial overhead is approx. 704 CLBs and temporal overhead is approx. 19.7 ms. For scheme [18] , the spatial overhead is approx. 2088 CLBs and temporal overhead is approx. 59 ms.
Compile time (impact on user application)
From a compile time perspective, we can qualitatively compare our methodology with [15, 18] in a sense, that an additional time is required to reserve and allocate the test resources across the HWNoC. In addition, as explained earlier in Section 5.2, we reserved approx. 10% of our HWNoC resources for conducting the online test. Therefore, a user application would be allocated from the remaining 90% resources.
Conclusion
We presented an online test methodology for FPGAs that used HWNoC as test access mechanism. Our online test scheme ensured the non-intrusive behaviour by: (a) invoking test at application startup time, (b) allowing un-disrupted execution for already existing applications, and (c) not restricting the parallel operations of dynamic reconfiguration and test for multiple applications. To achieve the objectives, our methodology took into account the design, compile, and run time phases.
We analysed the performance and cost of our test methodology for different test functional regions (TCFRs) of an FPGA architecture. The largest TCFR area was 348 MCRs (5568 CLBs) and the smallest one was with 44 MCRs (704 CLBs). Our methodology detected faults in the largest TCFR in 28.8 ms and at the cost of temporal overhead of 0.021 ms and spatial overhead of 82.4 CLBs. Similarly, for the smallest TCFR, the fault detection latency was found to be 3.6 ms and at the cost of temporal overhead of 0.21 ms and spatial overhead of 65 CLBs. We then compared the performance and cost of our scheme with two other schemes [15, 18] for the same set of TCFRs. For the smallest TCFR (44 MCRs), the fault detection latency of [15] was approx. 5568 ms with the spatiotemporal overheads of 5568 CLBs and 157.6 ms respectively. Similarly, for [18] , the fault detection latency was approx. 118.3 ms and at the spatial cost of 2088 CLBs and temporal cost of 59 ms. Our scheme, therefore, in comparison to [18] possess approx. 32.7 times better fault detection latency. Moreover, it comes at lower spatiotemporal costs which are found to be 67 and 280 times lower, respectively.
