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П А Н О Р А М А 
Универсальным методом ре­шения задач линейного про­граммирования (ЗЛП) (задач 
о наилучшем использовании ресур­
сов, выборе оптимальных техноло­
гий, смесях, раскрое материалов, 
размещении заказов, транспортной 
задачи и др.) является симплекс-ме­
тод. 
Идея метода предложена более 
полувека тому назад и достаточно 
подробно изложена в различных ис­
точниках литературы, например [1,2, 
3 ,4 ] . Кроме того, к настоящему вре­
мени в таких пакетах прикладных про­
грамм (ППП), как 011АТТЯО РК.О, 
ЕХСЕЬ, МАТЬАВ, реализованы гото­
вые процедуры, позволяющие ре­
шать ЗЛП. Однако несмотря на дос­
таточную разработанность решения 
ЗЛП, при этом может встречаться ряд 
таких особенностей, как вырожден­
ность решения, наличие альтернатив­
ных оптимальных решений, неограни­
ченность области допустимых реше­
ний (ОДР), отсутствие допустимых 
решений. Как правило, при изложении 
симплекс-метода на эти особеннос­
ти вообще не обращается внимание 
или обращается, но недостаточно, а 
программно реализованные процеду­
ры решения ЗЛП в названных ППП не 
указывают на возникновение этих 
особенностей при решении, т.е. не 
указывают на наличие либо множе­
ства, либо вырожденности решения 
или промежуточной вырожденности, 
на отсутствие ограниченности ОДР, а 
также на отсутствие вообще допус­
тимых решений, что очень важно с 
практической точки зрения. 
Наличие вырожденности реше­
ния с практической точки зрения 
объясняется наличием в модели в 
точке оптимума по крайней мере од­
ного избыточного ограничения, либо 
при наличии промежуточной вырож­
денности - избыточного ограничения 
в допускаемом базисном (опорном) 
решении, встречающемся при движе­
нии к оптимуму. 
Когда прямая или плоскость (ги­
перплоскость), представляющая це­
левую функцию, параллельна прямой 
или плоскости (гиперплоскости), со­
ответствующей какому-нибудь огра­
ничению ОДР, целевая функция при­
нимает одно и то же оптимальное 
значение в некоторой совокупности 
точек ОДР. Такие решения называют­
ся альтернативными оптимальными 
решениями. Информация о наличии 
альтернативных оптимумов оказыва­
ется очень полезной при решении 
практических задач, так как лицо, 
принимающее решение, получает 
возможность выбора альтернативно­
го варианта, в наибольшей степени 
отвечающего сложившейся произ­
водственной ситуации, и при этом не 
будет ухудшения целевой функции. 
Условия ограничений некоторых 
ЗЛП могут допускать бесконечное 
увеличение значений переменных без 
нарушения наложенных ограничений. 
Это свидетельствует о том, что ОДР 
по крайней мере в одном направле­
нии не ограничена. В таких случаях 
целевую функцию можно сделать 
сколько угодно большой (в задаче 
максимизации) или сколь угодно ма­
лой (в задаче минимизации) и при 
этом, обычно говорят, что и ОДР и 
оптимальное значение целевой фун­
кции не ограничены. Неограничен­
ность решения ЗЛП свидетельству­
ет о недостаточной точности разра­
ботанной модели. Как правило, при 
этом не учтено одно или несколько 
ограничений, не являющиеся избы­
точными, либо не точно определе­
ны параметры (постоянные), фигури­
рующие в некоторых ограничениях. 
Если ограничения модели одно­
временно выполняться не могут, то 
задача не имеет допустимых реше­
ний. С практической точки зрения 
отсутствие допустимых решений 
следует рассматривать как свиде­
тельство того, что модель постро­
ена некорректно, так как введенные 
ограничения оказались противоречи­
выми. Возможно так же, что эти ог­
раничения на самом деле и не дол­
жны выполняться одновременно. В 
этом случае необходимо построить 
модель , и м е ю щ у ю совершенно 
иную структуру и не предполагаю­
щую одновременного выполнения 
всех ограничений. 
Поэтому важной с точки зрения 
постановщика ЗЛП является инфор­
мация о наличии указанных особых 
случаев при решении задачи с целью 
ее дальнейшей корректировки при 
решении. 
На рис.1 и рис.2 приведены 
блок-схемы алгоритмов симплекс-
метода максимизации целевой функ­
ции и подпрограммы пересчета сим­
плекс-таблицы, учитывающие ука­
занные особые случаи решения ЗЛП. 
Для того чтобы воспользовать­
ся предложенным алгоритмом ре­
шения ЗЛП необходимо систему не­
равенств-ограничений привести к си­
стеме равенств-ограничений, для 
этого все неравенства, имеющие 
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Рис. 1. Блок-схема алгоритма максимизации целевой функции ЗЛП сим­
плекс-методом, учитывающая особые случаи решения. 
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Рис. 2. Блок-схема алгоритма подпрограммы пересчёта симплекс-таблицы, учитывающая особые случаи решения. 
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П А Н О Р А М А 
всех коэффициентов левой части не­
равенства и у правой части меняются 
знаки на противоположные и меня­
ется знак сравнения с " > " на " < " , 
а затем к левой части всех неравенств 
прибавляют по одной дополнитель­
ной переменной, которые и будут об­
разовывать базисное решение. При 
этом базисное решение будет допу­
стимым или опорным, если столбец 
свободных членов, т.е. столбец (к+1) 
исходной симплекс-таблицы не бу­
дет иметь отрицательных элементов. 
Если же он будет иметь отрицатель­
ные элементы, то предложенный ал­
горитм сам проведет нахождение 
опорного решения и выведет соот­
ветствующее сообщение. Нулевая 
строка исходной симплекс-таблицы 
образовывается из стоимостных ко­
эффициентов целевой функции, взя­
тых с противоположным знаком, так 
как алгоритм симплекс-метода при­
веден для нахождения максимума 
целевой функции. Если же при 
решении ЗЛП необходимо провести 
минимизацию целевой функции, то 
знаки ее стоимостных коэффициен­
тов не меняются, но при этом необ­
ходимо учитывать, что истинное 
значение целевой функции будет 
иметь противоположный знак. Тогда 
в блок-схеме алгоритма максимиза­
ции целевой функции ЗЛП симплекс-
методом, учитывающей особые слу­
чаи решения (рис.1): 
В блок-схеме алгоритма подпрог-
раммы пересчета симплекс -
таблицы, учитывающей особые слу­
чаи решения (рис. 2): 
(0,5;0;0) четырьмя плоскостями в 
трехмерном пространстве. 
Отличительные признаки: 
Наличие и исчезновение 0 в (к+1) 
б л о к и 1.. .8 - о п р е д е л е н и е м и н и м а л ь н о г о о т н о ш е н и я с в о б о д н ы х ч л е н о в к п о л о ж и т е л ь н ы м 
к о э ф ф и ц и е н т а м о п р е д е л я ю щ е г о столбца и з а п о м и н а н и е н о м е р а с т р о к и с э т и м 
о т н о ш е н и е м п о д и н д е к с о м Т ; 
б л о к 9 - проверка на н а л и ч и е в с т о л б ц е к о э ф ф и ц и е н т о в б о л ь ш и х 0 , 
б л о к 10 - п е р е ф о р м и р о в а н и е м а с с и в а б а з и с н ы х п е р е м е н н ы х ; 
б л о к и 1 1 . . . 18 - п р е о б р а з о в а н и я Ж о р д а н а - Г а у с с а . 
б л о к и 1 9 . . . 2 0 - п р о в е р к а на н а л и ч и е в ы р о ж д е н н о с т и р е ш е н и я , 
б л о к 21 - п р и с в о е н и е 1 признаку в ы р о ж д е н н о с т и 
б л о к 27 - п р и с в о е н и е 0 п р и з н а к у в ы р о ж д е н н о с т и у щ 
б л о к 22 ' - п р и с в о е н и е 0 п р и з н а к у повтора в ы р о ж д е н н о с т и Р ; 
б л о к 23 - с о о б щ е н и е о н а л и ч и и в ы р о ж д е н н о с т и р е ш е н и я ; 
б л о к и 24 , 28 - контроль и з м е н е н и я целевой ф у н к ц и и при пересчетах с и м п л е к с - т а б л и ц ы ; 
б л о к и 25 , 26 - п р и с в о е н и е 0 или 1 п р и з н а к у постоянства целевой ф у н к ц и и Р К 1 2 ; 
б л о к 29 - с о о б щ е н и е о н а л и ч и и м н о ж е с т в а р е ш е н и й ; 
б л о к 30 - п е р е з а п о м и н а н и е п о с л е д н е г о значения целевой ф у н к ц и и ; 
б л о к 31. .41 - анализ и печать и н ф о р м а ц и и о п р о м е ж у т о ч н о й в ы р о ж д е н н о с т и . 
Более детально представленные 
алгоритмы можно пояснить ниже при­
веденными примерами ЗЛП с графи­
ческими и табличными решениями. 
П р и м е р 1. Вырожденное оп­
тимальное решение. Рис. 3, таб­
лица 1. 
Вырожденность объясняется 
идентификацией точки оптимума че­
тырьмя плоскостями в трехмерном 
пространстве. 
Отличительные признаки: 
Наличие 0 в (к+1) столбце при мак­
симальном значении целевой функ­
ции. 
П р и м е р 2. Промежуточное 
вырожденное решение. Рис. 4, 
таблица 2. 
Промежуточная вырожденность 
объясняется идентификацией точки 
б л о к 1 - ввод количества уравнений М и неизвестных К; 
б л о к и 2 . . . 4 - ввод с в о б о д н ы х ч л е н о в и определение базисных переменных; 
блоки 5 . . . 9 - определение с в о б о д н ы х пе ре ме нных , ввод и определение с т о и м о с т н ы х 
показателей; 
б л о к и 1 0 . . . 1 4 - ввод к о э ф ф и ц и е н т о в равенств ограничений и формирование 0-ой строки 
с т о и м о с т н ы х показателей; 
б л о к и 1 5 . . . 1 8 - ф о р м и р о в а н и е ( к + П - г о столбца , с о д е р ж а щ е г о целевую ф у н к ц и ю и 
свободные члены равенств -ограничений; 
б л о к 19 - присваивание 0 признакам повторяемости вырожденности Р и РР; 
б л о к 20 - присваивание 0 признаку неограниченности области д о п у с т и м ы х р е ш е н и й 
( О Д Р ) Ы Е О С ; 
блоки 2 1 . . . 28 - определение неограниченности О Д Р и остановка решения , если целевая 
функция стремится к от; 
блоки 2 9 . . . 3 3 - определение д о п у с т и м о г о базисного (опорного) решения , т.е. проверка (к+1) 
столбца на отсутствие о т р и ц а т е л ь н ы х с в о б о д н ы х членов о г р а н и ч е н и й -
равенств ; 
б л о к 34 - вывод сооб ще ния об отсутствии решения , в случае отсутствия в 
с о о т в е т с т в у ю щ е й строке с о т р и ц а т е л ь н ы м свободным членом, с т о я щ е м в (к+1) 
столбце , о т р и ц а т е л ь н ы х коэффициентов ; 
б л о к и 3 5 . . . 3 6 - распечатка д о п у с т и м о г о базисного (опорного) решения; 
б л о к и 3 7 . . . 4 4 - определение м и н и м а л ь н о г о отрицательного стоимостного показателя и 
пересчет с и м п л е к с - т а б л и ц ы пока имеются отрицательные стоимостные 
показатели . 
б л о к и 4 5 . . . 5 1 - определение наличия в столбцах с нулевыми с т о и м о с т н ы м и показателями 
к о э ф ф и ц и е н т о в не равных 0 и 1, наличие таких столбцов при постоянстве 
целевой функции свидетельствует о наличии множества р е ш е н и й ; 
блоки 5 2 . . . 5 3 - вывод результатов оптимизации . 
столбце, при возрастании целевой 
функции. 
Пример 3. Несколько вырож­




цией точки (0,5;0;0) четырьмя плос­
костями в трехмерном пространстве. 
Аналогично объясняется и вторая 
вырожденность в точке (0,5;0,5;0). 
Отличительные признаки: 
Наличие и исчезновение 0 в (к+1) 
столбце при неоднократном возрас­
тании целевой функции. 
Пример 4. Бесконечное мно­
жество решений. Рис. 6, табли­
ца 4. 
Бесконечное множество реше­
ний объясняется тем, что плоскость 
целевой функции 8 коснется всей 
плоскости симплекса, идентифици­
рованной точками (0 ,5 ;0 ,5 ;0 ) , 
(0,5;0,34;0,16), (0,23;0,5;0,27). 
Отличительные признаки: В 
столбцах с нулевыми стоимостными 
показателями присутствуют коэффи­
циенты, не равные 0 и 1, а целевая 
функция при этом не меняется. 
Пример 5. Неограниченная 
целевая функция. Таблица 5. 
Во всех ограничениях коэффи­
циенты при х} либо отрицательные, 
либо равны 0. Это означает, что х3 
можно бесконечно увеличивать, не 
нарушая ни одного ограничения мо­
дели и бесконечно увеличивая зна­
чение целевой функции. 
Пример 6. Пространство ре­
шений не ограничено, а оптималь-
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X , + Х 2 + Х э й 1 
X , <0,5 
х 2 < 0 , 5 
X , +х , +х , >0,2 
х, >0; х, >0; х, >0 
5 = 10х, + 7х 2 + 5х 3 - > т а х 
Таблица 1 
х 
Рис. 1. Пример 1._ Вырожден­
ное оптимальное решение. 
х , + х а + х , ^1 
х, <0,5 
х, + х 3 +х , г 0,2 
х, - х 2 + х, <0,5 
х, > 0; х, > 0; х, > 0 




. V , х4 л,- Хб . Г ; Решение Сообщение 
3 -10 -7 -5 0 0 0 0 0 
х4 1 1 1 1 0 0 0 1 
0 X; 1 0 0 0 1 0 0 0,5 
•Ч 0 1 0 0 0 1 0 0,5 
Х-! -1 -1 -1 0 0 0 1 -0,2 
8 0 -7 -5 0 10 0 0 5 Опорное решениее 
Х4 0 1 1 1 -1 0 0 0,5 УЖ=0 
РКК=0 
р - 0 
1 х, 1 0 0 0 1 0 0 0.5 
0 1 0 0 0 1 0 0,5 
X? 0 -1 -1 0 1 0 1 0,3 
5 0 0 2 7 3 0 0 8,5 Оптимум 
.г, 0 1 1 1 -1 0 0 0,5 У1К=1 
2 */ 1 0 0 0 1 0 0 0,5 РШ2=0 
х,, 0 0 -1 -1 1 1 0 , о; Р=1 
Х7 0 0 0 1 0 0 1 0.8 Есть вырожденность 
Таблица 2 
Итерация Базисные 
переменные XI X} XI х4 Хб л'? 
Решение Сообщение 
5 -10 -7 -5 0 0 0 0 0 
х, 1 1 1 1 0 0 0 1 
0 х3 1 0 0 0 1 0 0 0,5 
х« -1 -1 -1 0 0 1 0 -0.2 
-V? 1 -1 I 0 0 0 1 0.5 
5 0 -7 -5 0 10 0 0 Опорное решениее 
х4 0 1 1 1 -1 0 0 0,5 
1 XI 1 0 0 0 1 0 0 0,5 рмг=о 
Хб 0 -1 -1 0 1 1 0 0,3 Г=1 
х? 0 -1 1 0 -1 0 1 0 Есть вырожденность 
3 0 0 2 7 3 0 0 Оптимум 
х2 0 1 1 1 -1 0 0 0,5 УЖ=0 
2 х. 1 0 0 0 1 0 0 0,5 РК12=0 
Хб 0 0 0 1 0 1 0 0,8 Р=0 
X? 0 0 2 1 -2 0 1 0.5 
Вырожденность была 
промежуточной 
Рис. 4. Пример 2. Промежу­
точное вырожденное решение. 
X , +Х2 + Х , <:Л 
X , 5 0,5 
X , <0,5 
X , - X , <0,5 
х, - X , +4х, <0,8 
X , + х 2 + х, >0,2 
х, >0; х 2 >0; х, а 0 
5 = 8х, + 10х2 + Ю Х з -> т а х 
Рис 5. Пример 3. Несколько 
вырожденных решений подряд. 
Таблица 3 
И т е р а ц и я Б а з и с н ы е 
п е р е м е н н ы е х, х2 XI х4 
х> Хб • Т - •т« X, Р е ш е н и е С о о б щ е н и е 
0 
5 -8 -10 -10 0 0 0 0 0 0 0 
х4 1 1 1 1 0 0 0 0 0 1 
х$ 1 0 0 0 1 0 0 0 0 0.5 
Хб 0 1 0 0 0 1 0 0 0 0,5 
X 7 1 -1 0 0 0 0 1 0 0 0.5 
х3 1 -1 4 0 0 0 0 1 0 0,8 
X, -1 -1 -1 0 0 0 0 0 1 -0.2 
1 
5 0 -10 -10 0 8 0 0 0 0 Опорное 
решениее 





XI 1 0 0 0 1 0 0 0 0 0,5 
Хб 0 1 0 0 0 1 0 0 0 0.5 
х7 0 -1 0 0 -1 0 1 0 0 0 : 
Хя 0 -1 4 0 -1 0 0 1 0 0.3 
X, 0 -1 -1 0 I 0 0 0 1 0,3 
2 
5 0 0 0 10 -2 0 0 0 0 : ; : / - . : & . . . : -






XI 1 0 0 0 1 0 0 0 0 0,5 
Хб 0 0 -1 -1 1 1 0 0 0 •ж •<>'•>.*• 
х? 0 0 1 1 -2 0 1 0 0 0.5 
Хн 0 0 5 1 -2 0 0 1 0 0,8 
х. 0 0 0 1 0 0 0 0 1 0.8 
3 
5 0 0 -2 8 0 2 0 0 0 9 






х, 1 0 1 1 0 -1 0 0 0 0,5 
.V,- 0 0 -1 -1 1 1 0 0 0 %' о ••' 
х? 0 0 -1 -1 0 2 1 0 0 0,5 
х.н 0 0 3 -1 0 2 0 1 0 0,8 
X, 0 0 0 1 0 0 0 0 1 0,8 
4 
5 0 0 0 7.33 0 3.33 0 0.67 0 9.53 Оптимум 






х, 1 0 0 1,33 0 -1.67 0 -0.33 0 0,23 
х 5 0 0 0 -1.33 1 1.67 0 0.33 0 0,27 
X? 0 0 0 -1.33 0 2.67 1 0.33 0 0,77 
х> 0 0 1 -0,33 0 0.67 0 о.зз 0 0.27 
х. 0 0 0 1 0 0 0 0 1 0.8 
1 7 
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х, + х 3 + х 3 <1 
х, <0,5 
х , < 0,5 
х, - х 3 + 4х 3 < 0,8 
X , 4-х 2 + х 3 >0,2 
х, >0; х 2 >0; х 3 >0 
8 = 10х 1 + 10х ! + 10х 3 - > т а х 
Таблица 4 
Рис. 6. Пример 4. Бесконеч­
ное множество решений. 
х , + х , <1 
х , < 0 , 5 
х 2 <0,5 
х , + х 2 + х 3 >0,2 
х , > 0; х , > 0; х 3 г О 





переменные XI х: х3 .г,, *5 Х(, х7 Хя Решение Сообщение 
8 -10 -10 -10 0 0 0 0 0 0 
*4 1 1 1 1 0 0 0 0 1 
0 Хз 1 0 0 0 1 0 0 0 0,5 
Х(, 0 1 0 0 0 1 0 0 0,5 
•^7 1 -1 4 0 0 0 1 0 0,8 
х« -1 -1 -1 0 0 0 0 1 -0,2 
5 0 -10 -10 0 10 0 0 0 5 Опорное решение 




\ X, 1 0 0 0 1 0 0 0 0,5 
•т« 0 1 0 0 1 0 0 0,5 
х7 0 -1 4 0 -1 0 1 0 0,3 
-V* 0 -1 -1 0 1 0 0 1 0,3 
8 0 0 0 10 0 0 0 Ю 





2 X] 1 0 •т 0 ."'1/ .: 0 0 0 0,5 
•т« 0 0 -1 -1 Ш Й : 1 0 0 0 
Л'7 0 0 ЛЯ:::' 1 0 1 0 0,8 
Х'я 0 0 -'О/;.? 1 0 0 0 1 0,8 
8 0 0 0 10 0 0 0 0 
Имеется множество 
решений 
•V' 0 1 0 0,8 -0.6 0 -(1.2 0 0,34 У1И=0 
3 •V; 1 0 0 0 А .:. 0 0 0,5 РЮ2=0 
Хц 0 0 0 -0,8 0.6 1 0 0,16 Р=0 
х3 0 0 1 0,2 0 '№ 0 0,16 Вырожденность была 
Хя 0 0 0 1 : :"» ; : 0 1 0,8 промежуточной 
8 0 0 0 10 0 0 0 0 Имеется множество 
решений 




4 XI 1 0 0 1,33 0 -1.А7 0 0,23 
Л"5 0 0 0 -1,33 1 1.67 0 0,27 
Хз 0 0 1 -{1,33 0 Ш№ 0 0,27 
Хя 0 0 0 1 0 Ж6 •Яг;; 1 0,8 
8 0 0 0 10 0 0 0 0 ]•> Имеется множество решений 
х2 0 1 0 0.8 ' < 0 :;;*03> 0 0.34 У1К-0 
РЮ2=0 
Р=0 
5 •V; 1 0 0 0 0 0 0 0,5 
Хц 0 0 0 -0.8 0 6 1 0,2 0 0,16 
Хз 0 0 1 0.2 В»,4: 0 0,2 0 0,16 
хя 0 0 0 1 0 0 №• 1 0,8 
8 0 0 0 10 0 0 0 0 10 Имеется множество 
решений 





6 XI 1 0 0 0 « И 0 0 0 0,5 
х,, 0 0 -1 -1 Ж1 . 1 0 0 0 
х7 0 0 5 1 ;5-2 0 1 0 0,8 
•V» 0 0 0 1 : Й0 0 0 1 0,8 
Таблица 5 
х , + х 2 < 1 Итерация 
Базисные 
переменные х, *? Хз *4 Хз х6 -г7 Решение Сообщение 
X , < 0,5 8 -1 -12 УМ:'- 0 0 0 0 0 
х г < 0 , 5 Х4 1 1 •|:":.0:В 1 0 0 0 1 ОДР неограничена в 
х, + х , + х 3 г 0,2 0 *! 1 0 •#:0::'й 0 1 0 0 0,5 направлении Х 3 , 
х, г 0; х , > 0; х 3 > 0 *с 0 1 0 0 1 0 0,5 Ц ф - » о о 
5 = 5х, +12х г - 1 0 х 3 - » т а х х? -1 -1 0 0 0 1 -0,2 
Таблица 6 
Рис. 7. Пример 6. Простран­
ство решений не ограничено, 
а оптимальное значение це­
левой функции конечно. 
Итерация Базисные переменные х, х2 х3 х4 Хз х,, X 7 Решение Сообщение 
5 -5 -12 10 0 0 0 0 0 
Х4 1 1 0 1 0 0 0 1 
0 XI 1 0 0 0 1 0 0 0,5 
х6 0 1 0 0 0 1 0 0,5 
х7 -1 -1 -! 0 0 0 1 -0,2 
5 0 -12 10 0 5 0 0 2,5 Опорное решение 
х4 0 1 0 1 -1 0 0 0,5 У1К=0, Р М 2 = 0 , Р=0 
1 х, 1 0 0 0 1 0 0 0,5 ОДР неограничена в 
х6 0 1 0 0 0 1 0 0,5 направлении но 
х7 0 -1 -1 0 1 0 1 0,3 решение имеется 
5 0 0 10 12 -7 0 0 8,5 
XI 0 1 0 1 -1 0 0 0,5 У1К=1 
2 х, 1 .0 0 0 1 0 0 0,5 Р Ы 2 = 0 
Х(, 0 0 0 -1 1 1 0 0 Р=1 
х? 0 0 -1 1 0 0 1 0,8 Есть вырожденность 
5 0 0 10 5 0 7 0 8,5 Оптимум 
X, 0 1 0 0 0 1 0 0,5 У1К.= 1 
3 XI 1 0 0 1 0 -1 0 0,5 Р Ы 2 = 1 
0 0 0 -1 1 1 0 0 Р=1 
х7 0 0 -1 -1 0 0 1 0,8 Есть вырожденность 
1 8 
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ное значение целевой функции ко­
нечно. Рис. 7, таблица 6. 
Во всех ограничениях коэффи­
циенты при х3 либо отрицательные, 
либо равны 0, но так как значение 
стоимостного показателя при х; по­
ложительно, то целевая функция не 
может увеличиваться до бесконеч­
ности, т.е. она конечна. 
Отличительные признаки: В 
столбцах с ненулевыми стоимостны­
ми показателями остальные коэффи­
циенты либо отрицательные, либо 
равны 0, это означает что ОДР не 
ограничена в направлении свободной 
переменной, стоящей при этом сто­
имостном показателе. Если стоимо­
стной показатель при этом будет от­
рицательным, то значение целевой 
функции стремится к бесконечнос­
ти, если положительным - то целе­
вая функция будет конечна. 
Таким образом, формализация 
симплекс-таблиц особых случаев 
решения ЗЛП позволила разрабо­
тать алгоритм симплекс-мето­
да, идентифицирующий эти осо­
бые случаи. 
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ПРИМЕНЕНИЕ АВТОМАТИЧЕСКИХ 
ПОИЛОК ДЛЯ ВЫРАЩИВАНИЯ ТЕЛЯТ 
И.Е. ГОЛУБЕЦ, к. с.-х. н., старший научный сотрудник; 
П.Н. ШАГОВ, соискатель (РУП «Институт животноводства 
П олучение и выращивание ностей. Телятам можно давать цель-здорового, жизнеспособно- ное молоко, молозиво, ЗЦМ, обрат го молодняка сельскохозяй- и др. в различных соотношениях, что 
закладывается в программу. Поддер­
живается постоянная температура 
смеси на уровне 38,5°С в миксере и 
37°С на поильной станции. Конструк­
цией автопоилки предусмотрена и 
дача медикаментов, что позволяет ле-
олучение и в ра ивание 
здорового, изнеспособно-
-го молодняка сельскохозяй­
ственных животных - одна из важ­
нейших задач, стоящих перед работ­
никами животноводства. 
При высокой концентрации по­
головья эта задача приобретает осо­
бое значение и решение ее возможно 
только лишь при нормальных гиги­
енических условиях кормления, со­
держания и ухода. Несмотря на то, 
что наукой и практикой достигнуты 
значительные успехи в разработке 
технологий производства молока, 
большой ущерб приносят заболева­
емость и отход молодняка в первые 
месяцы жизни. [1] 
Поэтому необходимость не толь­
ко механизации, но и компьютери­
зации всех сельскохозяйственных про­
цессов, особенно выращивания мо­
лодняка, назрела давно, так как при 
этом учитываются биологические 
особенности и оптимизируется тех­
нология производства. Например, ав­
томатические поилки позволяют 
организовать выпойку телят по стро­
го индивидуальным нормам в зави­
симости от возраста животных, их фи­
зиологического состояния и потреб-
чить заболевших телят посредством 
ввода лекарства в молокопровод. Для 
каждого теленка закладывается про­
грамма его выпойки на определен­
ный период, в которую заносятся дан­
ные о количествах выпаиваемого мо­
лока, перерывах между поениями и 
разовой дозы молока - ее миниму­
ме и максимуме или время поения. 
[2] 
Известно, что способность телен­
ка давать привесы важно начать ис­
пользовать как можно раньше , 
иначе в дальнейшем ее можно час­
тично утратить. Для этого телятам, 
пока они еще маленькие, необходи­
мо получать достаточно большие 
нормы корма. Поэтому изучение эф­
фективности использования автома­
тических поилок для телят стало 
основной задачей наших исследова­
ний. 
НАНБ») 
В эксперименте использовали ав­
томатизированные поилки немецкой 
фирмы «1три15а», рассчитанные на 
обслуживание 50 телят. Один дозиру­
ющий автомат работал одновременно 
с двумя станциями выпойки на 25 го­
лов каждая. Нормирование осуществ­
лялось на основе электронной иденти­
фикации животных, транспордер пас­
сивного типа закреплялся на ошейни­
ке. Антенна, активизирующая индиви­
дуальный электронный чип и прини­
мающая сигнал, размещалась на каж­
дом месте выпойки. Конструкция ав­
томатизированной поилки допускает 
возможность работы в двух вариантах: 
с использованием сухих заменителей 
цельного молока или же жидких мо­
лочных кормов, хранящихся в отдель­
ном танке-охладителе. Дозирование 
осуществлялось с помощью компью­
тера. Возможно индивидуальное про­
граммирование разовой порции и 
кратности выдачи в зависимости от 
возраста, живой массы и планируе­
мой интенсивности роста. 
С этой целью были отобраны 
две группы телочек: контрольная и 
опытная, по методу пар-аналогов в 
возрасте 25дней. В контрольную 
группу отбирали телочек на комплек-
