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L'\TRODCCTIO:\ 
Image reconstruction using lirruted data is a necessity in a ,-ariety of applications. 
These applications include CT and 'i:.IR imaging in medical and industrial applications, 
and synthesis imaging in radio astronomy. In X-rav CT, the incompleteness of the data 
can be interpreted as a lack of sampling in the spatial Fourier domain. \Ve will show that 
the distortion in a limited view-angle x-ray CT imaging can be formulated as a linear 
distortion. An estimation procedure to restore the distorted image will be presented. 
Finally, we will present the results of this estimation process to X-ray CT. 
PROBLE.'vi STATDIE'\T 
In x-rav CT. one measures the projection of an object for a particular slice. A 
projection at a given angle is given bv ·r 
Pe(t) = / f(s. t)ds. ( 1) 
where f(s. t) is related to the degree of transparency of the object at the slice where the 
plane of the rav passes. As shown in the diagram, f(s. t) has nonzero values in support of 
the slice in the (s. t) coordinate svstem. The relationship between (s. t) and (:r. y) 
coordinates is given bv 
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Figure 1. Diagram showing one projection of the slice. 
~ow , by defining the Fourier transform of the object function f( :r, y) by 
(3) 
and by an appropriate change of variable and substitution, the Fourier slice theorem [1] is 
obtained. The use of the Fourier slice theorem shows that each projection is related to the 
values of the Fourier transform of the object on a line for the given direction. By 
accumulating more projections, one is collecting information about F( tt. t' ) in the 
corresponding directions. If the image of the object is bandlimited then it can be 
reconstructed from a sufficient sample of the F( u. r ). However, if F( u. r) can not be 
sampled for certain angles, one can obtain an image which suffers from distortions. The 
severity of these distortions depends on the level of incompleteness of the sample domain. 
This distortion can be formulated as a convolution distortion shown here as 
(4) 
where 
IJi( ) _ { 1 if (u, t·) E W 
u. v - 0 otherwise (5) 
and W is the set of all ( u. t") for which F( u. v) is known. Since the sampling function, 
IJi(u, u), is multiplied in the Fourier domain, its Fourier transform will be convolved with 
the true object image in the image domain. 
We have shown for a limited view-angle imaging system as defined above, we can 
formulate the distortion as a deconvolution problem. Deconvolution problems in the 
context of missing information in the Fourier domain are also encountered in radio 
astronomy image synthesis. For many years, CLEA::-l" [2, 3] has been a dominant 
deconvolution algorithm in radio astronomy application. Another way of obtaining 
deconvolved images is with maximum entropy [4, 5, 6, 7]. Both of these methods are 
nonlinear algorithms with variable convergence times. This can be a problem in 
applications where the user needs the restored image in a fixed amount of time. A method 
that can provide a solution in a fixed amount of time is 2-D Kalman filtering f8]. 
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2-D KAL:'viAN FILTER 
The Kalman filter has been used in one-dimensional problems for many years. 
Habibi :9J and Woods and Ingle extended the Kalman filter to two dimensions. Such an 
extension of the Kalman filter is necessary in order to be able to apply the filter to a 
deconvolution problem in two dimensions. However, the main equation form of the filter 
does not change from the one-dimensional form which can be written as follows. 
where 
xk (n .: 1) process state vector 
<hXk- n·k 
H,.xk - 1·k 
<Pk (n n) state matrix relating X,. to Xk-l 
IVk ( n 1) uncorrelated noise vet or with known covariance structure 
1-k (n 1) uncorrelated noise \·ector with known covariance structure 
Z k ( m --< l J measurement 
Hk (m x n) observation matrix 
(6) 
(I) 
In our application, the state vector matrix Xk contains a stack of image lines whose true 
values will be estimated in the filtering process. Zk contains only one line of the distorted 
image at each iteration. z,. is related to X, bv the observation matrix Hk containing 
information about the distorting function. The observation matrix components can be 
found with the use of 
~(i.j) = ~ g(p. q)J·(i- p.j- q)- t(i.j) (8) 
p.q 
where g(p. q) is the Fourier transform of the sampling function (i.e. distorting function), 
l{l(u. r). and t·(i.j) is uncorrelated noise. By defining X(i) as the image vector 
.r(i.l) .... ..r(i. S)]T(the image is a _y x .Y matrix). Z(i) as the vector ~(i.l) ..... .:(i . .\'), 
l'(i) as the vector :C(i.1) ..... t·(i . .\'). and Has the S x KS band-Toeplitz matrix, we 
have 
k, 
Z(i) = ) G(k·)X(i- k)- l'(i). (9) 
k= -k, 
To simplifv the notation further, define S(i) = X(i- /..· 1 f ..... X(i- k2)TT for all 
1 z::; .U and define matrix HasH = G(-k1), .... G(k2 ). The filter equations can be 
written as 
Z(i) = HS(i) ~ l'(i) (10) 
Z(i) is .V >< 1 matrix that contains a line of distorted image. l'(i) is also .V ><. 1 and 
contains observation noise, and S( i) is a K S x l matrix and contains a stack of K image 
lines. K is the dimension of the distorting function (K 2 elements total). 
L\IAGE MODEL 
:\Iodeling of the source can be achieved by assuming that an image pixel .r( i. j) is 
related to its neighboring pixels bv the equation 
.r(i.j) = ~ a(p.q).r(i- p.j- q)- u(i.j) 
p qER 
where 0 ::; p S p 2 , - q1 ::.; q ::.; q2 , and a(p. q) are unknown coefficient. 
( 11) 
\.Yithout loss of generality. it can be assumed that .r(i.j) has zero mean. Parameters 
a(p. q) can be optimally estimated bv minimizing 
731 
j-1 j j+1 
• • • • • • 
i -1 • • [ • :1 • • • X • 
• • • • • • 
Figure 2. Each pixel is related to its neighbors. 
E[u 2(i.j)' = E x(i.j)- L a(p.q)x(i- p.j- qw. (12) 
pqER 
Following the same steps as in the observation matrix calculation, it can be found that 
P2 L ApX(i- p) = C(i) (13) 
p=O 
or 
P2 
x(i) = -2:: .-ipx(i- p) ~ A.01 C(i) (1-l) 
p=1 
where X(i) = :x(i.j- q2 ), ••.• x(i.j-,- q1 )i, -~p = .-101 AP, and F(i) is white noise matrix. In 
this paper p. q1 • q2 = 1. Hence, each pixel depends on its immediate neighbors located on 
the same line of image or a previous line (see Fig. 2) :8J. 
The image model equation, similar to the observation equation, can be written as 
S(i) = .-15(i) + l"(i) (15) 
where 
-~1 .-i2 ._.iP2 
) I 0 0 -1- 0 I 0 
0 I 0 
(16) 
This model is sernicausal and describes images with the following autocovariance function, 
( 1 i) 
where 0 S Pv, Ph S 1, <T; is the image variance, and Pv and Ph are vertical and horizontal 
correlation coeficients. The coefficients are [8. 
a(L 1) a(l. _ 1) = _ PhPv 
1 ~ p~ (18) 
a(L 0) · Pv (19) 
a( 0, 1) a(O. -1) = Ph (20) 1 + p~. 
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It can be shown that the cm·ariance matrix is 
( 21) 
where S(k) is the Kronecker delta. The above algorithm is of the order K 3 .\' 4 
computationally where K is the dimension of the distorting function. It is possible to 
reduce the computational burden of the algorithm by approximating the H and A 
matrices by circulant matrices. These matrices are band- Toeplitz and almost circulant so 
the circulant matrix approximation does not pose a major change in the optimalitY of the 
solution. However, after the simplifications using circulant matrix approximation. the 
computation burden reduces t•J the order of K 3 .\'. This is a considerable reduction in 
computation time considering that .\' is usually bigger than 6-! but less than .S12. 
EXPERI:\IE.\TAL RESt L TS 
In order to evaluate the performance of the algorithm, a simulation experiment was 
run. The <Jbje ·ri,·e of this test was to qualitativelv establish whether there is anv 
impro\·ement 1n the Kalman filter restored image. The first step of this experiment was 
the generation of a simulated data base for an annular object use as test object. The cross 
section of this object was reconstructed using projections taken for view-angles ranging 
from 20) to 160. Table l shows the relative geometrical description of the object. The 
dimensions are given in normalized units. The size of the image was chosen to be 
128 · 128 pixels. Circular objects were chosen for this experiment since the Fourier 
transform was known exactlv for such objects. The phantom object is a superposition of 
two constant brightnesses on a circular support. 
The image of the slice was then reconstructed using available data and the distc•rtiun 
function was deconvolved from tlus image. The final restored image. the distorted image, 
the original slice. and the dist•Jrting function are shown in Figs. 3a. 3b. 3c and 3d. 
Considerable improvement can be seen m the quality of the final image. The ringing and 
the 'X-shape' lines in the distorted image (Fig. 3b) are mostly removed. However. the 
shape of the ring is still somewhat distorted and is not as circular as the true source. The 
disturbances at the top of the reconstructed image are due to the transient state of the 
filter. This problem could be avoided bv starting the filter on a priori region that is 
augmented to the image. Experiments have shown that this method can restore details 
such as small and low contrast flaws. \\'hile other methods dealing with the same tvpe of 
restoration need a priori information about the true image in order to be able tn reveal 
such small details. 
C00CLCSIO:\' A;';"D FCTURE DEVELOPDIE:\'T 
In this paper, a deconvolution approach was presented for restoring images obtained 
from limited view-angle CT scan data. After a discussion of the convolution link. it was 
shown that there could be extensive imprm·ernent in the quality of the image bv 
deconvolving the distorting function using a 2-D Kalman filter. The advantage of this 
algorithm is its near-optimal performance for a particular data set. The solution is 
obtained in a known amount uf time compared to variable convergence time algonthms 
such as MEM or CLEAN. 
Table 1. :\Iodel Source parameters 
Sourr£ .\ pos. 
0 
2 0 
}' pos. 
0 
0 
.\fa]. A.rzs j[m. A.ns 
11 11 
8 8 
IntEnsity 
1 
-1 
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Figure 3. a) the original image, b) distorted image, c) Kalman filter reconstruction, and d) 
the distorting function. 
The quality of the results can be improved by choosing better image models for the 
filter . One should be able to find a more optimum model for each type of image, in 
contrast to a case where one has no knowledge about the observed slice so a generic model 
is used. 
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