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Abstract 
An alternative definition for the non local impact ionization coefficient is given and 
its relationship to the ionization pathlength probability distribution function (PDF) is 
determined.  A model for the ionization pathlength PDF is proposed and the resultant 
non local ionization coefficient is derived.  An expression for the avalanche 
multiplication is derived.  Results are calculated using non local ionization 
coefficients for two electric field values using fits to ionization pathlength PDFs 
calculated using Monte Carlo techniques.  These results show two features: the well 
known dead space effect and at the higher field value a resonance effect.  The 
resonance effect gives rise to level sections in the multiplication curve for 
multiplications of 2, 4, 8 and 16 if the ionization coefficient ratio is small. 
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1. Introduction 
Avalanche multiplication occurs when energetic carriers create additional carriers 
by impact ionization.  Avalanche photodiodes can amplify signals by avalanche 
multiplication but this is a random process and it introduces avalanche noise which 
degrades the signal to noise ratio.  The mean square noise current per unit bandwidth, 
〈i2〉, is given by the following equation: 
 
 )(2 22 MFMqIi p=  (1) 
 
where q is the electronic charge, Ip is the primary photocurrent, M is the 
multiplication and F(M) is the excess noise factor that takes into account the 
additional noise produced by the avalanche process.  McIntyre [1] derived an 
expression for F(M) and demonstrated that avalanche noise can be reduced if the 
electron and hole ionization coefficients are as disparate as possible.  McIntyre [1] 
made the assumption that the ionization coefficients were functions of the local 
electric field only and he recognised that this restricted his theory to photodiodes with 
multiplication regions much longer than the ‘dead space’ length.  The dead space is 
the distance required for a carrier to gain sufficient kinetic energy from the electric 
field so that it can initiate impact ionization.  Although Okuto and Crowell [2] 
formulated a method for calculating the avalanche multiplication taking into account 
the dead space there was no similar method for avalanche noise for many years.  
Consequently much experimental research was directed at finding materials with 
disparate ionization coefficients and in general the multiplication regions used were 
long enough to neglect any effect of the dead space. 
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Van Vliet et al [3] made an early attempt at quantifying the effect of the dead 
space on noise by assuming that impact ionization could only occur at a finite number 
of points, each an integral number of dead spaces away from where the initial carrier 
was generated.  They [3] showed that McIntyre’s theory [1] overestimates the excess 
noise factor when the dead space is a significant proportion of the multiplication 
region.  However experimentalists continued to view the dead space as only a 
nuisance to be corrected for e.g. Bulman et al [4] who proposed a correction for the 
dead space of primary carriers that were injected into the multiplication region. 
A number of theoretical papers appeared in the early 1990’s.  First Marsland [5] 
proposed a method for calculating multiplication and excess noise factor that took into 
account the dead space of both primary carriers and secondary carriers that were 
created by impact ionization.  However a carrier that has just initiated impact 
ionization will also have a dead space and this was neglected in the method proposed 
by Marsland [5].  Next Saleh et al [6] proposed a more complete method that was 
restricted to only one carrier type initiating impact ionization.  Then Hayat et al [7] 
extended that work to consider impact ionization initiated by both carrier types.  
Marsland et al [8] used a hybrid lucky drift / Monte Carlo simulation to estimate the 
effect of dead space on the excess noise factor.  Finally Hayat et al [9] extended their 
earlier work to non uniform electric fields.  All of these papers came to the same 
conclusion: that the excess noise factor could be significantly reduced by the dead 
space effect as well as by disparate ionization coefficients. 
Hu et al [10] made the first systematic experimental study that demonstrated the 
decrease in excess noise factor as the multiplication width becomes comparable with 
the dead space length.  Further experimental work [11 - 16] has confirmed this 
finding.  There is now considerable interest in non local impact ionization leading to 
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new theoretical work [17 - 20] including a new paper by McIntyre [21] and various 
Monte Carlo studies [22 - 25]. 
This paper takes a fresh look at non local impact ionization and starts at the most 
fundamental level by considering the definition of the non local ionization coefficient 
in Section 2.  A model for the ionization pathlength probability distribution function 
(PDF) is introduced in Section 3 and the resulting non local ionization coefficient is 
derived.  In Section 4 non local ionization coefficients are calculated for two different 
field values and the results show both the dead space and a resonant behaviour.  
Section 5 considers avalanche multiplication calculated from non local ionization 
coefficients.  The excess noise factor is considered in the companion paper.  Sections 
6 and 7 present discussion and conclusions. 
 
2. Definition of the non local impact ionization coefficient 
A major problem in the study of non local impact ionization relates to the 
definition of a non local ionization coefficient.  As noted by McIntyre [21] the local 
ionization coefficient can be unambiguously defined in a number of ways whereas the 
non local ionization coefficient can be defined in a number of non equivalent ways.  
The definition used by McIntyre [21] is the same as that used by Okuto and Crowell 
[2] and the symbol αOC(z) will be used for this definition throughout this paper.  The 
non local ionization coefficient, αOC(z), is defined such that αOC(z)dz is the probability 
that a carrier will impact ionize in the interval (z, z + dz) starting with no kinetic 
energy at z = 0 "assuming that it survives to do so without having a previous ionizing 
collision" in the words of McIntyre [21] or equivalently for a carrier that "has not yet 
produced an electron hole pair" according to Okuto and Crowell [2].  Using this 
definition the non local ionization coefficient can be related to the probability 
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distribution function (PDF) for the pathlength to impact ionization.  The ionization 
pathlength PDF, h(z), can be unambiguously defined such that h(z)dz is the 
probability that a carrier undergoes impact ionization for the first time in the interval 
(z, z + dz) starting with no kinetic energy at z = 0.  The probability, PS(z), that a 
carrier travels to z without impact ionizing (starting with no kinetic energy at z = 0) 
has been called the survival probability by McIntyre [21] and it is related to the 
ionization pathlength PDF by the following equation. 
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The probability, h(z)dz, of a carrier impact ionizing for the first time in the interval 
(z, z + dz) is equal to the survival probability multiplied by αOC(z)dz so that the non 
local ionization coefficient is given as follows: 
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 This definition of the non local ionization coefficient only accounts for the 
first impact ionization suffered by a carrier whereas the following alternative 
definition accounts for the first and all subsequent ionizations. The non local 
ionization coefficient, α(z), is defined such that α(z)dz is the probability that a carrier 
will impact ionize in the interval (z, z + dz) starting with no kinetic energy at z = 0.  
The carrier can ionize any number of times in travelling to z.  Again this definition 
can be related to the ionization pathlength PDF as follows: 
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The first term on the right hand side accounts for the first impact ionization and 
the integral accounts for all other ionizations where a carrier had previously ionized at 
z = x.  A detailed justification of this expression is included in the Appendix.  An 
important assumption in the derivation of equation (4) is that the ionization pathlength 
PDF is the same for subsequent ionizations as it is for the first ionization.  This is a 
commonly made assumption [2, 7, 21] and it requires that a carrier has zero kinetic 
energy immediately after it initiates impact ionization.  If the carrier energy, before 
ionization, is greater than the band gap then, after ionization, the excess energy must 
be distributed between the initiating carrier and the two secondary carriers [26].  
Taking into account the excess energy using the methodology described in this paper 
is not straightforward and has not been attempted. 
 
3. Model for the ionization pathlength PDF 
A. General case 
Spinelli et al [22], Ong et al [25] and Jacob et al [27] have calculated the 
ionization pathlength PDF, h(z), using Monte Carlo techniques.  The characteristic 
shape of h(z) is a fast rising exponential starting immediately after the dead space 
followed by a slower decaying exponential.  This behaviour can be described by the 
following expression where l is the length of the dead space region and a and b are 
constants governing the slope of the rise and fall of h(z). 
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 U(z - l) is a unit step function equal to zero for z < l and one elsewhere.  The 
multiplying factor, ab/(b - a), is chosen so that the integral of h(z) from 0 to ∞ is unity 
as appropriate for a PDF.  Given a functional form for h(z) it is possible to derive an 
equation for α(z).  First note that the integral in equation (4) is a convolution so that 
taking the Laplace transform of that expression gives the following: 
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where A(s) is the Laplace transform of α(z) and H(s) is the Laplace transform of h(z)  
given by the following equation presuming the model proposed above. 
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 Now an expression for A(s) can be found by rearranging equation (6) and 
expressing it in the form of a geometric progression thus: 
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 Before the inverse Laplace transform can be applied the expression for A(s) 
must be rearranged using the following partial fraction formula. 
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 So by substituting equation (9) into equation (8) and performing an inverse 
Laplace transform the following expression for the non local ionization coefficient 
can be found:   
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 The non local ionization coefficient, α(z), is the sum of an infinite number of 
components, hn(z), that represent the contribution to α(z) from the nth impact 
ionization suffered by the carrier.  Each hn(z) is zero for z < nl ; that is it is offset from 
the origin by at least a distance nl.  Therefore only h1(z) is nonzero for z < 2l so that 
α(z) = h1(z) in that interval.  Note that h1(z) is simply h(z) as given by equation (5).  
The non local ionization coefficient has the following asymptotic value as z tends to 
infinity. 
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 Also of interest is the peak value of h(z) that occurs when z = zmax. 
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 Finally the Okuto and Crowell [2] non local ionization coefficient is given by: 
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 The asymptotic value of αOC(z) as z tends to infinity is either a or b, whichever 
is smaller. 
 
B. Special case 1: a = b, 'degenerate' 
A degenerate case exists when a and b are equal and in this situation the equations 
derived above become unusable.  The alternative expressions are as follows: first for 
the ionization pathlength PDF. 
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 This gives rise to the following expression for the non local ionization 
coefficient using the same procedure as described above. 
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 The asymptotic value of the non local ionization coefficient is: 
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 The peak value of h(z) occurs at z = zmax where: 
 
 
a
lz 1max +=   (18) 
 
 
1
max )( −= aezh   (19) 
 
 Finally the Okuto and Crowell [2] non local ionization coefficient is: 
 
 )(
1)(
)()(
2
lzU
lza
lza
zOC −+−
−
=α  (20) 
 
 The asymptotic value of αOC(z) as z tends to infinity is a. 
 
C. Special case 2: b → ∞, 'dead space model' 
The dead space model has been used as a major simplification in many previous 
investigations of non local impact ionization including Okuto and Crowell [2], 
McIntyre [21], Hayat et al [7] and numerous others.   In this model the non local 
ionization coefficient as defined by Okuto and Crowell [2] is assumed to be zero in 
the dead space region and a constant value thereafter. 
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Confusingly (and at the time unknowingly) Marsland [5] applied this 
simplification to the alternative definition, α(z), rather than αOC(z).  The dead space 
model of Okuto and Crowell [2] and others arises if the coefficient b is infinite.  This 
assumption gives another set of alternative expressions as follows:  
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 The peak value of h(z) occurs at z = zmax = l and azh =)( max  so that )( maxzh  is 
always greater than α(z→∞) for any non zero value of dead space. 
  
4. Non local ionization coefficients derived from Monte Carlo results 
Equation (5) can be fitted to the ionization pathlength PDF calculated using Monte 
Carlo techniques [27] for electrons in GaAs at a field of 3 × 107 Vm-1.  The fit is 
shown in Figure 1 and the values of the parameters used are a = 1 µm-1, b = 10 µm-1 
and l = 0.15 µm.  Figure 2 shows the non local ionization coefficients for this 
parameter set.  The solid bold line is α(z) as calculated by equation (10) whereas the 
solid fine line is αOC(z) as calculated using equation (14).  The dotted lines show hn(z) 
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for n = 1 to 7.  For 0 < z < 0.3 µm, that is 0 < z < 2l, α(z) follows h(z) displaying both 
the dead space and the fast exponential rise.  After h(z) peaks α(z) continues to rise 
and reaches a plateau at z = 0.5 µm well before the peak in h2(z) at z = 1.5 µm.  The 
non local ionization coefficient then remains constant even though the hn(z) 
components are constantly changing.  The distance between successive hn(z) peaks is 
equal to the reciprocal of the steady state ionization coefficient; roughly equal to 9 
dead spaces.   
Jacob et al [27] have also calculated the ionization pathlength PDF for electrons in 
GaAs at a higher field of 108 Vm-1.  Again this result can be fitted using the following 
parameters: a = b = 300 µm-1 and l = 0.0415 µm.  The non local ionization 
coefficients for these parameter values are shown in Figure 3, the bold line for α(z) 
and the fine line for αOC(z).  A remarkably different behaviour is observed compared 
to the result for the lower field strength.  The ionization coefficient, α(z), now consists 
of a series of isolated peaks, each peak lower and broader than the previous one.  The 
n
th
 peak is due to hn(z); that is the nth impact ionization and the peaks begin to merge 
for n > 4.  The peak value of h(z) is more than 5 times greater than α(z→∞) and the 
distance between successive hn(z) peaks is roughly equal to the reciprocal of α(z→∞); 
approximately 1.2 dead spaces.  
Transient features in the non local ionization coefficient have been observed 
before using Monte Carlo techniques.  Kim and Hess [28] and Plimmer et al [17] both 
found transients in the electron ionization coefficient in GaAs at a field of 
approximately 7 × 107 Vm-1.  The oscillations shown in [17] appear much larger than 
those shown in [28] although this may simply be because α(z) is plotted on a linear 
scale in [17] and a logarithmic scale in [28].  This work offers a simple explanation of 
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these transient effects; if )( maxzh is greater than α(z→∞) then an overshoot must 
occur. If an overshoot does occur and h(2l) is less than α(z→∞) then oscillations will 
occur.  If h(z) has decayed to near zero for z < 2l then severe oscillations are 
inevitable as shown in Figure 3.  The period of the oscillations (and more generally 
the spacing of  hn(z)) is related to the reciprocal of the ionization coefficient, α(z→∞), 
rather than the dead space length. 
 
5. Mean avalanche multiplication 
A. Theory 
Consider a multiplication region of width W occupying the interval 0 < z < W.  
Electrons are assumed to travel under the influence of an electric field in the negative 
z direction and holes in the positive z direction.  This is the convention used by 
McIntyre [1, 21] and Marsland [5] and is the opposite of that used by Okuto and 
Crowell [2] and Hayat et al [7].  Now define M(z) as the mean multiplication for an 
electron hole (e-h) pair created at a point z in the multiplication region.  The electron 
can impact ionize and create further e-h pairs in the interval 0 < x < z and the hole can 
create e-h pairs in the interval z < x < W.  A secondary e-h pair created at x will also 
have a mean multiplication given by M(x).  The probability that an electron starting at 
z with no kinetic energy will impact ionize in the interval (x, x + dx) is α(z - x)dx.  
Similarly define a non local ionization coefficient for holes, β(x – z), such that 
β(x - z)dx is the probability that a hole starting at z with no kinetic energy will impact 
ionize in the interval (x, x + dx).  The mean multiplication at z, M(z), is the sum of the 
original e-h pair and other e-h pairs created by the original electron or hole at x 
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multiplied by M(x) and weighted by the appropriate probability.  This gives the 
following equation for the mean multiplication. 
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 This equation is a generalization of equation (1) of McIntyre's 1966 paper [1] 
where the electron and hole ionization coefficients were assumed to be functions of 
electric field only.  Marsland [5] also used equation (25) but assumed a uniform field 
and a dead space model for α(z) and β(z).  Although the derivation of equation (25) is 
explained above in terms of e-h pairs created in the body of the multiplication region 
it also applies to injected carriers i.e. electrons created at z = W or holes created at 
z = 0.  The equation is also applicable to nonuniform fields if the ionization 
coefficients are considered to be functions of both x and z rather than (x - z) although 
it is only applied to uniform fields in the remainder of this paper. 
 
B. Results 
The multiplication, M(z), has been calculated using the non local electron 
ionization coefficient, α(z), shown in Figure 2 and for a number of different values of 
the ionization coefficient ratio, k.  For this paper the ionization coefficient ratio, k, is 
defined as the hole ionization coefficient divided by the electron ionization coefficient 
as z tends to infinity. 
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The parameters used for α(z) are a = 1 µm-1, b = 10 µm-1 and l = 0.15 µm and 
the same parameters are used for β(z) when k = 1.  For k = 0.3, 0.1 and 0.03 there are 
many ways of choosing the parameters for β(z) in order to satisfy equation (26).  In 
this work the dead space length for holes is assumed to be equal to that for electrons 
for all values of k.  Two criteria for selecting the parameters a and b for holes have 
been considered.  Firstly the ratio of a to b can be the same as that for electrons and 
secondly the larger parameter can be held constant (b = 10 µm-1) and the smaller 
parameter (a) change.  The resulting non local ionization coefficients are shown in 
Figure 4.  The dashed lines (constant ratio) approach the asymptotic value more 
slowly than the solid lines (constant b).  Using the constant ratio scheme for k = 0.03 
the hole ionization coefficient does not reach its asymptotic value in the first 4 µm, 
approximately the width of the multiplication region required for avalanche 
breakdown.  Therefore in the following results the k value is selected by changing the 
a parameter whilst keeping b and l constant. 
Figure 5 shows M(z) for W = 2 µm and for k = 0.3 (top), 0.1, 0.03 and 0 
(bottom).  The results were calculated using the meshing (400 mesh points) and 
iteration method used by Marsland [5], Hayat et al [7] and McIntyre [21].  The 
number of iterations required for convergence increases with k and the maximum 
multiplication and is less than 40 for the results in Figure 5.  No results are shown for 
k = 1 because avalanche breakdown occurs for W > 1.5 µm using the parameters 
assumed here.  The multiplication is 1 for k = 0 if the e-h pair is created within one 
dead space of the left hand boundary.  This is expected because neither holes (β = 0) 
nor electrons can ionize.  To the right of this region the multiplication increases as z 
increases because electrons have a greater distance in which to ionize.  As k (and β) 
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increases the multiplication increases at all points due to the additional gain provided 
by hole initiated ionization.  There is a clear minimum in the multiplication for k = 0.3 
at approx. z = 0.15 µm.  Only holes created in the interval 0 < z < 0.15 µm can 
contribute to multiplication because of the dead space for electrons.  However holes 
created closer to z = 0 have a greater distance in which to ionize and therefore the 
multiplication increases slightly as z approaches 0.  In the middle of the multiplication 
region multiplication increases with z because the electron ionization coefficient is 
greater than the hole ionization coefficient and the interval in which the initial 
electron can ionize increases with increasing z.   
The multiplication, M(W), for electrons injected at z = W is plotted against 
multiplication width W in Figure 6.  The solid lines show the multiplication calculated 
using non local ionization coefficients whereas the dashed lines are calculated using 
local ionization coefficients with α = 0.8 µm-1 for all values of z.  In each case the five 
curves taken from left to right relate to k = 1, 0.3, 0.1, 0.03 and 0.  The results 
demonstrate that the inclusion of the non local effects gives lower multiplication for 
the same multiplication region width (which is equivalent to voltage for a fixed 
electric field as assumed here).  Avalanche breakdown occurs in a wider 
multiplication region (higher voltage) if non local effects are taken into account.   
The difference between local and non local calculations can be fully explained in 
terms of a dead space model.  The non local results shown in Figure 6 can be almost 
exactly reproduced if a dead space model is applied to α(z) and β(z); that is α(z) = 0 
and  β(z) = 0 for z < D and  α(z) = 0.8 µm-1 and β(z) = kα(z)  for z > D.  However the 
distance, D, is not equal to the dead space, l, which is 0.15 µm for both carriers in 
these calculations.  Rather D is equal to 0.221 µm; that is an effective dead space that 
takes into account the transition from α(z) = 0 to α(z→∞).  The effective dead space, 
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D, is given by the solution of equation (27) for z → ∞.  That is the area under the non 
local ionization coefficient as shown in Figure 2 is equal to the area under a 'dead 
space model' ionization coefficient that is zero for z < D and α(z→∞) for z > D. 
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Now consider multiplication at the higher electric field of 108 Vm-1 where the 
non local ionization coefficient displays overshoot and oscillatory behaviour as shown 
in Figure 3.  The electron ionization coefficient is given by a = b = 300 µm-1 and 
l = 0.0415 µm.  Figure 7 shows two possible candidates for the hole ionization 
coefficient for k = 0.3 (top), k = 0.1 (middle) and k = 0.03 (bottom).  The solid lines 
are calculated using b = 300 µm-1 and l = 0.0415 µm with a selected to produce the 
required k.  The dashed lines are calculated using a = b and l = 0.0415 µm with a and 
b selected for k and again the ionization coefficient approaches the asymptotic value 
more slowly if calculated with the ratio of a to b fixed.  The results that follow have 
been calculated with b and l constant and k selected by changing a.   
Figure 8 shows M(z) for W = 0.12 µm and for k = 0.3 (top), 0.1, 0.03 and 0 
(bottom).  The multiplication is 1 for k = 0 and 0 < z < 0.0415 µm because the dead 
space of an electron created in this interval reaches to the end of the multiplication 
region.  The multiplication is 2 for k = 0 and 0.06 µm < z < 0.083 µm because an 
electron created in this interval will ionize once and only once before reaching the end 
of the multiplication region.  The secondary electron created by this ionization can not 
initiate ionization due to the dead space.  An electron injected into the multiplication 
region at z = W  = 0.12 µm has a multiplication of 4 for k = 0.  The injected electron 
 20 
will ionize twice (and only twice), once in the middle of the multiplication region and 
once towards the end.  The secondary electron created in the middle of the device will 
ionize once resulting in three new electrons created in total so that M(W) = 4. As k 
(and β) increases the multiplication increases because hole initiated ionization 
provides extra gain.  There are now distinct maxima in the multiplication for k = 0.3.  
Consider the maximum in M(z) at approximately z = 0.105 µm where the initial hole 
will not ionize due to its dead space.  If the initial electron is created at a z less than 
that of the maximum then the probability that it will ionize twice before reaching 
z = 0 decreases. Therefore it will create fewer secondary holes (on the average) and 
there will be less multiplication overall.  If the initial electron is created at a z greater 
than that of the maximum then it will ionize at higher values of z (on the average) and 
the secondary holes created will have a smaller region in which to ionize.  Therefore 
there will be less hole initiated ionization and, as a result, the multiplication will 
decrease.  Similar considerations apply to the maximum in M(z) at approximately 
z = 0.055 µm. 
Figure 9 shows the multiplication, M(W), for injected electrons against 
multiplication region width, W, for k = 1, 0.3, 0.1, 0.03 and 0.  The dashed lines show 
the multiplication calculated using local ionization coefficients with α = 20.76 µm-1 
and the solid lines show the multiplication calculated using non local ionization 
coefficients.  For both sets of results k increases from right to left.  Again these results 
calculated for the higher field value (108 Vm-1) are distinctly different from the lower 
field results shown in Figure 6. The inclusion of non local effects gives lower 
multiplication for the same multiplication region width.  However the multiplication 
does not increase as a smooth curve as before but has level sections at M(W) = 2, 4, 8 
and 16.  Furthermore the results can not be explained in terms of the dead space alone.  
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If the multiplication is calculated using the dead space model for α(z) and β(z) with 
D = 0.0239 µm then the shift to greater widths is roughly reproduced but not with the 
level sections.  This value of the effective dead space width, D, is calculated for 
electrons using equation (27) and is not necessarily appropriate for holes (except for 
k = 1 and k = 0).  Notably D is now less than the actual dead space width, l, and 
multiplication calculated using the dead space model with the actual dead space (i.e. 
D = l) greatly overestimates the shift to greater multiplication widths.  The level 
sections occur because the avalanche is more deterministic in these regions.  Injected 
electrons will ionize a fixed number of times equal to the number of peaks in α(z) 
traversed (as shown in Figure 3).  The secondary electrons will also ionize a given 
number of times and hole initiated ionization will be negligible. 
 
C. Comparison with previous work 
There are obvious similarities between this work and that of Marsland [5].  The 
main difference is not in the derivation of equation (25) but in the understanding and 
use of the non local ionization coefficient.  Marsland [5] offered no concise definition 
of the non local ionization coefficient but did recognise that the 'dead space' of a 
carrier immediately after that carrier had initiated impact ionization was not 
accounted for by the use of a dead space model for α(z) and β(z).  The alternative 
definition for α(z) given in equation (4) does account for this 'dead space' whereas 
αOC(z) given in equation (3) does not.  Therefore the full picture presented here 
requires the use of equations (25) and (4) together.  Furthermore the dead space model 
approximation for α(z) as used by Marsland [5] is unphysical because it is impossible 
to find a h(z) that will give α(z) = 0 for z < D and a constant α(z) for z ≥ D for any 
non zero value of D. 
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There are similarities also between this work and that of Hayat et al [7] who 
avoided the definition of α(z) by only using h(z).  Their approach leads to two 
interlinked equations that can be iterated in the same way as equation (25).  Equations 
(10) and (11) of Hayat et al [7] can be shown to be mathematically equivalent to 
equation (25) of this paper for the special case of k = 0 and give numerically identical 
results for any value of k.  The claim made by Hayat et al [7] that Marsland [5] 
substantially underestimated the effect of the dead space because the dead space of 
secondary carriers was neglected is false.  On the contrary Marsland [5] (and this 
work) does account for the dead space of the secondary carriers created by impact 
ionization.  The explanation of the difference between Hayat et al [7] and Marsland 
[5] is actually more mundane.  The results presented in both papers assume a fixed 
multiplication width, W, and a maximum multiplication (for no dead space) of 40 in 
[7] and 2.5 in [5].  Figures 6 and 9 (max. mult. = 20) show that the effect of the dead 
space increases greatly as breakdown is approached (M → ∞).  This is the only 
substantive difference in the multiplication results reported by [7] and [5]. 
 
6. Discussion 
 The results show that non local impact ionization gives rise to two different 
behaviours; the well known dead space effect and a resonance effect that has not 
previously been reported.  The dead space effect is important when the dead space 
width (that is a distance a carrier requires to gain sufficient energy for impact 
ionization) is a significant fraction of the multiplication width.  The resonance effect 
is important when the dead space width is comparable to the reciprocal of the 
ionization coefficient, 1/α(z→∞).  The dead space effect gives a decrease in the 
avalanche multiplication.  When the resonance effect is also present the avalanche 
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multiplication is not only decreased but also displays level sections where it changes 
little with increasing multiplication width (or voltage).  These level sections occur at 
multiplications of 2, 4, 8 and 16 for k = 0 and tend to disappear for higher values of 
the ionization coefficient ratio, k. 
No observations of these resonant effects have been made in avalanche 
photodiodes and such a practical demonstration may be technologically unfeasible.  
Firstly it is generally held that the ionization coefficient ratio tends to 1 at very high 
fields, e.g. as shown in [4] although the concept of 'bulk' ionization coefficients is not 
very useful at these very high fields.  Secondly the breakdown voltage of photodiodes 
exhibiting resonant effects will be comparable to the breakdown voltage of a tunnel 
diode so that the multiplication current may be masked by a tunnelling current.  The 
breakdown voltages implied by Figures 3 and 6 may be a little higher than expected 
because the ionization pathlength PDF was fitted to Monte Carlo simulations [27] that 
assumed a high threshold voltage of 4.1 eV. 
The analysis of both non local effects is greatly advanced using the methods 
described in this paper.  For instance Monte Carlo techniques may need several 
hundred or more electron flights to derive the non local ionization coefficient in a 
simulated device at one electric field value.  The same computer power could be 
utilised to find the ionization pathlength PDF at many field values using Monte Carlo.  
Then the non local ionization coefficient can be calculated using the method described 
in sections 3 and 4 at those field values and at intermediary values by interpolation of 
the fitting parameters a, b and l.  The non local ionization coefficient can then be used 
to calculate the avalanche multiplication in ultra thin avalanche photodiodes using the 
method described in section 5. 
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7. Conclusion 
An alternative definition for the non local ionization coefficient, α(z), has been 
proposed and its relationship to the ionization pathlength PDF has been determined.  
A model for the ionization pathlength PDF has been proposed and the resulting α(z) 
derived.  The 'dead space model' [2, 7, 21] is a special case of the proposed model.  
The model has been fitted to ionization pathlength PDFs calculated by Monte Carlo 
techniques for two electric field values and oscillations in α(z) are observed at the 
higher field value.  Avalanche multiplication has been calculated using the non local 
ionization coefficient and, in addition to the well known dead space effect which is 
observed at both field values, a 'resonance' effect is observed at the higher field value.  
The resonance effect gives rise to level sections in the multiplication curve at M = 2, 
4, 8, and 16 for a small ionization coefficient ratio. 
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Appendix 
The ionization pathlength PDF, h(z), is defined in section 2 such that h(z)dz is 
the probability that a carrier undergoes impact ionization for the first time in the 
interval (z, z + dz) starting with no kinetic energy at z = 0.  Now define h2(z)dz as the 
probability that a carrier undergoes impact ionization for the second time in the 
interval (z, z + dz) starting with no kinetic energy at z = 0.  Assuming that the carrier 
returns to zero kinetic energy after the first ionization then the probability that the 
carrier ionizes for the second time at z is h(z-x)dz given the first ionization at z = x.  
The probability of a first ionization in the interval (x, x + dx) followed by a second 
ionization in the interval (z, z + dz) is 
 
 dzxzhdxxh )(.)( −   (A1) 
 
and integrating this over all x in the range 0 to z gives h2(z)dz 
 
 ∫ −=
z
dxxzhxhzh
0
2 )()()(   (A2) 
 
The same argument applies for h3(z)dz : the probability that a carrier undergoes 
ionization for the third time in the interval (z, z + dz) starting with no kinetic energy at 
z = 0. 
 ∫ −=
z
dxxzhxhzh
0
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and in general  
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where h1(z) = h(z).  The non local ionization coefficient is the sum of all these 
separate probabilities up to some number, N, determined by the multiplication region 
width and the field strength. 
 
 ∑
=
=
N
n
n zhz
1
)()(α   (A5) 
 
Now substituting the equation (A4) into equation (A5) gives: 
 
 ∑∫
=
−
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Rearranging gives: 
 ∫∑ −+=
−
=
z N
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1
)()()()(α  (A7) 
 
The upper limit of summation has changed from N to (N - 1) but N is not a constant - 
just a sufficiently large number for a given device - so the summation can be replaced 
by α(x) giving equation (4) of section 2. 
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Figure Captions. 
Fig. 1 Equation 5 fitted to h(z) derived using Monte Carlo techniques [27] for 
electrons in GaAs at an electric field of  3 × 107 Vm-1 
Fig. 2 Non local ionization coefficients α(z) (solid bold line), αOC(z) (solid fine 
line) and hn(z) (dotted lines) for an electric field of 3 × 107 Vm-1 
Fig. 3 Non local ionization coefficients α(z) (solid bold line) and αOC(z) (solid fine 
line) for an electric field of 108 Vm-1 
Fig. 4 Non local ionization coefficients calculated using equation (10) with 
l = 0.15 µm and b = 10 µm-1 (solid lines) or a = b/10 (dashed lines) with a or 
a and b selected to give α(z→∞) = 0.8 µm-1 (top), 0.24 µm-1, 0.08 µm-1 or 
0.024 µm-1 (bottom). 
Fig. 5 Multiplication, M(z), calculated for a 2 µm wide multiplication region using 
non local ionization coefficients for an electric field of 3 × 107 Vm-1 with k = 
0.3 (top), 0.1, 0.03 and 0 (bottom). 
Fig. 6 Multiplication for injected electrons, M(W), against multiplication region 
width, W, using non local ionization coefficients (solid lines) and local 
ionization coefficients (dashed lines) for k = 1, 0.3, 0.1, 0.03 and 0 with k 
increasing from right to left for both sets of curves. 
Fig. 7 Non local ionization coefficients calculated using equation (10) with 
l = 0.0415 µm and b = 300 µm-1 (solid lines) or a = b (dashed lines) with a 
or a and b selected to give α(z→∞) = 6.228 µm-1 (top), 2.076 µm-1 (middle) 
or 0.6228 µm-1 (bottom). 
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Fig. 8 Multiplication, M(z), calculated for a 0.12 µm wide multiplication region 
using non local ionization coefficients for an electric field of 108 Vm-1 with 
k = 0.3 (top), 0.1, 0.03 and 0 (bottom). 
Fig. 9 Multiplication for injected electrons, M(W), against multiplication region 
width, W, using non local ionization coefficients (solid lines) and local 
ionization coefficients (dashed lines) for k = 1, 0.3, 0.1, 0.03 and 0 with k 
increasing from right to left for both sets of curves. 
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Figure 3. 
 
Figure 4. 
Distance from source, µm 
N
o
n
 
lo
ca
l i
o
n
iz
at
io
n
 
co
ef
fic
ie
n
t, 
µm
-
1  
N
o
n
 
lo
ca
l i
o
n
iz
at
io
n
 
co
ef
fic
ie
n
t, 
µm
-
1  
Distance from source, µm 
 35 
 
Figure 5. 
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Figure 7. 
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Figure 9 
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