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In this paper we prove a splitting theorem for continuous transitive maps on
locally connected compact metric spaces which generalizes the results of Barge and
Martin [4] for transitive maps on the interval and of Blokh [7] for transitive graph
maps. As a consequence, lower bounds for the topological entropy of transitive
graph maps in terms of the cardinality of their splittings are obtained. Also we show
that for every connected graph which is not a tree, the infimum of the topological
entropy of the transitive maps having a periodic point is zero. Since the topological
entropy of transitive maps without periodic points is zero [7] and positive lower
bounds of the entropy were given for the transitive maps on trees [2], this paper
completes the problem of obtaining lower bounds of the topological entropy for
transitive maps of any connected graph. © 1999 Academic Press
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1. INTRODUCTION
The simplest kind of a dynamical system is formed by taking iterates of
one continuous map f :X → X, of a compact space X into itself. The set
x; f x; f 2x; : : : ;  is called the orbit of x ∈ X. This orbit is said to be
a periodic orbit of period n if n is the smallest positive integer such that
f nx = x. The set of periods of all periodic orbits of a map f will be
denoted by Perf .
The study of properties of orbits (periodicity, density, etc.) and, in gen-
eral, the research of the dynamics on invariant sets contribute to the knowl-
edge of the behavior of the system. The complexity of this behavior may
be evaluated by calculating the topological entropy hf  of f . (For a defini-
tion of entropy, see [11]). A dynamical system f is often called chaotic if
hf  > 0. However, hf  can be positive just because of the dynamics of
f on an invariant compact set with empty interior (or with null Lebesgue
measure), whereas the orbits staying out of this invariant set have a regular
behavior; for instance, they are attracted towards a periodic orbit. This fact
makes chaos meaningless from a physical viewpoint. Therefore, in evaluat-
ing positive topological entropy, it is crucial to consider a property of f that
yields positive topological entropy for the restriction of f to some minimal
invariant compact set with nonempty interior (that is, an invariant compact
set with nonempty interior and no proper compact invariant subsets with
nonempty interior). In this paper this will be guaranteed by the transitivity
property.
Let X be a topological space. A continuous map f :X → X is called
transitive if for every nonempty open subsets U , V ⊂ X there exists n ≥
1 such that f nU ∩ V 6= Z. Transitivity is equivalent to the fact that
there is no proper closed invariant subset of X with nonempty interior [5,
Lemma VI.37]. Moreover, in compact metric spaces, which is our context,
transitivity is equivalent to the following conditions:
(i) There exists a point with a dense orbit and f X = X [5, Propo-
sition VI.39].
(ii) There exists a point whose omega limit set is X [5, Proposi-
tion VI.39].
A connected graph (or simply a graph) is a pair X;V , where X is a
connected compact Hausdorff space and V ⊂ X is a finite subset, whose
points are called vertices, such that X \ V is the disjoint union of a finite
number of open subsets e1; e2; : : : ; ek of X, called edges, with the prop-
erty that each ei is homeomorphic to an open interval of the real line and
its boundary consists of at most two points which are vertices. Note that
each graph is locally connected. Given a vertex x ∈ X, the number of edges
whose boundaries contain x (with the edges whose closures are homeomor-
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phic to a circle counted twice) will be called the valence of x and denoted
by valx = valXx. If x ∈ X is not a vertex (i.e., it belongs to the interior
of some edge) then we set valx = valXx = 2. A vertex of valence 1 is
called an endpoint and a vertex of valence larger than 2 is called a branch-
ing point. In what follows a graph X;V  will be denoted simply by X and
the set of its endpoints, branching points and vertices will be denoted by
EndX, BX and V X, respectively. Also, endX, bX and vX will
denote the cardinalities of EndX, BX and V X, respectively. A circuit
is a subset of X homeomorphic to a circle and any graph without circuits
is called a tree. Note that graphs can be seen as subspaces of 3 with the
induced metric.
The problem of obtaining lower bounds for the topological entropy of a
transitive map has been considered by several authors for some special cases
of one-dimensional spaces. Namely, Blokh in [6] proved that if the space un-
der consideration is a compact interval of the real line, then hf  ≥ 12 log 2:
In [3] lower bounds for the topological entropy of transitive circle and star
maps were obtained (stars are the trees with a unique branching point). In
[12] the same problem has been considered for a class of transitive tree
maps that arises naturally in the study of the homeomorphisms of the disk.
For such a class of maps on a tree X the bound log 2/ endX for the
topological entropy has been obtained. In [13] a similar problem for the
tree maps obtained from pseudo-Anosov diffeomorphisms of a punctured
disk has been considered. The bound for the topological entropy obtained
in this case is 1/k log1+√2; where k is the number of punctures. A gen-
eral study of the topological entropy for transitive maps on any tree X can
be found in [2]. There, the authors prove that hf  ≥ log 2/ endX:
In this paper, we shall consider transitive maps on graphs which are not
trees. Such graphs are not contractible to one point and, therefore, there
could exist transitive maps on these graphs having no periodic points. In
fact, according to the splitting theorem by Blokh (Theorem 1 in [7]), transi-
tive graph maps without periodic points can be defined on connected graphs
only if these graphs are homeomorphic to the circle. Then these maps have
to be conjugate to irrational rotations. Furthermore, from [7] it follows that
for continuous transitive graph maps hf  = 0 if and only if Perf  = Z:
So, the problem of obtaining lower bounds for the topological entropy of
the transitive maps on graphs which are not trees looks interesting when-
ever the graph is not homeomorphic to a circle. In this case, regardless of
the graph, we shall prove that the infimum of the topological entropy for
the set of all transitive graph maps is zero.
This paper is organized in the following way: In Section 2 we shall prove
the splitting theorem for transitive maps on locally connected compact met-
ric spaces. This theorem will be used in Section 3 to obtain lower bounds
of the topological entropy for some transitive graph maps. It turns out that
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these bounds depend on the number k of connected, closed f k-invariant
sets with disjoint nonempty interiors in which X is splitted in such a way
that the bounds decrease as k increases. So, in Section 2 we include state-
ments which furnish upper bounds of k as a function of the smallest period
of f . In Section 3 we shall consider transitive graph maps for which there
exists k ≥ 2 such that f k is not transitive. For any connected graph which
is not a tree we shall construct a sequence fn of such maps satisfying the
property that limn→∞ hfn = 0: Furthermore, in Section 4 we shall con-
struct a sequence satisfying the same properties but consisting of maps gn
which have a fixed point and such that gsn is transitive for every s ∈ .
2. A SPLITTING THEOREM
In this section we shall prove a result for transitive maps on locally con-
nected compact metric spaces (Theorem 2.2) which generalizes a result
of Barge and Martin [4] for transitive maps on the interval and comple-
ments the splitting theorem for graphs given by Blokh in [7] (compare also
with [9]).
Definition 2.1. Let X be a topological space. A continuous map f
from X to itself will be called totally transitive1 if f s is transitive for all
integers s ≥ 1:
As usual, in what follows Orbf x denotes the orbit of x ∈ X and ωx; f 
denotes the ω-limit set of a point x ∈ X by f ; i.e., the set of points y ∈ X
such that f nkx → y for some sequence of naturals nk→∞:
Theorem 2.2. Let X be a locally connected compact metric space and let
f be a continuous and transitive map from X to itself. Then, exactly one of
the following two statements holds:
(a) f is totally transitive.
(b) There exist k > 1 connected closed subsets X0;X1; : : : ;Xk−1; of
X with nonempty interiors such that X = Sk−1i=0 Xi; IntXi ∩ Xj = Z for
all i 6= j and f Xi = Xi+1modk: Moreover, f kXi is transitive for each i =
0; 1; : : : ; k− 1.
Proof. We note that if (b) holds then f is not totally transitive because
f k is not transitive (note that each Xi is then a proper closed invariant set
1 Usually (see, for instance, [11]) topological transitivity is considered the topological ana-
logue of ergodicity. We have chosen this terminology following [11] by analogy with the notion
of total ergodicity.
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of f k with nonempty interior). So, to prove the theorem we assume that f
is not totally transitive and we will show that statement (b) holds.
Because of the transitivity of f there exists a point x ∈ X such that
ωx; f  = X. Since f is not totally transitive, there exists s > 1 such that
f s is not transitive. Let s be minimal with this property and set Bi =
ωf ix; f s for 0 ≤ i < s: We claim that the sets Bi have the following
properties:
(b.1) The set Bi is closed and f sBi = Bi for i = 0; 1; : : : ; s − 1.
(b.2) X = Ss−1i=0 Bi.
(b.3) f Bi = Bi+1mod s for i = 0; 1; : : : ; s − 1.
(b.4) If IntBi ∩ Bj 6= Z; for some i, j ∈ 0; 1; : : : ; s − 1 then
Bj ⊂ Bi.
(b.5) For each i = 0; 1; : : : ; s − 1 we have f−1IntBi+1mod s ⊂
IntBi and f BdBi ⊂ BdBi+1mod s.
(b.6) Each Bi has nonempty interior.
(b.7) Bi 6= Bj whenever i 6= j.
(b.8) IntBi ∩ Bj 6= Z if and only if i = j:
To prove the claim note that properties (b.1), (b.2) and (b.3) follow from
the definition of the sets Bi (see, e.g., Formulas (1) and (2) and Lemma 2
of Chapter IV of [5]). Now we prove (b.4). If IntBi ∩ Bj 6= Z for some
i; j ∈ 0; 1; : : : ; s − 1 then f sl+jx ∈ IntBi for some positive integer l.
Since Bj = ωf sl+jx; f s, (b.4) holds in view of (b.1).
To prove (b.5), in view of (b.3) and (b.1) we only need to show that
f−1
(
IntBi+1mod s
 ⊂ Bi
for i = 0; 1; : : : ; s − 1. To this end we assume that there exists i ∈
0; 1; : : : ; s − 1 and z /∈ Bi such that f z ∈ IntBi+1mod s. In view of
(b.2) there exists j ∈ 0; 1; : : : ; s − 1 \ i such that z ∈ Bj (in particular
Bj 6⊂ Bi). So, by (b.3),
f z ∈ f Bj ∩ Int
(
Bi+1mod s
 = Bj+1mod s ∩ Int(Bi+1mod s:
Therefore, by (b.4), Bj+1mod s ⊂ Bi+1mod s and, again by (b.3),
Bj = f s−1Bj+1mod s ⊂ f s−1Bi+1mod s = Biy
a contradiction. This ends the proof of (b.5).
From (b.5) it follows that if (b.6) does not hold then IntBi = Z for
each i = 0; 1; : : : ; s − 1. But this is impossible by Baire’s Theorem. So,
(b.6) holds.
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To prove (b.7) assume that there exist i < j such that Bi = Bj . Then,
f j−iBi = Bj = Bi. Since j − i < s we have that f j−i is transitive by the
minimality of s. So, Bi = X since Bi is a closed f j−i-invariant set with
nonempty interior. Therefore, ωf ix; f s = Bi = X and, hence, f s is
transitive; a contradiction. This ends the proof of (b.7).
To end the proof of the claim we prove (b.8). If IntBi ∩ Bj 6= Z; then
we have that Bj ⊂ Bi by (b.4). In particular, by (b.6), Z 6= IntBj ⊂ Bi:
Therefore, again from (b.4) it follows that Bi ⊂ Bj: So, Bi = Bj and, in
view of (b.7), Statement (b.8) holds.
Note that from (b.1) and (b.6) it follows that each Bi is compact and
has a nonempty interior. Hence, since Bi = ωf ix; f s there exists l ∈ 
such that f sl+ix ∈ Bi = ωf sl+ix; f s (that is, each Bi is a transitive
set). So, since X is a locally connected metric space, from [10, Proposi-
tion 1.3.16] it follows that each Bi has a finite number of connected com-
ponents Ai; 0;Ai; 1; : : : ;Ai; ni−1 such that f sAi;m = Ai;m+1mod ni for
m = 0; 1; : : : ; ni − 1.
We claim that each of the sets Ai;m has a nonempty interior. To prove
the claim, from (b.6) and Baire’s Theorem it is enough to show that
f−sIntAi;m+1mod ni ⊂ Ai;m for each i and m. To see this assume
that there exist i;m and z /∈ Ai;m such that f sz ∈ IntAi;m+1mod ni. If
z ∈ Bj with j 6= i, then from (b.1) we have
f sz ∈ Bj ∩ Int
(
Ai;m+1mod ni
 ⊂ Bj ∩ IntBi;
a contradiction by (b.8). Hence, by (b.2), z ∈ Bi. That is, there exists l 6=
m such that z ∈ Ai; l. Consequently, by (b.1), Ai; l+1mod ni = f sAi; l ⊂
Ai;m+1mod ni. So, l+ 1 = m+ 1mod ni; a contradiction. This ends the
proof of the claim.
From (b.3) and the fact that the sets Ai;m are connected components of
Bi, for each i there exists an onto map
ϕi:

0; 1; : : : ; ni − 1}→ 0; 1; : : : ; ni+ 1mod s − 1}
such that f Ai;m⊂Ai+1mod s; ϕim. Hence, n0≥n1 ≥ · · · ≥ ns− 1 ≥
n0. Consequently, n0 = n1 = · · · = ns − 1 = n, each ϕi is bijective
and f Ai;m = Ai+1mod s; ϕim. Therefore, since f sAi;m = Ai;m+1mod n
for all i, m, it follows that the set
Ai;m: i = 0; 1; : : : ; s − 1 and m = 0; 1; : : : ; n− 1
}
has cardinality k = ns (by (b.8)) and it can be written as Xi: i =
0; 1; : : : ; k − 1 in such a way that Xi ⊂ Bimod s and f Xi = Xi+1modk.
Recall that the sets Xi are connected and have a nonempty interior by
construction. Also, since they are connected components of a closed
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set, they are closed. Moreover, from (b.8) it follows immediately that
IntXi ∩Xj = Z for all i 6= j and, from (b.2),
X =
s−1[
i=0
Bi =
s−1[
i=0
 n[
m=0
Ai;m

=
k−1[
i=0
Xi:
So, to end the proof of the theorem we only have to prove that f kXi
is transitive for each i = 0; 1; : : : ; k − 1. To do it we fix i ∈ 0; 1; : : : ;
k− 1 and we will prove that there exists x∗ ∈ Xi such that Xi ⊂ ωx∗; f k.
Since Xi ⊂ Bimod s and IntXi 6= Z, there exists x∗ ∈ Orbf sf imod sx ∩
IntXi. Then,
x∗ ∈ Xi ⊂ Bimod s = ω
(
f imod sx; f s = ωx∗; f s:
Therefore, for each z ∈ Xi there exists a subsequence f n
′
j sx∗∞j=1 of
Orbf sx∗ which converges to z. Since k is a multiple of s, we see that
f n
′
j sx∗ ∈ f n′j sXi = Xi+n′j smodk ⊂ Bi+n′j smodk mod s = Bimod s
for each j ∈ . On the other hand, Bimod s contains finitely many sets
Xj which are compact and pairwise disjoint. Therefore, since f n
′
j sx∗∞j=1
converges to z ∈ Xi it has a subsequence f njsx∗∞j=1 which is contained
in Xi. Only it remains to show that f njsx∗∞j=1 ⊂ Orbf kx∗; that is,
njs ≡ 0modk. Since,
f njsx∗ ∈ Xi ∩Xi+njsmodk and Xi;Xi+njsmodk ⊂ Bimod s;
we get Xi = Xi+njsmodk. So, i = i + njsmodk which implies njs ≡
0modk. This ends the proof of the theorem.
In what follows, given a continuous transitive non totally transitive map
f :X → X, a set
0 = X0;X1; : : : ;Xk−1}
(of cardinality larger than one) satisfying the conditions from Theo-
rem 2.2(b) will be called a splitting of X. Also, the number k ≥ 2 will be
called the cardinality of the splitting and will be denoted by 0. If f is to-
tally transitive then, the splitting of X is defined to be the set 0 = X, of
cardinality 0 = 1. Notice that, in such a way, each transitive map has a
splitting but, if it is not totally transitive, then it can have more than one
splitting (of course with different cardinality).
The cardinality of a splitting of a transitive map from a graph into itself
will be used in the estimation of the topological entropy of such maps.
Therefore, we shall now derive some bounds for this cardinality when
366 alseda´, del rio, and rodr´ıguez
the space under consideration is a graph. To this end, we introduce some
notation.
Let X be a graph; let f :X → X be a continuous transitive map and
let us consider the splitting 0 = X0;X1; : : : ;Xk−1 of X. Take x ∈ X, a
periodic point of f with period l. We set
νx; 0 = Card

i ∈ 0; : : : ; k− 1:x ∈ Xi
}
:
Notice that νx; 0 = νfnx;0 for every n = 1; : : : ; l − 1: Therefore, for a fixed
splitting of X; νx;0 is an invariant of the orbit of x. It is also clear that
νx; 0 ≤ min

valy: y ∈ Orbf x
}
:
Moreover, regardless of 0, it follows that
νx; 0 ≤ νl = max

minvalx:x ∈ A:A ∈ Fl
}
;
where Fl denotes the collection of all finite subsets of X of cardinality l.
With this notation we obtain the following immediate corollary to The-
orem 2.2 which gives upper bounds for 0 depending on certain periodic
orbits of f .
Corollary 2.3. Let X be a graph, let f :X → X be a continuous tran-
sitive map such that Perf  6= Z and let 0 be a splitting of X. Then, the
following statements hold:
(a) 0 ≤ l · νx; 0 for every periodic point x ∈ X of period l.
(b) 0 ≤ l · νl for every l ∈ Perf .
The following result gives lower bounds for 0 depending on Perf  and
the number eX which we define as follows. Given a graph X let = denote
the collection of all (connected) graphs contained in X and let
eX = maxendA:A ∈ =:
Remark 2.4. The number eX can be easily computed by the formula2
eX = 2(edgX − vX + 1 + endX; (1)
where edgX denotes the number of edges of X. To prove 1 recall that the
Euler characteristic χX of a graph X is defined to be the number vX −
edgX. Also it can be seen that χX = 1− d where d denotes the rank
of H1X, the first homology group of X (see [14, Theorem 3.4]). So, d =
1− vX + edgX. We also recall that, given a graph, any of its subgraphs
which is a tree and has V X as the set of vertices is called a spanning tree.
It is well known that such a tree exists for any connected graph (see, for
2 The authors thank W. Dicks for pointing out Formula 1 for the number eX.
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instance, [8]). It is easy to prove that for any A ∈ = there exists a spanning
tree TA of X such that endA ≤ endTA. Hence, eX = maxendT :T
is a spanning tree of X. On the other hand, if T is a spanning tree of X,
from [8, Theorem 2.5] we know that X \ T consists on d different edges
of X such that each of these edges is contained in a unique circuit of X.
Therefore, endT  ≤ endX + 2d. Consequently,
eX ≤ endX + 2d = 2(edgX − vX + 1+ endX:
Now we show the other inequality. It is not difficult to prove that
there exists a graph X∗ and a spanning tree fX∗ of X∗ such that X∗ = X,
V X ⊂ V X∗, χX∗ = χX = 1 − d and each point in the closure of
some connected component of X∗ \ fX∗ has valence 2 (in X∗). Therefore,
again from [8, Theorem 2.5], we get
eX = eX∗ ≥ endfX∗ = endX∗ + 2d = endX + 2d:
Corollary 2.5. Let X be a graph and let f :X → X be a continuous
transitive map which is not totally transitive. Then, Perf  6= Z. Moreover, for
each splitting 0 of X, it follows that min Perf  ≤ 0 · eX/2:
Proof. Set 0 = X0;X1; : : : ;Xk−1. Since f is not totally transitive we
have k ≥ 2. Let
T =
k−1[
i; j=0
j 6=i
Xi ∩Xj:
Note that T is a finite invariant set of f . Then, it contains a periodic orbit
of period less than or equal to CardT: Thus, Perf  6= Z and min Perf  ≤
CardT .
Let
Ci =
k−1[
j=0
j 6=i
Xi ∩Xj
for each i ∈ 0; : : : ; k− 1. We claim that CardCi ≤ eX. Then CardT =
Card
Sk−1
i=0 Ci ≤ 12k · eX which ends the proof.
To prove the claim notice that, since IntXi ∩ IntXj = Z; the points of
Ci are either endpoints of Xi or branching points of X. Let c ∈ Ci. Since X
is a Hausdorff space, there exists a neighborhood Uc of c (which is either an
interval or a star) such that Uc ∩Ci = c. Define eXi = Xi ∪ Sc∈Ci Uc. It is
obvious that eXi is a subgraph of X verifying CardCi ≤ endeXi ≤ eX:
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Remark 2.6. Corollary 2.5 also holds if f is totally transitive and X is
a tree because in this case min Perf  = 1. If X is not a tree, then Perf 
can be empty (recall the irrational rotations of the circle).
From Theorem 2.2 and Corollaries 2.5 and 2.3, we get the following
stronger version of Theorem 2.2 for graphs.
Corollary 2.7. Let X be a graph and let f :X → X be continuous. If f
is transitive, then it has a splitting 0 of X such that 0′ ≤ 0 for each splitting
0′ of X. Moreover, the map f 0 restricted to each element of 0 is totally
transitive. Conversely, assume that there exist k ≥ 1 connected closed subsets
of X with nonempty interiors X0;X1; : : : ;Xk−1; such that X =
Sk−1
i=0 Xi;
IntXi ∩Xj = Z for all i 6= j, f Xi = Xi+1modk and f kXi is transitive for
some i. Then f is transitive. Moreover, if f kXi is totally transitive then 0′ ≤ k
for each splitting 0′ of X.
3. LOWER BOUNDS OF THE ENTROPY OF TRANSITIVE MAPS
WHICH ARE NOT TOTALLY TRANSITIVE
In this section we shall estimate the entropy of the graph maps which
satisfy statement (b) of Theorem 2.2, i.e., the maps for which there exists a
splitting of X with cardinality larger than one. In a particular case we shall
give a positive lower bound of the entropy. However, in the general case,
we shall prove that the infimum of the entropy is zero.
Proposition 3.1. Let X be a graph and let f :X → X be a continuous
transitive map. Assume that f has a splitting 0 of X containing an element
Xi which is a tree. Then hf  ≥ log 2/0 · endXi:
Proof. Since f 0:Xi → Xi is transitive and Xi is a tree, according to
[2], we have hf 0 ≥ log 2/endXi. Then the proof follows from the
fact that hf 0 = 0 · hf .
Definition 3.2. Let X be a graph and let C1; : : : ; Cm be m circuits
of X. We say that C1; : : : ; Cm are isolated if for any i 6= j, Ci ∩ Cj is finite
(that is, Ci ∩ Cj ⊂ V X). In what follows CX will denote the maximum
number of isolated circuits of X.
Theorem 3.3. Let X be a graph and let f :X → X be a continuous
transitive map. If f has a splitting 0 of X such that 0 > CX, then hf  ≥
log 2/0 · eX:
Proof. Since all subgraphs X0; : : : ;Xk−1 in 0 have disjoint interiors we
get that some Xi is a tree because 0 > CX. Then, from Proposition 3.1,
we get that hf  ≥ log 2/0 · endXi ≥ log 2/0 · eX.
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As a consequence we get the following results:
Corollary 3.4. Let X be a graph and let f :X → X be a continuous
transitive map. Assume that f has a splitting 0 of X of cardinality larger than
CX. Then, Perf  6= Z and the following statements hold:
(a) hf  ≥ log 2
l · νx; 0 · eX
; for every periodic point x of period l.
(b) hf  ≥ log 2
l · νl · eX
, for every l ∈ Perf .
Proof. If CX = 0 then X is a tree and so Perf  6= Z. If CX > 0
then, 0 ≥ 2 and Perf  6= Z by Corollary 2.5. Then, by Theorem 3.3 and
Corollary 2.3 the result follows.
Corollary 3.5. Let X be a graph and let f :X → X be a transitive not
totally transitive map such that min Perf  > maxbX; 12CXeX: Then
hf  ≥ log 2/2 · 0 for each splitting 0 of X.
Proof. From the hypothesis and Corollary 2.5 it follows that 0 > CX:
Thus, some element Xi of 0 is a tree. Hence, f 0Xi has a fixed point.
Therefore min Perf  ≤ 0:
Since bX < min Perf  ≤ 0; some Xj ∈ 0 is an interval. Hence, by
[6], we obtain hf  ≥ 1/0hf 0Xj  ≥ 1/0 log 2/2 which ends the
proof.
We note that Theorem 3.3 and Corollary 3.4 hold whether f is totally
transitive or not. Nevertheless, if f is totally transitive (i.e., it has a unique
splitting 0 of X and this splitting has cardinality one) then the condition
0 > CX implies that X is a tree and the statements are well known
[2]. Notice also that the condition 0 > CX is necessary to assure the
existence of positive lower bounds of the entropy. Indeed, if f is totally
transitive then it is enough to consider irrational rotations on the circle in
order to have examples with 0 = CX = 1 and zero entropy.
In the rest of the paper, given a graph X which is not a tree, we shall
construct sequences of transitive maps on X whose entropies converge to
zero. The first example in this section (despite the fact that it is a very
particular one) gives, somehow, the inspiration to construct the general
examples in the rest of the paper. In particular, the generalization of the
family of maps fn;b (defined below) to arbitrary graphs which are not trees
is the key point in the construction of these examples.
The above mentioned first example consists on constructing a sequence
fn: ss→ ss of transitive maps in the space ss = ss− ∪ss+, where
ss+ =

z ∈ : z − 1 = 1} and ss− = z ∈ : z + 1 = 1};
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such that each fn admits only splittings of ss of cardinality Css = 2
and limn→∞ hfn = 0. To this end, we define a family Fn: →  such that
(1) Fnx+ 1 = Fnx + 1 for every x ∈ .
(2) Fnx = x if x is an integer number.
(3) Fnx = x+ 1/n if x ∈ 1/2n; 1− 1/2n:
(4) Fn is linear on the intervals 0; 1/2n and 1− 1/2n; 1:
Now let 1 = z ∈ : z = 1 be the circle and, for each b ∈ 1; let
fn; b: 1 → 1 be the map whose lifting is given by Fnx− xb + xb, where
xb ∈  is such that b = exp2piixb: Then, for each n ∈ , we can define a
continuous map on the graph ss in the following way:
fnz =
(−z if z ∈ ss+,
1− fn;1z + 1 if z ∈ ss−.
Clearly, each fn is transitive but not totally transitive. Moreover, f 2n

ss−
is
conjugate to fn; 1: On the other hand, it is not difficult to prove that fn; 1 is
totally transitive and limn→∞ hfn; 1 = 0 (see [3]). Hence, for each n ∈ ,
fn has only a splitting of cardinality Css = 2 and limn→∞ hfn = 0.
To construct sequences of transitive maps on graphs which are not trees
whose entropies converge to zero, according to Theorem 3.3, there are two
possibilities. The first one consists in taking maps fn:X → X having only
splittings of cardinality smaller than or equal to CX (like in the previous
example) or splittings whose cardinality converges to infinity as n goes to
infinity. In the next example we choose the second possibility. The first
possibility will be considered again in the next section when constructing a
sequence of totally transitive maps, i.e., only with splittings of cardinality
one, with arbitrarily small entropy. Next we shall state and prove a technical
result that will be used in the construction of the next two examples. This
result will allow us to construct generalizations of the family fn; b to arbitrary
graphs which are not trees (see Theorem 3.7).
Lemma 3.6. Let X be a graph and let a; b ∈ V X be different. Then, for
each M ∈ , there exist a partition 0 = s0 < s1 < · · · < sm = 1 of the interval
0; 1, with m = mX;a; b;M ≥ M and two continuous surjective maps
ϕa; b: 0; 1 → X and ψa;b:X → 0; 1 such that the following statements
hold
(a) ϕa; b0 = a and ϕa; b1 = b.
(b) ϕ−1a; bV X ⊂ si: i = 0; 1; : : : ;m. Moreover, ϕa; bsi; si+1 is injec-
tive for each i = 0; 1; : : : ;m− 1.
(c) If ϕa; bsi = ϕa; bsj then i ≡ jmod 2.
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(d) ψa;bϕa; bsi = 0 if i is even and ψa;bϕa; bsi = 1 if i is odd.
(e) ψa;b ◦ ϕa; bsi; si+1 is injective for each i = 0; 1; : : : ;m− 1.
Moreover, ψa;b ◦ ϕa; b is transitive and hψa;b ◦ ϕa; b = logm.
Proof. The existence of a surjective map ψa;b which satisfies (d)–(e)
follows easily from the existence of a map ϕa; b and a partition 0 = s0 <
s1 < · · · < sm = 1 which satisfy the statement of the lemma. In particular,
(d) can be guaranteed by using (c), and (e) by (b). Moreover, the facts
that ψa;b ◦ ϕa; b is transitive and hψa;b ◦ ϕa; b = logm follow easily from
(d) and (e) (see [1]). So, we only have to show that there exist a partition
0 = s0 < s1 < · · · < sm = 1 with m ≥ M and a continuous surjective map
ϕa; b such that (a)–(c) hold.
Since a graph is path connected there exists a path ϕa; b: 0; 1 → X from
a to b which is continuous and visits each point from X (going several times
through the same edge, if necessary) and a partition 0 = s∗0 < s∗1 < · · · <
s∗n = 1 of the interval 0; 1 such that the following statements hold:
(1) n ≥M ,
(2) ϕ−1a; bV X = s∗i : i = 0; 1; : : : ; n,
(3) ϕa; b

s∗i ; s∗i+1
is injective for each i = 0; 1; : : : ; n− 1.
Note that ϕa; b is onto and (a) holds by construction.
Now we will construct the partition 0 = s0 < s1 < · · · < sm = 1 as
follows. First we set m = 2n and s2i = s∗i for i = 0; 1; : : : ; n. Then, for
i = 0; 1; : : : ; n − 1 we choose s2i+1 ∈ s2i; s2i+1 in such a way that
ϕa; bs2i+1 /∈ Pi where
Pi = ϕa; b
(s2j+1: j = 0; 1; : : : ; i− 1 ∪ s2i: i = 0; 1; : : : ; n:
Note that the points s2i+1 exist because Pi is finite while ϕa; bs2i; s2i+1
is uncountable.
Clearly, (b) follows from (2)–(3). To prove (c) take si and sj such that
ϕa; bsi = ϕa; bsj. By construction we have that i and j are even (that is,
i ≡ jmod 2).
Now we shall use the above maps and their properties to prove the next
result.
Theorem 3.7. Let X be a graph which is not a tree. For each ε > 0 there
exists a transitive but not totally transitive map f :X → X such that hf  < ε:
Proof. Let C be a circuit of X and let I ⊂ C be a closed connected
set homeomorphic to an interval of the real line such that I ∩ BX = Z.
Then the set X \ IntI is a subgraph of X which we denote by G. Without
loss of generality (by embedding X in 3 in an appropriate way) we can
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assume that I is a segment in 3. That is, there exists a; b ∈ 3 such that
I = a+ tb− a: t ∈ 0; 1. In what follows, for t ∈ 0; 1, we will denote
the point a+ tb− a by xt . Also, the maps ϕa; b and ψa;b from Lemma 3.6
with X = G will be denoted by ϕ and ψ; respectively.
Now, take n ∈ , n ≥ 3. Given x; y ∈  with 0 ≤ x < y ≤ n we will
denote the segment xt : t ∈ x/n; y/n ⊂ I by x; yn. Then we define the
map fn:X → X by
fnx =
8><>:
xt+1/n if x = xt ∈ 0; n− 1n,
ϕn1− t if x = xt ∈ n− 1; nn,
x1−ψx/n if x ∈ G.
Clearly, fn is continuous and has the splitting X0;X1; : : : ;Xn where Xi =
i; i+ 1n for i = 0; 1; : : : ; n − 1 and Xn = G: Furthermore, by construc-
tion, f n+1n Xi is conjugate to ψ ◦ϕ for i = 0; 1; : : : ; n− 1. So, by Lemma 3.6,
f n+1n Xi is transitive and hf n+1n Xi = logm for i = 0; 1; : : : ; n− 1. Conse-
quently, fn is transitive (but not totally transitive) by Corollary 2.7. Note
that fn ◦ f n+1n Xn−1 = f n+1n ◦ fnXn−1 and that fn:Xn−1 → Xn is onto. So,
by [1, Lemma 4.1.3], hf n+1n Xn ≤ hf n+1n Xn−1 = logm. In a similar way we
get that hf n+1n Xn ≥ hf n+1n X0 = logm. Therefore, hf n+1n Xn = logm
and, by [1, Lemma 4.1.10],
hfn =
hf n+1n 
n+ 1 =
1
n+ 1 maxi∈0;1;:::;nhf
n+1
n Xi =
logm
n+ 1 :
For n large enough we get that logm/n+ 1 < ε. This ends the proof of
the theorem.
Remark 3.8. Since the numbers of the form logm/n+ 1 are dense
in , the previous proof furnishes a way for obtaining transitive maps with
entropy arbitrarily close to any nonnegative real value.
4. LOWER BOUNDS OF ENTROPY OF TOTALLY
TRANSITIVE MAPS
In the proof of Theorem 3.7 we have constructed a sequence of transitive
maps which are not totally transitive and such that their minimum periods
(and hence the cardinality of the splittings of X) increase as n tends to
infinity. However, it is also possible to find a sequence of totally transitive
maps, all of them having a fixed point, whose entropies also tend to zero.
Theorem 4.1. Let X be a graph which is not a tree. For every ε > 0 there
exists a totally transitive map f :X → X with a fixed point such that hf  < ε.
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Proof. We only need to modify the maps fn defined in the proof of
Theorem 3.7. So, we take n ∈ , n ≥ 3 and, by using the notation from the
proof of Theorem 3.7, we define
gnx =
8>><>>:
x3/n−t if x = xt ∈ 1; 3/2n,
x3t−1/n if x = xt ∈ 3/2; 2n,
fnx if x ∈ X \ 1; 2n:
These maps are continuous and transitive. Furthermore, since x3/2n is a
fixed point with valence 2, it follows from Corollary 2.3 that gn has only
splittings of X of cardinality k ≤ 2: On the other hand, it is easy to check
that there is no closed proper subset of X with a nonempty interior which is
invariant under g2n: Thus, according to Theorem 2.2, each gn is totally tran-
sitive. Moreover, since Pergn 6= 0 then, from [7] it follows that hgn > 0.
To prove that limn→∞ hgn = 0; consider the oriented P-graph of gn
associated to
P = xi/n: i = 0; : : : ; n− 1} ∪ x3/2n}
∪ xn−1+si/n: i = 1; : : : ;m} ∪ ϕsi: i = 1; : : : ;m− 1}
(see for instance [1] for a definition and technical results about P-graphs).
The vertices of this P-graph are the sets:
Ii = i− 1; in for i ∈

1; 3; 4; : : : ; n− 1};
I2; 1 = 1; 3/2n;
I2; 2 = 3/2; 2n;
Ini = n− 1+ si; n− 1+ si+1n for i = 0; : : : ;m− 1; and
Gil = ϕ
(sil ; sil+1 for l = 0; : : : ; r − 1 and r ≤ m:
According to the definition of ϕ in Section 3, each of these vertices is
homeomorphic to an interval and its interior contains no branching point.
Consider the graph ϒ having the same vertices as the P−graph of gn and
containing the following arrows:
(i) I2; 1 → I2; 2 → I2; 2 → I3.
(ii) I1 → I2; 1 and I1 → I2; 2.
(iii) Ii → Ii+1 for i = 3; 4; : : : ; n− 2.
(iv) In−1 → Inj for j = 0; 1; : : : ;m− 1.
(v) Inj → Gil for j = 0; 1; : : : ;m− 1 and l = 0; 1; : : : ; r − 1.
(vi) Gil → I1 for l = 0; 1; : : : ; r − 1.
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Denote by M the transition matrix of ϒ. Clearly, the P-graph of gn is
a subgraph of ϒ. Consequently, since hgn > 0, by Theorem 4.4.5 and
Lemma 4.4.2 of [1] we see that the topological entropy of gn is equal to
the logarithm of the spectral radius of the transition matrix of the P-graph
of gn, which is smaller than or equal to the logarithm of the spectral radius
of M .
Since the interval I2; 2 defines a rome of the matrix M and Ini 6= Inj for
i 6= j; the characteristic polynomial of M is
−1d−1xd(x−1 +mrx−n+1 +mrx−n+2 − 1;
where d > n + m + r ≥ n + 3 is the number of vertices in the P-graph
of gn (see for instance [1, Theorem 4.4.14]). Then, in order to obtain the
spectral radius of M; it is sufficient to compute the largest zero λn; r of the
polynomial
xn+2 − xn+1 −mrx−mr:
Notice that this zero has to verify the equation
xn+1 = mrx+ 1/x− 1
and, hence, it is larger than one. Denote eλn the largest root of
xn+1 = m2x+ 1/x− 1:
Clearly, since r ≤ m, λn; r ≤eλn and eλn→ 1 as n→∞: Consequently,
0 < hgn ≤ logλn;r ≤ logeλn→ 0:
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