We study the dynamic power optimization problem in data centers. We formulate and solve the following offline problem: in which slot which server has to be assigned to which job; and in which slot which server has to be switched ON or OFF so that the total power is optimal for some time horizon. We show that the offline problem is a new version of generalized assignment problem including new constraints issuing from deadline characteristics of jobs and difference of activation energy of servers. We propose an online algorithm that solves the problem heuristically and compare it with randomized routing.
Introduction
Energy consumption is one of the most important practical and timely problem associated with data centers for cloud computing. The urgency of this problem has been exposed by both, the governmental agencies and the industry. While policies that consider the physical design of the data centers have been studied in the technical literature rather thoroughly, the operational characteristics of the counted for. In particular, there is a need to investigate the implications of exploiting the operational characteristics of the data centers in the context of power management policies, as those could lead to potentially significant energy savings and operational cost reduction of a computer cloud.
In this work, we study the effect of the deadline characteristics of the jobs (applications) and their requirements on the design of the data centers' power management policies. A particular interest of our study is to solve the dynamic power optimization problem. Assuming a time interval, we seek to minimize the total energy consumed during this time interval. We solve the offline problem in which we know the arrival times of jobs and their service demands and deadlines. Actually, the offline problem is the following one:
• consider a discrete time horizon: = {1, … ,
} where an element in shows a slot,
• a server can be only in ON or OFF state,
• a server can serve only one or none job during a slot,
• a job might be served by only one or none server during a slot,
• a job has to be served within its deadline constraint, i.e. the job's service demand has to be handled within its deadline,
• a server needs ON consecutive slots (i.e. the setup time) and ON energy per slot in order to be ON when it is in OFF state,
• a server consumes slot energy per slot when it serves a job.
Based on these information, we calculate the minimal total energy in the following way:
find: in which slot which server has to be assigned to which job; and in which slot which server has to be switched ON or OFF Thus, the offline solution becomes a reference for evaluating an online algorithm solving the corresponding problem. Note that an online algorithm can find a solution for only present time. We propose an online algorithm which aims to minimize the total cost per slot. The cost is composed of the energy cost per slot and a weighted sum of deadline and service demand of the job. We calculate every possible assignment of servers to jobs present in the system based on the above cost definition. Then, we need to find which assignment of servers to jobs minimizes the total cost per slot. We show that this problem is exactly the assignment problem which is solvable in polynomial time using the well-known Hungarian algorithm. In case of a server is not assigned to a job, we keep this server ON during a portion of time. This is a similar approach studied in [1] .
Related Work
High-level approaches aiming to reduce data center power consumption could be classified in four way [1] : power-proportionality which is to find ways in order to guarantee that servers consuming power in proportion to their utilization [2] , [3] , [4] ; energy-efficient server design which is to establish the proper server architecture for a given workload [5] , [6] , [7] ; dynamic server provisioning which is keeping servers on and off at the right times [8] , [9] ; consolidation and virtualization which is reducing power consumption by resource sharing [10] , [11] , [12] .
The dynamic version of the generalized assignment problem is directly related to the offline problem that we study in this paper. Actually, our problem could be considered as a version of the dynamic generalized assignment problem which includes new additional constraints. In [13] , the authors firstly put forward the dynamic generalized assignment problem, and they formulate the continuoustime optimal control model in order to develop an efficient time-decomposition procedure for solving the problem. The discrete time version is studied in [14] by associating a starting time and a finishing time with each task. The authors also use column generation algorithm to compute lower bounds. Let us define the following binary integer variable, = 1, if server is assigned to job in slot 0, otherwise.
The Offline
Note that if ∅ = 1, it means that no server is assigned to job in slot . On the other hand, we also take into consideration that a server is also possible not to be assigned to any job in a slot but it is still ON in that slot, i.e. ∅ = 1. Based on this definition, we assume that any server in slot is in OFF state if the following is true:
Besides, we define a new variable which has the following meaning: = 1, if server is OFF and switched ON in slot 0, otherwise.
Note that if = 1 then, it is always ∅ = 1, otherwise it is not true, i.e. if = 0 then, ∅ = 0 or 1. This constraint can be given by
Thus, the minimal total energy can be calculated by
Constraints .
(5)
As we mentioned above, if a server is in OFF state in slot − 1, and it is switched ON in slot , then it will spend ON consecutive slots to setup. Using the above definitions, in order to satisfy that all jobs are fully served, we need the following constraints:
which means that until the Δ slot, job has to be handled. Note that ∅ = 0 meaning that if a job is not assigned to a particular server in a slot, its service demand will not be processed during that slot. The constraint allowing at most one job can be assigned to a server in a slot can be given by
We also need to guarantee that only one or none server can be assigned to a job during a slot (i.e. it is not possible to assign more than one server to a job):
We also set ∅∅ = 0, ∀ ∈ . Moreover, whenever an OFF server is switched ON in slot , then the server cannot be assigned to any job during consecutive ON slots. If a server is OFF and we would like to switch it ON in slot , then the following constraints must hold:
Actually, this if-then constraint can be transferred into the following:
We denote as
the variable which takes value 1 if server is switched OFF in slot − 1 and it is switched ON in slot , otherwise the variable is equal to 0. We are able to transform the multiplication in variable as following:
, ∀ ∈ \∅, ∀ ∈ . (12) Note that the following must hold always
If a server is OFF, it is forbidden to switch it ON last ON consecutive slots of last arriving job:
which can be transformed to the following form:
On the other hand, no job can be assigned to an OFF server. The constraint can be given by
which can be simplified to
The Binary Integer Program
The binary integer program based on the above definitions can be collected as following:
Linear Programming Relaxation
The optimization that we formulated is a binary integer problem. Since its constraint matrix is not totally unimodular, it is NP-hard to calculate the optimal value in such a case. 
Online Heuristics

Assumptions and Cost Function
We consider that the algorithm needs only the information of the current slot and the previous slot − 1. We denote by ( ) the jobs in the system in slot , the available servers ON ( ), the unavailable servers OFF ( ), the servers being in the activation process A ( ) in slot . Let us also define the jobs-to-server ratio per slot as following:
Moreover, JA is the number of jobs to be accumulated in order that we can activate an OFF server.
We assume that The -axis is logarithmic.
where by ( −1)−Δ , we normalize the difference by slot length letting to characterize the cost of delay. In Figure 1 , we depict the change of exp 
If no job is assigned to server in slot , the cost is only the energy consumed during a slot
We set ∅∅ = 0 if no server is assigned to no job.
Total Cost Minimization per Slot
Consider that we would like to calculate the total minimal cost per slot based on the above cost definitions. We below show that this problem is exactly the classical assignment problem being solvable in polynomial time. Denote as the number of ON servers and the jobs in slot as | ON ( )| and | ( )|, respectively. Recall that a server may not be assigned to a job as well as no server can be assigned to a job. Consider some "virtual servers" of which number is equal to | ( )| in addition to ON servers in slot . We represent by ∅ , the th virtual server. Besides, consider some | ON ( )| "virtual jobs" in addition to the jobs in slot . We show by ∅ , the th virtual job. We define those virtual elements that will substitute the empty set in formulations. Thus, we have totally | ON ( )| + | ( )| both ON servers and jobs in slot . Below, an example is given.
An Explanatory Example
Assume there are 2 servers and 4 jobs in slot . The cost matrix can be represented 
The formulation corresponds exactly to the classical assignment problem. The first constraint requires that every server is assigned to exactly one job, and the second constraint requires that every job is assigned to exactly one server. It is known that there is always an optimal solution taking integer values even ≥ 0. This is because the constraint matrix is totally unimodular. The optimal solution of any assignment problem can be found using well known Hungarian algorithm.
Therefore, we utilize this algorithm in calculation of optimal assignments in each slot.
Online Algorithm
Let us introduce the variables and sets used in the algorithm: 
Possible Enhancements in Online Algorithm
Surely, in the current version of online algorithm, the decision of optimal assignments is performed only taking into account the available information preceding two subsequent slots; that can be improved by using some statistical inference techniques where the assignment cost's exponential part given in equation (33) will be updated dynamically. On the other hand, jobs-to-servers ratio given in equation (32) can be transformed to total service demand per total server speed in the following way: ∑ ( ) ∈ ( ) ∑ ∈ ON ( ) . So, the activation of a new server could be decided whenever ∑ ( )
Another enhancement may be to define a new criterion of activation or switching OFF a server which takes into consideration periodically the average number of jobs, service demand, and deadline of jobs. For example, the distribution of hourly number of jobs, service demand, and deadline of jobs is found and applied in the criterion.
Randomized Routing
We introduce randomized routing algorithm which is similar to online algorithm but having a random assignment matrix in step 8. Random assignment matrix is obtained by random permutations.
Numerical Results
In each numerical result, we assume that = 1 second, slot = 200 Jouls, ON = 160 Jouls.
Small Size Examples
In Table 1 and Table 2 , the speed of servers, service demands of jobs, arrival slots of jobs, deadlines of jobs follows a uniform distribution taking integer values from [1, 4] , [1, 5] , [2, 6] , [1, 4] × , respectively. We assume that all servers are ON, initially.
In Table 1 , we assume that wait = 1 second, J = 1, ON = 250. The comparison in Table 1 is based on | | = 3 servers and | | = 8 jobs. Note that even in case of a small size example, the randomized routing algorithm is far from optimal cost.
In Example 4, an extreme case occurs where none server is ON when 4th job arrives to the system in slot 5. This happens because of our choice of wait = Table 1 . Comparison of online total power cost with random, optimal and relaxed optimal total power cost. | | = 3, | | = 8. Online Total Power Cost 3600 3600 3600 3600 3600 3600 3600 3600
Example
Random Online Total Power Cost 5400 4200 4200 3600 4200 6600 4800 4200 of a server increases the total power cost.
In Table 2 , for different values of wait and J , we compare online total power cost with random online total power cost. Note that when wait increases, both algorithms do better. Increasing J could also improve the performance of online algorithm; but, it is not always guaranteed for randomized routing algorithm.
Critical Values of and
In Figure 2 and Figure 3 , the following parameters are assumed: wait = 2 seconds, J = 5, ON = 10, and | | = 30. The speed of servers, service demands of jobs, arrival slots of jobs, deadlines of jobs, initial states of servers follow a uniform distribution taking integer values from [2, 4] , [10, 20] , [2, 200] , [10, 20] 
respectively.
In Figure 2 , average total power cost with respect to J is depicted for | | = 1, 2 and 3. The figure implies that increasing values of J tends to result in a positive effect on average total power cost; but, it also shows that for | | = 4, the curve is not monotonically decreasing with respect to J .
In Figure 3 , average number of jobs handled within deadline with respect to J is depicted for | | = 1, 2 and 3. It is inevitable that average number of jobs handled within deadline decreases with increasing values of J .
In Figure 4 , we plot how average total power cost changes with respect to wait .
We again assume that ON = 250. Figure 4 implies that the average total power could be very dependent on wait . We see that in the considered default values, for wait ≥ 2, the average total power cost decreases dramatically. Changing the number of servers and jobs do not affect the critical value of wait .
Comparison of Online Algorithm with Randomized Routing
In Figure 5 and Figure 6 , the following parameters are assumed: wait = 2 seconds, J = 5, ON = 250. Figure 5 plots the change of average total power cost as well as Figure 6 depicts the change of average number of jobs handled within deadline with respect to number of jobs for | | = 6, 7, and 8. The advantage of online algorithm is inevitable in the figures.
Future Work
As an immediate extension in the offline problem, we can take into account more than two states of the servers, i.e. instead of only ON and OFF modes, we can also consider IDLE, HIBERNATE modes, etc. We can introduce a new time cost in case of a preemption which corresponds to migration a job from a server to another one. Moreover, another constraint can be geographically separated servers as well as we can define hierarchy among jobs and forbid a particular job to be assigned to a particular server. A possible work could also discuss to do flexibility by some factor in deadline constraints of jobs.
Conclusions
We studied the dynamic power optimization problem in data centers. The corresponding offline problem has been formulated and solved using binary integer programming. We showed that the offline problem is a new version of dynamic generalized assignment problem including new constraints issuing from deadline characteristics of jobs and difference of activation energy of servers. Furthermore, we proposed an online algorithm that solves the problem heuristically and compared it to randomized routing. 
