Abstract. This paper examines the string topology category of a manifold, defined by Blumberg, Cohen and Teleman. Since the string topology category is a subcategory of a compactly generated triangulated category, the machinery of stratification, constructed by Benson, Krause and Iyengar, can be applied in order to gain an understanding of the string topology category. It is shown that an appropriate stratification holds when the manifold in question is a simply conneceted compact Lie group. This last result is used to derive some properties of the relevant string topology categories.
Introduction
For a closed, oriented manifold M of dimension m, the string topology category St M of M is a category enriched over chain-complexes over a ground ring k. Its objects are closed, oriented submanifolds of M. The chain-complex of morphisms Hom St M (N 1 , N 2 ) between two objects N 1 , N 2 ∈ St M is quasi-isomorphic to the chain-complex of the space Path M (N 1 , N 2 ), which is the space of paths from N 1 to N 2 in M. Obviously, for an object N ∈ St M the chain-complex of endomorphisms Hom St M (N, N) forms a differential graded algebra (dga). Blumberg, Cohen and Teleman defined the string topology category in [4] , where they also posed the following question: The algebra structure on the homology of the free loop space is the loop product given by Chas and Sullivan [5] .
In fact, for every object N ∈ St M there is a natural map of graded-commutative rings
whose construction is given in Section 4. So it is natural to ask when is this particular map an isomorphism. The following result provides an answer to this question in several cases. is an isomorphism.
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For rational coefficients k = Q, Theorem 1.2 provides an answer to the question above whenever M is a simply-connected, compact Lie group. For integral coefficients this yields an answer when M is a special unitary group SU(n), for n > 1. This is shown in Theorem 8.1.
Before presenting the second result we require some notation. For a connected submanifold N ∈ St M we denote by F N the homotopy fibre of the inclusion N → M. Recall that the homology of F N is a module over the homology of the based loop space ΩM. When H * ΩM is a Noetherian commutative ring, the support of the H * ΩM-module H * F N will be denoted by supp H * ΩM H * F N . The singular chain-complex of a space X, with coefficients in k, is denoted by C * (X; k). 
a quasi-isomorphism if and only if
supp H * (ΩM ;k) H * (F N 2 ; k) ⊆ supp H * (ΩM ;k) H * (F N 1 ; k).
The techniques used in obtaining these two results are interesting in their own right, and we describe them next. Let R = C * (ΩM, k) be the differential graded algebra of singular chains on the based loop space, its derived category will be simply denoted by D. The string topology category St M is in fact a subcategory of D, and gains its enrichment from the enrichment of D over k-chain complexes.
In addition, the objects of St M enjoy the special property of being compact objects in D. Recall that an object X in a triangulated category is called compact if morphisms out of X commute with coproducts. The full subcategory of compact objects in D will be denoted by D C . For a compact object X ∈ D there is a natural morphism (given in Definition 4.3):
ϕ X : HH * (R|k) → HH * (Hom D (X, X)|k)
By the work of Malm [13] , HH * (R|k) ∼ = H * +m (LM; k) as graded rings. Question 1.1 can therefore be translated to: Question 1.4. For which connected, closed, oriented submanifolds N ⊂ M is the map ϕ C * (F N ;k) an isomorphism?
To understand the answer to this question we must first recall what are thick subcategories. Definition 1.5. A full, triangulated, subcategory T ′ of a triangulated category T is thick if T ′ is closed under direct summands. The thick subcategory generated by an object X ∈ T is the smallest thick subcategory containing X, this subcategory is denoted by Thick T (X). Now suppose our compact manifold M is simply connected and let X be a compact object in D. Note that k is also an object of D, it is in fact a compact object. As we shall see, if k belongs to the thick subcategory generated by X then ϕ X is an isomorphism (Proposition 4.7). Hence, classifying the thick subcategories of D C might answer our questions.
Benson, Iyengar and Krause recently provided a general machinery for performing such classification [2, 3] called stratification. A full review of this machinery is provided in Section 5, but we give a shortened version here. The ingredients for stratification are two: a compactly generated triangulated category, D in our case, and a graded-commutative Noetherian ring H which acts on D. The action is given by natural transformations, i.e. given s ∈ H n there is a natural transformation s : Σ n 1 D → 1 D . For example, the Hochschild cohomology ring HH * (R|k) acts on D. We will take H to be a Noetherian subring of HH * (R|k). As we shall see, the action of H on D implies that for any object X ∈ D the homology H * X is naturally a module over H .
To get a classification of the thick subcategories of D C we need the action of H on D to satisfy certain conditions (given in Definition 5.3). When these are satisfied, we say that H stratifies D. The resulting classification is given in terms of certain subsets of the prime ideal spectrum of H . Recall that a subset V of the prime ideal spectrum of H is called specialization closed if whenever p ⊂ q and p ∈ V then also q ∈ V.
The next lemma is an immediate consequence of the tools and results of [2] . 
It is easy to see that the support of k contains only the maximal ideal m = (x 1 , ..., x n ). Since the support of any non-zero H -module contains m, we see that k is in Thick D X for any X ∈ D C . Therefore ϕ X is an isomorphism for every X ∈ D C .
Hence, we need a result asserting the existence of stratification under certain conditions. To get such a result we prefer to work in the context of stable homotopy theory, instead of the differential graded context we followed until now. This is because the stable context is more general than the differential graded one.
Thus, we let S denote the sphere spectrum and from now on we work with S-modules and S-algebras in the sense of of [8] . We remind the reader that the stable homotopy groups of a spectrum X are denoted by π * X. Theorem 1.8. Let k be a commutative S-algebra and let R be a k-algebra (which is implicitly assumed to be q-cofibrant over k). Suppose R satisfies the following conditions:
(1) π * R is a Noetherian graded-commutative regular ring of finite Krull dimension concentrated in even degrees, (2) the natural map HH * (R|k) → π − * R is surjective and
Choose a Noetherian subring H ⊂ HH * (R|k) which surjects onto π * R. Then the action of H stratifies D(R). Remark 1.9. By graded-commutative regular we mean that for any prime ideal p ⊂ π * R the unique homogeneous maximal ideal of the graded localization (π * R) p is generated by a regular sequence of homogeneous elements. Both Theorem 1.2 and Theorem 1.3 easily follow from the result above. It should be noted that the techniques used in proving Theorem 1.8 share some similarities with those of [15] .
Organization of this paper. In Section 2 we define the context we will work in and recall the definition of the string topology category from [4] . Section 3 reviews a couple of notions of localization, which will be used throughout the paper. One of these notions of localization is the Dwyer-Greenlees completion. In Section 4 we explain how Hochschild cohomology behaves with respect to the Dwyer-Greenlees completion and define the map ϕ.
Section 5 provides the necessary background on the subject of stratification from [2] . In Section 6 we examine how Hochschild cohomology behaves with respect to the localization methods used in the machinery of stratification. Section 7 constructs the main tools we need in order to prove Theorem 1.8. Finally, Section 8 provides the proofs for the main results.
Notation and terminology. Most of the work in this paper is carried out in the derived category of an S-algebra R, denoted D(R). However, we could just as well have used a differential graded setup where R ′ is a dga. The work of Shipley [16] shows that for every such dga R ′ there is a corresponding a S-algebra R such that the derived categories D(R ′ ) and D(R) are equivalent as triangulated categories. Thus, there is no loss in working with S-algebras.
With regards to S-algebras and their modules we follow the work of Dwyer, Greenlees and Iyengar [7] in notation and terminology. Thus, if k is a commutative S-algebra the symmetric monoidal product of k-modules (i.e. the smash product) will be denoted by ⊗ k as in [7] (instead of ∧ k ). When k is understood from the context we will simply use the notation ⊗ for ⊗ k . Also following in [7] , we implicitly assume that ⊗ k is derived, i.e. that the appropriate cofibrant replacements have been performed before applying the functor. This assumption applies also to the Hom R and ⊗ R functors, where R is a k-algebra (alternately one can assume these are functors defined on the derived category of R). For an R-module X we denote by End R (X) the k-algebra Hom R (X, X).
For notation and terminology pertaining to triangulated categories we follow Benson, Iyengar and Krause [2] . One exception to this are the homotopy groups of an object X of the derived category D(R), defined by
To avoid cumbersome notation we adopt the convention that π n X = π −n X = Ext n R (R, X). Given commutative S-algebra k and a k-algebra R we denote by R e the S-algebra
The Hochschild cohomology of R (over k) is the graded-commutative ring
2. The string topology category and related categories
In this section we recall the definition of the string topology category from [4] as well as several other categories which are essential for this paper. We start by describing our context in detail.
Derived categories and compact objects. Fix a commutative S-algebra k, in this paper k will usually be the Eilenberg-Mac Lane spectrum of some commutative ring. Let R be a k-algebra. The category of R-modules has a well known model category structure where the weak equivalences are π * -isomorphisms. The resulting homotopy category is a triangulated category called the derived category of R-modules, denoted by D(R).
Recall that an object X in some triangulated category T is called compact if, for any set of objects {Y i } i∈I in T, the natural map
is an isomorphism. The full subcategory of compact objects in T is denoted T C . For example, the k-algebra R is compact in D(R). In fact, R is a compact generator of D(R), meaning that Ext * D(R) (R, X) = 0 if and only if X = 0. Or, in other words, for any X ∈ D(R), π * X = 0 if and only if X = 0.
Example 2.1. Here is our main example of such a derived category. Let M be a pointed topological space and let ΩM be the space of Moore loops on M, which is an associative and unital topological monoid. The chains of ΩM with coefficients in k is the k-algebra
We denote this algebra simply by C * ΩM whenever k is understood from the context. Note that when k is the Eilenberg-Mac Lane spectrum of a commutative ringk then π n C * (ΩM; k) ∼ = H n (M;k). The derived category D(C * ΩM) and its subcategory of compact objects will be the main categories we work with. Topological spaces can induce objects of D(C * ΩM) in the following manner. Suppose that N is a subspace of M. Let F N denote the homotopy fibre of the inclusion map N → M. As is well known, we can take F N to be the space of Moore paths Path M ( * , N) from the base point of M to N. This space has an action of ΩM and therefore C * F N is naturally an object of D(C * ΩM). In what follows we will often use this connection between subspaces of M and objects of D(C * ΩM).
The string topology category. Let M be a pointed closed oriented manifold and let k be a commutative S-algebra. Following [4] we define the string topology category St M to have as objects all closed oriented submanifolds N ⊂ M. The morphisms in St M are:
Since the category of C * ΩM-modules is enriched over k-modules, we can lift this enrichment to the string topology category by defining:
In this manner we will consider St M as a full subcategory of D(C * ΩM).
Remark 2.2. In [4] k is a field, C * (ΩM; k) is a dga and St M is enriched over chaincomplexes. Strictly speaking this is different from the setup presented here, however there is an easy translation between the two contexts. Let Hk be the Eilenberg-Mac Lane spectrum of k, then C * (ΩM; Hk) is an Hk-algebra. An mentioned above, Shipley's results [16] show that the two derived categories D(C * (ΩM; k)) and D(C * (ΩM; Hk)) are equivalent. Moreover, the machinery developed in [16] provides a way of translating between the two enrichments.
One important fact, noted in [4] , is that every object of St M is compact in D(C * ΩM). We will make repeated use of this fact in the coming sections.
Localizing subcategories and localization
This section reviews notions of localization and colocalization and related concepts. Throughout this section D denotes the derived category of an S-algebra R.
Thick and localizing subcategories. A thick subcategory of D is a full triangulated subcategory closed under retracts. A localizing subcategory is a thick subcategory that is also closed under taking coproducts. The thick (resp. localizing) subcategory generated by a given class of objects A in D is the smallest thick (resp. localizing) subcategory containing A, this subcategory is denoted by Thick D (A) (resp. Loc D (A)).
Remark 3.1. We shall also employ the following terminology from [7] . For X and Y in D we say that
Note that since D is the derived category of R, the thick subcategory generated by R is D C and the localizing subcategory generated by R is D. Moreover, if A ⊂ D C is a set of compact objects then, by a result of Neeman [14, Lemma 2.2],
In particular, if X and Y are compact objects of D and X builds Y then X finitely builds Y .
Localization. A localization functor on
Dually there is the concept of a colocalization functor, which is a functor Γ : D → D with a natural morphism µ : Γ → 1 D such that Γµ = µΓ and Γµ is a natural isomorphism. The natural morphism µ induces an isomorphism
For any functor F : D → D the kernel of F , denoted KerF , is the full subcategory of D whose objects are those satisfying F X ∼ = 0. The essential image of F is the full subcategory ImF consisting of objects X such that X ∼ = F Y for some Y . It is easy to see that any localization functor is determined, up to a unique isomorphism, by its essential image. The same goes for colocalization.
It is well known that any localization functor L gives rise to a colocalization functor Γ such that for any X ∈ D there is an exact triangle
and such that KerL = ImΓ and KerΓ = ImL. Similarly, a colocalization Γ gives rise to a localization L having the same properties as above. It follows that a localization (or colocalization) functor is determined also by its kernel.
Dwyer-Greenlees localization and colocalization. In [6] , Dwyer and Greenlees introduced two types of localizations and showed how to compute them. We recall their definitions.
there is a triangle C → X → N such that C is W -torsion and N is W -null (note that this immediately implies C is a W -colocalization of X). Finally, an object C is a W -completion of X if C is W -complete and there is a W -equivalence X → C. Clearly, W -nullification and W -completion are both localizations.
It is easy to see that the localizing subcategory generated by W is contained in the full subcategory of W -torsion objects. By arguments of Hirschhorn [10] there is always a colocalization functor whose essential image is Loc D (W ). It follows that Loc D (W ) is in fact the subcategory of W -torsion objects. In other words, X is W -torsion if and only if W builds X.
When W is compact, Dwyer and Greenlees provide formulas for W -completion and W -colocalization. Their results are summarized in the following theorem.
Theorem 3.4 (Dwyer and Greenlees [6] ). Let W be a compact object of D(R) and let E be the derived endomorphism k-algebra End R (W ). Then for any object X ∈ D the natural morphism
colocalization of X, and the natural morphism
For later use we record the following simple lemma.
Lemma 3.5. Let X and Y be R-modules. If R is Y -complete and X builds Y then R is also X-complete.
Hence R is X-complete. Within the main example. Recall that the main example we deal with is when M is a simply-connected, compact, manifold, k is the Eilenberg-Mac Lane spectrum of a commutative ring and R = C * ΩM. By results of Dwyer, Greenlees and Iyengar [7] , k is compact as an R-module. Since M satisfies Poincaré duality, the results of [7] also show that Hom R (k, R) ∼ Σ −d k. The next two results are well known.
Proof. Let Γ k R be the k-colocalization of R. From [6] we learn that Γ k R is in fact an R-bimodule and that k-colocalization of any R-module X is given by the derived tensor product Γ k R ⊗ R X. It follows that for any k-null module N, Γ k R ⊗ R N = 0. Since k is built by Γ k R, it follows that also k ⊗ R N = 0. Hence:
Corollary 3.7. Let X be an R-module such that π i X = 0 for i < 0 and π i X is a product of copies of k for every i ≥ 0. Then X is k-complete.
Proof. First, if π i X is non zero only for a single index i = i 0 , then By [7, Proposition 3.9] X is isomorphic in D(R) to a suspension of a product of copies of k. It follows from the previous lemma and the definition of completeness that X is k-complete. Next, suppose that π i X is non zero only for 0 ≤ i ≤ n for some n. Using Postnikov sections and the previous case, an inductive argument on n shows that X is k-complete. Finally, suppose that X has infinitely many non-zero homotopy groups. Let X n be the n'th Postnikov section of X. Hence there is a natural morphism X → X n which is an isomorphism on π i for i ≤ n and π j X n = 0 for j > n. Since X is the homotopy limit of X n , and every X n is k-complete, then so is X.
Combining the last two results with Lemma 3.5 we get the following corollary, which explains the connection of thick subcategories to the question of completeness of R.
Corollary 3.8. Suppose that π * R is a polynomial ring and let W be a compact R-module.
Hochschild cohomology and Dwyer-Greenlees completion
In this section we explain the origin of the natural morphism ϕ X : HH * (R) → HH * End R (X) for an R-module X. As before, R is a k-algebra where k is a commutative S-algebra.
Definition of the natural morphism ϕ. We first record the following lemma, which is a simple modification of a result of Lazarev [ 
In particular, there is a natural isomorphism
To get the morphism ϕ we follow a trick of Koenig and Nagase [11] .
There are the following isomorphisms 
For a compact R-module W define ϕ W to be the composition:
where the leftmost morphism is induced by the Dwyer-Greenlees natural completion
Multiplicative property of ϕ. As always, showing that a map is multiplicative is a complicated process. We start with a simple discussion. Let A and B be k-algebras and let X be an A ⊗ B-module, then Hom B (X, X) is an A-bimodule. Moreover, Hom B (X, X) is an algebra, where the multiplication map is the map induced by composition. Since A is a coalgebra in D(A e ), then Ext * A e (A, Hom B (X, X)) is a graded ring. We make this structure explicit in the following definition.
Definition 4.4. Define a pairing Ψ : Ext
Where ∇ is the inverse of the multiplication map A ⊗ A A → A and θ is the composition (or multiplication) map. It is left to the reader to verify that Ψ is associative and bilinear.
The next lemma will also show that Ψ is also unital. Proof. Let f and g be two morphisms A → Hom B (X, X) in D(A e ). The isomorphism in Lemma 4.1 describes an adjunction between two functors. Hence we can identify the image of f and g under this isomorphism explicitly. Recall that the adjoint morphism f is given by the composition ǫ • (f ⊗ 1 X ) • u X where ǫ : Hom B (X, X) ⊗ A X → X is the evaluation map and u X : X → A ⊗ A X is the inverse of the unit isomorphism. The productf ·ĝ is the composition of the two morphisms and is therefore given bŷ
It is easy to see that this product is also equal to:
Recall that the evaluation map is in fact isomorphic to the composition map: Hom B (X, X)⊗ A Hom B (B, X) → Hom B (B, X). Since composition is associative then
We also note that u B⊗ B X u X = (∇ ⊗ 1 X )u X , leaving it to the reader to verify. Altogether we have:f
Since the identity map X → X is a unit for Ext * A⊗B (X, X), its adjoint A → Hom B (X, X) is a unit for Ψ, showing that Ext * A e (A, Hom B (X, X)) is a graded ring. Proof. Recall that in Lemma 4.2 we used the following isomorphisms:
These are all multiplicative by Lemma 4.5. It remains to show that the isomorphism
and the map
are multiplicative. For the former, note that the multiplication on Ext * E e (E, E) induced by the isomorphism from Ext * E e (E, Hom R op (W ♮ , W ♮ )), is such that the product of two morphisms f, g ∈ Ext * E e (E, E) is the tensor product f ⊗ E g. By the Eckmann-Hilton argument, this is the same as the standard ring structure on Ext * E e (E, E) (which is given by composition).
For the latter, we again use the Eckmann-Hilton argument. Given f, g ∈ Ext * R e (R, R), the Eckmann-Hilton argument shows that the composition of these two morphisms is equal to their tensor product f ⊗ R g (more precisely to
Hence we need to show that
is the multiplication map of Hom E op (W ♮ , W ♮ ) (as an R-algebra). We see that it suffices to show that the Dwyer-Greenlees completion map γ is a map of k-algebras.
More generally, suppose that A and B are k algebras and that X is an A ⊗ B-module. To complete the proof it suffices to show that the natural map A → Hom B (X, X) is a map of k-algebras. We leave this last statement to the reader to verify.
Within the main example. As before M is a simply-connected, compact, manifold, k is the Eilenberg-Mac Lane spectrum of a commutative ring and R = C * ΩM.
is an isomorphism of graded rings.
Proof. This is a simple application of Corollary 3.8 and the properties of ϕ. Note that we are using here Malm's isomorphism H * +m (LM; k) ∼ = HH * (R) [13] .
Thus, to understand when ϕ is an isomorphism we need to study the partially ordered set of thick subcategories in D(R) C .
Stratification of a derived category
In this section we recall the definitions and properties of stratification given in [2] . Throughout this section D denotes the derived category of a k-algebra R, where k is a commutative S-algebra. Hence D is a triangulated category which has arbitrary coproducts and a compact generator. This last property allows us to simplify some of the definitions of Benson, Iyengar and Krause from [2] , and only the simplified versions will be given.
Spectrum and support. The center of D is the graded-commutative ring of natural transformations α : 1 D → Σ n satisfying αΣ = (−1) n Σα. Following [2] we say that a Noetherian graded-commutative ring S acts on D if there is a homomorphism of graded rings from S to the graded-commutative center of D. Note that the action of S on D naturally makes hom D (X, Y ) into an S-module, for any two objects X and Y in D. In particular, π * X is an S-module for every X ∈ D. For example, the Hochschild cohomology HH * (R) acts on D in the following manner: given f : Σ n R → R the natural transformation f ⊗ R − is an element of the center of D. Of course, the Hochschild cohomology need not be Noetherian. One solution to this problem is to simply choose a Noetherian subring of HH * (R). Let SpecS be the partially ordered set of homogeneous prime ideals of S. A subset V ⊂ SpecS is specialization closed if whenever p ⊂ q and p ∈ V then also q ∈ V. Given a specialization closed subset V, an object X ∈ D is called V-torsion if (π * X) p = 0 for all p ∈ V, where (π * X) p is the usual (homogeneous) localization at p. Let D V be the full subcategory of V-torsion objects, this is a localizing subcategory [1, Lemma 4.3] . By [1, Proposition 4.5] there is a localization L V and a colocalization Γ V such that
is an exact triangle and KerL V = ImΓ V = D V . Note that both Γ V and L V are smashing, i.e. they commute with coprducts [1, Corollary 6.5].
Remark 5.1. We are using here the algebraic definition of a smashing localization, the definition used in algebraic topology is different. In topology a localization functor L in a symmetric monoidal category is smashing if it is equivalent to the functor A ⊗ − for some object A, where ⊗ is the monoidal product. Since we will not be working over a symmetric monoidal triangulated category in this paper, we shall only use the algebraic definition.
Given a prime ideal p ∈ SpecS let Z(p) = {q ∈ SpecS | q p}. For a homogeneous ideal a of S we let V(a) = {q ∈ SpecS | a ⊆ q}. Both Z(p) and V(a) are specialization closed subsets of SpecS. For X in D denote by X p the localization L Z(p) X. By [1, Theorem 4.7] π * (X p ) ∼ = (π * X) p as S-modules, which justifies this notation. From this it is easy to see that S p naturally acts on the localizing subcategory ImL Z(p) , in a way which extends the action of S.
Definition 5.2. Let Γ p be the exact functor given by
It turns out that ImΓ p is a localizing subcategory of D (see [2] ). For an object X in D the support of X over S is defined to be supp S X = {p ∈ SpecS | Γ p X = 0} Stratification. As above, we assume that the Noetherian ring S acts on D. To define stratification we need two more concepts from [2] . First, a localizing subcategory of D is minimal if it is nonzero and contains no nonzero localizing subcategories. Second, a local-global principle holds for the action of S on D if for every X ∈ D
For example, by [2, Corollary 3.5] if S has a finite Krull dimension then the local-global principle holds.
Definition 5.3 ([2]). The triangulated category D is stratified by S if the following two conditions hold:
S1: The local-global principle holds for the action of S on D. S2: For every p ∈ SpecS the localizing subcategory ImΓ p is zero or minimal.
Then main use of stratification is for classifying localizing and thick subcategories. To present this, we first extend the definition of support to subcategories. For a subcategory B of D let supp S B be the union X∈B supp S X. The next theorem is from [2] (it has been translated to our setting): The definition given here of support is a bit too cumbersome to be useful. Fortunately results of Benson, Iyengar and Krause from [1] show that we can sometimes use a more familiar notion of support.
Lemma 5.5. Suppose that π * R is finitely generated as an S-module. Let X be any compact object in D, then supp S X = supp S π * X, where supp S π * X is the usual support of a graded module over a graded-commutative ring. Moreover, in this case
Proof. Since π * R is a finitely generated S-module, and X is finitely built by R, we conclude that π * X is also a finitely generated S-module. By [1, Theorem 5.4] this implies that supp S X is equal to the small support of π * X as an S-module (see [1] for the definition of the small, or cohomological, support). Since H * X is a finitely generated module, its small support is the same as the usual support, i.e the set {p ∈ SpecS | (π * X) p = 0}. Let T be the full subcategory of D C consisting of objects Y such that supp S Y ⊂ supp S X. It is easy to see that T is a thick subcategory which contains X. Hence Thick D X ⊂ T and the result follows.
Koszul objects. Given an object M of D and an element s ∈ S let M/s be the object defined by the following exact triangle
Obviously, the object M/s is defined only up to isomorphism. For a sequence s = (s 1 , ..., s n ) ⊂ S let M/s be the object M/s 1 /s 2 · · · /s n . Note that there is an obvious morphism M → M/s, which we will use often. Let I be an ideal of S. We denote by M/I any object of the form M/(s 1 , ..., s n ) where s 1 , ..., s n are generators of I. Certain properties of M/I do not depend on the particular choice of generators (see e.g. [2, Lemma 2.6]), which justifies the notation.
Hochschild cohomology and localization
This section has two goals. First, we need to show that certain localizations of R are bimodules. Next, we show that the endomorphisms (as bimodules) of these localizations are the localization of the Hochschild cohomology of R. This will come in handy in the next section, when we use this fact to deduce that certain Koszul constructions result in bimodules.
Throughout this section R is a k-algebra where k is a commutative S-algebra and H is a Noetherian subring of the Hochschild cohomology ring Ext * R e (R, R). There is a left action of H on D(R e ) which comes from utilizing the left action of R on R-bimodules. Explicitly, given an element h ∈ H n and an R-bimodule B the action of h on B is the map h ⊗ R 1 B . One should bear in mind that the right action will usually be very different from the left one. Here we will only consider the left action.
Let U be a specialization closed subset of SpecH . Recall that D(R e ) U is the localizing subcategory of U-torsion bimodules. This gives rise to the localization functor which we denote by L e U -the unique localization functor whose kernel is D(R e ) U . On the other hand we can consider the localizing subcategory D(R) U and its associated localization
Theorem 6.1. Let U be a specialization closed subset of SpecH . Then the localization functor L U is naturally isomorphic to the augmented functor L e U R ⊗ R −. Proof. By [1, Theorem 6.4] the localizing subcategory D(R) U is generated by the set of compact objects R/p for all p ∈ U. Similarly, D(R e ) U is generated by the set of compact objects {R/p ⊗ R R e | p ∈ U} Note that here we are implicitly using the fact that R/p is naturally a bimodule. Let u : k → R be the unit map of R and let λ : R ∼ = R ⊗ k → R e be 1 R ⊗ u. Given an R-module M and a prime ideal p ∈ U, we have the following isomorphisms:
The first and second isomorphisms use the compactness of R/p, while the third uses the usual adjunction arising from λ. The upshot of the calculation above is that for any object 
Before continuing we note the following property. The morphism R → L e U R induces a map:
It is easy to see that this is a map of rings (where multiplication is given by composition).
Corollary 6.2. Suppose that R is a compact R e -module. Let p ⊂ H be a prime ideal and let U = Z(p). Then there is as isomorphism of rings over Ext
* R e (R, R): Ext * R e (L e U R, L e U R) ∼ = Ext * R e (R, R) p
In addition, if the map Ext
By the properties of localization the map
From naturality of the relevant maps (see [2, Proposition 2.3]) we get a commutative diagram
To explain the isomorphisms at the bottom of the diagram, note that Theorem 6.1 shows that L U R ∼ = L e U R as R-modules (with the R-module structure on L e U R is induced via λ). Now the bottom isomorphisms follow from the same reasons as the top ones. Since the left-most vertical map is a surjection (localization at a prime is exact), then so is the right-most vertical map.
Left ring objects
Left ring objects are bimodules that share a small amount of the structure of rings, though one must bear in mind that these are not rings in any standard sense. Still, their structure is enough to make them useful for the purpose of understanding the localizing subcategories they generate. We remark that this section is, in essence, a non-commutative generalization of [15, Section 4] .
Throughout this section, as before, R is a k-algebra, k is a commutative S-algebra and H is a Noetherian subring of Ext * R e (R, R). Left ring objects. A left ring object of R is an R-bimodule A endowed with a unit morphism u : R → A of R-bimodules and a product morphism m : A ⊗ R A → A of left R-modules, such that m(u⊗1 A ) is the natural isomorphism ℓ A : R⊗ R A → A. A morphism of left ring objects is a morphism in D(R e ) which respects the relevant structures. We emphasize that there is no assumption of commutativity nor associativity of A. A left A-module is an object M ∈ D(R) endowed with a morphism a :
Again, we do not assume associativity of this structure. Note that the definition of a left ring object is more general than the definition of a ring object given in [8 
The next lemma is the source of usefulness of left ring objects.
Lemma 7.1. Let A be a left ring object of R and let M be an A-module. Then the map
Proof. The proof is essentially the same as in [15, Lemma 4.1].
Left ring objects arising from localizations. For the rest of this section U denotes a specialization closed subset of SpecH , A is the bimodule L e U R and u is the natural map of bimodules R → A. We will use the results of Section 6 to show that A is a left ring object. Proof. From Theorem 6.1 it follows that u ⊗ R A : A → A ⊗ R A is an isomorphism of left modules. Since u ⊗ R A is a morphism of bimodules, it is also an isomorphism of bimodules. Taking m : A ⊗ R A → A to be the inverse of u ⊗ R A completes the proof. Theorem 6.1 also implies the following strengthening of Lemma 7.1.
Proof. By the definition of an A-module, M is a retract of
It is easy to see that the category of A-modules is precisely the localizing subcategory ImL U of D(R). It follows that there is a natural action of Ext * R e (A, A) on ImL U : given f ∈ Ext * R e (A, A) and an A-module M we use the morphism
As we saw in Section 6, there is a natural map of rings
A) It now appears that there might be two actions of Ext * R e (R, R) on D(R) -the original action, and an action induced by l. Fortunately, both actions are the same. We leave the proof of this fact to the reader.
Next, suppose that R is a compact R e -module and that U = Z(p) for some prime ideal p ⊂ H . On the one hand, for any A-module M we have that π * M = (π * M) p as H -modules [1, Theorem 4.7] . Hence the action of every element in H \ p on M is invertible. This implies that the triangulated category ImL U has a natural action of H p which extends the original action of H .
On the other hand, Corollary 6.2 implies that l induces a map l p : H p → Ext * R e (A, A). This gives a second action of H p on ImL U , via l p and the action of Ext * R e (A, A) on ImL U . Because the action of Ext * R e (R, R) on ImL U splits through l, one readily sees that this second action of H p must be the same as the first one.
Left ring objects arising from regular sequences. We will need a modified version of the following result from [8] . . Let R be a commutative S-algebra and suppose that π * R is concentrated in even degrees. Let x be a regular element in π * R. Then R/x has a left ring object structure such that the obvious morphism u x : R → R/x is the unit morphism.
For the rest of this section, A is the left ring object L e U R, where U = Z(p) for some prime ideal p ⊂ H . The modified version of [8, Theorem V.2.6] is given below. We emphasize that R is not assumed to be commutative. Proof. Note that the morphism A → B makes B into an A-module. This implies that B → A ⊗ R B is an isomorphism of R-bimodules. From this we conclude that x acts on B by a map of bimodules and hence B/x is a bimodule. The rest of the proof is practically the same as that of [8, Theorem V.2.6] , apart from the fact that we can only prove a left unit relation. Corollary 7.6. Suppose that π * A is concentrated in even degrees. Let X = (x 1 , ..., x n ) be a sequence of elements in Ext * R e (A, A) which is a π * A-regular sequence. Then A/X has a ring object structure such that the composition R → A → A/X is the unit morphism.
Module structure. We first need the following result, which is a minor modification of [8, Lemma V.2.4] (the only thing modified is, in fact, the setup). Proof. Since B → B/x is morphism of left ring objects, then B/x is a B-module. In particular, B/x is a retract of B ⊗ R B/x in the category of A-modules. The result follows.
Corollary 7.9. Suppose that π * A is concentrated in even degrees. Let X = (x 1 , ..., x n ) be a sequence of elements in Ext * R e (A, A) which is a π * A-regular sequence. Then for every element x in the ideal generated by X, the morphism x : Σ n A/X → A/X is zero.
Proof. From Lemma 7.8 we see that the statement is true for x ∈ {x 1 , ..., x n }. The result follows.
An immediate consequence of the last corollary is the following. Let x 1 , ..., x n ∈ Ext * R e (A, A) be a π * A-regular such that (α(x 1 ), ..., α(x n )) is the maximal ideal of π * A. As usual, X will denote the sequence x 1 , ..., x n .
Lemma 7.11. Suppose that α is surjective. Let M be an A-module and let f :
Proof. Clearly, the morphism u : A → A/X induces the obvious surjection π
Suppose y is a non-zero element in the kernel of π n f . There exists y ′ ∈ π n A such that y = uy ′ . Choose an element y ′′ ∈ Ext * R e (A, A) such that α(y ′′ ) = y ′ . Consider the morphism ϕ : Σ n A/X → A/X which is the action of y ′′ . Clearly π * (ϕ)(1) = y. Note that ϕ is invertible: since y ∈ π * (A/X) is invertible we can choose an element z ′′ ∈ Ext * R e (A, A) such that y −1 = uα(z ′′ ), then the action of z ′′ on A/X is the inverse of ϕ. Hence π * ϕ is an isomorphism and therefore for every b ∈ π * (A/X) we have that b = ay for some a ∈ π * A. But this implies π * f = 0, in contradiction. Proof. Let T be the image of L U . Then T is a triangulated category with a compact generator A and an action of Ext * R e (A, A). Let S be the subring of Ext * R e (A, A) generated by X, then S is a Noetherian commutative ring. Now we can apply the machinery of stratification to the action of S on T .
Let M ∈ Loc T (A/X) be a non-zero object, hence Γ U (X) M ∼ = M and by [2, Proposition 2.11] this implies that M/X is non-zero. By Lemma 7.12, M/X is isomorphic to a direct sum of copies of A/X. Hence M builds M/X which builds A/X, so M generates ImΓ U (X) .
Proofs of the main results
Proof of Theorem 1.8. Let p be a prime ideal of H . To prove the theorem we need only show that the localizing subcategory ImΓ p is either zero or minimal. Let U be the specialization closed set Z(p). If L U R = 0 then we are done. Otherwise, let A be L e U R. Thus, as a left R module, A ∼ = R p . Observe that, in this case, the kernel of the map ρ : Ext * R e (R, R) → π * R must be contained in p and hence ρ(p) is a prime ideal of π * R. The upshot of this observation is that π * R p = π * R ρ(p) . Since π * R is a regular ring, its localization at a prime ideal is a regular local ring. We conclude that π * A = π * R p is a regular local ring.
Let Z = (z 1 , ..., z q ) be a sequence of elements in H that generates p. By [2, Proposition 2.11], the localizing subcategory of D(R) generated by A/Z is equal to the localizing subcategory generated by Γ V(Z) R p ∼ = Γ p R. Since R generates D(R), the object Γ V(Z) R p generates ImΓ p , and so does A/Z. Hence we must show that the localizing subcategory generated by A/Z is minimal.
We turn to work inside the localizing subcategory ImL U , which we denote by T. As noted before, this is a triangulated subcategory with a compact generator A and an action of H p . It is important to remember that this action splits through the action of Ext * R e (A, A) on T. By Corollary 6.2, Ext * R e (A, A) ∼ = Ext * R e (R, R) p and the map α : Ext * R e (A, A) → π * A is surjective. It is easy to see that H p is a subring of Ext * R e (A, A) and that α restricted to H p is also a surjection.
Let X = (x 1 , ..., x n ) be a sequence of elements in H p such that (α(x 1 ), ..., α(x n )) is a regular sequence in π * A which generates the maximal ideal of π * A. We come now to a delicate point. Since we did not assume that H is isomorphic to π * R, the sequence X need not generate the maximal ideal of H p . Let Y = (y 1 , ..., y m ) be a sequence of elements such that X ∪ Y generates the maximal ideal of H p . Since X ∪ Y and Z generate the same ideal in H p , then by [2, Proposition 2.11] the localizing subcategory generated by A/X/Y is equal to the localizing subcategory generated by A/Z. Our next step is to show that A/X and A/X/Y generate the same localizing subcategory. We do this by making a particular choice of Y , such that Y is contained in the kernel of the map h : H p → π * A. Suppose, by induction, that we chose y 1 , .., y t ∈ ker h. Let m be the maximal ideal of H p and let y be a non-zero element in m \ (x 1 , .., x n , y 1 , ..., y t ). Then there exists and element x ∈ (x 1 , .., x n ) such that h(y − x) = 0. Set y t+1 to be y − x. Then the ideal generated by x 1 , ..., x n , y 1 , ..., y t+1 is equal to the ideal generated by x 1 , .., x n , y 1 , ..., y t , y. The Noetherian property of H p ensures this process will end with a set of generators for m.
It follows that for every y ∈ Y , the action of y on π * A/X is zero. Therefore A/X is V(Y )-torsion and Γ V(Y ) (A/X) ∼ = A/X. From [2, Proposition 2.11] we see that Γ V(Y ) (A/X) and A/X/Y generate the same localizing subcategory.
It remains to show that the localizing subcategory generated by A/X is minimal. But this is simply invoking Corollary 7.13.
Proof of Theorem 1.2. Let R = C * (M; Hk), where Hk is the Eilenberg-Mac Lane spectrum of k. Suppose that Theorem 1.8 can be applied to this case. Clearly, we can choose H to be such that the composition H → HH * (R) → π − * R = H − * (ΩM; k) is an isomorphism. Thus H ∼ = k[x 1 , ..., x n ] where x i are in positive even degrees.
Since H stratifies D(R) and π * R is finitely generated over H there is an inclusion preserving bijection (see Theorem 5.4):
HK is finitely built by X. Using Lemma 5.5 we can translate this to the following statement: if supp H k ⊆ supp H π * X then k is finitely built by X. In addition, our choice of H implies that the support of π * X as an H -module is the same as the support of π * X as a π * R-module. The support of k is easy to compute:
is a coproduct of copies of k. Let X be the compact R-module C * (F N ; Hk), hence π 0 X is a coproduct of copies of k. It is now easy to see that (π * X) p = 0 for every p ∈ supp H k. Therefore X finitely builds k. By Proposition 4.7 the map
is an isomorphism. Thus, we must show that we can apply Theorem 1.8 to this case. There is only one condition that needs verifying: that R is compact as an R e -module. Consider the diagonal map δ : ΩM → ΩM × ΩM op , which is a map of topological monoids. It is well known that the Borel construction ((ΩM × ΩM op ) × EΩM)/ΩM is equivalent to ΩM as an ΩM × ΩM op -space. Applying the functor C * (−; Hk) to these constructions we see that there is a map of Hk-algebras δ : R → R e such that R e ⊗ δR Hk ≃ R (we write δR to emphasize where the R-module structure comes from).
Thus, if k is compact as an R-module then R is compact as an R e -module. By [7, Proposition 5.3] , since M is a compact manifold then Hk is indeed a compact R-module. To complete the proof we need to take a short detour. Let E be the function spectrum F (Σ ∞ M; Hk), note that E is a commutative Hk-algebra. Since M is simply connected then End E (Hk) ≃ R as Hk-algebras [7] . The results of Dwyer and Greenlees [6] show there are adjoint functors The examples. We now show two cases in which the main theorems of this paper hold. (1) k = HQ and M is a simply-connected, compact, Lie group; (2) k = HZ and M = SU(n) for n > 1.
The proof is based on the following simple lemma. Our assumptions on π * R imply that π * (R e ) ∼ = (π * R) e . Therefore, the E 2 -term of the spectral sequence is in fact HH * , * (π * R). We next show that the spectral sequence collapses on the E 2 -term. A simple calculation shows that E 2 = k[x 1 , ...,x n ] ⊗ Λ k [ỹ 1 , ...,ỹ n ] where the bi-degree of x i is (0, deg x i ) and the bi-degree of y i is (−1, −degx i ) (we use here homological bi-degrees). Since the spectral sequence has finitely many non-zero columns, there is strong convergence. First, suppose that k is a field. We see that for every n, the vector space ⊕ p+q=n E p,q 2 is isomorphic to HH n R, i.e. it has the correct dimension. A non-trivial differential on the E 2 -term implies that for some n, the dimension of ⊕ p+q=n E p,q ∞ is smaller than that of ⊕ p+q=n E p,q 2 , hence there can be no non-trivial differential. If k = Z we use a similar dimension argument on Q ⊗ (⊕ p+q=n E p,q 2 ). Thus, the spectral sequence collapses on the E 2 -term. To complete the proof it suffices to show that the image of h is the column E 0, * ∞ . This is a fairly standard argument, but for completeness we will bring it here. There are two ways to define the map h. First, the action of HH * (R) on D(R) means that for every z ∈ HH * (R) we have an element z R : Ext * D(R) (R, R) = π * R. This is the definition we used throughout this paper. Second, the morphism R e → R in D(R e ) induces a map Ext * R e (R, R) → Ext * R e (R e , R) ∼ = π * R
