A growth fragmentation equation with constant dislocation density measure is considered, in which growth and division rates balance each other. This leads to a simple example of equation where the so called Malthusian hypothesis (M+) of J. Bertoin and A. Watson (2016) is not necessarily satisfied. It is proved that when that happens, and as it was first suggested by these authors, no global non negative weak solution, satisfying some boundedness condition on several of its moments, exist. Non existence of local non negative solutions satisfying a similar condition, is proved to happen also. When a local non negative solution exists, the explicit expression is given.
Introduction
Growth fragmentation equations have proved to be of interest due to their many applications in mathematical modeling and also for purely mathematical reasons (cf. [18] , [3] , [11] , [4] and references therein). Motivated by the study of compensated growth-fragmentation stochastic processes (cf. [5] ) and their occurrence in the construction of the Brownian map (cf. [6] , [15] , [16] ), the Cauchy problem for the equation is considered in [8] with initial data:
for γ ∈ R and k 0 a dislocation measure density, with support contained in [0, 1] and satisfying:
[1/2,1)
3)
The existence of solutions of growth fragmentation equations has been studied by several authors, with different motivations, by different methods, for different dislocation measures, and fragmentation rates, (cf. for example [18] , [3] , [11] , [4] and references therein). However, the equation (1.1) is rather specific. It is said critical because the growth and the dislocation rates balance each other. The case γ = 0 was considered in [10] , although for less general dislocation measures. When γ = 0 the growth rate is not linear and the dislocation rate unbounded or singular. In that case, the existence of global, non negative, weak solutions of (1.1)-(1.3) has been proved in [8] , under the condition (called Malthusian condition (M + ) in [8] When property (1.4) is not satisfied it is shown in [8] and [7] that the particle system that corresponds to the stochastic version of (1.1)-(1.3) explode in finite time almost surely. The question has then been raised in [8] of the existence of non negative global solutions to (1.1)-(1.3) when the measure k 0 is such that: inf s≥0 Φ(s) ≥ 0 (1.6) and it was suggested that no such solutions exists when the inequality in (1.6) is strict. In order to obtain some insight into this question, we consider the simplest possible choice for k 0 :
where H is the Heaviside's function. This is of course a very particular example, but for which it is possible to obtain a rather explicit solutions, whose properties may be understood in detail. It is straightforward to check that for such a dislocation measure: M k0 (s) = θ s and Φ(s) = θ s + s − 2 ≡ (s − σ 1 )(s − σ 2 ) s , ∀s ∈ C; ℜe(s) > 0, (1.8)
If θ ∈ (0, 1), the two roots of Φ(s) are positive real numbers and condition (1.4) is satisfied. But, when θ ≥ 1, inf s>0 Φ(s) = 2( √ θ − 1) ≥ 0 and (1.4) is not satisfied. For θ ∈ (0, 1) the existence of global non negative solutions follows from the results of [8] . We then focus on the case γ = 0, θ > 1 and the question of the existence or not of non negative solutions.
Some notations.
We denote N the set of non negative integers and Γ(·) the Gamma function. For a given interval (a, b) ⊂ R we define:
S (a, b) = {s ∈ C; ℜe(s) ∈ (a, b)} .
(1.10)
We denote D ′ 1 the set of distributions of order one and by F (a, b, c, z) the Gauss hypergeometric function 2 F 1 (a, b; c; z). We say that the measure u is a weak solution of (1.1),(1.7) on the time interval (t 0 , t 1 ) if ∀ϕ ∈ C We denote M ρ the space of measures u on (0, ∞) such that
If w is a measure, we denote M w its Mellin transform, defined, when it makes sense, as
It follows from the definition of K(s) in (1.5) that K(s) = M k0 (s). The use of the Mellin transform makes the spaces E ′ p, q for p < q, presented for example in Chapter 11 of [17] , necessary. They are defined as the dual of the spaces E p, q of all the functions φ ∈ C ∞ (0, ∞) such that:
N p,q,k (φ) = sup x>0 k p,q (x)x k+1 φ k (x) < ∞, where k p,q (x) = x −p , if 0 < x ≤ 1
with the topology defined by the numerable set of seminorms {N p,q,k } k∈N . It follows that E ′ p, q is a subspace of D ′ (0, ∞). As indicated in [17] , these are the spaces of Mellin transformable distributions.
Main results.
In very short, when θ > 1 and γ = 0, global non negative solutions to (1.1),(1.7),(1.2), satisfying a boundedness condition on several of its moments, do not exist. But more detailed statements depend on the sign of γ, as follows.
When γ > 0.
Our first result is the following local existence of non negative solutions when γ > 0: The sense in which the initial data δ 1 is taken in the hypothesis (1.13) ensures that the Mellin transform of u(t) converges to 1 as t goes to zero, for all s ∈ S (ρ, ρ + γ). Since E ′ ρ,ρ+γ ⊂ D ′ (0, ∞) with continuous embedding, this condition is stronger than the convergence in the weak sense of measures.
Non uniqueness in some sense, of non negative solutions of (1.1) has been proved in [8] under some conditions on k 0 . However the function k 0 given in (1.7) does not satisfy such conditions (cf. Remark 3.7).
As a consequence of Theorem 1.1 we deduce the following result:
The solution u of (1.1),(1.7) defined in (1.14)-(1.16) satisfies:
and: 20) ∀r ∈ (0, 1) : lim
The two properties (1.19) and (1.20) show that the moments of order r ≥ 1 of u, that are finite for all γt < 1, become infinite as γt → 1 − . We prove in Theorem 5.3 that, when θ > 1 and γ > 0, there is no possible extension of u to a non negative global solution whose Mellin transform satisfies suitable conditions. When γ ∈ (0, 2) and θ > 1 the non existence of non negative solutions for large times is shown in the following:
there is no extension of the local solution u to a non negative weak solution
and satisfying the initial condition (1.13).
When γ < 0.
When γ < 0 the existence of a local solution v ∈ C ([0, −γ −1 ), E ′ 1+γ,∞ ) of (1.1),(1.7),(1.13) on (0, −γ −1 ) is proved in Theorem 6.4. But the following non existence of local nonnegative solutions holds: Theorem 1.4 If γ < 0 and θ > 1 there is no local, non negative weak solution v of (1.1),(1.7) on (0, T ), for any T > 0, satisfying for some ρ > 1 − γ, the initial condition (1.13) and such that:
(1.23)
In summary, for θ > 1 and γ ∈ (0, 2), the non negative solution u of Theorem 1.1 blows up as γt → 1 − , in the sense given by Corollary 1.2, and can not be extended beyond t = γ −1 to a non negative solution that still satisfies (1.22) . If γ < 0, nonnegative solutions satisfying (1.23) do not exist, even locally in time. The non existence of global non negative solutions, for critical growth fragmentation equations where the condition (1.4) is not satisfied, was first suggested in [8] . Of course, Theorem 1.3 and Theorem 1.4 do not preclude the existence of non negative global solutions that do not satisfy (1.22) or (1.23) . When θ ∈ (0, 1), the condition (1.4) is satisfied and then, as proved in [8] , the problem (1.1),(1.2) has a global non negative solution µ. It follows that µ coincides with the solution obtained in Section 5, when γ < √ 1 − θ (cf. Proposition 5.4) or, when γ < 0, with that obtained in Section 6 (cf. Remark 6.5). If θ = 1 the condition (1.4) is not satisfied, but our arguments do not prove the non existence of a non negative extension of u beyond t = γ −1 (cf. Remark 5.2). The equation (1.1) may be solved taking advantage of its linearity, using the Mellin transform. The proof of the non existence of non negative solution is then done in two steps. The first is to prove the uniqueness of solutions that may take positive and negative values but some moments of which are suitably bounded. The second is to show that the solution that was previously obtained satisfies the regularity condition, but takes positive and negative values. That follows from its behavior as x → 0 or x → ∞, since it is given, up to some multiplicative factor depending on time, by x −σ2−γ and x −σ1−γ . When σ 2 and σ 1 are complex numbers, this forces the solution to oscillate.
The choice of k 0 as in (1.7), is of course very particular and makes the solutions of equation (1.1) rather explicit. We may recall at this point that explicit solutions to the Cauchy problem for the pure fragmentation equation (i.e. without growth term and with k 0 such that yk 0 (y)dy = 1), with the initial data as in (1.2) where obtained in [21] , [22] for several fragmentation rates and the same dislocation measure (1.7) with θ = 2. We emphasize however that the arguments used in Section 4 and Section 6, based on the Wiener Hopf method, permit to solve the growth fragmentation equation (1.1) for more general dislocation measures. More details will be presented elsewhere.
The plan of this article is as follows. In Section 2 the Cauchy problem satisfied by M u (t, s), the Mellin transform of suitable solutions u of (1.1),(1.2),(1.7), is obtained. In Section 3 we prove Theorem 1.1 and Corollary 1.2. In Section 4 we study the extension of the local solution, and its uniqueness. The sign of the extension is studied in Section 5, where Theorem 1.3 is proved. Section 6 contains the case γ < 0 and the proof of Theorem 1.4. Several technical results are gathered in the Appendix. The content of Sections 2 and 3 where anounced and shortly presented in [12] .
The problem in Mellin variables
We deduce in this Section the equation satisfied by the Mellin transform of a solution u of (1.1) that would satisfy suitable conditions. To this end we suppose that u(t, x) is a solution of equation (1.1) such that its Mellin transform M u is well defined for s and s + γ, where s belongs to some domain D of the complex plane C. Applying the Mellin transform to both sides of equation (1.1) we arrive at:
If lim x→0 x γ+s u(t, x) = lim x→∞ x γ+s u(t, x) = 0 we deduce that
and finally,
With our choice of the measure k 0 (cf. (1.7) and (1.8)), we are then led to consider the problem
for some s * ∈ R and ρ ∈ R, where
Equations like (2.2) have deserved some attention in the literature, for a variety of functions Φ (cf. [2] , and references therein, [13] ) and have also been considered in [8] . They may be Laplace transformed into a Carleman type problem and solved using the classical Wiener-Hopf method (cf. [9] , [14] , [20] 
as it immediately follows from the identities 15.2.1 and 15.3.3 in [1] . We deduce from the properties of hypergeometric functions that, for all ρ > 0, R > ρ and T ∈ (0, γ −1 ):
Our purpose is now to take the inverse Mellin transform of the function Ω(t, s). We first notice:
, ∀t ∈ (0, T ).
Proof. Using the series representation of the Hypergeometric function in (6.1) we deduce, for each t ∈ (0, γ −1 ) fixed: [19] ) and there exists a constant C = C(T, σ 0 , σ 1 , σ 2 ) > 0 such that if t ∈ (0, T ) and s = σ 0 + iv, v ∈ R and −σ 0 ∈ N:
Then, by definition of Ω(t, s):
It follows from Proposition 3.4 that Ω(t, s) has an inverse Mellin transform when 0 < γt < 1. Our next purpose is to obtain its explicit expression.
The inverse Mellin transform of Ω(t, s).
We recall that, for suitable functions V , the classical inverse Mellin transform is defined as
for some σ 0 > 0 fixed. We first show the following:
Proposition 3.2 Suppose σ 1 ∈ C, σ 2 ∈ C, γ > 0 and t > 0 such that 0 < γt < 1 and define the function 
Proof. For all t fixed, v(t) is a function with compact support in (0, (1
The proof of (3.10) is a straightforward calculation using the expression of the hypergeometric function. Since γ > 0 we have that γt > 0. Moreover, since 1 − γt > 0 and x > 0, we have (γt − 1)x γ < 0 and then (1 + (γt − 1)x γ ) < 1. 
We use now that, since γ > 0, we have for all s > 0:
Then,
and this proves (3.10).
The next Corollary follows from Proposition 3.2 and Theorem 11.10.1 in [17] on the uniqueness of the inverse Mellin transform: Corollary 3.3 For all σ 1 ∈ C, σ 2 ∈ C, suppose that γ > 0, 0 < γt < 1 and let u be the measure:
Then, for all t ∈ 0, γ −1 :
, and u(t) = M −1 (Ω(t)).
We prove now the existence part in Theorem 1.1.
Proposition 3.4
The measure u defined in (1.14), (1.16) is a weak non negative solution of (1.1),(1.7)
and satisfies (1.13).
Proof of Proposition 3.4. The assertions (i) and (ii) follows from the explicit expression of u. It is easy to check that (1.13) holds true. Let us prove that u is a weak solution of (1.1),(1.7) on (0, γ −1 ). We already know that Ω(t, s) solves (2.2) for all t ∈ (0, γ −1 ) and all s ∈ S (0, ∞). Since Ω(t) and ΦΩ(t) are analytic and bounded in S (0, q) for any q > 0, we deduce from Theorem 11.10.1 in [17] 
Applying the inverse Mellin tranform (3.8) to both sides of the equation (2.2) we deduce the following identity:
where all the terms are in C ((0, γ −1 ), E ′ 0,q ) and we have denoted (τ γ M u )(t, s) = M u (t, s+γ). We consider now each of the terms in the right and side separately. Since σ 0 > 0, γ > 0, using that M u (t, s) = Ω(t, s) for all ℜe(s) > 0 we have:
In the last term in the right hand side of (3.11) we write as above:
Using that for σ 0 > 0:
we deduce
The left and right hand sides of equation (1.1),(1.7) are then equal in
and is a weak solution of (1.1),(1.7).
In order to prove the non negativity of the measure u we use its definition (1.14)-(1.16) and the expression of the hypergeometric function in the right hand side of (1.16) as an absolutely convergent series:
where we have denoted γt (1 + (γt − 1) x γ ) = z. When θ ∈ (0, 1) all the terms of the series are obviously non negative since σ 2 > 0 and σ 1 > 0. When θ > 1, we use that, since
γ + n for all n ∈ N, and again all the term of the series are non negative.
Remark 3.5 The particular form of the measure u(t) and a simple calculation with distributions in
(0, ∞) shows that the measure u S solves:
and the function u R satisfies, for all t ∈ (0, γ −1 ) and
Remark 3.6 By the particular form of u we deduce that, for all
Proof of Theorem 1.1. By the Proposition 3.4 only the uniqueness of non negative weak solutions satisfying (1.12)-(1.13) for some ρ > 0 remains to be proved. Suppose on the contrary that u and v are two such solutions and u(t) = v(t). Since u 1 and u 2 are nonnegative and satisfy (1.12) it follows that their Mellin transforms M u (t) and M v (t) are well defined and analytic on S (ρ − δ, ρ + γ + δ) for all t ∈ (0, γ −1 ) and satisfy (7.1). By (1.12), M u (t) and M v (t) also satisfy (7.2). We check now that u and v also satisfy (7.3) . Since the proof is of course the same for both, we only consider u. By (1.12) and the continuity of the Mellin transform on E ′ ρ,ρ+γ , it follows that M u (0, s) = 1 for all s ∈ S (ρ, ρ + γ) and u satisfies (7.3). Therefore, M u and M v satisfy the hypothesis of Theorem 7.1 and are then equal. This contradicts our hypothesis that u 1 (t) = u 2 (t), and proves the uniqueness. Assertion (1.17) has been shown in Proposition 3.4. [8] for quite general dislocation measures k 0 under some conditions. One of these conditions, denoted (M − ), requires to have σ 1 − 1 > 0. That is not possible in our case by our choice of k 0 and (1.9).
Remark 3.7 The existence of a non negative and non identically zero solution for the equation (1.1) with zero initial data has been proved in
Proof of Corollary 1.2. The behavior of u(t, x) as t → γ −1 is given by that of F 1 + 
γ > 0, we have by 15.4.23 in [19] :
The proof of properties (1.19)-(1.21) follow from the explicit expression (6.1) of Ω(t, s) and formulas 15.4(ii) in [19] .
4 γ > 0. Extension of the local solution.
The two main results of this Section are the following. The first, where we use the notation 
An expression of w for t > γ −1 is obtained in Remark 4.6. Then, the following uniqueness result is proved, for the case γ ∈ (0, 2):
, the measure w defined in Theorem 4.1 is the unique global weak solution of
The uniqueness of the solution obtained in Theorem 4.1, valid for all γ > 0, is proved in Theorem 4.7.
In order to extend the solution u of (1.1),(1.2) beyond t = γ −1 we first obtain a solution of (2.2) for γt > 1.
Another explicit solution of (2.2).
The new solution of the equation (2.2) is obtained as follows:
is such that:
(i) U is meromorphic on (γ −1 , ∞) × S and the set S of its poles is:
(ii) U satisfies the equation (2.2) for all t > γ −1 and all s ∈ C \ S;
Proof. It is straightforward to check that the function
, ∀s ∈ C \ {s ∈ C; s = σ 1 − mγ, m ∈ N} (4.5) satisfies:
We define now the function of t and s:
where the path of integration C is as follows. For σ 0 > σ 1 fixed, we define:
Notice that when σ ∈ C is such that |σ| → ∞ we have that ℜe(σ) → −∞. The function below the integral sign of (4.7) may be written as follows:
For s ∈ C fixed, σ ∈ C , |σ| → ∞ we have, using Stirling's formula:
We deduce that, for each s ∈ C fixed there exists a constant C = C(s) > 0 such that for all t > γ −1 and all σ ∈ C :
e log |σ/γ| e 2πv γ − 1
where the constant C depends on s. Since ℜe(σ) → −∞ as |σ| → ∞ for σ ∈ C the function w(t, s, ·) is exponentially decaying in σ for t > γ −1 , and the integral in the right hand side of (4.7) is absolutely convergent. It follows that the function U (t, s) is well defined, continuous with respect to t and analytic with respect to s for all t > γ −1 and s in
By the exponential decay of w(t, s, σ) in σ along C and its regularity in time, a simple calculation yields:
.
and the function U (t, s) satisfies the equation (2.2) for t > γ −1 and s as in (4.13). Our next step is to prove that U = U , using the residue's method. To this end, we notice that for s fixed as in (4.13), the poles of the function w(t, s, σ) to integrate are located at the following points:
For values of t such that γt > 1 we must use the residues at the points σ = σ 1 − γm. We deform the integration contour, always in the region where ℜs → −∞. Since σ 0 > ℜe(σ 1 ):
This may we writen:
and using the identity Γ(x)Γ(1 − x)(e 2iπx − 1) = 2iπe iπx :
from where, using that e −iπ = −1 it follows that U (t, s) = U (t, s) for γt > 1 and s ∈ C. Property (ii) immediately follows. In order to prove the property (iii) we use again Stirling's formula. For s ∈ C such that ℜe(s) remains bounded and |ℑm(s)| → ∞:
If v → −∞, Arg(s/γ) → −π/2 and Arg(−s/γ) → π/2 from where
On the other hand, by 15.7.2 in [1] :
Using |(γt)
we deduce: 
that also satisfies the equation (6.2) . It may then be checked that:
for any σ 0 > 0.
Inverse Mellin transform of the function U in (4.4).
By the Proposition 4.3 it is possible to apply to the function U (t) the inverse Mellin transform defined as in (3.8) with s 0 ∈ (0, ℜe(σ 2 )). We then define: 
(iii) ω satisfies the equation (1.1),(1.7) pointwise for all t > γ −1 and x > 0.
(iv) For all x > 0:
The assertion (i) It follows from the regularity of the function U with respect to t and assertion (iii) in Proposition 4.3.
For the proof of assertion (ii) we first notice that, by properties (i) and (iii) of Proposition 4.3, the function U (t, s) is analytic and exponentially decaying the strip s ∈ S (0, ℜe(σ 2 ) + γ) as |ℑm(s)| → ∞. Then, by classical properties of the Mellin transform (cf. Theorem 11.10.1 in [17] ) assertion (ii) follows.
In order to prove assertion (iii) we first notice that, from the analyticity and boundedness properties of ΦU (t) on the strip s ∈ S (0, ℜe(σ 2 ) + γ) and by the same general properties of the Mellin transform, we have ΦU ∈ C ((γ −1 , ∞); E ′ 0,ℜe(σ2)+γ ). We may then apply the inverse Mellin transform as defined in (??) to both sides of the equation (2.2)
By the the regularity of U (t, s) with respect to t and the decay properties of U (t, s) and U t (t, s) along the integration curve ℜe(s) = s 0 we have
Arguing now as in the proof of Proposition 3.4 we deduce that ω satisfies the equation (1.1),(1.7) where all the terms belong to C ((γ −1 , ∞); E ′ 0,ℜe(σ2)+γ ). Therefore, the equation is satisfied in the weak sense. By the assertion (i) it follows that it is satisfied pointwise in (γ −1 ) × (0, ∞). The property (iv) is a direct consequence of property (v) in Proposition 4.3. More precisely, since s 0 ∈ (0, ℜe(σ 2 )), it follows that s < ℜe(σ 2 + σ 1 ) ≡ 2 and then, using the Lebesque's convergence Theorem and property (v) of Proposition 4.3:
In order to prove (v) we use the definition of ω and deformation of the contour integration. For t > γ
fixed and x → ∞ we have:
and (v) follows.
Remark 4.6
It is possible to obtain an explicit expression of ω(t, x) for all γt > 1 and x > 0 by deforming the integration contour and the residue's Theorem. For γx γ t < 1 we must use the residues at s = −mγ, m ∈ N:
If γx γ t > 1 we use the poles at s = σ 2 + γ(m + 1), m ∈ N and obtain
The function ω may then be written as follows:
where
Proof of Theorem 4.1. We claim that the measure defined as
satisfies all the requirements. In order to prove that w is a global weak solution of (1.1),(1.7) we must prove that for all ϕ ∈ C 1 c ((0, ∞) × (0, ∞)):
This is easily shown by splitting the time integrals in (4.26) in the two domains (0, γ −1 ) and (γ −1 , ∞), use (3.16) in Remark (3.6), assertion (iii) of Proposition 4.5 and the continuity of w at t = γ −1 . Let us prove now w ∈ C ((0, ∞); E ′ 0,ℜe(σ2)+γ ). By Theorem 1.1, for all t ∈ [0, γ −1 ) the function M w (t) = M u (t) is analytic and bounded in S (0, ∞). By Theorem 4.7 , for t > γ −1 , M w (t) = M ω (t) is analytic and bounded in S (0, ℜe(σ 2 ) + γ). But, for t = γ −1 , lim t→γ −1 M w (γ −1 , s) is analytic and bounded only on S (0, ν). Then, M w (t) is analytic and bounded in S (0, ν). Again by Theorem 1.1 and Theorem 4.7, M w ∈ C ((0, ∞) × S (0, ν). Therefore w ∈ C ((0, ∞); E ′ 0,ν ) using Theorem 11.10.1 in [17] . The properties (4.2) for t > γ −1 follow directly from Theorem 4.7 since w = ω for t > γ −1 . On the other since u = w in t ∈ (0, γ −1 ) it follows from (3.2)-(3.4) that w also satisfies (4.2) in that interval of time.
Uniqueness of the extension to
We are now concerned with the question of uniqueness of global solutions to (1.1),(1.7),(1.2). After the existence and uniqueness of a local solution u on (0, γ −1 ) proved in Theorem 1.1, and since, by Corollary 1.2, this local solution has a limit as γt → 1 − , this question is reduced in some sense to the uniqueness of the solutions of (1.1),(1.7) with initial data u γ −1 . How is this on the side of the Mellin variables? By general properties of hypergeometric functions, the limit when γt → 1 − of M u only exists for ℜe(s) < 2. Therefore, the data at t = γ −1 of M ω is only defined for ℜe(s) < 2. On the other hand, M ω is meromorphic, with a countable set of poles located at s = −mγ and s = σ 2 + (m + 1)γ for m ∈ N. Since, in order to uniquely determine M ω , we need the data to be given in a strip of width strictly larger than γ, when γ > 2 this forces to use an argument of uniqueness in a strip where M ω has a pole. That is why the hypothesis in Theorem 4.7 are given in terms of sP ω (t, s) on the strip S (−γ, ε), where P ω is the analytic extension of M ω to S (−γ, ε). 
Moreover this solution is such that:
For all t > γ −1 , ω satisfies (1.1),(1.7) pointwise and its Mellin transform M ω is such that:
Remark 4.8 The condition (4.31) is not satisfied in general by
, the initial data of ω at t = γ −1 , as it follows using (3.6) and Stirling's formula.
Proof of Theorem 4.7. By Proposition 4.3-(ii), M ω (t, s) = U (t, s) for all s ∈ S (0, ℜe(σ 2 ) + γ).
It follows from Proposition 4.3 and Proposition 4.5 that ω satisfies (4.33)-(4.36).
On the other hand, the function M ω (t, s) has a meromorphic extension to the complex plane, given by U (t, s) that, by Proposition 4.3-(ii) satisfies (4.28). By Proposition 4.3-(i), U as a simple pole at s = 0 and sU (t, s) is analytic on (−γ, ℜe(σ 2 ) + γ). By (i) and (iv) of that same Proposition, sU (t, s) satisfies (4.30) and it satisfies (4.31) and (4.32) by points (iii) and (iv).
We prove now the uniqueness of weak solutions satisfying (4.27)-(4.32). Suppose that two such solutions ω 1 and ω 1 exists and let P ω1 , P ω2 be the extensions of their Mellin transforms. Then, the two functions W 1 (t, s) = P ω1 (t − γ −1 , s) and W 2 (t, s) = P ω2 (t − γ −1 , s) satisfy the hypothesis of Theorem 7.2 and are then equal. We deduce in particular that M ω1 (t, s) = M ω2 (t, s) for t ∈ (γ −1 , T ) and s ∈ S (0, ε) which is a contradiction.
Suppose now that ω is complex valued. Since the coefficients of the equation (1.1),(1.7) are real, the conjugate ω is also a solution, with the same initial data. Moreover, just by definition, its Mellin transform M ω is such that M ω (t, s) = M ω (t, s) and sM ω (t, s) = sM ω (t, s) for s ∈ S (0, ε). By hypothesis, for all t > γ −1 , M ω (t, s) has an extension P ω (t, s) such that the function h(t, s) = sP ω (t, s) is analytic in s ∈ S (−γ, ε). Therefore, Q ω (t, s) = P ω (t, s) = is an extension of M ω (t, s) such that h(t, s) = sQ ω (t, s) is analytic in the domain: S = {s ∈ C; s ∈ S (−γ, ε)} ≡ S (−γ, ε).
Moreover, Q ω satisfies the conditions (4.30)-(4.32) since, by hypothesis, so does P ω . We deduce that u = u by the uniqueness property that has been proved just above and u is then real valued. This ends the proof of Theorem 4.7.
The following Proposition is used in the proof of Theorem 4.2, ∞) ) of (1.1),(1.7) for all t > γ −1 such that for some ρ ∈ (0, 2−γ) and all T > γ −1 its Mellin transform M ω solves (2.2) and satisfies: We now prove Theorem 4.2 whose hypothesis are simpler than (4.27)-(4.32) in Theorem 4.7, but that requires the condition γ ∈ (0, 2).
Proposition 4.9 Suppose that γ(0, 2). There exists a unique real valued weak solution
Proof of Theorem 4.2. Suppose first that T < γ −1 . By Theorem 1.1 the measure u is a weak non negative solution of (1.1),(1.7) such that u ∈ C ([0, γ −1 ); E ′ 0,q ) for all q > 0 and satisfies (4.3) . If we suppose now that u 1 and u 2 are two different solutions satisfying these conditions, M u1 and M u2 would both satisfy the hypothesis of Theorem 7.1 for all T ∈ (0, γ −1 ) and therefore would be equal. This contradiction proves the uniqueness for T ∈ (0, γ −1 ). Suppose now that T > γ −1 andw satisfies the hypothesis of Theorem 4.2. We already know by the previous step thatw = u for t ∈ (0, γ −1 ). Let us prove thatw = ω for t ∈ (γ −1 , T ). By hypothesis w ∈ C ((0, T ); E ′ ρ−δ,ρ+γ+δ ) for some ρ ∈ (0, 2 − γ), δ > 0 and is a weak solution of (1.1),(1.7). Since x s−1 + ∈ E p,q for all s ∈ C such that ℜe(s) ∈ (p, q) and D(0, ∞) is dense in E p,q for all p < q, we deduce that Mw solves the equation (2.2). By (4.3), it also satisfies (4.37)-(4.39). Since, by the continuity of
. , it follows thatw satisfies all the hypothesis of Proposition 4.9. We deduce from that Proposition thatw = ω for t ∈ (γ −1 , T ). We deduce by continuity thatw = w for t ∈ (0, T ).
5 γ > 0. Non existence of non negative solutions for large time.
The measure w defined in Theorem 4.7 is a global weak solution of (1.1),(1.7) for all values of the parameter θ and all possible values of the roots σ 1 and σ 2 . However, as we prove in this Section, it is not always a non negative solution. By uniqueness of the possible extensions of the local solution u, as stated in Theorem 4.7, it follows that it can not be extended to a suitable weak solution beyond t = γ −1 . Our next result is concerned with the sign of the solution ω obtained in Theorem 4.7, and the possible extension of the local solution u to a global non negative solution. Proof of Theorem 5.1 If we define the two following functions of t > 0:
the right hand side of (4.24) may be written as follows:
where, by (1.9), A(t) ≥ 0 and H(t) ≥ 0 for all t > γ −1 . By 15.7.2 in [1] , there exists a constant C = C(σ 1 , σ 2 , γ) such that for all t > 1 γ and m ≥ 0:
Then, for all t > γ −1 , all x > 1 and m ≥ 0
But, from Stirling's formula:
and therefore:
The series in the right hand side defines a bounded function on the domain t ≥ γ −1 , x ≥ R γ for R γ > 0 fixed large enough to have log(γR
We then deduce that, for every t > γ −1 :
Suppose now that θ > 1, from where σ 2 ∈ C \ R, and fix any t 0 > γ −1 . There exists R = R(t 0 ) large enough such that:
Since σ 2 ∈ C \ R, the function x −σ2−γ is oscillatory. Therefore by (5.1), u(t 0 , x) can not remain non negative for all x > R. Proof of Theorem 1.3. Suppose that there exists a non negative weak solutionw satisfying (1.13),(1.22) for some
is then well defined and analytic on S (ρ − δ, ρ + γ + δ) and satisfies (2.2) for any s * ∈ (ρ, ρ + γ). By (1.22) again, we deduce that M u satisfies (4.3). Then we have, by Theorem 4.2,w(t) = w(t) for t ∈ (T, γ −1 ). But, by Theorem 5.1, w is not non negative on (0, ∞) when t > γ −1 , and this contradiction concludes the proof.
The following Theorem on non existence of global solutions follows from the uniqueness result of ) and M µ ∈ satisfies (4.3) for any ρ ∈ (1, σ 2 − γ). By the uniqueness of such solutions proved in Theorem 4.2 it follows that µ = w.
Remark 5.5
The results in [8] are proved for general dislocation measures, for which the corresponding function Φ(s) could be defined only for ℜes ≥ 2. When k 0 as in (1.7), Φ(s) is defined for all ℜes > −1 and the solutions in [8] may then be expected to have moments of order s in a larger interval than ℜe(s) ∈ (1, σ 2 ). That could make Proposition 5.4 to be true under a weaker condition than γ < √ 1 − θ.
6 The case γ < 0.
When γ < 0 the function obtained in Section 3.1
is a solution of (2.2) for all t > 0. If, to obtain a solution to (1.1),(1.7), our purpose was still to take its inverse Mellin transform, the inverse Mellin transform should be defined along a vertical integration curve contained in the half plane ℜe(s) > 0, as in the case γ > 0. But now the poles of Ω(t), namely s = −mγ, m ∈ N, are non negative real numbers. It follows that the moments M u (t, r) of any solution u of (1.1),(1.7) whose Mellin transform is Ω(t, s) will be bounded only for r in an interval (−mγ, −(m+1)γ) for some m ∈ N. For that reason we look for another solution of (2.2)-(2.3)
Still another solution of (2.2)-(2.3).
The function
satisfies:
For σ 0 > 0 fixed let C θ be the following curve in the complex plane:
and define
Proposition 6.1 For all t ∈ (0, (−γ) −1 ), the integral in the right hand side of (6.3) is absolutely convergent and defines the following meromorphic function U 2 (t) in the complex plane:
and
Proof. Using Stirling's formulas in the same way as in Section 4.1, we obtain by straightforward calculation that for all t ∈ (0, (−γ) −1 ) and s ∈ C, there exists a positive constant C = C(s, γ):
The right hand side is exponentially decaying as ζ → −∞ for any ξ fixed. On the other hand, suppose that −γt ∈ (0, τ ) with τ < 1. Then log(−γt) < log τ < 0 and
Therefore, if σ = ξ + iζ ∈ C 1,θ , ξ = σ 0 + θζ and:
If we choose now θ < 0 we deduce:
and, if θ < π log τ the right hand side of (6.8) is also exponentially decreasing as ζ → ∞ and σ ∈ C θ . The function under the integral in (6.3) is then absolutely integrable.
The integral may now be obtained using the method of residues. The poles of the function to integrate are:
and then, for −γt ∈ (0, 1):
We use that, for all m ∈ N:
and obtain, for −γt ∈ (0, 1):
The two series may be summed when −γt ∈ (0, 1):
We deduce:
and the explicit expression of U 2 (t) in (6.4)-(6.6) follows using the expression (6.1) of V 2 (s). The property (6.7) follows now from (6.4)-(6.6) and the well known properties of the Gamma and hypergeometric functions 6.2 The solution v.
We wish now to define a solution u of (1.1),(1.7) by means of a suitable inverse Mellin transform of U 2 (t).
We have already obtained the inverse Mellin transform of Ω 2 in Section 3.2. Some useful properties of Ω 1 are now given in the next Proposition.
there exists a positive constant C such that
Proof. The estimate follows from the expression of Ω 1 and Stirling's formula.
We deduce from the Proposition (6.2) that we may set
and, by classical results on the Mellin and inverse Mellin transform this expression defines a measure
is meromorphic on C with poles located at:
The residues of U 2 (t) at these points are:
Res (U (t, s); s = σ 2 + γ(m + 1)) = (−γt)
Moreover, U 2 satisfies (2.2) for t > γ −1 and s such that ℜe(s) > 1 + γ.
Proof. For each t ∈ (0, −γ −1 ) the functions Ω 1 (t) and Ω 2 (t) are meromorphic on C with poles located respectively at s = −γm, s = σ ℓ + γ(m + 1) and s = −γm, m ∈ N. But, at poles s = −mγ we have:
On the other hand, since
we deduce:
This series may still be summed,
We use now:
from where:
and then,
Therefore, at s = −mγ, the residues of Ω 1 (t) and Ω 2 (t) are equal and therefore, they cancel when combined to obtain the residue of U (t). On the other hand, the residues of Ω 1 (t) at s = σ 2 + γ(m + 1):
and similarly:
Arguing as in the proof of Proposition 4.3, we deduce that U 2 satisfies (2.2) for t > γ −1 and s such that ℜe(s) > 1 + γ.
If θ > 1, for all t ∈ (0, −γ −1 ) the measure v(t) takes positive and negative values on (0, ∞).
Proof. The identity (6.11) follows from Theorem 11.10.1 in [17] and by classical properties of the Mellin transform, u is a weak solution of (1.1),(1.7). It follows from (6.10) and the properties of U 2 (t) that as x → 0:
and we deduce, for all t fixed:
Consider now two values of x:
where ℓ ∈ N has to be fixed. From (6.12):
We chose now ℓ large enough to have:
Proof of Theorem 1.4. We argue by contradiction and suppose that such a local solution, that we denoteṽ, exists on some time interval (0, T ). We may suppose without loss of generality that T < −γ −1 . By hypothesis, Mṽ satisfies all the assumptions in Theorem 7.1. By (6.7), U 2 satisfies (7.1) for any ρ > 1 − γ. By (6.9) and the property (3.5) of Ω 2 , U 2 also satisfies (7.2) for any ρ > 1 − γ. It follows by (6.11) that M v also satisfies the hypothesis of Theorem 7.1 for any ρ > 1 − γ. Then Mṽ(t, s)=M v (t, s) for t ∈ [0, T ), s ∈ S (ρ, ρ − γ) and therefore v(t) =ṽ(t) for t ∈ [0, T ) but this is not possible since v takes positive and negative values in (0, ∞). This contradiction concludes the proof. 7 Appendix.
7.1 Uniqueness of bounded analytic solutions of (2.2).
Theorem 7.1 Given any T > 0 and W 0 (s) a bounded and analytic function on a strip S (ρ, ρ + |γ|) for some ρ > 0, there exists at most one solution W to the equation (2.2) for t ∈ (0, T ), such that, for all t ∈ (0, T ), W (t, s) is analytic on the strip S (ρ, ρ + |γ|), satisfying
Proof. Suppose that we have two solutions W ℓ (t, s), ℓ = 1, 2, analytic on the strip S (ρ, ρ+|γ|), satisfying (7.1)-(7.3) and denote W = W 1 −W 2 . The function W satisfies the same conditions and W (0) = 0. Given any T ′ < T , let α(t) be a C ∞ cutt-off function satisfying α(t) = 1 for 0 ≤ t ≤ T ′ and α(t) = 0 if t ≥ T . If we define:
we have
where the function r is bounded in (0, T ) × S (ρ, ρ + |γ|) and r(t) ≡ 0 for 0 ≤ t ≤ T ′ . We apply now the Laplace transform in t at both sides of (7.4) and obtain, for ℜe(z) > 0 and s ∈ S (ρ, ρ + |γ|):
where, for some constant C > 0,
By the linearity of the equation in (7.5) we may write W = W part + W hom where W hom solves
and W part is a particular solution of (7.5). Arguing as with the function U defined by (4.7) in the Proof of Proposition (4.3) it follows that, if V (s) is the function defined by (4.18), then
satisfies (7.5) and, by (7.6),
It is simplet to write our next argument if we distinguish now the cases γ > 0 and γ < 0, although the proof is completely similar in both cases. Let us then assume from now on that γ > 0. We first perform the change of variables:
For all z ∈ C such that ℜ(z) > z 0 , the function G(z, ζ) is now analytic with respect to ζ for ζ ∈ C \ R + and bounded on C \ R + . We also have, using that W ∈ C((0, ∞) × S (ρ + |γ|)):
We also define:
where log(ζ) = log |ζ| + i arg(ζ), and arg(ζ) ∈ [0, 2π). The equation reads:
If we denote:
where Log(ζ) = log |ζ| + iArg(ζ), and Arg(ζ) ∈ (−π/2, π/2], this is an analytic function on C \ R + and by Plemej-Sojoltski formulas:
e m(z,x−i0) , ∀x > 0. We deduce from the equation: Log γ| log λ| 2π|z| + 1 2π arg − γ log λ 2iπz .
Since Argz ∈ (−π/2, π/2) we have We may then write m(z, ζ) = I 1 (z, ζ) + I 2 (z, ζ) + I 3 (z, ζ) (7.14)
If we take λ 0 = i:
and then, (I 2 + I 3 )(z, ζ) = 1 2π By (7.14), e m(z,ζ) = e I1(z,ζ) e (I2+I3)(z,ζ) . We notice that e I1(z,ζ) = 1 and, as |ζ| → 0: From the boundedness of the function G(z, ·) on C and (7.15)-(7.17), we deduce that for all z ∈ C, ℜe(z) > z 0 , the function C(z, ζ) = G(z, ζ)e m(z,ζ) is bounded as |ζ| → 0 and |ζ| → ∞. It follows that C(z, ·) is independent of ζ. Using (7.15) again lim ζ→0 C(z, ζ) = 0 and we deduce that C(z, ζ) = 0 for all ζ, then G(z) ≡ 0 for all z ∈ C, ℜe(z) > z 0 . Therefore W hom = 0 and then W = W part . Laplace's inversion then yields:
W part (t, s)e zt dz (7.18) for any b > 0. Then, (7.9) implies W (t, s) = W (t, s) = 0 for all 0 ≤ t ≤ T ′ and s ∈ S (ρ, ρ + |γ|).
It is not always possible to apply Theorem 7.1 to the solutions of a Cauchy problem associated to (2.2). That is the case when γ > 0 and consider the solution U , obtained in Section 4, Proposition 4.3. Our next result is then useful: Theorem 7.2 Suppose γ > 0. Given any T > 0 and W 0 (s) such that sW 0 (s) is a bounded and analytic function on the strip S (−γ, ε) for some ε > 0, there exists at most one solution W to the equation (2.2) for t ∈ (0, T ), such that, for all t ∈ (0, T ), sW (t, s) is analytic on the strip S (−γ, ε), satisfying sW ∈ C ([0, T ) × S (−γ + δ, ε − δ)) , for some δ ∈ (0, ε) sup {|sW (t, s)|; 0 ≤ t ≤ T, s ∈ S (−γ + δ, ε − δ)} < ∞. W (0, s) = W 0 (s), ∀s ∈ S (−γ, ε)
Proof of Theorem 7.2. Assume the existence of two such solutions to (2.2) and call W their difference. Then, we define the function:
H(t, s) = sW (t, s)
If ρ > 0 is such that (ρ, ρ + γ) ⊂ (−γ, ε), by our hypothesis on W :
H(0, s) = sW 0 (s), ∀s ∈ S (ρ, ρ + γ).
The proof follows now the same arguments used in the proof of Theorem 7.1, applying to H the same arguments used in the proof of Theorem 7.1 with W . This amounts just to consider the new function Ψ(s) = (s − σ 1 )(s − σ 2 ) s + γ instead of Φ.
We first consider the case where T < γ −1 . Then, all the beginning of the proof of Theorem 7.1 may be exactly reproduced until the formula (7.7), with the interval (ρ, ρ + γ). In order to obtain a particular solution H part of z W (z, s) = Ψ(s) W (z, s + γ) + r(z, s), (7.19) we consider the function: satisfies the equation (7.19 ) and the estimate (7.9) for t ∈ (0, T ).
The argument for H hom is now very similar using the new functions G (t, ζ) = H(t, s) instead of G in (7.10), andψ(ζ), ψ(x) instead ofφ(ζ), ϕ(x) in (7.11), (7.12) . Since ψ(ζ) may still be estimated as in (7.13 ) the end of the argument follows straightforwardly in the same way to prove that H(t) ≡ 0 for t ∈ [0, T ). This proves Theorem 7.2 if T < γ 
