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d.Simulating the Thermal Behavior of Buildings Using
Artificial Neural Networks-Based Coarse-Grain Modeling
Ian Flood, M.ASCE1; Raja R A Issa, M.ASCE2; and Caesar Abi-Shdid3
Abstract: This paper reports on the development of a new approach for simulating the thermal behavior of buildings that overcome the
limitations of conventional heat-transfer simulation methods such as the finite difference method and the finite element method. The
proposed technique uses a coarse-grain approach to model development whereby each element represents a complete building component
such as a wall, internal space, or floor. The thermal behavior of each coarse-grain element is captured using empirical modeling techniques
such as artificial neural networks ~ANNs!. The main advantages of the approach compared to conventional simulation methods are ~1!
simplified model construction for the end-user; ~2! simplified model reconfiguration; ~3! significantly faster simulation runs ~orders of
magnitude faster for two- and three-dimensional models!; and ~4! potentially more accurate results. The paper demonstrates the viability
of the approach through a number of experiments with a model of a composite wall. The approach is shown to be able to sustain highly
accurate long-term simulation runs, if the coarse-grain modeling elements are implemented as ANNs. In contrast, an implementation of
the coarse-grain elements using a linear model is shown to function inaccurately and erratically. The paper concludes with an identification
of on-going work and future areas for development of the technique.
DOI: 10.1061/~ASCE!0887-3801~2004!18:3~207!
CE Database subject headings: Simulation models; Neural networks; Energy consumption; Finite difference method; Thermal
factors; Buildings, residential.Introduction
An important consideration in the design of residential buildings
is their life cycle energy demand. Design decisions such as in-
creasing eaves overhang ~to reduce solar loading! or increasing
the thickness of thermal insulation will reduce energy costs dur-
ing the lifetime of the building, but will also increase initial con-
struction costs. Determining an optimal combination of values for
all design variables is not straightforward. While the impact of
design decisions on construction costs can be easily computed,
the impact on energy consumption requires a sophisticated simu-
lation of the structure for typical occupant usage and thermal
loading profiles. Currently, the only accurate and practicable
means of achieving this is computer-based simulation modeling
using the finite element method ~FEM! or the finite difference
method ~FDM! ~see, for example, Chen et al. 2000!. Unfortu-
nately, FEM and FDM models are cumbersome in that they re-
quire a lot of effort to configure each new version of the model
and, moreover, they are computationally expensive taking several
hours, or even days, to complete a simulation. Consequently, it is
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 J. Comput. Civ. Eng., 200not feasible to test more than a handful of alternative design de-
cisions, and thus the ability to seek an optimal solution is severely
restricted.
This paper describes and evaluates a new approach to model-
ing the thermal performance of buildings, aimed at overcoming
the limitations of the FEM and FDM based methods, using coarse
grain simulation models constructed from artificial neural net-
work ~ANN! modules, as proposed by Flood ~1999!. The paper
first describes the principles underlying the approach, and then
proves the viability of the concept and the validity of its results in
a series of trials.
Coarse-Grain Simulation Modeling Approach
Problems with Fine-Grain Modeling Techniques
FEM and FDM are fine-grain modeling techniques in that a struc-
ture is broken down into many small discrete elements represent-
ing adjacent sections of the system under investigation. The time-
wise behavior of each element ~such as changes in its
temperature! can be resolved in the context of all the neighboring
elements by applying basic thermodynamic theory. This allows
the thermal state of all elements of the model to be determined at
a small increment in time in the future. Advancing the state of the
model in small time steps as such is repeated many times, thus
providing a prediction of the thermal behavior of the system
being modeled. The thermal behavior of a system can be evalu-
ated in this way for a range of environmental conditions and
patterns of usage by building-occupants.
Unfortunately, FEM and FDM suffer from a number of prob-
lems that have prevented them from being used widely to evalu-
ate the thermal behavior of alternative building designs. First,
configuring the discrete elements into a model that is representa-
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d.tive of each new building under investigation requires a lot of
time and expertise from the model-builder. Moreover, even
simple changes in the design of the building ~such as the thick-
ness of insulation used! require a significant reconfiguration of the
model.
The second main problem with FEM and FDM models is that
they typically require a lot of processing time to run a complete
simulation. Even two-dimensional models of relatively simple
buildings can require several days to run a simulation. Moving to
three-dimensional models ~a necessity for simulating the thermal
behavior of buildings! will increase processing time an order of
magnitude. Clearly, lengthy simulation runs as such will reduce
the number of experiments that can be performed when searching
for an optimal building design.
Finally, FEM and FDM models do not always produce results
of an acceptable level of accuracy. The problem has resulted, in
part, from the fact that increasing the accuracy of these models
requires the size of the discrete elements to be reduced. This in
effect increases the number of discrete elements required to
make-up the model; in the case of two-dimensional and three-
dimensional models, a reduction in the size of the discrete ele-
ments results in a geometric increase in the number of those ele-
ments within the model. This, in turn, results in a geometric
increase in the amount of time required to run a simulation. This
limits the minimum size of elements that can be considered, and
thus reduces the accuracy of results that can be achieved. A sec-
ond problem with reducing the size of the discrete elements re-
sults from the fact that most building materials have a heteroge-
neous structure—concrete, for example, comprises sand and
aggregate granules ~some relatively large! bound by cement, and
interspersed with voids. Given that each element in a FEM or
FDM model generalizes the behavior of the constituents as if it
was a homogenous ~rather than heterogeneous! material, then it is
of questionable validity to reduce the size of the modeling ele-
ments to anything approaching the granular size of those constitu-
ents.
This paper reports on a new approach to simulating the ther-
mal behavior of buildings, using coarse-grain models constructed
from artificial neural networks ~ANNs!. The approach, described
in detail below, has been developed specifically to overcome the
problems with FEM and FDM modeling.
Coarse-Grain Elements and their Integration into a
Single Model
The basis of the approach is the construction of a model from a
menu of very coarse-grain modeling elements. The coarseness of
the elements is such that they each represent a complete compo-
nent in a building, such as an exterior wall, interior wall, floor,
enclosed space, or the heating, ventilating, and cooling system.
Most elements will represent composite components comprising a
variety of material types across all three dimensions. Fig. 1 shows
the assembly of coarse-grain elements ~in plan and cross section!
for an example structure. These elements can be divided into two
broad categories: ~1! the boundary elements, typically represent-
ing boundary components between spaces ~examples include
those representing walls or parts of walls, floors, and roof
components!—these only connect to other elements indirectly,
and thus their thermal response is dependent solely on variables
such as their internal structure, their thermal state, the external
temperature, and the internal room temperature; and ~2! the space
elements, typically representing bounded spaces—these connect
directly to all the elements defining a bounded space, integrating
208 / JOURNAL OF COMPUTING IN CIVIL ENGINEERING © ASCE / JULY 2
 J. Comput. Civ. Eng., 200their responses along with other variables describing the bounded
space and its usage. A third type of element could be considered,
representing subsystems such as air infiltration, heating and
ventilating—alternatively, these functions can be integrated into
the boundary and/or spatial elements of a model.
Fig. 2 shows, in more detail, the types of connections that may
exist between the elements and their environment. Part ~a! of the
figure shows typical connections for the boundary modeling ele-
ments. Consider, for example, Element 1, which represents an
external wall. This element receives as input the internal room
temperature ~which is a value output from the space element rep-
resenting the room!, the external temperature, a number of at-
tributes of the wall ~such as, insulation thickness, thermal conduc-
tivity of the insulation, percentage glazing, orientation, and a
shading factor!, and includes recursive-feedback ~measuring, for
example, its mean rate of energy emission/absorption per unit
area!. Note, attributes of the wall are included as inputs to the
element so that it can be used to model a number of variations of
the wall ~for example, the value representing insulation thickness
could be changed in different simulation runs to test the sensitiv-
ity of thermal performance to the thickness of the insulation!. Part
~b! of the figure shows how a space element would connect all the
elements defining a bounded space. In particular, the space ele-
ment receives input from each of the boundary elements ~measur-
ing their rate of energy emission/absorption!, registers attributes
Fig. 1. Assembly of elements for simple structure
Fig. 2. Data input and output connections: ~a! boundary elements
and ~b! with space element added.004
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d.of the space ~such as its volume, heating and cooling usage pro-
files, and ventilation profiles!, and samples and updates the mean
temperature of the space.
The elements are, in effect, integrated into a single model by
an appropriate connection of their inputs and outputs. Element 5
of Fig. 2 predicts the air temperature in the room at the next point
in simulation time (t11). To do this, it receives as input ~among
other values! the mean rate of energy emission/absorption per unit
area for each wall at the current point in simulation time
(t)—these values are outputs from the corresponding wall ele-
ments ~Elements 1 to 4!. Similarly, each wall element predicts its
mean rate of energy emission/absorption per unit area for each
wall for the next point in simulation time using, among other
factors, the current room temperature output from space Element
5. This transfer of information between the elements occurs at
each time step in the simulation run.
Fig. 3 shows an example composite building component ~ex-
ternal wall in this case! and the typical temperature sampling
points of its corresponding coarse-grain modeling element. For
comparison, the figure also shows typical temperature sampling
points for a one-dimensional FDM model of the component. An
example of a complete set of inputs and outputs for the coarse-
grain element representing this component is provided in Fig. 4.
Referring to this figure, it can be seen that the modeling element
predicts incremental changes in the energy emission/absorption
Fig. 3. Spatial sampling points of temperature, for coarse-grain
model and one-dimensional finite difference method model
Fig. 4. Example set of inputs and outputs for coarse-grain modeling
element representing the wall component shown in Fig. 3JOURNAL O
 J. Comput. Civ. Eng., 200rate per unit area of the internal surface of the wall for a given
time step. This value feeds back to the elements inputs, via a
recursive link, where it is added to the input registering the energy
emission/absorption rate per unit area of the internal surface of
the wall ~alternatively, the element could predict the actual energy
emission/absorption rate rather than incremental changes in this
value!. This allows the cooling or heating load on the internal
space to be determined. An internal wall would require predic-
tions of changes in the energy emission/absorption rate for both
surfaces. An external wall or roof would also require an input
registering solar energy loading, particularly if it includes glazing.
Figs. 3 and 4 also show that the coarse-grain modeling element
only samples temperatures in the internal and external spaces. In
contrast, the FDM model must sample temperatures at multiple
points across the wall section in addition to sampling from the
internal and external spaces. Consequently, the FDM approach
requires the model to be rebuilt if there is any change in the
design of the wall, such as the thickness of the insulation. The
coarse-grain approach would not require any rebuilding of the
model to account for such changes—changes in design variables
such as the thickness of insulation or the percentage of glazing in
the wall are represented as inputs to the modeling element and
can be changed by simply adjusting the values at those inputs.
However, the internal thermal state ~temperature distribution!
of the wall will influence the rate of energy emission/absorption at
the internal surface of the wall, and so it may seem that not
including this information would mean the coarse-grain modeling
element has insufficient information to make its predictions. The
solution to this problem is to provide the coarse-grain modeling
element with historic temperature readings sampled from a series
of points in time, for both the external and internal spaces ~see
Fig. 4!. In effect, the modeling approach is substituting spatial
sampling across the wall for temporal sampling of its environ-
ment. The rationale of this approach is that the temperature his-
tories of the spaces either side of the wall are what determine the
internal thermal state of the wall at a given point in time and so
can be used as an alternative for this information. Of course, the
internal thermal state of the wall ~and thus its rate of energy
emission/absorption! will also depend on its structure and com-
position, but this information is already accounted for by other
inputs to the coarse-grain modeling element ~such as that repre-
senting the thickness of insulation! as well as by the element’s
intrinsic operation.
Empirical Model Development
Simulating the thermodynamic behavior of a system requires
some form of modeling of its driving thermodynamic equations.
For fine-grain modeling techniques, such as FDM and FEM, the
equations are established from basic thermodynamic theory and
are discretized in both the spatial and temporal domains to allow
a step-wise simulation of the system’s behavior. However, for
coarse-grain models @whereby each element represents an intri-
cate composite of materials with varying thermodynamic proper-
ties and where the spatially distributed state of the system is sub-
stituted with a thermal-loading history ~as in Fig. 4!# the driving
equations cannot be derived from basic thermodynamic theory,
and so an empirical modeling approach is required. This involves
making discrete observations of the system ~at fixed locations and
instants in time! and then developing some form of mapping
function that provides a best fit to these observations. The element
shown in Fig. 4 would provide a function that maps from the
input variables shown to the left, onto the output variable shown
F COMPUTING IN CIVIL ENGINEERING © ASCE / JULY 2004 / 209
4, 18(3): 207-214 
D
ow
nl
oa
de
d 
fro
m
 a
sc
el
ib
ra
ry
.o
rg
 b
y 
LE
BA
N
ES
E 
A
M
ER
IC
A
N
 U
N
IV
ER
SI
TY
 o
n 
10
/1
4/
16
. C
op
yr
ig
ht
 A
SC
E.
 F
or
 p
er
so
na
l u
se
 o
nl
y;
 al
l r
ig
ht
s r
es
er
ve
d.to the right, and should be accurate across the entire problem
domain. If the mapping function is linear then multivariate linear
regression could be used to derive the function; if it is nonlinear,
then a more sophisticated function derivation tool is required. In
this case, the chosen empirical technique will have to deal with
modeling situations that involve:
1. Nonlinearities in the behavior of the system—this results
from aggregating all elements in a composite into a single
element, some of which behave in a nonlinear manner ~such
as air gaps, air boundary layers, and translucent solids!.
2. The development of the mapping function from very large
numbers of observations—A large number of observations
may be required to ensure all complexities in the mapping
function are represented.
3. Error or ambiguities in observed data—This occurs for sev-
eral reasons, including a generalization of the structure of
each coarse grain element.
4. Large numbers of input variables—This occurs because the
model will have inputs representing a range of design param-
eters ~such as insulation thickness, eaves overhang, and per-
centage glazing!, and will require samples of environmental
variables across time.
The Russian Gaussian Incremental Network ~RGIN! method
~Flood 1991, 1999! @a form of artificial neural network ~ANN!
that constructs mapping functions from Radial-Gaussian func-
tions in a stepwise manner# has been found to work well for
engineering problems that exhibit all of the above characteristics
~see, for example, Gagarin et al. 1994!, and so was adopted for
this study. For comparison, multivariate linear regression was also
considered. Other empirical methods, including alternative forms
of ANN, will be considered in a later study.
Dynamic Operation
The system will provide the model developer with a menu of
alternative ANN modules, each for a different type of building
element. The modules will be assembled into a spatially distrib-
uted configuration that represents the building under investiga-
tion. This assemblage will then be run in a recursive manner,
simulating the time-wise thermal behavior of the building, under
chosen thermal loading and occupant usage profiles.
Sensitivity analyses can be undertaken to determine the impact
of model parameters ~such as percentage glazing on a given wall!
on energy consumption over time, by simply adjusting the value
of the relevant input parameter and monitoring differences in the
performance of the model. Similarly, studies can be undertaken
evaluating the effect of different occupant usage profiles on en-
ergy consumption.
Potential Benefits of the Coarse-Grain Modeling
Approach
The potential advantages of the proposed coarse-grain approach
compared to fine-grain methods, such as FDM and FEM, are as
follows:
1. Model development is greatly simplified since the coarse-
grain approach requires far fewer elements to construct a
model. This advantage increases with the complexity of the
composite structure and the size of the system being mod-
eled, and is particularly significant for two- and three-
dimensional models. For example, a three-dimensional
model of a 1 m2 section of wall ~three-dimensions would
be necessary given that the structure of the wall may vary in
210 / JOURNAL OF COMPUTING IN CIVIL ENGINEERING © ASCE / JULY 2
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elements, may require 20350350550,000 FDM ~or FEM!
elements; similarly, a 3 m33 m33 m box shaped room
would then require 2.7 million fine-grain elements to repre-
sent the walls, floor, and ceiling. Doubling the resolution
would increase the number of elements to 21.6 million. In
contrast, the coarse-grain modeling approach would require
just one element to represent a wall or room space ~indepen-
dent of size!, and just seven elements to represent the walls,
floor, ceiling, and space of a box shaped room.
Developing FDM and FEM models can be further compli-
cated if the model-builder has to determine an appropriate
size for the elements ~and shape in the case of two- and
three-dimensional models! to achieve the desired level of
accuracy in results. A size that is too large will lead to inac-
curate simulation results, whereas a size that is unnecessarily
small will lead to an overly complicated model ~in terms of
numbers of modeling elements! leading to unnecessarily
lengthy simulation runs. Determining an appropriate size and
shape for FDM or FEM elements will require the model-
builder to dedicate a lot of time to testing alternative con-
figurations. The coarse-grain approach requires no such ex-
perimentation.
2. Experimenting with variations in the design of a building is
also greatly simplified by the coarse-grain approach. Not
only are alternative building designs easy to model using the
coarse-grain approach, in many cases no new model is re-
quired. For example, building design variables such as wall
insulation thickness, window size, or eaves overhang, are
represented as input variables to the corresponding coarse-
grain element and thus can be changed by simply adjusting
the values at these inputs. In comparison, FDM and FEM
models require the configuration of the elements to be al-
tered to implement changes in such building design vari-
ables.
3. The amount of time required to run a simulation will be
significantly less for the coarse-grain approach since it com-
prises far fewer elements. For example, in ~1! above it
was seen that a box-shaped room might require millions or
tens of millions of elements for an FDM or FEM model, and
just seven elements for a coarse-grain model. Of course, it
could be argued that if the coarse-grain element is imple-
mented as an ANN then the amount of processing required
to advance the element through one time step could be sig-
nificantly greater than that for an FDM or FEM element
~typically, an ANN will be functionally more complicated
than an FDM or FEM element!. Nevertheless, each ANN-
based coarse-grain element will substitute for many thou-
sands or millions of FDM or FEM fine-grain elements and is
thus still expected to operate several orders of magnitude
faster.
4. A final potential advantage of the coarse-grain approach is
greater accuracy in the simulation results. The accuracy of
FDM and FEM models is dependent, in part, on the fineness
of the modeling elements—the smaller the size of the ele-
ments then potentially the greater the accuracy. However,
there are two practical limits on how far the element size can
be reduced and, thus, the degree of accuracy that can be
achieved. First, the number of elements required in a FDM
or FEM model will increase geometrically with respect to a
decrease in element size, and so very soon the model will
become too large to process in an acceptable period of time.
Second, for heterogeneous materials, it is unlikely that there
will be any significant gain in accuracy by reducing the ele-
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d.ment size once it approaches that of the grains comprising
the material. The coarse-grain modeling approach, on the
other hand, is not subject to these limitations since it
achieves accuracy in representation through empirical emu-
lation ~specifically, through training in the case of ANNs!
rather than through analytical decomposition. However, the
goal of this study is not to prove that the coarse-grain ap-
proach is more accurate, but rather to demonstrate the me-
chanics of the approach ~including the ease with which mod-
els can be developed!, assess its computational demands, and
prove its viability in terms of being able to at least match the
accuracy of an FDM or FEM model. The issue of accuracy is
left to a later study.
There are a number of concerns that could be raised concern-
ing the proposed approach. First, there is the question as to how
many training patterns will be required in order to develop each
ANN-based coarse-grain modeling element to an acceptable level
of accuracy, given that ANNs have a reputation for sometimes
requiring unwieldy quantities of such data. However, if the num-
ber of training patterns required is extremely large, it will only
make the task harder for the initial developers of the tool and will
not impact its end-users.
A second issue with the proposed approach is to do with the
number of different types of coarse-grain element that would have
to be provided in a comprehensive library of building compo-
nents. The intention, however, is to develop the library of com-
ponents in stages, starting with traditional building forms. More-
over, the number of different elements required will be kept to a
minimum since many variations in design can be represented as
input variables to the modeling element. This means that a single
element can be used for a complete family of component designs.
Variants of a traditional stud partition wall, for example, could be
represented by a single type of modeling element, whereby design
variables such as the spacing of studs, the thickness of the gyp-
sum board, and the thickness of the gap, can each be represented
as an input variable to the element. Again, this is an issue for the
initial developers of the tool, not the end-users—that is, it will not
complicate the model-building task.
Related Work
The proposed approach is radically different to the existing meth-
Fig. 5. Trial artificial neural networks module modeling the external
wall component shown in Fig. 3.ods of simulating the behavior of dynamic systems and so there is
JOURNAL
 J. Comput. Civ. Eng., 200limited related work from which to draw direction and make com-
parisons. However, ANNs have been shown capable of simulating
the dynamics of chaotic functions ~Moody and Darken 1989; En-
sley and Nelson 1992!, discrete stochastic construction processes
~Flood and Worley 1995!, and the anisotropic rate-dependent be-
havior of clays ~Penumada et al. 1994!. These works demonstrate
the ability of ANNs to model dynamic functions to the degree of
accuracy necessary to sustain an accurate representation of behav-
ior over many time steps.
Work by Flood ~1999! demonstrated the feasibility of using
ANNs to simulate continuous nonlinear heat transfer processes
for use in situations where the governing equations are poorly
understood. The work proposed here takes this to the next stage,
evaluating the ability of the technique to model composites.
Development of a Trial Coarse-Grain Modeling
Element
Input ÕOutput Structure of the Trial Element
The main objective of this study was to prove the viability of the
proposed coarse-grain approach, in terms of providing a sustained
and accurate simulation of the thermal performance of a compos-
ite structure that exhibits nonlinear behavior. A coarse-grain ele-
ment representing the external wall section shown in Fig. 3 was
developed for this purpose. The thermal behavior of the wall is
nonlinear due to the convective heating and cooling at its sur-
faces. The performance of the element was evaluated both statis-
tically ~for a set of one-off example environmental conditions!
and in application ~for an extended simulation run!.
The sets of inputs and outputs chosen for this example element
are shown in Fig. 5. A maximum of eight historic external air
temperatures were included as part of the input, ranging from (t
21 h) to (t28 h) ~this number is varied later as part of a sensi-
tivity analysis assessing the dependence of modeling error on the
number of temperature histories used as inputs!. The internal air
temperature, insulation thickness, and surface temperature of the
inside of the wall, make up the three remaining inputs to the
element. A single internal air temperature was considered for this
trial, although in future studies a set of histories of internal tem-
peratures will be required to allow for greater modeling accuracy
for situations where the internal air temperature varies sharply in
time. The wall’s internal surface temperature was selected as a
parameter in this study since, if it is constant across the wall’s
surface, it allows direct computation of the rate of energy
emission/absorption between the wall and the room. However, in
future studies ~in which the wall’s internal surface is considered
to vary across its width and height! a more convenient parameter
to predict would be the average rate of energy emission/
absorption per unit area of the wall—this way, it will be possible
to avoid complicated non-linearities in the calculation of the total
energy emission or absorption of the wall per time unit.
The output from the coarse-grain element is the change in the
wall’s internal surface temperature over a small increment in time
~for this study, one-minute time intervals were considered!. This
value is fed back to the appropriate input of the element, where it
is added to the previous value, as indicated in Fig. 5. Alterna-
tively, the coarse-grain element could have been developed to
predict the actual temperature of the wall’s inside surface at the
next point in time, which would then be fed back to the inputs to
become the new internal surface temperature at the current point
in time.
OF COMPUTING IN CIVIL ENGINEERING © ASCE / JULY 2004 / 211
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d.Training and Testing the Artificial Neural Network
Implementation of the Trial Element
Development of an ANN requires a representative set of examples
~training patterns! of how the system behaves under different cir-
cumstances. In this case ~referring to Fig. 5!, each training pattern
will specify what output value the ANN should generate ~the
change in the wall’s inside surface temperature over the next
minute! in response to a given set of input values ~the current
inside surface temperature of the wall, the recent history of exter-
nal air temperatures, the internal air temperature, and the thick-
ness of the insulation!. For this study, it was decided to establish
the training patterns using a FDM model of the wall, with a 4 cm
spacing between the centers of each element, as shown in Fig. 3
~Chen et al. 2000; Holman 2002!. Although this would not allow
an assessment of whether the coarse-grain approach can produce
more accurate results than FDM or FEM, it would establish the
viability of the approach. If the ANN-based coarse-grain approach
is shown to be able to replicate the performance of FDM models,
then it will at least provide a superior tool in terms of ease of use
by the end-user and speed of processing a simulation. The poten-
tial advantage of greater accuracy will be the subject of a later
study in which the ANN-based coarse-grain elements will be
trained using observations from a real building ~the Building
Products Test Facility at the University of Florida!.
Training and testing patterns were generated from 15 FDM
simulation runs, each using a different combination of insulation
thickness and internal air temperature. Three alternative insulation
thicknesses were considered ~12, 16, and 20 cm! along with five
alternative internal air temperatures ~ranging from 15°C to
19°C). Each FDM simulation was run for a one-year period,
using the outdoor air temperature profile measured at Alexandria,
Kentucky, for year 2001 ~NOAA 2001!. At random points in time,
the state of the system was measured to generate a training pattern
for the ANN. A total of 8,250 training patterns were produced in
this way ~the memory limit of the ANN software!. The range in
the values of the outputs for the training patterns was
20.00569165°C/min to 10.022335968°C/min. Similarly, a set
of 5,250 testing patterns were generated for evaluating the perfor-
mance of the ANN.
Figure 6 shows progress in the performance of the ANN dur-
ing the training process. Performance is measured as the mean
absolute error for all patterns in the training set. A distinctive
feature of the RGIN system ~Flood 1991, 1999! is that it develops
the ANN one hidden neuron at a time, with each hidden neuron
being trained on the part of the problem the previous hidden
Fig. 6. Learning curves for artificial neural networks trial elementneurons failed to learn ~the residual error!. As more hidden neu-
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set of training patterns is reduced. Thus, the curves in Fig. 6 show
performance relative to the number of hidden neurons developed
for the network. The lower curve shows progress in performance
for the set of training patterns, while the upper curve shows
progress for the set of test patterns ~those patterns not used to
train the network!. The test patterns give a more accurate assess-
ment of how the ANN will perform in an actual application. Typi-
cally, training should proceed until there is no significant im-
provement in the performance of the ANN as measured for the
test patterns. From Fig. 6 it can be seen that the rate of improve-
ment for the test patterns was minimal by the time 350 hidden
neurons had been trained—training was, therefore, stopped at this
stage. Each hidden neuron in a RGIN network comprises almost
exactly the same amount of information as a training pattern—
consequently, this represents a data compression ratio of 23.57
~8,250/350!.
Fig. 7 plots the ANN prediction versus the FDM targets for
each pattern in the training set. Fig. 8 shows similar results for the
testing patterns. If the ANN had learned all training patterns per-
fectly, then all points in Fig. 7 would fall on the line indicated.
More importantly, if the ANN had developed a perfect model able
to generalize to examples of the problem not used in training,
then all points in Fig. 8 would fall on the line indicated. It can be
seen from these plots that the ANN provides consistently good
performance across the range of possible output values, and there
Fig. 7. Correlation between artificial neural networks predictions and
finite difference method targets for training patterns
Fig. 8. Correlation between artificial neural networks predictions and
finite difference method targets for testing patterns004
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d.are no distinct outlying points ~representing large localized errors
in the ANN model!. Moreover, the correlation coefficient of
0.971207 for the testing patterns indicates the ANN is an excel-
lent predictor of the FDM target. The ultimate test of the ANN
however, will be its ability to sustain accurate performance in a
lengthy simulation—this will be considered in the next section.
An important question concerning the design of the coarse-
grain element is how many historic temperature readings to use,
and at what time intervals. For this trial, eight historic tempera-
tures were considered, at hourly intervals. The appropriate num-
ber and timing of these temperature samples will, of course, de-
pend on the structure of the wall—thicker walls, for example, will
probably require a longer history of air temperatures since the lag
in thermal response between the exterior and interior surfaces will
be longer. To gain insight into this problem for the wall structure
considered in this study ~see Fig. 3!, a sensitivity analysis was
performed, ranging the number of external air temperature
samples from 8 to 4 and retraining the ANN for each configura-
tion. The performance of the variations of the ANN, for the set of
testing patterns, is plotted in Fig. 9. As might be expected, the
error accelerated with a reduction in the number of historic tem-
perature readings included in the model. The curve also implies
that further improvement in the ANN could be achieved by add-
ing more historic inputs—however, the value of this can only be
determined when the ANN is used for simulation.
Linear Model Implementation of the Trial Element
Although the thermal behavior of a wall component is nonlinear
~due to the convection at its surfaces!, it was decided to compare
the performance of the ANN with a linear model. If the linear
model can perform sufficiently well then it would be the better
choice since it is much simpler in form than the ANN. The linear
model was developed for the same patterns used to train the
ANN, using multivariate linear regression analysis by the ‘‘least
squares’’ method. The correlation between the linear model and
the FDM target, for the testing patterns, was found to be
0.9938181. This was actually slightly better than the value ob-
tained for the ANN ~0.971207!, although this does not necessarily
mean that the linear model will out perform the ANN during a
lengthy simulation, as is found to be the case in the following
section.
Simulation Results and Analysis
The ANN and linear models were tested in a one-year simulation,
Fig. 9. Sensitivity of error on testing patterns to varying the number
of historic external air temperatures used at inputsusing a 15°C internal air temperature and 16 cm insulation thick-
JOURNAL O
 J. Comput. Civ. Eng., 200ness. The 15°C internal air temperature value was selected since
it falls at the edge of the problem domain defined by the training
patterns, a location where ANNs often do not perform so well.
The external air temperature profile for the simulation was that
measured at Alexandria, Kentucky, for year 2001 ~NOAA 2001!.
One trait of ANNs is that after training for an extended period,
they can start to ‘‘memorize’’ the training patterns—that is, they
can start learning the individual training patterns without provid-
ing a good generalization of the function at points in between
those patterns. This can make the ANN biased, with a tendency to
either overestimate or underestimate values at points in between
the training patterns. For the ANN developed in this study, a small
positive bias was apparent for the testing patterns, having an av-
erage error of 0.000,001,4°C/min. After completion of the simu-
lation run, this bias was used to calibrate the simulation results,
reducing the predicted output at each time step by the bias mul-
tiplied by the iteration number. For fairness in comparison, the
linear model was redeveloped using both the training and testing
patterns.
The results for these simulations are shown in Figs. 10 and 11.
The first of these figures shows the wall internal surface tempera-
ture profiles, for Days 1 and 2 in the simulation, produced by both
the ANN and linear models—for comparison, the target profile ~as
produced by the FDM analysis! is also shown. Fig. 11 shows the
same information for Days 364 and 365. For the first two days of
the simulation, the profile produced by the ANN is so close to the
target that the two are indistinguishable. The linear model, while
Fig. 10. Results for Days 1 and 2 of simulation run
Fig. 11. Results for Days 364 and 365 of simulation runF COMPUTING IN CIVIL ENGINEERING © ASCE / JULY 2004 / 213
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d.following the general trend of the target, very quickly develops
significant errors. For Days 364 and 365 of the simulation, it can
be seen that the ANN output is still fairly accurate and is follow-
ing the trend of the target very closely. The linear model’s tem-
perature profile includes some very large errors and has a trend
that bears no resemblance to the target profile. Moreover, better
results could probably have been obtained for the ANN if the
calibration factor had been applied following every iteration dur-
ing the simulation ~rather than after the simulation had been com-
pleted! so that the errors would not compound. This approach to
calibration will be considered in a later study.
Although the linear model did not perform well in the simula-
tion, the fact that it had a very high correlation coefficient for the
testing patterns indicates that it was able to model a large part of
the problem. This suggests that a hybrid model may be possible,
comprising a linear model representing the basic trend of the
mapping function, and an ANN model ~developed using the
RGIN system! to fine-tune the mapping function. The potential
advantage would be an ANN model with a greatly reduced num-
ber of hidden neurons, allowing for faster processing.
Model Complexity and Simulation Speed
The simulation of the thermal behavior of a building will ulti-
mately require the models to operate in three spatial dimensions.
For the wall component considered in this study ~see Fig. 3!, with
16 cm of insulation, a height of 3 m, a length of 3 m, and a
sampling spacing of 1 cm, the FDM modeling approach would
require in the order of 3,510,000 (3933003300) modeling ele-
ments.
In computational terms, each FDM modeling element is
roughly comparable to a hidden neuron in an ANN-based coarse-
grain modeling element. Given this, a 350 hidden neuron ANN
~such as that developed for this study! would operate over 10,028
times faster than the FDM model of the wall—a simulation run
for the FDM model that took say 24 h to execute could be com-
pleted by the ANN-based coarse-grain model in less than 9 sec-
onds.
Conclusions and Recommendations
The paper has proposed and demonstrated the viability of a novel
approach to simulating the time-wise thermal behavior of build-
ings, using models built from coarse-grain elements. A series of
experiments, using ANNs to implement the coarse-grain ele-
ments, showed the approach capable of sustaining a long and
accurate simulation of the thermal behavior of a composite wall.
The new approach has several important advantages over conven-
tional simulation methods ~such as FDM or FEM!: ~1! models
comprise very few elements and so can be assembled very easily;
~2! testing the impact of a design variable ~such as insulation
thickness! can be undertaken by changing the value of a corre-
sponding input to the model, without having to reconfigure the
whole model; and ~3! simulations will run many orders of mag-
nitude faster than conventional simulation methods. Moreover,
the approach has the potential to provide results that are more
accurate than conventional simulation techniques, if training of
the ANNs is performed using observations of the performance of
real systems.
The study also considered the possibility of using linear mod-
eling techniques to implement the coarse-grain elements, but
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under investigation! the resultant simulations performed ex-
tremely poorly.
The next stage in the work is to test the performance of the
proposed approach using two-dimensional and three-dimensional
assemblies of modeling elements, representing systems with en-
closed spaces. A second major extension to the work will be the
training of the ANN modeling elements using data collected from
a real building, and determining whether that allows greater ac-
curacy in results to be obtained relative to the conventional FDM
and FEM simulation techniques.
Other developments and experiments will include: ~1! increas-
ing the number of input parameters to a modeling element to
allow for other attributes ~such as percentage glazing, orientation,
and solar loading profiles!; ~2! testing alternative function mod-
eling tools for implementing the modeling elements, including
multiple nonlinear regression, and a hybrid of an ANN and linear
model ~the latter approach may reduce significantly the number of
hidden neurons required in a model!; ~3! comparing the perfor-
mance of the system for alternative types of output from the mod-
eling elements ~such as, predicting changes in the rate of energy
transfer per time step, versus predicting the actual rate of energy
transfer at the next point in time!; and ~4! performing a thorough
analysis of the sensitivity of simulation results to varying the
number of historic sampling points used as inputs to the elements.
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