A common problem in multivariable calculus is to derive formulas for the slope and y-intercept of the least squares linear regression line, y = mx + b, of a given data set of n distinct points, (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n ), with all the x i different. We recall that the problem is to find the pair (m, b) that minimizes the function
the sum of the squares of the deviations.
Whereas deriving the formulas, most often by setting the gradient of f equal to the zero vector and solving for m and b (see below) is a relatively straightforward computation, using the second partials test to verify that the formulas provide a local minimum is not so easy. The crucial part of the proof is to show that
holds at the critical pair. ([1] proves this by induction, see also [2] ). The purpose of this capsule is to show how one can use the Cauchy-Schwartz inequality to give a quick and relatively self-contained proof of inequality (1). We feel that this proof would work well in either lectures or given as a project. It also shows another use of the Cauchy-Schwartz inequality outside of the context of vector algebra, and we hope it becomes more widely known.
For ease of notation, let
Setting the gradient
equal to the zero vector, and solving for m and b gives the standard formulas [1]
By the second partials test, this pair will be a local minimum if f mm > 0 and
Let v = 1, 1, . . . , 1 and w = x 1 , x 2 , . . . , x n . Note that these vectors are not parallel since all the x i are different. By the Cauchy-Schwartz inequality, | v · w| < v w . Hence, we get
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2 ) > 0, and we are done.
Acknowledgment. I wish to thank the referee for helpful suggestions and comments. Back in the dark ages of slide rules when I was in high school we had a chemistry lab assignment in which we were instructed to fit a line to the data collected in our experiment. Our sole guideline was to make the line look reasonable. In what was probably my only mathematical inspiration in high school, I figured that one should be able to calculate what this line was if one had had a criteria for "best." Not knowing anything about the least squares criterion, I decided the "best" line should pass through the average point and have slope equal to the average of all line segments passing through at least two data points.
As we know, as far as the least squares criterion goes, I got it half right: the line does pass through the average point. In what follows we will see that that intuition leads to an algebraically simple derivation of the the equation of the line the gives the best fit according to the least squares criterion.
Linear regression and the least squares criterion. The method of least squares for fitting a curve to data was first published by A. M. Legendre in 1805. The problem to be solved is, given a set of functions F and a set of data points
In other words, find the function f whose graph is "closest" to the data.
For the sake of simplicity, we will consider 
