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We present a variational data assimilat ion approach based on a Moving Horizon Estimation 
(MHE) applied to  the HBV hydro logical model. This framework enables the modification of 
the model inputs precipitation and temperature as well as the model states soil moisture, upper 
zone storage and lower zone storage. It considers data products for snow cover, snow water 
equivalent and soil moisture and observed streamflow. 
The performance of the framework is evaluated for three test sites: i) the data–dense 
catchment of the upper Main River (2419 km
2
), Germany, for which the HBV model already 
produces excellent results, ii) a  comparable upstream catchment of the Nahe River (1468 km
2
), 
Germany, and iii) a data-sparse environment in the upper basin of Karasu River in Turkey 
(10,275 km
2
). The added value of the data assimilat ion approach is relatively limited in the case 
of (i) and (ii), but more substantial for the data-sparse environment (iii) with only a limited 
amount of operational ground data. 
 
INTRODUCTION  
 
Data assimilat ion plays an important role in real-time flow forecasting systems. The main  
purpose is to provide updated model states using recent observations. These states are then used 
as initial conditions for the subsequent forecasts to achieve a better forecast lead time accuracy. 
This concept is referred to  as sequential data assimilation  [14]. The basic idea behind it  is to 
combine observations and model simulations in an optimization problem that improves the 
quality of both observed and simulated data [11]. There are various data assimilat ion 
techniques, of which the most commonly used are the Ensemble Kalman Filter (EKF), the 
Particle Filter and variat ional methods [1][3][4][5][10]. The last approach is essentially an  
optimization procedure that adjusts uncertain variables and/or parameters to obtain the best fit 
between model states and observations .  
Applications of spatially distributed data assimilat ion techniques in hydrological models 
have been actively studied using different types of approaches [7][9][11]. To provide the 
hydrologic community with relevant products derived from the raw satellite observations, the 
European Organization for the Exploitation of Meteorological Satellites  (EUMETSAT) 
established the Satellite Application Facility on Support to Operational Hydrology and Water 
Management (H-SAF) in 2005. The objectives of H-SAF are twofo ld: i) provide products 
derived from existing and p lanned satellites for operational hydrology in  adequate space-time 
resolution, ii) validate the products by means of comparing the satellite-derived observations 
with radar measurements and with data from synoptic observation networks, by assimilating the 
satellite-derived products into hydrological models and by assessing the impacts of the products 
on hydrological applications. The currently available and operational H-SAF products include 
information about precipitation, snow and soil moisture conditions. 
Data assimilation is used in this study to integrate remote sensing data into hydrological 
models to improve the lead time performance of streamflow forecasts in the context of 
operational hydrological forecasting systems. The purpose here is to present a variational 
approach based on a Moving Horizon Estimat ion (MHE) applied to the HBV hydrological 
model. The novel framework enables the modification of the HBV inputs precipitation and 
temperature as well as the model states soil moisture and the upper and lower storage terms of 
the conceptual model. It aims at the future integration of H-SAF data products for snow cover, 
snow water equivalent and soil moisture. The main advantage of this approach is the highly 
flexib le fo rmulat ion of distance metrics for the introduction of noise into the model and the 
agreement between simulated and observed variables as well as its robustness regarding non -
equidistant, noisy and partially missing data. 
 
METHODOLOGY 
 
Our dedicated implementation of the HBV model is documented in Schwanenberg et al. [12] 
and follows the methodology of Bergström [2] and Lindstrom et al.[8]. It strict ly considers an 
implementation according to: 
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where x, y, d are the state, output and external forcing vectors, respectively, u, v are noise terms, 
f, g are functions representing arbitrary linear or nonlinear components of the HBV model and k  
is the time step index.  
Based on Eq. (1)-(2) above, we formulate the Moving Horizon Estimation (MHE) for a 
forecast time k = 0 over an assimilat ion period k  = [-N+1, 0] of N  ≥ 1t ime steps by an 
optimization problem according to: 
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where 
kk yx ˆ,ˆ are observations of the state and the dependent variable vectors, ║.║ is a suitable 
norm penalizing the deviation between observed and simulated quantities and the introduction 
of noise by the data assimilation procedure, wx,y,u,v are weighting coefficients for defin ing the 
trade-off between different penalties. Furthermore, the noise terms get bounded by inequality 
constraints. For the sake of simplicity, our formulation considers constan t bounds only. 
The key to the efficient solution of the optimizat ion problems above, in particu lar in  
operational applicat ions with runtime restrictions, is the computation of the derivatives of the 
objective function we refer to as  J (u, v) for applying gradient-based optimizers such as IPOPT 
[13]. Since numerical differentiat ion is a computational burden for larger optimizat ion problems 
and introduces truncation errors, we rely on adjoint modelling based on algorithmic 
differentiation in reverse mode for tracing back first-order derivatives backwards in time 
through the model [6]. 
To evaluate the data assimilation procedure, we distinguish the assessment of model 
performance and forecast lead t ime performance. The first one is used for evaluating  the model 
calibrat ion and validation. Furthermore, it serves as a measure of the potential impact of a 
specific assimilation on model outputs under consideration of the model structure. For example, 
the modification of a zero precipitation does not contribute to a state update if the simulated 
streamflow is already too high. The second one shows benefits of data assimilation procedures 
and their updated model states in the forecasts results. We use:  
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where BIAS is the b ias between observation 
kxˆ  and simulat ion kx , RMSE is the Root Mean 
Square Error, R2 is the correlation coefficient and NSE is the Nash-Sutcliffe model efficiency. 
For assessing the forecast lead time accuracy, we reformulate the indicators in Eq. (5)-(8) 
according to the example: 
 
0
,
1
1
ˆL k k L
k N
BIAS x x
N  
   (9) 
 
where L is the forecast lead time we want to assess and the value x
k, L
 indicates the value of a 
forecast with a forecast time of k-L. 
 
RESULTS 
 
Study Areas and Model Setups 
The data assimilation method is tested for three catchments. We select two headwater 
catchments in Germany as representatives of a data-rich environment: The first is a headwater 
catchment of the River Main (Main1), located upstream of gauge Schwürbitz with a drainage 
area of about 2419 km², of which 40% is covered with forest. Elevation ranges between 250 m 
and 1100 m above sea level (ASL). The mean annual discharge at gauge Schwuerbitz is 30.1 
m³/s fo r the observation period 1941-2009. The second is the headwater catchment of the River 
Nahe (Nahe1), which is located upstream of gauge Martinstein. It has a drainage area of 1468 
km² with 60% covered by forest and an elevation between 150 m and 800 m ASL. The mean  
annual discharge at gauge Martinstein for the period 1963-2011 is 15.8 m³/s. Both catchments 
are located in low mountain ranges with no considerable groundwater supply. Our third case is 
the Karasu catchment in Turkey, located upstream of gauge Kemah, in a data -sparse 
environment, with an area o f 10,275 km
2
. Main land types are pasture, shrub, grass and 
wasteland. Elevation ranges in altitude from 1125 to 3487 m ASL. 
 
Calibration and Validation Results 
The HBV model performance in the calibrat ion and validation period is shown in Table 1. The 
two catchments located in Germany have a better model performance than the Turkish case. We 
suspect this is because of the much better data availability both in time and space scales. 
 
Table 1. Model performance in calibrat ion and validation periods  (1962-2006 / 2007-2012 for 
the German test sites, 2001-2008 / 2009-2012 for the Turkish basin) 
Basin Av. Flow Calibration Validation 
  
Q BIAS RMSE R2 NSE BIAS RMSE R2 NSE 
[m
3
/s] [m
3
/s] [m
3
/s] [-] [-] [m
3
/s] [m
3
/s] [-] [-] 
Karasu 85.14 -1.49 33.22 0.840 0.840 -6.69 34.07 0.75 0.74 
Main1 31.05 1.37 11.26 0.912 0.909 -1.22 14.21 0.85 0.85 
Nahe1 15.65 -0.43 6.858 0.917 0.917 -1.72 8.14 0.87 0.87 
 
Assimilation Results 
The first experiment tests the response of the model to the assimilation of individual variab les , 
such as precipitation, by assessing the maximum agreement between observed and simulated 
streamflow. Therefore, we permit a large variation of the variable and place a high emphasis on 
streamflow deviat ions. The experiment is also used as a technical verification of the proper 
functioning of the data assimilation procedure. 
Table 3 shows the impact of all the assimilat ion variables in each basin. The highest impact 
on the assimilat ion procedure is achieved by using the upper zone state and a combination of all 
variables. The b iggest improvement is found in the Karasu catchment, in which NSE shifts 
from 0.839 without data assimilation to 0.987 using only assimilat ion of the upper zone state. 
Main1 and Nahe1 catchments already perform above 0.90 without data assimilation, although 
the impact of assimilation increases to a maximum to  an almost perfect fit  between observed 
and simulated streamflow. 
It is obvious that model modifications in components which are closer to the model’s 
response are more effective in terms of the model performance improvement. Since this is not a 
value in itself, the next experiment will assess if the modifications lead to a better lead time 
performance of the forecasts. 
 
 
Table 2. Model performance of a simulation run without data assimilation in comparison to a 
run with different data assimilation setups 
Basin 
Mean 
flow 
[m
3
/s] 
Perf. 
Ind. 
Without 
DA 
DA 
(∆P) 
DA 
(∆T) 
DA 
(∆SM) 
DA 
(∆UZ) 
DA 
(∆LZ) 
DA 
(ALL) 
Karasu 84.99 
BIAS -1.49 -1.51 -2.82 -0.10 0.77 1.34 -0.06 
RMSE 33.22 19.05 15.61 16.33 9.38 21.32 3.58 
R2 0.843 0.948 0.966 0.961 0.987 0.934 0.998 
NSE 0.839 0.947 0.965 0.961 0.987 0.934 0.998 
Main1 31.05 
BIAS 1.372 0.369 1.227 -0.853 0.401 0.2 0.038 
RMSE 11.261 6.358 7.177 8.393 4.425 5.813 1.729 
R2 0.912 0.971 0.964 0.951 0.986 0.976 0.998 
NSE 0.909 0.971 0.963 0.950 0.986 0.976 0.998 
Nahe1 15.65 
BIAS -0.431 -0.183 -0.36 -0.815 0.077 0.11 -0.008 
RMSE 6.858 3.467 4.905 5.117 1.735 3.395 1.093 
R2 0.917 0.979 0.958 0.956 0.995 0.980 0.998 
NSE 0.917 0.979 0.958 0.954 0.995 0.980 0.998 
 
In a next step, we conduct a hindcast experiment for the Main1 model using a period of three 
years (Dec 2003-Dec 2006) and assess the lead time performance of forecasts based on 
assimilated system states generated by the procedure above. 
The lead time dependent Mean Average Error (MAE) is presented in Figure 1. The 
constant value of approximately 7.1 m
3
/s shows the performance without data assimilation and 
represents the reference for the different assimilation setups. All runs show an improvement of 
the MAE over all lead t imes with respect to the case without assimilat ion, except for the one 
which assimilates soil moisture. Best results are achieved by the assimilation of the upper and 
lower zone states. 
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Figure 1. Mean Absolute Error (MAE) at different lead times for indiv idual assimilat ion 
variables of the Main1 hindcast in the period Dec 2003 – Dec 2006. 
 Potential Benefits using H-SAF Products 
The use of H-SAF products allows the integration of observations of snow coverage, snow 
water equivalent and soil moisture in the assimilat ion procedures. These terms are introduced in 
the objective function by defin ing a norm for the agreement  between observations and model 
simulations. Since the time overlap between validated observations and H-SAF products is still 
small, we assess the potential benefit of these products by another experiment. First, we 
generate a set of “perfect” observations for snow coverage, snow water equivalent and soil 
moisture by using the existing model outputs. Then, we introduce noise to the model inputs. 
Finally, we conduct a hindcasting experiment and assess the lead time performance of the noise 
model in combination with the different data assimilation setups. 
Figure 2 shows the largest failure of the assimilation procedure fo r a snow melt event in 
March 2006. Since the temperature is below zero in most elevation zones before March 23, the 
modification of precipitation does not lead to a significant improvement of the assimilated 
streamflow. However, the assimilation procedure increases precipitation significant ly, to 
achieve at least small streamflow improvements. This results in a large increase of the snow 
water equivalent. The temperature suddenly increases on March 24 and triggers a considerably 
overestimated streamflow in the forecast due to excessive snow melt. Snow water equivalent 
and streamflow get back into a realistic range as soon as the assimilation procedure captures the 
observed discharge increase in the newer forecasts for March 25-26. 
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Figure 2. Lead  time performance of the Main1 model for a flood event in March  2006 using 
observed discharge in the assimilation: i) above: comparison of observed and (assimilated) 
forecasted streamflow of forecast times between March 23-26, ii) below: comparison of 
“perfect” and assimilated snow water equivalent for the same forecasts. 
 
Let us assume the availab ility of a basin-averaged, observed snow water equivalent. In  this 
case, we can use the product to support the assimilation of precip itation. Because of the low 
sensitivity of the streamflow to a precipitation change, the assimilat ion procedure has much 
freedom to approximate the simulated snow water equivalent to the observation (Figure 3). The 
subsequent streamflow forecasts consider the adjusted states and show major improvements in 
the forecast lead time performance. 
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Figure 3. Lead  time performance of the Main1 model for a flood event in  March 2006 using 
observed snow water equivalent and d ischarge in the assimilation: i) above: comparison of 
observed and (assimilated) forecasted streamflow of forecast times between March 23-26, ii) 
below: comparison of “perfect” and assimilated snow water equivalent for the same forecasts.  
 
CONCLUSIONS 
 
A reimplementation of the HBV model with an adjo int mode fo r computing first-order 
derivatives enables its efficient application in variational data assimilat ion approaches such as 
the Moving Horizon Estimation. The combination of HBV and MHE forms a flexib le 
framework to assimilate H-SAF products such as snow coverage, snow water equivalent and 
soil moisture into the model by modifying the model inputs precipitation and temperature as 
well as the soil moisture state. The additional availability of observed discharge enables a 
simultaneous assimilation of upper and lower zone states. 
The novel framework has been successfully validated in several experiments and shows the 
potential benefit  of the new H-SAF data products. Future research will focus on the further 
practical validation of these products in additional hindcasting experiments. Whereas the lead 
time improvements in  data-dense environments such as the Main1 and Nahe1 catchments are 
limited, a significantly higher benefit is expected for data-sparse environments such as the 
mountainous Karasu basin. 
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