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‘What’s felt in the blood and felt along the heart is not data waiting for concepts to
convert it into meanings, but might be a sanguine fire no less meaningful for really being
there’.
Simon Jarvis, Clear as Mud, Jacket 24
‘I put people on the map that never seen a map / I show ’em something they ain’t never
seen / And hope they make it back’.
M.I.A, 20 Dollar
Imperial College of Science, Technology and Medicine
Abstract
Department of Surgery and Cancer
Faculty of Medicine
Imperial College London
Doctor of Philosophy
by Harry Brenton
Research objectives. 1) To create an original and useful software application; 2) to
investigate the utility of dyna-linking for teaching upper limb anatomy. Dyna-linking
is an arrangement whereby interaction with one representation automatically drives the
behaviour of another representation.
Method. An iterative user-centred software development methodology was used to build,
test and refine successive prototypes of an upper limb software tutorial. A randomised
trial then tested the null hypothesis: There will be no significant difference in learning
outcomes between participants using dyna-linked 2D and 3D representations of the upper
limb and those using non dyna-linked representations. Data was analysed in SPSS using
factorial analysis of variance (ANOVA).
Results and analysis. The study failed to reject the null hypothesis as there was no
significant difference between experimental conditions. Post-hoc analysis revealed that
participants with low prior knowledge performed significantly better (p = 0.036) without
dyna-linking (mean gain = 7.45) than with dyna-linking (mean gain = 4.58). Partici-
pants with high prior knowledge performed equally well with or without dyna-linking.
These findings reveal an aptitude by treatment interaction (ATI) whereby the effective-
ness of dyna-linking varies according to learner ability. On average, participants using
the non dyna-linked system spent 3 minutes and 4 seconds longer studying the tutorial.
Participants using the non dyna-linked system clicked 30% more on the representations.
Dyna-linking had a high perceived value in questionnaire surveys (n=48) and a focus
group (n=7).
Conclusion. Dyna-linking has a high perceived value but may actually over-automate
learning by prematurely giving novice learners a fully worked solution. Further research
is required to confirm if this finding is repeated in other domains, with different learners
and more sophisticated implementations of dyna-linking.
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Chapter 1
Introduction
‘Locked within 3D biomedical images is considerable information about the
objects and their properties from which the images are derived. Efforts to un-
lock this information to reveal answers to the mysteries of form and function
are couched in the domain of image processing and observation’.
Bruce Cameron, Virtual Reality Assisted Interventional Procedures (2006)
1
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1.1 Introduction
This chapter starts by outlining the political, economic and educational drivers for the
research presented in this thesis. A short history of 3D representations in anatomy teach-
ing is given and commonly occurring terms are defined. The two research objectives are
stated: 1) to create an original and useful software application; 2) to investigate the
utility of dyna-linking for teaching upper limb anatomy (dyna-linking is an arrangement
whereby interaction with one representation automatically drives the behaviour of an-
other representation). The organisational layout of the thesis is described and relevant
publications by the author are listed.
1.2 Background
Drivers for this research
The political and economic demands of delivering a modern healthcare system have
brought about radical changes within medical education, most notably a reduction in
training hours mandated by the European Working Time Directive. Undergraduate and
postgraduate curricula have been restructured with the aim of educating the next gen-
eration of doctors faster, and for less money. As part of a solution to this problem the
Chief Medical Officer has called for more training using 3D computer simulations (Don-
aldson 2009) and the Department of Health is exploring the educational potential of 3D
computer generated models for anatomy teaching (Department of Health 2011).
Human anatomy is at the core of the curriculum for every medical school. Reductions in
training time have emphasised the need to focus anatomy tuition upon topics that will
be the most relevant to medical students in their future careers (Aziz et al. 2002, Ellis
2001, Pereira 2007). 3D computer generated models are now widely used as a supplement
to traditional teaching methods. However, practitioners have expressed concerns about
their instructional value (Burmester et al. 2004, Mitchell & Stephens 2004, McLachlan &
Patten 2006). A lingering scepticism persists about the value of 3D computer generated
anatomy, and criticism has been especially vocal from anatomists who view the use of
electronic resources as part of a wider challenge to the tradition of dissecting human
cadavers (Ellis 2001, Biasutto & Caussa 2006, Corton et al. 2006, James et al. 2004,
Elizondo-Omana et al. 2004, Raftery 2007, Pereira 2007).
There has been a series of studies investigating instruction with 3D computer generated
anatomy (with seminal work by Garg et al. in 1999), but the findings are inconclu-
sive and have for the most part examined the efficacy of rotating a 3D model around
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multiple viewing angles. Many other aspects of instruction with 3D computer gener-
ated anatomy have been neglected and the evidence base has not been systematically
reviewed (Grimstead et al. 2007). Survey papers have dated quickly and provide limited
information (Frasca et al. 2000, Jastrow & Hollinderbaumer 2004, Jafarey 2004); for
example, a review of 40 anatomy websites in 2003 lists no more than three using 3D
models (Kim et al. 2003).
Authors investigating instruction with 3D computer generated anatomy tend to be med-
ical educators who are detached from research communities investigating other types of
graphical representation. There are also many technical accounts of constructing 3D
anatomical models that pay only cursory attention to their educational qualities. Now
that 3D computer generated anatomy has gained a foothold within university curric-
ula, it is timely to conduct interdisciplinary research that spans four spheres: medicine,
computer science, graphic design and education.
Anatomy teaching
Anatomy is the scientific study of the form, position, size and relationship of the struc-
tures in a human or animal body. It can be divided into gross anatomy (the structure
and positioning of organs and systems visible to the human eye), histology (the micro-
scopic study of cells and tissues) and embryology (the formation and early development
of the foetus).
There is no prescribed template for anatomy tuition and most modern courses use a range
of methods, including radiological imaging, didactic lectures, problem based learning
(PBL), skeletal examinations and cadaveric dissection (Mitchell & Stephens 2004). Ses-
sions in a dissection room are sometimes supported by demonstrations of living anatomy
where students examine each other’s bodies in relation to a cadaver (McLachlan & Patten
2006). Likewise, a PBL session may incorporate the study of prosections (pre-dissected
specimens). The use of plastic models is common, although these have been criticised
for showing insufficient detail and presenting a homogenous view of anatomical varia-
tion (Nicholson et al. 2006). The limited availability of cadavers has led to increased
interest in anatomical 3DCGRs because they may be able to provide learners with the
type of spatial information that is typically gleaned during a dissection.
Anatomical computer modelling
This thesis frequently uses the term ‘anatomical 3D computer generated representation’,
which is abbreviated to ‘anatomical 3DCGR’. A 3D computer generated representation
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is a set of geometric data stored on a computer which describes, using three dimensional
mathematical coordinates, the shape, size and appearance of an object. This data can
be ‘rendered’ to generate a two dimensional image showing the object from a range of
viewing angles. When a connected sequence of rendered 2D images is displayed in rapid
succession on a computer monitor it creates a retinal image that lingers to create the
illusion of a moving 3D object. An anatomical 3DCGR is a rendered 3D model which
shows the interior and / or exterior of the human body. Because anatomical 3DCGRs
are constructed from a sequence of 2D images there are inherent communication difficul-
ties in representing them on the printed page. Screenshots show only a fraction of the
information contained within an anatomical 3DCGR and do not convey the depth infor-
mation that only becomes evident during movement (Eysenck & Keane 2005, Luursema
et al. 2008).
Anatomical illustrators have adopted a range of media and styles, from diagrammatic
sketches to sober unadorned woodcuts and vivid trompe-l’œil oil paintings (Kemp &
Wallace 2000, Zoller & Nathan 2003, Gray 1997, Hunter 1980). Three dimensional art-
works have nurtured this tradition to provide spectacular displays of the inner workings
of the body (figure 1.1).
Figure 1.1: 3D anatomical representations: (a) 3D textured surface mesh (3D Sci-
ence.com); (b) plastinated prosection (Bodyworlds exhibition); (c) 3D textured surface
mesh of the actress Hye Kyo (CGArena.com); (d) media unknown, sensory homuncu-
lus (Natural History Museum); (e) volume render (rmrsystems.co.uk); (f) waxwork
(Clemente Susini 1804); (g) Waxwork (John Isaacs, 2000)
Physical models (figures 1.1b, 1.1d, 1.1f and 1.1g) provide rich spatial information be-
cause they can be examined with both eyes like any other real-world object (Cumming
& DeAngelis 2001). In contrast, the anatomical 3DCGRs (figures 1.1a, 1.1c and 1.1e)
are mediated by a monitor or projector that creates the illusion of depth, with varying
fidelity.
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Anatomical 3DCGRs were first developed in the mid-1970s from computed tomogra-
phy (CT) scans (Herman & Liu 1977). In 1994 the Visible Human Project (Seifert
& Carmichael 2006) distributed a dataset of a male cadaver sliced into 1871 sections,
sparking a rapid growth in representations built using the techniques of volume ren-
dering (Brodlie & Wood 2001, Anastasi et al. 2007, Silverstein et al. 2008) and surface
reconstruction (Pham et al. 2000) (Figure 1.2).
Figure 1.2: Stages for building a surface anatomical 3DCGR: (a) segmentation of an
MRI or CT scan; (b) reconstruction; (c) mesh simplification; (d) surface rendering; (e)
texturing and lighting
3D visualisation originally required expensive hardware, but from 1998, CD-ROMs and
new virtual reality standards brought anatomical 3DCGRs to desktop PCs (Kirk 2001,
Trelease et al. 2000, VRML wikipedia entry 2011). Most anatomical 3DCGRs used in
educational software are surface models that show the outer layer of a structure (fig-
ure 1.1a and figure 1.2c), although some use volume rendering which depicts anatomy
as a solid block of data (figure 1.1e). Anatomical 3DCGRs vary considerably in ap-
pearance and interactive capability. For example, (figure 1.1a and figure 1.1c) are both
recognisably human, but exhibit different levels of photographic realism.
The aesthetic of an anatomical 3DCGR is influenced by many factors, including: anatom-
ical variations within the body being scanned; the resolution and modality of the imaging
device; the choice of surface or volume rendering; the skill of the person segmenting the
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image (figure 1.2a); the algorithms used to reconstruct and optimise the mesh (figure 1.2b
and c) and artistic choices made when texturing and lighting the scene (figure 1.2e).
Pictorial realism is not a fixed condition but a continuum and there are many interim
levels between a photorealistic representation and an abstract one (McCloud 1994, Kress
& Leeuwen 2006). Medical illustrators have long understood the power of ‘imaginative
transformations’ that blend pictorial and abstract elements to convey information about
shape and function (Kemp & Wallace 2000). Anatomical 3DCGRs use similar tricks to
improve readability: compare the considered shading and orientation in figure 1.3b with
the confusion of figure 1.3a.
Figure 1.3: Two anatomical 3DCGRs of the inner ear: (a) Jun 2005;
(b) 3DScience.com
Colour can also quicken category recognition by grouping similar structures together
such as the red arteries and blue veins in figure 1.4a.
Figure 1.4: Anatomical 3DCGRs of the heart: (a) Primal Pictures; (b)
3DScience.com; (c) Silverstein 2008
This coding scheme requires a trade-off against other information that now cannot be
shown, such as the density of normal and diseased tissue that is apparent in a greyscale
image (figure 1.4c) or the natural colour gradients in a photographic texture (figure 1.4b).
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There is much debate about the value of photographic texturing. One camp argues that
photorealism narrows the ‘cognitive gap’ between an image and a real body (Wetzel
et al. 2004) and improves the validity of surgical simulations (Silverstein et al. 2008).
The other camp argues that photorealistic anatomical 3DCGRs may overburden learners
with extraneous detail (Bello & Brenton 2011).
Efforts have been made to get the best of both worlds by abstracting regions of interest
within photorealistic representations (Silverstein et al. 2008). For example, by manipu-
lating opacity settings in order to direct attention to delicate features such as cartilage
and superficial vessels crossing multiple depth planes (figure 1.5).
Figure 1.5: Volume rendering in an anatomical 3DCGR of the knee (Anastasi 2007)
Stredney et al. (2005) have developed rendering techniques that emphasise regions of in-
terest in the inner ear by adjusting the complexity of surrounding structures (figure 1.6).
Figure 1.6: Emphatic rendering (Stredney 2005)
The next stage of this project plans to integrate emphatic rendering within a dissection
simulation that adaptively scaffolds and fades the level of visual complexity according
to learner ability, an approach that has been advocated in the wider field of medical
simulation (Kneebone et al. 2004). Research on animated cues has mainly examined
2D representations (Lowe & Boucheix 2008); much may be learnt from computer game
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developers who have decades of experience in attracting and directing attention within
3D environments (El-Nasr & Yan 2006, Nitsche 2005).
The shape of most anatomical 3DCGRs is isomorphic to the topology of a real person.
However, some 3D representations use ingenious coding schemes such as the organs in
figure 1.1d which are sized in proportion to the area devoted to their sensory perception
in the brain. Colour can also reify invisible forces, as for example in figure 1.7 which
uses changing hues to indicate contraction in opposing sets of muscles.
Figure 1.7: Colour coded rotation of the head and spine (Primal Pictures)
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The look and feel of an anatomical 3DCGR is influenced by the technology that was used
to create and display it. It is important to distinguish between pre-rendered technologies
such as Quicktime VR (Nieder et al. 2004, Balogh et al. 2006), which have restricted
interaction and realtime technologies such as X3D (X3D wikipedia entry 2011) that allow
six degrees of navigational freedom: forward/backward, up/down, left/right and rotation
about three perpendicular axes (also known as pitch, yaw and roll). The anatomical
3DCGRs from Primal Pictures (examined in chapter two) use Quicktime VR and so are
constrained to move along a pre-scripted path. Historically, pre-rendered anatomical
3DCGRs have higher levels of photographic realism than realtime anatomical 3DCGRs,
but modern 3D graphics hardware is fast closing the gap.
Instructional design
The interactive encyclopaedia format is a de facto standard for anatomy viewers (see Temkin
et al. 2006 for a comparison of six examples). Some applications have rejected this inter-
face metaphor in favour of a tutorial style of presentation (for example Nicholson et al.
2006). Figure 1.8 shows a more unusual approach which requires learners to construct
an anatomical 3DCGR by snapping muscles on to the correct area of a skeleton (Preim
et al. 1999, Yip & Rajendran 2008).
Figure 1.8: Snapping interaction: (a) snap anatomy (Yip 2008); (b) 3D anatomy
puzzle (Preim 1999)
The 3D puzzle format imposes sufficient constraints upon construction to guide learners
towards task completion, but enough freedom for them to make mistakes. The shadows
cast by figure 1.8a show how 3D perceptual cues can demarcate the spatial relationship
between structures.
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Interaction
Interaction is important because it changes the way that information in an anatomical
3DCGR is manipulated, mediated and presented. Nine types of interaction are analysed
in chapter two.
1.3 Definitions
Anatomy
Anatomy is the scientific study of the form, position, size and relationship of the struc-
tures in a human or animal body. It can be divided into gross anatomy (the structure
and positioning of organs and systems visible to the human eye), histology (the micro-
scopic study of cells and tissues) and embryology (the formation and early development
of the foetus).
Physiology
Physiology encompasses, broadly speaking, all mechanical, physical, and biochemical
functions of the body.
Perception
Perception is the acquisition and processing of sensory information in order to see, hear,
taste or feel objects in the world; it also guides an organism’s actions with respect to
those objects (Sekular & Blake 2002).
Human computer interaction (HCI)
HCI is the study of the interaction between people and computers. It is a broad field of
knowledge encompassing the behavioural sciences, computer science and design.
Iterative software development
Iterative software development is an incremental approach which involves building and
testing prototype versions of software containing some, but not all, aspects of a final
system. There are three common approaches (Dix et al. 2004):
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• Throw-away A prototype is built and discarded, and the knowledge gained during
the process informs the final design.
• Incremental Individual components in a multi-component system are built, tested
and deployed separately.
• Evolutionary Each prototype serves as the basis of the next iteration.
User centred design
User centred design prioritises the needs and limitations of users (Preece et al. 2007,
Cooper 2003). In practice, this usually means observing how users interact with, and
learn from, a software system, using interviews, screen recordings, observations and other
measures that help a developer to build a contextual understanding of how software is
used.
Pre-rendered computer graphics
Pre-rendered technologies store pre-calculated ‘snapshots’ of a 3D representation from
different angles. When these frames are played back in quick succession they create the
illusion of smooth movement upon a constrained path. For example, a 3D object with
a pre-rendered rotation around the Y axis cannot be rotated around the X axis.
Realtime rendering of computer graphics
Realtime technologies calculate viewing angles of 3D objects on-the-fly and typically
allow navigation with six degrees of freedom (rotation and translation around three
perpendicular axes).
Virtual cameras
Virtual cameras provide changing third-person views upon a 3D object. Virtual cameras
share many characteristics with real cameras, such as tracking, panning and zooming.
They can be controlled by a user, by a software programme, or a combination of both.
In pre-rendered animations the movement of the virtual camera is constrained to follow
the pre-calculated frames of information stored within a 3D object.
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Multimedia instruction
Theories of multimedia instruction can be divided broadly into two camps which are
illustrated in figure 1.9.
Figure 1.9: Perceptual and cognitive theories of multimedia instruction (adapted from
Clark 2004)
To the left of the red line are cognitive accounts which speculate about the nature
of the mind and warn about the limitations of short term memory. To the right of
the line are perceptual theories which consider how the arrangement of visible stimuli
directly influences processing. Comparing the height of two adjacent bars on a chart
is a perceptual process involving visual read-off between two explicit values; comparing
the height of a bar to one shown on a previous screen is a cognitive process because it
requires a spatial transformation within working memory (Trickett & Trafton 2006).
The theory of cognitive load states that humans have a limited capacity short term
memory which is divided into dual processing channels for visual and auditory mate-
rial (Mayer 2005). Learning occurs when short term memory is organised into coherent
mental representations and stored in long term memory. Due to its limited capacity,
short term memory can easily become overloaded by:
• Intrinsic load which relates to the difficulty of the material, for example the cal-
culation 2 + 2 has a lower intrinsic load than a simultaneous equation.
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• Extraneous load which is caused by inefficient instructional design that forces learn-
ers to engage in irrelevant or inefficient cognitive processing.
• Germane load which is caused by the effort involved in beneficial learning that
results in the construction of new mental models. For example, providing students
with several case histories for a particular disease increases cognitive load but is
likely to improve long term understanding.
In practice, humans mix cognitive and perceptual operations in deceptively sophisticated
ways (Fauconnier & Turner 2003) and expectation can alter how information is perceived.
For example, extensive domain knowledge can act as a blind spot that blocks attention to
perceptual information that does not fit an orthodox view of the world (Lowe 2006). The
discussion of anatomical 3DCGRs in this thesis draws mainly on perceptual accounts,
and as such it adopts a ‘black box’ stance which does not propose a mental model or
attempt to bridge perceptual and cognitive perspectives (Hegarty 2004, Bodemer et al.
2004). The intention is to keep the objects under study at the forefront of discussion. It
does not mean to imply that cognitive factors are not important, simply that they are
beyond the scope of this enquiry.
External representations (ERs)
An external representation (ER) captures different aspects of a system to describe, pre-
dict or explain domain phenomena within particular boundary conditions (Frederiksen &
White 2002). An ER can be subdivided into five components: (1) the represented world;
(2) the representing world; (3) the aspects of the represented world being modelled; (4)
the aspects of the representing world doing the modelling; (5) the correspondence be-
tween the two worlds (adapted from Palmer 1977, quoted in Ainsworth 2006).
Multiple external representations (MERs)
Multiple representations are two or more external representations, often juxtaposed on
the same screen or page. The DeFT (DEsign, Functions, Tasks) framework (Ainsworth
2006) suggests five design parameters specific to multi-representational systems:
1. The number of representations.
2. The distribution of information over the representations.
3. The form of the representational system.
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4. The sequence of representations.
5. Support for translation between representations.
The DeFT framework is used to analyse the study in chapter four.
Dyna-linking
Dyna-linking is an arrangement whereby interaction with one representation automati-
cally drives the behaviour of another representation (Ainsworth 1999).
1.4 Research Objectives
The research objectives of this PhD are: 1) to create an original and useful software
application; 2) to investigate the utility of dyna-linking for teaching upper limb anatomy.
1.5 Null hypothesis
There will be no significant difference in learning outcomes between
participants using dyna-linked 2D and 3D representations of the upper limb
and those using non dyna-linked representations.
Table 1.1: Null hypothesis
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1.6 Methodology
Figure 1.10 outlines the methodology used in this research.
Figure 1.10: Iterative development methodology
The approach is ‘practitioner-based’ because it is derived from the author’s professional
experience of developing educational courseware and websites. The methods used in
figure 1.10 are detailed in the relevant chapters. This research was primarily conducted
at Imperial College London (hereafter referred to as Imperial College) although some
interviews were held with practitioners in the wider M25 region.
1.7 Structure of thesis
Chapter one makes the case for the relevance and importance of the research by
situating it in the context of healthcare reforms and requests by practitioners for more
research into anatomical 3DCGRs.
Chapter two reviews literature and software related to the two research objectives
of this PhD which are: 1) to create an original and useful software application; 2) to
investigate the utility of dyna-linking for teaching upper limb anatomy.
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Chapter three describes the iterative process used to develop a software application
for teaching upper limb anatomy.
Chapter four gives a background to dyna-linking in medical multimedia. A randomised
trial (n=50) is described which tests the null hypothesis: There will be no significant
difference in learning outcomes between participants using dyna-linked 2D and 3D rep-
resentations of the upper limb and those using non dyna-linked representations. The
results of this study are presented alongside the findings from survey questionnaires
(n=48) and a focus group (n=7).
Chapter five evaluates the success of the project’s two research objectives and considers
the wider implication of the research.
Chapter six concludes the thesis and makes recommendations for future work.
Appendices a and b describe two pilot studies relating to surgical and undergraduate
education using anatomical 3DCGRs. They are included to provide examples of state-
of-the-art interactions in chapter two and to illustrate the future work section in chapter
six. They are not in main body of the thesis because they were conducted after the
study in chapter four.
1.8 Publications
The following conference abstracts and publications are related to this research.
Brenton H, Hernandez J, Bello F, Strutton P, Firth T, Darzi A. Web based delivery
of 3D developmental anatomy. Proceedings of the First International Workshop on
Web3D Technologies in Learning, Education and Training, Udine Italy (LET-Web3D).
2004, 53-57.
Brenton H, Hernandez J, Bello F, Strutton P, Firth T, Darzi A. Tools and techniques
for teaching anatomy using Web3D. The Tenth Annual Web3D Symposium, Work-
shop on Education and Training, Bangor Wales, 2005.
Brenton H, Gillies M, Ballin D, Chatting D. The Uncanny Valley: does it exist?
The 19th British HCI Group Annual Conference. Workshop paper: Human-animated
Characters Interaction, Edinburgh, September 2005.
Brenton H, Gillies M, Ballin D, Chatting D. The Uncanny Valley: does it exist
and is it related to presence? Presence-Connect Online, 2005.
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Interactive Learning Environments conference, Edinburgh, 2006.
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(Newsletter of the UK Health Informatics Society). No.50, Summer 2006.
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character design. SwanQuake: a users manual. Chapter in a publication arising from
the proceedings of the Digital Reality Fly-through Seminar, 2006.
Brenton H, Sutton P, Edwards E, Clark P, Unwin A, Hernandez J, Kneebone R,
Bello F, Firth T and Darzi A. Teaching complex anatomy using 2D and 3D
multimedia. Royal College of Surgeons Annual Education Conference. 2007.
Brenton H, Hernandez J, Bello F, Strutton P, Purkayastha S, Firth T and Darzi A.
The use of 3D and multimedia to teach anatomy. Computers and Education.
August 2007.
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teaching, practice and research. Springer. 2011.
Publications in the wider field of learning technologies.
Brenton H, Kneebone R, Bello F. Handheld computers and a new professional
role. Association for Medical Education in Europe, Edinburgh, 2004.
Kneebone R, Nestel D, Yadollahi F, Durack J, Brenton H, Moulton CA, Darzi A.
Remote Assessment in Real Time (RART): an innovative tool for procedural
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care role. Book chapter in A Handbook for Educators and Trainers, RoutledgeFalmer.
London, August 2005.
Brenton H, Kneebone R. PDAs pass test on the Wards. Case study in JISC
Innovative Practice with e-Learning. September 2005.
Smith S, Brenton H, Roberts N, and Partridge M. Computer Assisted Learning
(CAL) is a useful tool to teach final year medical undergraduates the prin-
ciples of spirometry. Thorax. 60:II59-II59. 2005.
Kneebone R, Nestel D, Yadollahi F, Brown R, Nolan C, Durack J, Brenton H, Moulton
CA, Darzi A. Assessing procedural skills in context: an Integrated Procedural
Performance Instrument (IPPI). Medical Education, November 2006.
Summary
This chapter made a case for the relevance and importance of this research by situating
it within the context of healthcare reforms and changing anatomy curricula. It outlined
the political, economic and educational drivers for the work and gave a short history
of 3D representations in anatomy teaching. The two research objectives of this thesis
were stated: 1) to create an original and useful software application; 2) to investigate
the utility of dyna-linking for teaching upper limb anatomy. Dyna-linking was defined
as an arrangement whereby interaction with one representation automatically drives the
behaviour of another representation
The next chapter will review literature and software related to the two research objec-
tives.
Chapter 2
Literature review
‘It’s the usual thing with anatomy, believe what you see not what you read in
the textbooks, right ’.
Anatomy lecturer at Imperial College
‘I welcome entering the methodological fray and invite you to join me in it ’.
Kathy Charmaz, Constructing Grounded Theory, (2006)
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2.1 Introduction
This chapter reviews literature and software related to the two research objectives of
this PhD: 1) to create an original and useful software application; 2) to investigate the
utility of dyna-linking for teaching upper limb anatomy.
Section 2.5 uses a focused search query to identify and discuss four areas of empirical
research: multiple viewpoints, learner control, animation and stereopsis (the perception
of depth caused by the brain receiving visual stimuli from both eyes). A critique is
given of the methods used to assess learning in these papers. Section 2.6 describes
the interface, content and interactions found in typical and state of the art software
applications. The interactive properties of 156 anatomical 3DCGRs are tabulated to
provide a framework for making comparisons and generalisations between anatomical
3DCGRs.
The discussion synthesises the review into nine criteria for meeting the research objec-
tives: 1) to employ iterative user-centred software development; 2) to identify a useful
topic; 3) to develop appropriate 2D and 3D representations; 4) to build a representa-
tive anatomical 3DCGR; 5) to show interdependencies between different systems in the
body; 6) to research a novel interaction; 7) to provide many illustrations; 8) to conduct
a within system comparative study; 9) to use mixed research methods. These criteria
are revisited in chapter five to benchmark the success of the project.
Literature related to user-centred software development and dyna-linking is discussed in
the introductions to chapters three and four.
2.2 Aim
To review literature and software related to the two research objectives of the thesis:
1) to create an original and useful software application; 2) to investigate the utility of
dyna-linking for teaching upper limb anatomy.
2.3 Method for publication review
The PICO method was used to obtain a focused search query covering a population, an
intervention, a comparison and an outcome (table 2.1). This process generated search
terms which were run on the citation index of PubMed (table 2.2).
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Problem/Population 3D computer generated representations of the human body.
Intervention Teaching anatomy and physiology
Comparison Instructional method
Outcomes Evaluation of use in an educational context
Table 2.1: PICO analysis of search question
Search term
Anatomy OR physiology AND computer-assisted instruction AND humans
Anatomy OR physiology AND humans AND computer simulation AND education
Anatomy OR physiology AND humans AND multimedia
Anatomy OR physiology AND humans AND hypermedia
Visible Human Projects AND humans
Anatomy OR physiology AND models, anatomic AND education
virtual patient [Title/Abstract]
Table 2.2: Preliminary searches using PubMed and a five year inclusion limit
The results were analysed to determine an appropriate strategy for the final search and
a query was run on the citation indexes of ISI Web of Science; ISI proceedings; Pubmed;
Ovid Embase; IEEEexplore (table 2.3).
anatomy OR physiology AND
simulation OR multimedia OR computer OR virtual AND
3D OR three-dimensional OR virtual AND
education OR learning OR teaching OR instruction NOT
histology OR veterinary AND
published in the last 10 years AND
include common word derivations
Table 2.3: Pseudocode for the final review
The following inclusion criteria were applied: (1) must be written in English and pub-
lished in the last 10 years; (2) must describe an anatomical 3DCGR depicting human
anatomy (not animal); (3) must suggest an educational role for the anatomical 3DCGR;
(4) must not be a surgical simulation unless knowledge of anatomy or physiology is ex-
plicitly examined (for example Hariri et al. 2004, Solyar et al. 2008). A broad definition
of physiology was adopted covering all mechanical, physical, and biochemical functions
of the body.
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A table was used to extract data systematically from the full text of each article meeting
the inclusion criteria. Columns included: bibliographic information, population sam-
pled, anatomical region represented and evaluation method. Results were categorised
according to the method used to assess instruction. Papers were subdivided into two
groups: (a) those providing an educational evaluation of instruction with an anatomical
3DCGR; (b) those suggesting an educational role for an anatomical 3DCGR but not
reporting an evaluation. For this purpose ‘educational evaluation’ is a broad description
that covers everything from descriptive reports to controlled experiments.
2.4 Method for software review
Two samples of anatomical 3DCGRs were obtained: 1) 10 DVDs from Primal Pictures
Complete Anatomy Series; 2) two state of the art 3DCGRs developed at Imperial College
(see appendices A and B). The interface, content and interactivity of these samples were
analysed and the data density of 156 3DCGRs was tabulated. Data density has been
defined as the amount of information per unit area (Tufte 1990). By Tufte’s measure,
figure 2.1a has a higher data density than figure 2.1b because it contains more pixels of
information within the same 440x440 rectangle.
Figure 2.1: Data density of anatomical 3DCGRs: (a) the portal system (b) the second
metatarsal bone
The analysis in this thesis uses a cruder scale that treats all frames as equal irrespective
of content, so that both images have a value of of one. Data density is calculated by
multiplying the number of frames in a rotation by the number of layers in a stripping
interaction. Therefore the portal system has a data density of 288 (figure 2.2).
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Figure 2.2: The data density of the portal system
2.5 Results of publication review
The search query in table 2.3 was executed and the following results were obtained (ta-
ble 2.4).
Papers inspected 535
Failed inclusion criteria 395
Met inclusion criteria 140
Group (a) Reporting an educational evaluation 36
Group (b) Not reporting an educational evaluation 104
Table 2.4: Total numbers of papers returned in the systematic review
36 papers reported an educational evaluation of instruction with an anatomical 3DCGR (ta-
ble 2.5).
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Reference Body region Animated Evaluation
Hoffman & Murray 1999 Multiple No DR
Brinkley et al. 1999 Multiple No DR
Garg et al. 1999 Hand No WSCS
Ritter et al. 2000 Foot No DR
Bacro et al. 2000 Multiple No DR
St Aubin 2001 Hand Yes NCS, QS
Garg & Sperotable 2001 Hand No WSCS
Trelease 2002 Multiple Yes SR
Jha et al. 2002 Reproductive No QS
Dev et al. 2002 Multiple Yes DR
Garg et al. 2002 Hand No WSCS
Juanes et al. 2003 Multiple Yes SR
Ernst et al. 2003 Multiple No QS
Dobson et al. 2003 Pelvis No NCS,QS
Van Sint et al. 2003 Lower limb Yes DR
Hariri et al. 2004 Shoulder No MCS, QS
Phelps et al. 2004 Skull No WSCS
Nieder et al. 2004 Heart No DR
Dev et al. 2006 Multiple No QS
Luursema et al. 2006 Abdomen No DR
Glittenberg & Binder 2006 Eyes Yes MCS, QS
Deutsch 2006 Abdomen No DR
Nicholson et al. 2006 Inner ear No MCS
Heng 2007 Multiple Yes DR
Levinson et al. 2007 Brain No WSCS
Sandholm et al. 2007 Lower limb Yes DR
Dobbins et al. 2007 Abdomen No MCS, QS
Anastasi et al. 2007 Knee No DR
Hassan et al. 2007 Head No DR
Yip & Rajendran 2008 Upper limb No DR
Silen et al. 2008 Multiple Yes QS
Jurgaitis et al. 2008 Liver No WSCS
Solyar et al. 2008 Nose No MCS, QS
Narayanan et al. 2008 Multiple Yes DR
Luursema et al. 2008 Abdomen No WSCS
Choi et al. 2008 Multiple No SR
Table 2.5: 36 papers reporting an educational evaluation. DR= descriptive report;
WSCS = within system comparative study; MCS = media comparative study; NCS =
non-comparative study; QS = questionnaire survey; RS = review or survey
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Evaluation methods
Kirkpatrick has defined four levels of learning evaluation: 1) reaction, what a learner
thought or felt; 2) learning, an increase in the learner’s knowledge or skill; 3) behaviour,
changes to the way a learner acts; 4) results, changes to the environment arising from the
learner’s performance (Watkins et al. 1998). The papers in table 2.5 evaluate reaction
and learning but not behaviour or results.
Reaction
10 papers used questionnaire surveys to record learners’ attitudes towards instruction
with an anatomical 3DCGR. All authors used five point Likart scales and some included
free text responses. The quality of reporting varied from a full list of questions and
answers (Dobson et al. 2003) to selective cherry picking of favourable findings (Ernst
et al. 2003).
The value of these self-reported happy sheets can vary enormously. Motivated respon-
dents may give considered, rich answers to a long list of questions. Whereas, respondents
who lack incentive may skim over questions and tick a middle category by default. For
example, the psychology students recruited by Levinson et al. (2007) are unlikely to have
the incentive or knowledge to give thick domain-specific feedback about an unfamiliar
anatomical topic.
14 papers evaluated anatomical 3DCGRs using descriptive reports. These typically
amount to a technical overview of the method of constructing an anatomical 3DCGR,
followed by a short account of use from a teacher’s perspective. For example, an anatomy
teacher describes how he built an anatomical 3DCGR of the knee, and then used it as
a visual aid in lectures, with a perceived increase in student attention and participa-
tion (Anastasi et al. 2007). This type of observational report has a strong bias towards
positive reporting and makes unsubstantiated claims about imprecise qualities such as
‘educational power ’ (Wang et al. 2006) and ‘efficiency ’ (Wetzel et al. 2004).
Learning
13 papers investigated learning from anatomical 3DCGRs using comparative meth-
ods (table 2.6).
Two studies supplemented a teaching session with an anatomical 3DCGR (St Aubin
2001, Dobson et al. 2003) and reported an aptitude by treatment interaction whereby
participants with low prior knowledge learnt more than those with high prior knowledge.
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Study Outcome (learning gains)
Garg et al. 1999, hand bones No significant difference
WSCS, n=49 between multiple and key views.
Garg & Sperotable 2001, hand bones Multiple views significantly better
WSCS, n=146 than key views.
Garg et al. 2002, hand bones No significant difference between
WSCS, n=87 multiple views & key view+10%
Phelps et al. 2004, skull No significant difference between
WSCS n=21 active & passive learning
Hariri et al. 2004, shoulder No significant difference between
MCS, n=29 3DCGR & 2D illustrations
Glittenberg & Binder 2006, eyes and brain Animated 3DCGR significantly better
MCS, n=40 than 2D illustrations in a lecture
Levinson et al. 2007, brain Key views significantly
WSCS, n=120 better than multiple views
Nicholson et al. 2006, inner ear Supplementing a web tutorial with
MCS, n=57 3DCGR significantly improves learning
Luursema et al. 2006, abdomen Stereo & multiple views significantly
WSCS, n=36 better than non-stereo & key views
Dobbins et al. 2007, Abdomen No significant difference
MCS, n=16 between 3DCGR & traditional teaching
Jurgaitis et al. 2008, liver 1 3DCGR significantly better
WSCS, n=unsure? then 2D CT
Solyar et al. 2008, nose 3D simulator significantly better
MCS, n=15 than textbook
Luursema et al. 2008, Abdomen. Stereopsis significantly better than
WSCS, n=46 biocular for localising anatomy
Table 2.6: Within system (WSCS) and media comparative studies (MCS)
Although studies of this type can compare learner characteristics, it is impossible to
determine how much learning is coming from the anatomical 3DCGR rather than from
the teacher giving the presentation.
Three studies compared learning gains between a group given an anatomical 3DCGR
and a group given textbook representations (Hariri et al. 2004, Dobbins et al. 2007,
Solyar et al. 2008). This type of study has been criticised for lacking valid comparison
groups, confounding variables and failing to control for the Hawthorne effect and other
compensatory biases (Cook 2005). Nicholson et al. (2006) compared a group given an
online tutorial supplemented by an anatomical 3DCGR of the inner ear with a compari-
son group who received the tutorial but not the anatomical 3DCGR. The content of the
tutorial is not described and it is unclear if the control group had access to equivalent
information. Slim reporting similarly makes it is uncertain how information equivalence
was ensured by Glittenberg & Binder (2006), who compared a standard lecture with one
supplemented by an anatomical 3DCGR of the eyes and surrounding muscles.
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Within system comparative studies (WSCS) provide comparison groups with an identi-
cal stimulus, with one element altered to test an independent variable. This inclusion
of a within system control permits examination of a specific aspect of learning. For
example, Garg et al. (1999) gave group (a) an anatomical 3DCGR of the carpal bones
in the hand that rotated in 90 degree increments and group (b) the same anatomical
3DCGR that rotated in 10 degree increments. Spatial understanding was tested by ask-
ing participants to identify which bone was intersected by a pin penetrating the skin at
different angles.
The nine within system studies use a variety of experimental designs and assessment
measures, making it hard to generalise across findings. All studies test short term
retention of knowledge using a pre-test / intervention / post-test arrangement; no studies
explore multiple exposures to an anatomical 3DCGR over an extended period.
Empirical evidence
Empirical investigations examined the following areas: multiple viewpoints, learner con-
trol, animation and stereopsis.
Multiple viewpoints
Anatomical 3DCGRs can be viewed from multiple viewpoints, whereas 2D represen-
tations have fixed perspectives. One school of thought contends that this tractable
demonstration of spatial information makes 3D superior to 2D because it helps learners
to acquire ‘a fully plastic sense of the all-round shape of organs and how they fit together
as a complex spatial puzzle’ (Kemp & Wallace 2000). If this is true, then anatomical
3DCGRs fulfil a valuable educational role for the many students who find it difficult to
visualise in three dimensions (Heylings 2002).
The six studies comparing multiple views and key views are inconclusive. There are
four insignificant findings, one finding in favour of multiple views and one finding that
key views were better than multiple views when controlled by a learner but not by a
computer (table 2.6). One problem with this study design is that it tests anatomical
3DCGRs that can be rotated only around a single axis. This is an impoverished im-
plementation of multiple viewpoints compared to interfaces that allow structures to be
viewed from a wider range of angles and levels of magnification (see section 2.6).
Garg (2001) recorded the viewing angles chosen by study participants (figure 2.3).
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Figure 2.3: Viewing angles examined during interaction with an anatomical 3DCGR
(Garg 2001)
Figure 2.3 is interpreted as evidence that anatomical 3DCGRs are remembered as
viewpoint-specific 2D images, and that multiple views increase cognitive effort because
they require mental rotation from their stored canonical 2D presentation (Bulthoff et al.
1995). Research into object recognition published after 2001 suggests that the situation
is more complex and that the brain uses both viewpoint-dependent and viewpoint-
invariant storage under different conditions (Eysenck & Keane 2005). The value of key
views is likely to vary according to the complexity of the anatomy being studied and the
hidden intelligence of the person choosing which views to show.
Jurgaitis et al. (2008) found that learners were significantly better at locating liver tu-
mours using an anatomical 3DCGR than with an equivalent 2D CT scan. This design
has higher ecological validity because it tests a real-world clinical task. It also takes
a fundamentally different approach by comparing an anatomical 3DCGR and an alter-
native 2D representation, rather than key and multiple views of the same anatomical
3DCGR (figure 2.4).
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Figure 2.4: Locating a tumour in an anatomical 3DCGR and an equivalent CT scan
(Jurgaitis 2008)
Learner control
Software designers impose constraints upon anatomical 3DCGRs that alter the level of
control (figure 2.5).
Figure 2.5: Relative levels of learner control in empirical studies
Two studies compared learning from identical systems that had been experimentally
altered to provide different levels of control (table 2.6). Phelps et al. (2004) reported no
difference between an ‘active’ group with high control and a passive group who viewed
a 21 minute pre-recording from an expert. Students in the passive group were given an
expert tour that was closely aligned with the post-test, while the active group lacked
structured goals and missed important information by spending time looking at anatomy
which was not assessed.
Levinson et al. (2007) found that learner-controlled selection of viewing angles is more
beneficial when combined with key views than with multiple views (table 2.7).
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Learning condition Learner control Program control
Key views 57.7 49
Multiple views 42.2 48.1
Table 2.7: Mean score on post-test for brain anatomy (Levinson 2007)
These findings seem to contradict the constructivist position, that learners benefit when
they are given the freedom to actively construct knowledge from direct experiences (Sims
2004). However, the systems used by Phelps (2004) and Levinson (2007) do not provide
feedback and remediation when a task is performed badly, which is a crucial element
of successful experiential learning. It may be that the ideal situation is a system that
combines high levels of control with ‘preset interrogation pathways’ (Lowe 2003) that
provide expert assistance when required.
Animations
All anatomical 3DCGRs are animated in the sense that they move when they are ro-
tated, zoomed, stripped or otherwise interacted with (see section 2.5). It is important
to distinguish between this type of operational animation and physiological animations
depicting the biomechanics of the body. Operational animations manipulate an anatom-
ical 3DCGR frozen at a moment in time, whereas physiological animations show a range
of states which change over time. The timescale of these transformations is only perceiv-
able during movement, and as a consequence this information is evanescent unless replay
controls are provided (Ainsworth & VanLabeke 2004). Playback at reduced speeds can
help learners to extract information that appears briefly onscreen (Lowe 2006).
Ten papers reported the use of physiological animations (table 2.8).
Study Details
St-Aubin 2001 Flexible hand skeleton
Trelease 2002 Short history of computational anatomy
Dev 2002 Flexing of hand skeleton, deformable pelvic anatomy
Juanes 2003 Describes early functional visible human projects
Van Sint 2003 Joint movements in the lower limb
Glittenberg 2006 Pathophysiology of the oculomotor system
Heng 2007 Deformable lower limb
Sandholm 2007 Locomotion in the lower limb
Silen 2008 Cardiovascular and musculoskeletal function
Narayanan 2008 Upper and lower limb scenario testing
Table 2.8: Physiology animations
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Animated 3DCGRs can convey spatial movement using perceptual cues that mirror real-
world motion (Petre 1995, Pedone et al. 2001). For example, a skeleton can be ‘rigged’
to perform actions such as walking jumping, bending and twisting (figure 2.6).
Figure 2.6: Joint movement in the lower limb (Van Sint 2003)
Rigging imposes a set of constraints that prescribe 3D transformations between parts
according to kinematic laws. For example, a foot moving upward is constrained to bend
the thigh outward to a proportional angle (Figure 2.6). Medical students often have dif-
ficulty interpreting joint movements such as ‘axial rotation’ and ‘planar movement’ from
static representations and textual descriptions (Van Sint et al. 2003). The anatomical
3DCGR in figure 2.6 provides a visually explicit demonstration of these terms, which
may reduce the amount of inferential reasoning required to interpret them (Scaife &
Rogers 1996). Figure 2.6 skirts the boundary between an animation and a simulation,
because it calculates responses to user input according to a set of internal rules.
Animations can also clarify the spatial arrangement of compacted structures in the man-
ner of a dissectionist teasing apart a cadaver during a tutorial. For example, removing
the second metatarsal bone in frame (e) emphasises its numerical position by drawing
attention to the vacated gap (figure 2.7).
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Figure 2.7: Animation showing nine key frames from a 54 frame animation (Primal
Pictures CD-Rom)
Animations are not an instructional panacea and the provision of a visually explicit dy-
namic representation does not somehow induce a ‘miraculous understanding’ (Goldman
2003). For example, learners who noticed physiological processes in a heart animation
did not understand them (Price 2002). The educational value of animated representa-
tions is contextual, so it behoves researchers to identify the circumstances under which
they are most effective (Ainsworth & VanLabeke 2004).
Stereopsis
Stereopsis is the perception of depth caused by the brain receiving visual stimuli from
both eyes. Stereoptic images usually require the user to wear special glasses that create
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the illusion of an anatomical 3DCGR that has ‘popped out’ to hover in the space between
the screen and the viewer (figure 2.8).
Figure 2.8: Stereoptic pelvic floor (Dobson 2003)
The evaluation of the application shown in figure 2.8 did not include a comparison group,
and there is therefore no evidence to substantiate the author’s claim that stereopsis is
educationally superior to standard viewing technologies (Dobson et al. 2003). How-
ever, these claims are supported by Luursema et al. (2008) who found that stereopsis
significantly improved task performance when locating a 2D slice in a 3D represntation.
2.6 Results of software review
The 10 DVDs in Primal Picture’s Complete Anatomy Series present anatomical 3DC-
GRs alongside text and other multimedia elements in a classic interactive encyclopaedia
format (figure 2.9).
For example, the Interactive Head and Neck has 11 3DCGRs selected from a drop-down
list (figure 2.9e), 11 videos of an actor demonstrating surface anatomy, 10 animations
of a 3DCGR jaw opening and closing, 41 photos showing normal anatomy, pathology
and dissections, 62 MRIs and 14 static 3DCGRs. These complimentary representations
generally show information that is not provided by the 11 3DCGRs, such as anatomical
variation, pathology and movement.
Interaction
A learner must interact with a 3D representation in order to extract information from
it. This section starts by examining the four interactions indicated in red in figure 2.9:
click to name (a); zoom and pan (b); rotate (c) and strip (d). It then considers more
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Figure 2.9: Primal Pictures Head and Neck CD-Rom
novel interactions afforded by the biomechanical representations developed at Imperial
College (see appendices A and B).
Click to name
Clicking the mouse cursor on the 3DCGR highlights a region with yellow crosshatching
and triggers text on the right of the screen describing the anatomy and function of the
selected area (figure 2.9a).
Zoom and pan
Clicking the magnifying glass icon enlarges the image and activates the pan button (fig-
ure 2.10b) which can be used to drag the magnified image in four directions. Zooming
in increases regional information and decreases contextual information; zooming out
increases contextual information and decreases regional information. Over time, these
operations allow a learner to build up an overview of the relationship between regional
and local systems. The utility of successive movements between regional and local infor-
mation is well illustrated on digital streetmaps. For example the ‘locate me’ button on
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Figure 2.10: Zooming interaction: (a) 100% magnification, (b) 200 % magnification
Figure 2.11: Operators for zoom and pan in normal and magnified modes
an iPhone momentarily zooms out, pauses, then zooms back in to show an individual’s
current location as a pulsing beacon (figure 2.12).
Figure 2.12: Google streetmap on an iPhone
The sequence above tell a short narrative: these are the roads around you (figure 2.12a),
this is the connection between these roads and the rest of South East London (fig-
ure 2.12b), this is the immediate area where you are walking (figure 2.12c). Virtual
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camera movements of this type can similarly be strung together to provide extended
narratives about the relationship between structures in the body.
Rotation
Figure 2.13 shows the 36 frames that constitute a single clockwise rotation around the
Y axis.
Figure 2.13: 36 frames showing rotation around the Y axis on layer 14
Figure 2.14: Controls: (a) loop counterclockwise, (b) frame back, (c) frame forward,
(d) loop clockwise
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The operators in figure 2.14 display frames in rapid succession, creating the illusion of a
smoothly rotating object. A revolving anatomical 3DCGR can provide depth cues from
the parallax effect whereby distant objects appear to move more slowly than nearby
ones (see the animated Wikipedia version of figure 2.15).
Figure 2.15: Motion parallax in left to right translation (wikipedia.org/wiki/Parallax)
Motion parallax is more evident in multi-system anatomical 3DCGRs (such as the ab-
domen) than in single structures (such as bones) and is especially noticeable when mo-
tion is smooth and the virtual camera includes left to right translation. Only one of
the authors in table 2.5 mentions motion parallax (Luursema et al. 2008), which is a
curious omission given that this depth cue may explain findings where an anatomical
3DCGR has improved spatial understanding (Garg & Sperotable 2001, Levinson et al.
2007, Nicholson et al. 2006, Jurgaitis et al. 2008, Solyar et al. 2008).
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Stripping
Figure 2.16: Stripping between 23 layers
Figure 2.17: Close up of layers 19 to 21
Figure 2.18: Stripping controls: (a) single frame strip; (b) slider button; (c) single
frame build
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Stripping is controlled by a slider bar (figure 2.18b) and forward and backward but-
tons (figure 2.18a and 2.18c). Anatomical layers are normally built up stepwise from
the skeleton, through deep and superficial layers to the surface anatomy. Layers 18 to
21 deviate from this pattern by presenting the nerves, veins and arteries alongside a cut
skull and brain (figure 2.17).
As successive layers are stripped up and down, the anatomical 3DCGR foregrounds
some elements, makes other elements less conspicuous and re-contextualises the spatial
relationship between deep and superficial structures. For example, switching from layer
15 to layer 16 adds a covering of fat above the muscles on layer 15 (figure 2.16),
switching back to layer 15 removes the visual representation of the fat but not the
spatial relation below. Spatial layering can also provide a visual explanation of spatial
terms presented onscreen alongside a anatomical 3DCGR such as anterior, superior and
lateral.
Rapidly switching between layers provides a sharp change in local contrast, which em-
phasises edge contours and aids perceptual segregation between structures. This effect
is particularly notable against a black background when switching between the arteries
and veins in figure 2.17. Learners with low spatial span may benefit from rapid switching
as an aide-memoire of the relative location of structures on adjacent frames (Trickett &
Trafton 2006).
Cadaveric dissections are one-way because they destroy tissue as they progress; ‘vir-
tual dissections’ using the stripping interaction are bi-directional because they are non-
destructive.
Biomechanical interactions
Biomechanical construction techniques permit interactions that are impossible using
pre-rendered anatomical 3DCGRs.
Cutting
Biomechanical representations are built using meshes which dynamically alter their size
and shape to show the mobility of organs in response to internal and external forces.
Deformation can be calculated in realtime to show the elasticity of soft tissue upon
interaction with a mouse or haptic force-feedback device (Swapp et al. 2006, Dev et al.
2002, Riener et al. 2003, Temkin et al. 2006). For example, figure 2.19 shows an incision
in a hernia operation, revealing layers of fat and muscle underneath the skin.
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Figure 2.19: Cutting in a hernia simulation (appendix A)
Stretching
Once a mesh has been split by cutting, it can be held under tension (figure 2.20).
Figure 2.20: Stretching in a hernia simulation (appendix A)
Cutting and stretching is appropriate for surgical simulations because anatomical layers
do not dissolve as they do with stripping.
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Haptic click to name
The upper limb representation in appendix B is navigated, scaled and rotated using a
haptic device that simulates the sensation of touching a physical object (figure 2.21).
Figure 2.21: Equipment: (a) stereoscopic projectors; (b) passive stereo glasses; (c)
haptic device
Touching the stylus on a structure highlights it in red, triggers a text label and activates
the force-feedback mechanism in the shaft of the device (figure 2.22).
Figure 2.22: Haptic click to name (within navigation mode)
There are three stiffness values: bone is rigid at 100%, muscles have 80% resistance, and
nerves have 70% resistance. These values are approximate, higher fidelity devices can
reproduce resistance levels which more closely mimic the elasticity of living tissue (Vidal
et al. 2006).
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Haptic deformation
The lung representation in appendix B uses a technique called chainmail compression
to stretch and compress the diaphragm and drive the upwards and outwards motion of
the lungs and rib cage (figure 2.23).
Figure 2.23: Deformable diaphragm, lung and ribcage
Pressing the haptic stylus on the wall of the lung causes the tissue to deform in proportion
to the pressure exerted.
Walk to navigate
The anatomical 3DCGRs in appendix B use two projectors that provide a limited stereo
effect. Fully immersive CAVE systems use four or more projectors that cause 3DCGRs
to appear to be suspended in the middle of a room (figure 2.24) when a viewer wears a
pair of active LCD glasses (figure 2.25).
Walking towards the representation makes it automatically zoom, walking around the
representation allows you to view it from any angle.
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Figure 2.24: Anatomical 3DCGRs in a fully immersive CAVE run by the Virtual
Environment Group at University College London
Figure 2.25: (a) CAVE with multiple projectors; (b) active LCD glasses
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Data density
Table 2.9 shows the data density of 156 anatomical 3DCGRs from Primal Pictures
Complete Anatomy Series. Data density is calculated by multiplying the number of
frames in a rotation by the number of layers in a stripping interaction (see the method
for more details).
Region Interaction Density
[2] Female pelvis & perineum R36Y, S28 1008
Female pelvis & perineum (close)
[1] Clipped thorax & abdomen R36Y, S27 972
[13] Head & neck, Neck, Head (close) R36Y, S23 828
Heart and lungs, Hand & forearm, Elbow, Forearm
Hand, Wrist, Palm, Fingers, MP joint
DIP/PIP joints
[10] Vertebral column, Cervical vertebral spine R36Y, S22 792
Cervical vertebral spine (close), Thoracic vertebral spine
Thoracic vertebral spine (close), Lumbar vertical spine
Lumbar vertical spine (close)
Sacral region, Sacral region (close),Occipital bone
[1] Male pelvis & perineum R36X, S20 720
[1] Male pelvis & perineum (close) R36Y, S20 720
[1] Thorax & arm R36Y, S21 756
[2] Pharynx/larynx, Pharynx/larynx (close) R36Y, S18 648
[1] Intestines R36Y, S17 612
[1] Female neurovascular R36Y, S14 504
[4] Thorax & abdomen, Thorax, Upper abdomen R18Y, S28 504
Abdomen
[1] Heart (close) R18Y / 18X, S13 468
[1] Female rectum R36Y, S13 468
[1] Eye R36Y, S12 432
[1] Tempromanibular joint R36Y, S11 396
[1] Female reproductive system R36Y, S10 360
[1] Diaphragm R36Y / 18X, S6 324
[1] Larynx R18Y / 18X, S9 324
[4] Arm, Elbow, Shoulder, Rotator cuff R18Y, S18 324
[1] Portal system R36Y, S8 288
Continued on next page. . .
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Table 2.9 Continued
Region Interaction Density
[3] Male urinary system, Female kidneys R36Y, S7 252
Female urinary system
[1] Cranio-vertebral junction R36Y, S7 252
[1] Hand & wrist R30, S8 240
[1] Male pelvic contents R18X tumble, S12 216
[1] Brain R36 fig.8, S6 216
[1] Female pelvic contents R18X tumble, S9 162
[1] Male median section R9Y, S16 144
[1] Shoulder girdle R8X, S18 144
[1] Neurovascular supply (shoulder) 8S 18
[1] Nasal cavity R18Y / 18X, S4 144
[1] Surface marking R36Y, S3 108
[1] Face R6Y, S16 96
[1] Female median section R9Y, S9 81
[2] Fourth lumbar vertebra, R36Y 36X 72
Fifth lumbar vertebra
[2] Arterial supply, Nervous & arterial supply R36Y/36X 72
[14] Calaneus, Talus, Cuboid, Navicular R18X/18Y, ex18 54
Intermediate cuniform
Medial cuniform, Lateral cuniform
First metatarsal, Second metatarsal
Third metatarsal
Fourth metatarsal, Fifth metatarsal
Neurovascular supply (leg)
Neurovascular supply (ankle)
[1] Oribit from above S10 48
[1] Femoral triangle 46 wiggle strip 46
[24] Clavicle, Ethmoid bone, Frontal bone, Hyoid bone R18Y/18X 36
Incus bone, Lacrimal bone, Malleus bone
Mandible, Manubrium Sterni, Maxilla, Nasal bone
Nasal concha, Occipital bone, Palatine bone
Parietal bone, Sphenoid bone, Stapes bone,
Temporal bone, Vomer bone, Zygomatic
First cervical vertebra, Second cervical vertebra
Fourth cervical vertebra, Seventh cervical vertebra
Continued on next page. . .
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Table 2.9 Continued
Region Interaction Density
[15] Sternum, Clavicle, 1st rib, 2nd rib, 6th rib, 10th rib R18Y/18X 36
11th rib, 12th rib, 6th thoracic vertebra
2nd lumbar vertebra
Typical sacrum, C4 vertebra, T6 vertebra
L2 vertebra, Atlanto-occipital joint
[9] Patella, Femur, Sacrum, Hip bone, Leg, Thigh R36Y 36
Pelvis, Hip joint, Acetabulum
[5] Female hip bone, Female sacrum R18Y/18X 36
Female 5th lumbar vertebra R18Y/18X 36
Female 1st sacral vertebra, Female coccyx
[1] Neurovascular supply 36 rotate and strip 36
[2] Hip bone, Basivertebral veins lumbar 36Y 36
[3] Female surface anatomy, Female dermatomes R36Y 36
Female cutaneous innervation
[3] Intervertebral foramina, Spinal cord-cervical region R36Y 36
Posterior longitudinal ligament
[2] Neurovascular supply (arm) R18Y then S8 26
Neurovascular supply (foot) R18Y then S8 26
[2] Lumbar plexus, Sub-sartorius plexus 24 rotate and strip 24
[1] Ligament flava R10Y 10
[2] Shoulder joint, Tibial plateau & menisci S4 4
Table 2.9: Data density of 156 Primal Pictures 3DCGRs, R= no. of frames in a
rotation, S= no. of layers, Y = Y axis, X = X axis
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2.7 Discussion
This chapter analysed literature and software related to the two research objectives:
1) to create an original and useful software application; 2) to investigate the utility of
dyna-linking for teaching upper limb anatomy.
The publication review used the PICO method to identify and discuss four areas of
research: multiple viewpoints, learner control, animation and stereopsis. A critique
was given of the methods used to assess learning in these papers. The software review
outlined the typical features of a 3D anatomy application and then analysed nine types
of interaction. The data density of 156 anatomical 3DCGRs was tabulated.
The publication review unearthed a rich corpus, although it was not comprehensive
as it will have missed some journal papers and ‘grey’ literature that fell outside the
search terms in table 2.3. The software review offers a reasonable foundation for making
comparisons between anatomical 3DCGRs. For example, we can state that the 3D
representations studied by Garg and Levinson have less interactivity and lower data
density than an average anatomical 3DCGR. However, data density is a broad measure
that does not take into account aesthetic factors such as geometrical complexity or
photographic realism. A more nuanced analysis might adapt a taxonomy of visual styles
that has previously been applied to 3D representations in computer games (McCloud
1994, Hayward 2005).
In light of this review, I propose nine criteria which will be used in chapter five to
evaluate the success of the research objectives.
Seven criteria for creating an original and useful software application
1. To employ iterative user-centred software development
The review uncovered very few examples of user-centred software development (UCD). Jha
et al. (2002) come the closest to UCD by using questionnaires to inform future versions
of their software rather than to evaluate a finished product. Most authors only give a
cursory description of how an anatomical 3DCGR was built and some do not even evalu-
ate the software with end-users. For example, Levinson et al. (2007) built an anatomical
3DCGR of the brain using undisclosed methods. He then recruited 120 psychology stu-
dents to study the effects of learning from different viewing angles. Such an arrangement
is convenient for the researcher because he has access to a large test population with low
levels of prior knowledge. However, it tells us little about the usefulness of the software
for medical students studying anatomy.
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2. To identify a useful topic
This criterion accepts Feltovich’s (1989) suggestions for identifying concepts that are
worthy of concentrated study: they should be perceived to be important by the medical
community; they should be important to medical practice; they should be difficult for
students to learn, understand and apply. In addition, the software application should
depict anatomy that is suited to 3D visualisation.
3. To develop appropriate 2D and 3D representations
Interviewing and observing subject matter experts is a good way to identify existing
representations. However, the final assessment of what is useful and appropriate should
be made by learners rather than teachers or designers. To give an example: my intuition
as a designer is that 3D representations are suited to spatially complex areas of the body
with multiple interacting structures, such as the portal system (figure 2.1). However,
the iterative development process may indicate otherwise, and / or reveal aspects of the
portal system that are better depicted using 2D representations.
4. To build a representative anatomical 3DCGR
Four studies investigate impoverished anatomical 3DCGRs (Garg et al. 1999, Garg &
Sperotable 2001, Garg et al. 2002, Levinson et al. 2007). For example, the carpal bones
examined by Garg have a data density of 36, can be rotated only around a single axis
and are isolated from surrounding structures. In contrast the Primal Pictures’ hand has
a data density of 828 and allows learners to explore the spatial relationships between
carpal bones, soft tissues and vessels, using stripping, zoom, pan and ‘click to name’
interactions (table 2.9). Studies that examine structures in isolation are convenient for
researchers because they do not have to develop additional content. However, they have
low levels of ecological validity because learners will usually view an anatomical 3DCGR
within a multimedia presentation (eg. figure 2.9).
The software application should include the four standard interactions (stripping, zoom,
pan and ‘click to name’) and show a multi-layered anatomical 3DCGR alongside text and
other representations. This will strengthen claims as to the generalisability of empirical
findings since the anatomical 3DCGR will be more representative of the wider population
of anatomical 3DCGRs.
5. To show interdependencies between different systems in the body
A computer can dynamically manipulate groups of representations to demonstrate func-
tional dependencies between systems, for example, how the cranial nerves in the brain
stimulate the muscles surrounding the eyes (Glittenberg & Binder 2006). This arrange-
ment counters the step-wise reductive bias of many static illustrations where processes
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are broken down into into discrete chunks, thus losing their holistic properties (Feltovich
et al. 1989).
6. To research a novel interaction
Interactions change the way that learners perceive information. For example, haptic
devices provide tactile information that cannot be conveyed with a mouse click (fig-
ure 2.22) and may encourage new forms of reasoning and problem solving (Persson
et al. 2007). Dyna-linking can be classified as a novel interaction, because it is under
researched (Van der Meij & de Jong 2006) and there have been no investigations of
dyna-linking within medical education or between 2D and 3D representations.
7. To provide many illustrations
Illustrations help to focus discussion upon the objects being examined and provide their
own form of a-theoretical visual evidence. For example, a reader may reject a cognitive
load explanation (Sweller 2005) of an experimental result and use the information from
a screenshot to advance a perceptual account. Regrettably many authors do not provide
screenshots (figure 2.26).
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Figure 2.26: Screenshots of anatomical 3DCGRs studied experimentally
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Two criteria for investigating the utility of dyna-linking
1. To conduct a within system comparative study
Classical experiments allow a specific aspect of learning to be examined, such as stereop-
sis (Luursema et al. 2006), or multiple viewpoints (Levinson et al. 2007). They provide
robust and replicable results, and encourage theory-lead experimentation (Ainsworth
2008).
Randomised trials are controversial for some educational researchers, who have ques-
tioned their status as an apparent gold standard amongst policy makers (Cook et al.
2003). However, many of their criticisms relate to research that does not involve com-
puters. For example, large curriculam experiments that are confounded by the wide
variance between teachers at different institutions (Norman 2003). A computer-based,
within system study can control for this confound by providing learners with a uniform
stimulus.
2. To use mixed research methods
All research methods have strengths and weaknesses and within system studies are no
exception. For example, they reveal little about the strategies and thought processes
of the different individuals using the system. This type of data can be obtained by
other methods such as interviews, speak-aloud protocols and eye tracking. For practical
reasons these methods are often feasible only in small qualitative studies, although inter-
action data can be captured at the same time that an experiment is run (as in figure 2.3).
There is a widespread acceptance of mixed methods within the HCI community, with
a movement away from the unhelpful polarisation between qualitative and quantitative
traditions and towards a ‘whatever works’ approach (Cairns & Cox 2008).
Summary
This chapter reviewed literature and software related to the two research objectives. A
focused search query was used to identify and discuss peer-reviewed publications cover-
ing four areas of empirical research: multiple viewpoints, learner control, animation and
stereopsis. A critique was given of the methods used to assess learning in these papers.
Examples of interface design, content and interactions in common and state of the art
software were analysed. The data density of 156 anatomical 3DCGRs was tabulated
to provide a framework for making comparisons between representations. Nine criteria
were proposed for achieving the research objectives: 1) to employ iterative user centred
software development; 2) to identify a useful topic; 3) to develop appropriate 2D and
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3D representations; 4) to build a representative anatomical 3DCGR; 5) to show inter-
dependencies between different systems in the body; 6) to research a novel interaction;
7) to provide many illustrations; 8) to conduct a within system comparative study; 9)
to use mixed research methods.
The next chapter describes the process of developing a software application for teaching
upper limb anatomy.
Chapter 3
Software development
‘I asked him to explain. You mean, I said, that it takes five or six tries to
get an idea right?
Yes, he said, at least that.
But, I replied, you also said that if a newly introduced product doesn’t catch
on in the first two or three times, then that’s it ?
Yup, he said.
Then new products are almost guaranteed to fail, no matter how good the
idea.
Now you understand, said the designer’.
Don Norman, The Design of Everyday Things (1999)
‘We make lots and lots of prototypes: the number of solutions we make to get
one solution is quite embarrassing, but it is a healthy part of what we do’.
Jonathan Ive, Senior VP of Industrial Design at Apple Inc.
Quoted in: Leander Kahney, Inside Steve’s Brain (2009)
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3.1 Introduction
There are three common approaches to iterative software development: 1) throw-away,
where a prototype is built and discarded, and the knowledge gained during the pro-
cess informs the final design; 2) incremental where individual components in a multi-
component system are built, tested and deployed separately; 3) evolutionary where each
prototype serves as the basis of the next iteration (Dix et al. 2004).
This chapter describes the evolutionary development of a software application for teach-
ing upper limb anatomy (figure 3.1).
Figure 3.1: Iterative software development methodology
This methodology has much in common with Karl Popper’s version of scientific method,
whereby theories are generated, tested in the world and then refined to form the basis of
new theories (Gillies 1993). By involving users in a participatory design process, a soft-
ware developer has multiple opportunities to correct mistakes and tailor an application
to meet bespoke requirements.
The last ten years has seen a movement away from negative critiques of why computer
systems don’t work (Norman 2002, Cooper 2004), and towards the creation of design
heuristics that aim to enhance the user’s experience (Tidwell 2006). The twin behemoths
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of Apple and Google have absorbed and improved these ideas and brought usability to
the forefront of public attention. Learners now expect software with an intuitive interface
that works quickly and efficiently to help them achieve their goals. Iterative user-centred
design maximises the chances of meeting this complex challenge.
3.2 Objectives
The work reported in this chapter has three objectives: 1) to identify a topic for the
software application; 2) to develop a software application; 3) to define a null hypothesis.
3.3 Method
To identify a topic for the software application
Purposive discussions with senior anatomy staff at Imperial College identified the brachial
plexus as a suitable topic (the brachial plexus is a network of nerves in the upper limb,
see figure 3.3). Semi-structured interviews were held with subject matter experts to
find out more information about the brachial plexus and to assess its suitability for the
project. Interviews were conducted at the respondents’ workplaces using the following
topic guide:
• Establish the importance of the brachial plexus for the respondent.
• Ask how graphical representations are used in the respondent’s teaching.
• Gauge the potential worth and likely use of 3D representations.
• Discuss the instructional value of embryological development.
• Discuss the use of multiple representations.
• Ask how computer aided instruction of the brachial plexus fits into university
curricula (added to interviews after 15.06.09).
• Follow up any additional points arising from the discussion.
After the interview the ‘snowballing’ technique was used to solicit recommendations for
further interviewees to approach (Flick 2006). Interviews were recorded onto audiotape
and transcribed verbatim into Microsoft Word. Print outs of the transcripts were hand
coded to extract common themes, using a technique described in a textbook on grounded
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theory (Charmaz 2006). Coding was a two-stage process: 1) initial line by line coding
used the page margins to label actions and value judgements; 2) focused coding used
highlighter pens to group the data into categories (eg. yellow highlights indicated cate-
gory A, pink highlights indicated category B). Memos were written in a research log to
fill out and then refine the categories into common themes.
Although these interviews employ techniques from grounded theory, they are not a
piece of grounded research as such because themes are not further developed by means
of theoretical sampling.
Two teaching observations were held: 1) a postgraduate seminar during which the
brachial plexus was dissected; 2) an undergraduate lecture about injury to the up-
per limb. Commentary from the postgraduate seminar was recorded onto audiotape
and transcribed verbatim into Microsoft Word, photographs were taken of a dissected
cadaver. A Powerpoint presentation and printed handout was collected from the under-
graduate lecture.
To develop a software application
Software development followed an evolutionary approach (Dix et al. 2004) where suc-
cessive prototypes were generated, tested and refined (figure 3.1).
Technology
The project had the following technical requirements: 1) a dataset containing 3D rep-
resentations of the bones, muscles and vessels in the upper limb; 2) tools to model
the brachial plexus; 3) an interface to interact with the representations; 4) a scripting
language to implement dyna-linking and log user interactions; 5) a framework to ad-
minister assessment. Feasibility tests were conducted to identify technologies that met
these requirements.
User observations
Screen recording software was used to record mouse interactions with the software. A
time-stamped transcript was made of utterances and broad mouse movements. Semi-
structured interviews with students were held in a PC laboratory using the following
topic guide:
• Is there anything you would like to comment on ?
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• What are your initial impressions of the application?
• How appropriate is this application for learning upper limb anatomy?
• How do the 2D and 3D diagrams relate to each other ?
• Which type of diagram is most useful to you ?
• To what extent does the MCQ quiz test the content ?
• If you were redesigning the application what changes would you make ?
Common themes were extracted using the technique described above for the interviews
with experts. A feasibility test was conducted, using eye tracking equipment to record
gaze patterns of users as they interacted with version two of the prototype under instruc-
tion from an anatomy teacher, who delivered a 30 minute introduction to the brachial
plexus. The eye tracking system recorded the saccades (rapid eye movements) and fix-
ations (brief stops on one area of the screen) of visual interactions with the software.
This data was used to generate a visual map of eye gaze patterns. The test was held at
University College London (UCL) with the assistance of a PhD student who set up the
equipment and helped to run the experiment.
Pilot studies
Pilot study one was conducted with postgraduate students enrolled on a Master’s pro-
gramme in surgical education. Recruited participants assembled in a PC laboratory,
the study was introduced and participants were asked to read an ‘instructions for can-
didates’ document, ask any questions and sign a consent form if they were willing to
continue. When participants clicked on a ‘begin test’ button a pre-test of 11 screens
of true or false pre-test MCQs was administered, followed by an 11-screen tutorial on
the brachial plexus and a post-test containing a set of MCQs which was identical to
the pre-test. Test questions were similar to those used in undergraduate examinations.
Upon completion of the post-test a 30 minute group interview was held, chaired by the
director of the Master’s programme.
Pilot study two was conducted with postgraduate students enrolled on a Master’s pro-
gramme in surgical education. Recruited participants assembled in a PC laboratory and
were randomised into two groups. Group a) were given a dyna-linked version of the
software and group b) were given a non dyna-linked version of the software. The study
was introduced and participants were asked to read an ‘instructions for candidates’ doc-
ument, ask any questions and sign a consent form if they were willing to continue. When
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participants clicked on a ‘begin test’ button a pre-test of 18 five-stem pre-test MCQs was
administered. Questions 1-6 were text-based clinical scenarios testing diagnostic reason-
ing, questions 6-18 were ‘name the structure’ MCQs requiring candidates to identify
anatomical parts on a 2D and 3D representation of the brachial plexus. The post-test
had the same format as the pre-test but contained different questions. Upon completion
of the post-test, a 30-minute group interview was held, chaired by the director of the
Master’s programme. Results were exported into SAS statistical software and a sample
size calculation was performed.
Peer review
Multiple iterations of the software were demonstrated to departmental colleagues. Infor-
mal feedback was summarised in a research log, formal feedback was recorded onto audio
tape and a verbatim transcript was made. Feedback was also obtained from academics
attending conferences at which abstracts summarising the research were presented (see
the list of publications at the end of chapter one).
To define a null hypothesis
The null hypothesis was refined during the course of the research and was heavily in-
formed by the software development process (figure 3.1). Dyna-linked and non dyna-
linked versions of the software application were created to match the experimental con-
ditions.
3.4 Results
Identification of a topic for the software application
Interviews with experts
Respondent Job title Date interviewed
A Consultant anaesthetist 04.09.06
B Developmental biologist 19.09.06
C Senior anatomy lecturer 20.09.06
D Professor of orthopaedic surgery 25.09.06
E Consultant orthopaedic surgeon 28.09.06
F Orthopaedic surgeon 16.11.06
Table 3.1: Interview respondents
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Six subject matter experts were interviewed (table 3.1). The following themes were
extracted from the interviews: 1) the brachial plexus is clinically and educationally
important; 2) representations should match specialised knowledge requirements; 3) 2D
and 3D representations have different computational properties; 4) the value of multiple
representations is uncertain.
1. The brachial plexus is clinically and educationally important
The brachial plexus is important for surgeons, oncologists, anaesthetists and radiologists.
‘I mean the brachial plexus clinically is extremely important. So to a surgeon
it is very important because he will be operating on it, to an anaesthetist it
is very important because they inject it to numb the nerves around it or to
try to avoid the nerves...GPs are not going to be that involved in it...they
will know a bit about it but they are not going to know the intricate details
about it. But even people like oncologists who deal with cancer, if you get a
cancer that invades the brachial plexus they need to know about that type of
thing...and the other group that know a lot about it are radiologists because
they are obviously seeing that all the time’(E).
‘All anaesthetists have to have a good knowledge of the anatomy of the
brachial plexus. For example you need to locate the suprascapular notch to
administer anesthetic, this is five centimeters below the skin and hard to lo-
cate due to slight anatomical variations. Imaging techniques such as MRI
and ultrasound are very important as they give you a much better under-
standing of the anatomy and make it easier to locate particular nerves...The
brachial plexus block is one of the hardest to anaesthetise as people have a lot
of misconceptions about it. A 3D model would offer a more accurate model
of how and where to place the needle’(A).
The brachial plexus is important to undergraduates because it demonstrates general
principles about the functional relationship between nerves and muscles.
‘The brachial plexus acts as a template for learning the lower limbs, it is a
good example to use and [undergraduate] students should love it...teachers
often get sucked into discussing [the brachial plexus] by students’(A).
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‘Well undergraduates, it’s dumbing down at the moment anyway so the brachial
plexus will always remain important to undergraduates so this would be ideal
for them because even if they do not get to the prosection they can see this’(E).
Any resource which improves training would be welcomed.
‘The brachial plexus is one of the hardest subjects to learn so anything that
helps you understand it is good ’(C).
‘Lack of knowledge is causing operative injuries to the plexus. Operative
damage is a very serious issue’(D).
2. Representations should match specialised knowledge requirements
Respondents require representations which suit their specialities. For example, devel-
opmental scientists want detailed information about the biochemistry of the brachial
plexus whereas medics mainly want to know ‘what is normal and what is abnormal ’
(B). Vascular and breast surgeons would like to visualise the anatomy surrounding the
brachial plexus in operative order, whereas anaesthetists need to align hidden portions
of the brachial plexus against visible surface structures. Orthopods want to see the
relationship between the brachial plexus and the muscles in the arm and forearm.
Respondents D and F specialise in brachial plexus operations and requested the following
animations: 1) nerves gliding against bones; 2) nerves trapped by dislocated bones; 3)
the pulsatility of the subclavean artery; 4) tensions during injury which cause nerve
roots to be torn from the spinal cord; 5) the functional effects of nerve transplants upon
muscle contraction.
A 3D representation would allow undergraduates to see the relationship between the
brachial plexus and landmarks such as the axillary artery and the clavicle. Semi-
transparency could be used to fade structures in and out and embryological animations
could explain the developmental origins of the brachial plexus. See appendix C for an
account of the embryological development of the brachial plexus.
3. 2D and 3D representations have different computational properties
All respondents acknowledged the instructional benefits of 2D and 3D representations:
‘graphics are a shortcut to conceptual understanding ’ (B); ‘a picture speaks a thousand
words, (B and C); ‘we are very visual, we learn better from visual things’ (A); a really
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good drawing is invaluable but it has to go to a mind prepared’ (D). However, respondent
D rarely uses diagrams in lectures and prefers demonstrating anatomy with student
volunteers and skeletons. Similarly, respondent A has stopped showing diagrams to
students on ward rounds because they can overload learners with information.
‘I used to show students diagrams from books [on ward rounds]. Although
nowadays I tell them to go and look it up themselves later in the library,
their eyes tend to glaze over, it is too much to take in at once’(A).
There was a common perception that 3D representations were superior to 2D represen-
tations because they help learners to decode spatial information.
‘Teachers will use anything they find useful. Learning visually is much better
than learning from text and 3D is better than a textbook ’(A).
‘3D is good for showing depth and complexity which is hard using 2D. Also,
book diagrams tend to simplify what happens and make students think that
one thing happens then another, when actually they happen at the same time.
A 3D movie could show concurrent processes’(B).
‘A typical brachial plexus diagram [see figure 3.3] oversimplifies reality, like
a tube map, and only shows two dimensions. Learning the brachial plexus is
difficult because it is a concept. The diagram shows the cut muscle and dotted
lines indicating that the nerves are positioned behind the clavicle. Because
everything is flattened onto a single plane it can take several minutes to work
out what the diagram is actually representing ’(A).
Even though prosections are real bodies, they can be spatially unrealistic because the
connected tissue between nerves is disrupted.
‘When you see a prosection what it’s teaching students is where a nerve is
passing to, but it’s not teaching the geographic relationships of those nerves
and how they can be damaged. For example if somebody broke their collar
bone you would want to know where the nearest nerve is to that and how it
could be related, and doing a two-dimensional look at the brachial plexus isn’t
going to tell you that. If you take a picture of the brachial plexus and put
it next to the clavicle it’s not really going to tell you that....if you can see a
three dimensional model of it coming out and rotate around it, if you can do
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a 360 twirl around it and see how the nerves are interrelating as they go into
the arm, that is much more useful ’(E).
‘[Re: 3D ] Oh god yeah, the more [students] can see and understand the
better, especially in relation to other landmarks such as the axillary artery
and muscles around it ’(C).
The level of geographical detail in a 3D representation may be unnecessary for patients.
‘[A 3D representation] would be too much. For the patient I think you’ve
got to try to explain what is the function. They don’t want to know where
the things are. They simply know that the shoulder is not working, the elbow
is not working, the hand is not working...We tend to explain to [patients]
that roughly C5 supplies all the muscles for the shoulder, mainly is shoulder
activity, C6 is hand activity, C7 is wrist extension and C8 and T1 hand
function. So that is a schematic representation of what the brachial plexus
does. It’s very schematic, a lot, just to let them understand how things
roughly work ’(F).
Respondent D drew a diagram showing a schematic arrangement for a hypothetical
patient with nerve damage at the C8 and T1 vertebrae (figure 3.2).
The act of drawing a diagram can serve a rhetorical function by conveying a willingness
to engage with someone’s problems: ‘patients can feel fobbed off with generic diagrams
in printed leaflets’ (D).
The value of multiple representations is uncertain
Representations of the brachial plexus fall into two main camps: 1) pictorial views
showing spatial relationships (figure 3.3a); 2) schematic ‘tube map’ views (figure 3.3b).
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Figure 3.2: A sketch of the brachial plexus
Figure 3.3: Two representations of the brachial plexus: (a) 3D representation (Primal
Pictures); (b) textbook diagram (Netter 1990)
‘Yes, in terms of a brachial plexus visual presentation there are two ways
of looking at it. One is the pure anatomy, gross macroscopic anatomy and
that [3D] would be very useful and then do this more what I would call the
physiological, the mapping of the thing which can be done much more two
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dimensional with tube maps, and I’d imagine the two together would be fan-
tastic’(E).
Adopting this arrangement, a 2D schematic showing functional information could be
dyna-linked to a 3D representation providing spatial information.
‘And [dyna-linking] would make very good instruction because that would
make it very much an interactive thing, so you could say right press, what’s
going to happen and then it shows you why. If you were going to damage
your clavicle there, and it’s adjacent to the C7 cord what would be the clinical
effects, and then they could work it out and then they could get the answer
and it shows on the tube map coming through...The key to learning is how to
bridge diagrams with practical application’(E).
Other respondents were more cautious about the instructional value of multiple repre-
sentations.
Respondent A argued that learning to correspond between a 2D imaging scan and a 3D
representation was ‘purely cognitive’ and would not require explicit tuition. Respondent
B stated that multiple representations might overload undergraduates with information
and would be more suitable for postgraduates. Respondent F reserved his judgement
until he saw a prototype: ‘I don’t know if that’s going to be confusing or not...I’ll tell
you when I see it ’(F).
Teaching observations
A postgraduate dissection seminar was observed on 03.11.06. During this session a
professor of anatomy dissected the brachial plexus in front of five surgeons (figure 3.4).
Figure 3.4: Photographs of a brachial plexus dissection
The seminar acted as a revision masterclass for the surgeons, who would demonstrate the
anatomy of the brachial plexus to undergraduate students at a later date. A verbatim
transcript of the commentary provided during this session is given in appendix C.
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A one hour undergraduate lecture titled ‘Nerve Injuries and Consequences in the Upper
Limb, Why the Brachial Plexus Matters)’ was observed on 19.01.07. The lecture had
the following learning objectives for students: to be able to summarise in simple terms
the overall patterns of motor and sensory segmental nerve distribution to the limb; to
be able to explain (in outline only) the role of the brachial plexus; to demonstrate where
the axillary, radial, median and ulnar nerves nerves are vulnerable to injury; and to
be able to explain the main motor and sensory deficits associated with carpal tunnel
syndrome, ulnar nerve injury near the elbow, radial nerve injury in the spiral groove,
axillary nerve injury and injury to the roots of the brachial plexus.
The lecture took place in a large auditorium using a Powerpoint presentation featuring
numerous textbook diagrams and photographs of patients (figure 3.5).
Figure 3.5: Powerpoint screenshots from an undergraduate brachial plexus lecture
The lecturer used the mouse cursor to illustrate points of interest and yellow overlays
to indicate nerve pathways (drawn using the standard Powerpoint tools).
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Conclusion
The brachial plexus was chosen as a topic for the application because: 1) it is clinically
important; 2) it is suited to 3D visualisation; 3) it is intellectually and conceptually
challenging and frequently tested in undergraduate examinations; 4) it is used to teach
general principles of function and impairment; 5) it is suited to both schematic and
pictorial representation; 6) the project was supported by senior anatomy staff.
At this stage of the project the intention was develop a tutorial for undergraduates and
then to target postgraduates at a later date. The presentation in figure 3.5 provided the
initial content for the software application.
Development of a software application
Technology requirements
A dataset containing 3D representation of the bones, muscles and vessels in
the upper limb
Chosen technology: A commercial dataset purchased from www.anatomium.com. The
Anatomium dataset provides a complete textured model of the body. The trade-off is
that many structures are either missing or badly represented and the nerves in the upper
limb are unusable. Compare the higher quality 3D Science models in appendix A.
Tools to model the brachial plexus
Chosen technology: Maya. Maya is a market-leading 3D modelling and animation soft-
ware. It has all the required functionality including a plug-in for exporting 3D models
to web technologies. The trade-off is a complex interface and a steep learning curve.
An interface to interact with the representations
Chosen technology: Flash. Flash is a multimedia platform for adding animation and
interactivity to web pages with tools for designers to create interactive user interfaces.
The trade-off is that Flash is not designed for displaying 3D graphics, so anatomical
3DCGRs have to be pre-rendered and have limited interaction compared to realtime
technologies (Brenton, Hernandez, Bello, Strutton, Firth & Darzi 2005).
A scripting language to implement dyna-linking and log user interactions.
Chosen technology: Flash Actionscript. Flash uses a scripting language called Action-
script to control interaction with onscreen content. The trade-off is that there are no
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published techniques for implementing dyna-linking and minimal techniques for tracking
the type of interaction required by this project.
A framework for administering assessment tests.
Chosen technology 1 : WebCT. WebCT is a collection of tools for delivering online course-
ware and assessment. The trade-off is a badly designed user interface and proprietary
technology which limits the ability to customise assessment.
Chosen technology 2 : Flash ActionsScript. WebCT was abandoned after prototype
version 3 (see below). Actionscript can be used to deliver multiple choice assessments.
The trade-off is the technical challenge of randomising and assessing graphical ‘name
the structure’ questions.
Evolution of prototypes
The software evolved through many iterations; five illustrative prototypes and the final
version are presented below.
Version 1
Storyboards were presented at a departmental meeting at Imperial College. These
concept designs featured one anatomical 3DCGR and multiple 2D representations de-
picting anatomy, physiology, injury and the embryological development of the brachial
plexus (figure 3.6).
Figure 3.6: Concept designs for the software application
Feedback from colleagues was positive but suggested that the range of the material might
be too broad. Feedback from attendees at a conference on narrative within interactive
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learning environments was supportive towards using multiple representations (Brenton
et al. 2006).
Version 2
The number of representations was reduced to two. In version 2 the anatomical 3DCGR
had rotation and zooming interactions but the 2D representation was non-interactive
and there was no dyna-linking. A test was conducted using eye tracking equipment to
record the saccades and fixations of two non-medical participants interacting with the
software under the instruction of an anatomy teacher (figure 3.7).
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Figure 3.7: User eye movements during interaction with version 2 of the prototype
A PhD student at UCL helped to run and analyse the test. A discussion with this student
raised several issues about using eye tracking for assessment. For example: 1) there is
a tendency for authors to select and publish extreme examples of gaze patterns which
may not be representative of a wider population; 2) vocalisation during task performance
can change normal gaze patterns; 3) fixation duration (means) are often interpreted as a
proxy for cognitive load but are more relevant for quantitative not qualitative approaches
due to variance; 4) the frequent rotation and zooming of an anatomical 3DCGR make
fixation statistics difficult to interpret.
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An interview was also conducted with a second-year medical student who examined
the software. The following themes were extracted: 1) the respondent liked visual and
interactive materials; 2) some multimedia resources are not trusted; the prototype is
limited but has potential; 3) the respondent liked multiple representations onscreen
simultaneously; 4) functional information could be indicated by dyna-linking.
The respondent liked visual and interactive materials
The respondent confirmed that the brachial plexus was an important topic and that
approximately forty percent of his anatomy teaching had concentrated on the upper
limb. He was taught the brachial plexus in three steps: 1) an introductory lecture; 2) a
dissection session with an anatomy demonstrator; 3) a small group tutorial where more
advanced topics were discussed. The respondent saw the benefits of this approach.
‘It gives you an opportunity to firstly understand the very basic principles
and then have that applied in the real world if you like, with dissections, then
the discussions that follow on help to consolidate it ’.
However, he sometimes found the large amount of text hard to remember.
‘I think the problem is is that it’s a lot of text, as in it’s just reading through
books, um there’s not a great visual aid apart from the dissections...Whereas
if I have a picture in front of me with all of the relevant anatomy then I
can maybe look at that twice and then a couple of months later I’ll be able to
recall it fairly accurately ’.
Pictures and videos were better than text but the one opportunity he got to dissect a
cadaver was the best learning experience.
‘Yeah, er, I think the fact that it, the fact that it has substance to it, and
the fact that you can poke it and prod it and move things around, and learn
that way, it’s a lot more interactive than just a textbook. So I think that
personally is what does it for me, it just seems to stick...I still remember the
dissection that I personally did, even though it took two hours to do, even
now I still remember it so every time I come across the word radial artery or
something associated with it I just go back to that memory of me finding it
for the first time as opposed to someone telling me, this is where it is, have a
look and that’s it, I think because I have that interaction, it sticks a lot more
in my mind ’.
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Some multimedia resources are not trusted
‘To be honest, there’s always a suspicion on, on the internet for example of
how, how accurate the material is whereas when you have a textbook even
though it can be very boring to have to trawl through it at the end of the
day it’s a published recognised, distinguished book so you know the material
is correct... it would depend on the nature of what the multimedia was but
knowing that this is all accurate, this isn’t, uh, stuff if you put down in an
example or exam or told someone it would be wrong, I think that would go a
long way to sort of gaining the trust that you need to, to use it ’.
The prototype is limited but has potential
The respondent was complimentary, ‘it’s quite an interesting program really. It looks
intriguing to say the least ’, but hinted that the prototype was of limited use because it
lacked interaction.
‘Um, is this as far as it goes, is this everything ?....at the moment it’s very
static’.
The value of the application depended primarily on how well it supplied information
tested in examinations.
‘But where the real sort of magic is, is to show this, is what the musculocu-
teous nerve does, and when it’s functioning correctly, this is what it does, so
you activate it and you have something that comes up showing, you know the
arm moving or whatever, and this is what it does normally, and something
they love to ask in exam questions and that students find quite difficult is
when things go wrong...Not to, not to come down on anyone’s level of skill
on this, it’s not amazing, but it doesn’t need to be amazing, it’s absolutely
adequate for what I would need to do so, having something I could quite hap-
pily say, there’s the bicep there, this is really good for the level of knowledge
that we would need to know ’.
‘Again, depending on how well it was extended, I think it’s definitely some-
thing I can see different students using. Absolutely...Quite honestly speaking
it would be something that would be so useful and it’s not something that’s
readily available out there for students to use’.
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The respondent also requested a stripping interaction which could build up and down
between layers.
‘Because sometimes when you are studying anatomy just the overwhelming
detail just puts you off completely, but if you could just say let’s just start
with the aorta, and then slowly, slowly build it up’.
The respondent liked multiple representations onscreen simultaneously
The respondent discussed how information was distributed between the representations.
‘So, the relationship here is, again this [the 2D ER] is a nice sort of idealistic
way of learning what all the nerves come from, what they form. So this is
what I would learn, just to try and understand it [Int: Right]. But when
we move here [the 3D ER] I get an appreciation of, if there’s some sort of
trauma or some sort of injury then I can appreciate the nerves that will be
affected. [ Int: Right ]. Which is something I can’t possibly get from this
[indicates the 2D ER], this is sort of bog standard knowledge of what things
do’.
The respondent initially stated a preference for studying the 2D representation before
the 3D representation.
‘I think if I was a student and I was learning this for the first time I would,
I would, learn the anatomy first so I’d focus on this diagram here, on this
diagram here on the left [indicates the 2D ER] build it up and then finally
move over to the right where I’d feel quite competent now about what the
brachial plexus is and start applying it ’.
However, later comments indicated a preference for co-constructing knowledge across
representations.
‘Um, I think it’s definitely useful to have it the way it is now, because, lets
say I learn the diagram on the left and try applying it immediately by looking
on the right, if I forget something then the fact I can just refer back again to
the diagram, relearn it and go back to it. Um, whereas if you have to keep
switching between 3D and then back to the 2D model it’s almost a barrier
because you can’t immediately see what it is that you’ve forgotten’.
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Functional information could be indicated by dyna-linking
‘So on this [indicates the 2D Representation] if you were to show somehow,
if you were to make a cut here [indicates one of the divisions] or a cut
here [indicates another division] then go back to that image of your muscle
contracting and show this what is you can’t do anymore’.
‘So if you have a root avulsion at C5 C6 [indicates the 2D representation],
what is the effect on the muscle [indicates the 3DER]?’ (interviewer).
‘Definitely, I want the muscle action, I want to see the effect that the nerve
has, to actually have something showing the contraction, something moving,
er is the way the way I would like it ’.
.
Version 3
The eye tracking data suggested that viewers paid little attention to the menu at the
bottom of the screen, so it was moved to the top and made more prominent. The graph-
ical quality of the anatomical 3DCGR was improved and the application was integrated
into WebCT, where content pages and MCQ assessments were added (figure 3.8a). The
application was demonstrated at aconference on surgical education (Brenton et al. 2007).
The dyna-linking code was developed and refined (figure 3.8b).
Figure 3.8: (a) delivery of assessment and content pages through WebCT; (b) dyna-
linking tests
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Version 4
WebCT was abandoned because a software upgrade meant that the new version was no
longer compatible with Flash. This necessitated the development of a custom assessment
engine written in Flash Actionscript and content screens designed in Flash. Version 4
had 11 screens of ‘true or false’ pre-test MCQs written by an anatomy teacher who set
similar questions for undergraduate examinations, 11 screens of content and 11 screens
of post-test MCQs which were identical to the pre-test (figure 3.9). This version had
one way dyna-linking between the 2D representation and the anatomical 3DCGR, which
triggered highlighting, rotation and scaling of the anatomical 3DCGR (figure 3.9).
Figure 3.9: Assessment and content screens from prototype version 4
11 students on a Master’s programme in surgical education were recruited to participate
in a pilot study (see method above). The following key findings were reported.
1. The application was stable, the MCQ assessment engine worked and the technical
framework was viable.
2. There was strong support for the principle of multimedia learning using anatomical
3DCGRs. However, the application was criticised for lacking clear navigation. For
example, minimal instructions meant that some participants were unaware that
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the tutorial had 11 screens and spent a disproportionate amount of time studying
the first screen.
3. There was a general agreement that the brachial plexus was an important topic
for undergraduates but it was suggested that each section of the brachial plexus
should be introduced in a stepwise fasion.
4. One respondent suggested that the brachial plexus was a ‘threshold concept’,
meaning an intellectually challenging area of ‘troublesome knowledge’ that acts
as a gateway to an important perceptual shift (Shanahan & Meyer 2006).
Version 5
The interface was altered to provide a cleaner look with more signposting and orientation
cues. For example, the opening screen explicitly laid out the sections in the study and
provided a breadcrumb navigation trail to indicate the user’s position (figure 3.10).
Figure 3.10: Introduction screen from prototype version 5
Content screens 1-12 introduced the main sections of the brachial plexus (figure 3.11).
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Figure 3.11: Bi-directional dyna-linking in the upper portion of the brachial plexus
Screens 13-21 dyna-linked the nerves in the 2DER with the muscles in the 3DER. For
example, clicking the radial nerve highlights the muscles it innervates (figure 3.12).
Figure 3.12: Dyna-linking from 2D nerves to 3D muscles
This version had 18 five-stem pre-test MCQs. The first six questions were clinical scenar-
ios testing diagnostic reasoning (figure 3.13), questions 6-18 were ‘name the structure’
MCQs for 2D and 3D representations
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Figure 3.13: Clinical scenario MCQs
The post-test had the same format as the pre-test but different questions.
Figure 3.14: Name the structure MCQs
17 students on a Master’s programme in surgical education were recruited to participate
in a pilot study (see method above). Group a) were given a dyna-linked version of the
software (n=9); group b) were given an non dyna-linked version of the software (n=8).
The following key findings were reported.
1. The system successfully logged MCQ scores for all participants.
Chapter 3. Software development 78
2. One participant got stuck on the opening screen and did not see the ‘next page’
button.
3. There were several deficiencies in the 2D representation: 1) several participants
found the format confusing and suggested rewiring the nerves, for example moving
the posterior cord to the middle of the diagram; 2) there was a factual error in the
root values for the axillary nerve; 3) the nerves needed to be thickened and depth
cues added to approximate the spatial position of the posterior cord.
4. There were several unsolicited comments praising the look and feel of the applica-
tion. However, it was suggested that the structure labels should be more prominent
and show the root value for each nerve.
5. There were also problems reported with the anatomical 3DCGR: 1) the muscles
were too small; 2) areas of the anatomical 3DCGR sometimes disappeared during
rotation; 3) dyna-linking from the anatomical 3DCGR to the 2D representation
was activated when the mouse hovered over the representation (rather than when
it was clicked); this made the representation rotate and zoom spontaneously.
6. There was an extended discussion about medical students’ status as ‘professional
exam takers’. It was suggested that the assessment should be more closely aligned
to the content, and that written scenarios may be inappropriate in a study investi-
gating visual learning. Some of the distractors were not homogenous and could be
discounted using logical deduction. For this reason extended matching questions
(EMQs) were proposed as a more reliable format than MCQs.
A sample size calculation was performed. Assuming a power of 80%, 35 participants
would be required in each cell of a comparative study (table 3.2).
Group Obs Mean Std. Err. Std. Dev. 95 % Conf. Interval
Linked 9 2.888889 .7895928 2.368778 1.068085 4.709693
Non-linked 8 1.125 1.042619 2.948971 -1.340401 3.590401
Combined 17 2.058824 .6612743 2.726504 .6569846 3.460662
Diff 1.763889 1.290272 -.9862609 4.514039
Table 3.2: Descriptive statistics showing learning gains (post-test minus pre-test) for
prototype version 5
Final version
The 2D representation was changed to accommodate feedback from the second pilot
study. The tutorial used two different anatomical 3DCGRs, the first showed the nerves
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(figure 3.15) and the second showed nerves and muscles (figure 3.16). Two versions of
the software were developed: 1) a dyna-linked version; 2) a non dyna-linked version.
Both versions were identical aside from the presence or absence of dyna-linking.
Figure 3.15: Anatomical 3DCGRa showing the nerves
Figure 3.16: Anatomical 3DCGRb showing nerves and muscles
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Figure 3.17: Pre-test assessment EMQs
A screen recording session was held with a second-year medical student. The version
used in this recording is referred to as version 5.5 because minor changes were made
after the session.
Definition of null hypothesis
The following null hypothesis was defined (table 3.3).
There will be no significant difference in learning outcomes between
participants using dyna-linked 2D and 3D representations of the upper limb
and those using non dyna-linked representations.
Table 3.3: Null hypothesis
3.5 Discussion
The purpose of this chapter was to choose a topic suited to 3D representation, build a
software application and define a null hypothesis. The brachial plexus was chosen be-
cause: 1) it is clinically important; 2) it is suited to 3D visualisation; 3) it is intellectually
and conceptually challenging and frequently tested in undergraduate examinations; 4)
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it is used to teach general principles of function and impairment; 5) it is suited to both
schematic and pictorial representation; 6) the project was supported by senior anatomy
staff. Through a process of iterative software development, multiple prototypes were
built and tested. Two versions of the software were produced: 1) a dyna-linked version;
2) a non dyna-linked version. A null hypothesis was defined (table 3.3).
On one level, the iterative approach was successful. A topic for the software application
was chosen based upon expert opinion and the scope of the content was narrowed by
peer review. A medical student was consulted early in the design process to get feedback
from a member of the target test population. An eye tracking feasibility test (figure 3.7)
helped to refine the user interface and raised issues of how learning could be assessed
using eye movement data. Feedback from versions 4 and 5 refined the interface and
navigation system, resulting in a usable application.
On another level the iterative approach was unsuccessful. Developing the content, tech-
nology and assessment for each iteration was far more time-consuming and labour-
intensive than originally anticipated. For example, a major problem occurred when
Imperial College upgraded to a new version of WebCT, causing the tutorial to stop
working properly. It was necessary to abandon WebCT and develop a standalone tuto-
rial in Flash, which required the coding of a custom assessment engine. The additional
work reduced the time available for refining the content and the assessment measures
used in versions 4 and 5.
Feedback from the two pilot studies raised important issues about the construct validity
of the assessment measures. There was a long discussion about whether the tests were
measuring learning that came from the tutorial or from somewhere else. The true /
false MCQs in version 4 were similar to those used to test undergraduates in medical
examinations (figure 3.8); however, the fact that these MCQs were aligned to the content
taught in the syllabus did not mean that they were sensitive to the visual information
provided by the representations in the tutorial. A further defect in version 4 was the
use of identical pre-tests and post-tests.
The main weakness of MCQs is the ease with which they can be guessed (Schuwirth
& van der Vleuten 2004, Fischer et al. 2005). Medical students are expert exam takers
and certain MCQs can trigger preset answers. For example, for a test-wise student,
any question referring to ‘a heavy bag’ is shorthand for an injury to the radial nerve.
This type of rote learning can provide practitioners with a baseline of diagnostic compe-
tence, but it presents problems for researchers wanting to test the learning gains from a
specific educational intervention. An unanticipated benefit of interviewing postgraduate
students enrolled on an educational programme was their familiarity with issues relating
to assessment. Their input led to the adoption of visual extended matching questions
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(EMQs) in the final study (figure 3.17), EMQs being more reliable and discriminating
than MCQs (McCoubrie 2004, Schuwirth & van der Vleuten 2004, Fischer et al. 2005).
The two pilot studies provided useful feedback about the design of the software. For
example, version 5 had a factual error in the 2D representation, and participants found
the thin lines of the ‘tube map’ format confusing. A new 2D representation was adopted
for the final application based on a more standard format (figure 3.15). The pilot
studies, however, did not provide any direct evidence that the representations, content
and assessment were appropriate for the target population of undergraduate medical
students. This concern was only partially addressed by conducting a screen recording
session with a student using a pre-release version of the final application (appendix C).
Summary
This chapter described the iterative development of the software application (figure 3.1).
Interviews and teaching observations identified a network of nerves in the upper limb
called the brachial plexus as a suitable topic. The software evolved through many
iterations; five prototypes, two pilot studies and the final version were used as illustrative
examples to narrate this process. Two software applications were produced: 1) a dyna-
linked version; 2) a non dyna-linked version.
The next chapter reports a randomised trial which tests the null hypothesis stated in
table 3.3.
Chapter 4
Dyna-linking: a randomised trial
‘Spatial parallelism takes advantage of our notable capacity to compare and
reason about multiple images that appear simultaneously within our eye-span.
We are able to canvas, sort, identify, reconnoitre, select, contrast, review -
ways of seeing all quickened and sharpened by the direct spatial adjacency
of parallel elements...Parallelism connects visual elements. Connections are
built among images by position, orientation, overlap, synchronisation, and
similarities in content. Parallelism grows from a common viewpoint that
relates like to like. Congruity of structure across multiple images gives the
eye a context for assessing data variation. Parallelism is not simply a matter
of design arrangements, the perceiving mind itself actively works to detect
and indeed to generate links, clusters, and matches among assorted visual
elements’.
Edward Tufte, Visual Explanations (1997)
‘If two words are placed together that are not normally associated as from the
same field of reference or meaning, a kind of semantic spark or jump may be
created that is intensely located within the continuity of the text process: it
may be a “hotspot” that burns very bright but which the reader can quickly
assimilate within the larger patterns of composition’.
JH Prynne, Difficulties in the translation of ‘difficult poems’, Cambridge
Literary Review (2008)
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4.1 Introduction
Chapter three described the development of a software tutorial to teach upper limb
anatomy. Dyna-linked and non dyna-linked versions of the application were built.
This chapter starts by comparing examples of 2D / 3D dyna-linking in medical multi-
media, giving both context and rationale for the way that dyna-linking is implemented
in the upper limb tutorial.
A randomised study is described which tests the null hypothesis: There will be no
significant difference in learning outcomes between participants using dyna-linked 2D and
3D representations of the upper limb and those using non dyna-linked representations.
The results of this study are presented alongside data from a survey questionnaire and
a focus group.
The discussion considers the extent to which the qualitative and quantitative findings
advance the research objectives of this thesis: 1) to create an original and useful software
application; 2) to investigate the utility of dyna-linking for teaching upper limb anatomy.
4.2 Background to dyna-linking
Learners can easily get disoriented in 3D environments and distracted by attention-
grabbing yet irrelevant animations (Phelps et al. 2004, Lowe 2006). Dyna-linking may
address this problem by imposing ‘preset interrogation pathways’ (Lowe 2003) to se-
lect, name and highlight relevant information across representations. For example, in
figure 4.1 the user has just clicked on the midbrain in the 2D MRI, triggering red high-
lights of that region in both 2D and 3D representations.
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Figure 4.1: Dyna-linked stripping and highlighting between 2D and 3D representa-
tions of the head (Primal Pictures)
When experts ‘read’ an MRI they employ different search and recognition strategies
from those used by novices and are attuned to underlying structures only hinted at by
surface features (Donovan & Manning 2006). Dyna-linking may help students to acquire
these professional readership skills by using perceptual cues (in this case, red highlights)
to juxtapose an ambiguous visual element in an MRI against a more explicit 3D version.
In this way the 2D representation is constrained by the familiarity and inherent proper-
ties of the 3D representation (figure 4.2 branch 2).
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Figure 4.2: A functional taxonomy of multiple representations (Ainsworth 1999)
The 3D representation in figure 4.1 is more familiar than the MRI because it uses colour
and shading to segregate structures into logical categories such as muscles and bones.
It is inherently more specific about spatial relationships because it is incapable of not
encoding depth information within its Z coordinate.
Figure 4.3 shows three-way dyna-linking between an MRI, a 3D representation and a
taxonomy of parts.
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Figure 4.3: Dyna-linked navigation of 2D and 3D brain anatomy (Huang 2006)
These three representations encode different aspects of the same structure, so the in-
formation they present is complementary but not fully equivalent (figure 4.2 branch 1).
The MRI uses greyscale values to indicate changes to tissue density within normal and
diseased tissue, the 3D representation shows spatial geometry and the taxonomy shows
position within a classification system.
The dyna-linked representations in figure 4.4 also play complementary roles to illustrate
different aspects of the same activity.
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Figure 4.4: Muscular force and endurance while riding a bicycle (Narayanan 2008)
The 3D representation shows anatomy and physiology and the graph shows performance
over time. Learners who lack the training to interpret the graph are likely to have fa-
miliarity with the 3D representation because it has a pictorial resemblance to everyday
reality. In this way the more concrete 3D representation may act to constrain inter-
pretation of the more abstract graph (figure 4.2 branch 2). Constraint is reciprocal,
because the persistent information in the graph retains a colour coded historical trace of
the 3D representation. Hence, the graph bears testimony to patterns of activity in the
3D representation which have been lost to time (Ainsworth & VanLabeke 2004). At-
tentive learners may abstract these patterns into heuristics to predict the load-bearing
performance of sets of muscles under different conditions (figure 4.2 branch 3).
In figures 4.1, 4.3 and 4.4 dyna-linking connects identical structures across multiple
representations. In contrast, dyna-linking in figure 4.5 connects different structures.
Figure 4.5: Dyna-linked representations showing the functional effects of injury to
the oculomotor system (Glittenberg 2006)
Clicking on a cranial nerve in the 2D MRI triggers a 3D animation demonstrating how
eye movement is affected by injury to that region in the brain. This type of dyna-linking
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may help learners to construct a deeper understanding of the functional dependencies
between connected systems in the body (figure 4.2 branch 3).
The implementation of dyna-linking in the upper limb tutorial is an amalgam of the
four examples discussed above. In the first half of the tutorial, dyna-linking is between
different representations of the same structure (figure 4.6).
Figure 4.6: Bi-directional dyna-linking between the anterior division of the superior
trunk
The 2D representation provides a persistent overview showing the flow of connections
between parts and the 3D representation shows different viewing angles, levels of mag-
nification and anatomical landmarks such as the brachial artery and the ribcage.
In the second half of the tutorial, dyna-linking connects nerves with related muscles
(figure 4.7).
Figure 4.7: Bi-directional dyna-linking between the axillary nerve and the deltoid
muscle
The red pathway highlighted in the 2D representation indicates the root value of the
axillary nerve. Root values are the vertebrae from which a nerve originates, so the
axillary nerve has root values of C5 and C6. Using the two representations, we can
reason that weakness in the deltoid muscle may be caused by injury around the C5 and
C6 vertebrae.
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The brachial plexus is a threshold concept, an area of troublesome knowledge which re-
quires learners to transform the way they think about a topic in order to progress (Meyer
& Land 2006). Dyna-linking may facilitate this progression by demonstrating the rela-
tionship between form (anatomy), function (physiology) and disfunction (injury). Learn-
ers may also acquire generic clinical reasoning skills that move an argument forwards and
backwards between observable symptoms and underlying causes (Norman et al. 1999).
Researchers have repeatedly found that relating between representations is very hard for
novices (Van Labeke & Ainsworth 2003). For example, trainee chemists could make only
superficial links between chemical equations, graphs and molecular animations because
they failed to coordinate their understanding across representations (Kozma 2003). In-
tuitively, one would assume that dyna-linking will support learners in the process of
translation because it forges meaningful links between representations. However, the
only empirical study that exists found no significant difference between dyna-linked and
non dyna-linked conditions (Van der Meij & de Jong 2006). No one has investigated
dyna-linking within medical education or between 2D and 3D representations.
The impasse in our current state of knowledge about dyna-linking suggests it is worthy
of further investigation.
4.3 Aim
A randomised study aimed to test the null hypothesis in table 4.1.
There will be no significant difference in learning outcomes between
participants using dyna-linked 2D and 3D representations of the upper limb
and those using non dyna-linked representations.
Table 4.1: Null hypothesis
Secondary objectives were: 1) to explore the relation between learning gain and time on
task; 2) to explore the relation between learning gain and mouse clicks.
A survey questionnaire aimed to: 1) sample student perceptions about the tutorial; 2)
identify technical and/or usability problems; 3) gauge the relative merits of 2D and 3D
representations; 4) determine if the tutorial is more appropriate for revision or for initial
learning of upper limb anatomy; 5) help interpret the quantitative results.
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A focus group had the same aims as the survey, but was intended to explore participant
reactions in greater depth, with a particular emphasis on the utility of dyna-linking.
4.4 Method
Materials
The first screen introduced the study (figure 4.8).
Figure 4.8: Opening screen
Clicking the next screen button started a pre-test that was divided into four sets (a, b,
c, d). Each set consisted of five questions.
Set (a) highlighted one of 17 sections of the brachial plexus on the 2D representation
and instructed participants to select the correct name from a list of EMQs. The list did
not include the roots (C5-T1) as these were named on the diagram (figure 4.9).
Set (b) repeated the process used in set (a) on the anatomical 3DCGR of the brachial
plexus (using the same EMQs). Controls on the top right of the screen rotated the image
360 degrees around the Y axis (figure 4.10).
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Set (c) highlighted one of 17 muscles in the anatomical 3DCGR of the upper limb and
asked the participant to select the correct name from a list of 17 EMQs. Rotation
controls revolved the image around 360 degrees on the Y axis (figure 4.11).
Set (d) highlighted one of 17 muscles in the anatomical 3DCGR of the upper limb and
asked participants to select the nerve that innervates it from five MCQs (figure 4.12).
Figure 4.9: Assessment EMQs set (a) questions 1-5
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Figure 4.10: Assessment EMQs set (b) questions 6-10
Figure 4.11: Assessment EMQs set (c) questions 11-15
Chapter 4. Randomised comparative study 94
Figure 4.12: Assessment MCQs set (d) questions 16-20
The next screen provided more details and stated the learning objectives of the study (fig-
ure 4.13).
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Figure 4.13: Instruction screen
Clicking the next screen button began the tutorial.
Screens 1-6 adjusted the 2D representation to step through sections of the brachial
plexus, by activating regions of interest and deactivating other areas in grey. For exam-
ple, screen 6 showed how the musculocutaneous and median nerves are formed from the
anterior division of the superior trunk (figures 4.14 and 4.15).
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Figure 4.14: Non dyna-linked version used by group 1
Figure 4.15: Dyna-linked version used by group 2
In the non dyna-linked version (figure 4.14), the anterior division of the superior trunk
has just been clicked in the 2D representation, highlighting this structure and adding an
appropriate text label. In the dyna-linked version, the same action also highlights the
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anterior division of the superior trunk in the anatomical 3DCGR, rotates the viewing
angle to 0 degrees and adjusts the transparency of the ribcage (figure 4.15).
Screens 7-11 activated the entire plexus in the 2D representation by removing all grey
areas. Participants were invited to click on each of the five main nerves (ulnar, mus-
culocutaneous, median, radial, axillary) to highlight their root values. For example,
in figure 4.16 the musculocutaneous nerve has been clicked in the 2D representation,
highlighting its root values of C5, C6 and C7 in the 2D representation and (because it
is dyna-linked) in the anatomical 3DCGR.
Figure 4.16: Dyna-linked version showing root values for the musculocutaneous nerve
Screens 12-21 used a second anatomical 3DCGR to demonstrate innervation. The same
bi-directional dyna-linking principle was used to show the relationship between mus-
cles in the anatomical 3DCGR and nerves in the 2D representation. For example, in
figure 4.17 the long head of biceps has just been clicked, highlighting the musculocuta-
neous nerve and its root contributions in both representations.
Chapter 4. Randomised comparative study 98
Figure 4.17: Dyna-linked version after clicking on the long head of biceps
Figure 4.17 shows one of the self-test MCQs which asked participants to interact with
the representations in order to work out which nerves supply the different muscles. Eight
screens contained these types of MCQ, but they were not assessed due to insufficient
development time.
The questions used in the pre-test and post-test were generated iteratively as successive
versions of the software were refined. See chapter three for details of this process and
the rationale for using EMQs.
Experimental procedure
Ethics approval was obtained and the study was advertised to undergraduate medical
students from Imperial College. A prize draw to win an iPod was offered as an in-
centive to participate. Recruited participants assembled in a PC laboratory and were
randomised into two groups. Participants in group 1 used a dyna-linked version of the
tutorial; participants in group 2 used a non dyna-linked version of the tutorial.
The study was introduced and participants were asked to read an ‘instructions for can-
didates’ document, ask any questions and sign a consent form if they were willing to
continue. Once participants clicked on a ‘begin test’ button, the pre-test started with
similar but different questions randomly generated for each user. Participants then
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worked through the tutorial and the post-test at their own pace. The system logged ev-
ery time a representation was clicked on with the mouse, and the time taken to complete
the pre-test, tutorial and post-test was recorded.
Test results and logging metrics were gathered from each computer using a batch pro-
cessing script and exported into SPSS version 19 for statistical analysis. Descriptive
statistics were generated and the following tests administered: ANOVAs, post hoc anal-
ysis using the Bonferroni correction, t-tests and Pearson correlations.
Survey questionnaire
Upon completion of the post-test, candidates were asked to rate the study using a five
point Likert scale and the following criteria: overall quality; overall ease of use; usefulness
of 2D; usefulness of 3D; benefit of 2D & 3D combined; value as a supplement to lectures;
value as a supplement to textbooks; value for revision; value for initial learning. A space
for free text comments was provided with the prompt: ‘any other questions ?’.
The ratings and comments were tabulated according to category, condition and prior
knowledge. This data is analysed on its own terms and as a framework for interpreting
the empirical findings.
Focus group
An independent interviewer was hired to conduct a focus group. She was briefed about
the aims of the study and given the following topic guide.
• Please draw out unsolicited comments from participants.
• Ask for initial impressions of the application.
• How appropriate is this application for learning upper limb anatomy ?
• Which diagrams (2D or 3D) are most useful, and for what ?
• How do the 2D and 3D diagrams relate to each other ?
• Is the application better for revision or for initial learning ?
• Would participants use the application again ?
• If participants were redesigning the application what changes would they make ?
• Please draw out negative comments.
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The interviewer was given an opportunity to ask further questions about the study and
the importance of exploring attitudes towards dyna-linking was emphasised.
All participants were invited to participate in the focus group on a first come first served
basis. The focus group was conducted approximately 10 minutes after the study. The
session was chaired and recorded by the researcher who produced a written report, which
is selectively quoted in the discussion at the end of this chapter and reproduced in full
in appendix C.
4.5 Results
59 undergraduate medical students were recruited to take part in the study, of which
nine dropped out (figure 4.18).
Figure 4.18: Study participants
The remaining 50 participants were randomised into dyna-linked and non dyna-linked
conditions. In the table headings below, time on task refers to the time taken to complete
the tutorial, clicks refers to the number of mouse clicks on the 2D and 3D representations,
standard deviations are given in brackets.
Assumptions for parametric testing
In the dyna-linked condition skew = 0.464 (SE 0.464), z = -0.69; kurtosis = 0.267 (SE
0.902), z = 0.29. In the non dyna-linked condition skew = 0.388 (SE 0.464), z = 0.83;
kurtosis = -0.717 (SE 0.902), z = -0.79. The K-S test indicates a normal distribution
for the dyna-linked condition, D(25) = 0.117, p > 0.05 but a non-normal distribution in
the non-linked condition D(25) = 0.117, p < 0.05. In contrast, the S-W test indicates
that both conditions are normally distributed; in the dyna-linked condition, W(25) =
0.976, p >0.05; in the non dyna-linked condition, W(25) = 0.957, p >0.05. For learning
gain, the variances were equal for dyna-linked and non dyna-linked conditions, F (1,48),
ns.
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There is some ambiguity about the distribution of the non dyna-linked condition. A lack
of normality is indicated by data points which fall away from the diagonal (figure 4.19),
negative kurtosis (-0.717) and a significant K-S test, D(25) = 0.117, p < 0.05. However
the z-scores for kurtosis and skew are less than 1.96 indicating that kurtosis and skew
is not significant (p < 0.05), the normal curve is bell shaped (figure 4.19) and the S-W
test indicates a normal distribution. The S-W test has more power than the K-S test to
detect differences from normality and is preferable when testing small sample sizes (Field
2009). Lavenne’s test was not significant, so homogeneity of variance can be assumed.
Although there remain a slight question mark over the distribution of the non dyna-
linked group, on balance, the data meets the assumptions of parametric tests. An
ANOVA is still the appropriate test even if there is a violation of normality, because
it is robust when group sizes are equal and other assumptions are met (Field 2009).
ANOVAs are preferable to repeated t-tests because they reduce familywise error (the
chance of making a type I error through repeated testing). The alternative choice of
using non-parametric tests was rejected because these have far less power when applied
to Gaussian distributions.
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Figure 4.19: Frequency distributions, P-P plots and Q-Q plots for learning gain
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2 x 2 mixed ANOVA for condition and time
Dyna-linked Non dyna-linked Total
N 25 25 50
Pre-test/20 5.76(4.17) 7.12(5.43) 6.44(4.85)
Post-test/20 9.6(3.99) 11.72(3.31) 10.66(3.78)
Gain/20 3.84(3.30) 4.6(3.97) 4.22(3.63)
Table 4.2: Pre-test results, post-test results and learning gain by condition
A main effect of the test revealed post-test scores (M = 10.66) significantly higher than
pre-test scores (M = 6.44), F (1, 48) = 66.85, p < 0.001, η2 = 0.582. There was no
significant interaction between condition and time, F (1, 48) = 0.542, p = 0.465, p
<0.001, η2 = 0.582 (figure 4.20).
Figure 4.20: Scores on pre-tests and post-tests by condition
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These findings fail to reject the null hypothesis (table 4.1) as there is no significant
difference between experimental conditions.
2 x 2 x 2 mixed ANOVA for condition, year and time
Dyna-linked Non-dyna-linked Total
Year 1
N 11 8 19
Pre-test/20 2.09(1.58) 0.75(0.87) 1.53(1.47)
Post-test/20 6.64(2.77) 8.88(3.36) 7.58(3.15)
Gain/20 4.55(3.17) 8.13(3.8) 6.05(3.81)
Year 2
N 14 17 31
Pre-test/20 8.64(3.19) 10.12(3.77) 9.45(3.52)
Post-test/20 11.93(3.2) 13.06(2.36) 12.55(2.78)
Gain/20 3.29(3.41) 2.94(2.87) 3.10(3.07)
Table 4.3: Pre-test scores, post-test scores and learning gain by condition and year
There was a significant interaction between year and time, F (1, 46) = 11.414, p = 0.01,
η2 = 0.199. Year 1 learnt significantly more (gain = 6.34) than year 2 (gain = 3.115) as
is evident in figure 4.21.
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Figure 4.21: Scores on pre-tests and post-tests by year
The condition x year x time x interaction was significant F (1, 46) = 4.233, p = 0.045,
η2 = 0.084. This indicates that dyna-linking had a different effect upon year 1 and
year 2 participants. The interaction graphs (figures 4.22 and 4.23) show that year 1
participants performed better in the non dyna-linked condition (gain = 8.13) than in
the dyna-linked condition (gain = 4.55).
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Figure 4.22: Scores for year 1 by condition and time
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Figure 4.23: Scores for year 2 by condition and time
This finding appears to indicate that learners with low prior knowledge (eg. year 1)
perform better without dyna-linking. However, this analysis is not ideal because there
is an uneven distribution of year 1 (n=19) and year 2 participants (n=31) between
conditions (table 4.3). ANOVAs are less robust in these circumstances and more likely
to make a type II error.
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[2 x 2 x 2] mixed ANOVA for condition, time and prior knowledge
Condition Split Mean N
Pre-test
Dyna-linked LPR 2.25(1.603) 12
HPR 9.00(2.94) 13
Non dyna-linked LPR 1.73(1.85) 11
HPR 11.36(2.85) 14
Post-test
Dyna-linked LPR 6.83(2.73) 12
HPR 12.15(3.21) 13
Non dyna-linked LPR 9.18(2.96) 11
HPR 13.71(1.94) 14
Table 4.4: Median split on pre-test into high (HPR) and low (LPR) prior knowledge
To correct for the imbalance in year, a median split was used to divide participants into
low (LPR) and high (HPR) levels of prior knowledge (table 4.4). A [2 x 2 x 2] mixed
ANOVA was conducted for condition, time and prior knowledge. A main effect of the
test revealed post-test scores significantly higher than pre-test scores, F (1, 46) = 94.124,
p < 0.001, η2 = 0.672. There was no significant interaction between condition and time
F (1, 46) = 1.315, p = 0.257, η2 = 0.028.
There was a significant interaction between prior knowledge and time, F (1, 46) = 13.020,
p = 0.01, η2 = 0.221. The prior knowledge x time x condition interaction was also
significant F (1, 46) = 4.112 p = 0.048, η2 = 0.082, indicating that dyna-linking has a
different effect upon LPR and HPR participants.
[2 x 2] ANOVA for condition and prior knowledge
Dyna-linked Non-dyna-linked Total
LPR
N 12 11 23
Gain/20 4.58(3.03) 7.45(3.42) 5.96(3.47)
Time on task 13:42(04:07) 18:05(06:58) 15:48(05:58)
Clicks 171(87.6) 245(124.5) 206.4(110.96)
HPR
N 13 14 27
Gain/20 3.15(3.51) 2.36(2.79) 2.74(3.12)
Time on task 10:44(3:06) 12:58(04:54) 11:53(04:13)
Clicks 132(54.8) 156(72.3) 144.5(64.4)
Table 4.5: Test results by condition and high (HPR) and low (LPR) prior knowledge
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To simplify the analysis, gain scores (post-test minus pre-test) were calculated and
examined with a [2 x 2] ANOVA (table 4.5). The main effect revealed no significant
difference between condition and gain, F (3, 46) = 1.315, p = 0.257, η2 = .028.
There was a significant difference between gain scores for LPR and HPR learners, F (1,
48) = 13.020, p <0.001, η2 = 0.221. There was also a significant interaction between
condition and and prior knowledge, F (3, 46) = 4.112, p = 0.048, η2 = .082. This
indicates that dyna-linking differs in the way it affects learners with low and high levels
of prior knowledge.
Post hoc tests using the Bonferroni correction show that LPR participants learnt sig-
nificantly more (p = 0.036) without dyna-linking (M= 7.45) than with dyna-linking
(M=4.58), see figure 4.24. HPR participants showed no significant difference in gain
with or without dyna-linking (M=3.15 and M=2.36 respectively).
Figure 4.24: Gain scores for condition and prior knowledge
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t-test for time on task and condition
Dyna-linked Non dyna-linked Total
N 25 25 50
Time on task 12:09(03:52) 15:13(06:20) 13:41(05:25)
Table 4.6: Time on task by condition
On average, participants in the dyna-linked condition spent less time studying the
tutorial (M=12.09, SE = 00.46) than participants in the non dyna-linked condition
(M=15.13, SE = 01.16). This difference was significant t(48) = -2.06, p = <0.05.
t-test for mouse clicks and condition
Dyna-linked Non dyna-linked Total
N 25 25 50
Clicks 150.72(73.56) 195.24(106.4) 173.00(93.28)
Table 4.7: Mouse clicks by condition
On average, participants in the dyna-linked condition clicked less often on the repre-
sentations (M=150.71, SE = 14.7) than participants in the non dyna-linked condition
(M=195.24, SE = 21.3). This difference was not significant t(48) = -1.72, p = >0.05.
Correlations
Pre-test Post-test Gain Time Clicks
Pre-test 1 .671** -.635** -.265 -.258
Post-test .671** 1 .147 .032 -.026
Gain -.635** .147 1 .388** .318*
Time -.265 .032 .388** 1 .808**
Clicks -.258 -.026 .318* .808** 1
Table 4.8: Pearson correlations, * significant at 0.05 level (2 tailed) ** significant at
0.01 level (2 tailed)
There was a significant relationship between pre-test scores and post-test scores r =
.671, p (two-tailed) =< 0.01.
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There was a significant relationship between pre-test scores and learning gain r = -.635,
p (two-tailed) =< 0.01.
There was a significant relationship between learning gain and time on task r = .388, p
(two-tailed) =< 0.01. eg. the more time you spend on the tutorial the more you learn.
There was a significant relationship between learning gain and clicks r = .318, p (two-
tailed) =< 0.05.
There was a significant relationship between time on task and clicks r = .808, p (two-
tailed) =< 0.01.
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The discussion will now move on to consider the results of the survey and those from
the focus group.
Survey and focus group results
48 of the 50 participants responded to the survey questionnaire (table 4.9).
Dyna-linked Non dyna-linked Total
Number responded 25 23 48
Overall quality 3.8 4.09 3.94
Ease of use 4.24 3.83 4.03
Usefulness of 2D 4.56 4.35 4.45
Usefulness of 3D 3.36 3.48 3.42
Benefit of 2D & 3D 4.36 3.96 4.16
To supplement lectures 4.24 4.35 4.29
To supplement textbooks 3.96 4.04 4
For revision 3.96 4.3 4.13
For initial learning 3.32 2.7 3.01
Table 4.9: Survey results showing dyna-linked and non dyna-linked responses; 5 =
very high and 1= very low
Table 4.10 shows the categories of the free text comments. These are expanded upon
below, using comments from the survey and the focus group.
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Category Sub-category Dyna-linked Non dyna-linked
3D legibility (x36)
No occlusion (x14) x5 HPR x7 HPR, x2 LPR
Nerves too compact (x6) x2 HPR, x2 LPR x1 HPR, x1 LPR
General statement (x6) x3 LPR x3 LPR
Hard to orient (x3) x3 HPR n/a
No scroll on zoom (x4) x1 HPR, x2 LPR x1 LPR
Zoom button missing (x3) x1 HPR x1 HPR, x1 LPR
Prior knowledge (x12)
Not for initial learning x2 HPR, x3 LPR x2 HPR, x3 LPR
Lectures/dissection better n/a x2 HPR
Dyna-linking (x5)
Confusing (x1) x1 HPR n/a
Positive (x2) x2 HPR n/a
Requested (x2) n/a x2 HPR
Test error (x4) x1 HPR x3 HPR
Positive (x15)
Unqualified positive (x7) x2 HPR, x1 LPR x3 HPR, x1 LPR
Qualified positive (x4) x1 HPR, x1 LPR x1 HPR, x1 LPR
2D positive (x4) x2 LPR, x1 HPR x1 HPR
Changes (x23)
Occlude muscles (x3) x2HPR x1 HPR
Spread nerves (x2) x2 HPR n/a
Dyna-linked images (x2) 2 HPR n/a
Dyna-linked text (x2) n/a x2 HPR
Zoom always (x2) x1 HPR x1 LPR n/a
Stripping (x2) x2 HPR n/a
Add feedback (x2) n/a x1 HPR, x1 LPR
Outline muscles (x1) x1 HPR n/a
3D in context (x1) x1 HPR n/a
Anatomical position (x1) x1 HPR n/a
Permanent labels (x1) x1 HPR n/a
Colour code nerves (x1) x1 HPR n/a
Stronger zoom (x1) x2 HPR n/a
Glossary (x1) x1 LPR n/a
Clinical info (x1) x1 LPR n/a
Table 4.10: Survey comments by category, condition and high (HPR) and low (LPR)
prior knowledge
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3D Legibility
Hovering the mouse over a muscle or nerve highlights it in yellow, a subsequent mouse
click highlights the structure in red and triggers a text label. However, when the high-
lighted structure is rotated, it is not occluded by objects in front of it (figure 4.7). This
lack of occlusion caused considerable confusion.
‘The fact that the highlighted muscle / nerve seemed to shine through the
other muscle groups made orientation difficult - the muscle could be seen
whatever the angle ! I found that confusing ’(P#261).
‘For me the problem was the 3D pictures - the rotation thing. It doesn’t help
you understand which muscles are anterior or posterior because the muscle
that is highlighted is still shown above all the other muscles when you rotate,
so you can’t actually see what is behind and what is in front [agreement] ’
(focus group participant).
Sometimes it was difficult to judge the angle of rotation.
‘I forgot how I had oriented the 3D diagram (posterior or anterior view) and
answered incorrectly based on those assumptions. Perhaps a small model of
the whole body should be provided which moves in sync with the current one
so as to orientate users more easily ’(P#213).
The lack of orientation cues was especially problematic when the image was magnified.
‘At times difficult to appreciate orientation of the model. Perhaps being able
to zoom out to see the rest of the skeleton would help’(P#219).
Six respondents stated that the nerves were overly compact and twisted making them
hard to distinguish and select.
‘Some parts of the 3D structure were too close to one another, which made
differentiating the structures difficult ’(P#207).
‘I found some of the 3D diagrams slightly harder to interpret eg. for the
brachial plexus, the nerves / cords were really close together, and even with
the rotating function it wasn’t clear to me’(P#216).
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Four respondents noted that the ‘zoomed in’ image does not permit scrolling up or down.
‘Make ability to move the 3D diagram instead of only rotation and zoom, as
some muscles cannot be seen full length when they are zoomed in’(P#202).
‘Can’t move down to see hand when looking at upper arm’(P#259).
The zoom in button was sometimes absent.
‘The ‘zoom in’ should be available and present at all times’(P#266).
One respondent requested a way to isolate individual muscles from their surroundings,
presumably using a stripping interaction.
‘Would be good if you could look at nerves individually, without the oth-
ers’(P#218).
Six respondents (all with low prior knowledge) made general statements about legibility,
for example: ‘The 3D image was at times difficult to understand ’(P#221) and ‘the 3D
schematic diagram can at times be confusing ’(P#214).
Prior knowledge
The ratings in table 4.9 indicate that the software is better for revision (4.13 / 5) than
for initial learning of upper limb anatomy (3.01 / 5). This stance is reflected in the
survey and focus group comments.
‘As I have not yet studied anatomy of the limbs I found it confusing, so I
would not use it as a starting point for learning about arm muscles’(P#247).
‘Not useful for initial learning but could be very good for revision’(P#241).
‘You might be able to use it for other parts of the body, like thorax or abdomen,
from first principles, but the limbs are so complicated, there are so many
different muscles, that you just couldn’t work it out by that purely without
prior knowledge. I could only answer the questions I did answer because I
had prior knowledge’ (focus group participant).
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‘I think software would be quicker for revision, but for initial learning, on its
own, it wouldn’t be practical and obviously I think lectures and text books are
compulsory ’ (focus group participant).
In table 4.10 there are 64 comments from participants with high prior knowledge (HPR)
and 31 from participants with low prior knowledge (LPR). HPR participants are more
loquacious and more likely to give detailed critiques, for example 12 of the 14 comments
describing the lack of occlusion come from HPR participants.
Dyna-linking
One participant explicitly praised dyna-linking.
‘Brachial plexus diagram (2D) was v. useful when linked to the 3D image,
as on the 3D image alone it was difficult to identify the different parts of the
plexus’(P#222).
Another comment implies some support.
‘Best when comparison between 2D and 3D can be made’(P#212).
Two of the respondents using the non dyna-linked system requested dyna-linking.
‘2D and 3D diagram corresponding together when clicking on one diagram,
the same area highlighted in the other diagram’(P#253).
‘If click on 3D it would have been useful to have it highlight on both dia-
grams’(P#251).
The act of dyna-linking can make the image rotate suddenly. This may be what the
following comment alludes to (the words it shifted may imply an agency not under the
direct control of the user).
‘On the 3D model the way it shifted round made it difficult to see how one
highlighted nerve related to another ’(P#229).
Overall, the focus group reported a high perceived value for dyna-linking.
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‘It was felt that the linking was the most important, powerful part of the
programme, and should be developed further. All agreed that the basic premise
of the programme was useful, although it needed improvement. It is really
good!’...Those without linking were very impressed by the concept, and wished
they had been included (interviewer’s report)’.
‘Because the 2D diagram is basically how they show it to us in lectures, so
when you have got 3D you can work on it easier, click on it and see what
it actually looks like in real life. You can draw the link between the diagram
and real life, so possibly when you are in an exam you can work it out a lot
easier if you have made that mental link ’ (focus group participant).
‘It is important because it is so difficult to figure it out yourself and 2D, 3D
with the links makes it easier ’ (focus group participant).
‘I liked the link between 2D and 3D (spontaneous comment) because in lec-
tures they tend to give you simplified diagrams so if you can link the things
you learn in lectures to something more complex, more 3D, that should help
aid your learning and help you understand more. I thought it was quite
useful ’ (focus group participant).
Two respondents requested a textual list of structures dyna-linked to visual representa-
tions (as implemented in figure 4.3).
‘It would have been useful to have a list of the muscles / nerves on the
diagram at each stage which you could click on and would be illuminated in
the diagram as well as the other way around ’(P#252).
‘In the teaching section, I think it will help if all muscles of the region are
listed, you click on the muscle and this highlights the muscle in the dia-
gram’(P#253).
Positive
‘The software was extremely useful and worked v.well visually. Good for help-
ing to visualise what the structures look like and how the nerves divide. The
rotation function was very useful ’(P#205).
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‘If I had had access to this before exams it would have been immensely useful.
It really is very, very good ’(P#213).
‘Well designed, clear layout, simple to use and useful. Make one of these for
the abdomen.etc. (PLEASE !)’(P#237).
‘I think the programme is fantastic - I have not previously had the opportunity
to use a 3D interactive package - that was unique’(P#250).
Two comments were qualified by requests to improve the 3D representation.
‘If the 3D is effectively developed, the program will become more useful ’(P#214).
‘It is quite difficult on certain views to sufficiently expose and highlight the
3D image. If this were overcome this would be superb’(P#249).
Test error
A software error meant that participants were shown the same on-screen pre-test and
post-test scores (although the correct score was recorded by the system). This may have
influenced user attitudes and it was mentioned four times.
‘I think the programme is fantastic - I have not previously had the opportunity
to use a 3D interactive package - that was unique. Scoring options seems a
bit iffy though - I got the same in the pre and the post-test ’(P#213).
Changes
Suggested changes fall into four categories: 1) change the way that the 3D representation
encodes and presents information; 2) add new interactions and enrich existing ones; 3)
add more content; 4) provide more feedback.
1. Change the way that the 3D representation encodes and presents information: occlude
highlighted muscles when they are rotated; make highlighted outlines of muscles more
prominent so it is easier to distinguish them from their surrounding context; spread or
stretch out the 3D nerves so that they are less compacted and twisted; colour code the
sections of the 3D nerves; add permanent labels so that you do not need to click on a
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structure to see its name; view the 3D representation in the anatomical position to help
compare it with textbooks.
2. Add new interactions and enrich existing ones: add a zoom in / zoom button to
all screens (currently only on selected); add pan and scroll when the image is zoomed
in; add a stripping interaction to view nerves and muscles individually; make the zoom
show a higher magnification with more detail.
3. Add more content : links to additional clinical information; a glossary of terms; a list
of muscles / nerves dyna-linked to the 2D and 3D representation; a representation of
the whole body moving in sync with the current view to aid orientation.
4. Provide more feedback :
‘There was no feedback as to whether you are learning some of the stuff until
right at the end of the course - no way to track your progress at all ’(P#214).
‘It would be better to have mini-summaries after each portion, and explaining
which bit leads to what. Explain which part of the plexus was called what and
if at the end it showed “this is the superior trunk which leads to this” and had
it all labelled out, it would have been much easier to take up and understand
the naming behind the nerves’ (focus group participant).
4.6 Discussion
This discussion answers two related questions: why do participants fail to do well using
dyna-linking ? how original and useful was the software application ?
Why do participants fail to do well using dyna-linking ?
Dyna-linking has little impact upon participants with existing knowledge of upper limb
anatomy and is only detrimental for novices. This aptitude by treatment interaction is
a common finding within educational research (Snow 1989). For example, explanatory
labels on graphs (Kalyuga 2005) and textual hints alongside schematic diagrams (Seufert
2003) helped only those with specific levels of prior knowledge.
Theories of contingent instruction may explain why dyna-linking provided help that was
not helpful for learners with low prior knowledge. In a seminal study, mothers were
asked to help their children construct a pyramid from 21 wooden pieces (figure 4.25).
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Figure 4.25: Contingent instruction (Wood 1976, 1998)
Intriguingly, the modes of parental assistance were similar to the operations used to
manipulate computer-generated 3D representations: re-viewing objects by turning them
around (rotation), removing irrelevant blocks from sight (stripping), orienting attention
(highlighting), naming selected structures (click to name). The most successful outcome
saw mothers controlling activities which were initially beyond their child’s competence
(scaffolding), withdrawing to the shadows (fading) and then promptly stepping back in
when required (Wood 1998). Other strategies were less successful, notably giving a child
assistance before he or she had an opportunity for self-experimentation. Dyna-linking
may have acted like one of the mothers who prematurely stepped in with a solution.
Dyna-linking manipulates what Shimojima (2004) calls ‘free ride properties’ where ‘ex-
pressing a certain set of information in the system always results in the expression of
another, consequential piece of information’. The danger is that this free ride may
over-automate learning.
‘There are reasons to hesitate about the invariable dynamically linking of rep-
resentations. If the aim of instruction is to encourage users to understand
the mapping between representations, then we may be in danger of over-
automating the process. This over-automation may not encourage users to
actively reflect upon the nature of the connection and could in turn lead learn-
ers to fail to construct the required deep understanding ’ (Ainsworth 2006).
The reduced levels of user engagement in the dyna-linked condition support Ainsworth’s
argument: 30% less mouse clicks and 184 seconds less time studying. There is a signif-
icant correlation between these outcome variables and learning gain, which translates
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into less learning for participants with low prior knowledge (tables 4.8 and 4.4).
‘Time on task’ and ‘mouse clicks’ are a reasonable proxy for ‘active engagement’, but
are a poor measure of ‘active reflection upon the nature of the connection’. This type
of data is best captured using verbal protocols to record the articulated thoughts and
strategies of learners as they interact with representations (Van Labeke & Ainsworth
2003, Kozma 2003). This study does not use verbal protocols but it does provide a
retrospective account of difficulties faced when co-ordinating between non dyna-linked
representations.
‘[Dyna-linking] would have helped because I kept clicking on one diagram and
then looking at the other one but that was highlighting different parts and it
was more like guesswork for me to figure it out and get them to be matching
and every time I found myself clicking on one part and then looking for it
on the other side so I could see the relation, so if it happened automatically
it would have been a lot easier ’ (non dyna-linked focus group respondent).
For this participant, dyna-linking is intuitively perceived as useful because it appears to
provide a shortcut to deeper understanding. Unfortunately, animation researchers have
taught us that visually solving a complex problem for a learner may do them a disservice
and does not induce a ‘miraculous understanding ’ (Price 2002, Goldman 2003). There
is a delicate balancing act involved here: if a system gives too much directive help (eg.
dyna-linking) you risk over-automating learning; if a system gives too little help and
encourages trial and error ‘guesswork ’, then you may frustrate learners by engaging
them in seemingly unproductive tasks.
The answer may be to scaffold dyna-linking so that it adapts remediation according
to learner ability. Instead of giving a fully worked solution (eg. showing that nerve X
innervates muscle Y), dyna-linking could trigger visual equivalents of the verbal hints,
prompts, pumps and primes used in intelligent tutoring systems (Graesser et al. 2008).
A key factor for success with such a system will be providing timely and appropriate
visual feedback.
How original and useful was the software application ?
The second research objective of this thesis is to create an original and useful application.
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Originality
According to the literature review in chapter two, this tutorial is the fifth application to
use 2D / 3D dyna-linking and the second to dyna-link between representations of nerves
and muscles. It is the only brachial plexus tutorial to use interactive 3D representations
(to my knowledge).
One participant stated that they had not used a 3D software application before.
‘I think the programme is fantastic - I have not previously had the opportunity
to use a 3D interactive package - that was unique’(P#250).
In retrospect, a survey question should have canvassed prior use of 3D multimedia to ob-
tain this information for all participants. The technical implementation (3D anatomy in
Flash) was original at the time it was developed, although websites such as www.anatomy.tv
have since started to use similar techniques.
Usefulness
The application was rated 3.94 / 5 for overall quality and 4.03 / 5 for ease of use.
Taken at face value these scores tell us that the tutorial was good but not very good.
However, attitudinal surveys can be misleading. For example, learner perceptions of the
Autotutor system (Graesser et al. 2008) were the most positive in conditions that led
to the least learning (overall means were 3.25 / 5 for the optimal condition and 4.73 / 5
for the worst). Students preferred the version that was least intellectually challenging,
presumably because it gave them the illusion of comprehension. This tendency to praise
the technology which gives the easiest ride may explain the positive response towards
dyna-linking and is a strong argument in favour of studies which measure learning as
well as attitudes.
The user feedback in table 4.10 suggests ways to improve the usefulness of the tutorial.
For example: 1) fixing the lack of occlusion when a highlighted structure is rotated;
2) detangling and spreading out the nerves and adding cues to enhance perceptual
segregation: 3) colour coding the roots, branches and divisions of the plexus; 4) adding
permanent labels so that users are not obliged to click on a structure to name it; 5)
adding animations of limb movement.
The lack of occlusion is a clear deficiency that needs fixing. The other suggestions require
careful consideration. Blindly following user requests can lead to bloated software that
does some things adequately rather than a few things well (Cooper 2004). Detangling
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the nerves would aid clarity but reduce their geometrical fidelity. Colour coding the
sections of the plexus might improve legibility, but would add another layer of visual
complexity to decode and may be distracting for learners with high prior knowledge.
Adding permanent labels would make the information in the system more explicit but
may discourage users from interacting with the system. Adding animations of limb
movements may enrich the tutorial, but would require considerable time and expertise
to implement properly.
Perhaps the best testament to the tutorial is that everyone learned from it (aside from
one outlier who scored -2) and, the longer participants studied, the more they learned
(table 4.8).
The DeFT framework
Successful interpretation of a representation is rooted in the act of communication es-
tablished between a designer and a learner. The designer must encode appropriate
information within a representation and provide the means to access it; the learner
must then unlock that information through interaction and observation and relate it to
the domain. The DeFT framework (Ainsworth 2006) suggests that this act of unlocking
requires learners to perform several tasks: 1) to understand how a representation en-
codes information (eg. how lines, labels, and axes mediate and present data on a graph);
2) to understand the operators for a representation (eg. how to find the gradient of a
line on a graph); 3) to relate between the representation and the domain; 4) to relate
between multiple representations. Learners may also have to select and / or construct
a representation, but these tasks are not relevant to the current investigation.
The usefulness of the software tutorial will now be considered by examining how well it
supports learners’ ability to achieve the four tasks listed above. DeFT discusses mainly
2D representations, therefore some licence has been taken to incorporate the indigenous
qualities of 3D representations. For example, rotate and zoom interactions are classified
as operators.
To understand how a representation encodes information
There were three problems with the coding scheme used in the 3D representation: 1)
highlighted structures were not occluded by objects in front of them; 2) static perceptual
cues were used to indicate dynamic muscle movements; 3) changes in magnification made
root values hard to read. No problems were reported with the 2D representation, which
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was reflected in the ‘usefulness’ ratings of 4.45 / 5 for the 2D representation as against
3.42 / 5 for the 3D representation (table 4.9).
1) Highlighted structures were not occluded by objects in front of them
The lack of occlusion has already been discussed above in the context of the survey and
focus group results. To recapitulate, learners found it hard to determine the spatial
position of a selected structure because of the translucent red highlights.
‘The fact that the highlighted muscle / nerve seemed to shine through the
other muscle groups made orientation difficult - the muscle could be seen
whatever the angle ! I found that confusing ’(P#261).
2) Static perceptual cues were used to indicate dynamic muscle movements
The 3D representation used red highlights and text labels to indicate which muscles are
flexors and which are extensors (flexors decrease the angle between the bones of the limb
at a joint; extensors increase the joint angle). Compare the animated limbs in figure 4.4
and the changing hues in figure 4.26 which indicate forces acting upon opposing sets of
muscles during extension and flexion.
Figure 4.26: Colour coded rotation of the head and spine (Primal Pictures)
A focus group participant argues that these types of animation are a richer way to convey
movement than static cues.
‘With this programme if they showed that this muscle relates to my thumb
moving and this relates to my entire arm, actually showing it, so you could
click on the muscle and it would show the direct link between the nerves
going into the muscle...Visualisation, rather than the text saying that this
nerve leads to this muscle. Showing the muscle actually retracting ’ (focus
group participant).
3) Changes in magnification made root values hard to read
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Root values are the vertebrae from which a nerve originates, so for example the axillary
nerve has root values of C5 and C6. Root values are indicated by highlighting the
pathway between a nerve and the vertebrae in red: at low zoom the entire limb is
visible but the highlighted nerves are very fine and are barely legible; at high zoom the
highlighted nerves are thicker but you only see part of the pathway.
The 2D representation also uses red highlights but the pathway is more legible because
it has the pared-down clarity of a tube map and presents persistent information which
does not alter during rotation or zooming.
To understand the operators for a representation
Three operators were used to interact with the 3D representation: rotation, click to
name and zoom. These interactions work collectively to impose constraints that select,
extract and present information at the learner’s behest. It is possible that some users
were unaware of the zoom and rotate buttons, or only discovered them midway during
the study. Logging all interactions with the system, rather than just the mouse clicking
on the representations, would have recorded this information.
Some refinements were requested to the 3D operators: a zoom in / zoom button on all
screens; the ability to pan and scroll when an image is zoomed in; stronger magnification
of small structures. There was also a request for a stripping interaction, so that nerves
and muscles could be viewed individually and in the context of surrounding structures.
There were no explicit criticisms of the operators for the 2D representation, which pro-
vided a clear causal relationship between the interaction (mouse click) and the effect
(highlight and name).
To relate between the representation and the domain
Novices face the twin challenge of decoding an unfamiliar representation and mapping it
onto an unfamiliar domain (Ainsworth 2006). This deceptively complex task underpins
general statements of misunderstanding from learners with low prior knowledge.
‘As I have not yet studied anatomy of the limbs I found it confusing, so I
would not use it as a starting point for learning about arm muscles’(P#247).
The tutorial was rated 4.13 / 5 for revision and 3.01 / 5 for initial learning, confirming
that it is suited for participants with sufficient prior knowledge to fill in the gaps of the
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presented content. Animations showing the normal and impaired behaviour of muscles
(eg. figure 4.26) may have helped induct neophytes into an unfamiliar domain by provid-
ing a visually explicit demonstration of the consequences of injury. 3D representations
of the body are like puppets: when stationary they show structure, when animated they
communicate function.
‘One of the biggest problems here is that you are unable to relate [the 3D rep-
resentation] to the actual physiological process. In anatomy we learned that
you have a certain muscle which links from your chest to your arm, and this is
the movement it produces and you can actually visualise it.....Visualisation,
rather than the text saying that this nerve leads to this muscle. Showing the
muscle actually retracting ’(focus group participant).
However, this type of animation may fall into the same trap as dyna-linking, by over-
automating the process of learning how to relate between a representation and the
domain. One solution may be to develop interactions that engage users in meaning-
ful activities. For example, a snapping interaction (figure 4.27) could require users to
actively ‘wire up’ 2D nerves onto 3D muscles.
Figure 4.27: Snapping interaction: (a) snap anatomy (Yip 2008); (b) 3D anatomy
puzzle (Preim 1999)
When a 2D nerve is wired to the correct 3D muscle an animation would play showing
the mechanics of extension, flexion or injury.
To relate between representations
It was anticipated that dyna-linking would help learners to ‘bridge diagrams with prac-
tical application’ (respondent E interviewed in chapter three). To this end the relatively
concrete 3D representation was expected to constrain understanding of the more ab-
stract 2D schematic by framing a ‘tube map’ view against a pictorial resemblance of a
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human body. The format of the 2D representation was intended to aid translation by
reducing novelty: 1) using the same coding scheme (yellow nerves and red highlights);
2) providing partially redundant information (nerves but no muscles or bones); 3) using
an identical operator (‘click to name’).
We have little hard evidence about the success or failure of translation because the
assessment tested ‘name the part’ recall and not transfer. In contrast, Van der Meij &
de Jong (2006) included 17 items with transfer problems and 14 items on translation
(their study found that dyna-linking did not aid relation between representations).
Several responses from the focus group imply successful translation.
‘I liked the link between 2D and 3D (spontaneous comment) because in lec-
tures they tend to give you simplified diagrams so if you can link the things
you learn in lectures to something more complex, more 3D, that should help
aid your learning and help you understand more. I thought it was quite
useful ’ (focus group participant).
‘Because the 2D diagram is basically how they show it to us in lectures, so
when you have got 3D you can work on it easier, click on it and see what
it actually looks like in real life. You can draw the link between the diagram
and real life, so possibly when you are in an exam you can work it out a lot
easier if you have made that mental link ’ (focus group participant).
‘In actual teaching you have a lecture session and a dissection section, and I
think it would be useful as a bridge between that which is in the lecture which
is 2D and that in the dissection which is 3D, and it is sometimes difficult
to visualise the linking back and the connections, so if there is like a help in
bridging the gap, it is very useful ’ (focus group participant).
These retrospective accounts can only speculate that dyna-linking may aid transfer. A
future study using talk aloud protocols and / or eye tracking would provide stronger
evidence as to how learners correspond between dyna-linked and non dyna-linked rep-
resentations.
Given the complexity of the subject matter, it may be unrealistic to expect success-
ful translation over a short period. Cognitive flexibility theory suggests that learners
may take many attempts to understand complex ill-structured domains such as limb
injury (Jacobson & Spiro 1995). This position is acknowledged only in the handful of
studies examining the lifecycle of learning from a representation, rather than a single
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exposure (for example Lowe & Boucheix 2008). If this tutorial is made available online
for revision, then learners can revisit the material as often as they wish to iteratively
build up their understanding.
Summary
This chapter reported a randomised trial which tested the null hypothesis: There will
be no significant difference in learning outcomes between participants using dyna-linked
2D and 3D representations of the upper limb and those using non dyna-linked represen-
tations.
The study failed to reject the null hypothesis as there was no significant difference
between experimental conditions. Participants with low prior knowledge performed
significantly better (p = 0.036) without dyna-linking (mean gain = 7.45) than with dyna-
linking (mean gain = 4.58). Participants with high prior knowledge performed equally
well with or without dyna-linking. These findings reveal an aptitude by treatment
interaction: the effectiveness of dyna-linking varies according to the ability of the learner.
On average, participants using the non dyna-linked system spent 3 minutes and 4 seconds
longer studying the tutorial (this difference was statistically significant t(48) = -2.06,
p = <0.05). Participants using the non dyna-linked system clicked 30% more on the
representations (this difference was not statistically significant t(48) = -1.72, p = >0.05).
Dyna-linking had a high perceived value in the focus group. There were problems with
the legibility of the 3D representation: 1) highlighted muscles were not occluded by
structures in front of them during rotation; 2) small nerves were hard to distinguish
from surrounding structures.
The reduced levels of user engagement in the dyna-linked condition, supports the hy-
pothesis that dyna-linking may over-automate learning (Ainsworth 2006). However, this
study is only the second empirical investigation of dyna-linking and it is premature to
state that dyna-linking over-automates learning for participants with low prior knowledge
as a general principle or even as a design heuristic. There are numerous ways of im-
plementing dyna-linking, and over-automation may be an issue only when dyna-linking
prematurely provides learners with the correct solution to a problem.
The next chapter uses the nine criteria proposed in chapter two to evaluate the success
of the project’s research objectives. It then considers how far the research generalises
beyond undergraduate medical education and gives practical, domain-general tips for
teachers wishing to build their own mixed 2D / 3D systems.
Chapter 5
Discussion
‘The key to learning is how to bridge diagrams with practical application’.
Consultant orthopaedic surgeon interviewed in chapter three
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5.1 Introduction
This chapter starts by evaluating the success of the project’s two research objectives.
The first objective was achieved by the creation of an original and useful software appli-
cation (figure 5.2). However, user feedback indicated several areas for improvement such
as enhancing the legibility of the 3D representations, adding animated limb movements
and providing more supplemental information for novices.
The second objective was to investigate the utility of dyna-linking for teaching upper
limb anatomy. This was partially achieved by means of an empirical study that found
that dyna-linking has a high perceived value yet actually has an adverse effect upon
learners with low prior knowledge. The achievement is partial because dyna-linking
research is in its infancy and many questions remain unanswered. For example, how
do different implementations of dyna-linking effect translation between representations
? Would adaptive dyna-linking also over-automate learning ? It is now timely to treat
translation as a design challenge to solve, rather than a phenomenon to study within
finished software applications. Future studies could use iterative, user-centred software
development to identify and build forms of dyna-linking that aid translation without
over-automating learning.
Section 5.4 argues that the findings of this research should generalise beyond undergrad-
uate medical education, because mapping between representations is a domain-general
process. Section 5.5 gives practical tips for teachers who want to develop mixed 2D /
3D systems.
5.2 Evaluation of research objective one
The first research objective was to create an original and useful software application.
The literature review established seven criteria for achieving this objective.
1. To employ iterative user-centred software development
Teachers, students and peers helped to develop and refine incremental prototypes of the
software (figure 5.1).
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Figure 5.1: Software development methodology
The methodology shown in figure 5.1 was used to build a working application that was
positively received by the students who used it. In retrospect, I realise I should have
recruited undergraduates rather than MSc students in the two pilot studies. Although
the postgraduates gave valuable feedback about the system, they did not provide first
hand evidence of the abilities and requirements of the target population. In future
projects I plan to use Persona design to get a better initial understanding of the goals,
skills and attitudes of the primary users of the system (Cooper 2004).
2. To identify a useful topic
The brachial plexus was a useful topic because: 1) it is clinically and educationally
important; 2) it is suited to 3D visualisation; 3) it is intellectually and conceptually
challenging; 4) it is frequently tested in undergraduate examinations; 5) it is used to
teach general principles of function and impairment; 6) it is suited to both schematic
and pictorial representation (figure 5.2).
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Figure 5.2: The brachial plexus application tested in chapter four
3. To develop appropriate 2D and 3D representations
There were no adequate commercial 3D representations of the brachial plexus so I built
my own. These representations contained appropriate information, but had legibility
problems and were rated only 3.42 / 5 for ‘usefulness’. Study participants suggested
making the following changes: 1) for highlighted muscles to be occluded during rotation;
2) to highlight outlines of muscles to make them more prominent; 3) to stretch out the
nerves so that they are less compacted and twisted; 4) to colour code sections of the
plexus. These recommendations will be considered in any future updates.
The 2D representations were improved during the pilot studies and were rated 4.45 / 5
for ‘usefulness’. A future version of the software could include additional types of 2D
representation, such as photographs of dissected cadavers.
4. To build a representative anatomical 3DCGR
The literature review criticised several studies for investigating anatomical 3DCGRs with
impoverished interactivity, in isolation from other representations. It was argued that
a multimedia presentation using the four most common interactions (stripping, zoom,
‘click to name’ and pan) would be representative of the wider population of anatomical
3DCGRs. Therefore, a tutorial format was used to present the 3D brachial plexus
alongside muscles, arteries, explanatory text and a 2D schematic diagram (figure 5.2).
This presentation was sufficient for second years who had already studied upper limb
anatomy. However, first years would have benefited from more detailed information to
explain concepts such as innervation and root values. That is reflected in the survey
which rated the application 4.1 / 5 as a revision tool and 3 / 5 as an initial learning
resource.
Three of the four standard interactions were implemented (stripping, zoom, ‘click to
name’ but not pan). The zoom command was missing from some screens so the magnified
image could not be scrolled. This inconsistency stems from the fact that Flash does not
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natively support 3D content and there was insufficient time to manually add zoom and
pan to all the screens.
5. To show interdependencies between different systems in the body
Dyna-linked red highlights were used to demonstrate connections between nerves and
muscles. These static cues indicated functional links between related structures but they
did not convey the dynamic behaviours associated with these connections. A future
version of the system would be enriched by animations showing normal and impaired
limb movement. Other dependencies could also be represented, such as the sensory
connections between nerves and the skin (dermatomes).
6. To research a novel interaction
I wrote original code to implement and evaluate bi-directional dyna-linking between 2D
and 3D representations. Dyna-linking is a novel interaction, although strictly speaking
it is a meta-interaction because it groups distinct individual interactions into a sequence.
7. To include many illustrations
Illustrations help to focus discussion upon the representations being examined and pro-
vide their own form of a-theoretical visual evidence. This thesis has 141 illustrations.
In summary, the first objective was achieved by the creation of an original and useful
software application. However, user feedback indicated several areas for improvement
such as enhancing the legibility of the 3D representations, adding animated limb move-
ments and providing more supplemental information for novices.
5.3 Evaluation of research objective two
The second research objective was to investigate the utility of dyna-linking for teaching
upper limb anatomy. The literature review established two criteria for achieving this
objective.
1. To test dyna-linking using a within system comparative study
A within system comparative study tested the following null hypothesis (table 5.1).
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There will be no significant difference in learning outcomes between
participants using dyna-linked 2D and 3D representations of the upper limb
and those using non dyna-linked representations.
Table 5.1: Null hypothesis
The study failed to reject the null hypothesis as there was no significant difference be-
tween experimental conditions. Post-hoc analysis revealed that participants with low
prior knowledge performed significantly better (p = 0.036) without dyna-linking (mean
gain = 7.45) than with dyna-linking (mean gain = 4.58). Participants with high prior
knowledge performed equally well with or without dyna-linking. These findings reveal
an aptitude by treatment interaction: the effectiveness of dyna-linking varies according
to the ability of the learner. On average, participants using the non dyna-linked system
spent 3 minutes and 4 seconds longer studying the tutorial (this difference was statis-
tically significant t(48) = -2.06, p = <0.05). Participants using the non dyna-linked
system clicked 30% more on the representations (this difference was not statistically
significant t(48) = -1.72, p = >0.05).
2. To use mixed research methods
Dyna-linking had a high perceived value in questionnaire surveys (n=48) and a focus
group (n=7). This research is a good example of how mixed methods can complement
each other: interviews, teaching observations and pilot studies informed software devel-
opment (figure 5.1); an empirical study provided comparative quantitative data about
learning, time on task and interaction; the focus group and questionnaires helped to
interpret this data and suggest improvements to the system.
In summary, the second research objective was only partially achieved because we are
left with several unanswered questions. For example: how do different implementations
of dyna-linking effect translation between representations ? would adaptive dyna-linking
also over-automate learning ?
It is now timely to treat translation as a design challenge to solve, rather than a phe-
nomenon to study within finished software applications. Iterative, user-centred research
and development could be used to identify techniques that aid successful translation.
One approach would be to develop implementations of dyna-linking that adapt to
learner’s existing translation strategies (Ainsworth 2008). This may help high achievers
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by optimising their workflow, although it may hinder low achievers by reinforcing un-
productive habits. Another approach would be to develop translation techniques that
encourage learners to engage in new forms of reasoning and problem solving.
5.4 Generalisation of findings
Advocates of extreme domain specificity argue that interpreting a representation is in-
herently contextualised because reasoning, categorisation, decision making and problem
solving are bound to a specific domain (Roberts 2007). Whilst it is true that the content
encoded within a representation is often domain-specific, graphical literacy also draws
upon domain-general procedures such as reading off a value from a graph. If mapping
between representations is one of these domain-general procedures then the findings of
this research should generalise to representational mappings in other domains such as
architecture (figure 5.4) and chemistry (figure 5.5). However, it is wrong to infer too
much from a single study and further research is required to confirm if these results are
repeated in other disciplines, with different learners and types of representation.
The software development methodology shown in figure 5.1 is not theoretically novel so
it would be of limited value for HCI researchers. However, the practical lessons I learned
from the development process may be of interest to teachers in other disciplines who
want to develop their own 2D and 3D representations.
5.5 Practical tips for building mixed 2D / 3D systems
1. Justify bespoke development
It takes time and effort to develop bespoke representations, so check if any existing ones
are fit for purpose. Search Google Images and Wikimedia Commons (http://goo.gl/cmhVq)
using ‘3D’ and keywords related to your subject. Collate screenshots of the most inter-
esting results into a photo editor such as Picassa (http://goo.gl/2pgZ0).
Consider how the information encoded in each representation is visually communicated
and why it might add value beyond novelty or decoration. For example, spatial cues
such as perspective, shading and occlusion can assist construction tasks in engineering
and architecture (figures 5.3 and 5.4).
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Figure 5.3: Virtual training in aircraft assembly (Corvaglia 2004)
Figure 5.4: Computer aided design in architecture (www.interstudio.net)
The ‘stripping’ interaction allows a complex 3D structure, such as a protein molecule,
to be broken into component parts and then reassembled, without presenting an over-
simplified version of reality (figure 5.5)
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Figure 5.5: Protein-ligand docking in biochemistry (www.inteligand.com)
3D animations can communicate forms of non-verbal behaviour studied by linguists and
social scientists (figure 5.6).
Figure 5.6: (a) Sign language generation from text input (Karpouzis 2004), (b) Facial
expression in stroke sufferers (Brenton, unpublished)
In these five examples, the 3D representations justify their presence by using rich per-
ceptual cues to convey relevant information. The rise and fall of Second Life carries a
salutary warning against using 3D for the sake of novelty. Academics were quick to jump
aboard that virtual bandwagon, but then forced learners to use 3D in situations where
2D was more appropriate, such as reading low resolution lecture slides at an awkward
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angle (http://goo.gl/Zqr1i). The gimmick soon wore off and universities bailed out in
droves.
Perform an identical set of searches without the keyword ‘3D’ and add a sample of 2D
representations to your image collection. You need copyright permission for any images
you end up using in the final software, so check for an educational licence or buy a
commercial licence.
2. Test existing representations
Import selected 2D and 3D representations into a Powerpoint presentation and create a
worksheet tutorial. Recruit a few students and ask them to work through the tutorial
collaboratively. Encourage participants to communicate their thought processes to each
other as they answer the questions. Use Skype to record the session on a remote computer
(http://goo.gl/RskLH).
Monitor the session remotely and write down the time code of notable events. At this
stage you want to get a general feel for how representations are used and identify any
problems with readability and legibility. Pay attention to problems that participants
have with decoding the internal coding scheme of a representation. For example, not
knowing what a colour indicates about a molecular bond (figure 5.5) or how scale is
calculated in a floor plan (figure 5.4). Also look for misconceptions about basic principles
such as ligand docking (figure 5.5) or spatial grammar (figure 5.6 a).
After the session, interview participants in a focus group using the semi-structured
techniques described in any of the standard qualitative textbooks (eg. Charmaz 2006).
Play back notable occurrences to participants and ask them to explain their thought
processes. Ask each participant to rate each representation out of 10 and state what
they think are its main strengths and weaknesses. Use Skype to record the focus group.
3. Develop limited functionality prototypes
Use the videos and rating sheets to identify the representations that you want to con-
tinue working with. If your chosen representations have minor deficiencies, you can
modify them using drawing tools such as Photoshop (http://goo.gl/sn8Ep) or Gimp
(http://goo.gl/btdJU). For example, you can create a visual key to explain molecular
colour coding or overlay labels to explain the function of machine parts (figure 5.3).
If participants are unaware of key concepts then provide supplemental information in a
glossary or a link to an external website. Writing this material can be time-consuming, so
consider using screen recording software such as Camtasia to provide a visual demonstra-
tion and commentary that you can then embed into Powerpoint (http://goo.gl/siUCL).
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To make major modifications to 3D representations you need the original geometry and
texture files. Try obtaining these from the copyright holder directly, or search for similar
representations on Turbosquid (http://goo.gl/4lkLw), High-end 3D (http://goo.gl/L8s2c)
or Sketch Up (http://sketchup.google.com). If you cannot locate the source files for a
3D representation then you have a good justification for building your own.
Work through the tutorials in Sketch Up to get an overview of the technical and artis-
tic issues involved in 3D modelling. Sketch Up is a good choice for a first project
because it is free, has a relatively intuitive interface and an active support network
(http://goo.gl/IOMgm). Professional applications such as Maya or 3D Studio Max have
more advanced features but complex controls and a steep learning curve. If you want to
use human characters then download the trial version of Poser, which also has good tu-
torials (http://goo.gl/ecBA0). All four of these applications import and export 3D data
using open standards such as COLLADA (http://goo.gl/9yTGN). Be wary of software
that stores data in proprietary formats because these closed systems impose constraints
upon functionality and reusability. For example, it is easy to build and interact with
objects such as houses and vehicles in Second Life, but the graphics are relatively crude
and must be viewed ‘in game’ making it hard to integrate them with external material.
If you decide to build representations from scratch, then use your analysis of the pros
and cons of existing representations to inform early prototypes. Write a list of the
information you want the representation to contain and sketch out some initial ideas
using pen and paper. Consider how dimensionality alters the form and function of the
information you want to communicate. For example, a 2D schematic provides a stable
overview that is good for showing the flow of information in a system; a 3D model
is good at showing the micro-macro relationship between local components and global
structures. Read any of Edward Tufte’s book for inspiration and examples of good visual
communication.
Scan your hand drawn sketches into your chosen 2D or 3D application to provide a
construction template. Begin by modelling the basic outline and add fine details later.
Your first attempts may look crude, but they will improve with persistence. If this expe-
rience leaves you with neither the time nor the inclination to do the work yourself then
outsource the development. Look for someone with a background in creative computing
or instructional design and ask to see their portfolio.
4. Develop higher functionality prototypes
So far we have considered only non-interactive 3D representations that can be viewed
at a single angle and level of magnification. To give learners interactive control over
a 3D representation you can distribute examples online using the Sketch Up viewer
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(http://goo.gl/cAiMU). This is a reasonable solution, but the 3D representation will
appear in a separate window, splitting attention across different parts of the screen.
To create an integrated presentation you can use Articulate (http://goo.gl/MFljd) to
convert the Powerpoint file into an online courseware format and embed the model
as a VRML file (see http://goo.gl/KGdTS and for instructions). It is then relatively
straightforward to add basic interactions such as rotate and zoom (http://goo.gl/4Jt9U).
You should also consider converting the Powerpoint presentation using Articulate if
you wish to deliver the tutorial through a virtual learning environment such as Moodle
(http://goo.gl/QJPHn) or Blackboard (http://goo.gl/pyYW1).
The more prototypes you develop, test and refine the better the end result is likely to
be. If you don’t have time to run another formal study with students, then introduce
the prototypes into your teaching and get as much feedback as you can. As you iterate
through successive versions, use the DeFT framework to consider how representations
can work in combination with each other (figure 5.7).
Figure 5.7: A functional taxonomy of multiple representations (Ainsworth 1999)
Coordinating an understanding across multiple representations is a hallmark of exper-
tise (Ainsworth 2006). Unfortunately, mapping between representations is a very hard
skill to acquire and novices often make only superficial links between representations
such as equations, graphs and animations (Kozma 2003). You can add implicit cues
such as juxtaposition, arrows and colour coding to link representations, but these may
provide insufficient assistance. One option is to use Camtasia to create screen recordings
of yourself demonstrating answers to problems that involve mapping and translation be-
tween representations. This is also a good opportunity to explain the internal coding
scheme used by representations and provide background conceptual information. Re-
view the Skype video recordings to make sure you target the correct areas. If you want
to use dyna-linking to support translation then include controls to turn it on and off as
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it may over-automate learning (see chapter four). There is no easy ‘out of the box’ way
to implement dyna-linking so you will have to learn to code it; contact me and I will try
to help (harrybrenton@me.com).
As a rule of thumb, it takes at least six or seven major iterations to get software working
smoothly (Norman 2002), but there is no such thing as a perfect design and development
process can continue ad infinitum...
Summary
This chapter used the nine criteria proposed in chapter two to evaluate the success of the
project’s research objectives: 1) to create an original and useful software application;
2) to investigate the utility of dyna-linking for teaching upper limb anatomy. The
first objective was achieved although there were areas that could be improved such as
enhancing the legibility of the 3D representations, adding animated limb movements
and providing more supplemental information for novices. The second objective was
partially achieved by means of an empirical study that found that dyna-linking has a
high perceived value yet actually has an adverse effect upon learners with low prior
knowledge. This objective was only partially achieved because dyna-linking research
is in its infancy and there are many other aspects of utility yet to be explored. The
scope of the discussion then broadened out to consider how far the research generalises
beyond undergraduate medical education. Practical, domain-general tips were given for
teachers wishing to build their own mixed 2D / 3D systems.
The next chapter concludes the thesis by summarising the research and making sugges-
tions for future work.
Chapter 6
Conclusion and future work
‘Listen to everyone, copy no one, look for patterns, work like hell’.
Scott McCloud, TED talk
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6.1 Thesis summary
Chapter one made a case for the relevance and importance of this research by situating
it within the context of healthcare reforms and changing anatomy curricula. It outlined
the political, economic and educational drivers for the work and gave a short history of
3D representations in anatomy teaching. The two research objectives of this thesis were
stated (table 6.1).
1) to create an original and useful software application
2) to investigate the utility of dyna-linking for teaching upper limb anatomy.
Table 6.1: Research objectives
Dyna-linking was defined as an arrangement whereby interaction with one representation
automatically drives the behaviour of another representation
Chapter two reviewed literature and software related to the research objectives. A fo-
cused search query was used to identify and discuss peer-reviewed publications covering
four areas of empirical research: multiple viewpoints, learner control, animation and
stereopsis. A critique was given of the methods used to assess learning in these papers.
Examples of interface design, content and interactions in both common and state of the
art software were analysed. The data density of 156 anatomical 3DCGRs was tabulated
to provide a framework for making comparisons between representations. Nine criteria
were proposed for achieving the research objectives: 1) to employ iterative user-centred
software development; 2) to identify a useful topic; 3) to develop appropriate 2D and
3D representations; 4) to build a representative anatomical 3DCGR; 5) to show inter-
dependencies between different systems in the body; 6) to research a novel interaction;
7) to provide many illustrations; 8) to conduct a within system comparative study; 9)
to use mixed research methods.
Chapter three described the software development process (figure 6.1).
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Figure 6.1: Iterative software development methodology
Interviews and teaching observations identified a network of nerves in the upper limb
called the brachial plexus as a suitable topic. The software evolved through many
iterations; five prototypes, two pilot studies and the final version were used to narrate
this process. Dyna-linked and non dyna-linked versions of the final application were
built (figure 6.2).
Figure 6.2: Dyna-linked version of the brachial plexus software application
Chapter four reported a randomised trial (n=50 ) which tested the null hypothesis:
There will be no significant difference in learning outcomes between participants using
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dyna-linked 2D and 3D representations of the upper limb and those using non dyna-
linked representations. The data met the assumptions for parametric testing and it was
therefore analysed using factorial analysis of variance (ANOVA). There were six key
findings: 1) the study failed to reject the null hypothesis as there was no significant
difference between experimental conditions; 2) participants with low prior knowledge
performed significantly better (p = 0.036) without dyna-linking (mean gain = 7.45)
than with dyna-linking (mean gain = 4.58); 3) participants with high prior knowledge
performed equally well with or without dyna-linking; 4) findings 2 and 3 indicate an
aptitude by treatment interaction (ATI): the effectiveness of dyna-linking varies accord-
ing to the ability of the learner; 5) on average, participants using the non dyna-linked
system spent 3 minutes and 4 seconds longer studying the tutorial and clicked 30%
more on the representations; 6) questionnaire surveys and a focus group revealed a high
perceived value for dyna-linking. The DeFT framework was used as a theoretical frame
to interpret these results (Ainsworth 2006). The reduced levels of learning and user en-
gagement in the dyna-linked condition support Ainsworth’s hypothesis that dyna-linking
may over-automate learning.
Chapter five used the nine criteria proposed in chapter two to evaluate the success of
the project’s research objectives (table 6.1). The first objective was achieved, although
there were areas that could be improved such as enhancing the legibility of the 3D
representations, adding animated limb movements and providing more supplemental
information for novices. The second objective was partially achieved by means of an
empirical study that found that dyna-linking has a high perceived value yet actually
has an adverse effect upon learners with low prior knowledge. This objective was only
partially achieved because dyna-linking research is in its infancy and there are many
other aspects of utility yet to be explored. The scope of the discussion then broadened
out to consider how far the research can be generalised beyond undergraduate medical
education. Practical, domain-general tips were given for teachers wishing to build their
own mixed 2D / 3D systems.
Further research is required to confirm whether the findings reported in this thesis are
repeated in other domains, with different learners and novel implementations of dyna-
linking.
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6.2 Future work
1. Improve the brachial plexus application
Future versions of the software (figure 6.2) should occlude structures during rotation and
show animations of normal and impaired limb movement. The internal coding scheme
should be made more explicit by colour coding the plexus (possibly as a help feature
activated by the user). A recent, higher fidelity model of the nervous system should
replace the existing 3D representation (figure 6.3).
Figure 6.3: Commercial dataset of the nervous system (3DScience.com)
Many clinicians and scientists work with the upper limb, and the tutorial could be
adapted to meet the requirements of anaesthetists, orthopods, oncologists, radiologists
and developmental biologists.
2. Develop new implementations of dyna-linking
Iterative, user-centred research and development could be used to identify techniques
that aid successful translation (using a similar methodology to figure 6.1). There is a vast
number of potential arrangements for dyna-linking, four of which have been explored in
appendix A (figure 6.4).
Chapter 6. Conclusion and future work 147
Figure 6.4: Four implementations of dyna-linking: (a) dyna-linked rotation between
a computer generated heart and a 3D prosection; (b) dyna-linked stripping between
a computer generated head and a 3D prosection; (c) dyna-linked stripping between
computer generated male and female representations; (d) interior and exterior surfaces
of a computer generated heart dyna-linked by animated contractions
The application in figure 6.4 could be expanded into an experimental testbed that al-
lows translation techniques and parameters to be systematically manipulated. Interac-
tion logs, screen recordings, video-taped observations and interviews could be used to
evaluate successive prototypes. Eye tracking could also be used to investigate how dif-
ferent configurations of dyna-linking attract attention and alter eye movements between
representations (figure 6.5).
Figure 6.5: User eye movements during interaction with a prototype in chapter two
In this thesis, dyna-linking provides learners with a fully worked solution to a prob-
lem, and it is possible that this over-automates learning by providing too much help,
too soon (Ainsworth 2006). An adaptive dyna-linked system could scaffold assistance,
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giving non-directive hints to knowledgable students, and prompts and assertions to
novices (Graesser et al. 2008). An elegant form of dyna-linking could be devised that
visually incorporates scaffolding into task performance.
3. Investigate dyna-linking between multiple spatial scales
The Physiome Project (Hunter 2006) is a state of the art attempt to model the whole
body at multiple spatial scales (figure 6.6).
Figure 6.6: Multiscale modelling of the heart (Hunter 2006)
Dyna-linked multiscale 3DCGRs could help learners to understand hidden dependencies
between macroscopic tissue level properties and lower level pathophysiological processes
that are invisible to the naked eye. An example would be the correspondence between
cellular and mechanical factors during a heart attack (Feltovich et al. 1989).
4. Review the educational use of 3D representations
A multi-disciplinary review would advance our knowledge about the domain-general
visual and interactive properties of 3D computer generated representations. The review
should include a visual taxonomy of 3D representations, which could adapt and extend
existing frameworks (figure 6.7).
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Figure 6.7: Abstraction and realism in comic books (McCloud 1994)
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5. Develop novel anatomical visualisations
Computer generated representations of pathology and anatomical variation are normally
shown as a gallery of separate examples (Nieder et al. 2004). An integrated representa-
tion that morphs its geometry to show different states would remove the need to translate
between separate representations. Statistical shape modelling might be an appropriate
technique for building these new forms of integrated representation (Mei et al. 2008).
Most anatomical 3DCGRs are isomorphic to the topology of a real body. There may
be educational advantages in less obvious mappings. As for example in figure 6.8 where
organs are sized in proportion to the area devoted to their sensory perception in the
brain.
Figure 6.8: Sensory homunculus sculpture (Natural History Museum)
6. Investigate secondary notation
Graphical representations can use adjacency, clustering and white space as a secondary
notation to express emergent meanings (Shimojima 2004). For example, drawings of
electronic circuits by experts are more readable than drawings by novices because they
arrange white space to provide meaning ‘over and above’ the information explicitly
represented by the circuit components (Petre 1995). This raises the interesting question
of if and how secondary notation applies to three dimensional space. For example, motion
parallax could be classified as a type of secondary notation because virtual camera
movements provide depth information that is not declared within the 3D coordinate
system or the texture map.
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7. Investigate biomechanical 3D representations
Intuitively, one would suppose that biomechanical 3D representations are educationally
valuable because they provide rich visual and tactile demonstrations of anatomy and
physiology. For example, an animated lung can visually convey the relationship between
respiratory states and diaphragm movement (figure 6.9).
Figure 6.9: Deformable diaphragm, lung and ribcage (appendix B)
There is a need for further testing in this area. It is possible that these animations will
over-automate learning (like dyna-linking) by prematurely providing learners with fully
worked out solutions.
8. Investigate affective responses to anatomical 3DCGRs
For centuries audiences have gasped in revulsion and wonder at the spectacle of anatom-
ical waxworks (figure 6.10).
Figure 6.10: Two waxworks: (a) Head, trunk and left upper limb of an adult male,
(Clemente Susini, 1804); (b) A necessary change of heart, (John Isaacs, 2000)
There is considerable interest in affective computing (Norman 2004, Picard 2000) and
emotional responses to virtual characters (Vinayagamoorthy et al. 2006). Anatomical
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3DCGRs would make an interesting affective case study because they combine awe-
inspiring content (anatomy and physiology) with a visually compelling form (animated
3D computer graphics).
9. Investigate affective responses to virtual patients
Medical students responded with less empathy towards a computer generated virtual
patient, called Diana, than to an actor pretending to be a patient (figure 6.11).
Figure 6.11: Do medical students respond empathetically to a virtual patient ? (De-
ladisma 2007)
Diana has relatively low levels of visual realism compared to characters such as the
actress Hye Kyo (figure 6.12a).
Figure 6.12: (a) Computer generated image of Hye Kyo; (b) The Uncanny Valley
(Brenton 2005)
According to the Uncanny Valley hypothesis (figure 6.12b), virtual humans become
increasingly appealing as they become more similar to a human, but there is a sudden
drop-off in comfort at very high levels of realism: ‘It begins to get grotesque, you start
to feel you are puppeteering a corpse’ (animation director on Final Fantasy: the Spirits
Within, quoted in Weschler 2002).
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The uncanny response may arise from a mismatch in perceptual cues (Brenton, Gillies,
Ballin & Chatting 2005). High levels of graphical realism offer strong cues indicating
that a character is a person and thus raise high levels of expectation for behaviour. When
appearance and behaviour do not match up there is a perceptual paradox whereby the
brain has to choose between two conflicting hypotheses: this is a human versus this is
not a human.
The Uncanny Valley is worthy of further investigation because photorealistic virtual
patients may unintentionally cause learners to experience strong negative reactions.
Appendix A
Anatomical 3DCGRs for surgical
education
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A.1 Aims
This pilot study aimed to explore the suitability of 13 different anatomical 3DCGRs for
postgraduate surgical education (figure A.1).
Figure A.1: Study overview
There were three objectives.
1. To compare the visual quality and realism of equivalent anatomical 3DCGRs (num-
bers 1-5) in stations 1 and 2.
2. To get feedback on the three types of dyna-linking used in models 2,6,7,8 in station
2.
3. To explore attitudes towards instruction with anatomical 3DCGRs using a semi-
structured interview.
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A.2 Materials
Two desktop computers were set up in a computer laboratory. The first station was
loaded with Primal Pictures Complete Anatomy Series, the second station had an ap-
plication built by the author of this thesis using Flash. This application incorporated
anatomical 3DCGRs purchased from 3DScience.com and 360 degree panoramic pho-
tographs of prosections reverse-engineered from the QTVR collection at Wright Univer-
sity (in compliance with their educational licence).
Anatomical 3DCGRs were rendered from the 3DScience dataset using 3D Studio Max
and exported to Flash, where stripping and rotation interactions were added using Ac-
tionscript. All interactions were controlled by a slider bar at the top of the screen.
Any of the eight anatomical 3DCGRs could be viewed at any time by using numbered
controls (the 3DCGRs are henceforth referred to as model 1, model 2,...etc.).
Four 3DScience anatomical 3DCGRs implemented dyna-linking in different ways. Model
2 used dyna-linked rotation to synchronise a revolving heart anatomical 3DCGR with a
prosection (figure A.2).
Figure A.2: Dyna-linked rotation of a heart anatomical 3DCGR and prosection
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Model 6 used dyna-linked keyframe animation to show the exterior and interior of a
heart beating in synchrony (figure A.3).
Figure A.3: Dyna-linked heart contractions showing internal and external surfaces
Model 7 used dyna-linked stripping to synchronise the building up and removal of
anatomical layers in a male and a female anatomical 3DCGR (figure A.4).
Figure A.4: Dyna-linked stripping between male and female anatomical 3DCGRs
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Model 8 used dyna-linked synchronised stripping between an anatomical 3DCGR of the
head and a prosection (figure A.5).
Figure A.5: Dyna-linked stripping of a head anatomical 3DCGR and prosection
Models 1-5 in both stations (brain, heart, lung, thorax and musculoskelatal anatomical
3DCGRs) were rated out of 10 using a pro-forma, with columns for ‘visual quality’ and
‘level of realism’ and space for free text comments.
A.3 Method
The aims of the study were explained to participants and written consent was obtained.
Respondents were told how to interact with the anatomical 3DCGRs and asked to rate
each anatomical 3DCGR out of 10 for ‘visual quality’ and ‘level of realism’ and to write
short free text comments (designed to serve as an aide-memoire to be expanded upon
in the interview).
Once marking was complete, each respondent was interviewed by an independent re-
searcher over a Skype video link. The interview was conducted according to the fol-
lowing semi-structured topic guide (respondents had access to the anatomical 3DCGRs
during the interview).
• Ask for unprompted initial impressions.
• Instruct the respondent to compare each of the five models in station 1 with its
equivalent in station 2. For each of the models, please draw out spontaneous
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comments, then ask for a comparison of: 1) visual quality; 2) level of detail; 3)
suitability for surgical training; 4) suitability for undergraduate anatomy teaching.
• How could these models be used to supplement traditional types of teaching ?
• Draw out any deficiencies in the models.
• Draw out any benefits of the models.
• ondents to comment on the dyna-linked models in station 2 (models 2, 6, 7, 8).
• What advantages or disadvantages do you perceive from linking models in this way
?
• Follow up any other issues arising from the interview.
The researcher who conducted the interviews produced a verbatim transcript and a
report summarising the findings. The views expressed in this report are reflected in the
interview summary below.
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A.4 Comparison between Primal Pictures and 3DScience
Brain - rating and comments
Station Respondent Visual quality Realism
1 - Primal A 5 5
1 - Primal B 6 5
1 - Primal C 8 7
1 - Primal D 9 8
1 Primal - average 7 6.25
2 - 3DScience A 8 8
2 - 3DScience B 7 7
2 - 3DScience C 9 8
2 - 3DScience D 10 9
2 - 3DScience average 8.5 8
Table A.1: Ratings out of 10 for the brain
Station 1 - Primal
• A) Unable to see arteries. Difficult to understand relationship between brain and
skull.
• B) Too smooth. Folds not very deep. Removal of structures interaction a bit
clumsy. Cerebellum + brain nice.
• C) The image is a little small and therefore difficult to see small details. Although
the image has good visual quality, in many respects it lacks an element of realism.
Station 2 - 3DScience
• A) Limited value in understanding anatomy. Not much more information than a
text book diagram.
• B) High resolution. Nice surface vessels. Colour too pink + no transparency.
Simple interaction rotation only.
• C) The colour of the brain doesn’t seem quite right. However, the image has
excellent quality. Especially the light / shadow / glare / texture.
Respondent D did not complete the free text comments due to time restrictions.
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Heart - rating and comments
Station Respondent Visual quality Realism
1 - Primal A 5 6
1 - Primal B 6 6
1 - Primal C 8 4
1 - Primal D 6 4
1 - Primal average 6.25 5
2 - 3DScience A 9 9
2 - 3DScience B 7 7
2 - 3DScience C 9 6
2 - 3DScience D 10 9
2 - 3DScience average 8.75 7.75
Table A.2: Ratings out of 10 for the heart
Station 1 - Primal
• A) Good anatomical relationships. Nature of rotation sometimes confuses. Good
layers + build up.
• B) Layers are nice, slightly coarse, but probably fine for anatomy teaching.
• C) Anatomically this image is very useful. Especially the use of colour (eg. red
for arteries and blue for veins etc).
Station 2 - 3DScience
• A) Right image is blurred. However, L image provides excellent understanding of
the heart.
• B) Myocardium very convincing. Comparison to real is nice. Real could be higher
res.
• C) This is a good image of the heart in terms of realism (although still needs
improvement). Texture, shadows, colours are good. Colour coding of important
structures may be useful as in station 1.
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Lung - rating and comments
Station Respondent Visual quality Realism
1 - Primal A 6 5
1 - Primal B 6 7
1 - Primal C 5 3
1 - Primal D 8 7
1 - Primal average 6.25 5.5
2 - 3DScience A 9 5
2 - 3DScience B 7 8
2 - 3DScience C 5 3
2 - 3DScience D 9 6
2 - 3DScience average 7.5 5.5
Table A.3: Ratings out of 10 for the lung
Station 1 - Primal
• A) While all the information is there, it is overcrowded and difficult to comprehend
clearly.
• B) Diaphragm is very nice. Trachea and vessels stylised, but lung itself well rep-
resented. No transparency.
• C) Again good use of realism. Cannot see internal structures on the lungs.
Station 2 - 3DScience
• A) Simple diagram showing high level information, no heart or blood supply.
• B) Trachea stylised here too. Transparency is nice. Relationship to organs well
represented (no diaphragm).
• C) Colours, (especially the lungs) are not quite right. I like that you can see the
main airways. Clearer divisions between the lung lobes needed. Anatomically this
image is probably too simple, more detail needed.
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Abdomen - rating and comments
Station Respondent Visual quality Realism
1 - Primal A 6 6
1 - Primal B 7 7
1 - Primal C 6 7
1 - Primal D 6 4
1 - Primal average 6.25 6
2 - 3DScience A 9 5
2 - 3DScience B 8 7
2 - 3DScience C 8 6
2 - 3DScience D 10 9
2 - 3DScience average 8.75 6.75
Table A.4: Ratings out of 10 for the abdomen
Station 1 - Primal
• A) There is too much detail here, difficult to see the wood for the trees...
• B) Intricacy of layers is nice. Layers very useful here. Organs not so well modelled
(kidneys).
• C) Excellent detail (perhaps too much as the image is quite small). Not really
that realistic (colours etc) but useful in terms of anatomical info.
Station 2 - 3DScience
• A) A nice high level overview, allows understanding of anatomical relations bowel-
stomach-liver etc.
• B) Nice surface details on kidneys. Structures in the colon slightly too even.
• C) Good quality, but not very realistic. Needs more details (anatomical structures
etc.) eg. blood vessels, fat etc, good texture, colour, shadow
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Musculoskeletal - rating and comments
Station Respondent Visual quality Realism
1 - Primal A 5 5
1 - Primal B 6 7
1 - Primal C 7 6
1 - Primal D 7 5
1 - Primal average 6.25 5.75
2 - 3DScience A 9 5
2 - 3DScience B 6 5
2 - 3DScience C 8 7
2 - 3DScience D 10 9
2 - 3DScience average 8.1 6.5
Table A.5: Ratings out of 10 for the musculoskeletal representation
Station 1 - Primal
• A) More detail but at the expense of clarity.
• B) Muscles seem nice. Bones not high res, otherwise nice.
• C) Visual quality and realism are not excellent but image is very useful for seeing
location attachments and layers of muscles.
Station 2 - 3DScience
• A) A good overview of superficial muscles and their relative positions.
• B) Muscles a bit too smooth. Bones of the fingers nicely modelled. Can’t see other
bones.
• C) Excellent quality and details. Colours are perhaps not very accurate. Very
important to have the different layers of muscles and perhaps their actions / move-
ments.
A.5 Interview summary
Anatomical 3DCGRs for surgical education
• Anatomical 3DCGRs should be mapped onto the changing information require-
ments of surgeons as they progress through their careers.
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• Anatomical 3DCGRs are probably most valuable at the start of surgical training,
to introduce an operation, or to act as a ‘just in time’ revision aid before a surgical
case.
• Aesthetically beautiful 3DCGRs are appreciated, but the relevance and clarity of
the information represented is more important.
• Anatomical 3DCGRs should be presented according to the ‘surgical mindset ’: (1)
anatomy should be grouped in the ways that surgeons are taught to think, for
example, observing the division between supracolic and infracolic compartments
in the abdomen; (2) surgically salient anatomy should be presented in the order it
is encountered during an operation; (3) danger points during an operation should
be indicated even when a structure is not visible, for example downstream muscles
that might be affected by nerve injury.
Comparison between Primal Pictures and 3DScience
• The 3D Science anatomical 3DCGRs received an average rating of 7.61 / 10 com-
pared with 6.05 / 10 for the Primal Pictures anatomical 3DCGRs.
• All respondents agreed that the 3DScience anatomical 3DCGRs were superior in
terms of realism and image quality to the Primal Pictures anatomical 3DCGRs.
• The 3D Science anatomical 3DCGRs were missing important structures (such as
blood supply to the intestines) which made them suitable for only very basic
training (many of these structures are available in the primary dataset but were
not rendered in this implementation).
• The 3D Science anatomical 3DCGRs would benefit greatly from a stripping inter-
action.
Dyna-linked anatomical 3DCGRs
• Respondents were sensitive to the educational properties of the different represen-
tations: a schematic image can show names, relationships and connections between
systems and structures; a photorealistic image can be hard to extract information
from, but is important for surgeons who have to identify a structure in a real body.
• Dyna-linking was valued for showing the relationship between abstract and picto-
rial representations.
• Respondent C independently suggested including a dyna-linked ‘click to name’
interaction.
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Physiological animations
• Respondents gave the animated heart a high rating (8.75 / 10) and felt that an-
imations helped junior trainees to prepare for the types of movement they would
encounter in a living body.
• The value of an animation depended on which aspects of an anatomical 3DCGR
were animated and how closely these aspects met the needs of a particular group
of learners. For example, the heart showed the twisting action of the myocardium
but did not depict blood flow.
• The animated contractions provided a dyna-linked correspondence between the
exterior and interior of the heart.
Hernia tutorial and simulation
Hernia simulation and tutorial
Subsequently, I built a hernia tutorial (figure A.6) and a colleague (Mr Niel Hald) built
a hernia simulation (figure A.7) by heavily adapting the 3DScience models.
Figure A.6: Hernia tutorial
At the time of writing these are not yet evaluated.
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Figure A.7: Hernia simulation
Appendix B
Pilot study examining stereopsis
and haptics
B.1 Aims
This study aimed to make a preliminary assessment of the strengths and weaknesses of
teaching in a multi-sensorial environment.
There were five objectives.
1. To sample attitudes of teachers and learners towards instruction in a partially
immersive wall environment.
2. To identify positive and negative aspects of navigation and interaction using a
haptic device.
3. To assess the suitability of teaching respiratory function using physiological ani-
mations.
4. To compare immersive tutorials with traditional modes of teaching.
5. To test the feasibility of interacting with an anatomical 3DCGR within a fully
immersive CAVE environment.
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B.2 Materials
Common equipment
In both sessions, the anatomical 3DCGRs were projected onto a partially immersive
wall display (figure B.1). Stereoptic depth cues were created when the image from
Figure B.1: Stereoscopic wall display
twin projectors (B.2a) were viewed through polarised glasses (B.2b). The anatomical
3DCGRs were navigated, scaled and rotated using a haptic device which simulated the
sensation of touching a physical object (B.2c).
Figure B.2: Equipment: (a) stereoscopic projectors; (b) passive stereo glasses; (c)
haptic device
Appendix B. Pilot study examining stereopsis and haptics 170
Materials for session 1
The upper limb model evaluated in chapter four was adapted for realtime rendering by
exporting the geometry and textures from Maya into a file format called X3D. Haptic
capabilities were added by MSc students in the Department of Biosurgery and Surgical
Technology at Imperial College (Samy Tzaprenko and Mathieu Jacob) using an open
source library called H3D.
The mode button on the controller activates three interaction states: (a) navigation
mode, (b) stripping mode, (c) preset zoom mode (Figures B.3 and B.4).
Figure B.3: Activating navigation, stripping and preset zoom modes
Figure B.4: Onscreen views of navigation, stripping and preset zoom modes
When the navigation mode is activated, pressing the main button grabs the 3DCGR and
allows it to be zoomed in and out by pulling and pushing the handgrip. The left and
right buttons rotate around the Y axis. When stripping is activated the left and right
buttons build layers up and down (the main button is not used). When preset zoom is
activated the main button switches between three sections of the upper limb (left and
right buttons are not used).
Within navigation mode, touching the stylus on a structure such as the superior trunk
highlights it in red, triggers a text label and activates the force feedback mechanism in
the shaft of the device (Figure B.5).
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Figure B.5: Haptic click and name (within navigation mode)
There are three stiffness values: bone is rigid at 100%, muscles have 80% resistance, and
nerves have 70% resistance. These values are approximate, higher fidelity devices can
reproduce resistance levels which more closely mimic the elasticity of living tissue (Vidal
et al. 2006).
Materials for session 2
A deformable model of the diaphragm, lung and ribcage was developed by a research
associate (Dr Pierre-Frederic Villard) in the Department of Biosurgery and Surgical
Technology at Imperial College (figure B.6).
Figure B.6: Deformable diaphragm, lung and ribcage
This anatomical 3DCGR uses a technique called chainmail compression to stretch and
compress the diaphragm which drives the upwards and outwards motion of the lungs
and rib cage. This type of animation is fundamentally different from keyframe ani-
mation because it is calculated in realtime in response to programmable parameters.
For example, a slider bar alters the rate of inhalation and exhalation. When the study
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was conducted, the anatomical 3DCGR simulated only normal breathing; a more recent
version simulates a wider range of respiratory states.
Pressing the F2 key on the keyboard stops the animation and activates haptic naviga-
tion of the scene, providing different levels of resistance when touching bone or tissue.
Haptic interaction with the lung anatomical 3DCGR is more limited than the upper
limb anatomical 3DCGR, with no stripping or preset zoom modes (Figure B.3).
B.3 Methods
A pilot study was conducted over two sessions (figure B.7).
Figure B.7: Two tutorials using stereopsis and haptics: (a) upper limb anatomy; (b)
lung physiology
Two lecturers and two fifth-year undergraduate medical students were recruited to take
part in the study (hereafter referred to as limb teacher, limb student, lung teacher and
lung student). The first session was led by an anatomy teacher at Imperial College who
taught the student the anatomy and function of the brachial plexus. The second session
was led by a physiology lecturer at Imperial College who taught the basic principles of
lung physiology. A week before the study, the teachers were asked to devise a lesson
plan which would integrate the anatomical 3DCGRs into a one-on-one tutorial lasting
approximately one hour.
Before each teaching session, the teacher was given a 15-minute introductory training
to familiarise himself with the equipment. The student then entered the room and
both participants sat at a desk facing the projected image (figure B.1). The Hawthorne
effect was minimised by remotely monitoring the session using a webcam. All four
participants received semi-structured interviews following the teaching session, which
were transcribed and thematically analysed. Two interviews were conducted by the
author of this thesis and the other two by his supervisor.
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B.4 Overall impressions
Teaching with the upper limb anatomical 3DCGR
The teacher emphasised the benefits of instruction using a range of media and felt that
the anatomical 3DCGR was a good way to cement existing knowledge or help people
who found it difficult to learn from other formats. The student also thought that it
was a good supplement to other types of tuition and added that the upper limb was
particularly suited to 3D visualisation becuase it is hard to understand from textbook
diagrams. The anatomical 3DCGR helped the student to translate isolated facts to ‘real
life’ knowledge of the upper limb.
‘I think it’s creative and useful because anatomy is one of the hardest subjects
to understand, to imagine because sometimes you are not working with real
things you are just reading and imagining things and with the brachial plexus
it’s one of the most difficult structures in the human body to understand ’
(limb student).
On the negative side: some of the muscles were mislabelled, the teacher failed to use the
stripping mode and questioned its value and found the haptic device initially awkward
to use.
Teaching with the lung anatomical 3DCGR
The teacher stated that the lung anatomical 3DCGR had a lot of potential but was not
significantly better than existing teaching aids. The anatomical 3DCGR was obviously
in an early state of development and he suggested adding the intercostal and sternoclei-
domastoid muscles to better demonstrate the mechanics of breathing. The synchrony
of movement between the lungs and the ribcage needed tightening and the range of ani-
mations could usefully be extended to show coughing, hiccupping, singing, sneezing and
results of injury such as breathing with a punctured lung. If the missing muscles and
animations were added then the educational usefulness of the application would improve
dramatically. There was also a lag between pressing a button and the model responding,
caused by a low frame rate.
The student was more positive and found the animations very useful for visualising the
upwards and outward movement of respiration and showing the dynamic relationship
between the lungs and the diaphragm. She felt that the resource was well aligned to
knowledge tested in examinations.
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‘I did really like it. I thought it really worked...I thought this was really good
because you could see the movement of the ribs and the movement of the
lungs simultaneously and the different colour schemes so you can see what’s
what ’ (lung student).
The student made similar criticisms to the teacher about missing muscles, and the lack of
animations showing different types of breathing. She also suggested that colour coding
could be used to show patterns of how muscles are activated during expiration and
inspiration.
The haptic device was praised by the teacher but dismissed by the student who felt it
was no better than a mouse. The 3D projector was highly regarded by the teacher who
thought it was ‘brilliant ’ but found that low light levels made it hard to read his notes.
The student was more ambivalent about the benefits of immersion and did not see the
added instructional value of stereopsis compared to a normal projector; however this
view was later qualified when the student stated that it was useful to reach out and
touch the parts of the diaphragm that appeared to hover in front of her.
The teacher forgot to hand over control of the haptic device to the student until the
end of the session, which he regretted. This highlighted the need for a more structured
lesson plan which would have provided an opportunity for the student to learn to use the
haptic device and for the teacher to plan strategies for working in low light conditions.
B.5 Comparison with traditional teaching methods
The upper limb anatomical 3DCGR
The teacher emphasised the benefits of perceptual variety for anatomy teaching.
‘I’ve always felt that for teaching anatomy the more diverse the teaching
method available the better, I mean we already have lectures, living anatomy
classes, dissecting room and we tell students to look at textbooks...for learning
many subjects but particularly something that’s as visual as anatomy you
want to get a lot of different viewpoints, a lot of ways of things being presented
to you. And this is another way ’ (limb teacher).
In its current state of development the limb anatomical 3DCGR was more suited to
revision than initial learning.
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‘It’s icing on the cake I think. But nice icing on the cake, potentially, and
it could also be useful for someone who is finding it difficult from textbooks
(limb teacher)’.
The student liked the anatomical 3DCGR because it helped to visualise the arrange-
ment of nerves and muscles within three-dimensional space. However, she felt that
textbooks were still important because they refreshed her anatomical knowledge before
she interacted with the anatomical 3DCGR.
‘The advantages are that you can really see it, you don’t have to imagine. In
the textbook you only read it and are told that this branch follows this and this
connects and this innervates this, but its difficult to imagine’ (limb student).
The lung anatomical 3DCGR
The lung teacher felt that the technology was not a huge advance on other teaching
materials such as plastic models, skeletons and living anatomy demonstrations with
volunteer students. However, this could change considerably with further development of
the anatomical 3DCGR and the addition of more animations. The most useful aspect of
the anatomical 3DCGR was the way it related anatomy to function, which students often
find difficult to comprehend. It would also have potential for teaching large groups (over
multiple monitors) because space is limited around a skeleton or prosection. His ‘gut
feeling ’ was that at the moment the anatomical 3DCGR was better as a supplemental
aid to a tutorial or for revision rather than as a primary source of learning.
The lung student was asked how appropriate the model was for learning anatomy.
‘Definitely, so oh my god, if we had that, we had something very basic in
our first year which was very useful but when it came to our second year
we were so stuck, and now because we just had the once a week dissection
session where there’s ten of us crowded around a body...But you don’t have
the opportunity to actually see how things fit together yourself, you don’t have
the ability to just take your time’ (lung student).
She also liked the generic simplicity of the model, which was more closely aligned to
the knowledge she is examined on, rather than the complex and varied anatomy seen
in a cadaver. The anatomical 3DCGR was good for learning the relationship between
anatomy and physiology but less good for disease medicine, which should be learnt
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from a textbook. She also suggested the addition of quizzes and supplemental on-
screen information. Without more supplemental information, the anatomical 3DCGR
was useful for revision but not suitable for initial learning.
B.6 Haptic interaction
The upper limb anatomical 3DCGR
The teacher initially found the device awkward and the number of available modes a ‘bit
frustrating ’, but after about ten minutes it was more intuitive and ‘on balance it’s easy to
use’. He noted that the student got the hang of the device more quickly than he did and
that the ‘gaming generation’ would probably be more comfortable than someone with
his background. He also suggested including some training exercises to demonstrate the
different modes.
The student found the haptic device a bit difficult to use at first, but after about five
minutes it became more intuitive and ‘was very useful ’ especially when using the rotate
mode. She found it difficult to navigate around the anatomical 3DCGR using some of
the modes.
The lung anatomical 3DCGR
The teacher complimented the ease of use [NB. the haptic interface on the lung anatom-
ical 3DCGR was much simpler than the upper limb anatomical 3DCGR].
‘But [the haptic device] is fantastic, the simplicity of this, I was pointing out
is wonderful. It’s so simple to use and there’s not many buttons on there.
It’s quite intuitive what you’re doing with this’ (lung teacher).
He was less convinced with the accuracy of the force feedback when touching the di-
aphragm, which felt too rigid and did not deform. However, he suspected this was not
that important for undergraduate students although it might become so for clinicians
and researchers in later years.
The lung student had no exposure to the haptic device during the teaching session and
only used it briefly at the end. As a possible consequence, she was uncomfortable using
the device:
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‘I thought it was really difficult to use, I couldn’t really feel the difference in
texture. I couldn’t understand. I didn’t understand why it couldn’t be used
on a mouse’ (lung student).
She did not understand why a medical student would want to touch the internal organs,
especially as they get an opportunity to do this on real patients during surgery rotations.
Both participants requested a stripping mode to cycle through anatomical layers.
‘The thing is I’m one of these people I like to see the big picture so I know
where everything fits into each other. But also you need to focus on the
individual thing. It would be good if you could have the option to view one
view of the lungs within the whole body seeing how the whole body moves in
the system and then take them away and focus in on the lungs and then put
it back in the body and maybe see how it relates to the movement of the liver ’
(lung student).
The lack of a stripping mode was regarded as a significant limitation.
B.7 Stereopsis
The upper limb anatomical 3DCGR
The stereoscopic cues work best when the anatomical 3DCGR is at maximum zoom
making them appear to ‘pop’ out of the screen. At one point during the session, both
participants started to grab at the air excitedly when the illusion of a floating object
suddenly became very real. The limb teacher was very impressed with this stereoptic
effect and suggested that this type of display might provide similar spatial information
to cadaveric dissection.
‘It was quite spectacular, when we zoomed in and pulled the specimen towards
us as it were you did feel like the nerve was about to hit you in the face. It
was technically impressive, it felt like you were seeing a real three-dimensional
thing that you could stick your head into’ (limb teacher).
However, he was concerned that the need to purchase expensive specialist equipment
would limit widespread adoption.
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Initially the limb student described the projector as ‘adequate’; when questioned about
the moment when the display ‘popped’ and she made grasping movements into the space
in front of her she replied:
‘It was very exciting. If I want to I can put it very close to me and touch
it...Because you can look very closely at the branches and really see it and
move your face around it and really see the imagery ’ (limb student).
Appendix B. Pilot study examining stereopsis and haptics 179
The lung anatomical 3DCGR
The lung teacher praised the projector as ‘brilliant, it’s fantastic’ but immediately
qualified this statement with concerns about teaching in low light and having to wear
glasses.
The lung student thought that the 3D effect added to the overall experience but ‘didn’t
really add to the learning...I mean maybe at first for the novelty ’. She added that it
might be better for visualising some structures such as the vertebral column or the
heart. She also disliked having to wear glasses, which she found awkward to use.
B.8 Feasibility test in a fully immersive CAVE
A successful test was carried out to port an anatomical 3DCGR into the virtual reality
language XVR in order to display it in a fully immersive environment (figure B.8).
Figure B.8: Anatomical 3DCGRs in a fully immersive CAVE run by the Virtual
Environment Group at University College London
This setup uses four projectors, causing an anatomical 3DCGR to appear suspended
in the middle of the room (figure B.9a) when the viewer wears a pair of active LCD
glasses (figure B.9b).
Active glasses provide dynamic perspective, which updates the virtual world according
to the position and orientation of the viewer’s eyes. In the CAVE there are two ways to
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Figure B.9: (a) CAVE with multiple projectors; (b) active LCD glasses
‘zoom in’ to the anatomical 3DCGR: 1) by using a rollerball controller; 2) by walking
up to the anatomical 3DCGR and leaning forward. This second interaction is a fluid
and embodied way to interact with an anatomical 3DCGR and is henceforth referred to
as ‘walk to zoom’.
Instruction in a stereoptic environment
• The upper limb and lung anatomical 3DCGRs are more suited for revision than
initial learning and provide a supplement not a replacement for other types of
teaching.
• The teachers were more positive about stereopsis than the students, although all
participants enjoyed the moments when enriched depth cues ‘popped’ out of the
screen.
• It can be difficult to read notes in low light conditions.
• Both the limb student and the lung student were more ambivalent about the stereo
effect.
• Stereopsis is probably most suited for anatomical regions where spatial knowledge
is important.
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Haptic interaction
• There is a trade-off between ease of use and richness of interaction: the additional
modes in the limb anatomical 3DCGR added functionality but extended the learn-
ing curve. For this reason the lung teacher found the device very intuitive to pick
up and use, whereas the limb teacher had initial difficulties.
• The value of the stripping mode is uncertain: the limb teacher was sceptical about
its benefits whereas the lung teacher thought that not having stripping was a
considerable limitation.
• The upper limb student found the haptic device very useful, but the lung student
did not see any advantage over a mouse.
• The accuracy of the force feedback was quite crude but probably sufficient for an
undergraduate audience.
Appendix C
Sample transcripts
C.1 Postgraduate teaching observation on 03.11.06
A Professor of anatomy (T) demonstrated a dissection of the brachial plexus to five
postgraduate students (S). NB. The microphone picked up the teacher but not all student
responses and it was often unclear which student was responding to a question.
T: The agenda for today is the brachial plexus, I’d like to start by collecting together
remnants of your recollections on it, (maybe better than remnants) and see what we
know and think about the brachial plexus and then we can try to approach it from a
point of view of making the whole problem simpler by applying some logic and science
to it.
[Points to the students and asks them to say what they remember].
S: Five nerve roots.
T: Five nerve roots come into the brachial plexus normally, that’s right, yes. Um, which
nerves are usually involved ?
S: C5, C6, C7, C8, T1.
T: That’s right, absolutely. Why did I use the word ’usually’ there ? Which nerves are
usually involved ?
S: Sometimes you get a contribution from [inaudible].
T: Yeh, what does sometimes occur that it either moves up or down one segment so
you can get a C4 to C8 brachial plexus or a C6 to T2, they’re called pre-fixed and
post-fixed plexus’. The interesting thing about them is that they don’t usually make
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any significant difference to the health of the owner at all. Okay, what else can we say
about the brachial plexus ? What’s it for ?
S: Innervation of the upper arm.
T: Yeh, well, upper arm ?
S: The upper limb.
T: The upper limb. Okay. It’s providing the innervation for the upper limb. Why do
we need all this complexity ? Why don’t we just have spinal nerves coming into them
and supplying things ?
S: [Inaudible].
T: The final nerves are going to be a combination of different nerve roots. Okay now
we’re getting somewhere ? Why should that be ? Why should we want more than one
root contributing to a particular final nerve ? Well, it’s not so much a question of why
we should want it, why should evolution have wanted it ?
S: As a backup in case of damage ?
T: Yes, okay, if you’re got some overlap you’ve got some functional redundancy or if
not redundancy at least some cover. So, if one nerve root is damaged then this won’t
completely knock out a whole group of muscles. That’s a good point yes. Any other
aspect of this we ought to be thinking about then ?
S: Um, it does give off a few branches sort of in the, to the, muscles around the shoulder.
T: Yes, apart from the main nerves which we see coming out at the bottom end of this
(if you like) there are lots of side branches off to muscles particularly in the shoulder
girdle area. Yes, that’s a fact that we’ll need to look at. Anything else ? Anybody got
anything on the sort of stereotyped movements, the standard movements we can make
with the upper limb ? [pause] No. Okay well this is probably the point to, in which to
pitch off and to explore what is going on a bit. Now we’ve got these 5 roots coming into
the limb, yeh. Now I’d like you to imagine the situation of a limb in which the roots are
just beginning to enter it, the nerves are just beginning to innervate the limb, and we’ve
already got the cells which are going to be skeletal muscle there, they’ve originated from
the somites in the trunk but they’ve migrated out into the limb bud already, and the
nerves are growing into it. Now, assuming we’re talking about the standard plexus, C5
to T1 which of these five nerves will grow into the upper limb-bud first ? Which will be
the first one to enter the limb
S: C7.
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T: C7 on the basis that that’s in the middle and nearest to it. No it’s not that actually.
It’s a popular answer to the question but not the right one. [Pause] Well think about
development more broadly. Development in the embryo tends to occur in waves. Which
ends of the embryo do these waves start from and which do they finish at ?
S: Cordio-cranial ?
T: They go cordo-cranially ? No I don’t...
S: No cranio-cordially.
T: Yes that’s right, they go cranio-cordially. Waves of development start at the cranial
end of the embryo and proceed caudally. So, always what you see further towards the
caudal end of the embryo is going to look earlier than what you see up towards the front,
right. Okay, so if development proceeds cranio-cordially, which is going to be the first
nerve to enter the limb ?
S: C5.
T: C5. Okay good. Now, here’s C5 growing into the limb. The first region of the limb
it’s going to reach is going to be the shoulder girdle area isn’t it ? Well lets say the
shoulder joint area, we’ll come back to the shoulder girdle later. At this stage none
of the muscles in the limb are occupied. Now what do we know about innervation of
skeletal muscle? How many nerve cells can innervate a single skeletal muscle fibre, how
many synapses can it have on it ?
S: One.
T: Yeh, one, that’s right. Just one, because innervation of skeletal muscle is like sperms
and eggs. Winner takes all, the first nerve there will produce a change in the plasma
membrane of the muscle which prevents any further nerves establishing a synapse on it.
So each nerve fibre growing in is going to branch into twigs and these twigs will each
produce a synaptic terminal, an end plate on a single skeletal muscle fibre. How many
it does will depend on how large motor units we want in the muscle. So, anyway at
that point that nerve will stop, it will have completed it’s mission of innervating skeletal
muscle. Now, so think of all these C5 nerves growing in and lets assume they all get
absorbed in supplying muscles acting on the shoulder. At this point C6 starts growing in
and what C6 discovers in the shoulder area is some muscles which are fully innervated,
or some muscles fibre which are innervated, and some which aren’t, yeh ? So it mops up
the rest, it’s still got some left over, so it carries on downwards and encounters muscles
which are acting on the elbow, so C6 fills in as many of them as it can but can’t cover
them all, C7 comes in, mops up what’s left around the elbow and carries on to supply
muscles acting on the wrist, yeh ? C8 comes in, supplies muscles, any other muscles left
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which are acting on the wrist and then proceeds to supply some of the intrinsic muscles
of the hand, doesn’t get very far with that, T1 comes in and mops up all the rest of the
intrinsic muscles in the hand. Any muscle fibres which are missed, left over, are going
to die. So what have we got? I mean, that’s a cartoon scenario of what’s happened but
what it tells us is that, by and large muscles acting on the shoulder joint are going to
be supplied by which segments ?
S: C5.
T: C5 and C6. On the elbow by ?
S: C6 and C7.
T: C6 and C7. On the wrist by ?
S: C8.
T: C7 C8. And on the fingers by ?
S: T1.
T: C8 and T1. Yep. So that’s a simplification, it not quite as easy as that, as things
tend to be a bit more distal down the posterior aspect on the extensor side as they are
on the flexor side. But as a first approximation it’s good enough. So one thing we’re
going to have do is to make sure that fibre growing, accept that motor fibres growing
in from the upper routes of the plexus are going to supply more proximal parts of the
limb , fibres from the lower routes are going to go to more distal of the limb. Okay ?
Now, this question about stereotyped movements I asked. What I was really suggesting
is that if you curl up in protective position, a sort of foetal crouch like that [assumes
approximation of the foetal position], what are you doing with all of the joints of the
limb ?
S: Flexing them.
T: You’re flexing them, that’s right. And if you go out of your house in the morning
and it’s a lovely spring day, and you stretch your hands out in sheer delight at being
alive [stretches arms] what are you doing there ?
S: Extension.
T: Extension yeh, and these if you like are stereotyped movements which form the basis
of a number of reflexes which is modified in various ways in voluntary movement. So,
if these are so fundamental to the functioning of the limb we’ve got to sort out motor
fibres which are going to the flexor surface from fibres which are going to the extensor
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surface, haven’t we ? Because we don’t want to operate the wrong set, so that’s easy
enough. What about sensation ? How is the general pattern of sensory distribution,
how are spinal nerves arranged for sensation in the upper limb ?
S: The dermatome arrangement.
T: Yes the dermatome arrangement. [Pause] What does that mean ? You used the word
don’t blame me.
S: Different nerves supply different areas.
T: Okay, different nerves supply different areas in a fairly regular way. Now if we are
thinking about spinal segments, root values for the area what we’re basically dealing
with is C5, C6, C7, C8, T1 in other words we start at the superior lateral part of the
limb (C5) mid lateral (C6) lower lateral, distal and lower medial (C7) upper medial (C8
and T1) and there’s a little bit of T2 creeps in from the axillary area too, a little branch
of T2 that gets across there. But it’s a wrap around from upper angle down to the
hand, with the hand being predominantly C7 as far as sensation is considered. Which
I think if you think about the ancestral pattern, that makes sense. Imagine a frog,
upper limb like that [stretches arms out]. We have what we call the pre-axial border
which is the border which the thumb is on (the radial border if you like) and the post
axial border, the border the little fingers on. Now, I think it’s fairly obvious, just on
ground of sheer proximity plus the sort of filling in principle I told earlier [uses fingers to
indicate branching of developing nerves] it goes C5, C6, C7, C8, T1, T2, anyway that’s
how it does it. So that’s the segmental values, the segmental distributions for motor
and sensory function and I think we can see how in terms of the general principles of
embryonic development that’s kind of intuitive and makes sense and saves you a lot
of memory work. But now lets think about what actually happens, the actual roots
which the nerves take to get there. Well, I think the first thing to realise is a couple of
principles. One is it doesn’t matter in the slightest what route a nerve axon takes to
get from its cell body to its terminus, so long as it ends up with the connections right
at the two ends. Just the same as if you were running a cable to a telephone or a PC or
something it wouldn’t matter how many times you took it round the house, what rooms
it took you into so long as it was plugged into the right thing at both ends, so that the
signals made sense. So there’s nothing particularly special about the routes which these
axions take, they’re merely convenient. They tend to fall into certain patterns because
development tends to occur in pretty much the same way. I don’t think for a moment
that there’s a detailed genetic programme describing the brachial plexus because genetic
programs for development after all don’t describe the final result, they describe how to
make it. They’re a set of assembly instructions not a description. So where does that
take us ? Well, I think the first thing it tells us is that we’re going to expect variation,
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quite a bit of it. Because there are a number of ways of getting any particular axion
from its cell body in the spinal cord to the muscle or skin area which it’s wired up
to innervate. The second thing is that nerves are very (axons are very) promiscuous.
What I mean by that is that they don’t have definite rules about which other axons
they hang out with, they’ll hang out with any other axons that are going in the same
direction at a particular time. We’ve met this principle in the head already but this is
just another example of it. So if you want an analogy for it, think about people walking
across a hill, people aren’t going to take random routes, they’re going to take pathways
which lead them to the bit of the hill, the route up it, which they want to go to, and
different pathways will meet up at various places like saddles and subsidiary summits
and so on, and then later on paths will branch off with people going to various summits
of the mountain or decide to give up and go down back to the valley and have a beer or
something, and so if you’re travelling along these paths you’ll meet other people being
sociable creatures you’ll say hi and you’ll stroll along with them and chat for a bit. But
when the routes you’re going on diverge you’ll say bye, nice to meet you and off you’ll
go, and that’s all there is to it. You’re not always going to take the same route, you’re
not always going to meet the same people, right ? So lets see how this pans out in
practice.
The general principle is that nerve axions like hanging together so when axions are
travelling in pretty much the same direction they’ll tend to coalesce together to form
a bundle. It won’t matter whether they’re motor or sensory, it won’t matter whether
they’re somatic or autonomic, they’ll bundle together they don’t care. Okay so we
start off then with a standard brachial plexus C5 to T1 now where are virtually all the
components of this heading for initially ? What landmarks have they got to go to ?
S: Scalenus medius.
T: Well that’s right, to start with they’re all going to come out between scalenus anterior
and scalenus medius aren’t they because these two muscles are attached to the front and
back of the transverse processes so they’re all going to pass out between them. There
was actually a joining together exercise which occurred just as they came out of the
spinal canal, wasn’t there, where the posterior and anterior roots of the nerves joined
together because they were heading in the same direction bringing together the sensory
and motor components. Now very early on there’s a little bit which isn’t really going to
be part of the brachial plexus which is going to branch off each of these nerves [points
to structure] and supply the posterior part of the skin and the post vertebral muscles.
What do we call that ?
S: Posterior ramus.
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T: The posterior ramus, that’s right. But the much larger anterior rami carry on between
the scalene muscles and where they’re heading for is the inlet to the axilla which is really
between the lateral part of the clavicle and the upper border of the scapula isn’t it. So
they’ll all be heading in that direction, five bundles. Now what do you think is likely to
happen ?
S: They’ll join together.
T: There is going to be some joining together yes. What happens normally, well normally
isn’t the right word, in the majority of people, in most cases is that C5 and C6 join
together to form a single fat bundle which we call the
S: The upper quadrangle.
T: No the upper, it’s important...
S: Trunk.
T: Trunk. That’s right, the upper trunk of the brachial plexus C5 and C6. Down the
other side C8 and T1 join together to form the lower trunk. And in the middle is C7
which gets on it’s own as one of the second years students once memorably described
it, C7 the Billy-no-mates of the brachial plexus so he carries on alone, usually but not
always. So we’ve got three trunks one of which is C5 and C6 which is going to supply
motor fibres to which region of the limb ?
S: Proximal.
T: The proximal part, yeh. One is lower trunk C8 and T1 which is going to supply
motor fibres to the
S: Medial and distal.
T: The distal parts C8 and T1. and then there’s C7 which is going to with other things
supply the middle part. So we’ve already got some rough proximo-distal grouping there
but we’ve simplified it from the excessively complicated five nerves we have coming in at
the start. Okay so these things pass down and as they approach the inlet to the axilla,
the apex of the axilla, each of them divides, they all do it, each of them divides into two
unequal parts. What is this division ?
S: [inaudible].
T: Yes, anterior, splitting into what we call the anterior posterior divisions. Right.
And divisions because the trunks are dividing, anterior and posterior because this is
reflecting something fairly fundamental which is the separation of flexor surface fibres
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from extensor surface fibres, right, so the anterior divisions are going to supply the flexor
surface, the posterior divisions are going to supply the extensor surface, yeh, all very
simple and logical. Now we’re got to bundle these divisions together in some way so
that they can sort out nerves that make some sense. Well simpler one to understand is
the extensor surface, the posterior divisions. Now we’re in the axilla of course and these
nerves have come into a relationship which the axillary artery, they’re all converging on
the axillary artery which has joined them by crossing the first rib to dive down into the
axilla and they’re all coalescing around it, and the first thing that happens is that all
three of the posterior divisions, the one from the upper trunk which is C5 and C6, the
one from the lower trunk which is C8 and T1 and the one from the middle trunk which
is C7 have all joined together to form a single huge fat bundle of nerves sitting posterior
to axillary artery in the upper artery in the axilla. What are we going to call that ?
S: The radial nerve.
T: It’s not the radial nerve yet.
S: Posterior cord.
T: The posterior cord that’s right, the posterior cord, now this is C5 to T1, they’re all
in there so it can supply any region of the limb provided it’s on the extensor surface.
Obviously it’s going to refine its act a bit later on. We’ll follow this one down, as we
follow it down in the axilla it divides unequally into two. The smaller of these two takes
only C5 and C6 fibres with it and this dives out through the posterior wall of the axilla
through a gap between the muscles through a gap called the quadrangular space. And
it winds round the neck of the humerus, the deltoid, and it supplies deltoid which nerve
is that ?
S: Axillary nerve.
T: The axillary nerve right. It’s C5 and C6 and it’s acting on deltoid and deltoid acts
on which joint ?
S: Shoulder.
T: Shoulder joint, yes it can abduct it, flex it, extend it, rotate it, any combination of
these but it’s acting purely on the shoulder. This nerve is called, what ?
Student: Axillary nerve.
T: The axillary nerve that’s right. And apart from supplying deltoid it supplies one
other muscles, [gestures to a students on the left hand of the group who have been less
vocal] anyone over here know ? A much less important muscles. [pause] No ? It’s the
small print stuff, it’s teres minor, one of the rotator cuff muscles. But deltoid is the
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capital letters one. Right. So it’s supplying deltoid. It also contains some cutaneous
fibres, now these are going to be C5 and C6, which parts of these limbs will they supply
?
S: [Inaudible].
T: Yeh, it’s not actually quite up here, it’s down there, it’s the lower part of the lateral
side of the upper arm. Okay so that all makes sense doesn’t it. What about the bigger
terminal part of the[student interrupts to ask question] yes of course, yes.
S: Is that C5 C6, what you’re saying then is the impulses are coming from the C5 C6
root, going through that pathway to then eventually become the [inaudible].
T: Yes correct. Absolutely we’ve bundled all the fibres, or most of the fibres coming
from C5 and C6 into that nerve supplying deltoid and Terres Minor. Okay so what does
that leave us with in what’s left of this ?
S: Radial nerve.
T: Radial nerve yes okay. Now radial nerve covers a lot of territory doesn’t it. What
muscles does it supply ?
S: Triceps.
T: Yes it supplies triceps which is mainly the extensor of the elbow but also acts on the
shoulder because the long head of triceps crosses the shoulder doesn’t it ?It comes from
scapular if you remember. Okay, and what about south of the elbow, what does it do
there ?
S: Extensors.
T: All the extensors in the forearm that’s right, which extend the wrist and the fingers
doesn’t they and do a few other things as well. Okay so, it’s giving some action on
the shoulder but mainly elbow wrist and fingers. So there might still be a bit of C5 in
the radial they’ll certainly be C6 C7 C8 T1, easy, very easy, yeh ? Are you all happy
with that so far, you’ve got the principle? Right, lets go round to the flexor surface,
there its not quite so easy because rather than grouping together to form a single cord,
the anterior divisions of the trunks group together to form two cords. One of these lies
lateral to the axillary artery and is called the lateral cord, one lies medial to it and is
called the medial cord. And the contributions to the lateral cord are from the anterior
divisions of the upper trunk which is C5 and C6 and the middle trunk which is
S: C7.
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T: C7. Alright so the lateral cord goes C5 C6 and C7 so broadly which regions of the
flexor surface is that going to be supplying ?
S: [inaudible].
T: Proximal and middle as far as motor supplies are concerned. It’s going to be supplying
a lot of sensory stuff to the hand but we’ll come back to that one, we’ll stay with muscle
for the moment. So the lateral cord is going to be dealing with proximal and middle
areas approximately. The medial cord comes entirely from the anterior division of the
lower trunk so it’s purely C8 and T1 so that’s going to be dealing with middle to distal
parts, yeh, as far as the motor supply is concerned. Okay, so now major nerves do we
have within the limb which are supplying muscles on the flexor surface ?
S: Median nerve, ulnar nerve.
T: Median nerve, ulnar nerve and
S: Musculocutaneous nerve.
T: Musculocutaneous nerve, good. Okay. So what happens with the lateral trunk, sorry
lateral cord, which is C5, C6 and C7 is it first of all gives off a branch which goes
through between biceps and brachialis and supplies both of them, yer, and that’s the
musculocutaneous nerve. The cutaneous bit goes off down the lateral side of the forearm
there. And the fibres in this thing if it’s acting on the shoulder joint and the elbow joint
as biceps does are going to be what ?
S: C5, C6.
T: C5 C6 and C7 yes. And the C7 carries down to innervate it to the C7 area down
here with the sensory side which the musculocutaneous has it’s cutaneous branch in the
forearm. So that’s the musculocutaneous which if you like has the proximal flexor side
motor nerve. We come across to the other extreme, the most distal one is obviously
going to come from the medial cord isn’t it because that’s C8 and T1. So there’s a big
motor nerve which goes down on the medial side of the forearm and gives a little supply
to muscles in the forearm but mostly to intrinsic muscles in the hand. What’s that ?
S: Ulnar nerve.
T: Ulnar nerve, good. And then we’ve got one which is somewhere between the two
which is going to supply mostly flexors in the forearm. So the ulnar nerve comes off the
medial cord C8 and T1 but the median usually is formed by a branch from the lateral
cord bringing C6 C7 fibres and a branch from the medial cord bringing C8 T1 fibres
so it can supply anything down there. As far as sensory innervation is concerned the
medial cord also gives off a couple of important cutaneous nerves, the medial cutaneous
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nerves of the arm and the forearm, medial cutaneous nerve of the arm is supplying T1
territory up here isn’t it mostly and a bit of C8, ditto the forearm is supplying C8 C7
territory so that all ties up. Okay so that really is the big picture. Now I think you can
see having thought about that, that there’s scope for a tremendous amount of variation
here, there’s some variations you’ll meet very commonly you may find that the way that
the roots join up to form the roots is anomalous. So you might find that C7 and C8
join together to form the middle trunk and T1 is Billy no mates forming a lower trunk
in which case what happens when things go down to the axilla, the way that things
divide and rejoin down there is going to be rather different. Now we’ve seen how the
median nerve is usually formed by branches from the lateral and medial cord coming
together fairly early on and forming this median nerve which runs with the brachial
artery down through the arm. But it doesn’t have to be that way, quite frequently you
find that these two components remain separate almost down to the elbow, now if that
happens the lateral component tends to appear as part of the musculocutaneous and
the medial as part of the ulnar. And then you see what appears to be a branch from the
musculocutaneous and a branch from the ulnar forming just above the elbow to form
the median. It’s the usual thing with anatomy, believe what you see not what you read
in the textbooks, right. Okay having thought about it that way begin to think about
the effect of some neurological lesions on this. Now, I think the effect of lesioning, the
individual final nerves are going to be fairly obvious. There one or two things you’ve
probably heard about like the ulnar paradox that maybe we ought to discuss a bit. But
you can work out from what we’ve discussed so far what the effect of knocking out the
median nerve, or the ulnar nerve or the radial nerve or the axillary nerve is going to be,
and we obviously have to look at the relationships of these nerves to see where they’re
vulnerable and where they’re not. But if we go a bit further up and we start knocking
out various components before the final nerve...[side one of the tape ends causing a 10
second gap]...lets consider just for a moment what would happen if you knocked out the
upper roots of the plexus, C5 and C6 an upper root injury. How could that occur first
of all ?
S: Birth injury.
T: Yeh, birth injuries are very common aren’t they where someone decides to grab hold
of the head and pull it through the birth canal and stretches the upper two roots. How
else can this occur ?
S: Hanging from a tree ?
T: No that’s lower roots.
S: If you fall.
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T: Yes if you fall so that the point of the shoulder and the side of the head hit the
ground that can force the two apart and produce an upper root injury. Okay regardless
of how it’s acquired, what sort of things are going to happen if you’ve lost (for the sake
of argument) the whole of C5 and C6 ?
S1: You can’t lift up your shoulder.
T: Well, where, C5 and C6 supplies predominantly which joint ?
S: Shoulder.
T: Shoulder yes, so the shoulder activity is going to be devastated. I didn’t mention this
but C4 and C5 supply a lot of the limb girdle muscles so you’re going to have weakness
of movement in the scapula as well. C5 and C6 supply the elbow so if you lost C5 you’re
going to have considerable loss of power in the elbow. And these things are going to
apply to both flexors and extensors aren’t they ? So you’re going to get wasting of these
proximal muscles of the limb. What about sensory loss, where will the main sensory loss
be with an upper root injury ?
S: Down the left hand side.
T: It will be down the proximal lateral part of the limb won’t it down to about here
where C7 starts coming in. We can refine that a bit, I mean one of the muscles which
is going to be knocked out by an upper root injury or very largely knocked out by it is
biceps isn’t it ? And biceps as well as being a flexor of the elbow does what ?
S: Supplies the shoulder.
T: It does act on the shoulder but it’s got another important mid-arm function.
S: Pro=natal ?
T: Well, is it a pronator or a supinator ? [pause] It’s the most powerful supinator, biceps
rotates the radius as it, the supination direction as it pulls on, so the limb of someone
with an upper root injury is going to be dominated by the pronators and is going to
sit in a pronative situation like that [assumes position with hand] with the finger semi-
flexed. What you may recall hearing being described as the waiters tip position, in my
experience waiters are more upfront nowadays and more inclined to do that [changes
hand position] rather than this but there you go. Alright, so that’s going to be a pretty
nasty injury. What about the lower roots as we’ve heard they can be damaged by
grabbing something as you are falling and wrenching them that way, or they can be
damaged in delivery by seizing hold of an arm and pulling on it. But C8 and T1 are
out, what are going to be the motor consequences of this ?
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S: Inaudible.
T: Devastation of the hand, yes. Weakness of the long muscles of the hand and knock
out of the intrinsics. What about sensory ?
S: Inaudible.
T: It will be the medial part of the limbs which is lost won’t it. Okay, that’s all fairly
straightforward, have you got the, I think you’ve got the principles now. It’s really
pretty easy isn’t it, it becomes much less of a memory slog if you think about it in that
way. Okay so lets get over to some more practical matters now and spend the last 10
minutes on actually looking at the plexus in the body and thinking about where injuries
to these various bits of the plexus can be acquired.
[The group moves to a dissecting table with two prosected cadavers - the tape misses
about 10 seconds]
T: ...is that you normally see the brachial plexus in a prosection like this where everything
has been nicely teased out by some patient and skilful individual who’s separated all the
nerves and displayed them nicely for you, in the body of course it’s not like that, and
being surgeons rather than anatomists you guys are not going to pull apart the whole
brachial plexus [inaudible] the thing isn’t spread out as we see over here, all the nerves
that you’ve got here are tightly bound around the axilliary artery, when you come into
an undisturbed axilla and cut the pectoral muscles and turn them back what you see in
the axilla when you pull the little bit of fat out of the way is a big bundle of structures
firmly held together, and you have to tease at these and separate things to pull them
apart, so these cords really are bound together and ensheath the artery on virtually
all sides, they are tightly [inaudible]. So we talk, can talk about injuries occurring to
nerves up in the axilla but in fact in trauma it wouldn’t be surprising if the axilliary
artery hadn’t been ripped as well in which case you’ve got more immediate concerns
then worrying about the neurology, if the patient survives someone else can try and sort
that out later on. So here we are here’s the key landmarks with the axillary vein, here’s
the axillary artery sitting behind it with these nerves coalescing around it now lets go
up to the top end know and turn this around so you can see it more clearly [rotates the
prosection] here we’re looking at the neck, our key landmark structure here of course is
scalenus anterior there coming down from the anterior prongs of the transverse processes
to the first rib and we can see emerging from it here one, two, three, four, only four
nerves maybe two of them are joined together already, we’ll check that out in a moment.
Don’t forget that out of the same groove come the other cervical spinal nerves which
form the cervical plexus further up of which the most important component is
S: Inaudible.
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T: Don’t think so. Useful but not life threatening. C3 C4 and 5.
S: Phrenic.
T: Phrenic yes, and there it is, that’s the phrenic there, small but important. You can
see it crossing in front of scalenus there and taking a fairly anterior course down. Alright
well lets see what’s going on here. So what we appear to have is a very weedy C5 up
here, not much of a C5 contribution at all but we’ve got a big C6 assuming that’s what
it is so, all is well. So these are joining together and forming the
S: Upper trunk.
T: Upper trunk. That’s right, C5 and C6, here we can see this dividing in the lower
part of the neck into a small anterior division and a larger posterior division, so these
anterior division fibres are going to the flexors, posterior division fibres to the extensors.
If we proceed on down assuming that our diagnosis of those as C5 and C6 is okay, this
is C7 which has read the book and is remaining on his own and here is dividing into
anterior division and posterior division fibres, here’s C8 and T1 which have not read
the book because while they’re interchanging some fibre bundles they are not actually
joining together in this case, so not exactly a standard brachial plexus but who cares
they’re all heading in the right direction and there’s some simplification going on there.
Now if we take a look behind the artery at these posterior division fibres we can see that
lots of them are bundling together here behind the artery to form a big bundle which is
the [pause] posterior ?
S: Posterior cord.
T: Posterior cord, that’s right and we can that this is dividing almost immediately into
a smaller nerve here which is heading off here to go through the posterior wall of the
axilla, it’s the axillary nerve, and the bigger one heading off more obliquely, and where’s
that passing to, the radial nerve how’s that.
S: [Inaudible].
T: That’s right its lying on the back humerus isn’t it in the radial groove on the back
of the humerus, winding from medial to lateral and covered by which muscle ?
S: Triceps.
T: Triceps that’s right, it’s between the lateral and medial heads of triceps, that’s what
defines them really, with the posterior head coming down behind it. Okay, so axillary
and radial nerves, how do they get injured ?
S: Fracture of the humerus.
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T: Fracture of the humerus is certainly a good way of damaging the radial nerve isn’t
it, how about the axillary ?
S: Fracture of the surgical neck.
T: Fracture of the surgical neck of the humerus, yes. A bit more commonly ? What’s
the commonest injury of the shoulder ?
S: Dislocation.
T: Dislocation, yes okay, and in fact dislocation can damage the radial nerve as well.
So you’ve got someone sitting there in A and E, clutching their arm and very miserable
and you’ve had an X-ray taken and are waiting for it to come back but you’re fairly sure
that you’re dealing with a shoulder dislocation here. To fill time while you’re waiting
for this, how are you going to test the axillary and radial nerves ?
S: Loss of sensation.
T: Yes, loss of sensation over the badge [?] area there for the axillaries you’ve obviously
not going to ask the patient to start demonstrating the use of deltoid because he’s going
to be off and find a better doctor isn’t he. What about the radial nerve, how are you
going to test that ?
S: Wrist extension ?
T: There’s no reason why you shouldn’t test wrist extension if you can get his arm in
a comfortable position. Testing sensation on the radial nerve is a bit tricky because it
overlaps so much with all the others. You usually get it on the [inaudible]. If you look
at the front then, see what’s going on here. Here’s the cord forming lateral to the artery
from upper and middle trunk anterior divisions and as you can see its dividing almost
immediately into this one which is going down into the anterior department muscles.
What’s that ?
S: Musculocutaneous.
T: Musculocutaneous C5 and C6 and the lateral contribution to the median which is
here. We pick up a medial cord around the other side, rather impeded by string here but
ah, there it is down there, no it’s not it’s an artery, we’ll trace it back from the medial
home to here, there it is round the back. Here we’ve got this large medial contribution to
the medial nerve and over here somewhere is a pretty weedy ulnar nerve and I wouldn’t
mind betting that some more of the so median is going to come of to join that later on.
So, not an entirely standard brachial plexus but lets take a look at this one here, [moves
to the second prosection]. We’ve got the distal part is bit more visible, a slightly more
standard plexus, lateral cord with the here, it’s not standard actually, it’s interesting
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there’s a big thick lateral bit here which is giving off twigs into biceps and brachialis
but then joining up with this thing. So this is one of these situations where we’ve
got a low joining together of the lateral and medial contributions to the median nerve
and this bit is going along jointly with musculocutaeous, so this, and this and this are
musculocutaneous contributions, this is a sensory to musculocutaneous, but what’s left
here really belongs with the median, that union may be delayed right down here. Okay,
so the median nerve however you play it is well protected in the upper arm isn’t it,
tucked with the artery under the medial side of biceps but as you get down here it really
over does the protection doesn’t it so it goes into the hands and the carpel tunnel which
is overkill for protection and you all know what happens. What about the ulnar nerve,
here’s the ulnar coming from this medial cord here. And how it passes into the forearm
?
S: Inaudible.
T: Yes that’s right, through a groove, through a fibrous tissue covered groove behind
the [inaudible] and that’s frequently its undoing of course because it can be traumatised
there. Where’s the other place where the unlnar nerves commonly injured ? [Inaudible]
canal so called yes the fibrous tunnel which takes a route superficially across the medial
side of the wrist. Now it’s often said that the more distal injury to the ulnar nerve is
more disabling than the more proximal one, the so called ulnar paradox because you
would normally expect a nerve injury would be more severe the more proximal it was
because it’s knocking out more things. How can we understand that ? What tends
to happen with a distal injury which doesn’t tend so much to happen with a proximal
injury ?
S: Digitorum.
T: That’s right the only bit that flexes the digitorum complex we’re concerned with is
the medial two tendons of the deep digital flexor which are always supplied by the ulnar
nerve and so with a proximal injury you’ll lose them, with a distal injury you’ll keep
them. Right okay, what other muscles are capable of flexing and extending the fingers ?
S: The lumbricals.
T: The lumbricals will extend them, yes, so will the so will the interossei.
S: Inaudible.
T: No they’re nerves acting on the wrist. Flexor digitor and superficialis. Right if you
lose ulnar nerve proximally you’re going to knock out on the flexor side, flexor digitor
and profundis but not flexor digitor and superficialis, you’re going to knock out on the
extensor side the lumbricals and interossei but not extensor digitorum. If you do it
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more distally everything is still working on the flexor side but you’ve still lost [inaudible]
having said that it doesn’t always happen.
[Session ends]
C.2 User feedback on final software prototype
Screen recording software was used to record user interactions with a pre-release version
of the software application (referred to in chapter three as version 5.5). A verbatim
transcript was made of utterances and broad mouse movements.
00.00 INTRODUCTION. Okay...alright so you push the button here to begin the test.
Cursor moves from pre-test title to ‘begin test’ button.
00.18 PRE TEST 1/16 Cursor moves over text of the MCQ questions left to right then
cursor moves over several option boxes before selecting the answer.
47.00 PRE TEST 2/16 Cursor moves over text and option boxes.
57.00 PRE TEST 3/16 And questions are really clear [Int: can you tell me a little bit
about the reasoning process you are going through ?]. So its like a typical EMQ kind of
question, um, so you’re reading through, um, you have a scenario. It’s quite clear, and,
um...um...there’s five answers and a don’t know section, which is quite good. Cursor
moves over text and option boxes.
02.01 PRE TEST 4/16 It’s quite hard to read the question at the top if it were double
spaced it would probably be easier. Cursor moves up and down indicating text.
02.26 PRE TEST 5/16 I’m not really (laughs) paying attention to the question, I’m not
answering the question, I’m just reading through it. Cursor scans every word, hovers
over ‘extension’, hovers back to the question and then answers it.
03.12 PRE TEST 6/16 Cursor moves over text and option boxes.
03.38 PRE TEST 7/16 I haven’t seen this before, on the right, this picture, cursor moves
to indicate 2D diagram um format. But it’s good that it has a section on the help. Oh,
it doesn’t. Um, [inaudible: names the structure ?] the arrow could be slightly more
clear but it’s on the right place. But um. Cursor moves over text, 2D representation.
What is this label ? Cursor hovers over several areas of the 2D representation and then
the option boxes.
04.36 PRE TEST 8/16 Cursor moves very quickly from option box, to the 2D represen-
tation and then the tick box.
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04.40 PRE TEST 9/16 Cursor moves over 3 option boxes.
04.45 PRE TEST 10/16 But it’s a good way to show the brachial plexus, the different
types of nerves that come off it. Cursor moves between 2D representation, text and
option boxes then selects ’don’t know’.
05.03 PRE TEST 11/16 Cursor stays on ’don’t know’ and clicks.
05.05 PRE TEST 12/16 I’m not sure if that arrow’s pointing at the nerves or the bones
itself, erm, it’s probably pointing at the nerve. Um, actually probably pointing at, well
it can’t be pointing at the bone, it’s probably pointing at the nerve. Cursor moves
between text, option box, ’what is this’ label, bones and nerves, option box.
05.52 PRE TEST 13/16 That’s pointing at the bone. Cursor moves from option box to
2D representation to option box.
05.59 PRE TEST 14/16 Cursor moves over several option boxes.
06.08 PRE TEST 15/16 That’s the bone. Cursor moves from option box to 2D repre-
sentation to option box.
06.11 PRE TEST 16/16 Cursor moves over several option boxes. That’s the artery.
06.15 INSTRUCTIONS The diagram is really nice and clear, it’s really interactive. It’s
very nicely modelled and it shows you all the areas you need to know which is really
good. And it’s clear at the bottom what each, sorry, what each thing does. Cursor
moves quickly over the upper text, to the 3DCGR, and the rotate commands, highlights
many of the sections of the plexus, then the text at the bottom.
07.06 ANATOMY 1 / 11 The bottom could be slightly bigger, so because you look at
the top to see each it could be slightly bigger, but I think it says it, the same kind of
things on it anyway, still it’s really nicely done. This [indicates the roots on the 2D
representation] is really helpful that you can see where each one starts. Cursor moves
over bottom text, T1, C5 then darts over balloon bubbles, the anatomical 3DCGR, rotate
buttons, then the roots [apparently following the balloon instructions].
07.54 ANATOMY 2 / 11 That’s [indicates the 2D trunk diagram] really good as well.
Cursor moves over 3 trunks on the 2D representation.
08.04 ANATOMY 3 / 11 It’s good at showing each of the divisions. Cursor moves over
each of the divisions.
08.26 ANATOMY 4 / 11 It’s very clear as well. Cursor moves over each section of the
2D representation.
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08.53 ANATOMY 5 / 11 I’m not sure what this bit here is [lateral root of the median
nerve] showing because it’s not correlating to the diagram. It’s not that important
anyway. Cursor moves over each section of the 2D representation lingering on the
lateral root of the median nerve.
09.23 ANATOMY 6 / 11 It’s good that you put it all together so you can look at each
section individually, a summary of what you’ve done already. It’s good that you’re
asking questions as you’re doing it because people just forget, um, what they’ve learnt.
Cursor moves over each of the several sections of the 2D representation, the teaching
text, very briefly over the 3DCGR.
10.01 ANATOMY 7 / 11 This would be really good for MCQ questions, or EMQ ques-
tions. Cursor moves over several sections of the 2D representation, the check boxes and
the 3DCGR.
10.24 ANATOMY 8 / 11 Cursor moves over several sections of the 2D representation,
the check boxes and the 3DCGR.
10.40 ANATOMY 9 / 11 Cursor moves over several sections of the 2D representation,
the check boxes and the 3DCGR.
10.47 ANATOMY 10 / 11 Cursor moves over several sections of the 2D representation,
the check boxes and the 3DCGR.
11.00 ANATOMY 11 / 11 Cursor moves over several sections of the 2D representation,
the check boxes and the 3DCGR.
11.05 INJURY 1 / 10 It’s good that it’s in the same, you can see the nerves, how they’re
interacting with the anatomy, with the bone and where they are exactly. This would
be good when you’re learning about injuries. Oh, it’s all about injuries. That’s really
good. Cursor moves over the 3DCGR, the check boxes and the 3DCGR.
11.32 INJURY 2 / 10
11.41 INJURY 3 / 10
11.52 INJURY 4 / 10 It’s all very clear.
12.04 INJURY 5 / 10 It’s good that you can rotate it as well to see what aspect it’s in.
12.34 INJURY 6 / 10
12.44 INJURY 7 / 10
12.57 INJURY 8 / 10
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13.00 INJURY 9 / 10
13.25 INJURY 10 / 10
Moves backwards to 9/10 It’s good that it’s referring to the old test so you can improve
on the next test.
13.30 POST TEST 1 / 16 It’s clear that it does the whole story. What’s happened.
14.05 POST TEST 2 / 16 It’s good that it’s actually asking questions about post, post
injury as well.
14.17 POST TEST 3 / 16
14.23 POST TEST 4 / 16
14.39 POST TEST 5 / 16
14.55 POST TEST 6 / 16
15.06 POST TEST 7 / 16
15.10 POST TEST 8 / 16
15.19 POST TEST 9 / 16
15.26 POST TEST 10 / 16
15.36 POST TEST 11 / 16
15.38 POST TEST 12 / 16 It’s all very clear.
15.45 POST TEST 13 / 16
15.48 POST TEST 14 / 16
15.54 POST TEST 15 / 16
15.59 POST TEST 16 / 16
16.05 TEST RESULTS (Laughs) And that’s really good it shows you what, where you’ve
gone wrong. And that’s really really good. Sorry I wasn’t answering the questions
(laughs) properly I was just reading through things. TRANSCRIPT ENDS
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C.3 Focus group following study in chapter 4
Below is the full written report from the independent researcher who chaired the focus
group.
A focus group interview was held immediately after the main study. There were seven
respondents: 3 female, 4 male, 4 from year 1, three from year 2. The focus group was
chaired by an independent researcher who wrote the following report.
Spontaneous initial impressions
Initial, immediate impressions focused on detail rather than over-all methodology. All
liked the 2D / 3D presentation, but because of the two groups seeing different configu-
rations, none was in a position to spontaneously compare linking with non-linking.
Respondents often felt that the illustrations had been difficult to follow; they sometimes
had problems appreciating the different parts and their locations. Some found them ‘a
little bit muddily sometimes’. Students would have liked the diagrams to be more spread
out.
Attitudes were consistent between the first and second year students.
‘We were looking at the posterior inferior part of the plexus and it was asking
you to label some part of it and all you could see was a small bit and I have
no idea of what I am looking at’ (general agreement).
‘When you have only a tiny bit of a diagram and you can’t really work out
where it is going, because there is bits overlapping. I don’t know if you could
select the underneath bits so you could see more clearly what it is labelled
and you could better determine what it is’.
‘The 3D models were much more difficult, especially when covering small
areas because it wasn’t spread out and to identify what they wanted us to
label was really difficult ’.
‘You need more view of the actual highlighted portion of the nerve’.
Zooming in and out would have been helpful (note: this request surfaced several times
during the discussion).
‘For me the problem was the 3D pictures - the rotation thing. It doesn’t help
you understand which muscles are anterior or posterior because the muscle
that is highlighted is still shown above all the other muscles when you rotate,
so you can’t actually see what is behind and what is in front (agreement)’.
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‘There are so many superficial and deep ones, so if you can delete ones as
you go down, work out if it is superficial or deep and work out where it is
deep ones as you go down...kind of remove layers, like in the arm you often
find it difficult to work out which is superficial and which is deep’.
As a learning tool
Some blamed their problems on ‘the rotation thing’.
‘Zooming in and out would have helped...to spread them out a bit ’.
Spontaneously the respondents discussed whether this would be a good learning tool. It
was suggested that ‘this tool is useful more for revision than for actual learning ’.
‘It would be better to have mini-summaries after each portion, and explaining
which bit leads to what. Explain which part of the plexus was called what and
if at the end it showed this is the superior trunk which leads to this and had
it all labelled out, it would have been much easier to take up and understand
the naming behind the nerves’.
‘I agree with what you said, that this is more of a revision tool than a teaching
thing. Because to learn it, you need to understand what all the bits do, rather
than just have a bunch of words thrown at you, but for revision it is really
useful.’ I agree, it would be difficult to learn from first principles with that,
it would be kind of open to kind of misinterpretation, misunderstanding ’.
There was a great deal of discussion on the subject.
‘It would be useful as part of an in-course assessment once you’ve done your
anatomy, the upper limbs for example, within your course for mock exam
purposes to test yourself. But not as an initial learning tool. Not in its
current form’.
‘We learn step-wise in anatomy lessons, like dissecting a cadaver, you look
at the layers at the top first and then we move them and look at the layers
underneath and that would complement how we learn in anatomy. As a
complement it would be good, but not as an initial learning tool ’.
Yet, at the same time, it was felt this could aid learning, although it might not be used
purely as a tool by itself.
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‘It can aid understanding after you have been given the building blocks to
work with it ’.
Respondents discussed what could be done to improve this application as a learning
tool (see ‘Suggestions for redesigning programme’ below for further development of this
topic).
‘One of the biggest problems here is that you are unable to relate it to the
actual physiological process. In anatomy we learned that you have a certain
muscle which links from your chest to your arm, and this is the movement
it produces and you can actually visualise it. With this programme if they
showed that this muscle relates to my thumb moving and this relates to my
entire arm, actually showing it, so you could click on the muscle and it would
show the direct link between the nerves going into the muscle Visualisation,
rather than the text saying that this nerve leads to this muscle. Showing the
muscle actually retracting ’.
2D, 3D compared to other anatomy teaching
The students were asked how this programme compared to other anatomy courses they
have experienced. (It should be noted that the 1st year students had not studied upper
limb anatomy, so the following opinions were those of the 2nd year students).
‘It was good to actually visualise things. When you could work out exactly
what it was trying to highlight, and you could actually see it, it was quite
useful. Because I don’t know how many times, with text books trying to find
attachments and whereabouts it would actually be, and I thought this was
quite good because you had 3D and you had a diagram as well so you could
kind of compare the 2D diagram to the 3D which made it easier to work it
out exactly what you are trying to highlight, and there weren’t all those words
in the way. It was quite useful (group agreement)’.
‘Also I think the diagram of the plexus and the nerves in a text book it is
sometimes hard to label the nerves, there are lots of labels that go on and it
can get very busy whereas this you could click on the bit you want to know
the name of and it would get highlighted and it would tell you and it would
be much more plain and easy to understand ’.
‘I thought this was the hardest part of the anatomy we had to learn because
there are so many muscles to learn and it took me ages after each lecture to
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learn them, they threw so many names at you, you couldn’t go through them.
And it might even be better for first principles. It is hard to learn which parts
go where, so if you could light up everything...’.
They felt that, without doubt, there were definite advantages to this form of teaching.
They were, however, unsure whether it would also be a useful method for studying other
parts of the body. However, most agreed it would be ‘if handled properly’.
‘It would be especially useful for something like neurology, there are so many
layers in the brain, the really good thing about this is you could click some-
thing and it would show everything linked to it so you could show all the
muscles and nerves all the way down the arm. I thought that would be really
good ’.
The 2nd year students, while frequently praising the concept, often felt that, without
prior knowledge, they would have had difficulty learning from this programme alone.
‘You might be able to use it for other parts of the body, like thorax or abdomen,
from first principles, but the limbs are so complicated, there are so many
different muscles, that you just couldn’t work it out by that purely without
prior knowledge. I could only answer the questions I did answer because I
had prior knowledge’.
The 1st year students were less enthusiastic: they did not have the prior knowledge
and felt this programme had not helped them learn a subject with which they were
unfamiliar.
‘This is a very busy part of the body and there is a lot of stuff around there
but I think you could apply the same kind of programme to other parts of the
anatomy and it would work quite well but I am not sure about here, because I
think it is so busy, so many nerves and muscles, it is quite hard to distinguish
between them’.
Accordingly, most would like this as a revision aid, but not to replace text books!.
‘I would consult whatever was easiest and quickest to find the answer I
wanted. I think the software would probably be easiest, but if the software
didn’t tell me what I wanted, then I would turn to the books after that ’.
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‘I think software would be quicker for revision, but for initial learning, on its
own, it wouldn’t be practical and obviously I think lectures and text books are
compulsory ’.
‘You could use in initial learning as a supplement to the lectures, if I was lis-
tening to a lecture and I could look at an actual 3D image, I could understand
things better from the lecture’.
Dyna-linking
The respondents discussed linking [the report refers to dyna-linking as ‘linking’ and
non dyna-linking as ‘non-linking’]. It should be noted, however, that it was difficult
for the group who had linked applications and the group who were non-linked to really
understand each other’s experiences. Everyone who had linking found linking helpful.
‘Because the 2D diagram is basically how they show it to us in lectures, so
when you have got 3D you can work on it easier, click on it and see what
it actually looks like in real life. You can draw the link between the diagram
and real life, so possibly when you are in an exam you can work it out a lot
easier if you have made that mental link ’.
‘It is important because it is so difficult to figure it out yourself and 2D, 3D
with the links makes it easier ’.
In fact, it was felt that the linking was the most important, powerful part of the pro-
gramme, and should be developed further. All agreed that the basic premise of the
programme was useful, although it needed improvement. ‘It is really good! ’
‘I liked the link between 2D and 3D (spontaneous comment) because in lec-
tures they tend to give you simplified diagrams so if you can link the things
you learn in lectures to something more complex, more 3D, that should help
aid your learning and help you understand more. I thought it was quite
useful ’.
Those without linking were very impressed by the concept, and wished they had been
included.
‘It would have helped because I kept clicking on one diagram and then looking
at the other one but that was highlighting different parts and it was more like
guesswork for me to figure it out and get them to be matching and every time
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I found myself clicking on one part and then looking for it on the other side
so I could see the relation, so if it happened automatically it would have been
a lot easier ’.
It was felt that this programme could serve as a useful bridge between lectures and
dissection.
‘In actual teaching you have a lecture session and a dissection section, and I
think it would be useful as a bridge between that which is in the lecture which
is 2D and that in the dissection which is 3D, and it is sometimes difficult
to visualise the linking back and the connections, so if there is like a help in
bridging the gap, it is very useful ’.
‘Certain conceptual things, I’ve never really understood how the muscle in the
cutaneous nerve innervated all the muscles before today, but when I clicked
on it, it lit up and you could see every muscle all the way down and it was
really quite something. I’ve got quite a few text books but I’ve never seen
anything like that that before’.
3D vs 2D
The students generally appreciated the 2D, 3D concept, although there were a few who
tended to withdraw from the 3D. There was not clear agreement, when asked to choose
between 2D and 3D.
‘Sometimes 3D can be confusing, on the 2D it is quite clear to distinguish
which nerves are where, while on the 3D it is so real you can’t always tell ’.
‘The 3D is more useful, it is more clear showing where everything is in re-
lation to everything else, and if you can zoom in and out it would be even
better ’.
‘It is very difficult with 3D to get a good look at what you are seeing ’.
There was general agreement that both are required.
‘You need both. 2D is good but I don’t know if alone it would give you the
level of knowledge that is required. It needs something that helps you decipher
what you are looking at. 2D is easier to understand and 3D gives you next
stage of knowledge’.
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Although none had encountered such an application before, some had seen programmes
that included a 2D, 3D feature.
‘We had something similar in Symbrio. To do with embryology. It was sort
of an automation. Then you would read the text that described the bit you
had just watched, and then you would click on another animation. And it
took slices from different views’.
Suggestions for redesigning the programme
All praised the basic concept. Nobody could see any advantage to not having linking.
All agreed linking would help learning.
No one would want to drop the programme. However, there was general agreement that
the programme could be improved. Landmarks’ were needed as well as better labelling;
perhaps a compass’ would help.
‘I thought it was really useful, click on the 2D one and the 3D lights up’.
‘It is difficult to work this thing out, there were no landmarks, you couldn’t
see how you were rotating it, you couldn’t see how you were relating it to an
actual arm’.
‘The 3D part needs labelling: You couldn’t see how you were rotating, if you
just had labels saying, this is the anterior part, this is the posterior part,
superior, inferior; it is not easy to ascertain which side is which’.
‘Or you could have a compass type thing, so when you rotate it you could
still know what is the front side of it ’.
Students suggested several other changes.
‘I would like to be able to scroll more, and zoom in and zoom out and ro-
tate. On this you could zoom in and out a bit, but not when answering the
questions’.
‘In terms of the rotation, a simple thing, if it is going behind what you are
looking at, if it went slightly darker, then you could place where it really is’.
‘When you are rotating it, don’t rotate around the muscle, rotate around
the limb. So that the muscle will stay at the very centre of the view and
with everything rotating around the muscle, you want to see the muscle in
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a different view, it is like a pivot, but if you had the limb itself rotating you
could see the muscle in a different part like from a different view of the limb’.
‘It is because of the colour, if you could make it darker when you rotated it,
so that when it goes behind, this is your muscle, it is a light colour and when
you rotate it and it starts to go behind, what is behind looks darker, and you
would know it is behind because it is darker ’.
Ease of use
All agreed that the programme was easy to use and easy to navigate. ‘The instructions
are good highlight here, click here to change the view...easy to follow, straightforward ’.
Appendix D
Software evaluated in chapter 4
D.1 Raw study data
Table D.1 shows results for participants in group 1, who received a dyna-linked version
of the application (n=25).
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No. Year Pre-test Post-test Gain Time Total clicks
1 1 0 5 5 16:28 112
2 1 3 11 8 18:51 293
3 1 0 10 10 19:06 273
4 1 3 8 5 13:13 95
5 1 2 8 6 14:12 178
7 1 4 8 4 15:53 291
8 1 1 3 2 08:46 101
9 1 5 3 -2 09:43 80
10 1 1 4 3 13:29 109
12 2 11 12 1 10:58 252
13 2 6 10 4 07:19 81
14 2 4 9 5 12:16 167
16 2 6 14 8 06:12 74
17 2 6 15 9 10:10 132
18 2 7 9 2 17:10 141
19 2 12 8 -4 08:45 49
20 2 6 6 0 06:51 100
21 2 13 15 2 14:47 181
22 2 8 14 6 11:47 152
25 2 7 12 5 10:22 92
26 2 14 16 2 11:20 137
28 2 10 11 1 10:49 189
29 2 11 16 5 13:04 136
30 1 2 5 3 17:01 272
31 1 2 8 6 05:35 81
Median 6 9 4 11:47 136
Table D.1: Group 1, dyna-linked results
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Table D.2 shows results for participants in group 2, who received a non dyna-linked
version of the application (n=25).
No. Year Pre-test Post-test Gain Time Total clicks
37 1 0 13 13 18:29 166
38 1 0 11 11 19:53 218
40 1 1 9 8 11:23 132
41 1 0 9 9 15:05 170
42 1 2 12 10 25:05 346
44 1 0 9 9 19:23 382
47 1 1 4 3 15:04 216
48 2 14 14 0 10:49 111
49 2 4 9 5 16:49 390
50 2 16 15 -1 20:12 230
51 2 7 10 3 17:27 244
52 2 8 13 5 12:01 204
53 2 12 15 3 16:14 121
54 2 10 11 1 06:09 99
55 2 8 15 7 12:33 142
56 2 14 12 -2 07:28 99
57 2 8 16 8 19:01 209
58 2 11 13 2 18:21 311
59 2 5 12 7 12:02 82
60 2 12 14 2 12:02 130
61 2 14 16 2 13:33 135
62 2 11 12 1 04:03 49
64 2 14 16 2 11:43 101
65 1 2 4 2 10:53 144
66 2 4 9 5 34:49 450
Median 8 12 3 15:04 166
Table D.2: Group 2, non dyna-linked results
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