Dean, Paul. Simulated recruitment of medial rectus motoneurons a threshold value u in the ON direction of the relevant muscle. by abducens internuclear neurons: synaptic specificity vs. intrinsic Above this threshold the firing rate varies linearly with eye motoneuron properties. J. Neurophysiol. 78: 1531Neurophysiol. 78: -1549Neurophysiol. 78: , 1997. position with slope K. Within populations of motoneurons Ocular motoneuron firing rate is linearly related to conjugate eye (MNs), u and K are related: the higher the threshold u, the position with slope K above recruitment threshold u. Within the bigger the slope K (e.g., Van Gisbergen and Van Opstal population of ocular motoneurons K increases as u increases. These 1989). Although these properties are well known, their origin differences in firing rate between motoneurons might be deteris obscure. The projection from abducens internuclear neurons (cf. Heckman and Binder 1990). This arrangement has been experimentally observed firing rates of MR-MNs served as training proposed for skeletal MN pools (Henneman et al. 1965) and data for the net. The following two training conditions were used: termed the ''common-drive'' mechanism (De Luca and Erim 1) synaptic weights were fixed and the intrinsic parameters of the 1994).
The three main possibilities for the origin of OMN positions to every output node representing an MR-MN. Individual tion-related discharges are as follows.
simulated MR-MNs were assigned parameters corresponding to an 1) Each member of an OMN pool receives identical afferintrinsic current threshold I R and an intrinsic frequency-current ( f-ent input. Differences between the resultant firing rates are I) slope g. Their firing rates were calculated from these parameters, caused by differences in the intrinsic properties of the together with the effective synaptic current produced by their synOMNs, for example current threshold for spike initiation aptically weighted INN inputs, with the use of assumptions employed in computer simulations of spinal motoneuron pools. The (cf. Heckman and Binder 1990) . This arrangement has been experimentally observed firing rates of MR-MNs served as training proposed for skeletal MN pools (Henneman et al. 1965 ) and data for the net. The following two training conditions were used: termed the ''common-drive'' mechanism (De Luca and Erim 1) synaptic weights were fixed and the intrinsic parameters of the 1994).
MR-MNs were allowed to vary, corresponding to the situation in 2) Differences between the firing rates of OMNs are deterwhich each MR-MN receives a common synaptic drive and 2) mined solely by differences in their afferent input to OMNs.
intrinsic MR-MN properties were fixed and synaptic weights were
The intrinsic properties of OMNs do not vary systematically. allowed to vary. In each case, the varying quantities were trained 3) Both intrinsic OMN properties and afferent input conwith a form of gradient descent error reduction. The simulations tribute to differences between OMN firing rates, a combinarevealed the following three problems with the common-drive model: 1) the recruitment of INNs produced nonlinear responses tion that has been invoked to explain the effects of stimulatin MR-MNs with low us; 2) the range of I R s required to reproduce ing the mesencephalic locomotor region on the discharges of the observed range of u were generally larger than those measured medial gastrocnemius MNs (Tansey and Botterman 1996) . experimentally for cat ocular motoneurons; and 3) the intrinsic fOne reason for trying to decide between these possibilities I slope g increased with I R . Experimental data from cat indicate is that the eye position command to OMN pools is the result that g decreases with I R . When synaptic weights were allowed of outputs from prior stages in oculomotor signal processing, to vary, all three problems with the common-drive model were including the neural integrator (Robinson 1989) . Characterovercome. This required MR-MNs receiving selective input from izing the inputs to the OMN pool therefore helps to characINNs with similar firing rate thresholds. These results suggest that the differences in firing rate properties among MR-MNs in relation terize the outputs of these prior stages, a step necessary for to steady-state eye position cannot be derived from their intrinsic understanding how they work. For example, many models properties alone but result at least partly from differences in their of oculomotor function treat the eye position command to synaptic inputs. An MR-MN's individual set of synaptic inputs ocular MN pools as a single, lumped variable that is linearly constitutes, in effect, a premotor receptive field. related to eye position (cf. Dean 1996) . This treatment would give cause for concern if the common-drive hypothesis of the origin of OMN firing rates turned out to be incor-
I N T R O D U C T I O N rect.
Modeling techniques have long proved fruitful for studyThe firing rates of ocular motoneurons (OMNs) in relation ing the interaction between synaptic drive and intrinsic MN to steady-state eye position have been measured in a number properties for skeletal MN pools (e.g., Rall 1955) . The basis of species (reviewed by, e.g., Carpenter 1988 ). An individual OMN only begins to fire when the position of the eye reaches for recent studies has been the assumptions that, for steady-P. DEANstate conditions, 1) an MN fires when the total effective Simulation: individual MNs synaptic current I N entering the cell exceeds its current
The method for calculating the output of an MN given its synapthreshold for spike initiation and 2) above threshold, firing tic inputs and intrinsic properties was taken from Heckman and rate is linearly related to I N . These assumptions have been Binder (1990) and Binder et al. (1993) . It is based on a simple used to construct computer simulations of the firing rates of neuronal model that neglects dendritic geometry, treats synapses MN pools in response to synaptic drive from different affer-as current sources and not conductance changes, and deals only ent pathways (Binder et al. 1993; ; Heckman with steady-state conditions (how far these simplifications apply to OMNs is considered in the DISCUSSION ). The method assumes and Binder 1990 and Binder , 1991 and Binder , 1993a that an MN starts to fire, i.e., is recruited, when the rheobase 1995a,b; Powers et al. 1992 ). The present study applies this current I R (current threshold for spike initiation) is exceeded by framework to the responses of MR-MNs to conjugate eyethe effective synaptic current I N .
position-related inputs from INNs. One reason for choosing 1) I R is an intrinsic property of the neuron that derives from the this system is the evidence suggesting that INNs are the neuron's voltage threshold for spike initiation V T and its input major if not sole source of eye position signals in MR-MNs. resistance R N (Eq. 1) INN axons travel rostrally from the abducens nucleus in the medial longitudinal fasciculus to their target MR-MNs in
the oculomotor nucleus. Clinical studies of internuclear ophthalmoplegia and experimental studies in monkeys (e.g., Co-The R N itself depends on the specific membrane resistance of the gan 1970; Evinger et al. 1977; Gamlin et al. 1989b) have neuron averaged over the relevant membrane area. For skeletal shown that interruption or inactivation of this pathway ''es-MNal pools, it appears that the Ç10-fold range in I R derives mainly sentially paralyses the ipsilateral medial rectus except for from 2-to 3-fold variance in both soma size and membrane resistivity, with a relatively small contribution from voltage threshold vergence'' (Pola and Robinson 1978, p. 254) .
(e.g., Gustafsson and Pinter 1984; Heckman and Binder 1990;  Because OMNs are located within the skull, it is techni- Pinter et al. 1983 ).
cally easier to record movement-related discharges from
2) I N (defined as the total current that reaches the soma) is them than from MNs in the spinal cord (e.g., Robinson primarily extrinsic. If each of a set of synapses on a simplified 1986). Thus, there are good data for position-related firing MN (Fig. 1A) has an input firing rate F i and a weight w i , the total rates for both INNs and MR-MNs (Fuchs et al. 1988 ; Gamlin synaptic current delivered to the soma is the sum of the current and Mays 1992; Gamlin et al. 1989a ). This advantage was delivered by each synapse (Eq. 2). The present simulation treats exploited in the present computer simulation by treating the I N as identical INN and MR-MN pools as the input and output layers of a
linear net (Widrow and Stearns 1985) . On a given ''training trial'' the outputs of the simulation were compared with the to I TOT , i.e., variables such as dendritic geometry that influence ''desired outputs,'' i.e., the real firing rates of MR-MNs.
current transfer to the soma are neglected (Heckman and Binder The difference between the actual and desired outputs was 1990, p. 185-186) .
used as an error signal to change either the input weights from INNs to MR-MNs or properties of the MR-MNs (intrinsic thresholds and gains) so that the simulation produced firing rates closer to those observed experimentally. This is an example of the use of artificial neural nets to estimate the properties needed for real neurons to produce experimentally observed behavior without prejudice toward the issue of how those properties are derived biologically (Churchland and Sejnowski 1992; Dean 1996; Zipser 1992) . The neural net model of INNs and MR-MNs was trained under various constraints to investigate the following questions.
1) For identical INN input to every MR-MN (common drive), how do estimates of intrinsic OMN thresholds and gains from the simulation compare with experimental findings (e.g., Grantyn and Grantyn 1978) ?
2) How are these estimates affected when the connecting weights between INNs and MR-MNs are allowed to vary?
Parts of this work have appeared previously in abstract form (Dean 1995) . The methods are described in two parts: 1) the modeling of ceives input from F 1 , F i , and F m afferent pathways, each of which fires at individual MNs and their incorporation into an artificial neural net F i Hz and results through its synaptic weight w i nA/Hz in a postsynaptic and 2) the selection of experimental data for INNs and MR-MNs current F i rw i nA. B shows how the sum effective synaptic current I N (nA) that were used both as input and training data for the net and for of these currents (Eq. 2) is related to the output firing rate FR (Hz) of the model OMN as a function of I R and g (Eq. 3).
comparison with the results of the simulations. For I N s that are above I R , the firing rate FR of the MN is assumed neuron a j produced by a particular input pattern is given by Eq. 5. Because both Fs and ws are to be linearly related to the difference with slope g (Eq. 3, Fig.  1B ). If
positive or zero, so too are the activations. The activation term in injected and synaptic currents are equivalent, g corresponds to the Eq. 5 corresponds to the total synaptic current of Eq. 2 and thus, slope of what has been termed the f-I relation, where f denotes by the assumptions of the model, to I N . MN firing rate and I the magnitude of the injected current (Binder 3) All the output neurons have a bias term B j and a gain term et al. 1993). As with spinal MNs (Binder et al. 1993) , the current G j . Their outputs are calculated from Eq. 6 threshold for repetitive firing (I o ) is ''slightly higher'' than the I R o j Å G j r(a j / B j ) for a j / B j ú 0 for OMNs (Grantyn and Grantyn 1978, p. 263 , this assump-B is constrained to be negative or zero, which corresponds to a tion puts I o at Ç0.5 nA greater than I R , probably in agreement with positive I R in Eq. 3, and G corresponds to the f-I slope g (this the remark of Grantyn and Grantyn (1978) . The effects of possible dual set of symbols is used to emphasize the distinction between nonphysiological low firing rates in the model on the fit between empirically estimated quantities and their counterparts, which are model output and data are considered in the DISCUSSION . manipulated within the model).
4)
To train the network to produce the firing rates displayed by real MR-MNs, these were used as desired outputs of the model Simulation: neural net (Eq. 7). t j denotes the actual output of The properties of the simulated individual MNs outlined above
are similar to those of model neurons used in linear artificial neural
nets (e.g., Anderson 1995) . Accordingly, a two-layer artificial neural net was constructed ( Fig. 2 ) with simulated MR-MNs as the the jth MR-MN in response to the fixation command c that prooutput layer and INNs as the input layer. The main features of the duces the eye position f. u j is the firing rate threshold of the jth net are as follows. MR-MN and K j is the slope of its firing rate with respect to eye 1) As is conventional, the artificial neurons in the input layer position. It should be emphasized that these are observed firing do no intrinsic processing but merely convey desired patterns of rate thresholds and slopes, not the intrinsic properties described input to the output layer. In this case the desired patterns are the above. firing rates of INNs. Thus the method by which these firing patterns
Comparison of desired and actual model outputs for a given eye are generated from the fixation command c need not be specified position f yields an error signal e j for the jth MR-MN (Eq. 8). provided that the actual firing rates of INNs as a function of c are Rules for altering model parameters that used this error signal known. In fact this relation is not known directly. However, in
the properly calibrated system, the fixation command c always produces the desired eye position f (cf. Dean 1996). It is therefore were derived with the use of gradient-descent methods for fully possible to use the experimentally observed relations of INN firing linear nets (cf. Widrow and Stearns 1985) , with adjustments for rates to eye position, which are approximated by Eq. 4. T i is the the nonlinearities in the model (Eq. 9-11) threshold at which the ith INN begins firing 11) and s i is the slope of the straight line relating firing rate to eye position. l G , l B , and l w are learning rate constants whose values were assigned by a two-stage procedure. In the first stage, those parameters 2) All input layer neurons connect to all output layer neurons via weights (w 11 , etc.), which in the present simulation are con-required by the overall design of the simulation to be kept constant were assigned learning constants of zero. For example, in the comstrained to be positive or zero. The activation in the jth output Output firing rates o j of the model MR-MNs in terms of their inputs, bias terms B j , and slopes G j are given in Eq. 5 and 6. Model outputs can then be compared with real firing rates of MR-MNs to train the neural network to give accurate outputs. P. DEANmon-drive condition, l w Å 0. Second, values of nonzero learning u j as is typical for OMNs (e.g., Van Gisbergen and Van Opstal 1989) . The relation between the two is given in Eq. 13, taken from constants were determined by trial and error as those producing rapid learning without instability. The function of the learning rules p. 67 of was to minimize the mean square error E j for each MR-MN over
the training set of eye positions (Eq. 12) The range of thresholds in Fuchs et al. (1988) and MNs (Fig. 2) , this distribution allows the properties of the Gamlin Gamlin et al. (1989a) . In both studies, the firing rates of individual and Mays distribution to be assessed by interpolation. Grantyn et al. 1977) . R N s for identified MNs ranged from 1.2 to distributions of thresholds in the two studies were different (Fig. 3) . 6.7 MV (n Å 47) (Grantyn and Grantyn 1978, p. 256 Gamlin et al. 1989a ) with a higher R N (3-6 MV) had a lower average I R (2.2 nA) than (x 2 , P õ 0.0002). neurons with a lower R N (1.2-2.9 MV), which had an average I R It is apparent that obtaining a representative sample of the INN of 6.3 nA. This again is consistent with Eq. 2, which suggests that population is difficult (possible reasons are considered in the DIS-the I R range is similar to the R N range of five-to sixfold, i.e., from CUSSION ). In the present simulation, the effects of sampling were Ç1.5 to 8.3 nA, assuming a depolarization threshold of 10 mV. investigated by comparing three distributions: Fuchs et al. (1988), However, Grantyn and Grantyn (1978) do not explicitly report an Gamlin et al. (1989a) , and an artificial distribution with 25 neu-I R range. Nelson et al. (1986) obtained an I R range of 1-13 nA rons, the thresholds of which were evenly spread between the limits from trochlear MNs (n Å 21, R N range 1.95-7.17 MV, correlation of 065 and /25Њ (giving a lowest threshold neuron of 061.5Њ and between I R and R N Å 00.73 ). It is this larger value for the I R range a highest of /21.5Њ) and the slopes of which were fixed at 5 Hz/ that is used here for comparison with the results of the simulations. deg.
Measurement of the steady-state firing rates in cat abducens MNs (Grantyn and Grantyn 1978) produced by injected currents gave a mean value for the f-I slope g of 27 Hz/nA (n Å 11).
Data: MR-MNs
Measurement of g and R N in the same cells showed that g varied 1) The firing rates of a sample of 74 MR-MNs have been de-with R N (Fig. 4) Equation 14 together with Eq. 1 allows estimation of the f-I slopes for the abducens MNs with the highest and lowest current thresholds, giving the following values-lowest-current-threshold abducens MN:
As a consequence of the inverse relation between I R and R N , OMNs with lower current thresholds have higher intrinsic gains than OMNs with high thresholds. This relation has not been observed in spinal MNs (see DISCUSSION ). If Eq. 14 is also true for cat trochlear OMNs (Nelson et al. 1986 ), then the range for g would be correspondingly greater than for abducens MNs.
condition, the variables B and G were fixed (l B Å l G Å 0, Eq. 9 and 10) and the weights were allowed to vary (the specific-synapse model) to see what connections between INNs and MR-MNs were consistent with the firing rate data. This section describes the main results of the simulations. Relevant mathematical details are given in the APPENDIX .
Fixed input weights
An example of the results obtained from simulations under the fixed-weights condition is shown in Fig. 5 . In this example, the artificial distribution of INN thresholds (described in METHODS ) was used. The weight from each of the n Å 25 INNs to each MR-MN was set at a value of 0.01, corresponding to a synaptic drive of 0.25 nA per Hz of averaged INN firing rates. In this version of the common-drive hypothesis each target MN receives the same synaptic drive irrespective of its intrinsic characteristics. Figure 5A shows error scores, after training, as a function of MR-MN firing rate threshold u. The errors were summed at 5Њ intervals over an oculomotor range of {50Њ (Eq. 12). Figure 5A indicates that the error scores are higher for MNs with low us, even though the scores were not adjusted to take account of the expected values of the firing rates, which are higher in high-u MR-MNs. Training with fixed weights was seemingly unable to produce a close fit between model and data for MR-MNs with u values less than about 025Њ.
Figure 5B ing given that the slope K of firing rate versus eye position increases with u for OMNs. However, it is not consistent with the finding that for cat abducens MNs intrinsic gain g is inversely related to intrinsic threshold I R (see METHODS ).
Each of the three features of the simulation results illustrated in Fig. 5 indicates a failure of the simulation to reproduce experimental data. The origin of these failures, and their possible remediation by improved choice of model parameter, are described in the next three sections. takes place above 030Њ (Fig. 3) , which contributes toward higher error scores for MR-MNs with firing rate thresholds less than 030Њ.
MR-MNs: I R s
The unrealistic range of the B values apparent in Fig. 5B could have resulted from two deficiencies in the model rather than from any inadequacy of the common-drive mechanism.
1) Because of the nonlinearity in the summed INN input, the model's attempts to find the best fit to the data produced impossible values of bias, i.e., B Å 0 for MR-MNs with low firing rate threshold u (Figs. 5B and 6A). It is possible to overcome this problem with the use of the summed INN input (details in APPENDIX, Intrinsic current thresholds in common-drive model), which gives the estimates for I R values shown in Fig. 8A .
2) The actual values of the I R estimates are determined by FIG . 6 . A: comparison of experimental data and simulation results for the value of weight term, which was chosen arbitrarily as 0.01. 
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MR-MNs: f-I slopes
Measurements from cat abducens MNs indicate that the slope g of the f-I relation is inversely related to I R (see METHODS ). In contrast, Fig. 5C shows that the model's estimates for g increase with MR-MN firing rate thresholds, as do the estimates for I R (Fig. 5B) . The MR-MNs in the model, therefore, have gs that increase with I R , as can be seen in Fig. 9 , which plots the g estimates directly against the (uncorrected) I R estimates for the three INN distributions.
It is possible to avoid this problem by adopting a different version of the common-drive hypothesis in which the weights from INNs to MR-MNs are larger for MR-MNs with higher firing rate thresholds. For the simulations it was decided to choose weight values that kept G constant, rather than allowing it to vary inversely with B, for two reasons. One was that Eq. 14 is derived from a small number of points, and studies with larger numbers of spinal MNs suggest that I R and g are largely independent (see DISCUSSION ). The second reason was the practical difficulty of calculating weight values that gave appropriately covarying values of B and G. The values for the weights required for gs that do not vary with MR-MN properties can be estimated (APPENDIX, f-I slopes in common-drive model) given the constraint that the weights to the MR-MN with the median firing rate threshold (u Å 020Њ) are set to give an I R of 5 nA (cf. The implication is that the version of the common-drive I R estimates that are generally higher than the 1-13 nA recorded experimentally. Appropriate choice of weights (details in APPENDIX, Intrinsic current thresholds in common-drive model) removes this mismatch and gives the I R estimates shown in Fig. 8B (which uses an ordinate scaled logarithmically to show the values of I R for low us more clearly). It is apparent from Fig. 8B that, even after the two problems in the model have been removed, the range of I R values required by the equal-weight version of the common-drive hypothesis still tends to be higher than that observed experimentally. The precise values depend on both the INN and MN distributions used in the simulation: for example, if the conservative range of 040 to /5Њ is taken for the MR-MN us (see METHODS ), the value of the ratio is 44 for Fuchs et al. (1988) to MR-MNs were fixed and independent of the properties of the parent INN, three problems were revealed.
1) The nonlinearity of the massed INN input to MR-MNs with low firing rate thresholds prevented a close fit between model output and experimental data for these MNs.
2) For the equal-weight condition, the estimated f-I slopes increased with I R , contrary to measurements in cat.
3) Altering the model weights to counteract this problem produced a range of MR-MN I R s greater than that observed experimentally in cat trochlear MNs.
These problems were found with both experimentally obtained distributions of INN thresholds and with an artificial distribution. They are therefore unlikely to be the result of sampling artifacts.
Fixed intrinsic properties: synaptic weights variable
In this condition, the variables B and G were fixed (l B Å l G Å 0, Eq. 9 and 10), and the weights were allowed to model that gives more realistic values for the f-I slope g produces estimates of the MR-MN I R range that are greater than the 13-fold found experimentally for cat abducens MNs. In fact the estimates obtained were conservative: weight values were chosen to make the values for g independent of I R (see above) rather than to vary inversely with them, and the range for MR-MN firing rate threshold u of 040 to /5Њ is almost certainly too low (see DISCUSSION ). Even so, the estimates from the model were too high, and in the case of the experimental INN distributions very markedly so (100-and 4,750-fold vs. 13-fold). The extremely high value of 4,750 for the Gamlin et al. (1989a) distribution follows from the distribution containing only one INN with firing rate threshold T õ 040Њ: but even for a reduced MR-MN u range of 030 to /5Њ, the estimated I R range is still high at 64- Figure 11A compares the error scores obtained after training the model in this condition with those obtained after training in the fixed-weights condition (Fig. 5A) . Allowing weights to vary greatly reduces the error scores for MRMNs with low us. The distributions of weights that achieved this result are shown for selected MR-MNs in Fig. 11B . The main feature of these distributions is that the effective inputs to a particular MR-MN only arise from INNs with similar firing rate thresholds. This restriction solves the nonlinearity problem associated with massed INN input. Two other features of the weight distributions are that the size of the weights tends to increase with MR-MN firing rate threshold u and that the shape of the weight distribution is different for MR-MNs with us near the top or bottom of the range than for MR-MNs with midrange us.
Values of intrinsic MR-MN properties
The particular values chosen to represent intrinsic MR-MN properties used in the simulation of These estimates were checked by running simulations. 1989a sample.) As with the Fuchs et al. (1988) simulation, the shape of the weight distributions that produced the imData for the Fuchs et al. (1988) distribution are shown in Fig. 12 . In this simulation, the variable G was kept constant proved fit varied with MR-MN u (see next section).
The differences between the common-drive and speat a value of 10: B was made to vary linearly with u such that B Å 01 when u Å 050Њ and B Å 010 when u Å /20Њ cific-synapse models regarding required I R s are summarized in Fig. 14. This figure shows the required I R range (positive B values generated by this procedure were replaced with B Å 00.001). Figure 12A indicates that allowing the for different INN distributions and for a restricted ( Fig. 14 A ) and wider ( Fig. 14 B ) Figure 12B shows, for selected MR-MNs, the weight distributions that produced the good fit between and 030 to /5Њ for the Gamlin et al. ( 1989a ) 
The reduced u range for the Gamlin et al. ( 1989a ) distribumodel and data. As expected from the analysis in APPENDIX, Weight values and intrinsic OMN properties, the weights on tion was chosen because of the small number of INNs in that distribution that have firing rate thresholds less than the high-and low-u MR-MNs came from a single INN. In contrast, a substantial number of INNs contributed to the 030Њ. The I R ranges are based on the assumption that the value of the f-I slope g is ( roughly ) constant and midrange MR-MNs. Qualitatively similar results were obtained for the Gamlin et al. (1989a) distribution (Fig. 13) . independent of the value of I R ( cf. Fig. 10 ) . It can be seen that for each of the five parameter combinations illusAs with the Fuchs et al. (1988) simulation, the variable G was kept constant at a value of 10. B varied linearly with u trated, the common-drive model required an I R range greater than the 13-fold found for cat abducens MNs, such that B Å 01 when u Å 037Њ and B Å 013 when u Å /20Њ (positive B values generated by this procedure were whereas the specific-synapse model required an I R range less than or approximately equal to it. replaced with B Å 00.001). Again, error scores were much P. DEANAs training proceeds, the distribution both narrows (so that the peak weights become larger) and becomes asymmetric, with weights from INNs with thresholds greater than 020Њ dropping out. Training was stopped after 7,000,000 trials (error score 0.014). An important point is that the performance of the simulated MR-MN after 2,000 trials was very close to that observed experimentally (Fig. 15B) . As in the common-drive model, inputs from INNs with firing rate thresholds greater than that of the MR-MN do introduce nonlinearity to the response, but the effect is very small (cf. DISCUSSION ).
For these two reasons there is a variety of receptive-field ''shapes'' possible for MR-MNs with firing rate thresholds toward the middle of the distribution.
D I S C U S S I O N
The purpose of this study was to investigate the origin of conjugate eye-position-related discharges in ocular MNs by modeling the well-characterized projection from INNs to MR-MNs. Two main versions of the model were compared. In one, the common-drive model, each MR-MN received identical synaptic input from every INN. In the second, the specific-synapse model, the weights between individual 
Distributions of synaptic weights
Figures 11B, 12B, and 13B show that, in the specificsynapse model, MR-MNs with either high or low firing rate thresholds u receive inputs from a small number of INNs with similar firing rate thresholds. By analogy with the receptive fields of sensory neurons, these simulated MNs could be said to have very restricted receptive fields from the INN pool. The input stream from INNs to MR-MNs is chaneled rather than lumped at the extremes of the distribution of firing rate thresholds. Figures 11B, 12B , and 13B also show that, for MR-MNs with firing rate thresholds closer to the middle of the distribution, the pattern of INN weights is more variable. The main reason for this is indicated in the APPENDIX, Weight values and intrinsic OMN properties. There are two equations that need to be satisfied for realistic MR-MN firing rates to be produced, and for MR-MNs with firing rate thresholds away from the edges of the distribution these equations have more than two unknowns (i.e., weights). The equations do not therefore specify a unique combination of weight values.
There is also a second reason for weight variability, which FIG . 14. Estimates from the common-drive and specific-synapse models of range of MR-MN I R s (corresponding to model parameter 0B) required is illustrated in Fig. 15 . Figure 15A shows the distribution to produce the observed range of MR-MN firing rate thresholds u. A: for of weights onto a midrange simulated MR-MN (firing rate a restricted range of u (040 r /5Њ for the artificial and Fuchs et al. 1988 threshold u Å 020Њ) for different amounts of training. After distributions; 030 r /5Њ for the Gamlin et al. 1989a distribution). Dotted 2,000 trials (error score 559), the distribution is broad and line: I R range of 13, as found for cat trochlear MNs by Nelson et al. (1986) . http://jn.physiology.org/ Downloaded from described in the INTRODUCTION, the simulations did not support the first (the common-drive mechanism), but were consistent with the second (synaptic specificity only) and third (synaptic specificity combined with intrinsic OMN properties). Three features of the modeling results are discussed: their dependence on the assumptions used to construct the models, their congruence with experimental findings, and their implications.
Assumptions used in the model
Two major assumptions used in building the model were that the INN input to MR-MNs is the only important input for generating eye-position-related discharges and that the simplifications successfully used for modeling spinal MNs are also applicable to ocular MNs.
INPUTS TO MR-MNS . The main justification for concentrating on the INN input to MR-MNs was the clinical and experimental evidence that, after interruption of this input by damage to the medial longitudinal fasciculus, adduction beyond the midline is lost during conjugate movements (e.g., Cogan 1970; Evinger et al. 1977; Gamlin et al. 1989b ). This evidence suggests that the excitatory eye position signals conveyed to MR-MNs via the ascending tract of Deiters from neurons in the ipsilateral ventral lateral vestibular nucleus Highstein and Reisine 1981; McCrea et al. 1987; , which is spared by medial longitudinal fasciculus interruption, ''are insufficient by themselves to strongly activate the medial rectus extraocular muscle '' (Reisine et al. 1981, p. 156 Scudder and Fuchs 1992) . It seems unlikely, therefore, that origin, after different numbers of training trials. Weights of size 0 are not their exclusion from the present model would challenge the plotted. Error scores: 2,000 trials, 559; 20,000 trials, 77.1, 200,000 trials, main conclusions drawn from it.
12.3, 7,000,000 trials, 0.014. B: comparison of experimental data and simuThis is probably also true for the eye position signals lation results for MR-MN firing rates. Model performance is shown after 2,000 and 7,000,000 trials of training. sent to MR-MNs by the nucleus prepositus hypoglossi. This projection, which appears to be sparse and predominantly ipsilateral, travels in or near the medial longitudinal fascicuINNs and MR-MNs varied. The results of the simulations indicated that the common-drive model faced three difficul-lus McCrea 1988; McCrea et al. 1979) . Its importance for the control ties.
1) The simulated discharges of MR-MNs with low firing of eye position has been questioned, because it is spared by sagittal knife cuts between the abducens nuclei that interrupt rate thresholds did not vary linearly with eye position.
2) In the simplest version of the common-drive model, the INN projection and produce bilateral internuclear ophthalmoplegia Baker 1978, p. 1659) . As far which had identical synaptic weights on each MR-MN, the intrinsic f-I slopes of the simulated MR-MNs increased with as the model is concerned, an interesting feature of this projection is that it is thought to be inhibitory, on the grounds current threshold.
3) To avoid this increase, the weights on high-current that most of its cells of origin have ipsilateral ON directions Delgado-García et al. 1989 ; McCrea et threshold MR-MNs had to be made larger than those on MR-MNs with low-current thresholds. In the adjusted com-al. 1979; McFarland and Fuchs 1992) . Simulations of the effects of inhibitory inputs on spinal MNs indicate that in mon-drive model, the required range of intrinsic MR-MN current thresholds was much greater than that found experi-some conditions they can overturn a recruitment order based on intrinsic MN characteristics (Heckman and Binder mentally for cat abducens MNs.
In the specific-synapse model, values of synaptic weights 1993b). Similarly, if an ipsilateral ON-direction inhibitory input is simply added to the massed INN input to MR-MNs were obtained that overcame each of these difficulties. For some parameter values in the model, synaptic specificity (Fig. 7A) , its main effect is to reduce the already small overall signal for eye positions in the OFF direction of the alone was sufficient to produce realistic MR-MN firing rates: for others a contribution from intrinsic MR-MN properties medial rectus muscle (simulation results, not shown) and so make the range of I R s required by the common-drive model was also required. even greater than estimated here (cf. Fig. 3 in Baker et Grantyn and Grantyn 1978; Remmel and Marrocco 1975) . This and other considerations such as the lack of developal. 1981) . If, on the other hand, the prepositus input were distributed differentially to target MR-MNs, it could take ment of the dendritic tree suggested to Grantyn and Grantyn (1978) that abducens MNs represented a separate, specialover some of the synaptic specificity assigned by the present model to the INN projection alone. This would leave the ized cell type compared with lumbar alpha-MNs, with the primary function of adding together commands already combroad conclusion concerning the need for synaptic specificity unaltered, but would raise important questions about its pre-puted at the premotor level. Consonant with this proposed function, ''(t)he mechanisms of frequency regulation in LRcise origins.
MNs are comparable to those described for a particular type A third source of eye position signals to MR-MNs is of dorsal spino-cerebellar tract neuron.... Such a similarity related to the degree of convergence of the two eyes (Gamlin to relay cells may reflect a specialization of ocular MNs for and Mays 1992; Mays and Porter 1984) and originates from faithful and efficient transmission of signals generated by ''near response'' cells located just dorsal and lateral to the premotor interneurons'' (Grantyn and Grantyn 1978, p. oculomotor nucleus (Judge and Cumming 1986; Mays 1984; 270) . But, in opposition to these conclusions, other workers Zhang et al. 1991 Zhang et al. , 1992 . These signals were ignored in the have emphasized the complexities of OMN dendritic morpresent simulations, dealing as they did only with conjugate phology and electrical properties (Bras et al. 1987 ; Deseye positions and implicitly assuming zero vergence. Nonetombes et al. 1979; Durand et al. 1994) . For example, theless, at zero vergence the near-response cells provide a N-methyl-D-aspartate (NMDA) receptors appear to mediate tonic excitatory drive to MR-MNs (Zhang et al. 1992 ). This highly nonlinear changes in the firing patterns of rat abducould prove to be important for estimates of intrinsic threshcens MNs (Durand 1991 (Durand , 1993 . As far as the present model old values, because it has been shown for spinal MNs that is concerned, an important point is that iontophoretic appliappropriately distributed tonic excitatory drive can powercation of the NMDA blocker aminophosphonovalerate to fully reinforce a recruitment order based on intrinsic MN abducens MNs in alert cats does not alter the firing rate properties (Heckman and Binder 1993b) . However, electroparameters u and K (Cheron et al. 1994) . It is possible that physiological evidence indicates that the vergence drive to NMDA receptors on OMNs are involved not in steady-state an MR-MN is only weakly related to its conjugate drive.
behavior but in processing transient signals or in the adjustThe firing rates of MR-MN cells vary linearly with degree ments required during development (see below) or recalibraof vergence above their thresholds, and the slope K v of this tion. line for an individual MR-MN can be compared with its
To summarize, the present model is intended only for slope K c for conjugate eye position (called simply K in the highly restricted conditions (steady-state operation) and has present study). The correlation between the two is 0.31 been used to draw a very general conclusion (synaptic speci- (Mays and Porter 1984) . In addition, existing data (Zhang ficity is necessary). Because of these limitations, the aset al. 1992) can be used to estimate the synaptic drive to sumptions used in building the model appear to be justified. MR-MNs at zero vergence, giving an approximate value of However, an improved version of the model would need to 0.5 nA (calculation based on equations in APPENDIX, Errors take into account possible contributions to synaptic specificin common-drive model). Given the probable existence of ity from projections to MR-MNs besides the one from INNs. an inhibitory input to MR-MNs from the nucleus prepositus
In particular, the role of the putative inhibitory projection hypoglossi, the neglect of this weak tonic excitatory input from the nucleus prepositus hypoglossi needs to be adappears reasonable at this early stage of modeling.
dressed. INTRINSIC PROPERTIES OF MR-MNS . The second major assumption underlying the model was that OMNs could be Evidence relevant to simulation results treated in the simplified manner that has proved successful for spinal MNs Heckman and Binder 1990 , PROBLEMS WITH COMMON DRIVE. The first problem to ap-1991, 1993a,b) . ''The simplest model of how synaptic inputs pear with the common-drive model was that the firing rates control MN discharge posits that they simply deliver current of simulated MR-MNs with low us did not vary linearly to the MN's spike generating conductances and thereby alter with eye position (Fig. 6A) . The reason is that in this model the discharge rate in accord with the cell's intrinsic fre-each MR-MN receives input from all the INNs and summed quency-current ( f-I) relation' ' (Binder et al. 1993 ' (Binder et al. , p. 1028 . INN output necessarily varies nonlinearly with eye position Treating spinal MNs as if they were platonic neurons (Llinás as a result of recruitment (Fig. 7A) . However, it is unlikely 1988), that is, neglecting any nonlinearities produced by that the mild degree of nonlinearity observed in the simuladendritic geometry or spike-generating conductances, ap-tions would be in conflict with experimental evidence. For pears empirically justified under some steady-state condi-example, the line of best fit for the model unit illustrated in tions. In particular, the effective synaptic current I N (defined Fig. 6A gives a correlation coefficient of 0.98. This is very as the total current that reaches the soma) modulates firing close to the average correlation coefficient of 0.99 for abdurates in a manner reasonably predictable from the effects of cens MNs and INNs (Fuchs et al. 1988 ). In addition, real injected currents (Powers and Binder 1995a; Powers et al. OMNs start firing at a steady minimum firing rate of .
20 Hz (Fuchs et al. 1988) . Elimination from Fig. 6 A of the The adapted response of OMNs to injected currents is an points corresponding to firing rates õ20 Hz increases the increase in firing rate linearly related to current amplitude correlation coefficient to 0.991. over a wide range of firing rates up to 10 times higher
The second problem that emerged with the common-drive model was that the estimated f-I slope g of its simulated than those observed in spinal MNs (Baker and Precht 1972;  / 9k19$$se26 08-12-97 09:13:36 neupa LP-Neurophys MR-MNs increased with current threshold I R (Fig. 9) . This us as high as /21Њ (Fuchs and Luschei 1970; cf. Schiller relationship arises because the firing rate slope K of MR-1970; Fuchs et al. 1988) . Moreover, there are anatomic MNs increases with their firing rate threshold u. If all synap-grounds for suspecting that it would be difficult to obtain a tic weights are equal, the only way K can increase with u representative sample of MR-MNs (see below). It is thereis if g increases with I R (APPENDIX, f-I slopes in common-fore plausible that the range of 041 to /4Њ is a substantial drive model). Although there have been hints that such a underestimate of the true u range for MR-MNs. But to be relationship might obtain for spinal MNs (Kernell 1966) , it on the safe side, the present study attempted to show that appears to hold at best over a limited range of R N s (Schwindt the conclusions regarding I R ranges in relation to common-1973), and computer simulations of spinal MN pools typi-drive versus specific-synapse models held for both the concally use fixed values for g (e.g., Binder et al. 1993 ; Heck-servative estimate of MR-MN u range and a broader estimate man 1994). Moreover, the low values of g for spinal MNs (Fig. 14) . compared with most other mammalian neurons suggest that Disagreement over firing rate threshold ranges also surthey are specially adapted to produce sustained low rates of faces in two accounts of identified primate INNs ( Fuchs et firing and are therefore untypical (Schwindt and Crill 1989, al. 1988; Gamlin et al. 1989a ) that describe significantly p. 275). Indeed, for OMNs (Grantyn and Grantyn 1978) different populations ( Fig. 3 ) . Studies of burst-tonic units the limited evidence available indicates that g decreases with in the medial longitudinal fasciculus report yet a third dis-I R (Fig. 4) .
tribution [ n Å 20; T min Å 065Њ, T max Å 015Њ ( King et al. It was therefore necessary to adjust the simple version of 1976 ) and n ¢ 10; u min Å 064Њ; u max Å 010.7Њ ( Pola and the common-drive model by having larger weights on MR -Robinson 1978 ) ]. The possible origin of these differences MNs with larger I R s. A relationship of this kind has been is discussed below. As far as the model was concerned, the observed for vestibulospinal afferents on cat triceps surae issue was addressed by simulating both the distributions of MNs, whose I N s are larger on MNs assumed to have high Fuchs et al. ( 1988 ) and Gamlin et al. ( 1989a ) , together I R s (Westcott et al. 1995) . Whether the synaptic basis of with a third, high-range, artificial distribution. It was apparthis phenomenon is in fact consistent with the common-drive ent for both common-drive and specific-synapse models hypothesis is not clear (cf. Zucker 1973) , but in principle that the lowest firing rate threshold T of the simulated INNs it could arise if all vestibulospinal neurons project to all needed to be lower than the lowest MR-MN u. For those MNs but larger MNs somehow confer greater potency onto MR-MN distributions for which that was true, the concluthe vestibulospinal synapses. But even if corresponding sions regarding I R ranges in relation to common-drive verproperties are assumed for the INN to MR-MN projection, sus specific-synapse models again held for all three INN it turns out that the increase in synaptic drive to high-I R MR-distributions ( Fig. 14 ) . MNs needed to solve the slope problem makes the threshold
2) The empiric range of MR-MN I R s used for comparison problem worse.
with the simulation results was taken from the data of Nelson The threshold problem was the third difficulty arising with et al. (1986) on cat trochlear MNs, namely 1-13 nA. The the common-drive model. If MR-MNs receive a common reason for its use was that it is apparently the only direct INN input, then the experimentally observed range of firing estimate available for the I R range in OMNs (see METHODS ). rate thresholds u can only be produced by a wide range Fortunately, it is roughly compatible with range estimates of I R s. This range is necessarily increased by selectively for the related measure of R N (Eq. 1), given that, as in spinal increasing the INN drive to MR-MNs with high us (APPEN-MNs (Gustafsson and Pinter 1984) , the I R range is greater DIX, Eq. A6). In fact the simulations suggested two conclu-than the corresponding range of R N . For cat OMNs a number sions about the I R s of MR-MNs. First, the required I R range of studies have indicated an R N range of around three-to was much less for a specific-synapse model than a commonsixfold (Baker and Precht 1972; Grantyn and Grantyn 1978 ; drive model tested under the same conditions, whatever Nelson et al. 1986) . [A higher estimate of 14-fold (Barmack those conditions. The second was that under realistic condi-1974) may have resulted from inclusion of intra-axonal retions the I R required by the common-drive model but not the cording sites (Grantyn et al. 1977) .] Assuming that 13-fold specific-synapse model is actually greater than that observed is a reasonable estimate of I R range for cat OMNs, the quesexperimentally. It is the second conclusion that requires distion is whether it also applies to primate OMNs in view of cussion of evidence relating to three topics: 1) sampling, 2) the somewhat smaller range of firing rate thresholds u for I R estimation, and 3) OMN recruitment.
cat OMNs (e.g., 019 to /7Њ) (Delgado et al. 1986 ). In 1) The distribution of firing rate thresholds u for MRthe absence of direct measurements, the available indirect MNs reported by had a range of measure is soma size (see METHODS ): this is inversely related 041 to /4Њ. Because this is lower than the 060 to /25Њ
to R N in both cat OMNs (Grantyn and Grantyn 1978; reported elsewhere (e.g., Keller 1981; Van Gisbergen and Grantyn et al. 1977) and spinal MNs (e.g., Burke et al. Van Opstal 1989) , either MR-MNs are different from other 1982). It is therefore possible to argue that, because the size OMNs or there is some problem with sampling procedures.
range for cat abducens MNs (15-60 mm) (Spencer and One possible artifact is that earlier studies of the abducens Sterling 1977) is very similar to that for monkey MR-MNs nucleus did not distinguish between INNs and MNs, and it (estimated at 10-44 mm) (Büttner-Ennever and Akert is possible that the low-threshold units recorded in those 1981), the I R may well be similar too. The strength of this studies were in fact INNs (Fuchs et al. 1988) . However, line of argument for the present modeling study is increased units with us down to 60Њ in the OFF direction have been by the fact that for all but one of the distributional combinafound in the oculomotor and trochlear nuclei Robinson 1970) , and identified abducens MNs have tions illustrated in Fig. 14 common-drive model is ¢5 times greater than the 13-fold medium sized MR-MNs (mean diameter 26 mm). Subgroupall be measured in the same set of MR-MNs. Unfortunately, steady force output at low input frequencies (cf. Robinson 1978) . this requires overcoming the technical problems of intracellular recording in alert animals.
2) Simulated OMNs with high firing rate thresholds receive input only from premotor cells that also have high It might, however, prove possible to exploit the idiosyncratic anatomic distribution of MR-MNs described above. firing rate thresholds, and may themselves have high I R s. In the previous study, OMNs with high firing rate thresholds For example, if it were established that MR-MNs in subgroup C had firing rate thresholds that differed from those were found to control strong muscle units, perhaps specialized to deliver the high levels of force required to achieve of MR-MNs in subgroups A or B, then it would be predicted that those INNs antidromically activated by selective stimu-eccentric eye positions (cf. Robinson 1978) . lation within subnucleus C would have related firing rate
3) The third category of simulated OMNs comprises cells thresholds (cf . Figs. 11B, 12B, and 13B ). In general, if the with firing rate thresholds toward the middle of the range. firing rate thresholds in any subgroup were particularly low According to the simulations, no particular intrinsic proper-(or high), then those INNs innervating that subgroup would ties are required of these cells, and many different combinabe predicted to have firing rate thresholds that were corre-tions of synaptic weights on them will deliver their firing spondingly low (or high). This prediction may be related rate properties for conjugate eye position. In the previous to the INN sampling problem mentioned above: Gamlin et study, OMNs with intermediate firing rate thresholds were al. (1989a) identified INNs by antidromic activation from found to control muscle units that were weak, possibly correstimulation delivered to the contralateral medial longitudinal sponding to the orbital singly-innervated fibers that are parfasciculus (p. 73), whereas Fuchs et al. (1988) used a stimu-ticularly abundant in primates (e.g., Porter and Baker 1992) . lating electrode implanted in the oculomotor nucleus itself, The properties of this large middle category of OMN appear ''usually located toward the caudal end of the oculomotor well suited to the precise control of force for a variety of complex'' (p. 1876). Most MR-MNs in the caudal region different oculomotor commands by summing the effects of of the oculomotor complex belong to subgroup B (Büttner-independently varying sets of synaptic weights. In this conEnnever and Akert 1981). It is possible that the difference text it is interesting to note that, as mentioned previously, between the distributions of INN firing rate thresholds in the firing rate sensitivities of OMNs to conjugate and disconthe two studies arises in part because INNs projecting to jugate eye position are at best weakly related (Gamlin et al. subnucleus B were sampled more frequently by Fuchs et al. 1989a; Porter 1984). (1988) .
An important issue is the developmental plausibility of The question arises of whether a similar strategy could this relationship between OMN inputs and muscle unit propbe applied to the OMNs for eye muscles besides the medial erties. It was suggested earlier (see RESULTS ) that OMNs rectus. For example, there is evidence consistent with synap-could be regarded as having a ''receptive field'' of premotor tic specificity in the premotor inputs to abducens MNs neurons, which determines for that OMN the nature of the (Broussard et al. 1995; Gamlin et al. 1989a; Ishizuka et al. fixation command c (Fig. 2) . If so, ideas concerning the 1980; Mays and Porter 1984; McCrea et al. 1986 ; Ohgaki development of receptive fields in other parts of the brain Spencer and Sterling 1977) . Moreover, the posi-could then be applied to OMNs. For example, if synchrotion-related firing patterns of the cells that project to primate nicity of afferent input in the development of tactile receptive abducens MNs are broadly similar to that seen in INNs, i.e., fields in cerebral cortex (Wang et al. 1995) were also imlinearly related to eye position above a threshold (McFarland portant for the development of connections between INNs and Fuchs 1992; Scudder and Fuchs 1992) . Thus the prob-and MR-MNs, the kind of ''channeling'' shown in Fig. 11B lems faced by a common-drive model in extracting the cor-might be accounted for. It is also possible that intrinsic MN rect abducens MN firing rate properties from this input pat-characteristics play a developmental role for neurons at eitern are likely to be similar to those found in the present ther end of the firing rate threshold distribution. Although simulations. If so, abducens MNs (and indeed INNs them-evidence for OMN recruitment based on intrinsic characterselves) would also have a form of motor receptive field. istics is weak for the distribution as a whole, it seems Testing for the precise form of synaptic specificity predicted stronger for OMNs with very low and very high firing rate by the simulations might be possible if MNs in the abducens thresholds (i.e., categories 1 and 2 in the preceding text). nucleus were segregated into subgroups like those seen for The intrinsic characteristics of these MNs could then prefer-MR-MNs (Buettner-Ennever et al. 1983) .
entially favor presynaptic terminals with the appropriate activity patterns (Heckman and Binder 1990; Poo 1996) as MOTOR UNIT ORGANIZATION AND DEVELOPMENT. A previ-well as influence the development of the muscle fibers to ous simulation study of force control during conjugate fixa-which they projected. tion (Dean 1996) suggested the existence of three main types of ocular motor units. These types may be related to the three NEURAL INTEGRATOR. It was argued in the INTRODUCTION broad categories of OMNs that emerged from the present that one reason for trying to decide between the commonsimulations as follows.
drive and specific-synapse models is that this would help to characterize the outputs required of prior processing stages 1) Simulated OMNs with low firing rate thresholds receive input only from premotor cells that also have low firing in the manufacture of a fixation command. Fixation commands are thought to be generated from eye velocity comrate thresholds, and may themselves have low I R s. In the previous study, OMNs with low firing rate thresholds were mands by a process equivalent to mathematical integration (Robinson 1968 (Robinson , 1989 . Two kinds of evidence suggest that found to control relatively strong muscle units, possibly containing multiply innervated fibers specialized for providing this process is distributed over a large number of neurons. for vertical and torsional eye position by injection of muscimol into the interstitial nucleus of Cajal produced a pattern which was used to provide the estimates for MR-MN current of changes in eye position consistent with ''each of several threshold that are plotted in Fig. 8A . The overall shape of the parallel integrators producing a fraction of the eye position curves relating B to u is the same as that of those shown in Fig. command'' (Crawford and Vilis 1993, p. 443) . In addition, 7B, because in both cases the shape is determined by the term modeling studies of integrator function have shown that large INN TOT . numbers of neuronlike components are necessary to avoid
The actual values of the I R estimates are determined by the value of weight term, which was chosen arbitrarily as 0.01. Equation A4 biologically unrealistic constraints on parameter values was therefore used to derive, for each of the three INN distribu- (Cannon et al. 1983; Seung 1996) and to approximate the tions, a value for w that set the estimated I R for the median MRfractional-order dynamics of the vestibuloocular reflex (An-MN (u Å 020 ) to 5 nA. The resultant range of I R estimates is astasio 1994). The present study suggests that these and plotted against MR-MN u in Fig. 8B . An MR-MN with a low other population models (Arnold and Robinson 1991) , firing rate threshold u low receives, at its threshold eye position f which employ many units internally but then sum all the Å u low , a small massed INN input. Consequently the required MRoutputs onto two OMNs each representing an entire OMN MN intrinsic threshold I R also has to be small. As Eq. A4 shows, pool, might be usefully constrained by the requirement of the exact value is determined by the form of the function that driving realistic populations of OMNs via specific output relates INN TOT (f) to f ( ) equal to the actual output (Eq. 7). The result (Eq. A1) can then be simplified In the equal-weight version of the common-drive model, this The reason why G increases with B in the common-drive model INN TOT (f) is the sum of the INN firing rates for a given eye can be seen from the slope equation (Eq. A3). The firing rate slope position f (Eq. A2). Differentiating the result K of MR-MNs increases with firing rate threshold u. Because both
( A2) INN TOT and w are fixed by the common-drive hypothesis, the model can only achieve the increase in K by allowing the variable G with respect to eye position f gets rid of the threshold terms on (intended to correspond to g) to increase also. However, altering both sides of Eq. A2, yielding the slope (Eq. A3) the weights in the common-drive model to give constant Gs necessarily increases the required range of B, as can be seen from the
rearrangement of the threshold equation (Eq. A4) given in Eq. A5, now applied to the condition in which the weights to the high-and Because the firing rate slope for OMNs is a constant, the model low-u MR-MNs are no longer identical (Eq. A6) will only produce a good fit to the extent that ÌINN TOT /Ìf remains constant. Although individual INNs have constant slopes T i , the B high B low Å w high rINN( u high ) w low rINN( u low )
sum of their output has increasing slope as more INNs are recruited. The fit will improve for MR-MNs with higher thresholds u, beIf the weights to the high-u MR-MNs are higher than those to the cause, as Fig. 6B shows, the variation in slope reduces as eye low-u MR-MNs, the ratio of their Bs must be higher than when position increases. The problem for low-u MR-MNs is that, acthe ws are identical in the simple common-drive version of the cording to the common-drive hypothesis, they receive input from model. high-threshold as well as low-threshold INNs.
Weight values and intrinsic OMN properties I R s in common-drive model
The nonlinearity in the summed INN input caused the model to
The relation of weight values to intrinsic OMN properties is clearer when the network is made simpler (Fig. 16) The issue is whether there is a maximum value for 0B 1 (which corresponds to the current threshold of the MR-MN with lowest firing rate threshold). Examination of Eq. A12 indicates that the distribution of weights that maximizes its right side is the one that gives all the weight to the most effective INN, namely the INN with the largest value of (u 1 0 T ). This is the INN with the lowest firing rate threshold T 1 , so w 2 must become 0. Therefore and from Eq. 4 with w 2 Å 0 rate thresholds u, 0B.G has a maximum value that varies with u. B: for MR-MNs with high firing rate thresholds u, 0B.G has a minimum value 0B 1 rG 1°K1 (u 1 0 T 1 ) ( A13) that varies with u.
At the high end of the distribution, the important value is now the smallest value for the right side of Eq. A12, consonant with Eq.
0B and G to be plotted against MR-MN u (Fig. 17A ). It can be A10 being satisfied. Because by definition T 2 ú T 1 (and assuming u seen that these values are very sensitive to both u and T 1 (as shown ú T 2 ), this will occur when w 1 Å 0. Thus by the differences between the INN distributions). At the top end restriction, because its T TOP is the same as u TOP for the MR-MN At the low-u end, applying Eq. A13 to the three distributions distribution so that the right side of the equation is 0). for INN thresholds allows the maximum values for the product of It is apparent from Fig. 17 , A and B and from Eq. A13 and A14 that the restrictions on the values of intrinsic MR-MN properties do not apply to I R as such, but to the product of I R and g. Also, because the restrictions are so sensitive to the firing rate properties of the top and bottom INN and MR-MN, the issue of sample adequacy is again very important.
For MR-MNs with firing rate thresholds u in the middle of the range, these constraints are not important. A different problem arises in that for these MR-MNs there are more than two INNs with firing rate thresholds T õ u. The two equations (Eq. A10 and A11) therefore have more than two unknown weights w, and thus an infinite number of possible solutions. P. DEAN
