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Abstract
Let R be a ring generated by l elements with stable range r . Assume that the group ELd (R) has Kazhdan
constant 0 > 0 for some d  r + 1. We prove that there exist (0, l) > 0 and k ∈ N, s.t. for every n d,
ELn(R) has a generating set of order k and a Kazhdan constant larger than . As a consequence, we obtain
for SLn(Z) where n 3, a Kazhdan constant which is independent of n w.r.t. generating set of a fixed size.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Unitary representation; Kazhdan property (T ); Elementary linear group
1. Introduction
Let k ∈ N and 0 <  ∈ R. A group Γ is said to have Kazhdan property (T ) with Kazhdan
constant (k, ), if Γ has a set of generators S, with |S| k satisfying:
If (ρ,H) is a unitary representation of Γ , ρ :Γ → U(H), with unit vector v ∈H, such that
for all s ∈ S, ‖ρ(s)v − v‖ , then H contains a non-zero Γ -invariant vector.
In response to a question raised by Serre, Shalom [Sh1] and Kassabov [Kas2] showed that
if one takes the elementary matrices as the set of generators, then for n  3 one gets that
(2(n2 − n), n) with (42√n + 860)−1  n < 2n− 12 , is a Kazhdan constant for SLn(Z). Here
we show that by taking a different set of generators, k and  can be made independent of n:
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608 U. Hadad / Journal of Algebra 318 (2007) 607–618Theorem 1.1. There exist k ∈ N and 0 <  ∈ R s.t. for every n  3, SLn(Z) has Kazhdan con-
stant (k, ).
Theorem 1.1 is deduced from a much more general result:
Theorem 1.2. Let R be an associative ring generated by a1, . . . , al with stable range r , and
assume that for some d  r + 1, the group ELd(R) has Kazhdan constant (k0, 0). Then there
exist  = (0, l) > 0 and k = k(k0, l) ∈ N, s.t. for every n  d , ELn(R) has Kazhdan constant
(k, ).
Although we require d  r + 1, the result is true also if d < r + 1 provided that ELm(R) is a
bounded product of ELm−1(R) for every r + 1 >m> d .
For the definition of stable range and ELd(R) see Section 2. As EL3(Z) = SL3(Z) has property
(T ) and the stable range of Z is 2, Theorem 1.1 follows from Theorem 1.2.
Shalom [Sh3,Sh4] proved that for n > l + 2, SLn(Z[x1, . . . , xl]) has Kazhdan property (T )
(see Theorem 2.6 in this paper). Therefore we get:
Corollary 1.3. There exist k = k(l) and  = (l) such that for every n > l+2, SLn(Z[x1, . . . , xl])
has Kazhdan constant (k, ).
Since the stable range of any ring of integers O in a global field is 2, and it is known that
SL3(O) has property (T ) (see [Sh1]), a similar result holds:
Corollary 1.4. For every ring of integers O in a global field K , there exist k = k(O) and  =
(O) such that for every n 3, SLn(O) has Kazhdan constant (k, ).
Remark 1.5. If O is generated by l elements, then SLn(O) is a quotient of SLn(Z[x1, . . . , xl]).
Therefore for n > l + 2, k(O) and (O) depend only on the number g(O) of generators of O as
a ring. Also it is known that g(O) depends only on the discriminant of O (see [Pl]).
The idea of this work is inspired by the work of Shalom in [Sh1,Sh2,Sh3] who relates prop-
erty (T ) to bounded generation and stable range, and also from the work of Kassabov in [Kas1]
who extended Shalom’s results and proved that there exist k ∈ N and  > 0 s.t. for any finite
commutative ring R, and any n  3, the group EL3(Mn(R)) has Kazhdan constant (k, ) inde-
pendent of n. Their proof is based on the fact that the group in question is boundedly generated
by elementary matrices (see [CK] for the bounded elementary generation property of the group
SLn(O) for n 3). In our case we show that the groups in question are boundedly generated by
elementary matrices and a common group with Kazhdan property (T ).
2. Background
2.1. Property (T )
Property (T ) was introduced by Kazhdan in [Kaz]. Since then, it has found numerous applica-
tions in various areas of mathematics. Among them, for example, are constructions of expander
graphs [Mar], the product replacement algorithm [LP] and bounds on mixing time of random
walks on groups (see [Ch,L1] for references and details).
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sentation of the group Γ . A vector 0 = v ∈H is called (S, )-invariant, if ‖ρ(g)v − v‖ ‖v‖
∀g ∈ S. A discrete group Γ is said to have Kazhdan property (T ), if there exist a finite set S ⊂ Γ
and  > 0, such that every unitary representation with (S, )-invariant vector, contains a non-zero
Γ -invariant vector. In that case (|S|, ) is called a Kazhdan constant for Γ . We also sometimes
say that Γ has Kazhdan constant  w.r.t. the generating set S.
We will need the following known lemma (see Lemma 2.2 in [Sh3] and also Lemma 1 in
[KLN]).
Lemma 2.2. If Γ is a product of subgroups H1,H2, . . . ,Hk , i.e. Γ = H1 · H2 · · ·Hk , where
each Hi has Kazhdan constant 0 w.r.t. the generating set Si then Γ has a Kazhdan constant
 = (0, k) w.r.t. their union S =⋃Si .
For more information and introduction for the subject we refer the reader to [L1].
2.2. ELn(R) and property (T )
Notations. Let R be an associative ring with unit which is generated by the elements a1, . . . , al .
Let r ∈ R and let i, j ∈ N s.t. 1 i = j  n. Denote by eij (r) the n × n matrix with 1 along the
diagonal, r in the (i, j) position, and zero elsewhere. Note that eij (−r) is the inverse of eij (r) so
that eij (r) ∈ GLn(R). These are the elementary matrices. The subgroup of GLn(R) which they
generate is the elementary group ELd(R).
The group ELd(R), provided d  3, is generated by the set Sd(R), where Sd(R) contains the
set of 2(d2 −d) elementary matrices with ±1 off the diagonal and the set of 4l(d−1) elementary
matrices eij (±am) with |i − j | = 1 and 1m l.
Definition 2.3. The group Γ = ELd(R) is said to have the bounded elementary generation prop-
erty if there is a number N = BEd(R) such that every element of Γ can be written as a product
of at most N elementary matrices.
In [Kas1, Theorem 5] Kassabov generalized a result of Y. Shalom [Sh1] and proved the fol-
lowing:
Theorem 2.4. Suppose that d  3 and R is a finitely generated associative ring such that ELd(R)
has the bounded elementary generation property. Then ELd(R) has property (T ) with an explicit
lower bound for the Kazhdan constant of ELd(R) with respect to the generating set Sd(R).
Moreover, Kassabov, in his proof of the above theorem, proved the following theorem (Corol-
laries 1.10 and 1.8 in [Kas1] see also Corollary 3.5 in [Sh1]) which plays a crucial roll in this
paper.
Theorem 2.5. There exists a constant M(l) such that every f.g. associative ring R, which is
generated by l elements and for every k  3, the group ELk(R) satisfies the following property:
Let (ρ,H) be a unitary representation of the group ELk(R) and let v ∈H be a unit vector s.t.
‖ρ(s)v − v‖ <  for all s ∈ Sk(R). Then ‖ρ(g)v − v‖ 2M(l) for every elementary matrix g.
For the exact value of M(l) see [Kas1].
Recently Shalom in [Sh3,Sh4] gave a sufficient criterion for ELd(R) to have Kazhdan prop-
erty (T ).
610 U. Hadad / Journal of Algebra 318 (2007) 607–618Theorem 2.6. Let R be an f.g. associative ring with 1 and with stable range r . Then for all
d > max {2, r}, the group ELd(R) has Kazhdan property (T ).
It is clear that M4n(R) and M4(Mn(R)) are isomorphic as rings. Now let us look at the mul-
tiplicative group EL4(Mn(R)) contained in M4(Mn(R)). It is easy to see that each elementary
matrix in EL4(Mn(R)) is a matrix in EL4n(R) and therefore EL4(Mn(R)) ⊆ EL4n(R). Also it
is clear that EL2n(R) ⊆ GL2(Mn(R)) and for 2n 3 we have [EL2n(R),EL2n(R)] = EL2n(R).
Now, since
[
GL2
(
Mn(R)
)
,GL2
(
Mn(R)
)]⊆ EL4(Mn(R))
(see Lemma 3.4 in this paper), we get that EL2n(R) ⊆ EL4(Mn(R)), sitting in the upper left
block. The same is true for the case EL2n(R) sitting in the lower right block. This implies that the
generating set S2n(R) for EL2n(R) is a subset of EL4(Mn(R)), hence EL4n(R) = EL4(Mn(R)).
Let R be an f.g. associative ring generated by a1 = 1, . . . , al . Let
Ai =
⎛
⎜⎝
ai 0 . . . 0
0 0 . . . 0
. . . . . .
0 . . . . 0
⎞
⎟⎠
and
B =
⎛
⎜⎜⎜⎝
0 1 . . . 0
0 0 1 . . 0
. . . . . 0
. . . . . 1
(−1)n−1 . . . . 0
⎞
⎟⎟⎟⎠ .
It is easy to see that the ring Mn(R) is generated by the set {A1, . . . ,Al,B}, of size l + 1
which is independent of n.
For n 2 and for arbitrary field K it is obvious that SLn(K) is generated by the set of elemen-
tary matrices and thus SLn(K) = ELn(K). Let O be a ring of integers in an algebraic number
field. Bass, Milnor and Serre [BMS] have shown that every matrix in SLn(O) for n 3, may be
written as a product of elementary matrices, therefore ELn(O) = SLn(O). Moreover, Suslin in
[Sus] proved that ELn(Z[x1, . . . , xm]) = SLn(Z[x1, . . . , xm]), again for n 3.
2.3. Stable range
Definition 2.7. A sequence {a1, . . . , an} in a ring R is said to be left unimodular if Ra1 + · · · +
Ran = R. In case n  2, such a sequence is said to be reducible if there exist r1, . . . , rn−1 ∈ R
such that R(a1 + r1an)+ · · · +R(an−1 + rn−1an) = R.
This reduction notion leads directly to the definition of stable range.
Definition 2.8. A ring R is said to have left stable range  n, if every left unimodular sequence
of length > n is reducible. The smallest such n is said to be the left stable range of R.
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[Vas2]. Thus, we write sr(R) for this common value and call it simply the stable range of R.
The reader should be aware that there is an inconsistency of ±1 in the definition of the stable
range in the literature.
In [Vas1] Vaseršteı˘n proves the following fundamental theorem:
Theorem 2.9. Let R be a ring with stable range r , then the canonical mapping
Sn : GLn(R)/ELn(R) → K1(R)
is bijective for all n r + 1.
As a consequence of this theorem it is easy to verify that for all n r + 2,
ELn−1(R) = ELn(R) ∩ GLn−1(R).
We will need the following known fact which can be found in [HO, 4.1.18].
Theorem 2.10. Let R be an f.g. ring with stable range k, then sr(Mn(R)) = 1 + [ k−1n ] where [x]
is the greatest integer function.
3. Proof of Theorem 1.2
We will show that every element in EL4n(R) is a bounded product of elementary matrices in
EL4(Mn(R)) and an element of ELd(R), where 4n > d and d is a fixed number s.t. d is greater
than the stable range of the ring R.
In [DV, Lemma 9] Dennis and Vaseršteı˘n proved the following lemma:
Lemma 3.1. Let R be an associative ring with 1 with sr(R) r . Then for any n r we have
GLn(R) = ULUL
(
GLr (R) 0
0 In−r
)
= UL
(
GLr (R) 0
0 In−r
)
UL
where U (respectively, L) is the group of all upper (respectively, lower) triangular matrices in
ELn(R) with 1 along the main diagonal.
It is easy to see that for every d with n d  r we also have:
GLn(R) = ULUL
(
GLd(R) 0
0 In−d
)
= UL
(
GLd(R) 0
0 In−d
)
UL.
Here is quantitative version which counts the number of elementary matrices for the case
n = 4 and sr(R) 2.
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can be presented as a multiplication of 20 elementary matrices and a matrix of the form
⎛
⎜⎝
A B 0 0
C D 0 0
0 0 1 0
0 0 0 1
⎞
⎟⎠
where
(
A B
C D
)
∈ GL2(R).
Proof. Let M be an arbitrary matrix in GL4(R), so M is invertible, say
M =
⎛
⎜⎝
∗ ∗ ∗ a1
∗ ∗ ∗ a2
∗ ∗ ∗ a3
∗ ∗ ∗ a4
⎞
⎟⎠ .
As M is invertible, we can write
M−1 =
⎛
⎜⎝
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
b1 b2 b3 b4
⎞
⎟⎠
with b1a1 + b2a2 + b3a3 + b4a4 = 1. In particular
Ra1 +Ra2 +Ra3 +Ra4 = R.
In this proof we consider only the most difficult case, where ai = 0 for i = 1,2,3,4. The other
cases follow immediately. Since sr(R) 2, we get that there are t1, t2 ∈ R such that
R
(
a1 + t1(b3a3 + b4a4)
)+R(a2 + t2(b3a3 + b4a4))= R.
Thus, there exist x1, x2 ∈ R such that
x1
(
a1 + t1(b3a3 + b4a4)
)+ x2(a2 + t2(b3a3 + b4a4))= 1.
For the elementary operation of adding a multiplication of a row j by scalar c to row i, we
will use the following notation Ri ← Ri + cRj ,
M =
⎛
⎜⎝
∗ ∗ ∗ a1
∗ ∗ ∗ a2
∗ ∗ ∗ a3
⎞
⎟⎠ R1 ← R1 + t1b4R4
R1 ← R1 + t1b3R3
⎛
⎜⎝
∗ ∗ ∗ a1 + t1(b3a3 + b4a4)
∗ ∗ ∗ a2
∗ ∗ ∗ a3
⎞
⎟⎠ ,∗ ∗ ∗ a4 ∗ ∗ ∗ a4
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R2 ← R2 + t2b3R3
⎛
⎜⎝
∗ ∗ ∗ a1 + t1(b3a3 + b4a4)
∗ ∗ ∗ a2 + t2(b3a3 + b4a4)
∗ ∗ ∗ a3
∗ ∗ ∗ a4
⎞
⎟⎠ ,
R4 ← R4 + (a4 − 1)x1R1
⎛
⎜⎝
∗ ∗ ∗ a1 + t1(b3a3 + b4a4)
∗ ∗ ∗ a2 + t2(b3a3 + b4a4)
∗ ∗ ∗ a3
∗ ∗ ∗ a4 + (a4 − 1)x1[a1 + t1(b3a3 + b4a4)]
⎞
⎟⎠ ,
R4 ← R4 + (a4 − 1)x2R2
⎛
⎜⎝
∗ ∗ ∗ a1 + t1(b3a3 + b4a4)
∗ ∗ ∗ a2 + t2(b3a3 + b4a4)
∗ ∗ ∗ a3
∗ ∗ ∗ 1
⎞
⎟⎠ .
This was done by 6 elementary operations.
Now since we have 1 in the lower right corner, we use 6 elementary matrices to annihilate all
the rest of the last row and column. In a similar way we can use again 8 elementary matrices and
bring M to the form
=
⎛
⎜⎝
∗ ∗ 0 0
∗ ∗ 0 0
0 0 1 0
0 0 0 1
⎞
⎟⎠ . 
Lemma 3.3. Let R be an f.g. associative ring with 1 and with sr(R) r . If m d  r  3, then
every element in GLm(R) is a product of at most 8 commutators, and an element of the form
(
S 0
0 Im−d
)
where S ∈ GLd(R).
Proof. From the remark after Lemma 3.1 we get that any element T ∈ GLm(R) can be presented
as
T = L1U1L2U2
(
S 0
0 Im−d
)
where S ∈ GLd(R). Van der Kallen [KW] asserted that every triangular matrix with entries in a
ring R and 1 on the diagonal, can be expressed as a product of three commutators. This result
was improved to two commutators by Dennis and Vaseršteı˘n [DV, Lemma 13]. 
Lemma 3.4. Let R be an f.g. associative ring with 1. Then every matrix in GL4(R) of the form
⎛
⎜⎝
A B 0 0
C D 0 0
0 0 1 0
⎞
⎟⎠0 0 0 1
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(
A B
C D
)
∈ GL2(R),
is a commutator in GL2(R), can be presented as a multiplication of 40 elementary matrices in
EL4(R).
Proof. We use the following identities:
( [h1, h2] 0
0 I2×2
)
=
(
0 h1
−h−11 0
)(
0 −h−12
h2 0
)(
(h2h1)−1 0
0 h2h1
)
,
(
h 0
0 h−1
)
=
(
1 h
0 1
)(
1 0
−h−1 1
)(
1 h− 1
0 1
)(
1 0
1 1
)(
1 −1
0 1
)
,
(
0 h
−h−1 0
)
=
(
I2×2 h
0 I2×2
)(
I2×2 0
−h−1 I2×2
)(
I2×2 h
0 I2×2
)
.
Now since
⎛
⎜⎝
1 0 a b
0 1 c d
0 0 1 0
0 0 0 1
⎞
⎟⎠=
⎛
⎜⎝
1 0 0 0
0 1 c 0
0 0 1 0
0 0 0 1
⎞
⎟⎠ ·
⎛
⎜⎝
1 0 0 0
0 1 0 d
0 0 1 0
0 0 0 1
⎞
⎟⎠ ·
⎛
⎜⎝
1 0 a 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞
⎟⎠
⎛
⎜⎝
1 0 0 b
0 1 0 0
0 0 1 0
0 0 0 1
⎞
⎟⎠
and in the same way for the lower case, we get that every element of the form
(
I2×2 h
0 I2×2
)
or
(
I2×2 0
h I2×2
)
can be written as a product of at most 4 elementary matrices (and 2 for the case that h = ±1) in
EL4(R). The result now follows. 
Proposition 3.5. For n  d > r , every element in EL4n(R) can be presented as product of at
most 340 elementary matrices in EL4(Mn(R)) and an element in ELd(R).
Remark 3.6. The constant 340 related to bounded generation can be improved.
Proof. We take an arbitrary element T in EL4n(R). By Theorem 2.10, sr(Mn(R)) 2, hence by
the argument after Theorem 2.6 and Lemma 3.2 we get that T can be presented as a multiplication
of 20 elementary matrices of EL4(Mn(R)) and a matrix of the form
⎛
⎜⎝
A B 0 0
C D 0 0
0 0 Id 0
⎞
⎟⎠0 0 0 Id
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(
A B
C D
)
∈ GL2
(
Mn(R)
)⊆ GL2n(R).
As 2n sr(R) + 2, by the argument after Theorem 2.9 it follows that
(
A B
C D
)
∈ EL2n(R).
Now by Lemma 3.3 (for m = 2n) we get that
⎛
⎜⎝
A B 0 0
C D 0 0
0 0 Id 0
0 0 0 Id
⎞
⎟⎠
can be written as a product of 8 commutators and an element S ∈ ELd(R). By Lemma 3.4,
applied to EL4(Mn(R)), the result follows. 
We will need the following known result which is proved in many papers (see Chapter 3,
Corollary 11 in [HV] and Lemma 2.5 in [Sh1]):
Lemma 3.7. Let (ρ,H) be a unitary representation of a group Γ . Suppose that for some unit
vector v ∈H, one has for all g ∈ Γ : ‖ρ(g)v− v‖ < √2. Then there exist a non-zero Γ -invariant
vector in H.
Before we get to the proof of the Theorem 1.2 we give a general property of a Kazhdan group.
Lemma 3.8. Let Γ be a group generated by a set S with Kazhdan constant  > 0, and let
 > δ > 0 be given. Let (ρ,H) be a unitary representation of Γ and assume that there exists
v ∈H with ‖v‖ = 1 s.t. for all s ∈ S, ‖ρ(s)v − v‖ δ. Then v is (Γ,2 · δ

)-invariant.
Proof. Decompose ρ into the trivial component σ0 and the non-trivial component σ1, ρ = σ0 +
σ1, and accordingly decompose v = v0 + v1.
For all s ∈ S,
δ 
∥∥ρ(s)v − v∥∥= ∥∥σ0(s)v0 − v0 + σ1(s)v1 − v1∥∥= ∥∥σ1(s)v1 − v1∥∥.
Taking the maximum over S, we get
δ max
s∈S
∥∥σ1(s)v1 − v1∥∥>  · ‖v1‖. (1)
This implies that ‖v1‖ < δ , hence for all g ∈ Γ , we get ‖ρ(g)v − v‖ = ‖ρ(g)v1 − v1‖ < 2 · δ
as required. 
Now we are ready to prove Theorem 1.2. Let R be an associative ring generated by l elements
s.t. sr(R)  r . Let d > r and assume that ELd(R) is generated by the set F , where k0 = |F |,
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Kazhdan property (T ).
For EL4n(R) where n d we will show that the group EL4n(R) has Kazhdan constant (k1, 1)
with respect to the generating set S˜ = F⋃S4(Mn(R)), where k1 = k0 + |S4(Mn(R))| and 1 =
1(0, l) (S4(Mn(R)) was defined in Section 2.2 and its order is independent of n).
Let (ρ,H) be a unitary representation of EL4n(R) and suppose that v ∈ H is a unit vector
which is (S˜, 1)-invariant (the constant 1 will be determined later).
Since EL4(Mn(R)) = EL4n(R), we get that v is (S4(Mn(R)), 1)-invariant, hence by Theo-
rem 2.5 any elementary matrix g ∈ EL4(Mn(R)) satisfies:
∥∥ρ(g)v − v∥∥< 2M(l + 1)1
provided 1 < 0.
Now, restricting ρ to the subgroup ELd(R), we see that v is (F, 1)-invariant and hence by
Lemma 3.8 we get for any g ∈ ELd(R):
∥∥ρ(g)v − v∥∥< 2 · 1
0
.
Let g be an arbitrary element in EL4n(R). By Proposition 3.5, g is expressible as a product of at
most 340 elementary matrices of EL4(Mn(R)) and an element gc ∈ ELd(R):
g = g1 · . . . · g340 · gc.
Therefore
∥∥ρ(g)v − v∥∥
340∑
i=1
∥∥ρ(gi)v − v∥∥+ ∥∥ρ(gc)v − v∥∥< 340 · 2M(l + 1)1 + 2 · 1
0
.
If we choose 1 < 0·
√
2
680M(l+1)+2 we obtain for all g ∈ EL4n(R)
∥∥ρ(g)v − v∥∥< √2.
Therefore v is (EL4n(R),
√
2) invariant and hence by Lemma 3.7 there exists 0 = v0 ∈ H
which is EL4n(R)-invariant.
To complete the proof, the only cases left are ELm(R) where 4n < m < 4(n + 1) or d <
m < 4d . Let m = 4n + 1 (respectively m = d + 1) and T ∈ ELm(R). Since m > sr(R), by using
elementary operations (in the same way we did in the proof of Lemma 3.2) we can reduce T to a
matrix which has 1 in the lower right corner. The elementary matrices we use can be decomposed
to two sets:
⎛
⎜⎜⎜⎜⎝
1 0 . . . 0 0
0 1 . . . 0 ∗
...
...
. . . 0 ∗
0 0 . . . 1 ∗
⎞
⎟⎟⎟⎟⎠ and
⎛
⎜⎜⎜⎜⎝
1 0 . . . 0 ∗
0 1 . . . 0 0
...
...
. . . 0 0
0 0 . . . 1 0
⎞
⎟⎟⎟⎟⎠ .0 0 0 0 1 0 0 0 0 1
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ELm(R). For the right set, since all the elementary subgroups are conjugate, this set is part of
some conjugate of ELm−1(R) which sits (say) in the lower right part of ELm(R). This implies that
we can bring T to a matrix which has 1 in the lower right corner by using a bounded products
of elements from groups which are isomorphic to ELm−1(R), independent of m. Use the 1 in
the lower right corner to annihilate all the rest of the last column and row (this can be done
in a similar way as a bounded products of groups isomorphic to ELm−1(R)). Now from the
argument after Theorem 2.9, it is easy to verify that ELm(R) is a bounded product of groups
isomorphic to ELm−1(R), independent of m. The same procedure we do for 4n < m < 4(n + 1)
(respectively d < m < 4d), and we get that ELm(R) is a bounded product of groups isomorphic
to ELn(R) where n = 4 · m4  (respectively groups isomorphic to ELd(R)), and by Lemma 2.2
we get uniform Kazhdan constant for ELn(R) where n d . 
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