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Abstract
We consider the decay of solution to fractional diffusion equation with the dis-
tributed order Caputo derivative. We assume that the elliptic operator is time-
dependent and that the weight function, contained in the definition of the distributed
order Caputo derivative, is just integrable. We establish the relation between be-
havior of weight function near zero and the decay rate of solution.
Keywords: distributed order fractional diffusion, weak solutions, time-depended el-
liptic operator, temporal decay of solution.
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1 Introduction
The exponential decay of solutions to parabolic problem with the elliptic operator
containing only second-order terms is well known result. It is also known that if we
replace time derivative by the fractional Caputo derivative Dα, the decay of solutions
is polynomial. What is more, if we make a step further and discuss equation with
the distributed order Caputo derivative D(µ), we may obtain logarithmic decay of
solutions. That is why the parabolic-type equation with D(µ) is often called the
equation of ultraslow diffusion.
In this paper we ask a question, what is a factor that affects the decay rate of
solutions to equation with the distributed Caputo derivative. The results presented
here are mainly inspired by papers by A. Kochubei and R. Zacher (see [2], [3], [14]-
[16]). We reconstruct and extend some results from those papers, but we develop
them in the framework introduced in [6] (see also [4], [5]).
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The logarithmic decay of solutions to the equation withD(µ) and time-independent
elliptic operator was proved in [8] under assumption that the measure µ, contained
in the definition of the distributed Caputo derivative, is non-negative, continuous
and µ(0) > 0 or µ can be represented by µ(α) = µ(0) + o(αδ) for some δ > 0 as α
tends to zero. In this paper we will show that the support of µ plays essential role
in asymptotics behavior of solutions.
Very important result concerning the decay of solutions to nonlocal in time prob-
lems was obtained in [14]. The authors consider equation
d
dt
(k ∗ [u− u0])− div(A(t, x)Du) = 0, (1)
with zero boundary conditions and the initial condition u(0) = u0. The kernel k is
given function of type PC (see [14]). The main result, given in theorem 1.1 and
corollary 1.1, claims that the L2 norm of solution to (1) is estimated by initial data
multiplied by the solution to ordinary equation
d
dt
(k ∗ [uλ − u0])(t) + λuλ(t) = 0, (2)
where λ is a constant, which depends on Poincare constant and ellipticity constant.
What is more, obtained estimate is sharp. As an example, the authors discussed the
equation with the distributed order Caputo derivative with weight function µ ≡ 1
and obtained logarithmic estimate. In this paper we explore this problem for the
distributed order derivative and we investigate the relation between the decay rate
of solution to problem (2) and the weight function µ.
In [6] we showed that assuming only µ ∈ L1, µ 6≡ 0 we may represent D(µ)u as
d
dt(k ∗ [u − u0]), where k is of type PC , thus we are able to apply results from
[14]. However, in this paper we give more straightforward argument than the one
presented in [14], which is based on approach introduced in [4]-[6].
According to the results obtained in [14], it is natural to study first the long-time
behavior of solutions to equation
D(µ)u+ λu = 0, λ > 0. (3)
The formula for solution to (3) under assumption that µ ∈ C2[0, 1], µ(1) > 0 was
obtained in [2]. The same formula was calculated in [13] assuming only µ ∈ L1(Ω),
µ > 0, however without rigorous proof. One of the aim of this paper is to provide a
detailed proof of the formula for solution to (3).
In the papers mentioned above, it was shown that the behavior of measure µ near
zero has an influence on the asymptotics of solutions. In [2] the logarithmic decay
was obtained under assumption that µ is continuous and µ(0) > 0. If we replace the
last condition by µ(α) ∼ aαδ as α tends to zero for some a, δ > 0, then the solution
decays as (log t)−1−δ. Further analysis was made in [3], where examples of faster
decay of µ near zero was considered. It was proved that, they entrails faster decay
of solutions, however never polynomial.
In this paper we investigate equation (3) assuming less regularity on µ. Precisely,
we state that if µ ∈ L1(0, 1), µ 6≡ 0 the equation (3) posses the unique absolutely
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continuous solution. If we assume additionally that µ(α)/α is integrable on [0, 1],
then we are able to find explicit formula for solution. What is more, we extend
the ideas from [2], [3], that is we investigate dependence between the behavior of µ
near the origin and rapidity of solution decay. Finally, under the assumption that
support of µ is cut off from zero, we prove polynomial decay estimates.
The paper is organized as follows. In second section we recall the definition of
fractional operators and formulate the results. The third section is devoted to study
the equation (3) and decay rate of its solution. In last section we prove the main
result, concerning polynomial decay of solutions to parabolic-type equation with the
distributed order Caputo derivative.
2 Notation and main results
Equation (3) contains distributed order fractional derivative. To define this operator
we need to recall the fractional integration operator Iα and the Riemann-Liouville
fractional derivative ∂α
Iαf(t) =
1
Γ(α)
∫ t
0
(t− τ)α−1f(τ)dτ for α > 0, (4)
∂αf(t) =
d
dt
I1−αf(t) =
1
Γ(1− α)
d
dt
∫ t
0
(t− τ)−αf(τ)dτ for α ∈ (0, 1). (5)
Further, by Dα we denote the fractional Caputo derivative
Dαf(t) = ∂α[f(·)− f(0)](t),
where α ∈ (0, 1). Finally, for a nonnegative and measurable function µ : [0, 1] −→ R
we define the distributed order Caputo derivative
D(µ)f(t) =
∫ 1
0
(Dαf)(t)µ(α)dα. (6)
Our basic assumption concerning µ is as follows
µ ∈ L1(0, 1),
∫ 1
0
µ(α)dα =: cµ > 0. (7)
First we recall the remark from [6].
Remark 1. The assumption (7) implies that
∃ 0 < γ < 1
2
∫ 1−γ
γ
µ(α)dα =
1− γ
2
cµ > 0. (8)
This statement easily follows from Darboux theorem applied to function h : [0, 12 ]→ R
defined by
h(x) =
∫ 1−x
x
µ(α)dα − 1− x
2
∫ 1
0
µ(α)dα.
3
We recall notation from [2]. For f absolutely continuous on [0, T ] the distributive
order derivative takes the form
(D(µ)f)(t) = (k ∗ f ′)(t), (9)
where
k(t) =
∫ 1
0
µ(α)
Γ(1− α) t
−αdα (10)
and ∗ here and in the whole paper denotes the convolution on (0,∞), i.e. (k∗f)(t) =∫ t
0 k(t− τ)f(τ)dτ . Then D(µ)f belongs to L1(0, T ) (see (18) in [6]).
Before we present the results of this paper we need to recall theorem 4 from [6].
Theorem 1. If µ satisfies (7), then there exists nonnegative g ∈ L1loc[0,∞) such
that the operator of fractional integration I(µ), defined by the formula I(µ)u = g ∗ u
satisfies
(D(µ)I(µ)u)(t) = u(t) for u ∈ L∞(0, T ), (11)
(I(µ)D(µ)u)(t) = u(t)− u(0) for u ∈ AC[0, T ]. (12)
Furthermore, g satisfies the estimate
g(t) ≤ cmax{tγ−1, t−γ} (13)
for some positive c and γ ∈ (0, 12), which depend only on µ.
Here γ comes from remark 1 and function g is given by formula (see the proof of
theorem 4, [6])
g(t) =
1
π
∫ ∞
0
e−rt
∫ 1
0 sin(πα)r
αµ(α)dα(∫ 1
0 cos(πα)r
αµ(α)dα
)2
+
(∫ 1
0 sin(πα)r
αµ(α)dα
)2 dr. (14)
Firstly, we will focus our attention on the problem{
D(µ)v + λv = 0,
v(0) = v0.
(15)
As mentioned in introduction, system (15) was already studied in [2],[8] and [13] .
However, our first aim is to show that integrability of µ is enough to deduce the
existence of absolutely continuous solution.
Let us denote g[m] ∗ h(t) = g ∗ · · · ∗ g ∗ h(t), where g is taken m-times. Then we can
formulate the following proposition.
Proposition 1. Assume that µ satisfies (7). Then for each v0, λ ∈ C there exists
the unique absolutely continuous solution to (15). Furthermore, it is given by the
formula
v(t) = v0
∞∑
k=0
(−λ)kg[k] ∗ 1(t), (16)
where the series is absolutely convergent in Sobolev space W 1,1(0, T ) for each T > 0.
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Formula (16) is not convenient to study the decay of solutions, therefore we need to
obtain another representation of solution to (15). However, to that end we need one
more assumption concerning µ.
Theorem 2. Assume that λ > 0, v0 ∈ R and µ is nonnegative function satisfying
(7) and ∫ 1
0
µ(α)
α
dα =: cµ <∞. (17)
Then the unique absolutely continuous solution to equation (15) is given by the for-
mula
v(t) = v0
λ
π
∫ ∞
0
e−rt
r
∫ 1
0 r
α sin(πα)µ(α)dα
(λ+
∫ 1
0 r
α cos(πα)µ(α)dα)2 + (
∫ 1
0 r
α sin(πα)µ(α)dα)2
dr
(18)
It should be added that the above formula for solution coincide with the one obtained
in [2], however in [2] author consider different assumptions concerning µ. Taking
advantage from representation (18) we may obtain following decay result, which
corresponds to ones obtained in [2] and [3]. In particular, we show that if µ vanishes
faster in zero, then the solution of (15) decays faster in infinity.
Proposition 2. Assume that (7) and (17) holds. If v is the solution to (15) with
λ > 0, then for t large enough the following estimate holds
|v(t)| ≤ c0
ln t
, (19)
where c0 depends only on v0, λ, cµ and cµ. Furthermore, if ς is some fixed number
from the interval (0, 1), then
if κ, a > 0 and µ(α) ≤ aακ a.e. on (0, ς), then |v(t)| ≤ c
(ln t)κ+1
, (20)
if κ, a, β,m > 0 and µ(α) ≤ aακe− βαm a.e. on (0, ς), then for any q ∈ (0, 1)
(21)
|v(t)| ≤ c Γ(κ+ 1)
(1 − q)κ+1(ln t)κ+1 · exp
(
−m 1m+1 (1 + 1
m
)(qmβ)
1
m+1 (ln t)
m
m+1
)
(22)
if a > 0 and µ(α) ≤ a exp(−e 1α ) a.e. on (0, ς), then |v(t)| ≤ c
tln ln t
. (23)
Finally, if δ ∈ (0, 1), then
suppµ ⊆ [δ, 1] ⇐⇒ |v(t)| ≤ c
tδ
for t > 1, for some positive c. (24)
5
The above assumption concerning the support of µ means that µ(α) = 0 a.e.
on (0, δ).
In comparison with papers [2] and [3] we can notice that the estimate (19) co-
incides with (2.16) obtained in theorem 2.3 from [2], however, our assumption con-
cerning µ is different. Next, estimate (20) coincides with (2.17) from [2] but do not
require continuity of µ. Results (22), (23) extend idea from theorem 1 in [3] and
give more subtle relation between decay rate of µ at the origin and rapidity of decay
of solution at infinity.
Estimate (24) is on special interest because it states that if suppµ is cut off from
zero then the solution to distributed order problem (15) decays as solution to corre-
sponding problem with Caputo derivative.
In this paper we will study the decay of solution to the fractional diffusion equa-
tion with the distributed order Caputo derivative. To be more precise, we assume
that Ω ⊆ RN is an open and bounded set, ∂Ω ∈ C2 and N ≥ 2. We will consider
the following problem

D(µ)u = Lu in Ω× (0, T ) =: ΩT
u|∂Ω = 0 for t ∈ (0, T )
u|t=0 = u0 in Ω,
(25)
where
Lu(x, t) =
N∑
i,j=1
Di(ai,j(x, t)Dju(x, t)) + c(x, t)u(x, t),
ai,j are measurable, ai,j = aj,i and c ∈ L∞(Ω × (0,∞)). What is more, we assume
that L is uniformly elliptic and c is nonpositive, i.e. there exist positive constants
λ1, λ2 such, that
λ1|ξ|2 ≤
N∑
i,j
ai,j(x, t)ξiξj ≤ λ2|ξ|2 for a.a (x, t) ∈ Ω×[0,∞), ∀ξ ∈ RN and c ≤ 0.
(26)
In paper [6] we proved the existence of weak and regular solutions to the problem
(25) assuming only that (7) holds. In particular, by theorem 1 [6] we have
Theorem 3. Assume that (7),(26) hold and u0 ∈ L2(Ω). Then there exists u such
that for any T > 0
u ∈ L2(0, T ;H10 (Ω)),
∫ 1
0
I1−α[u− u0]µ(α)dα ∈ 0H1(0, T ;H−1(Ω))
and u is a weak solution to the problem (25), i.e. for all ϕ ∈ H10 (Ω) and a.a.
t ∈ (0, T ) function u fulfills the equality
d
dt
∫ 1
0
∫
Ω
I1−α[u(x, t) − u0(x)]ϕ(x)dxµ(α)dα
+
N∑
i,j=1
∫
Ω
ai,j(x, t)Dju(x, t)Diϕ(x, t)dx =
∫
Ω
c(x, t)u(x, t)ϕ(x)dx. (27)
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Now we are ready to formulate the main theorem of this paper.
Theorem 4. Assume that µ is nonnegative function satisfying (7), (17) and u is the
weak solution to (25) given by theorem 3 for some initial value u0 ∈ L2(Ω). Then,
for a.a. t function v(t) := ‖u(·, t)‖L2(Ω) satisfies (19)-(23).
Furthermore, if suppµ ⊆ [δ, 1] for some positive δ, then
‖u(·, t)‖L2(Ω) ≤ c ‖u0‖L2(Ω) t−δ for a.a. t ≥ 1 (28)
where c depends only on λ1, cµ and Poincare constant.
It is worth to mention that the last result shows some similarity between long-
time asymptotics of the solution to the problem with the distributed order Caputo
derivative and the solution to corresponding problem with the multi-term fractional
Caputo derivative defined by
∑k
i=1D
αi , where k is some positive finite number and
0 < a1 < a2 · · · < ak < 1. The decay of solution to the last equation in case of
time-independent elliptic operator was studied in [9], [10] and [12] and there was
shown that the solution decays as t−a1 (see also [7]). Thus, our results states that
if suppµ ∈ [δ, 1] then the solution to equation with the distributive order Caputo
derivative decays as a solution to the multi-term fractional diffusion equation with
α1 = δ.
The results presented in this paper can be generalized to the case µ of the fol-
lowing form
µ = h+
K∑
k=1
akδαk ,
where h is nonnegative integrable function on (0, 1) and δαk is Dirac delta function
with support at αk ∈ (0, 1). We will address this issue in forthcoming paper.
3 Solution to ODE
In this section we present the proofs of proposition 1, theorem 2 and proposition 2.
Proof of proposition 1. By theorem 1, for absolutely continuous functions problem
(15) is equivalent to the following equation
v(t) = v0 − λg ∗ v(t). (29)
In order to solve (29) we apply to both sides operator −λg∗ and add v0. Then we
get
v(t) = v0 + v0(−λ)g ∗ 1(t) + (−λ)2g ∗ g ∗ v(t).
Iterating this procedure we arrive at
v(t) = v0
n∑
k=0
(−λ)kg[k] ∗ 1(t) + (−λ)ng[n] ∗ v(t).
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Thus, assuming that v is bounded on [0, T ] we can pass to the limit with n→∞ and
we obtain the representation (16) (see the proof of lemma 1 [6] for details). Using
the similar argument we deduce that the series
∞∑
k=0
(−λ)k d
dt
(
g[k] ∗ 1(t)
)
converges absolutely in L1(0, T ) for any T > 0. Hence formula (16) defines absolutely
continuous function on [0,∞) and by direct calculation we check that v satisfies
(29), which is equivalent to (15). Uniqueness follows by Gronwall-type lemma (see
lemma 1, [6]).
Proof of theorem 2. We divide the proof onto three steps.
Step 1. At the beginning we will find the candidate for the Laplace transform of
solution to (15). Let us assume that v(t) is absolutely continuous and bounded
solution to (15). We apply the Laplace transform to both sides of this equation.
Then we get vˆ(p)− v0p = −λvˆ(p)·gˆ(p) for p such that Re p > 0, where by proposition 1
[6] we have
gˆ(p) =
1
pkˆ(p)
, kˆ(p) =
∫ 1
0
pα−1µ(α)dα. (30)
Thus we get vˆ(p)
(
1 + λ
pkˆ(p)
)
= v0p . By assumption λ is positive, hence the expression
in brackets do not vanish in the right half space, thus we obtain
vˆ(p) = v0
pkˆ(p)
p[pkˆ(p) + λ]
, Re p > 0. (31)
Now, denote by F (p) the right hand side of (31) for v0 = 1. We will find an inverse
Laplace transform of F (p) given in a form, which is convenient in analysis of the
decay rate. We will show that
vˆ(p) = v0F (p) for Re p > 0, where v is given by (18). (32)
For this purpose we apply lemma 2 from appendix. We will verify that F (p) satisfies
the assumptions of lemma 2:
Assumption 1. We choose the main branch of logarithm and for r = |p|, ϕ = arg p
we see that
pkˆ(p) =
∫ 1
0
pαµ(α)dα =
∫ 1
0
rα cos(αϕ)µ(α)dα + i
∫ 1
0
rα sin(αϕ)µ(α)dα
is analytic in C \ (−∞, 0]. If |ϕ| ∈ (0, π), then Im pkˆ(p) 6= 0 and for ϕ = 0 we have
Re pkˆ(p) > 0. Hence positivity of λ implies that the denominator of F do not vanish
in C \ (−∞, 0] and thus F is analytic in C \ (−∞, 0].
Assumption 2. By direct calculation we obtain that lim
ϕ→pi−
F (te±iϕ) := F±(t) exists
for each t > 0 and then F+ = F−.
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Assumption 3a. From (24) [6] we have∣∣∣∣
∫ 1
0
pαµ(α)dα
∣∣∣∣ ≥ c˜|p|γ for |p| ≥ 1, (33)
where constant c˜ depends only on µ and γ comes from (8). Thus we have
|F (p)| ≤ 1|p|
1∣∣∣∣1 + λ∫ 1
0 p
αµ(α)dα
∣∣∣∣
≤ 2|p| for |p| ≥ max{1, (2λ/c˜)
1/γ} (34)
and |F (p)| −→ 0 as |p| → ∞.
Assumption 3b. It is enough to show that
lim
|p|→0
∫ 1
0
pαµ(α)dα = 0, (35)
uniformly on | arg(p)| < π. For this purpose we fix ε > 0. Then there exists positive
a such that
∫ a
0 µ(α)dα ≤ ε2 . Then for |p| ≤ 1 we have∣∣∣∣
∫ 1
0
pαµ(α)dα
∣∣∣∣ ≤
∫ a
0
µ(α)dα +
∫ 1
a
|p|αµ(α)dα ≤ ε
2
+ |p|a
∫ 1
a
µ(α)dα ≤ ε,
if |p| ≤
(
ε
2cµ
)1/a
and (35) is proved. Denote by pλ a positive number not greater
than 1, such that∣∣∣∣
∫ 1
0
pαµ(α)dα
∣∣∣∣ ≤ λ2 , for p ∈ C \ (−∞, 0], arg p ∈ (−π, π), |p| ≤ pλ.
Then for p as above we can estimate |p||F (p)| as follows
|p||F (p)| ≤
∣∣∣∫ 10 pαµ(α)dα∣∣∣∣∣∣λ+ ∫ 10 pαµ(α)dα∣∣∣ ≤
∣∣∣∫ 10 pαµ(α)dα∣∣∣
λ−
∣∣∣∫ 10 pαµ(α)dα∣∣∣ ≤
2
λ
∣∣∣∣
∫ 1
0
pαµ(α)dα
∣∣∣∣ , (36)
and by (35) we may see that |p||F (p)| −→ 0, if |p| → 0.
Assumption 4. We fix ε0 ∈ (0, pi2 ) and denote p = re±iϕ, where ϕ ∈ (π − ε0, π).
Constant λ is real and we have∣∣∣∣
∫ 1
0
pαµ(α)dα + λ
∣∣∣∣ ≥
∫ 1
0
rα| sin(±ϕα)|µ(α)dα ≥
∫ 1−γ
γ
rα sin(ϕα)µ(α)dα,
where γ comes from (8). We note that sin(ϕα) ≥ min{sin (π − ε0)γ, sin πγ} for
α ∈ (γ, 1 − γ), thus we obtain∣∣∣∣
∫ 1
0
pαµ(α)dα+ λ
∣∣∣∣ ≥ c0min{rγ , r1−γ},
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where constant c0 depends only on µ. Thus, we may notice that
|F (p)| ≤ c−10 max{r−γ , rγ−1}
∫ 1
0
rα−1µ(α)dα. (37)
We define the majorant for F (p) by the formula
a(r) =


2
λ
∫ 1
0 r
α−1µ(α)dα, for r < pλ,
c−10 max{r−γ , rγ−1}
∫ 1
0 r
α−1µ(α)dα, for r ∈ [pλ,max{1,
(
2λ
c˜
)1/γ}].
2r−1, for r > max{1, ( 2λc˜ )1/γ},
(38)
Using (34), (36) and (37) we obtain |F (p)| ≤ a(r), where p = re±iϕ and ϕ ∈
(π− ε0, π). We have to show that a(r)1+r belongs to L1(R+). Obviously, it holds if and
only if a(r) ∈ L1(0, pλ), but we have∫ pλ
0
a(r)dr =
2
λ
∫ 1
0
∫ pλ
0
rα−1drµ(α)dα =
2
λ
∫ 1
0
pαλ
µ(α)
α
dα =
2
λ
p˜λ
∫ 1
0
µ(α)
α
dα,
where p˜λ is some number which belongs to the interval with endpoints pλ and 1.
Using the assumption (17) we deduce that a(r)1+r ∈ L1(R+).
We have just shown that under assumption (7) and (17) function F (p) =
∫ 1
0
pαµ(α)dα
p[
∫ 1
0 p
αµ(α)dα+λ]
satisfies assumptions of lemma 2 from the appendix, thus the inverse transform of
F exists and F is Laplace transform of the following function
1
π
∫ ∞
0
e−rt Im(F−(r))dr. (39)
Direct calculations give us
Im(F−(r)) = Im lim
ϕ→pi−

 ∫ 10 rαe−iϕαµ(α)dα
re−iϕ
(∫ 1
0 r
αe−iϕαµ(α)dα + λ
)

 = λ
r
G(r),
where
G(r) =
∫ 1
0 r
α sin(πα)µ(α)dα
(λ+
∫ 1
0 r
α cos(πα)µ(α)dα)2 + (
∫ 1
0 r
α sin(πα)µ(α)dα)2
. (40)
Thus we proved (32).
Step 2. Now we shall show that the function v given by formula (18) is absolutely
continuous on [0,∞). It is interesting, that for the proof of this property we do not
use the assumption (17). Indeed, let us denote pλ = min{(λ/4cµ)1/δλ , 1}, where
δλ ∈ (0, 1) is small enough such that
∫ δλ
0 µ(α)dα ≤ λ4 . Then for r ∈ (0, pλ] we may
write ∣∣∣∣
∫ 1
0
rα cos(πα)µ(α)dα
∣∣∣∣ ≤
∫ δλ
0
µ(α)dα +
∫ 1
δλ
rαµ(α)dα
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≤ λ
4
+ rδλ
∫ 1
δλ
µ(α)dα ≤ λ
4
+ pδλ
λ
cµ ≤ λ
2
.
Thus we obtain
G(r) ≤
(
2
λ
)2 ∫ 1
0
rα sin(πα)µ(α)dα for r ∈ (0, pλ]. (41)
Next, if r > pλ, then we have∫ 1
0
rα sin(πα)µ(α)dα ≥
∫ 1−γ
γ
rα sin(πα)µ(α)dα ≥ sin(πγ)
∫ 1−γ
γ
rαµ(α)dα
≥ sin(πγ)min{r1−γ , rγ}
∫ 1−γ
γ
µ(α)dα = c1min{r1−γ , rγ},
where γ comes from (8) and c1 depends only on µ. Thus we obtain the estimate
G(r) ≤ c−11 max{rγ−1, r−γ}, for r > pλ. (42)
We shall prove that
1
r
G(r) ∈ L1(0,∞). (43)
Indeed, we may write
∫ ∞
0
1
r
G(r)dr =
(∫ p
λ
0
+
∫ 1
p
λ
+
∫ ∞
1
)
1
r
G(r)dr.
Using (41) we obtain the estimate
∫ p
λ
0
1
r
G(r)dr ≤
(
2
λ
)2 ∫ p
λ
0
∫ 1
0
rα−1 sin(πα)µ(α)dαdr
=
(
2
λ
)2 ∫ 1
0
pα
λ
sin(πα)
α
µ(α)dα ≤ π
(
2
λ
)2 ∫ 1
0
µ(α)dα <∞.
Applying (42) we get∫ 1
p
λ
1
r
G(r)dr ≤ c−11
∫ 1
p
λ
rγ−2dr ≤ c
−1
1
1− γ p
γ−1
λ
<∞,
and ∫ ∞
1
1
r
G(r)dr ≤ c−11
∫ ∞
1
r−γ−1dr =
c−11
γ
<∞,
and we obtained (43). Then we may apply Lebesgue monotone theorem and conclude
that v ∈ C[0,∞) and obviously v ∈ C∞(0,∞). What is more we may differentiate
under the integral sign and we get
v′(t) = −v0λ
π
∫ ∞
0
e−rtG(r)dr
11
and by Fubini theorem∫ ∞
0
|v′(t)|dt = |v0|λ
π
∫ ∞
0
∫ ∞
0
e−rtG(r)dtdr = |v0|λ
π
∫ ∞
0
1
r
G(r)dr <∞.
Thus v given by formula (18) is absolutely continuous on [0,∞), provided (7) holds.
Step 3. It remains to show that v(t) satisfies (15). We will do it rigorously,
but for this purpose we need the assumption (17). We emphasize that we can not
directly verify (15). We will show that (15) holds by applying property (32), which
were obtained under the assumption (17).
We begin with the initial condition. We have to show that
λ
π
∫ ∞
0
∫ 1
0 r
α sin(πα)µ(α)dα
(λ+
∫ 1
0 r
α cos(πα)µ(α)dα)2 + (
∫ 1
0 r
α sin(πα)µ(α)dα)2
dr
r
= 1, (44)
where λ is arbitrary positive number and µ satisfies (7), (17). For this purpose we
use formula for the inverse Laplace transform
v(t) =
1
2πi
lim
N→∞
∫ δ+iN
δ−iN
eptv0F (p)dp,
where δ is positive and we will pass to the limit t→ 0. We may write
v(t) =
1
2πi
lim
N→∞
∫ δ+iN
δ−iN
ept
v0
p
dp− λv0
2πi
lim
N→∞
∫ δ+iN
δ−iN
ept
1
p[pkˆ(p) + λ]
dp,
and the first expression is equal to v0, because for the Laplace transform we have
L[1](p) = 1p . It remains to show that the second expression vanishes at t = 0. Indeed,
we note that
lim
N→∞
∫ δ+iN
δ−iN
ept
1
p[pkˆ(p) + λ]
dp =
∫ δ+i∞
δ−i∞
(ept−1) 1
p[pkˆ(p) + λ]
dp+
∫ δ+i∞
δ−i∞
1
p[pkˆ(p) + λ]
dp ≡ A(t)+B.
We may notice that both integrals converge absolutely. Indeed, for p = δ + is and
γ from (8) we may estimate from below
|p[pkˆ(p) + λ]| ≥
∫ 1
0
|δ2 + s2|α+12 sin
(
α arctan
|s|
δ
)
µ(α)dα
≥
∫ 1−γ
γ
|δ2 + s2|α+12 sin
(
α arctan
|s|
δ
)
µ(α)dα
and for |s| ≥ max{1, δ} we arrive at the following estimate
|p[pkˆ(p) + λ]| ≥ |s|γ+1 sin(π
4
γ)
∫ 1−γ
γ
µ(α)dα.
Hence A(t) and B converge absolutely. Next, applying Lebesgue dominated conver-
gence theorem we deduce that A(0) = 0.
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In order to show that B = 0 we apply Cauchy theorem and we obtain that
∫ δ+iN
δ−iN
1
p[pkˆ(p) + λ]
dp =
∫
ΓN
1
p[pkˆ(p) + λ]
dp, (45)
where ΓN = {δ +Neiϕ : ϕ ∈ (−pi2 , pi2 )}. We will estimate the last integral∣∣∣∣∣
∫
ΓN
1
p[pkˆ(p) + λ]
dp
∣∣∣∣∣ ≤
∫ pi
2
−pi
2
1
|(δ +Neiϕ)kˆ(δ +Neiϕ) + λ|dϕ
We may calculate that
|(δ +Neiϕ)kˆ(δ +Neiϕ) + λ|2
=
[∫ 1
0
|δ2 + 2δN cosϕ+N2|α2 cos
(
α arctan
(
N sinϕ
N cosϕ+ δ
))
µ(α)dα + λ
]2
+
[∫ 1
0
|δ2 + 2δN cosϕ+N2|α2 sin
(
α arctan
(
N | sinϕ|
N cosϕ+ δ
))
µ(α)dα
]2
≡ B21(ϕ)+B22(ϕ).
For |ϕ| ∈ (pi4 , pi2 ) we can estimate B2(ϕ) as follows
B2(ϕ) ≥
∫ 1−γ
γ
|δ2 + 2δN cosϕ+N2|α2 sin
(
α arctan
(
N | sinϕ|
N cosϕ+ δ
))
µ(α)dα
≥
∫ 1−γ
γ
|δ2 + 2δN cosϕ+N2|α2 sin
(
γ arctan
(
N
N +
√
2δ
))
µ(α)dα
≥ Nγ sin
(
γ arctan
(
N
N +
√
2δ
))∫ 1−γ
γ
µ(α)dα.
Hence for |ϕ| ∈ (pi4 , pi2 ) and N ≥ max{1,
√
2δ√
3−1} we have
B2(ϕ) ≥ Nγ sin
(π
6
γ
) ∫ 1−γ
γ
µ(α)dα. (46)
Similarly, for ϕ ∈ [−pi4 , pi4 ] and B1(ϕ) we obtain
B1(ϕ) ≥
∫ 1−γ
γ
|δ2 + 2δN cosϕ+N2|α2 cos
(
α arctan
(
N sinϕ
N cosϕ+ δ
))
µ(α)dα
≥
∫ 1−γ
γ
|δ2 + 2δN cosϕ+N2|α2 cos
(
(1− γ) arctan
(
N
N +
√
2δ
))
µ(α)dα
≥ Nγ cos
(
(1− γ) arctan
(
N
N +
√
2δ
))∫ 1−γ
γ
µ(α)dα.
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Hence for ϕ ∈ [−pi4 , pi4 ] and N ≥ 1 we have
B1(ϕ) ≥ Nγ cos
(
(1− γ)π
4
) ∫ 1−γ
γ
µ(α)dα. (47)
Therefore from (46) and (47) we deduce that
|(δ +Neiϕ)kˆ(δ +Neiϕ) + λ| ≥ c(µ)Nγ ,
for N large enough and taking the limit N →∞ in (45) we obtain that B = 0. Thus
we proved that v given by formula (18) satisfies initial condition v(0) = v0 and in
particular we calculated the integral (44).
Now we shall show that v satisfies equation (15)1. We denote by w(t) = D
(µ)v(t)+
λv(t). We already proved that v is absolutely continuous, hence w belongs to
L1loc[0,∞). Using the fractional integration operator I(µ) = g∗ and applying theo-
rem 1 we obtain
g ∗ w(t) = v(t)− v0 + λg ∗ v(t).
The Laplace transform of right-hand side is equal to zero, because (30) and (31)
hold. Then g ∗ w(t) = 0 for a.a. t > 0. We will show directly that w ≡ 0. Indeed,
if we denote by ηε(t) = ε
−1χ(0,ε)(t), then ηε ∗ g ∗ w(t) = 0 for a.a. t > 0 and
ηε ∗ w is in L∞(0, T ) for each T > 0. Then we may apply theorem 1 and we have
D(µ)g ∗ ηε ∗ w(t) = ηε ∗ w(t) = 0 for a.a. t ∈ (0, T ). On the other hand, from
Lebesgue differentiation theorem we have ηε ∗ w(t) → w(t), a.e. as ε → 0 and we
deduce that w ≡ 0.
Now, we are ready to show the decay estimates for solution to (15), that is the proof
of proposition 2.
Proof of proposition 2. From theorem 2, using notation (40) we obtain following
formula for solution to equation (15)
v(t) = v0
λ
π
∫ ∞
0
e−rtG(r)
dr
r
. (48)
Thus using (41) we may estimate the absolute value of v by
|v(t)| ≤ |v0| 4
πλ
∫ p
λ
0
e−rt
∫ 1
0
rα sin(πα)µ(α)dα
dr
r
+ |v0|λ
π
∫ ∞
p
λ
e−rtG(r)
dr
r
.
The last integral decays exponentially, because due to (42) we obtain∫ ∞
p
λ
e−rtG(r)
dr
r
≤ c−11 p−γ−1λ
e−pλt
t
.
Thus it is enough to estimate
A :=
∫ p
λ
0
e−rt
∫ 1
0
rα sin(πα)µ(α)dα
dr
r
. (49)
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Applying Fubini theorem and substituting s = rt we obtain the equality
A =
∫ 1
0
t−α
∫ p
λ
t
0
e−ssλ−1ds sin(πα)µ(α)dα ≤
∫ 1
0
t−αΓ(α) sin(πα)µ(α)dα = k(t),
where k was defined in (10). Using (17) we get
k(t) ≤ max
α∈[0,1]
αt−α ·
∫ 1
0
µ(α)
α
dα =
cµ
e ln t
, for t > e,
thus we proved (19).
Now assume that ς ∈ (0, 1). If µ(α) ≤ aακ a.e. on (0, ς), then substituting s = α ln t
for t ≥ 0 we get
k(t) ≤
∫ ς
0
t−αµ(α)dα +
∫ 1
ς
t−αµ(α)dα ≤ a
∫ 1
0
t−ααkdα+ cµt−ς
=
a
(ln t)κ+1
∫ ln t
0
e−ssκds+ cµt−ς ≤ aΓ(κ+ 1)
(ln t)κ+1
+ cµt
−ς , for t > 1,
hence we obtain (20).
Analogously, in the case (21) we take q ∈ (0, 1) and we have
k(t) ≤ a
∫ 1
0
t−αακe−
β
αm dα+ cµt
−ς .
To estimate the first term we write
a
∫ 1
0
t−qαe−
β
αm · t−(1−q)αακdα ≤ a max
α∈[0,1]
t−qαe−
β
αm
∫ 1
0
t−(1−q)αακdα.
Proceeding as in the previous case we get∫ 1
0
t−(1−q)αακdα ≤ Γ(κ+ 1)
(1− q)κ+1(ln t)κ+1 .
By direct calculation we obtain
max
α∈[0,1]
t−qαe−
β
αm = exp
(
−m 1m+1 (1 + 1
m
)(qmβ)
1
m+1 (ln t)
m
m+1
)
for t > e
βm
q ,
hence (22) is proved.
Now assume that µ(α) ≤ a exp(− exp(1/α)) a.e. on (0, ς). Then we have
k(t) ≤ a
∫ 1
0
t−α exp(− exp(1/α))dα + cµt−ς .
To estimate the integral we take b ∈ (0, 1)(∫ b
0
+
∫ 1
b
)
t−α exp(− exp(1/α))dα ≤ exp(− exp(1/b))
∫ b
0
t−αdα+
∫ 1
b
t−αdα.
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For t > ee we set b = (ln ln t)−1 and we arrive at
k(t) ≤ at− 1ln ln t + cµt−ς ,
thus we obtained (23).
In order to show (24) we first notice that if suppµ ⊆ [δ, 1], then
k(t) =
∫ 1
δ
t−α
Γ(1− α)µ(α)dα ≤ cµt
−δ for t ≥ 1.
It remains to show that polynomial decay of v with ratio t−δ implies that suppµ ⊆
[δ, 1]. We suppose contrary. Then there exist 0 < a < b < δ such that
∫ b
a µ(α)dα > 0.
We will estimate from below the absolute value of v. Function G(r) is positive, hence
|v(t)| ≥ |v0|
λπ
∫ 1
0
e−rt
r
G(r)dr.
To estimate G(r) we first notice that for r ≤ 1∫ 1
0
rα sin(πα)µ(α)dα ≥
∫ b
a
rα sin(πα)µ(α)dα ≥ crb,
where c depends only on a, b and cµ. Furthermore, for r ≤ 1(
λ+
∫ 1
0
rα cos(πα)µ(α)dα
)2
+
(∫ 1
0
rα sin(πα)µ(α)dα
)2
≤ (λ+ cµ)2 + c2µ.
Thus, having in mind that G was defined by the formula (40) we obtain that G(r) ≥
c1r
b for r ∈ (0, 1). Thus, for some positive C and t > 1 we have
|v(t)| ≥ C
∫ 1
0
e−rtrb−1dr = Ct−b
∫ t
0
e−ssb−1ds ≥ Ct−b
∫ 1
0
e−ssb−1ds.
Then if |v(t)| ≤ c0t−δ for some c0 and t ≥ 1, we get a contradiction because b < δ.
4 Proof of the main result
In this section we present a proof of theorem 4.
Proof of theorem 4. We shall obtain the additional estimate for the decay of the
sequence of approximated solutions of (25) obtained in [6]. Namely, let
un(x, t) =
n∑
k=1
cn,k(t)ϕm(x),
be approximated solution constructed in the proof of theorem 1 in [6]. The coeffi-
cients cn,k are uniquely determined by the system (36) in [6], which in the case of
problem (25) reduces to ∫
Ω
D(µ)un(x, t) · ϕm(x)dx
16
= −
N∑
i,j=1
∫
Ω
ani,j(x, t)Dju
n(x, t) ·Diϕm(x)dx+
∫
Ω
cn(x, t)un(x, t)ϕm(x)dx. (50)
Here {ϕn}∞n=1 form an orthonormal basis of L2(Ω) and are defined as eigenfunctions
of the Laplace operator { −∆ϕn = λnϕn in Ω
ϕn|∂Ω = 0.
(51)
Furthermore, ani,j and c
n are defined as follows: let ηε = ηε(t) be a standard smooth-
ing kernel with the support in [−ε, ε] and we set
ani,j(x, t) = η 1
n
(·)∗ai,j(x, ·)(t), cn(x, t) = η 1
n
(·)∗c(x, ·)(t),
where ∗ denotes convolution on real line and we extended ai,j(x, t) by even reflection
for t < 0, but c we extend by zero for t < 0. Now we fix T and we shall prove estimate
for un with constant independent on T . First we notice that ani,j → ai,j, cn → c in
L2(ΩT ) and
λ|ξ|2 ≤
N∑
i,j
ani,j(x, t)ξiξj ≤ Λ|ξ|2 ∀t ∈ [0, T ], ∀ξ ∈ RN , a.a. x ∈ Ω, and cn ≤ 0.
(52)
We recall that in [6] we constructed approximate solutions un in such a way that
un(x, ·) ∈ C([0, T ]), t1−γunt (x, ·) ∈ C([0, T ]) for each x ∈ Ω, (53)
where γ is from (8). In order to obtain necessary estimates we introduce unε (x, t) =
un(x, t) + εϕn+1(x), where ε > 0 (see the proof of theorem 1.1 in [14]). Then for all
t ≥ 0 we have ‖unε (·, t)‖L2(Ω) ≥ ε > 0. We multiply (50) by cn,k and sum it up for
m = 1, . . . , n. Then using D(µ)unε = D
(µ)un we get∫
Ω
D(µ)unε (x, t) · un(x, t)dx =
−
N∑
i,j=1
∫
Ω
ani,j(x, t)Dju
n(x, t) ·Diun(x, t)dx +
∫
Ω
cn(x, t)|un(x, t)|2dx. (54)
From the definition of unε and orthogonality of {ϕn}∞n=1 we obtain following equality∫
Ω
D(µ)unε (x, t) · un(x, t)dx =
∫
Ω
D(µ)unε (x, t) · unε (x, t)dx
Using this equality and (52) we get∫
Ω
D(µ)unε (x, t) · unε (x, t)dx + λ ‖Dun(·, t)‖2L2(Ω) ≤ 0. (55)
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Function unε satisfies assumptions of proposition 3 in the appendix, hence making
use of inequality (72) and denoting Poincare constant by cp we obtain
‖unε (·, t)‖L2(Ω)D(µ) ‖unε (·, t)‖L2(Ω) +
λ
c2p
‖un(·, t)‖2L2(Ω) ≤ 0 (56)
Using again the definition of unε we may write that
‖unε (·, t)‖L2(Ω)D(µ) ‖unε (·, t)‖L2(Ω) +
λ
c2p
‖unε (·, t)‖2L2(Ω) ≤
λε2
c2p
(57)
Having in mind that ‖unε (·, t)‖L2(Ω) ≥ ε > 0 we may divide by ‖unε (·, t)‖L2(Ω) and
we get that
D(µ) ‖unε (·, t)‖L2(Ω) +
λ
c2p
‖unε (·, t)‖L2(Ω) ≤
λε
c2p
(58)
We will pass to the limit with ε. From the definition of unε we have
‖unε (·, t)‖L2(Ω) −→ ‖un(·, t)‖L2(Ω) , as ε→ 0, (59)
for every t ∈ [0, T ]. We will show that for every t ∈ [0, T ]
D(µ) ‖unε (·, t)‖L2(Ω) → D(µ) ‖un(·, t)‖L2(Ω) as ε→ 0. (60)
Indeed, we set
T1 = {t : ‖un(t)‖L2(Ω) > 0} and T2 = [0, T ] \ T1.
We note that ‖un(·, t)‖L2(Ω) ∈ AC[0, T ] as superposition of Lipschitz function with
absolutely continuous function. Thus, we can calculate its derivative as follows
d
dt
‖un(·, t)‖L2(Ω) =
{ ∫
Ω u
n(x,t)unt (x,t)dx
‖un(·,t)‖
L2(Ω)
for a.a. t ∈ T1
0 for a.a. t ∈ T2.
(61)
Using the orthogonality of {ϕm} in L2(Ω) and definition of T2 we may write
D(µ) ‖unε (·, t)‖L2(Ω) =
∫ 1
0
µ(α)
Γ(1− α)
∫
T1
(t− τ)−α
∫
Ω u
n(x, τ)unt (x, τ)dx(
ε2 +
∫
Ω |un(x, τ)|2 dx
) 1
2
dτdα ≡ I.
To take the limit under integral sing we need the estimate. By Schwarz inequality
and property (53) we have
I ≤
∫ 1
0
µ(α)
Γ(1− α)
∫
T1
(t− τ)−α
(∫
Ω
|unt (x, τ)|2 dx
) 1
2
dτdα
≤ |Ω|∥∥t1−γunt (x, t)∥∥L∞(ΩT )
∫ 1
0
µ(α)
Γ(1− α)
∫ t
0
(t− τ)−ατγ−1dτdα
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= |Ω|∥∥t1−γunt (x, t)∥∥L∞(ΩT )
∫ 1
0
tγ−α
Γ(γ)
Γ(1 + γ − α)µ(α)dα
≤ 2|Ω|Γ(γ)cµ
∥∥t1−γunt (x, t)∥∥L∞(ΩT )max{tγ , tγ−1}.
Thus from Lebesgue dominated theorem we obtain that as ε tends to zero
∀t ∈ [0, T ] D(µ) ‖unε (·, t)‖L2(Ω) −→
∫ 1
0
µ(α)
Γ(1− α)
∫
T1
(t−τ)−α
∫
Ω u
n(x, τ)unt (x, τ)dx(∫
Ω |un(x, τ)|2 dx
) 1
2
dτdα
=
∫ 1
0
µ(α)
Γ(1− α)
∫
T
(t− τ)−α d
dτ
‖un(·, τ)‖L2(Ω)dτdα = D(µ) ‖un(·, t)‖L2(Ω) , (62)
where in the first equality we applied (61). And that way we proved (60). Thus,
using (59) and (60) in (58) we obtain the following inequality
D(µ) ‖un(·, t)‖L2(Ω) +
λ
c2p
‖un(·, t)‖L2(Ω) ≤ 0, t ∈ [0, T ]. (63)
From theorem 2 we know that there exists uniquely defined absolutely continuous
solution to the problem
D(µ)vn(t) +
λ
c2p
vn(t) = 0, vn(0) = ‖un(·, 0)‖L2(Ω) . (64)
We set f(t) := ‖un(·, t)‖L2(Ω) − vn(t). Then
D(µ)f(t) +
λ
c2p
f(t) ≤ 0, t ∈ [0, T ], f(0) = 0. (65)
We shall show that f is non-positive, i.e.
‖un(·, t)‖L2(Ω) ≤ vn(t), for t ∈ [0, T ]. (66)
Indeed, in opposite case there exists t0 ∈ (0, T ] such that f(t0) = max
t∈[0,T ]
f(t) > 0.
Then from (18) and (53) we deduce that f ∈ W 1,∞(κ, T ) for each κ > 0. Thus by
lemma 1 in the appendix we have (D(µ)f)(t0) ≥ 0, which is a contradiction with
(65) and we obtained (66). By Bessel inequality and (18) we have vn ≤ v, where v
is a solution to the problem
D(µ)v(t) +
λ
c2p
v(t) = 0, v(0) = ‖u0‖L2(Ω) . (67)
Further, if η ∈ C∞0 (0, T ) is non-negative, then from (66) we have∫ T
0
η(t)‖un(·, t)‖2L2(Ω)dt ≤
∫ T
0
η(t)v2(t)dt. (68)
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There exists a subsequence {un} (still indexed by n) such, that un ⇀ u in L2(0, T ;H10 (Ω)),
where u is the unique solution to (25) given by theorem 3 (see (46) in [6]). Thus by
weak lower semi-continuity of the L2 norm we have∫ T
0
η(t)‖u(·, t)‖2L2(Ω)dt ≤
∫ T
0
η(t)v2(t)dt,
and as a consequence we obtain
‖u(·, t)‖L2(Ω) ≤ v(t) for a.a. t ∈ [0, T ].
Here T > 0 is arbitrary and by theorem 3 function u is uniquely defined on [0,∞),
thus we get ‖u(·, t)‖L2(Ω) ≤ v(t) for a.a. t ≥ 0. Applying proposition 2 we finish
the proof of theorem 4.
5 Appendix
We prove here the estimates similar to Lemma 3.1 in [14]. The final inequality is the
same, but in our case the kernel k(t) =
∫ 1
0
µ(α)
Γ(1−α) t
−αdα does not satisfy assumptions
of Lemma 3.1 in [14]. Although, it is mentioned, that the proof for less regular
kernels and more regular function is also possible. However, the authors do not refer
to the case of the distributed Caputo derivative. Therefore we give here a detailed
proof.
Proposition 3. Assume that p ∈ [1,∞), w is continuous on Ω× [0, T ] and
if x ∈ Ω, then w(x, ·) ∈ AC[0, T ], (69)
and for fixed γ ∈ (0, 1)
t1−γwt ∈ L∞(ΩT ) (70)
holds. Then for each t ∈ (0, T ] the following estimate
D(µ)‖w(·, t)‖pLp(Ω) +
∫
Ω
∫ 1
0
α
µ(α)
Γ(1− α)
∫ t
0
(t− τ)−α−1|w(x, t)|pG
(
w(x, τ)
w(x, t)
)
dτdαdx
+p
∫ 1
0
µ(α)
Γ(1− α)t
−αdα
∫
Ω
|w(x, t)|pG
(
w(x, 0)
w(x, t)
)
dx = p
∫
Ω
D(µ)w(x, t)·|w(x, t)|p−2w(x, t)dx
(71)
holds, where G(s) is nonnegative function given by formula G(s) = 1p |s|p− s+1− 1p .
Furthermore, we have
‖w(·, t)‖p−1Lp(Ω)D(µ)‖w(·, t)‖Lp(Ω) ≤
∫
Ω
D(µ)w(x, t) · |w(x, t)|p−2w(x, t)dx. (72)
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Proof. [
p
∫
Ω
D(µ)w(x, t) · |w(x, t)|p−2w(x, t)dx −D(µ)‖w(·, t)‖pLp(Ω)
]
= p
∫
Ω
∫ 1
0
µ(α)
Γ(1− α)
∫ t
0
(t−τ)−αwτ (x, τ)
[|w(x, t)|p−2w(x, t) − |w(x, τ)|p−2w(x, τ)] dτdαdx
= p
∫
Ω
∫ 1
0
µ(α)
Γ(1− α) |w(x, t)|
p
∫ t
0
(t−τ)−α
(
w(x, τ)
w(x, t)
)
τ
[
1−
∣∣∣∣w(x, τ)w(x, t)
∣∣∣∣
p−2 w(x, τ)
w(x, t)
]
dτdαdx.
For G(s) = 1p |s|p − s+ 1− 1p we have G′(s) = s|s|p−2 − 1, hence we can write
−p
∫
Ω
∫ 1
0
µ(α)
Γ(1− α) |w(x, t)|
p
∫ t
0
(t− τ)−α
(
G
(
w(x, τ)
w(x, t)
))
τ
dτdαdx
= −p lim
h→0+
∫
Ω
∫ 1
0
µ(α)
Γ(1− α) |w(x, t)|
p
∫ t−h
0
(t− τ)−α
(
G
(
w(x, τ)
w(x, t)
))
τ
dτdαdx
= p lim
h→0+
∫
Ω
∫ 1
0
α
µ(α)
Γ(1− α) |w(x, t)|
p
∫ t−h
0
(t− τ)−α−1G
(
w(x, τ)
w(x, t)
)
dτdαdx
−p lim
h→0+
∫
Ω
∫ 1
0
µ(α)
Γ(1− α) |w(x, t)|
p (t− τ)−αG
(
w(x, τ)
w(x, t)
)∣∣∣∣
τ=t−h
τ=0
dαdx
= p lim
h→0+
∫
Ω
∫ 1
0
α
µ(α)
Γ(1− α)
∫ t−h
0
(t− τ)−α−1|w(x, t)|pG
(
w(x, τ)
w(x, t)
)
dτdαdx
+p
∫ 1
0
µ(α)
Γ(1− α) t
−αdα
∫
Ω
|w(x, t)|pG
(
w(x, 0)
w(x, t)
)
dx
−p lim
h→0+
∫ 1
0
µ(α)
Γ(1− α)h
−αdα
∫
Ω
|w(x, t)|pG
(
w(x, t− h)
w(x, t)
)
dx.
We shall show that the last limit is equal zero. Indeed, by definition we have∫
Ω
|w(x, t)|pG
(
w(x, t− h)
w(x, t)
)
dx
=
∫
Ω
|w(x, t)|p−2w(x, t) [w(x, t) − w(x, t− h)] dx+ 1
p
∫
Ω
|w(x, t−h)|p− |w(x, t)|pdx,
hence using the inequality |ap − bp| ≤ p(ap−1 + bp−1)|a− b|, which holds for positive
a, b we get ∣∣∣∣
∫ 1
0
µ(α)
Γ(1− α)h
−αdα
∫
Ω
|w(x, t)|pG
(
w(x, t − h)
w(x, t)
)
dx
∣∣∣∣
≤ 2
∫ 1
0
µ(α)
Γ(1− α)h
−αdα
∫
Ω
[|w(x, t)|p−1 + |w(x, t− h)|p−1] |w(x, t) −w(x, t− h)|dx.
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The above expression converges to zero, because w is continuous and by (70) we
have
|w(x, t− h)− w(x, t)|dx ≤ h(t− h)γ−1‖t1−γwt‖L∞(ΩT ).
Thus, ∣∣∣∣
∫ 1
0
µ(α)
Γ(1− α)h
−αdα
∫
Ω
|w(x, t)|pG
(
w(x, t − h)
w(x, t)
)
dx
∣∣∣∣
≤ c(Ω)∥∥t1−γwt∥∥L∞(ΩT ) ‖w‖p−1C(ΩT ) (t− h)γ−1
∫ 1
0
µ(α)
Γ(1− α)h
1−αdα −→ 0 as h→ 0.
If we note that G(s) in nonnegative, then using monotone Lebesgue we get
lim
h→0+
∫
Ω
∫ 1
0
α
µ(α)
Γ(1 − α)
∫ t−h
0
(t− τ)−α−1|w(x, t)|pG
(
w(x, τ)
w(x, t)
)
dτdαdx
=
∫
Ω
∫ 1
0
α
µ(α)
Γ(1− α)
∫ t
0
(t− τ)−α−1|w(x, t)|pG
(
w(x, τ)
w(x, t)
)
dτdαdx
and the proof of (71) is finished.
To get (72) we write
D(µ)‖w(·, t)‖pLp(Ω) − p‖w(·, t)‖p−1Lp(Ω)D(µ)‖w(·, t)‖Lp(Ω)
= p
∫ 1
0
µ(α)
Γ(1− α)
∫ t
0
(t−τ)−α
(
‖w(·, τ)‖p−1Lp(Ω) − ‖w(·, t)‖
p−1
Lp(Ω)
) d
dτ
‖w(·, τ)‖Lp(Ω)dτdα
= p
∫ 1
0
µ(α)
Γ(1− α)
∫ t
0
(t−τ)−α‖w(·, t)‖pLp(Ω)
[(‖w(·, τ)‖Lp(Ω)
‖w(·, t)‖Lp(Ω)
)p−1
− 1
]
d
dτ
(‖w(·, τ)‖Lp(Ω)
‖w(·, t)‖Lp(Ω)
)
dτdα
= p
∫ 1
0
µ(α)
Γ(1− α)
∫ t
0
(t− τ)−α‖w(·, t)‖pLp(Ω)
d
dτ
[
G
(‖w(·, τ)‖Lp(Ω)
‖w(·, t)‖Lp(Ω)
)]
dτdα
= −p
∫ 1
0
α
µ(α)
Γ(1− α)
∫ t
0
(t− τ)−α−1‖w(·, t)‖pLp(Ω)G
(‖w(·, τ)‖Lp(Ω)
‖w(·, t)‖Lp(Ω)
)
dτdα
+p
∫ 1
0
µ(α)
Γ(1− α) (t− τ)
−α‖w(·, t)‖pLp(Ω)G
(‖w(·, τ)‖Lp(Ω)
‖w(·, t)‖Lp(Ω)
)∣∣∣∣
τ=t
τ=0
dα
= −
∫ 1
0
αµ(α)
Γ(1− α)
∫ t
0
(t− τ)−α−1
(
‖w(·, τ)‖pLp(Ω) − ‖w(·, t)‖pLp(Ω)
)
dτdα
+p
αµ(α)
Γ(1− α)
∫ t
0
(t− τ)−α−1‖w(·, t)‖p−1Lp(Ω)
(‖w(·, τ)‖Lp(Ω) − ‖w(·, t)‖Lp(Ω)) dτdα
−
∫ 1
0
µ(α)
Γ(1− α) t
−α
(
‖w(·, 0)‖pLp(Ω) − ‖w(·, t)‖pLp(Ω)
)
dα
+p
∫ 1
0
µ(α)
Γ(1− α) t
−α‖w(·, t)‖p−1Lp(Ω)
(‖w(·, 0)‖Lp(Ω) − ‖w(·, t)‖Lp(Ω)) dα
22
Using the above equality and (71) we have
p
∫
Ω
D(µ)w(x, t) · |w(x, t)|p−2w(x, t)dx = p‖w(·, t)‖p−1Lp(Ω)D(µ)‖w(·, t)‖Lp(Ω)
+p
∫ 1
0
αµ(α)
Γ(1− α)
∫ t
0
(t−τ)−α−1
[
‖w(·, τ)‖Lp(Ω)‖w(·, t)‖p−1Lp(Ω) −
∫
Ω
|w(x, t)|p−2w(x, t)w(x, τ)dx
]
dτdα
+
∫ 1
0
µ(α)
Γ(1− α) t
−αdα
[
‖w(·, 0)‖Lp(Ω)‖w(·, t)‖p−1Lp(Ω) −
∫
Ω
|w(x, t)|p−2w(x, t)w(x, 0)dx
]
.
By Hölder inequality the expressions in square brackets are nonnegative, thus
p
∫
Ω
D(µ)w(x, t) · |w(x, t)|p−2w(x, t)dx ≥ p‖w(·, t)‖p−1Lp(Ω)D(µ)‖w(·, t)‖Lp(Ω).
We quote here theorem 1 from [11]. However, in our consideration we need to
weaken assumptions from this theorem. Thus, we give a short proof based on the
one originally presented in [11].
Lemma 1. Let f : [0, T ] → R be an absolutely continuous function, which attains
its maximum over the interval [0, T ] at the point t0 ∈ (0, T ]. If for some β ∈ (0, 1]
and every κ > 0 f ∈ W 1, 11−β (κ, T ), then (Dαf)(t0) ≥ 0 for every α ∈ (0, β). In
particular, if f ∈W 1,∞(κ, T ) for each κ > 0, then (Dαf)(t0) ≥ 0 for every α ∈ (0, 1)
and D(µ)f(t0) ≥ 0 for any nonnegative µ.
Proof. Firstly, we introduce the function g(t) := f(t0)−f(t) for t ∈ [0, T ]. We notice
that g(t) ≥ 0 and (Dαg)(t) = −(Dαf)(t) for t ∈ [0, T ]. Function g is absolutely
continuous and g(t0) = 0, hence for κ ∈ (0, t0) we may write
|g(t)| ≤
∫ t0
t
∣∣g′(s)∣∣ ds ≤ ∥∥g′∥∥
L
1
1−β (κ,T )
|t− t0|β for t ∈ [κ, t0]. (73)
Thus for fixed α ∈ (0, β) we can write that
(Dαg)(t0) =
1
Γ(1− α)
∫ κ
0
(t0 − τ)−αg′(τ)dτ + 1
Γ(1− α)
∫ t0
κ
(t0 − τ)−αg′(τ)dτ.
We fix ε > 0. Function g is absolutely continuous hence, g′ belongs to L1(0, T ) and
applying Young inequality we deduce that there exists κ > 0 such that the first
integral is smaller than ε. To the second one we use integration by parts formula∫ t0
κ
(t0 − τ)−αg′(τ)dτ = lim
h→0+
∫ t0−h
κ
(t0 − τ)−αg′(τ)dτ
= −(t0 − κ)−αg(κ) + lim
h→0+
h−αg(t0 − h)− α
∫ t0
κ
(t0 − τ)−α−1g(τ)dτ ≤ 0,
because by (73) the limit equals zero. Then (Dαg)(t0) ≤ ε and (Dαf)(t0) ≥ −ε for
arbitrary ε > 0, which finishes the proof.
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We recall lemma 6 from [6] (see also lemma 2.1 in [1]).
Lemma 2. Let F be a complex function, satisfying following assumptions:
1) F (p) is analytic in C \ (−∞, 0].
2) The limit F±(t) := lim
ϕ→pi−
F (te±iϕ) exists for a.a. t > 0 and F+ = F−.
3) For each 0 < η < π
a) |F (p)| = o(1), as |p| → ∞ uniformly on | arg(p)| < π − η
b) |F (p)| = o( 1|p|), as |p| → 0 uniformly on | arg(p)| < π − η.
4) There exists ε0 ∈ (0, pi2 ) and a function a = a(r) such that ∀ϕ ∈ (π − ε0, π)
the estimate
∣∣F (re±iϕ)∣∣ ≤ a(r) holds, where a(r)1+r ∈ L1(R+).
Then for p ∈ C such that Re p > 0 we have
F (p) =
∫ ∞
0
e−xpf(x)dx, where f(x) =
1
π
∫ ∞
0
e−rx Im(F−(r))dr.
Acknowledgments. The authors are grateful to Prof. Masahiro Yamamoto for
his inspiration to write this paper and for his hospitality during the stay at Tokyo
University.
References
[1] A.V. Bobylev, C.Cercignani, The Inverse Laplace Transform of Some Analytic
Functions with an Application to the Eternal Solutions of the Boltzmann Equa-
tion, Appl. Math. Lett. 15 (2002), no. 7, 807–813.
[2] A. N. Kochubei, Distributed order calculus and equation of ultraslow diffusion,
Journal of Mathematical Analysis and Applications, vol. 340, issue 1, no. 1
(2008), pp. 252-281.
[3] A. N. Kochubei, Distributed Order Derivatives and Relaxation Patterns, J.
Phys. A 42 (2009), no. 31, 315203, 9 pp.
[4] A. Kubica, M. Yamamoto, Initial-boundary value problems for fractional diffu-
sion equations with time-dependent coefficients, arXiv:1703.07160v1.
[5] A. Kubica, P. Rybka, K. Ryszewska, Weak solutions of fractional differential
equations in non cylindrical domains, Nonlinear Anal.36(2017), pp. 154-182.
[6] A. Kubica, K. Ryszewska, Fractional diffusion equation with the generalized
Caputo derivative, aviable on arxiv, 1706.05591.
[7] Z. Li, Y. Kian, E.Soccorsi Initial-boundary value problem for distributed order
time-fractional diffusion equations, arXiv:1709.06823.
[8] Z. Li, Y. Luchko, M. Yamamoto, Asymptotic estimates of solutions to initial-
boundry-value problems for distributed order time-fractional diffusion equations,
Fract. Calc. Appl. Anal. 17 (2014), no. 4, 1114–1136.
24
[9] Z. Li, Y. Liu, M. Yamamoto, Initial-boundary value problems for multi-term
time-fractional diffusion equations with positive constant coefficients, Appl.
Math. Comput. 257 (2015), 381–397.
[10] Z. Li, M. Yamamoto, Uniqueness for inverse problems of determining orders
of multi-term time-fractional derivatives of diffusion equation, Appl. Anal. 94
(2015), no. 3, 570–579.
[11] Y. Luchko, Maximum principle for the generalized time-fractional diffusion
equation, J. Math. Anal. Appl. 351 (2009), no. 1, 218–223.
[12] Y. Luchko, Initial-boundary problems for the generalized multi-term time-
fractional diffusion equation, J. Math. Anal. Appl. 374 (2011), no. 2, 538–548.
[13] F. Mainardi, A. Mura, R. Gorenflo, M. Stojanovic, The Two Forms of Fractional
Relaxation of Distributed Order, J. Vib. Control 13 (2007), no. 9-10, 1249–1268.
[14] V. Vergara, R. Zacher, Optimal decay estimates for time-fractional and other
nonlocal subdiffusion equations via energy methods, SIAM J. Math. Anal. 47
(2015), no. 1, 210–239.
[15] J. Kemppainen, J. Siljander, V. Vergara, R. Zacher, Decay estimates for time-
fractional and other non-local in time subdiffusion equations in Rd, Math. Ann.
366 (2016), no. 3-4, 941–979.
[16] V. Vergara R. Zacher, Stability, instability, and blowup for time fractional and
other nonlocal in time semilinear subdiffusion equations, J. Evol. Equ. 17 (2017),
no. 1, 599–626.
25
