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For fixed p (0 <p ,< l), let [Lo, RO] = [0, l] and X, be a uniform random 
variable over [L,,R,]. With probability p let [L,,R,] = [L,, X,] or = [X,,R,] 
according as X, > i(L,, + R,) or <f(L, + R,); with probability 1 -p let [L,, R ,] = 
[X,,R,]or=[L,,X,]accordingasX,~f(L,+R,)or<f(L,+R,),andletX,be 
a uniform random variable over [L, , R, 1. For n > 2, with probability p let 
[L,,R,]=[L “-,, X,] or =[X,,R,_,] according as X,>f(L,~,tR,+,) or 
<f(L,-, + R,_,), with probability 1 -p let [L,, R,] = [X,, R,_,] or = [L,-,, X,] 
according as X, > f(L,-, t R,- ,) or <i(L,-, + R,_ ,), and let X,, , be a uniform 
random variable over [L,, R,]. By this iterated procedure, a random sequence 
W”)“>l is constructed, and it is easy to see that X, converges to a random variable 
Y, (say) almost surely as n + co. Then what is the distribution of Yp? It is shown 
that the Beta (2,2) distribution is the distribution of Y, ; that is, the probability 
density function of Y, is g(y) = 6y(l - y) I,,,,,(y). It is also shown that the 
distribution of Y0 is not a known distribution but has some interesting properties 
(convexity and differentiability). 
For fixed p (0 <p < l), let [L,, R,] = [0, l] and X, be a uniform random 
variable over [L,, I?,,]. With probability p let [L,, R,] = [L,, X, ] 
or= [X,,R,] according as X, > f(L, + R,) or <$(L, + R,); with 
probability 1 -p let [L,, R,] = [X,, R,] or = [L,, X,] according as 
X, > f(L, + R,) or <i(L, + R,), and let X, be a uniform random variable 
over [L,, R,]. For n> 2, with probability p let [L,,R,] = [L,_,,X,] or 
=[X,,R,-,] according as X,>f(L,-,+R,-,) or <i(Ln-,,R.-l), with 
probability 1 -p let [L,,R,]= (Xn,R,_,] or =[L+,,X,] according as 
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X,,>i(L,-, +R,,-i) or <{(L,-, +R,-,), and let Xn+, be a uniform 
random variable over [L,, R,]. By this iterated procedure, we construct a 
random sequence {X, } n > , and it is easy to see that X, converges to a 
random variable Y, (say) almost surely as n + co. Then what is the 
distribution of Y,? 
In this note, we show that the Beta (2, 2) distribution is the distribution of 
Y, ; that is, the probability density function of Y, is g( -v) = 6y( 1 - -v) I,,,,,(y). 
We also show that the distribution of Y, is not a known distribution but has 
some interesting properties (convexity and differentiability). 
At first glance, one would think that these problems are in the area of 
“geometric probability” and “classical” enough to have been considered in 
the literature. However, our literature search revealed that only a related 
problem of Kakutani’s has been solved independently by Slud [4] and 
Van Zwet [ 6 1. Albeit the method (the method of moments) used in this note 
has been utilized to solve many distribution problems in the area of 
“geometric probability” (see the book Geometric Probability by 
Solomon [5]), we could not find any similar problems which have been con- 
sidered. 
THE DISTRIBUTIONS OF Y, AND Y, 
In thissection, we first show that Y, has the beta distribution Be(2, 2); i.e., 
the probability density function of Y, is g(y) = 6y( 1 - y) lo,,,(y). Then we 
study some interesting properties of the distribution of Y,. 
THEOREM 1. Let Y, be the random variable defined in the introduction; 
then Y, has the beta distribution Be(2, 2); i.e., the probability density 
function of Y, is g(y) = 6~0 -Y> Z(,,,,(Y). 
ProoJ We give two proofs here. 
Proof 1. Let M(t) = E(efY1) be the moment generating function of Y, ; 
then E(Y:) = Mtk’(0) for all k = 0, 1, 2,..., since Y, is bounded. Now M(t) = 
E(efY1) = E(E(efY1 1 X,)} = (A E(efY1 1 X, = x) dx = 1:” E(efY1 ) X, = x) dx + 
J:,2 E(e”l 1 X, =x) dx. For 0 <x < $, the conditional distribution of 
(Y, -x,>/u -x1> is iven X, =x is the same as the unconditional 
distribution of Y,. For i ( x < 1, the conditional distribution of Y,/X, given 
X, = x is the same as the unconditional distribution of Y, . Therefore, M(t) = 
J‘t’2 e’“M(t( 1 - x)) dx + J”1,2 M(tx) dx and E(Y:) = A@‘(O) = M’k’(O) . 
s ,f2 xk dx + Cik_,, M (k-j)(0)(jk) JAI2 x’(1 - x)~-] dx for all k = 1, 2,.... Since 
M’o’(O) = E(q) = 1, 
r(a + b) p 
zp(a’ b, = T(a) T(b) I x 
*-‘(1 - x)~-’ dx, 
o 
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and 
for all k = 1, 2,.... Now we will show that 
E(Yf) = lwk’(0) = 6 
(k + 2)(k t 3) 
for all k = 1, 2,..., (1) 
by mathematical induction. 
(i) It is easy to see that (1) holds when k = 1. 
(ii) Suppose that (1) holds for all k = 1, Z,..., n for some positive 
integer n. 
Then 
= 6 
=6 
= 6 
- 
1 n+2 ,T2 y-’ 1 n t 4 i n+4 i 1 - iit1 -i’ ,F, 1 n + 3 i n+3 i 1 
n+2 
\’ i, nt2 
,T2 n t 3 ( Iii i 
(2 “+‘n t 2) 
= 6(2”t2n + 2}/{(2”+‘n t 2)(n t 4)(n t 3)) 
6 
= (n + 1 + 2)(n t 1 + 3) . 
Hence (1) holds when k = n + 1. By mathematical induction, (1) holds for 
all k = 1, 2,.... 
Now suppose that Z is the random variable which has the beta 
distribution Be(2,2); then it is easy to check that 
6 
E(Zk) = (k t 2)(k + 3) 
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for all k = 1, 2,.... Since Y, and Z are bounded and E(Yf) = E(Zk) for all 
k = 1, 2,..., Y, and Z should have the same distribution (see [ 7, p. 126, 
5.5.la]. Therefore, Y, has the beta distribution Be(2, 2). 
Proof 2. Let F(y) be the distribution function of Y, ; then it is easy to see 
that F(y) = 0 if y < 0, F(y) = 1 if y > 1, and, for 0 < y < 1, F(y) = 
E(P(Y, < y ( X,)} = J‘i P(Y, Q y / X, = x) dx. Since the distribution of Y, is 
symmetric about 4, F(y) = 1 - F(l - y) for all --co < y < 0~). Now if 
0 < y < f, then 
F(y)={yP(Y,q+%-, =x)dx+jl-*P(Y, <yIX, =x>dx 
0 Y 
+j*~*P(Y,w-,=x)~~ 
=j) ($=,dx+j,iF (5) dx 
=y+yj2yp-(l -y)jl 
Y 1-Y 
piz. 
Since F is continuous, F(y) = 1 - F( 1 - y) for all -co < y < co, and 
P(y)=y+yj2y~dr-(l-Y)j,'-~,~~~ 
Y 
for all 0 ( y < i, F(y) is differentiable for all 0 < y < 1, 
f(y)=F’(y)= 1+ j2YFdrf j1 
Y 1-Y 
+z 
+ F(2Y) P(Y) F(l -Y) ---- 
2Y Y 1 -J’ 
for all 0 < y < f, and f(y) =f( 1 - y) for all 0 < y < 1. Since F(y) is 
differentiable and f(y) =f( 1 - y) for all 0 ( y < 1, f(y) is differentiable for 
allO<y<l,too,and 
f,(y)=f(2Y) .fbJ) + fti) --- 
Y Y 1-Y 
for all 0 ( y < 4. Since for any constant c and for all 0 < y < 4, cy( 1 - y) is 
a solution for the differential equation 
f,(y) = fc?Y) f(Y) + f(Y) --- ~ 
Y Y 1-Y 
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for all 0 < y < f, f( y) = cy( 1 - y) for all 0 < y < i and for some constant c. 
Since j(y) =f( 1 - y) for all 0 < y < 1 and J”Af(y) dy = 1, c = 6 and f(y) = 
6~( 1 - JJ) IC,,,,(y). Therefore, Y, has the beta distribution Be(2, 2). 
Remarks. (I) Professor Pyke has pointed out that Y, satisfies the 
following identity: Y, = (1 - U/2) Y, + (U/2) V, where Y, , U, V are 
independent, U is a uniform random variable over (0, l), and V is a 
Bernoulli random variable with p = 4. Based on this identity and Theorem 1, 
any Be(2,2) random variable has the following curious representation, 
where Z is a Be(2, 2) random variable, { Uj}j, i is a sequence of i.i.d. uniform 
random variables over (0, 1), { Vk}k), is a sequence of i.i.d. Bernoulli 
random variables with p = 4, and { Ujlja,, { VkJka 1 are independent. 
(II) As pointed out by the referee, the characteristic function @ of Y, 
satisfies the differential equation 
t@“(t) - f@‘(t) + +(ef’* + 1) @‘(t/2) + j(er’* - 2) @(t/2) = 0. 
The confluent hypergeometric function 
(2) 
co 6 
1FlG 434 = ,To (3 +j)(2 +j) (ty = j: 6efxx( 1 - x) dx 
is a solution of the differential equation (2). By the uniqueness theorem 
(Theorem 6.2.2 of [l]), Y, has the Be(2,2) distribution. 
The rest of this section is devoted to studying the distribution of Yo, 
THEOREM 2. Let Y,, be the random variable defined in the Introduction 
and let ,K,, = 1 and pu, = E(Yz)f or all positive integers k. Then 
for all k = 1, 2,...; in particular, ,u, = l/2, p2 = 9122, and ,uu, = 8122. 
Proof: Let m(t) = E(efYo) be the moment generating function of Y,; then 
,uk = E(Y,k) = mtk)(0) for all k = 1, 2,..., since Y, is bounded. Now m(t) = 
1:” m(tx) dx + sA’* e”’ -“‘m(tx) dx. Hence 
mCkJ(0) = m(‘O(0)jl’* xk dx + 2 m”‘(0)( J ) j”* x’(l - ~)~-j dx 
0 j=O 0 
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for all k = 1, 2,...; here m(o)(O) = 1. Therefore 
for all k = 1, 2,..., since pk = nzCk)(0) for all k = 0, l,.... 
Remark. Although the recursion formula for the moments of Y. is quite 
similar to that for Y,, we cannot associate this recursion formula with a 
known distribution as we could for Y, in Theorem 1. 
THEOREM 3. Let Y, be the random variable defined in the Introduction 
and let G be the distribution function of Y,. Then G is strictly concave on 
[0, f] and strictly convex on [$, I]. 
ProoJ It is easy to see that G is continuous and symmetric about i; i.e., 
G(t) = 1 - G(l - t) for all -co < t < co. Hence it suffices to show that G is 
strictly concave on [O,;]. For O<t<i, G(t)=P(Y,<t)= 
s; P(Y, < t 1 X, = x) dx = t + t J:, (G(r)/z’) dz since the conditional 
distribution of Y,/X, given X, =x is the same as the unconditional 
distribution of Y, if 0 <x < $. To show that G is strictly concave on (0, $1, 
it suffices to show that G(s) + G(t) < 2G((s t t)/2) for all 0 <s < t < f. 
Since for O<s<t&, G(s) = s + s J‘;, (G(z)/z*) dz, G(f) = 
t t t ii, (G(z)/z*) dz, and 
2G (y ) = (s + t) + (s + t) I,‘, t 7 dz, 
2G 
since G is strictly increasing on [0, 11. Therefore, G is strictly concave on 
]O, 51 and strictly convex on [i, 11. 
For each positive integer n, Iet B, = (0, 1 } U {rj r = xi”:: aj2-‘; here 
aj:,00r1forallj=1,2 ,..., n-l},B=U~~,B,,andB’=[O,l]-B. 
THEOREM 4. For each positive integer n, G(“)(t) exists for all 
t E [0, 1 ] - B,. Therefore, G is infinitely differentiable on B’. 
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ProoJ Since G is symmetric about f, it is sufticient to show that G”“(t) 
exists for all n = 1, 2,..., and for all t E [0, $1 -B,. Since G is continuous 
and G(t) = t + t l:, (G(z)/z*) dz f or all 0 < t < 4, G’(t) exists for all 
t E (a, $1 and any constant a > 0. Moreover, G’(t) = G(t)/t - G(2t)/2t and 
G’(t) is continuous for all 0 < t < $. Since G is symmetric about 4 and G’ is 
continuous on (O,+], G’(t) is continuous and G’(t) = G’( 1 - t) for all 
0 < t < 1. Since G’(t) = G(t)/t - G(2t)/2t for all 0 < t < i and G’(t) = 
G’(l -t) for all 0 < t < 1, G”(t) exists for all t E [0, l] - Bz and G”(f) = 
-G’(2t)/t for all t E [0, f] -B,. Now by mathematical induction, we can 
show that Gcn)(t) exists for all n > 1 and all t E [0, 1) -B,. Therefore G is 
infinitely differentiable on B’. 
Let g(t) = G’(t) Ice,,,(t) be the probability density function of Y,. Then we 
have the following theorems concerning the function g. 
THEOREM 5. Let g be as defined above: then g has the following 
properties: 
(i) g is continuous on (0, 1) and symmetric about f; i.e., 
g(t)=g(l-t)foraZl-aI<t<cD. 
(ii) 1 im,,,, g(t) = lim,,, _ g(t) = 03. 
(iii) g is strictly decreasing on (0, f 1, strictly increasing on [$, l), and 
g(4) = 0. 
(iv) g’(t) < 0 for all t E (0, f) - {a}, g’(t) > 0 for all t E (f, 1) - {t }, 
and g’($) = g’(a) = 0. 
(VI lim,,,+g’(t) = lim,,,,,,,-g’(t) = ---co and lim,,,,,,,+g’(t) = 
lim,, _ g’(t) = a3. 
Proof: Property (i) is obvious. 
To show (ii), it suffkes to show that lim,,,, g(t) = co since g is symmetric 
about f. Since 
G(t) GW g(t) = G’(t) = t - 2t = 1 
4t G(z) d > G(2t) 
zz, dt 
2t z 
for all 0 < t < $, 
since G(z) > z for all 0 < z < $. Therefore, lim,,,, g(t) = lim,,, -g(t) = co. 
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To show (iii), it suffices to show that g is strictly decreasing on (0, f ] and 
g(4) = 0 since g is symmetric about i. Since g(t) = G’(t) Ito,,, and 
I 
1 g(z) 
- dz < +j2, g(z) dz < ; 
21 z 
for all 0 < t < ;, g(t) = J’ir (g(z)/z) dz for all 0 < t < 4. Since g is symmetric 
about 5 and lim,,,-g(t)= co, g(t) > 0 for all t E (0, 1)- {i}. Hence 
g(t) = [i, (g(z)/z) dz is strictly decreasing on (0, f] and g(f) = 
lim,,,,,,,-g(t) = lim,,,,,,,+g(t) ,< lim,,,,,,,_ 211 - G(2t)j = 0 since G is 
continuous on [0, 11, G(1) = 1, and g is continuous on (0, 1). 
To show (iv), it suffices to show that g’(r) < 0 for all t E (0, 4) - {f } and 
g’(i) = 0 since g’(t) = -g’(l - t) for all t E (0,;). Since g’(t) = -g(2t)/t for 
all t E (0, 4) and g(t) > 0 for all t E (0, 1) - {j}, g’(t) < 0 for all 
t E (0, f) - {b}. Moreover, g’(a) = -4g(i) = 0 since g(f) = 0. 
To show (v), it suffices to show that lim,,,, g’(t) = lim,,C,,z,-g’(t) = 
- co since g’(t) = -g’(l - t) for all t E (0, 4). Since g’(t) = -g(2f)/t 
for all t E (0, 1) and lim,,,, g(t) = lim,,,- g(t) = co, lim,,,, g’(t) = 
lim,+,,,,,-g(t) = -a. 
THEOREM 6. There exist two constants c and d ({ < c < d < d < i) such 
that 
(i) g is strictly convex on the intervals (0, a), (c, d), (1 - d, 1 - c), 
and (a, 1). 
(ii) g is strictly concave on the intervals (a, c), (d, t), (4, 1 - d), and 
(1 -c, 1). 
Proof: For 0 < t < 4, g’(t) = -g(2t)/t. 
ForO<t<$, g”(t) = ( g(2t) + g(4t)}/t2 > 0. (4) 
Hence g is strictly convex on the intervals (0, b) and (i, 1) since g is 
symmetric about i. 
Fora<t<& g”(t) = { g(2t) - 2tg’(2t)}/t2 
= g(2t) - 
I 
-&g[2(1 - 2t)] 
li 
tZ. (5) 
For $ < t < f, g[2(1 - 2t)] 2 g(2t) > 0 and 2t/(l - 2t) > 1 since g is strictly 
increasing on the interval (4, 1). Hence g”(t) < 0 for all f < t < ;. Since 
g(i)=O, g”(i)=?${g(i)-3g(f)}=yg(i)>O. Let c=sup{t/3<t<i 
and g”(s) < 0 for all f < s < t} and d = sup{t ( i < t < 1 and g”(s) > 0 for all 
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i < s ( t}. Now we will show that d < f. If not, then g”(t) > 0 for all 
i < t ( i and g’ is strictly increasing on the interval (i, $). By Theorem 4, 
lim,(,,,,-g’(t) = -co and we get a contradiction. Hence d < f. Since g” is 
continuous on the interval (a, $), g”(j) < 0, and g”(i) > 0, 3 < c < 1 < d < 4 
and g”(c) = g”(d) = 0. Therefore, g is strictly concave on the intervals (j, c) 
and (1 - c, a) since g”(t) < 0 for all a < c < c and g(t) = g(l - t) for all 
0 < t < 1. Now we show that g”(t) > 0 for all c < t < d and g”(t) < 0 for all 
d < t < f. Since i < d < 4, $ < 2t < 1 for all d < t < 4. Since g”(t) = { g(2t) - 
2tg’(2t)}/t2 for all a < t < f, g”(t) < 0, if and only if g(2t) < 2tg’(2t). Since g 
is positive and strictly increasing on the interval (a, 1), g”(d) = 0, and g is 
strictly convex on the interval (!, I), g(2t) < 2tg’(2t) for all d < t < f. Since 
g is positive and strictly increasing on the interval (4, a), g”(c) = 0, and g is 
strictly concave on the interval (i, a), g(2t) > 2tg’(2t) for all c < t < a. Since 
g”(t) > 0 for all i < t < d, g”(t) > 0 for all c < t < d. Hence g”(t) > 0 for all 
c < t < d and g”(t) < 0 for all d < t < f. Therefore, g is strictly convex on 
the intervals (c, d) and (1 - d, 1 - c) and g is strictly concave on the 
intervals (d, 4) and (a, 1 -d). The proof of Theorem 5 now is complete. 
We were unable to find the exact density function or the exact distribution 
function of Y,, since for each positive integer n, G’“‘(t) does not exist for all 
t in B,. We also could not find a fairly accurate numerical approximation 
for the density function g or for the distribution function G. Since 
lim,,O+ g(t) = lim,,, - g(t) = co and lim,,,,, g(t) = g(i) = 0, one would like 
to see the behavior of the function g in the neighborhoods of 0, 1, and 4. The 
following theorem tells us the behavior of the function g in these 
neighborhoods. 
THEOREM 7. The probability density function g of Y,, has the following 
properties : 
(i) lim ,+O+ g(t) tn = lim 1+, _ g(t)( 1 - t)* = c for some positive constant 
C, 
(ii) lim I+,,2 g(t)1 1 - 2t In-’ = d for some positive constant d; 
here a is a constant in (4, 1) and a = (f)n. 
Proof. To prove (i), it suffices to show that limlMO+ g(t) ta = c for some 
positive constant c and a is a constant in (j, 1) such that a = (j)= since g is 
symmetric about f. Since tg’(t) + g(2t) = 0 for all t in (0, f) and g(t) = ct-” 
is a solution for the differential equation tg’(t) + g(2t) = 0 in the 
neighborhood of 0 (except at 0), g(t) t” -+ c as t + 0 + ; here a is a constant in 
(4, 1) and a = ($)=. 
To prove (ii), we write tg’(t) = -g(2t) for all t in (0, 41. Hence 
I:” tg’(t) dt = I:” -g(2t) dt and tg(t) - I:/* g(2z) dz as t + (f)- since 
g(f) = 0. Therefore, tg(t) -I:‘* c(1 - 2~)~~ dx as t -+ ($)- and lim,,,,,,,- 
683/14/2-l 
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g(t)(l - 2t)‘-” = d for some positive constant d. Since g is symmetric about 
f, lim,,,,, g(t)1 1 - 2tl’-” = d for some positive constant d. 
Remark. As pointed out by the referee, the characteristic function y(t) of 
Y,, satisfies the differential equation 
W”(t) + (2 - t) y’(t) - v(t) - +- (et/’ - 2) w (+) 
- + (e”* + 1) I@ (+) = 0. (6) 
This differential equation is quite similar to the differential equation (2) 
above. However, we are not able to solve it. 
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