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ABSTRACT.We construct relative PEL type embeddings in mixed characteristic (0, 2)
between hermitian orthogonal Shimura varieties of PEL type. We use this to prove the
existence of integral canonical models in unramified mixed characteristic (0, 2) of hermitian
orthogonal Shimura varieties of PEL type.
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1. Introduction
This paper is a sequel to [19] and thus its main goal is to prove the existence of
integral canonical models in unramified mixed characteristic (0, 2) of hermitian orthogonal
Shimura varieties of PEL type. We begin with a review on Shimura varieties of Hodge in
the form needed in the paper. Let S := ResC/RGm,C be the unique two dimensional torus
over R with the property that S(R) is the (multiplicative) group Gm,C(C) of non-zero
complex numbers. A Shimura pair (G,X ) consists of a reductive group G over Q and a
G(R)-conjugacy class X of homomorphisms S → GR that satisfy Deligne’s axioms of [4,
Subsubsect. 2.1.1]: (i) the Hodge Q–structure on the Lie algebra Lie(G) of G defined by
each element h ∈ X is of type {(−1, 1), (0, 0), (1,−1)}, (ii) no simple factor of the adjoint
group Gad of G becomes compact over R, and (iii) (Ad ◦ h)(R)(i) is a Cartan involution
of Lie(GadR ) in the sense of [8, Ch. III, Sect. 7]. Here Ad : GR → GLLie(Gad
R
) is the adjoint
representation. The axioms imply that X has a natural structure of a hermitian symmetric
domain, cf. [4, Cor. 1.1.17].
The most studied Shimura pairs are of the form (GSp(W,ψ),S), where (W,ψ) is a
symplectic space overQ and where S is the set of allR-monomorphisms S →֒ GSp(W,ψ)R
that define Hodge Q–structures on W of type {(−1, 0), (0,−1)} and that have either 2πiψ
or −2πiψ as polarizations. We assume that the Shimura pair (G,X ) is of Hodge type which
means that there exists an injective map
f : (G,X ) →֒ (GSp(W,ψ),S)
of Shimura pairs (see [3], [4], [10, Ch. 1], [11], and [17, Subsect. 2.4]). To (G,X ) one
associates a complex Shimura variety Sh(G,X )C (see [3] and [4]), a number field E(G,X )
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called the reflex field (see [3], [4], and [10]), as well as a canonical model Sh(G,X ) of the
complex Shimura variety Sh(G,X )C over E(G,X ) (see [14] and [3]).
Let Z(2) be the localization of Z at the prime ideal (2). Let L be a Z-lattice of W
such that ψ induces a perfect form ψ : L ⊗Z L → Z i.e., the induced monomorphism
L →֒ L∨ := Hom(L,Z) is onto. Let L(2) := L⊗Z Z(2). Let GZ(2) be the schematic closure
of G in the reductive group scheme GSp(L(2), ψ) over Z(2). Let K2 := GSp(L(2), ψ)(Z2)
and H2 := G(Q2) ∩K2 = GZ(2)(Z2). Let
B := {b ∈ End(L(2))|b is fixed by GZ(2)}.
Let G1 be the subgroup of GSp(W,ψ) that fixes all elements of B[
1
2
].
Let I be the involution of the semisimple Z(2)-algebra End(L(2)) defined by the
identity ψ(b(l1), l2) = ψ(l1, I(b)(l2)), where b ∈ End(L(2)) and l1, l2 ∈ L(2). As
B = B[ 1
2
] ∩ End(L(2)), we have I(B) = B. As the elements of X fix B ⊗Z(2) R, the
involution I of B is positive (in the sense of [9, Sect. 2]).
Let F be an algebraic closure of the field F2 with two elements. Let W (F) be the
ring of 2-typical Witt vectors with coefficients in F. Let Af := Ẑ ⊗Z Q be the ring of
finite ade`les. Let A
(2)
f be the ring of finite ade`les with the 2-component omitted; we have
Af = Q2 ×A
(2)
f . Let v be a prime of E(G,X ) that divides 2. Let O(v) be the localization
of the ring of integers of E(G,X ) at the prime v.
1.1. Shimura pairs of PEL type. In all that follows we will assume that the following
four properties (axioms) hold:
(i) the W (F)-algebra B ⊗Z(2) W (F) is a product of matrix W (F)-algebras;
(ii) the Q–algebra B[ 12 ] is Q–simple;
(iii) the group G is the identity component of G1;
(iv) the flat, affine group scheme GZ(2) over Z(2) is reductive (i.e., it is smooth and
its special fibre is connected and has a trivial unipotent radical).
Property (ii) is not truly required: it is inserted only to ease the presentation. One
can check that in fact (iv) implies (i). Property (iv) also implies that H2 is a hyperspecial
subgroup of G(Q2) = GQ2(Q2) (cf. [16, Subsubsect. 3.8.1]) and that the prime v is
unramified over 2 (cf. [11, Cor. 4.7 (a)]). Let Gder be the derived group of G. In order
to avoid trivial cases we will assume that G is not a torus (equivalently, that Gder is non-
trivial). Due to properties (ii) and (iii) and this assumption, there exist three possible
cases (see [9, Sect. 7]):
(A) the group GderC is a product of SLn groups with n ≥ 2 and, in the case n = 2,
the center of G has dimension at least 2;
(C) the group GderC is a product of Sp2n groups with n ≥ 1 and, in the case n = 1,
the center of G has dimension 1;
(D) the group GderC is a product of SO2n groups with n ≥ 2.
2
We have G 6= G1 if and only if we are in the case (D) i.e., if and only if G
der is
not simply connected (cf. [9, Sect. 7]). We recall that PEL stands for polarization,
endomorphisms, and level structures and that the first two of these notions refer to the
fact that the axiom (iii) holds. In the case (D), one often says that Sh(G,X ) is a hermitian
orthogonal Shimura variety of PEL type (cf. the description of the intersection group
GR ∩ Sp(W ⊗Q R, ψ) in [14, Subsects. 2.6 and 2.7]). We are in the case (D) if and only
if B ⊗Z(2) R is a product of matrix algebras over the quaternion R-algebra H (see [14,
Subsect. 2.1, (type III)]).
In cases (A) and (C), GZ(2) is the subgroup scheme of GSp(L(2), ψ) that fixes B. But
in the case (D) one encounters the following problem: the subgroup scheme ofGSp(L(2), ψ)
that fixes B is not smooth and its identity component is not GZ(2) (see [19, Subsubsect.
3.5.1 and Remark 3.5.5]). In all that follows we will also assume that:
(v) we are in the case (D).
We refer to each quadruple (f, L, v,B) that satisfies properties (i) to (v) as a hermitian
orthogonal standard PEL situation in mixed characteristic (0, 2).
LetM be the Z(2)-scheme which parameterizes isomorphism classes of principally po-
larized abelian schemes that are of relative dimension
dimQ(W )
2 over Z(2)-schemes and
that are equipped with compatible level-l symplectic similitude structures for all odd
numbers l ∈ N, cf. [12, Thms. 7.9 and 7.10]. We have a natural identification
Sh(GSp(W,ψ),S)E(G,X )/K2 = ME(G,X ) as well as an action of GSp(W,ψ)(A
(2)
f ) on
M. These symplectic similitude structures and this action are defined naturally via (L, ψ)
(see [3, Example 4.16], [11, Sect. 3], and [17, Subsect. 4.1]).
It is well known that we have an identity Sh(G,X )C/H2 = GZ(2)(Z(2))\[X ×G(A
(2)
f )]
and that to the injective map f one associates a natural E(G,X )-morphism
Sh(G,X )/H2 → Sh(GSp(W,ψ),S)E(G,X )/K2 =ME(G,X )
which is a closed embedding (for instance, see [19, Subsect. 1.3]). Let N be the schematic
closure of Sh(G,X )/H2 in MO(v) . Let N
n be the normalization of N .
Our goal is to prove the following two theorems.
1.2. Basic Theorem. Let (f, L, v,B) be a hermitian orthogonal standard PEL situation in
mixed characteristic (0, 2). Then there exists an embedding f˜ : (G,X )→ (GSp(W˜ , ψ˜), S˜)
of Shimura pairs and a Z-lattice L˜ of W˜ such that f˜ factors through an injective map
f˜ ′ : (G′,X ′) →֒ (GSp(W˜ , ψ˜), S˜) in such a way that by defining L˜(2) := L˜ ⊗Z Z(2) the
following three properties hold:
(i) the schematic closure of G in GLL˜(2) is GZ(2) and the schematic closure G
′
Z(2)
of
G′ in GLL˜(2) is a reductive group scheme over Z(2) whose extension (pull-back) to Z2 is a
split GSO2nq group scheme for some q ∈ N;
(ii) if B˜ := {b ∈ End(L˜(2))|b is fixed by GZ(2)}, v
′ is the prime of E(G′,X ′)
divided by v (under the natural embedding E(G′,X ′) →֒ E(G,X )), and B˜′ := {b ∈
3
End(L˜(2))|b is fixed by G
′
Z(2)
}, then both quadruples (f˜ , L˜, v, B˜) and (f˜ ′, L˜, v′, B˜′) are her-
mitian orthogonal standard PEL situations in mixed characteristic (0, 2);
(iii) the identity component of the subgroup scheme of G′Z(2) that fixes B˜ is GZ(2) .
We refer to the quadruple (f˜ , f˜ ′, L˜, v) as a hermitian orthogonal relative PEL situation
(it is similar to –though different from– the relative PEL situations of [17, Subsubsect.
4.3.16 and Sect. 6]). Property (iii) is the key new ingredient that will allow us to go
around the problem mentioned in Subsection 1.1 (i.e., to prove that the O(v)-scheme N
n
is regular and formally smooth) as follows. If GZ2 is a split GSO2n group scheme, then
the O(v)-scheme N is regular and formally smooth and thus we have N = N
n (cf. [19,
Thm. 1.4 (b)]). By combining this result with the Basic Theorem we prove that:
1.3. Main Theorem. Let (f, L, v,B) be a hermitian orthogonal standard PEL situation
in mixed characteristic (0, 2). Then the O(v)-scheme N
n (obtained as in Subsection 1.1)
is regular and formally smooth.
The locally compact, totally disconnected topological group G(A
(2)
f ) acts on N
n con-
tinuously in the sense of [4, Subsubsect. 2.7.1]. Thus N n is an integral canonical model of
Sh(G,X )/H2 over O(v) in the sense of [17, Def. 3.2.3 6)], cf. [17, Example 3.2.9 and Cor.
3.4.4]. Due to [20, Cor. 30], N n is the unique integral canonical model of Sh(G,X )/H2
over O(v) and thus as in [17, Rmks. 3.2.4 and 3.2.7 4’)] one argues that N
n is the final
object of the category of smooth integral models of Sh(G,X )/H2 over O(v); here the word
smooth is used as in [10, Def. 2.2].
In Section 2 we present tools that pertain to group schemes and that are needed to
prove the Basic Theorem in Section 3. In Section 4 we recall few basic crystalline properties
from [19]. In Section 5 we prove the Main Theorem.
2. Group schemes
Let n ∈ N. Let SpecS be an affine scheme. We recall that a reductive group scheme
R over S is a smooth, affine group scheme over S whose fibres are connected and have
trivial unipotent radicals. Let Rad and Rder be the adjoint and the derived (respectively)
group schemes of R, cf. [6, Vol. III, Exp. XXII, Def. 4.3.6 and Thm. 6.2.1]. Let
Lie(U) be the Lie algebra of a smooth, closed subgroup scheme U of R. For an affine
morphism SpecS1 → SpecS and for Z (or ZS or Z∗) an S-scheme, let ZS1 (or ZS1 or
Z∗,S1) be Z ×Spec S SpecS1. If S˜ →֒ S is a finite, e´tale Z-monomorphism, let ResS/S˜ be
the operation of Weil restriction from S to S˜ (see [1, Ch. 7, Sect. 7.6]). Thus ResS/S˜R
is a reductive group scheme over S˜ such that for each S˜-scheme Y we have a functorial
group identification ResS/S˜R(Y ) = R(Y ×Spec S˜ SpecS).
If M is a free S-module of finite rank, let M∨ := HomS(M,S), let GLM be
the reductive group scheme over S of linear automorphisms of M , and let T (M) :=
⊕s,t∈N∪{0}M
⊗s ⊗S M∨⊗t. Each S-linear isomorphism ι : M→˜M˜ of free S-modules
of finite rank, extends naturally to an S-linear isomorphism (to be denoted also by)
ι : T (M)→˜T (M˜) and therefore we will speak about ι taking some tensor of T (M) to
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some tensor of T (M˜). We identify EndS(M) = M ⊗S M
∨. A bilinear form λM on a free
S-module M of finite rank is called perfect if it induces an S-linear isomorphism M→˜M∨.
If λM is perfect and alternating, we call the pair (M,λM ) a symplectic space over S and we
define Sp(M,λM ) := GSp(M,λM )
der. We often use the same notation for two elements
of some modules (like involutions, endomorphisms, bilinear forms, etc.) that are obtained
one from another via extensions of scalars and restrictions. If E (or E∗) is a number field,
let E(2) (or E∗,(2)) be the normalization of Z(2) in E (or E∗).
The reductive group schemes Sp2n,S, GLn,S , etc., are over S. The Lie groups U(n),
Sp(n,R), SL(n,C), SO∗(2n), etc., are as in [8, Ch. X, Sect. 2, 1] (but using boldfaced
capital letters). Let SO+2n,S, GSO
+
2n,S, and O
+
2n,S be the split SO2n, GSO2n, and O2n
(respectively) reductive group schemes over S. We recall that GSO+2n,S is the quotient of
SO+2n,S ×S Gm,S by a µ2,S subgroup scheme that is embedded diagonally.
In Subsection 2.1 we review some general facts on SO+2n,Z(2) . In Subsection 2.2 we
study hermitian twists of split SO group schemes and the Lie groups associated to them.
2.1. Split SO2n group schemes. We consider the quadratic form
Qn(x) := x1x2 + · · ·+ x2n−1x2n defined for x = (x1, . . . , x2n) ∈ Ln := Z
2n
(2).
For α ∈ Z(2) and x ∈ Ln we have Qn(αx) = α
2Qn(x). Let D˜n be the subgroup scheme of
GLLn that fixes Qn. Let Dn be the schematic closure of the identity component of D˜n,Q
in D˜n. We recall from [19, Subsect. 3.1] that Dn and D˜n are isomorphic to SO
+
2n,Z(2)
and
O+2n,Z(2) (respectively). Thus D1 is isomorphic toGm,Z(2) , D2 is isomorphic to the quotient
of a product of two copies of SL2,Z(2) by a µ2,Z(2) subgroup scheme that is embedded
diagonally, and for n ≥ 2 the group scheme Dn is semisimple. Moreover we have a non-
trivial, split short exact sequence 1→ Dn → D˜n → (Z/2Z)Z(2) → 1 and Dn is the identity
component of D˜n. Let
ρn : Dn →֒ GLLn
be the natural rank 2n faithful representation. We also recall from [19, Subsect. 3.1] that
ρn is associated to the weight ̟1 if n ≥ 4 and to the weight ̟2 of the A3 Lie type if
n = 3 (see [2, plates I and IV] for these weights); moreover ρ2 is the tensor product of
the standard rank 2 representations of the mentioned two copies of SL2,Z(2) . Thus the
representation ρn is isomorphic to its dual and, up to a Gm(Z(2))-multiple, there exists a
unique perfect, symmetric bilinear form Bn on Ln fixed by Dn (the case n = 1 is trivial).
In fact we can take Bn such that we have Bn(u, x) := Qn(u + x) − Qn(u) − Qn(x) for
all u, x ∈ Ln. Let J(2n) be the matrix representation of Bn with respect to the standard
Z(2)-basis for Ln; it has n diagonal blocks that are
(
0 1
1 0
)
.
Let q ∈ N. Let
dn,q : D
q
n →֒ Dnq
be a Z(2)-monomorphism such that the faithful representation ρnq ◦ dn,q : D
q
n →֒ GLLnq is
isomorphic to a direct sum of q copies of the representation ρn; it is easy to see that dn,q
is unique up to D˜nq(Z(2))-conjugation.
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2.1.1. Lemma. Let r ∈ N be a divisor of q. Let ∆n,r,q : D
r
n →֒ D
q
n be the diagonal
embedding. The composite monomorphism ρnq ◦dn,q ◦∆n,r,q : Drn →֒ D
q
n →֒ Dnq →֒ GLLnq
is a closed embedding that allows us to view Drn as a closed subgroup scheme of GLLnq .
Let Bn,r,q be the semisimple Z(2)-subalgebra of End(Lnq) formed by endomorphisms of Lnq
fixed by Drn. Then D
r
n is the identity component of the centralizer of Bn,r,q in Dnq.
Proof: The centralizer Cn,r,q of Bn,r,q in GLLnq is a GL
r
2n,Z(2)
group scheme. As Cn,r,q ∩
Dqn = D
r
n, to prove the Lemma we can assume that r = q. We identify (Lnq,Bnq) =
⊕qi=1(Ln,Bn) in such a way that the identity Lnq = ⊕
q
i=1Ln defines dn,q. Then Cn,q,q =∏n
i=1GLLn and Cn,q,q ∩ D˜nq =
∏q
i=1 D˜n = D˜
q
n. Thus the identity component of the
centralizer of Bn,q,q in Dnq is the identity component of D˜qn and therefore it is D
q
n. 
2.2. Twists of Dn. In this subsection we list few properties of different twists of Dn and
of the Lie groups associated to them.
2.2.1. On SO∗(2n). Let SO∗(2n) be the Lie group over R formed by elements of
SL(2n,C) that fix the quadratic form z21 + · · · + z
2
2n as well as the skew hermitian form
−z1z¯n+1 + zn+1z¯1 − · · · − znz¯2n + z2nz¯n. It is connected (cf. [8, Ch. X, Sect. 2, 2.4]) and
it is associated to a reductive (semisimple if n ≥ 2) group over R that is a form of Dn,R.
For s ∈ {1, . . . , q}, let (z
(s)
1 , . . . , z
(s)
2n ) be variables that define an s-copy of SO
∗(2n).
The transformation that takes the 2nq-tuple (z
(1)
1 , . . . , z
(1)
2n , . . . , z
(q)
1 , . . . , z
(q)
2n ) to the 2nq-
tuple (z
(1)
1 , . . . , z
(1)
n , . . . , z
(q)
1 , . . . , z
(q)
n , z
(1)
n+1, . . . , z
(1)
2n , . . . , z
(q)
n+1, . . . , z
(q)
2n ), gives birth to the
standard monomorphism of Lie groups
en,q : SO
∗(2n)q →֒ SO∗(2nq).
By composing the diagonal embedding SO∗(2n) →֒ SO∗(2n)q with en,q we get a monomor-
phism:
sn,q : SO
∗(2n) →֒ SO∗(2nq).
2.2.2. Lemma. The following three properties hold:
(a) we have sn,q ◦ s1,n = s1,nq;
(b) the Lie group SO∗(2) is a compact Lie torus of rank 1;
(c) the centralizer C1,n of the image of s1,n in SO
∗(2n) is a maximal compact Lie
subgroup of SO∗(2n) isomorphic to U(n).
Proof: Part (a) is obvious. It is easy to see that SO∗(2) is the Lie subgroup of SL(2,C)
whose elements take (z1, z2) to (cos(θ)z1+ sin(θ)z2,− sin(θ)z1+cos(θ)z2) for some θ ∈ R.
From this (b) follows.
We check (c). Let un : U(n) →֒ SO
∗(2n) be the Lie monomorphism that takes
X + iY ∈ U(n) 6 GL(n,C) to
(
X Y
−Y X
)
∈ SO∗(2n) 6 GL(2n,C), where both X and Y
are real n× n matrices (see [8, Ch. X, Sect. 2, 3, Type D III]). The image through un of
the center of U(n) is Im(s1,n). Thus we have Im(un) 6 C1,n. But the centralizer of the
image of the complexification of s1,n in the complexification of SO
∗(2n) is a GL(n,C) Lie
group, cf. the very definition of s1,n. Thus C1,n is a form of GL(n,R). By reasons of
6
dimensions we get that C1,n = Im(un)→˜U(n). The fact that C1,n is a maximal compact
Lie subgroup of SO∗(2n) follows from [8, Ch. X, Sect. 6, Table V]. Thus (c) holds. 
2.2.3. Hermitian twists. Let SpecS2 → SpecS1 be an e´tale cover of degree 2 between
regular schemes that are flat over Z(2) and with S1 integral. There exists a unique S1-
automorphism τ ∈ AutS1(S2) of order 2. Let M1 := S
2n
1 and M2 := S
2n
2 =M1⊗S1 S2. We
view also Qn(x) as a quadratic form defined for x = (x1, . . . , x2n) ∈M2. Let
H∗n(x) := x1τ(x1)− x2τ(x2) + · · ·+ x2n−1τ(x2n−1)− x2nτ(x2n);
it is a skew hermitian form with respect to τ on M2 = S
2n
2 . Let Dn,τ be the subgroup
scheme of ResS2/S1Dn,S2 that fixes H
∗
n.
2.2.4. Lemma. We have the following four properties:
(a) the group scheme Dn,τ over S1 is reductive, splits over S2, and for n ≥ 2 it is
semisimple;
(b) if S2 = S1 ⊕ S1 as S1-algebras, then Dn,τ is isomorphic to Dn,S1 and thus it is
split;
(c) if S1 →֒ S2 is R →֒ C (thus τ is the complex conjugation), then Dn,τ (R) is
isomorphic to SO∗(2n);
(d) there exist S1-monomorphisms Dn,τ →֒ Sp8n,S1 such that the resulting rank 8n
representation of Dn,τ,S2 is isomorphic to four copies of the representation ρn,S2.
Proof: To prove (a) and (b) we can assume that S2 = S1⊕S1 as S1-algebras; thus τ is the
permutation of the two factors S1 of S2. For j ∈ {1, . . . , 2n} we write
xj = (uj, (−1)
j+1vj) ∈ S2 = S1 ⊕ S1
with uj , vj ∈ S1. Thus we have identities Qn(x) = (u1u2 + · · · + u2n−1u2n, v1v2 + · · · +
v2n−1v2n) and H
∗
n(x) = (
∑2n
j=1 ujvj ,
∑2n
j=1 ujvj). Let
(g1, g2) ∈ ResS2/S1Dn,S2(S1) = Dn(S1)×Dn(S1) 6 GLM1(S1)×GLM1(S1)
be such that it fixes
∑2n
j=1 ujvj ; here g1 and g2 act on anM1 copy that involves the variables
(u1, . . . , u2n) and (v1, . . . , v2n) (respectively). We get that at the level of 2n× 2n matrices
we have g2 = (g
t
1)
−1 = J(2n)g1J(2n). Thus the S1-monomorphism Dn,τ →֒ ResS2/S1Dn,S2
is isomorphic to the diagonal S1-monomorphism Dn,S1 →֒ Dn,S1 ×S1 Dn,S1 and therefore
Dn,τ is isomorphic to Dn,S1 . From this (a) and (b) follow.
We check (c). Let i ∈ C be the standard square root of −1 and let w¯ := τ(w),
where w ∈ C. Under the transformation x2j−1 := zj + izn+j and x2j := zj − izn+j (with
j ∈ {1, . . . , n}), we have
Qn(x) = z
2
1 + z
2
2 + · · ·+ z
2
2n and H
∗
n(x) = 2i(−z1z¯n+1 + zn+1z¯1 − · · · − znz¯2n + z2nz¯n).
From the very definition of SO∗(2n) we get that (c) holds.
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For s ∈ N we have standard closed embedding monomorphisms
GLsn,S2 →֒ Sp2sn,S2 and ResS2/S1Sp2sn,S2 →֒ Sp4sn,S1 .
Therefore ResS2/S1Dn,S2 is (via ResS2/S1ρn,S2) naturally a closed subgroup scheme of
ResS2/S1GL2n,S2 and therefore also of ResS2/S1Sp4n,S2 and of Sp8n,S1 . Thus (d) holds.
2.2.5. The case of number fields. Let F0 be a totally imaginary quadratic extension
of Q in which 2 splits. Let S1 := Z(2) and S2 := F0,(2); thus τ is the non-trivial Z(2)-
automorphism of F0,(2) and the reductive group scheme Dn,τ is a form of Dn. As 2 splits
in F0 and as Dn,τ splits over F0,(2) (cf. Lemma 2.2.4 (b)), Dn,τ splits over Z2. Let F1 be
a totally real, finite Galois extension of Q unramified above 2 and of degree q ∈ N. Let
F2 := F1 ⊗Q F0; it is a totally imaginary, Galois extension of Q that has degree 2q and
that is unramified above 2. We view N1 := F
2n
1,(2) as a free Z(2)-module of rank 2nq and
N2 := F
2n
2,(2) = N1 ⊗Z(2) F0,(2) as a free F0,(2)-module of rank 2nq.
See Subsection 2.1 and Subsubsection 2.2.3 for Qn and H
∗
n (respectively). Let
Q
F1,(2)/Z(2)
n and H
∗F1,(2)/Z(2)
n be (the tensorizations with F1,(2) over Z(2) of) Qn and H
∗
n
(respectively) but viewed as a quadratic form in 2nq variables on N2 and as a skew hermi-
tian form with respect to τ in 2nq variables on N2 (respectively). If we fix an F0,(2)-linear
isomorphism c2 : N2→˜F
2nq
0,(2), then for w = (w1, . . . , w2nq) ∈ N2→˜F
2nq
0,(2) we have
Q
F1,(2)/Z(2)
n (w) = Qn(x) and H
∗F1,(2)/Z(2)
n (w) = H
∗
n(x),
where x = (x1, . . . , x2n) := w ∈ F 2n2,(2) = N2 is computed via the standard F2,(2)-basis for
F 2n2,(2). By taking c2 to be the natural tensorization over F0,(2) of a Z(2)-linear isomorphism
c1 : N1→˜Z
2nq
(2) , we can also view naturally Q
F1,(2)/Z(2)
n as a quadratic form in 2nq variables
on the Z(2)-module N1.
Let D
F1,(2)/Z(2)
nq,τ be the identity component of the subgroup scheme of ResF0,(2)/Z(2)GLN2
that fixes both Q
F1,(2)/Z(2)
n and H
∗F1,(2)/Z(2)
n ; it is a group scheme over Z(2).
2.2.6. Lemma. The following four properties hold:
(a) the group scheme (D
F1,(2)/Z(2)
nq,τ )F1,(2) is isomorphic to Dnq,τ,F1,(2);
(b) the group scheme D
F1,(2)/Z(2)
nq,τ is reductive for n ≥ 1 and semisimple for n ≥ 2;
(c) the group scheme D
F1,(2)/Z(2)
nq,τ splits over F0,(2) and thus also over Z2;
(d) if (L˜(2), ψ˜) is a symplectic space over Z(2) of rank 8nq, then there exist Z(2)-
monomorphisms of reductive group schemes
(1) ResF1,(2)/Z(2)Dn,τ,F1,(2) →֒ D
F1,(2)/Z(2)
nq,τ →֒ Sp(L˜(2), ψ˜)
which are closed embeddings and for which the following three things hold:
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(i) the Lie monomorphism ResF1,(2)/Z(2)Dn,τ,F1,(2)(R) →֒ D
F1,(2)/Z(2)
nq,τ (R) is isomorphic to
the Lie monomorphism en,q : SO
∗(2n)q →֒ SO∗(2nq) of Subsubsection 2.2.1;
(ii) the extension of ResF1,(2)/Z(2)Dn,τ,F1,(2) →֒ D
F1,(2)/Z(2)
nq,τ to F2,(2) is isomorphic to the
extension of the monomorphism dn,q : Dqn →֒ Dnq (of Subsection 2.1) to F2,(2);
(iii) the faithful representation (D
F1,(2)/Z(2)
nq,τ )F0,(2) →֒ GLL˜(2)⊗Z(2)F0,(2)
is isomorphic to four
copies of the representation ρnq,F0,(2).
Proof: As F1 and F2 are Galois extensions of Q unramified above 2, we have natural
identifications F1,(2) ⊗Z(2) F1,(2) = F
q
1,(2) and F2,(2) ⊗Z(2) F1,(2) = F
q
2,(2) of Z(2)-algebras.
Thus for
x = (x1, . . . , x2n) ∈ N2 ⊗Z(2) F1,(2) = (F2,(2) ⊗Z(2) F1,(2))
2n
we can speak about the transformation
x2j−ǫ = (w(2j−2)q+2−ǫ, w(2j−2)q+4−ǫ, . . . , w(2j−2)q+2q−ǫ) ∈ F2,(2) ⊗Z(2) F1,(2) = F
q
2,(2),
where j ∈ {1, . . . , n}, ǫ ∈ {0, 1}, and w := (w1, . . . , w2nq) ∈ F
2nq
2,(2). Thus by considering the
composite F1,(2)-linear isomorphism N2⊗Z(2)F1,(2) = F
2nq
0,(2)⊗Z(2)F1,(2)→˜F1,(2)⊗Z(2)F
2nq
0,(2) =
F 2nq2,(2) whose inverse is defined naturally by this transformation, we have the following
identities
Q
F1,(2)/Z(2)
n (w) =
nq∑
s=1
w2s−1w2s and H
∗F1,(2)/Z(2)
n (w) =
2nq∑
s=1
(−1)s+1ws(1F1,(2) ⊗ τ)(ws).
Thus we can redefine (D
F1,(2)/Z(2)
nq,τ )F1,(2) as the subgroup scheme of ResF2,(2)/F1,(2)Dnq,F2,(2)
that fixes H∗nq. From this (a) follows. Part (b) is implied by (a) and Lemma 2.2.4 (a).
To check (c), we first remark that we have an identification F2,(2) ⊗Z(2) F0,(2) =
F2,(2) ⊕ F2,(2) of Z(2)-algebras. Thus, similar to the proof of Lemma 2.2.4 (b) we
get that (D
F1,(2)/Z(2)
nq,τ )F0,(2) is isomorphic to the identity component of the subgroup
scheme of GLN2 = GLN1⊗Z(2)F0,(2) that fixes Q
F1,(2)/Z(2)
n but viewed as a quadratic
form in 2nq variables on the F0,(2)-module N2 = N1 ⊗Z(2) F0,(2). We choose an F0,(2)-
basis {y1, y2, , . . . , y2nq} for N2 = N1 ⊗Z(2) F0,(2) such that for ǫ ∈ {0, 1} the set
{y2−ǫ, y4−ǫ, . . . , y2nq−ǫ} is formed by elements of the 2−ǫ-th, . . ., 2q−ǫ-th F1,(2)⊗Z(2)F0,(2)
copy of N2 = N1⊗Z(2) F0,(2) = (F1,(2)⊗Z(2) F0,(2))
2n. If i1, i2 ∈ {1, . . . , 2nq} are congruent
modulo 2, then we have
B
F1,(2)/Z(2)
n (yi1 , yi2) := Q
F1,(2)/Z(2)
n (yi1 + yi2)−Q
F1,(2)/Z(2)
n (yi1)−Q
F1,(2)/Z(2)
n (yi2) = 0.
This implies the existence of an F0,(2)-basis {y
′
1, y2, . . . , y
′
2nq−1, y2nq} for N2 = N1 ⊗Z(2)
F0,(2) that has the following two properties:
(iv) the F0,(2)-spans of {y1, y3, . . . , y2q−1} and {y
′
1, y
′
3, . . . , y
′
2q−1} are equal;
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(v) the matrix representation of the bilinear form B
F1,(2)/Z(2)
n defined by Q
F1,(2)/Z(2)
n
with respect to the F0,(2)-basis {y
′
1, y2, . . . , y
′
2nq−1, y2nq} for N2 = N1⊗Z(2)F0,(2), is J(2nq).
From (v) we get that (D
F1,(2)/Z(2)
nq,τ )F0,(2) is isomorphic to Dnq,F0,(2) and thus it is a split
group scheme. Therefore (c) holds.
We have a canonical Z(2)-monomorphism ResF1,(2)/Z(2)Dn,τ,F1,(2) →֒ D
F1,(2)/Z(2)
nq,τ ; more
precisely, the group scheme ResF1,(2)/Z(2)Dn,τ,F1,(2) is the closed subgroup scheme of
D
F1,(2)/Z(2)
nq,τ whose group of Z(2)-valued points is the maximal subgroup of D
F1,(2)/Z(2)
nq,τ (Z(2))
which is formed by F2,(2)-linear automorphisms of N2 = F
2n
2,(2). We take D
F1,(2)/Z(2)
nq,τ →֒
Sp(L˜(2), ψ˜) to be the composite of the following five Z(2)-monomorphisms
D
F1,(2)/Z(2)
nq,τ →֒ ResF0,(2)/Z(2)(D
F1,(2)/Z(2)
nq,τ )F0,(2)
→˜ResF0,(2)/Z(2)Dnq,F0,(2) →֒ ResF0,(2)/Z(2)Sp4nq,F0,(2) →֒ Sp8nq,Z(2)→˜Sp(L˜(2), ψ˜)
(cf. (c) for the second one and proof of Lemma 2.2.4 (d) for the third and fourth ones).
Part (i) of (d) follows from the proof of (a): the variables z
(1)
1 , . . ., z
(q)
2n we used
to define the Lie monomorphism en,q are the variables w1, . . ., w2nq up to a nat-
ural permutation. The extension of ResF1,(2)/Z(2)Dn,τ,F1,(2) to F2,(2) is isomorphic to
ResF q
2,(2)
/F2,(2)Dn,τ,F2,(2)→˜D
q
n,τ,F2,(2)
and therefore also to Dqn,F2,(2) , cf. Lemma 2.2.4 (b).
Moreover, the extension of D
F1,(2)/Z(2)
nq,τ to F2,(2) is isomorphic to Dnq,F2,(2) (cf. (a) and (c)).
Thus part (ii) of (d) follows easily from constructions. Part (iii) of (d) follows from (c)
and Lemma 2.2.4 (d), cf. constructions. 
3. Proof of the Basic Theorem
In this section the following list of notations
(♯1) S, f : (G,X ) →֒ (GSp(W,ψ),S), E(G,X ), v, O(v), L, L(2), GZ(2) , K2, H2, B, I
will be as in Section 1. In order to prove the Basic Theorem (see Subsections 3.3 to
3.5), we will need few extra notations and properties (see Lemma 3.1 and Subsection 3.2).
In Subsection 3.3 we use a twisting process to construct using Lemma 2.2.6 the closed
embedding monomorphisms GZ(2) →֒ G
′
Z(2)
→֒ GSp(L˜(2), ψ˜). In Subsection 3.4 we show
that indeed we have injective maps (G,X ) →֒ (G′,X ′) →֒ (GSp(W˜ , ψ˜) between Shimura
pairs. The proof of the Basic Theorem 1.2 is completed in Subsection 3.5.
Let n, r ∈ N with n ≥ 2 be such that the group GderC is isomorphic to SO
r
2n,C, cf.
property 1.1 (v). Let d := rn(n−1)2 ∈ N. Let B(F) be the field of fractions of W (F).
Let B1 be the centralizer of B in End(L(2)). Let G2,Z(2) be the centralizer of B in
GLL(2) ; thus G2,Z(2) is the reductive group scheme over Z(2) of invertible elements of B1
and Lie(G2,Z(2)) is the Lie algebra associated to B1. Due to the property 1.1 (i), the
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W (F)-algebra B1 ⊗Z(2) W (F) is also a product of matrix W (F)-algebras. This implies
that G2,W (F) is a product of GL2n group schemes over W (F). For basic terminology
on involutions of semisimple algebras we refer to [19, Subsect. 3.3]. All simple factors
of (Bj ⊗Z2 W (F), I) have the same type which (due to the property 1.1 (v)) is the first
orthogonal type. Thus the W (F)-monomorphism GderW (F) →֒ G2,W (F) is isomorphic to the
product of r copies of ρn,W (F) and thus G2,W (F) is isomorphic to GL
r
2n,W (F).
3.1. Lemma. There exists a totally real number field F of degree r and a semisimple
group G over F such that the following two properties hold:
(i) the derived group Gder is isomorphic to ResF/QG;
(ii) the group G is a form of SO+2n,F (i.e., of Dn,F ).
Proof: Let F be the center of B1[
1
2 ]. Due to the axiom 1.1 (ii), the Q–algebra B1[
1
2 ]
is simple. Thus F is a number field. As G2,W (F) is isomorphic to GL
r
2n,W (F), we have
[F : Q] = r. Let G3 be the reductive group over F of invertible elements of (warning!)
the F -algebra B1[
1
2
]. We can identify G2 with ResF/QG3. As G
der is a subgroup of G2
such that GderC is a product of subgroups of the factors of the following product G2,C =
(ResF/QG3)C =
∏
j:F →֒CG3 ×F jC, there exists a subgroup G of G3 such that we can
identify Gder with ResF/QG. More precisely, we have a natural product decomposition
F ⊗Q F = F × F⊥ of e´tale F -algebras and therefore we can identify G2,F with G3 ×F
ResF⊥/FG3,F⊥ ; we can now take G := G3 ∩G
der
F , the intersection being taken inside G2,F .
Thus (i) holds.
It is easy to see that each group G ×F jC is isomorphic to SO2n,C. Thus (ii) also
holds. As each simple factor of GadR →˜ResF⊗QR/R(G×F (F ⊗QR)) is absolutely simple (cf.
[4, Subsubsect. 2.3.4 (a)]), the R-algebra F ⊗Q R is isomorphic to Rr. Thus the number
field F is indeed totally real. 
3.2. Constructing GZ(2) →֒ G
′
Z(2)
→֒ GSp(L˜(2), ψ˜). Let κ be the set of primes of F that
divide 2. We have a natural product decomposition
F ⊗Q Q2 =
∏
j∈κ
Fj
into 2-adic fields. Due to Lemma 3.1 (i), we can identify GderQ2 with
∏
j∈κResFj/Q2GFj .
Thus we can also identify GderB(F) with
∏
j∈κResFj⊗Q2B(F)/B(F)(GFj ×Fj (Fj ⊗Q2 B(F))).
As GZ(2) splits over W (F), the group G
der
B(F) is split. Thus the B(F)-algebra Fj ⊗Q2 B(F)
is isomorphic to a product of copies of B(F). Therefore each field Fj is unramified over
Q2 i.e., F is unramified above 2. Thus the finite Z(2)-algebra F(2) (see Section 2) is e´tale.
As B1 is a semisimple Z(2)-algebra, it is also a semisimple F(2)-algebra. Let G3,F(2) be
the reductive group scheme over F(2) of invertible elements of the F(2)-algebra B1. We can
identify G2,Z(2) with ResF(2)/Z(2)G3,F(2) . Let GF(2) be the schematic closure of G in G3,F(2) .
We can identify GderZ(2) with ResF(2)/Z(2)GF(2) and this implies that GF(2) is a semisimple
group scheme over F(2).
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Let Oj be the ring of integers of the 2-adic field Fj . For a later use we point out that
we can identify GderZ2 with
∏
j∈κResOj/Z2GOj . Thus we can also identify κ with the set of
factors of GderZ2 that are Weil restrictions of semisimple SO2n group schemes.
3.3. A twisting process. We fix a totally imaginary quadratic extension F0 of Q in
which 2 splits. Let τ be the non-trivial automorphism of F0,(2) and let Dn,τ be the form of
Dn introduced in Subsubsection 2.2.5. The Lie group GderR (R) is isomorphic to SO
∗(2n)r,
cf. [14, Subsects. 2.6 and 2.7]. This property implies that each connected component of
X is a product of r copies of the irreducible hermitian symmetric domain associated to
SO∗(2n) and thus (cf. [8, Ch. X, Sect. 6, Table V]) we have
dimC(X ) = d = rn(n− 1)/2.
The mentioned property also implies that the semisimple group schemes GF(2) and Dn,τ,F(2)
become isomorphic under extensions via Z(2)-monomorphisms F(2) →֒ R, cf. also the
property (i) of Lemma 2.2.6. Thus the class γ ∈ H1(F,Aut(GadF )) that defines the form
Dn,τ,F of G maps into the trivial class of H1(R,Aut(GadR )) via all embeddings F →֒ R.
Let Aut ′(GadF(2)) be the smooth, closed, normal subgroup scheme of the group scheme
of automorphisms Aut(GadF(2)) such that we have a first short exact sequence
1→ Aut ′(GadF(2))→ Aut(G
ad
F(2)
)→ µ2,F(2) → 1
(to be compared with [6, Vol. III, Exp. XXIV, Thm. 1.3]). We note that if n 6= 4, then
Aut ′(GadF(2)) = G
ad
F(2)
and if n = 4, then GadF(2) is the identity component of Aut
′(GadF(2)) and
the quotient group scheme E := Aut ′(GadF(2))/G
ad
F(2)
is e´tale and a form of (Z/3Z)F(2). We
also have a second short exact sequence
1→ µ2,F(2) → GF(2) → G
ad
F(2)
→ 1.
The non-trivial torsors of µ2,F→˜(Z/2Z)F correspond to quadratic field extensions of
F . We easily get that there exists a smallest totally real field extension Fin of F of degree
at most 2 and such that there exists a class γ′ ∈ H1(Fin,Aut
′(GadFin)) that defines the form
Dn,τ,Fin of GFin (more precisely, Fin is the extension of F defined by the image of γ in
H1(F,µ2,F ) via the first short exact sequence). The extensions of GF(2) and Dn,τ,F(2) via
Z(2)-monomorphisms F(2) →֒ W (F) are isomorphic to SO
+
2n,W (F). This implies that the
field Fin is unramified above all primes of F that divide 2.
If n = 4, then from [13, Cor. 2 of p. 182] we easily get that the image of
γ′ in H1(Fin,EFin) is the trivial class. Thus for all n ≥ 2, there exists a class
γ1 ∈ H1(Fin,GadFin) that defines the inner form Dn,τ,Fin of GFin (i.e., the images of γ1
and γ′ in H1(Fin,Aut
′(GadFin)) coincide). Let γ2 ∈ H
2(Fin, µ2,Fin) be the co-boundary of
γ1 with respect to the second short exact sequence. Let M(γ2) be the central semisimple
Fin-algebra that defines γ2; it is either Fin itself or a non-trivial form ofM2(Fin). We know
that the class γ2 becomes trivial under each embedding of Fin into either R or B(F). Thus
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from [7, Lem. 5.5.3] we get that there exists a maximal torus of the reductive group scheme
of invertible elements ofM(γ2) that is defined by a totally real number field extension Foin
of Fin of degree at most 2 and unramified above the primes of Fin that divide 2. Let F1
be the Galois extension of Q generated by Foin; it is totally real and unramified above 2.
The image of γ2 in H
2(F1, µ2,F1) is the trivial class and thus we can speak about the class
γ0 ∈ H
1(F1,(2),Dn,τ,F1,(2)) = H
1(Z(2),ResF1,(2)/Z(2)Dn,τ,F1,(2))
that defines the inner twist GF1,(2) of Dn,τ,F1,(2).
Let q := [F1 : Q]; we have q ∈ rN and our notations match with the ones of
Subsubsection 2.2.5. Let γ˜0 be the image of γ0 in H
1(Z(2),Sp(L˜(2), ψ˜)) via the Z(2)-
monomorphisms of (1). We define W˜ := L˜(2)[
1
2 ]. We check that the image γ˜0,Q of γ˜0 in
H1(Q,Sp(W˜ , ψ˜)) is the trivial class. Based on [7, Main Thm.], it suffices to show that
the image of γ0 in H
1(R,Sp(W˜ ⊗Q R, ψ˜)) is trivial; but this is so as the image of γ0 in
H1(R, (ResF1,(2)/Z(2)Dn,τ,F1,(2))R) is trivial (as we have seen that Dn,τ,F(2) and GF(2) be-
come isomorphic under extensions via Z(2)-monomorphisms F(2) →֒ R). As γ˜0,Q is trivial,
we get that γ˜0 itself is the trivial class. Thus by twisting the Z(2)-monomorphisms of (1)
via γ0, we get Z(2)-monomorphisms of the form
ResF1,(2)/Z(2)GF1,(2) →֒ G
′,der
Z(2)
→֒ Sp(L˜(2), ψ˜),
where G′,derZ(2) is an inner form of Dnq. Using the natural Z(2)-monomorphism
GderZ(2) = ResF(2)/Z(2)GF(2) →֒ ResF1,(2)/Z(2)GF1,(2) ,
we end up with a sequence of closed embedding Z(2)-monomorphisms
(2) GderZ(2) →֒ G
′,der
Z(2)
→֒ Sp(L˜(2), ψ˜).
As in [19, Subsect. 3.5] we argue that the normal subgroup G♭ := G ∩ Sp(W,ψ) of
G is connected and thus reductive. Let G♭Z(2) be the schematic closure of G
♭ in GZ(2) . As
in [19, Subsect. 3.5 and Subsubsect. 3.5.1] we argue that we have G♭Z(2) = G
der
Z(2)
. Thus
GZ(2) is the flat, closed subgroup scheme ofGLL˜(2) generated by G
der
Z(2)
and by the center of
GLL˜(2) . Let G
′
Z(2)
be the flat, closed subgroup scheme of GLL˜(2) generated by G
′,der
Z(2)
and
by the center of GLL˜(2) ; it is a form of GSO
+
2nq,Z(2)
and thus a reductive group scheme
for which the notations match (i.e., whose derived group scheme is G′,derZ(2) ). As the group
D
F1,(2)/Z(2)
nq,τ of Subsubsection 2.2.5 splits over Z2 (cf. Lemma 2.2.6 (c)) and as the class
γ0 has a trivial image in H
1(Z2,ResF1,(2)⊗Z(2)Z2/Z2Dn,τ,F1,(2)⊗Z(2)Z2) (cf. Lang’s theorem
applied to ResF1,(2)⊗Z(2)Z2/Z2Dn,τ,F1,(2)⊗Z(2)Z2 and the fact that the ring Z2 is henselian),
the group scheme G′,derZ2 is the trivial form of (D
F1,(2)/Z(2)
nq,τ )Z2 and therefore it is split. Thus
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the extension of G′Z(2) to Z2 also splits and therefore it is isomorphic to GSO
+
2nq,Z2
. Thus
the property 1.2 (i) holds.
3.4. The new Shimura pair (G′,X ′). We define G′ := G′Z(2) ×Z(2) Q. Let X
′ be
the G′(R)-conjugacy class of the composite of any element h : S →֒ GR of X with the
R-monomorphism GR →֒ G
′
R. The Lie monomorphism G
der
R (R) →֒ G
′,der
R (R) can be iden-
tified with the composite of a diagonal Lie monomorphism SO∗(2n)r →֒ SO∗(2n)q with
the Lie monomorphism en,q : SO
∗(2n)q →֒ SO∗(2nq) (cf. the constructions of Subsec-
tion 3.3 and Lemma 2.2.6 (d)). As (Ad ◦ h)(R)(i) is a Cartan involution of Lie(GadR ) (cf.
beginning of Section 1), the image Sh through h of the SO(2) = SO
∗(2) Lie subgroup
of S(R), is the center of a maximal compact Lie subgroup of SO∗(2n)r = Gder(R). But
all maximal compact Lie subgroups of SO∗(2n)r are SO∗(2n)r-conjugate (see [8, Ch. VI,
Sect. 2]). By combining the last two sentences with Lemma 2.2.2 (c), we get that the
Lie subgroup Sh of SO
∗(2nq) = G′,der(R) is SO∗(2nq)-conjugate to C1,nq = Im(s1,nq).
Thus the centralizer of Sh in SO
∗(2nq) = G′,der(R) is a maximal compact Lie subgroup of
SO∗(2nq) that is isomorphic to U(nq), cf. Lemma 2.2.2 (c). This implies that the inner
conjugation through h(R)(i) is a Cartan involution of Lie(G′,derR ) = Lie(G
′,ad
R ), cf. the
classification of Cartan involutions in [8, Ch. X, Sect. 2].
The representation of GderC on W˜ ⊗QC is a direct sum of standard representations of
dimension 2n of the SO2n,C factors of G
der
C . Thus the Hodge Q–structure on W˜ defined
by h has the same type as the Hodge Q–structure on W defined by h and thus it is of
type {(−1, 0), (0,−1)}. As G′,der(R) is isomorphic to SO∗(2nq), G′,ad is a simple Q–group
whose extension to R is non-compact. Based on the last two sentences and on the last
sentence of the previous paragraph, we get that Deligne’s axioms of the first paragraph of
Section 1 hold for the pair (G′,X ′). Thus (G′,X ′) is a Shimura pair.
3.5. End of the proof of the Basic Theorem. Let A˜ be the free Z(2)-module of
alternating forms on L˜(2) fixed by G
′,der
Z(2)
. There exist elements of A˜ ⊗Z(2) R that define
polarizations of the Hodge Q–structure on W˜ defined by a fixed element h ∈ X , cf.
[4, Cor. 2.3.3]. Thus the real vector space A˜ ⊗Z(2) R has a non-empty, open subset of
such polarizations (cf. [4, Subsubsect. 1.1.18 (a)]). A standard application to A˜ of the
approximation theory for independent valuations, implies the existence of ψ˜′ ∈ A˜ that is
congruent modulo 2Z(2) to ψ˜ and that defines a polarization of the Hodge Q–structure on
W˜ defined by h ∈ X . As ψ˜′ is congruent modulo 2Z(2) to ψ˜, it is a perfect and alternating
form on L˜(2). By replacing ψ˜ by ψ˜
′, we can assume that ψ˜ defines a polarization of the
Hodge Q–structure on W˜ defined by h ∈ X .
We get injective maps f˜ : (G,X ) →֒ (GSp(W˜ , ψ˜), S˜) and
f˜ ′ : (G′,X ′) →֒ (GSp(W˜ , ψ˜), S˜)
of Shimura pairs. Let L˜ be a Z-lattice of W˜ such that ψ˜ induces a perfect and alternating
form on it and we have L˜(2) = L˜⊗Z Z(2). Let B˜, B˜
′, and v′ be as in the property 1.2 (ii).
Let I˜ be the involution of End(L˜(2)) defined by ψ˜. We check that the axioms 1.1 (i) to
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(v) hold for the quadruple (f˜ , L˜, v, B˜). Obviously the axiom 1.1 (v) holds. We know that
the axiom 1.1 (iv) holds for (f˜ , L˜, v, B˜), cf. the last paragraph of Subsection 3.3. From
Lemma 2.2.6 (ii) we get that the representation of GderW (F) = G
♭
W (F) on L˜(2) ⊗Z(2) W (F)
is isomorphic to the direct sum of a finite number of copies of the representation ρn,W (F).
As n ≥ 2, the fibres of ρn,W (F) are absolutely simple representations. From the last two
sentences we get that B˜⊗Z(2) W (F) is a product of matrixW (F)-algebras. Thus the axiom
1.1 (i) holds for (f˜ , L˜, v, B˜).
As GderF1 is a product of groups that are forms of SO
+
2n,F1
and that are permuted
transitively by Gal(F1/Q), the Q–algebra B˜[
1
2 ] is simple. Thus the axiom 1.1 (ii) holds for
(f˜ , L˜, v). The fact that the axiom 1.1 (iii) holds for (f˜ , L˜, v) is a standard consequence of
the fact that G is generated by the center ofGLW˜ and by G
der and of the description of the
representation of GderW (F) on L˜(2) ⊗Z(2) W (F). We conclude that the quadruple (f˜ , L˜, v, B˜)
is a hermitian orthogonal standard PEL situation in mixed characteristic (0, 2). Similarly
we argue that (f˜ ′, L˜, v′, B˜′) is a hermitian orthogonal standard Hodge situation in mixed
characteristic (0, 2). Thus the property 1.2 (ii) holds. From the construction of (2) and
Lemma 2.2.6 (ii) and (iii) we get:
(i) the natural W (F)-monomorphism GderW (F) →֒ G
′,der
W (F) is the composite of a diag-
onal W (F)-monomorphism Drn,W (F) →֒ D
q
n,W (F) with a standard W (F)-monomorphism
dn,q,W (F) : D
q
n,W (F) →֒ Dnq,W (F);
(ii) the faithful representation G′,derW (F) →֒ GLL˜(2)⊗Z(2)W (F)
is isomorphic to the direct
sum of four copies of the representation ρnq,W (F).
From properties (i) and (ii) and from Lemma 2.1.1 we get that GderW (F) is the identity
component of the subgroup scheme of G′,derW (F) that centralizes B˜ ⊗Z(2) W (F). This implies
that the property 1.2 (iii) also holds. This ends the proof of the Basic Theorem. 
4. Basic crystalline properties
We will use the notations of the list (♯1) of Section 3 and of the new list of notations
(♯2) n, r, d, B1, G2, G2,Z(2) , B(F), F, G, κ, j ∈ κ, Fj , F(2), GF(2) , Oj
introduced in Section 3. Let (A,Λ) be the pull-back to N of the universal principally
polarized abelian scheme over M. Let k be an arbitrary algebraically closed field of
characteristic 2 and of countable transcendental degree. We fix a Z(2)-embedding O(v) →֒
W (k) into the ring of 2-typical Witt vectors with coefficients in k; all pull-backs to either
SpecW (k) or Spec k of O(v)-schemes, will be via it. Let σ be the Frobenius automorphism
of W (k). For a W (k)-morphism y : Spec k → NW (k) let
(A, λA) := y
∗((A,Λ)×N NW (k)).
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Let (M,φ, ψM) be the principally quasi-polarized (contravariant) Dieudonne´ module over
k of the principally quasi-polarized 2-divisible group of (A, λA). Thus M is a free W (k)-
module of finite rank, φ : M → M is a σ-linear endomorphism such that we have 2M ⊂
φ(M), and ψM is a perfect and alternating form onM such that we have ψM (φ(x), φ(u)) =
2σ(ψM(x, u)) for all x, u ∈M . We denote also by ψM the perfect and alternating form on
M∨ induced naturally by ψM .
For b ∈ B, we denote also by b the Z(2)-endomorphism of A defined naturally by
b (cf. [19, Subsubsect. 4.1.1]). We denote also by b different de Rham (crystalline)
realizations of Z(2)-endomorphisms that correspond to b. Thus we will speak about the
Z(2)-monomorphism B
opp →֒ End(M) that makes M to be a Bopp⊗Z(2) W (k)-module and
M∨ to be a B ⊗Z(2) W (k)-module; here B
opp is the opposite Z(2)-algebra of B. In this
section we recall basic crystalline properties that are (or are proved) as in [19].
4.1. Extra tensors. Let (vα)α∈J be a family of tensors of T (W ) such that G is the
subgroup of GLW that fixes vα for all α ∈ J , cf. [5, Prop. 3.1 (c)]. We choose the set J
such that B ⊆ J and for b ∈ B we have vb = b ∈ End(W ) =W ⊗Q W∨.
Let (B1 ⊗Z(2) Z2, I) = ⊕j∈κ(Bj , I) be the product decomposition of (B1 ⊗Z(2) Z2, I)
into simple factors. Each Bj is a two sided ideal of B1 ⊗Z(2) Z2 that is a simple Z2-algebra
and whose center is the ring of integers Oj of the 2-adic field Fj . As I is of first orthogonal
type, it fixes the center of each Bj .
As Fj is unramified over Q2 (see Subsection 3.2), Oj is a finite, e´tale Z2-algebra. We
can identify Bj with End(Vj), where Vj is a free Oj-module of rank 2n. Let sj ∈ N be
such that as B1 ⊗Z(2) Z2-modules we can identify
(3) L(2) ⊗Z(2) Z2 = ⊕j∈κV
sj
j .
We have sj ≥ 2, as the representation of GderZ2 = G
♭
Z2
on L(2) ⊗Z(2) Z2 is symplectic.
As Gad is a simple Q–group, the product sj [Fj : Q2] does not depend on j ∈ κ. We
can redefine the direct summand V
sj
j of L(2) ⊗Z(2) Z2 as the maximal Z2-submodule that
is generated by non-trivial, simple ResOj/Z2(GF(2) ×F(2) Oj)-submodules (we recall that
ResOj/Z2(GF(2) ×F(2) Oj) is a direct factor of G
der
Z2
introduced in Subsection 3.2).
Let bj be a perfect bilinear form on the Oj-module Vj that defines the involution I of
Bj , cf. [19, Lem. 3.3.1 (a)]. Thus bj is unique up to aGm(Oj)-multiple (cf. [19, Lem. 3.3.1
(b)]), it is fixed by GderZ2 = G
♭
Z2
, and it is symmetric (as (Bj , I) is of orthogonal first type).
Let b0 := ⊕j∈κb
sj
j ; it is a perfect, symmetric bilinear form on the Z2-module L(2)⊗Z(2) Z2
fixed by GderZ2 = G
♭
Z2
. The Z2-span of either bj or b is normalized by GZ2 .
4.2. Lifts of y. As in [19, Subsect. 4.1] we argue that NE(G,X ) is a closed subscheme
of ME(G,X ) and that there exists a compact, open subgroup H0 of G(A
(2)
f ) such that
it acts freely on M and thus also on N , the schematic closure N /H0 of NE(G,X )/H0 =
Sh(G,X )/(H2×H0) inMO(v)/H0 is a quasi-projective, normal O(v)-scheme of finite type,
and moreover N is a pro-e´tale cover of N /H0. The flat, finite type morphism NW (k)/H0 →
SpecW (k) has quasi-sections whose images contain the k-valued point ofNW (k)/H0 defined
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by y (cf. [19, Subsubsect. 4.1.1]). This implies that the W (k)-morphism y : Spec k →
NW (k) has a lift
z : SpecV → NW (k),
where V is a finite, discrete valuation ring extension of W (k). We define (AV , λAV ) :=
z∗((A,Λ)NW(k)). Let B(k) :=W (k)[
1
2 ]. As in [19, Subsect. 4.2] we argue that:
(a) for each α ∈ J there exists a tensor tα ∈ T (M [
1
2
]) that correspond naturally to
vα via Fontaine comparison theory for AV ;
(b) there exists a B(k)-linear isomorphism jy : L(2) ⊗Z(2) B(k)→˜M
∨[ 1
2
] that takes ψ
to ψM and takes vα to tα for all α ∈ J .
Let J be the schematic closure in GLM of the subgroup JB(k) of GLM [ 12 ] that fixes tα
for all α ∈ J . Equivalently, let J be the schematic closure in GSp(M,ψM) of the identity
component of the subgroup of GSp(M [ 12 ], ψM) that fixes tb for all b ∈ B ⊆ J . Thus,
due to the property 1.1 (iii), the group JderB(k) is the identity component of the subgroup of
GLM [ 12 ] that fixes the subset B
opp of End(M [ 1
2
]) and the involution of End(M [ 1
2
]) defined
by ψM . The existence of jy implies that JB(k) is isomorphic to GB(k) and thus it is a
reductive group. Let j ∈ κ. Each projection of L(2)⊗Z(2) Z2 on a factor Vj of (3) along the
direct sum of the other factors of (3), is an element of B⊗Z(2) Z2. Thus to (3) corresponds
naturally a direct sum decomposition
(4) (M,φ) = ⊕j∈κ(Nj , φ)
sj
of Dieudonne´ modules over k. As the Z2-span of bj is normalized by GZ2 , we can speak
about the perfect, symmetric bilinear form cj on Nj that is the crystalline realization of
bj ; it is uniquely determined up to a unit of Z2. As Vj is an Oj-module, Nj is naturally a
W (k)⊗Z2 Oj-module and cj is W (k)⊗Z2 Oj-linear. We consider the following condition:
(♮) For each j ∈ κ, cj modulo 2W (k) is a perfect and alternating form on Nj/2Nj.
4.2.1. Proposition. We assume that the condition 4.2 (♮) holds. Then the flat, closed
subgroup scheme J of GLM is reductive.
Proof: The formula qj(x) :=
cj(x,x)
2 defines a quadratic form on the W (k)⊗Z2 Oj-module
Nj . The closed subgroup scheme SO(Nj, qj) overW (k)⊗Z2Oj =W (k)
[Fj:Q2] is isomorphic
to SO+2n,W (k)⊗Z2Oj
(cf. [19, Prop. 3.4 (c)]) and thus it is reductive. This implies that
the schematic closure Jder of JderB(k) in GLM is
∏
j∈κResW (k)⊗Z2Oj/W (k)SO(Nj , qj) and
thus it is a semisimple group scheme over W (k) isomorphic to (SO+2n,W (k))
r (we have∑
j∈κ[Fj : Q2] = [F : Q] = r). If Z is the center of GLM , then the intersection Z ∩ J
der
is a µ2,W (k) group scheme. Let J
′ be the quotient of Z ×W (k) J
der by a diagonal µ2,W (k)
closed subgroup scheme; it is a reductive group scheme (cf. [6, Vol. III, Exp. XXII,
Prop. 4.3.1]) and we have a natural homomorphism J ′ → GLM whose fibres are closed
embeddings. The homomorphism J ′ → GLM is a monomorphism (cf. [6, Vol. I, Exp.
VIB, Cor. 2.11]) and thus also a closed embedding (cf. [6, Vol. II, Exp. XVI, Cor. 1.5 a)])
17
whose generic fibre can be identified with the closed embedding JB(k) →֒ GLM [ 12 ]. Thus
we can identify J = J ′ and therefore J is a reductive group scheme over W (k). 
4.2.2. Proposition. We assume that the condition 4.2 (♮) holds. Then there exists a
cocharacter µ : Gm,W (k) → J and a direct sum decomposition M = F
1 ⊕ F 0 such that the
following two properties hold:
(i) each β ∈ Gm(W (k)) acts on F i as the multiplication with β−i (here i ∈ {0, 1});
(ii) the k-module F 1/2F 1 is the kernel of the reduction ϕ modulo 2W (k) of φ.
Moreover, the normalizer of F 1/2F 1 in the special fibre Jk of J is a parabolic subgroup
Pk of Jk and the dimension of dim(Jk/Pk) is d =
rn(n−1)
2 .
Proof: We have a direct sum decomposition Ker(ϕ) = ⊕j∈κ((Nj/2Nj)∩Ker(ϕ))sj and each
intersection (Nj/2Nj) ∩ Ker(ϕ) is naturally a k ⊗F2 Oj/2Oj-module. Thus there exists a
direct summand F˜ 1j of Nj that is a W (k) ⊗Z2 Oj-submodule and that lifts (Nj/2Nj) ∩
Ker(ϕ). Based on Proposition 4.2.1, the rest of the proof of this Proposition is the same
as of [19, Prop. 6.1 and Cor. 6.1.1]. In other words, as in loc. cit. one first checks that:
(iii) our hypothesis on cj implies that we have cj(F˜
1
j , F˜
1
j ) ∈ 4W (k)⊗Z2 Oj and
(iv) property (iii) and [19, Prop. 3.4 (b)] imply that there exists a direct sum de-
composition Nj = F
1
j ⊕F
0
j of W (k)⊗Z2 Oj-modules such that F
1
j /2F
1
j = F˜
1
j /2F˜
1
j and we
have cj(F
1
j , F
1
j ) = cj(F
0
j , F
0
j ) = 0.
We take F 1 := ⊕j∈κ(F 1j )
sj and F 0 := ⊕j∈κ(F 0j )
sj and µ to be defined by the
property (i). As µ acts as scalar multiplication on ⊕j∈κc
sj
j and as we can identify
Jder =
∏
j∈κResW (k)⊗Z2Oj/W (k)SO(Nj , qj) (cf. proof of Proposition 4.2.1 where qj is
defined), we easily get that µ factors through J . Obviously (ii) holds. 
4.2.3. Proposition. We assume that the condition 4.2 (♮) holds. Then there exist isomor-
phisms L(2)⊗Z(2)W (k)→˜M
∨ of B⊗Z(2)W (k)-modules that induce symplectic isomorphisms
(L(2) ⊗Z(2) W (k), ψ)→˜(M
∨, ψM) and that take vα to tα for all α ∈ J .
Proof: We refer to the B(k)-linear isomorphism jy : L(2)⊗Z(2)B(k)→˜M
∨[ 12 ] of the property
4.2 (b). Let Ly := j
−1
y (M
∨). It is aW (k)-lattice of L(2)⊗Z(2) W (k) such that the following
three properties hold:
(i) for all b ∈ B ⊗Z(2) W (k) we have b(Ly) ⊆ Ly;
(ii) the schematic closure of GB(k) in GLLy is a reductive group scheme j
−1
y Jjy over
W (k) (cf. Proposition 4.2.1);
(iii) we get a perfect and alternating form ψ : Ly⊗W (k)Ly → W (k) whose W (k)-span
is normalized by j−1y Jjy.
As in [19, Subsect. 5.2] we argue that the properties (i) to (iii) imply that there
exists an element g ∈ G♭(B(k)) such that we have g(L(2) ⊗Z(2) W (k)) = Ly. By re-
placing jy with jyg, we can assume that jy(L(2) ⊗Z(2) W (k)) = jy(Ly) = M
∨. Thus
jy : L(2) ⊗Z(2) W (k)→˜M
∨ is an isomorphism of B ⊗Z(2) W (k)-modules that induces a
18
symplectic isomorphism (L(2) ⊗Z(2) W (k), ψ)→˜(M
∨, ψM) and that takes vα to tα for all
α ∈ J . 
5. Proof of the Main Theorem
We will combine Sections 3 and 4 to prove the Main Theorem. We will use the
notations of the lists (♯1) and (♯2) of Sections 3 and 4 (respectively). Also the notations
(♯3) f˜ : (G,X )→ (GSp(W˜ , ψ˜), S˜), f˜
′ : (G′,X ′)→ (GSp(W˜ , ψ˜), S˜), L˜(2), L˜, B˜, B˜
′, v′
will be as in Subsections 3.3 to 3.5. Let the field k be as in Section 4. Let
K˜2 := GSp(L˜(2), ψ˜)(Z2) and H
′
2 := G
′(Q2) ∩ K˜2 = G′Z(2)(Z2). Let N˜ , (A˜, Λ˜) (resp.
N˜ ′, (A˜′, Λ˜′)), and M˜ be the analogues of N , (A,Λ), and M but obtained working with
the hermitian orthogonal standard PEL situation (f˜ , L˜, v, B˜) (resp. (f˜ ′, L˜, v′, B˜′)) instead
of with (f, L, v,B). Note that N˜ is a closed subscheme of N˜ ′O(v) . We know that N˜
′ is
regular and formally smooth over O(v′), cf. [19, Thm. 1.4 (b)].
It is well known that the E(G,X )-scheme N˜E(G,X ) = NE(G,X ) is regular and formally
smooth. We choose H0 such that N˜ is as well a pro-e´tale cover of the quasi-projective,
normal O(v)-scheme N˜/H0 of relative dimension d =
rn(n−1)
2 . Here N˜ /H0 is defined as
well to be the schematic closure of N˜E(G,X ) in M˜O(v)/H0.
5.1. Theorem. The O(v)-scheme N˜ is regular and formally smooth.
Proof: As the E(G,X )-scheme N˜E(G,X ) = NE(G,X ) is regular and formally smooth, to
prove the theorem it suffices to show that the O(v)-scheme N˜/H0 is smooth at all points
of positive characteristic. Thus it suffices to show that for each point y˜ ∈ N˜W (k)(k), the
tangent space Ty˜ of y˜ in N˜k is a k-vector space of dimension d.
We denote also by y˜ the k-valued point of N˜W (k) defined by y˜. Let (M˜, φ˜, ψM˜ ) be
the principally quasi-polarized (contravariant) Dieudonne´ module over k of the principally
quasi-polarized 2-divisible group of
(A˜, λA˜) := y˜
∗((A˜, Λ˜)×N˜ N˜W (k)).
Let
(5) L˜(2) ⊗Z(2) Z2 = ⊕j∈κV˜
s˜j
j
be the direct sum decomposition that is analogous to (3) (here each s˜j ∈ N \ {1}). This
makes sense as (cf. end of Subsection 3.2) we can identify κ with the set of factors of
GderZ2 that are Weil restrictions of semisimple SO2n group schemes. Thus we can assume
that the direct factor ResOj/Z2(GF(2) ×F(2) Oj) of G
der
Z2
acts non-trivially on V˜j . Moreover,
V˜j is a free Oj-module of rank 2n and is a GF(2) ×F(2) Oj-module whose fibres are simple
modules. The representations GF(2) ×F(2) Oj → GLVj and GF(2) ×F(2) Oj → GLV˜j over Oj
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are isomorphic. This is so as over W (F) they are isomorphic to ρn,W (F) and as their fibres
are absolutely irreducible (as n ≥ 2). We conclude that:
• The GderZ2 -modules (and thus also the GZ2 -modules) Vj and V˜j are isomorphic.
Each perfect, symmetric bilinear form fixed by G′,derZ2 and obtained in the same way
b0 was (but working with the G
′,der
Z2
-module L˜(2) ⊗Z(2) Z2 instead of the G
der
Z2
-module
L(2) ⊗Z(2) Z2), has the property that the isomorphism ⊕j∈κV˜
s˜j
j → ⊕j∈κ(V˜
s˜j
j )
∨ induced
naturally by it maps the direct summand V˜
s˜j
j onto the direct summand (V˜
s˜j
j )
∨ for all
j ∈ κ. Based on this, it is easy to see that we can choose the direct sum decomposition
(5) so that for each j ∈ κ, the isomorphism V˜
s˜j
j → (V˜
s˜j
j )
∨ of GderZ2 -modules we have just
obtained is the one induced by b˜
s˜j
j , where b˜j is a perfect, symmetric bilinear form on V˜j
that is fixed by GderZ2 and that is the natural analogue of bj . In other words, we can choose
a perfect, symmetric bilinear form b˜0 := ⊕j∈κb˜
s˜j
j on L˜(2) ⊗Z(2) Z2 that is the analogue of
b0 = ⊕j∈κb
sj
j of Subsection 4.1 and that is fixed by G
′,der
Z2
as well.
Let (M˜, φ˜) = ⊕j∈κ(N˜
s˜j
j , φ˜) be the direct sum decomposition that is the analogue of
(4). Let c˜j be the perfect, symmetric bilinear form on N˜j that is the analogue of cj of
Subsection 4.1. Let J˜ (resp. J˜ ′) be the flat, closed subgroup scheme of GLM˜ that is the
analogue of J of Subsection 4.2 and that corresponds to y˜ ∈ N˜W (k)(k) (resp. to the point
y˜′ ∈ N˜ ′W (k)(k) defined by y˜). We know that J˜
′ is a reductive group scheme isomorphic
to GSO+2nq,W (k), cf. [19, Subsect. 5.2] applied y˜
′ ∈ N˜ ′W (k)(k) (based on the fact that
Theorem 1.2 (i) holds). Let c˜0 = ⊕j∈κc˜
s˜j
j be the perfect, symmetric form on M˜ that
corresponds naturally to b˜0.
As G′,derZ2 fixes b˜0, from [19, Prop. 5.1] applied to the point y˜
′ ∈ N˜ ′W (k)(k), we get that
c˜0 modulo 2W (k) is alternating. Thus each c˜j modulo 2W (k) is alternating. Therefore J˜
is a reductive, closed subgroup scheme of GLM˜ , cf. Proposition 4.2.1 applied to y˜ ∈ N˜ (k)
instead of y ∈ N (k). Let µ˜ : Gm,W (k) → J˜ and M˜ = F˜
1 ⊕ F˜ 0 be the analogues of
the cocharacter µ : Gm,W (k) → J and of the direct sum decomposition M = F
1 ⊕ F 0
introduced in Proposition 4.2.2.
We have a natural direct sum decomposition into W (k)-modules
End(M˜) = End(F˜ 1)⊕ End(F˜ 0)⊕ Hom(F˜ 1, F˜ 0)⊕Hom(F˜ 0, F˜ 1)
as well as a modulo 2W (k) version of it. Let Oy˜′ and O
big
y˜′ be the local rings of y˜
′ in N˜ ′W (k)
and in M˜W (k) (respectively). As we have a natural W (k)-epimorphism O
big
y˜′ ։ Oy˜′ , the
tangent space Ty˜′ of y˜
′ in N˜ ′k is naturally identified with the tensorization with k of the
image of the Kodaira–Spencer map of the natural pull-back of A˜ to SpecOy˜′ . In other
words, Ty˜′ is naturally identified with the intersection Lie(J˜
′
k) ∩ Hom(F˜
1/2F˜ 1, F˜ 0/2F˜ 0)
taken inside End(M˜/2M˜) (cf. [19, Subsect. 6.4 and proof of Prop. 6.7]). Thus the
tangent space Ty˜ is a subspace of the intersection of Lie(J˜
′
k) ∩ Hom(F˜
1/2F˜ 1, F˜ 0/2F˜ 0)
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with the centralizer of B˜opp ⊗Z(2) k in End(M˜/2M˜). By applying Proposition 4.2.3 to y˜
and based on the property 1.2 (iii), we get that the identity component of the centralizer
of B˜opp ⊗Z(2) k in J˜
′
k is J˜k. Thus Ty˜ is a k-vector subspace of the intersection Lie(J˜k) ∩
Hom(F˜ 1/2F˜ 1, F˜ 0/2F˜ 0).
Let P˜k be the parabolic subgroup of J˜k that is the normalizer of F˜
1/2F˜ 1 in J˜k,
cf. Proposition 4.2.2 applied to y˜. As µ˜ is a cocharacter of J˜ , we have a direct sum
decomposition into k-vector spaces Lie(J˜k) = Lie(P˜k)⊕(Lie(J˜k)∩Hom(F˜ 1/2F˜ 1, F˜ 0/2F˜ 0)).
Thus dimk(Ty˜) ≤ dimk(Lie(J˜k)/Lie(P˜k)) = dim(J˜k/P˜k) and therefore (cf. Proposition
4.2.2 applied to y˜) we have dimk(Ty˜) ≤ d. As we obviously have dimk(Ty˜) ≥ d, we
conclude that dimk(Ty˜) = d. 
5.2. Proposition. The natural identification of N˜E(G,X ) with N
n
E(G,X ) extends uniquely
to an O(v)-morphism Ξ : N˜ → N
n.
Proof: To ease notations, let Y˜ := N˜W (k); it is a regular scheme over W (k) (cf. Theorem
5.1). Let (D, λD) and (D˜, λD˜) be the principally quasi-polarized 2-divisible groups of
(A,Λ)Nn
W(k)
and (A˜, Λ˜)Y˜ (respectively). To the decompositions (3) and (5) correspond
naturally decompositions
D = ⊕j∈κD
sj
j and D˜ = ⊕j∈κD˜
s˜j
j
(respectively) into 2-divisible groups. The fact that the GZ2 -modules Vj and V˜j are iso-
morphic (cf. proof of Theorem 5.1) can be encoded in the existence of a suitable Z2-
endomorphism between the abelian schemes ANB(k) and A˜N˜B(k) over NB(k) = Y˜B(k); this
Z2-endomorphism allows us to identify naturally Dj,B(k) with D˜j,B(k) as 2-divisible groups
over N nB(k) = Y˜B(k). Thus we can speak about the 2-divisible group E := ⊕j∈κD˜
sj
j over Y˜
which extends ⊕j∈κD˜
sj
j,B(k) = DB(k); note that both E and D are over Y˜ but E involves
the sj ’ numbers while D˜ involves the s˜j’s numbers. Let λE,B(k) := λD,B(k); it is a prin-
cipal quasi-polarization of EB(k) = DB(k). As the O(v)-scheme Y˜ is flat and normal, a
theorem of Tate (see [15, Thm. 4]) implies that λE,B(k) extends uniquely to a principal
quasi-polarization λE of E.
Let O˜ be a local ring of Y˜ that is a discrete valuation ring of mixed characteristic
(0, 2). Let K˜ be the field of fractions of O˜. We also view the natural E(G,X )-morphism
z˜ : Spec K˜ → Y˜B(k) as a K˜-valued point z˜ of N
n
B(k). Thus we can speak about the abelian
variety A˜K˜ := z˜
∗(ANn
B(k)
) over K˜. As A˜K˜ has a level-l structure for each odd natural
number l, it extends to an abelian scheme A˜O˜ over O˜ (cf. the Ne´ron–Shafarevich–Ogg
criterion of good reduction; see [1, Ch. 7, Sect. 7.4, Thm. 5]). It is easy to see that each
principal quasi-polarization of A˜K˜ extends to a principal polarization of A˜O˜ (at the level
of isomorphisms between abelian scheme over O˜ this follows from [1, Ch. 7, Sect. 7.5,
Prop. 3]). We conclude that there exists an open subscheme U˜ of the regular scheme Y˜
such that:
(i) we have Y˜B(k) ⊆ U˜ and the codimension of U˜ in Y˜ is at least 2;
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(ii) the principally polarized abelian scheme (A,Λ)Y˜B(k) = (A,Λ)N
n
B(k)
extends to a
principally polarized abelian scheme (AU˜ , λAU˜ ) over U˜ .
Tate theorem also implies that the principally quasi-polarized 2-divisible group of
(AU˜ , λAU˜ ) is (E, λE)U. As the scheme Y˜ is regular, from [18, proof of Prop. 4.1] we get
that the principally polarized abelian scheme (AU˜ , λAU˜ ) over U˜ extends to a principally
polarized abelian scheme (AY˜ , λAY˜ ) over Y˜ whose principally quasi-polarized 2-divisible
group is (E, λE). The natural level-l symplectic similitude structures of (A,Λ)Y˜B(k) ex-
tend naturally to level-l symplectic similitude structures of (AY˜ , λAY˜ ). Thus the natural
E(G,X )-morphism Y˜B(k) → MB(k) extends uniquely to a morphism Y˜ → M. This
last morphism factors through a W (k)-morphism ΞW (k) : Y˜ → N
n
W (k) which is the pull-
back to W (k) of the searched for O(v)-morphism Ξ : N˜ → N
n and for which we have
Ξ∗W (k)(D) = E, cf. constructions. Obviously Ξ is unique. 
5.2.1. Remark. The O(v)-scheme N
n has the extension property with respect to healthy
regular O(v)-schemes, cf. [17, Defs. 3.2.1 2) and 3.2.3 3), Ex. 3.2.9 and Cor. 3.4.1]. Thus
the existence of Ξ also follows from [20, Cor. 5] and Theorem 5.1 which imply that the
O(v)-scheme N˜ is healthy regular.
5.3. Lemma. We consider the O(v)-morphism ΞH0 : N˜ /H0 → N
n/H0 whose generic fibre
is a natural identification (isomorphism) and whose natural pull-back is the O(v)-morphism
Ξ : N˜ → N n. Then ΞH0 is projective.
Proof: As ΞH0 is quasi-projective and its generic fibre is an isomorphism, it suffices to
show that for each discrete valuation ring O that is a faithfully flat O(v)-algebra, every
O(v)-morphism SpecO → N
n/H0 factors uniquely through N˜/H0. To check this, we
can assume that O is strictly henselian and it suffices to show that each O(v)-morphism
hO : SpecO → N n factors uniquely through N˜ . LetK := O[
1
2
]. As in the proof of Theorem
5.1 we argue that the principally polarized abelian variety (A˜, Λ˜)K over K extends to a
principally polarized abelian scheme over O and that the generic fibre of hO extends
uniquely to a morphism SpecO → M˜ which factors through N˜ . Thus hO : SpecO → N n
factors uniquely through N˜ . 
5.4. End of the proof of the Main Theorem. As Ξ∗W (k)(D) = E and as D˜ and
thus also E is a versal 2-divisible group (i.e., its Kodaira–Spencer map is injective at all
k-valued points of Y˜ ), the morphism ΞW (k) and thus also ΞH0 has finite fibres. Thus ΞH0
is a quasi-finite morphism. From this and Lemma 5.3 we get that ΞH0 is a finite, birational
O(v)-morphism. As the quasi-projective O(v)-scheme N
n/H0 is normal, we conclude that
ΞH0 is an isomorphism. Thus the O(v)-morphism Ξ : N˜ → N
n is an isomorphism. Thus
the O(v)-scheme N
n is regular and formally smooth (cf. Theorem 5.1) i.e., the Main
Theorem holds. 
5.5. Corollary. Let y ∈ NW (k)(k). Let (M,φ, ψM) be as in the beginning of Section
4. Let (vα)α∈J and (tα)α∈J be as in Subsections 4.1 and 4.2 (respectively). Then there
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exist isomorphisms L(2) ⊗Z(2) W (k)→˜M
∨ of B ⊗Z(2) W (k)-modules that induce symplectic
isomorphisms (L(2) ⊗Z(2) W (k), ψ)→˜(M
∨, ψM ) and that take vα to tα for all α ∈ J .
Proof: As the O(v)-scheme N
n is regular and formally smooth (cf. Main Theorem), there
exists a lift z ∈ NW (k)(W (k)) of y. Let F be the Hodge filtration of M defined by
z∗(ANW(k)). The decomposition (4) extends to a decomposition
(M,F, φ) = ⊕j∈κ(Nj , Fj, φ)
sj
of filtered F -crystals over k. For x, u ∈ Nj we have cj(φ(x), φ(u)) = 2σ(cj(x, u)). If v ∈ Fj ,
then cj(v, v) = 0 and φ(v) ∈ 2Nj ; thus cj(
φ(v)
2 ,
φ(v)
2 ) = 0. As Nj = φ(Nj) +
1
2φ(Fj), each
x ∈ Nj is a sum
1
2
φ(v) + φ(u), with u ∈ Nj and v ∈ Fj . Thus
cj(x, x) = 2cj(φ(u),
1
2
φ(v)) + cj(φ(u), φ(u)) = 2cj(φ(u),
1
2
φ(v)) + 2σ(cj(u, u)) ∈ 2W (k)
i.e., cj modulo 2W (k) is alternating. Thus the corollary follows from Proposition 4.2.3.
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