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Checking P-property and nonnegative invertibility of real and interval matrices has been widely
investigated in the literature. In this paper, we try to extend the study to fuzzy matrices of fuzzy num-
bers, by employing the methods used for the corresponding interval matrices. To determine the
degree of P-property and nonnegative invertibility for a fuzzy matrix, we propose an algorithm.
Applications in matrix stability are given via the numerical examples.
 2006 Elsevier Inc. All rights reserved.
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An n · n real (crisp) matrix A is called a P-matrix (or, to have the P-property) if all its
principal minors are positive, where a principal minor of A is the determinant of a prin-
cipal submatrix that is formed by arbitrary rows and the corresponding columns of A.
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2 0 1
3 1 0
4 2 5
24 35:
Considering det[2] = 2, det[1] = 1, det[5] = 5,
det
2 0
3 1
 
¼ 2; det 2 1
4 5
 
¼ 14; det 1 02 5
 
¼ 5; det½A ¼ 8;
we see that all principal minors of A are positive. Therefore, A is a P-matrix.
P-matrices play an important role in several areas, e.g., in the linear complementary
theory since they guarantee existence and uniqueness of the solution of a linear comple-
mentarity problem (LCP). Given an n · n matrix M = (mij) and an n-vector q = (qi) the
LCP, involves ﬁnding a vector z such that
qþMzP 0; zP 0; ðqþMzÞTz ¼ 0
or showing that no such vector z exists, where the matrix and vector inequalities are meant
componentwise. The LCP has various applications, e.g., in circuit simulation, contact
problems with friction, free boundary problems, linear and quadratic programming, ﬁnd-
ing a Nash-equilibrium in bimatrix games and optimal stopping in Markov chains [28]. In
[28] an application of a linear complementarity problem with a P-matrix is presented. For
a detailed introduction to the LCP we refer to [3].
P-matrices are also applied to localize the eigenvalues of a real matrix [23] or in global
invertibility of vector ﬁelds [10]. In addition, P-matrices encompass four important sub-
classes of matrices. First, P-matrices contain totally positive matrices, where A is called
totally positive if all the minors of A are positive. Second, P-matrices contain all positive
deﬁnite matrices, where A = (aij) is called positive deﬁnite if x
TAx > 0 for all 05 x 2 Rn.
Third, they contain M-matrices, where A is called an M-matrix, if aij 6 0 for i5 j and
A1P 0 [28]. Finally P-matrices contain the real diagonally dominant matrices with posi-
tive diagonal entries, where A is called diagonally dominant, if jaijjP
Pi¼n
i¼1;i6¼jjaijj,
j = 1,2, . . . ,n. For more information about these notions, the reader is invited to consult
a textbook, for example [30].
The ﬁrst systematic study of P-matrices appeared in the work of Fiedler and Ptak in
1966 [9]. Rohn and Rex have generalized the concept of P-property to interval matrices.
They discussed the problem of checking P-property of interval matrices and necessary and
suﬃcient conditions for an interval matrix to be a P-matrix [26].
Interval computations have various real-life applications from robotics, automatic con-
trol, image processing, astrophysics, traﬃc control and expert systems to ergonomics,
social sciences and economics [15]. Further applications have also introduced in [14].
Rump designed the Interval Laboratory (INTLAB) which is a free useful software pack-
age for the interval computations. It can be found at http://www.ti3.tu-harburg.de/rump/int-
lab/. Another free interval arithmetic toolbox for Matlab is b4m (Basic interval arithmetic
subroutines for MATLAB) that is available at http://www.ti3.tu-harburg.de/zemke/b4m/.
An online website that listed all the interval softwares is http://www.cs.utep.edu/interval-
comp/intsoft.html. Checking properties of interval matrices has been widely investigated
in the literature [16,18,20,24–27]. It is also known that checking regularity, positive deﬁ-
niteness, P-property and stability of interval matrices are NP-hard problems. In addition
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Physical systems may be modeled by mathematical descriptions. In many practical sit-
uations, to measure the value of physical quantities we use regular measuring instruments.
Measurements are commonly not absolutely accurate. So, instead of the actual value x of
a physical quantity, we only know the measurement result x 0. For a measuring instrument
the manufacturer must provide it with some guaranteed error bounds d. Otherwise what-
ever for the value x 0 we measure, the actual value x can be arbitrarily far from x 0. If we
know the bound d, and the result of the measurement is x 0, then the actual value must
belong to the interval [x 0  d,x 0 + d]. On the other hand, in many practical situations,
in addition to the intervals that are guaranteed by the manufacturer, it is reasonable to
consider subintervals that the manufacturer cannot guarantee, but which the experts
(designers or producers of the manufacturing instrument) claim to be true. To explain
the practical usefulness of fuzzy sets, let us recall a real-life example where such subinter-
vals are useful [22].
Earthquakes are extremely diﬃcult to predict. Because of that, if we only use the equa-
tions and the measured data, we get very wide intervals of possible magnitudes and fre-
quencies, intervals that are known to be much wider than the interval of actual values.
So, if we use these wide intervals to design a building that is guaranteed to endure a typical
earthquake, these buildings will be unnecessarily expensive. To make the requirements
more realistic, in addition to the guaranteed measurement results, expert estimates are nor-
mally used that lead to narrower intervals. Also, note that diﬀerent experts can have dif-
ferent ideas of which values are possible and which values are not [22]. Fuzzy methodology
provides us with a way to represent expert estimates in a form understandable by a com-
puter: namely, we represent an expert’s statement by a function (called membership func-
tion) that assigns to every real number x a degree of belief that x satisﬁes the expert
estimate. Therefore, fuzzy numbers constitute a very interesting alternative to intervals
that can represent those subintervals with their degrees of belief (the membership function,
in fuzzy notion). A fuzzy number may emerge in a practical application as a description of
the variation in our knowledge about the correct value of some measurements when the
level of our conﬁdence in that knowledge varies. Fuzzy systems including fuzzy set theory
and fuzzy logic have many successful applications. Sophisticated fuzzy set theoretic meth-
ods have been applied to various areas ranging from fuzzy topological spaces to quantum
optics, medicine and so on.
On the other hand, in some engineering problems we need to check the stability of the
corresponding system. Sometimes checking stability of these systems can be done via
checking the P-property of a matrix. For instance, Lyapunov diagonal stability of a tridi-
agonal crisp matrix can be checked by its P-property. In many real-life cases, however, we
do not know the exact values of the parameters that describe the system. Instead, we have
expert estimates for these values that can be represented as fuzzy numbers. In these cases
we need to know about the degree of P-property of the corresponding fuzzy matrix. Thus,
it is important to develop procedures that would appropriately treat general fuzzy math-
ematical concepts.
In this paper we try to extend the concept of P-property for fuzzy matrices. For ﬁnding
the degree of P-property for fuzzy matrices, we utilize the works of Nguyen and Kreino-
vich [21], P-property criteria of interval matrices introduced by Rohn and Rex [26], and
the method of Griﬃn and Tsatsomeros to compute all the principal minors of a real crisp
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matrices. The bigger the degree of P-property, the greater is the possibility that the fuzzy
matrix is a P-matrix.
Section 2, reviews the basic points of the interval and fuzzy matrices. Section 3 out-
lines an algorithm of binary search type that can be used for determining the degree of
P-property and the degree of nonnegative invertibility of fuzzy matrices. Section 4 applies
the algorithm to numerical examples, including applications. Section 5 is devoted to a brief
conclusion.
2. Notation and preliminary concepts
The following notations will be used in this paper. a and A are shown a real (crisp)
number and a real (crisp) matrix. Also, a^ and bA are shown an interval number and an
interval matrix. In addition ea and eA are shown a fuzzy number and a fuzzy matrix,
respectively.
An interval matrix bA is a set of matrices whose elements range independently of each
other within prescribed bounds, i.e., the set of matrices of the formbA ¼ ½A;A ¼ fA : A 6 A 6 Ag; ð1Þ
where the inequalities are understood componentwise and A 6 A. Introducing the center
matrix AC ¼ 12 Aþ A
 
and the nonnegative radius matrix D ¼ 1
2
A A , we can also write
the interval matrix (1) in the formbA ¼ AC  D;AC þ D½ :
An interval matrix bA is said to be symmetric if bA ¼cAs where
cAs ¼ 1
2
ðAþ ATÞ; 1
2
ðAþ ATÞ
 
:
It can be easily seen that bA ¼ ½A;A is symmetric if and only if the bounds A and A are
symmetric. Similarly, an interval matrix of the form [AC  D,AC + D] is symmetric if
and only if both AC and D are symmetric. So, a symmetric interval matrix may contain
nonsymmetric matrices.
Let us introduce an auxiliary set
Z ¼ fz 2 Rnjzj 2 f1;þ1g for j ¼ 1; 2; . . . ; ng;
i.e., the set of all ±1-vectors. For an interval matrix bA ¼ ½A;A, Rohn deﬁned matrices Az,
z 2 Z by
ðAzÞij ¼
1
2
ðAij þ AijÞ  1
2
ðAij  AijÞzizj ði; j ¼ 1; 2; . . . ; nÞ:
Clearly, (Az)ij = Aij if zizj = 1 and ðAzÞij ¼ Aij if zizj = 1, hence Az 2 bA for each z 2 Z.
Since Az = Az for each z 2 Z, the number of mutually diﬀerent matrices Az is at most
2n  1 and equal to 2n  1 if A < A. Kreinovich [17] has noted that these special vertex
matrices provide an optimal ﬁnite characterization of checking properties of interval
matrices.
A square interval matrix bA is called to be regular if each A 2 bA is nonsingular, and it is
called singular if it contains a singular matrix. Regularity of interval matrices is an
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reduced to checking regularity.
A square matrix A is called stable if Re(k) < 0 for real part of the each eigenvalue k of
A. For symmetric matrices it is equivalent to kmax(A) < 0. An interval matrix bA is called
stable (Hurwitz stable) if each A 2 bA is stable. Stability of interval matrices has been widely
studied in control theory due to its close connection to the problem of stability of the solu-
tion of a linear invariant system _xðtÞ ¼ AxðtÞ under data perturbations. For a survey of the
necessary and suﬃcient conditions for stability of interval matrices, we refer the interested
reader to the paper by Mansour [18].
Another property of a matrix is P-property that is important in the linear complemen-
tary theory. An interval matrix bA is called a P-matrix if each A 2 bA is a P-matrix. Rohn
and Rex proved that a symmetric interval matrix is a P-matrix if and only if it is positive
deﬁnite [26].
Lemma 1 [26]. An interval matrix bA is a P-matrix if and only if each Az, z 2 Z, is a
P-matrix.Remark 2.1. Every n · n real (crisp) matrix has 2n  1 principal minors. Grifﬁn and Tsat-
someros have developed, implemented and tested an algorithm (MAT2PM) to compute all
the principal minors of a given n · n complex matrix [11].
In addition, we represent an arbitrary fuzzy number by a pair of functions ðuðrÞ; uðrÞÞ;
0 6 r 6 1 which satisfy the following requirements:
• u(r) is a bounded left continuous nondecreasing function over [0,1].
• uðrÞ is a bounded left continuous nonincreasing function over [0,1].
• uðrÞ 6 uðrÞ; 0 6 r 6 1.
A crisp number a is simply represented by uðrÞ ¼ uðrÞ ¼ a; 0 6 r 6 1. We can also show
the triangular fuzzy numbers by triple (a,a,b), where a is the mean value of ea and a and b
are left and right spreads, respectively. Thus u(r) will be the line between to points
(a  a, 0) and (a, 1) in the (x, r) plane. Similarly, uðrÞ is the line between to points (a, 1)
and (a + b, 0). In addition, a fuzzy number ea is called positive (negative), shown asea > 0 (ea < 0), if its membership function l~aðxÞ satisﬁes leaðxÞ ¼ 0; 8x < 0ð8x > 0Þ: Thusea ¼ ða; a; bÞ is positive, if and only if, a  a > 0. The fuzzy number ea ¼ ða; a; bÞ is shown
in Fig. 1. The r-level set of a fuzzy set ea is deﬁned as an ordinary set ½ear of which the
degree of membership function exceeds the level r:
½ear ¼ fxjleaðxÞP r; r 2 ð0; 1g;Fig. 1. A triangular fuzzy number.
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A matrix eA ¼ ðfaijÞ is called a fuzzy matrix if each element of eA is a fuzzy number [2,4–
8,12]. eA will be positive (negative) and shown as eA > 0 (eA < 0) if each element of eA be
positive(negative). The nonnegative and nonpositive fuzzy matrices may be similarly
deﬁned. In this paper we use the triangular fuzzy numbers as the elements of fuzzy
matrices.
There is a strong connection between the fuzzy matrices of fuzzy numbers and the inter-
val matrices, because each a-cut of a fuzzy matrix is an interval matrix (0 6 a 6 1). Inter-
val matrices can in fact be considered as a special case of fuzzy matrices. Wang and Yan
have extended the concept of Hurwitz stability to the fuzzy matrices [29]. Also, Dehghan
et al. have introduced the concepts of a-regularity, (a,b)-regularity and regularity of a
fuzzy matrix [6].3. The main part
Let us deﬁne the degree of P-property of a fuzzy matrix eA denoted by p as 1  q where q
is a degree of belief that eA is not a P-matrix. Hence in order to deﬁne p, we must deﬁne q.
A fuzzy matrix eA is not a P-matrix if and only if one of the real matrices A = (aij) is not a
P-matrix. In other words eA is not a P-matrix if and only if
_ ða11 is a possible value of fa11 AND
a12 is a possible value of fa12 AND
..
.
ann is a possible value of fann AND
A is not a P -matrixÞ;
where _ means ‘‘or’’ extended to all combinatorics a11,a12 , . . . ,ann of real (crisp) numbers.
Let us use this formula to describe the degree of belief q that a matrix does not have the
P-property. The degree of belief that aij is a possible value of faij is described by the mem-
bership function leaij ðaijÞ. Also, for given real numbers aij the P-property of a matrix
A = (aij) is a crisp statement, thus its degree of belief is 1 (=true) or 0 (=false). Following
standard fuzzy methodology, we interpret ‘‘AND’’ as min and ‘‘or’’ as max. Therefore we
arrive at the following formula:
q ¼ max
aij
fmin½l ea11 ða11Þ; l ea12 ða12Þ; . . . ; l eann ðannÞ; qða11; a12; . . . ; annÞg;
where q(a11,a12, . . . ,ann) is equal to 1 if the corresponding crisp matrix A = (aij) is not a
P-matrix and to 0 if it has the P-property and max is taken over all possible matrices
A. In addition, note that when q = 0, then min = 0, thus we do not need to consider these
values when we compute max. Also, when q = 1, then since min(x, 1) = x, for every degree
of belief x 2 [0,1], we do not need to consider this term in the min. Therefore, we can sim-
plify the above formula into the following one:
q ¼ max
aij
fmin½l ea11 ða11Þ; l ea12 ða12Þ; . . . ; l eann ðannÞg; ð2Þ
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of P-property of a fuzzy matrix can be deﬁned by p = 1  q.
Here we utter an algorithm to determine the degree of P-property of a fuzzy matrixeA ¼ ðfaijÞ. This algorithm consists of k iterations. On the jth iteration, we have an interval
[h,h+] that contains q. After k iterations, we can take any endpoint of the resulting inter-
val as the desired estimate for q, and compute p = 1  q.
Algorithm 1
Step 1. Set h = 0, h+ = 1, N = 1, and e 1.
Step 2. Compute h ¼ 1
2
ðhþ þ hÞ.
Step 3. Find the real (crisp) values aij and aij for which leaij ðaijÞ ¼ leaij ðaijÞ ¼ h. So, the
interval matrix bA ¼ ½aij; aij is formed, that corresponds to the h-cut of the fuzzy
matrix eA.
Step 4. Use Lemma 1 to investigate the P-property of the interval matrix bA.
Step 5. If bA is an interval P-matrix, set h+ = h. Else if bA is not an interval P-matrix, set
h = h.
Step 6. Take qN = h+ and compute pN = 1  qn. The accuracy is 2N.
Step 7. If the accuracy 2N 6 e, then p = pN. Otherwise set N = N + 1 and return to Step
2.On each iteration, we detect the P-property of an interval matrix (Step 4); that by the
use of Lemma 1, means to check the P-property of 2n  1 real crisp matrices. Totally we
have k(2n  1) crisp matrices to check the P-property. Also, since each n · n crisp matrix
Az has at most 2
n  1 principal minors, we must check the positivity of at most
k(2(n  1)(2n  1) real numbers. Therefore for example to determine the degree of belief
p of a 4 · 4 fuzzy matrix with accuracy 0.01, we need to check the P-property of 56 crisp
matrices, i.e., we need to determine and check the positivity of at most 840 real numbers as
the principal minors. So, the most time-consuming part of this algorithm is checking
weather an interval matrix has the P-property, i.e., Step 4. Also, the proof of the relation
between (2) and Step 5 is mentioned below.Theorem 3.1. Let a nonnegative integer k be given. The above algorithm computes q with an
accuracy 2k.Proof. By the use of the deﬁnition of q as the maximum, for each real number h,
we have q > a, if and only if there exists the real numbers a11,a12, . . . ,ann, such
that
min½l ea11 ða11Þ; l ea12 ða12Þ; . . . ; l eann ðannÞ;  > h & A is not a P -matrix:
which is equal to the following term:
l ea11 ða11Þ > h& l ea12 ða12Þ > h&   & l eann ðannÞ > h & A is not a P -matrix:
Thus, q 6 a, if and only if for all real numbers a11,a12, . . . ,ann, it is true that
l ea11 ða11Þ > h& l ea12 ða12Þ > h&   & l eann ðannÞ > h ! A is a P -matrix:
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algorithm actually checks weather the following is true:
l ea11 ða11ÞP h& l ea12 ða12ÞP h&   & l eann ðannÞP h ! A is a P -matrix:
The diﬀerence (P instead of >) can be taken care of, if we assume that the membership
functions leaij are continuous and monotonic (it decreases if we go further away from
the mean value aij of the fuzzy number faij ). h
Now we want to apply our algorithm for computing the degree of nonnegative invert-
ibility of a fuzzy matrix. A square matrix A is called nonnegative invertible if A1P 0. An
interval matrix bA is said to be nonnegative invertible if A1P 0 for each A 2 bA. An interval
matrix bA ¼ ½A;A is nonnegative invertible if and only if A and A are nonnegative invertible
[24].
Lemma 2 [27]. An interval matrix bA ¼ ½A;A is nonnegative invertible if and only if A1P 0
and A1 P 0.Thus, we can use the above lemma to determine the degree of nonnegative invertibility
for a fuzzy matrix of fuzzy numbers, in a similar way with the previous section. It can be
done by using Algorithm 1 and the only diﬀerence in Steps 4 and 5, where we must use
Lemma 2 instead of Lemma 1.
4. Applications and numerical examples
One of the main problems to which the control theory is applied is stabilizing a plant. If
we know exactly the parameters of the system that describe the plant dynamics, then we
can use the standard methods of control theory to check whether the chosen control makes
the plant stable or not. Lyapunov diagonally stable matrices play an important role in
many disciplines, such as predator–prey system in ecology, economics and dynamic sys-
tems [13]. A 2 Rnn is called Lyapunov diagonally stable if there exists a positive deﬁnite
diagonal matrix D such that AD + DAT is positive deﬁnite.
Lemma 3 [1]. Let A 2 Rnn be an acyclic crisp matrix. Then A is Lyapunov diagonally
stable if and only if A be a P-matrix.In many real-life cases, however, we do not know the exact values of the parameters
that describe the plant dynamics. Instead, we have expert estimates for these values that
can be represented as fuzzy numbers. For example, consider the following 3 · 3 fuzzy
matrices of triangular fuzzy numbers:
eA ¼ ð5; 1; 1Þ ð4; 0; 1Þ ð0; 0; 0Þð3:5; 0:75; 0:7Þ ð6; 1; 0:2Þ ð2:5; 0:5; 0:5Þ
ð0; 0; 0Þ ð5:5; 0:5; 0:25Þ ð7; 0:5; 1Þ
24 35;
eB ¼ ð2; 1; 0:5Þ ð3; 0; 0:5Þ ð0; 0; 0Þð1:25; 0:35; 0:5Þ ð3; 0:5; 0:3Þ ð1:5; 0:5; 0:6Þ
ð0; 0; 0Þ ð1:5; 0:25; 0:4Þ ð4; 0:5; 1Þ
24 35:
Fig. 2. The degree of P-property for two fuzzy matrices.
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onal stability of real crisp matrices in the fuzzy matrices eA and eB is equivalent to checking
their P-property. So, the degree of P-property for fuzzy matrices eA and eB can be known as
the degree of the Lyapunov diagonal stability of them. By using Algorithm 1, the degree of
P-property of the fuzzy matrices eA and eB with N = 96 and accuracy 2 · 1030 is 0.3388
and 0.1767, respectively (see Fig. 2). So, we can conclude that the possibility of the
Lyapunov diagonal stability of the fuzzy matrix eA is greater than the possibility of the
Lyapunov diagonal stability of the fuzzy matrix eB.
On the other hand, stable matrices are of great importance in the theory of diﬀerential
equations. A crisp matrix is called stable if their eigenvalues all have negative real parts.
An alternative criterion is the positivity of the Hurwitz determinants [19, pp. 185–186].
For 2 · 2 fuzzy matrices this criterion is equivalent to checking the P-property. As a test,
consider the following fuzzy matrices:
eA ¼ ð3; 2; 1Þ ð1; 0; 1Þð5; 2; 1Þ ð2; 1; 0Þ
 
; eB ¼ ð3; 0; 1Þ ð1; 12 ; 1Þð5; 1
3
; 1Þ ð2; 1; 0Þ
" #
:
The degree of P-property of eA and eB is 0.0774 and 0.1098, respectively. Therefore,
we can conclude that the possibility of the stability of the fuzzy matrix eB is greater
than the possibility of the stability of the fuzzy matrix eA.Fig. 3. Example 4.1 Left: The degree of P-property, Right: The degree of nonnegative invertibility.
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eA ¼ ð3; 0; 0Þ ð1; 0; 3Þð3; 0; 0Þ ð2; 0; 0Þ
 
:
By using Algorithm 1, we conclude that the degree of P-property of the fuzzy matrix eA
with N = 96 and accuracy 2 · 1030 is 1.0000, while its degree of nonnegative invertibility
is 0.3333. See Fig. 3.5. Conclusion
This paper tries to extend the concepts of P-property and nonnegative invertibility for
fuzzy matrices of fuzzy numbers. Some numerical examples have also been given to show
the implementation of the proposed algorithm.Acknowledgement
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