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Abstract
The ﬁt of a statistical model can be visually assessed by inspection of a quantile–quantile or QQ plot. For the
strict Pareto distribution, since log-transformed Pareto random variables are exponentially distributed, it is natural to
consider an exponential quantile plot based on the log-transformed data. In case the data originate from a Pareto-type
distribution, the Pareto quantile plot will be linear but only in some of the largest observations. In this paper we
modify the Jackson statistic, originally proposed as a goodness-of-ﬁt statistic for testing exponentiality, in such a
way that it measures the linearity of the k largest observations on the Pareto quantile plot. Further, by taking the
second-order tail behaviour of a Pareto-type model into account we construct a bias-corrected Jackson statistic. For
both statistics the limiting distribution is derived. Next to these asymptotic results we also evaluate the small sample
behaviour on the basis of a simulation study. The method is illustrated on two practical case studies.
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1. Introduction
Extreme value statistics focus on characteristics related to the tail of a distribution function such
as indices describing tail decay, extreme quantiles, small tail probabilities and (in multivariate settings)
indicators of extremal dependence.The tail behaviour of a distribution function is governed by a parameter
, called the extreme value index, with increasing  indicating heavier tails. This parameter  is the shape
parameter of the generalized extreme value distribution (GEV), with distribution function given by
G(x)=
{
exp(−(1+ x)−1/), 1+ x > 0,  = 0,
exp(− exp(−x)), x ∈ R, = 0. (1)
This distribution turns out to be the only possible non-degenerate limiting distribution for a sequence of
appropriately normalized maximum values of pure random samples. Indeed, consider independent and
identically distributed (i.i.d.) random variablesX1, . . . , Xn according to some distribution function F and
let X1,n · · · Xn,n denote the corresponding ascending order statistics. If for sequences of constants
(an > 0)n and (bn)n
lim
n→∞P
(
Xn,n − bn
an
x
)
= lim
n→∞F
n(bn + anx)=G(x) (2)
at all continuity points of G, for G some non-degenerate distribution function, then G has to be of type
(1) [9,11]. If (2) is satisﬁed by F then F is said to belong to the max-domain of attraction ofG, denoted
F ∈ D(G). Based on the sign of  we can distinguish three cases. In case > 0, D(G) coincides with
the class of the Pareto-type distributions with Pareto index 1/. These are heavy tailed distributions and
possess inﬁnite right endpoint. The class D(G0), called the Gumbel class, contains distributions with
moderate tails such as the normal, Gamma, Weibull and lognormal distribution. In case < 0, D(G)
contains distributions with a ﬁnite right endpoint.
In this paper we will concentrate on the class of heavy tailed or Pareto-type distributions. For these
distributions it can be shown that the ﬁrst-order condition (2) can be expressed in an equivalent way in
terms of the survival function 1− F :
1− F(x)= x−1/F (x), x > 0, (3)
where F denotes a slowly varying function at inﬁnity, i.e.
F (x)
F (x)
→ 1 as x →∞ for all > 0, (4)
or in terms of the tail quantile function U, deﬁned as U(x)= inf{y : F(y)1− 1/x}, x > 1,
U(x)= xU(x),
where U denotes again a slowly varying function at inﬁnity [11].
The ﬁt of a statistical model to a random sampleX1, . . . , Xn can be visually assessed by inspection of a
quantile–quantile or QQ plot. In case of a good ﬁt by the proposed reference distribution, the ordered data
which serve as empirical quantiles are expected to be in line with their expected values under the reference
model. For the strict Pareto distribution, since log-transformed Pareto random variables are exponentially
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Fig. 1. Diamond data: (a) exponential quantile plot, (b) mean excess plot, (c) Pareto quantile plot and (d) Hk,n as a function of
log k.
distributed, it is natural to consider an exponential quantile plot based on the log-transformed observations,
leading to the QQ plot coordinates(
log
n+ 1
j
, logXn−j+1,n
)
, j = 1, . . . , n.
In case the data originate from a strict Pareto distribution, the Pareto quantile plot will show a straight line
pattern of which the slope is given by the extreme value index. For Pareto-type distributions log U(x)/
log x → 0 as x → ∞, so logU(x) ∼  log x as x → ∞, which implies that for Pareto-type data
the Pareto quantile plot will be ultimately linear. Again the slope of the linear part will approximate .
Several authors exploited this ultimate linearity of the Pareto quantile plot to construct estimators for 
(see for instance Hill [13], Csörgo˝ et al. [5], Kratz and Resnick [15] and Schultze and Steinebach [16]).
On the other hand, following Csörgo˝ andViharos [6], the related goodness-of-ﬁt question has hardly been
addressed. A ﬁrst attempt in this direction has been made by Dietrich et al. [7].
Applications of model (3) can be found in numerous scientiﬁc disciplines such as ﬁnance, insurance,
reliability theory, telecommunication, environmetrics, geology and climatology. Here we motivate the
presented model with two practical case studies. The ﬁrst dataset comes from a geostatistical context and
concerns the valuation of diamonds. Since the proﬁtability of a mining exploration largely depends on
the occurrence of precious stones, accurate modelling of the tail of the value distribution is of crucial
importance. The dataset considered here contains the value (in USD) of a sample of 1914 diamonds
obtained fromakimberlite deposit. Fig. 1(a) contains the exponential quantile plot for the variable value. In
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Fig. 2. Zaventem wind speed data: (a) exponential quantile plot, (b) mean excess plot, (c) Pareto quantile plot and (d) Hk,n as a
function of log k.
Fig. 1(b) we show the empirical mean excess function ek,n= (1/k)∑kj=1xn−j+1,n−xn−k,n as a function
of k. Note that the empirical mean excess function measures the average increase of the exponential
quantile plot to the right of the anchor point (log(n + 1)/(k + 1), xn−k,n) and hence can be considered
as a slope estimator. The convex shape of the exponential quantile plot and the decreasing mean excess
function (when considered as a function of k) give evidence of a sub-exponential tail behaviour. To assess
the hypothesis of Pareto-type behaviour we also construct the Pareto quantile plot (see Fig. 1(c)). The
Pareto quantile plot is clearly approximately linear in the largest observations indicating a good ﬁt of the
value distribution by a Pareto-type model. The mean excess function of the log-transformed data (which
is in fact the Hill estimator, denotedHk,n) given in Fig. 1(d) conﬁrms this in the sense that it clearly shows
a constant slope at the smaller log k values.
Our second dataset contains daily maximal wind speed measurements in Zaventem (Belgium).
Fig. 2(a) contains the exponential quantile plot of the daily maximal wind speed measurements. The
exponential quantile plot exhibits linear behaviour in the largest observations indicating that the tail of
the daily maximal wind speed distribution decays exponentially fast. This ultimate linear behaviour can
also be derived from the mean excess plot which is quite stable for k values up to 300 (see Fig. 2(b)).
At ﬁrst sight, the Pareto quantile plot given in Fig. 2(c) seems to indicate Pareto-type behaviour. Closer
inspection however, for instance using the mean excess plot of the log-transformed data, reveals that the
slope continues to decrease as one moves deeper in the tail and is almost 0 at k = 1.
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In Section 2 we introduce the Jackson statistic [14], originally proposed as a goodness-of-ﬁt statistic
for testing exponentiality. Based on the basic properties of strict Pareto order statistics, we discuss how
this statistic can be used to assess Pareto-type behaviour. This then provides a possibility for formal
statistical inference linked to the visual impressions based for instance on QQ plots and mean excess
plots.We also derive the limiting distribution of the resulting test statistic under the hypothesis of Pareto-
type behaviour. The Jackson statistic is further modiﬁed by taking into account the second-order tail
behaviour of a Pareto-type model. This is discussed in Section 3 together with some simulation results.
In Section 4 the sensitivity to alternatives is investigated by a simulation study. Finally, in Section 5 we
rediscuss the above mentioned two examples.
2. The Jackson statistic
Given the connection between the exponential and the strict Pareto distribution, we ﬁrst investigate the
goodness-of-ﬁt question in the exponential case. The literature on testing whether a sample is consistent
with an exponential distribution is quite extensive (see for instance Stephens [17] and the references
therein). In this paper we will focus on the Jackson [14] statistic as it has a direct interpretation in terms
of the exponential quantile plot. Let Exp() denote the exponential distribution with mean 1/. Consider
X1, . . . , Xn i.i.d. Exp() random variables and letX1,n · · · Xn,n denote the corresponding ascending
order statistics. The Jackson statistic is given by
Tn =
∑n
j=1tj,nXj,n∑n
j=1Xj
, (5)
where tj,n = E(Xj,n)=∑ji=1(n− i + 1)−1. The numerator is clearly a sum of cross products of order
statistics and their expected values. The denominator is introduced to remove the dependence on the
nuisance parameter . The Jackson statistic can hence be considered as a ‘correlation like’ statistic based
on the exponential quantile plot. For our purposes it is more convenient to express (5) in terms of the
standardized spacings Vj = (n − j + 1)(Xj,n − Xj−1,n), j = 1, . . . , n. From the Rényi representation
these are known to be i.i.d. Exp(). Rearranging terms of (5), it can be shown that
Tn =
∑n
j=1Cj,nVj∑n
j=1Vj
,
where C1,n = 1 and Cj,n = 1 + tj−1,n, j = 2, . . . , n. The limiting distribution of Tn was derived by
Jackson [14] and stated in the following theorem.
Theorem 1 (Jackson [14]). Assume X1, . . . , Xn i.i.d. Exp() random variables, then for n→∞
√
n(Tn − 2) L→N(0, 1).
We will now adjust the Jackson statistic in such a way that it measures the linearity of the k upper order
statistics on the Pareto quantile plot. Let Pa() denote the strict Pareto distribution with Pareto index
. Consider X1, . . . , Xn i.i.d. Pa(1/) random variables, then Yj,k = Xn−k+j,n/Xn−k,n, j = 1, . . . , k,
are jointly distributed as the order statistics of a random sample of size k from Pa(1/). Consequently,
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Y ∗j,k = logYj,k , j = 1, . . . , k, behave as Exp(1/) order statistics. Application of the Jackson statistic to
Y ∗j,k , j = 1, . . . , k, yields, after rearranging terms,
T ∗k =
(1/k)
∑k
j=1Ck−j+1,kZj
Hk,n
,
whereZj =j (logXn−j+1,n− logXn−j,n), j=1, . . . , k, andHk,n=(1/k)∑kj=1Zj . Further, in the above
deﬁnition of T ∗k we set Ck−j+1,k = 1 − log((j + 1)/(k + 1)), i.e. we replace tk−j,k by its asymptotic
equivalent.
We now derive the limiting distribution of T ∗k for an intermediate k sequence, i.e. k = kn → ∞,
kn= o(n) as n→∞. We also impose a further condition on the function U , the so-called slow variation
with remainder condition [4].
Assumption 1 (R). There exists a real constant < 0 and a rate function b satisfying b(x) → 0 as
x →∞, such that for all 1, as x →∞,
(x)
(x)
− 1 ∼ b(x)
 − 1

.
Theorem 2. Assume X1, . . . , Xn i.i.d. random variables according to distribution function F, where
F ∈ D(G) for some > 0 and U satisfying R. Then as k, n→∞, k/n→ 0 and
√
kb(n/k)→ c,
√
k(T ∗k − 2) L→N
(
c
(1− )2 , 1
)
.
Proof. Note that
√
k(T ∗k − 2)=−
√
k
Hk,n
1
k
k∑
j=1
(
log
j + 1
k + 1 + 1
)
Zj ,
where (1/k)
∑k
j=1(− log(j+1)/(k+1)−1)Zj is a kernel type statistic with kernel functionK(t)=−1−
log t . This function K satisﬁes the conditions of Theorem 3.1 of Beirlant et al. [2] with u(s)=−2− log s
and hence, as k, n→∞, k/n→ 0 and√kb(n/k)→ c, we have that
√
k

1
k
k∑
j=1
(
− log j + 1
k + 1 − 1
)
Zj
− 1
k
k∑
j=1
(
− log j + 1
k + 1 − 1
)(
+ b(n/k)
(
j
k + 1
)−) L→N(0, 2).
Some tedious but straightforward manipulations lead to the following equivalent result:
√
k
1
k
k∑
j=1
(
− log j + 1
k + 1 − 1
)
Zj
L→N
(
c
(1− )2 , 
2
)
.
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Fig. 3. Median and percentiles 5 and 95 of T ∗
k
as a function of k, k = 5, . . . , 450, obtained from 500 samples of size n= 500
from (a) the Pa(1), (b) the Burr(1, 1, 1), (c) the Burr(1, 0.25, 4) and (d) the GPD(1,−0.5) distribution.
Finally, since Hk,n
P→  we obtain
√
k(T ∗k − 2) L→N
(
c
(1− )2 , 1
)
. 
In Fig. 3 we illustrate the small sample behaviour of T ∗k on the basis of a simulation study. The
distributions from which we simulated are:
1. The Pa(1/) distribution,
F(x)= 1− x−1/, x > 1; > 0
with = 1.
2. The Burr(, , ) distribution,
F(x)= 1−
(

+ x
)
, x > 0; , , > 0
with = 1/() and =−1/. We have chosen (, , )= (1, 1, 1) and (1, 0.25, 4).
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3. The GPD(, ) distribution,
F(x)= 1−
(
1+ x

)−1/
, 1+ x

> 0; > 0,  ∈ R.
We set = 1 and =−0.5.
Note that a GPD distribution with < 0 has a ﬁnite right endpoint and hence does not belong to the class
of the Pareto-type models. For each of the above distributions, 500 datasets of size 500 were simulated.
In Fig. 3 we plot the median and percentiles 5 and 95 of T ∗k as a function of k. As is clear from this
plot, the bias of T ∗k makes it difﬁcult to distinguish between Pareto-type and non-Pareto-type behaviour.
Therefore, in the next section we introduce a bias correction to obtain a statistic which is stable when
plotted as a function of k.
3. A bias corrected Jackson statistic
To obtain a bias corrected version of T ∗k , note that both numerator and denominator of T ∗k are (weighted)
averages of the Zj , j = 1, . . . , k. Within the framework of Pareto-type tails and assuming condition R
on U holds, Beirlant et al. [1] derived the following approximate representation for log-spacings of order
statistics
Zj ∼ + bn,k
(
j
k + 1
)−
+ j , j = 1, . . . , k, (6)
where bn,k = b(n/k) and j , j = 1, . . . , k, are zero centered error terms, or, equivalently
Zj − bn,k
(
j
k + 1
)−
∼ + j , j = 1, . . . , k.
This then motivates the following bias corrected Jackson statistic:
T˜k(ˆ)=
(1/k)
∑k
j=1Ck−j+1,k(Zj − bˆLS,k(ˆ)(j/(k + 1))−ˆ)
ˆLS,k(ˆ)
,
with ˆ denoting a consistent estimator for . Here ˆLS,k(ˆ) and bˆLS,k(ˆ) are the least squares estimators
for respectively  and bn,k obtained from (6), hereby taking  ﬁxed:
ˆLS,k()=
1
k
k∑
j=1
Zj − bˆLS,k()1−  ,
bˆLS,k()= (1− )
2(1− 2)
2
1
k
k∑
j=1
((
j
k + 1
)−
− 1
1− 
)
Zj .
As a consistent estimator for  one can for instance propose the estimator
ˆk˙ =−
1
log 
log
H2k˙,n −Hk˙,n
Hk˙,n −Hk˙,n
,
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Fig. 4. Median and percentiles 5 and 95 of T ∗
k
(broken line) and T˜k(ˆk) (solid line) as a function of k, k= 5, . . . , 450, obtained
from 500 samples of size n = 500 from (a) the Pa(1), (b) the Burr(1, 1, 1), (c) the Burr(1, 0.25, 4) and (d) the GPD(1,−0.5)
distribution.
for some  ∈ (0, 1) and with k˙ taken in the range
√
k˙b(n/k˙)→∞, as proposed in Drees and Kaufmann
[8]. For a more elaborate discussion on the estimation of  and several other estimators of  we refer the
reader to Gomes et al. [12] and Fraga Alves et al. [10].
The bias correcting effect of T˜k(ˆk) is illustrated in Fig. 4 where we show the median and percentiles
5 and 95 of T ∗k (broken line) and T˜k(ˆk) (solid line) for the simulated data from the previous section.
For Pareto-type models, the bias corrected statistic is clearly very stable as a function of k. For the
GPD(1,−0.5) data the median of T˜k(ˆk) diverges from the value 2 at the larger k values. At the smaller
k values, the bounds formed by percentiles 5 and 95 are very wide indicating unstable behaviour. This
is further illustrated in Fig. 5 where we show the sample paths of T˜k(ˆk) for some randomly selected
datasets from the above simulation.
We now derive the limiting distribution of the normalized bias corrected Jackson statistic. We ﬁrst
consider the case where  is known.
Theorem 3. AssumeX1, . . . , Xn i.i.d. random variables according to distribution function F,where F ∈
D(G) for some > 0, U satisﬁesR and  is known, then as k, n→∞, k/n→ 0 and
√
kb(n/k)→ c,
√
k(T˜k()− 2) L→N
(
0,
(

1− 
)2)
.
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Fig. 5. T˜k(ˆk) as a function of k, k=5, . . . , 450, for a simulated dataset of size n=500 from (a) the Pa(1), (b) the Burr(1, 1, 1),
(c) the Burr(1, 0.25, 4) and (d) the GPD(1,−0.5) distribution.
Proof. First, write
√
k(T˜k()− 2) as a kernel type statistic:
√
k(T˜k()− 2)=
√
k
ˆLS,k()
1
k
k∑
j=1
K
(
j
k + 1
)
Zj + op(1),
with
K
(
j
k + 1
)
=−1− log j + 1
k + 1 +
2− 1

((
j
k + 1
)−
− 1
1− 
)
.
The kernel function K satisﬁes the conditions of Theorem 3.1 of Beirlant et al. [2] with u(s) = −2 −
log s + (2 − 1)(s−(1 − ) − 1/(1 − ))/ and hence, as k, n → ∞, k/n → 0 and √kb(n/k) → c,
we have that
√
k

1
k
k∑
j=1
K
(
j
k + 1
)
Zj − 1
k
k∑
j=1
K
(
j
k + 1
)(
+ b(n/k)
(
j
k + 1
)−)
L→N
(
0, 2
(

1− 
)2)
J. Beirlant et al. / Journal of Computational and Applied Mathematics 186 (2006) 99–116 109
k
0 100 200 300 400
1.6
1.8
2.0
2.2
2.4
(a) k
0 100 200 300 400
(b) k
0 100 200 300 400
(c)
k
0 100 200 300 400
(d) k
0 100 200 300 400
(e) k
0 100 200 300 400
(f)
1.6
1.8
2.0
2.2
2.4
1.6
1.8
2.0
2.2
2.4
1.6
1.8
2.0
2.2
2.4
1.6
1.8
2.0
2.2
2.4
1.6
1.8
2.0
2.2
2.4
Fig. 6. Median and percentiles 5 and 95 of T˜k(ˆk) as a function of k, k=5, . . . , 450, obtained from 500 samples of size n=500
from (a) the lognormal(0, 1), (b) the Weibull(1, 0.5), (c) the GPD(1,−0.1), (d) the GPD(1,−0.25), (e) the GPD(1,−0.5) and
(f) the U(0, 1) distribution.
and thus
√
k
1
k
k∑
j=1
K
(
j
k + 1
)
Zj
L→N
(
0, 2
(

1− 
)2)
.
Finally, since under the above conditions ˆLS,k()
P→  [2],
√
k(T˜k()− 2) L→N
(
0,
(

1− 
)2)
. 
The effect of the bias correction is nicely reﬂected in the limiting normal distribution: whatever c, the
normal limit is centered at 0. Further, compared to T ∗k , T˜k() has a smaller asymptotic variance. We now
turn to the derivation of the limiting distribution for T˜k() in case  is replaced by a consistent estimator.
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of k for (a) the lognormal(0, 1), (b) the Weibull(1, 0.5), (c) the GPD(1,−0.1), (d) the GPD(1,−0.25), (e) the GPD(1,−0.5)
and (f) the U(0, 1) distribution.
Theorem 4. Assume X1, . . . , Xn i.i.d. random variables according to distribution function F, where
F ∈ D(G) for some > 0 and U satisﬁes R. If we substitute for  a consistent estimator ˆ, then as
k, n→∞, k/n→ 0 and√kb(n/k)→ c,
√
k(T˜k(ˆ)− 2) L→N
(
0,
(

1− 
)2)
.
Proof. Decompose
√
k(T˜k(ˆ)− 2) as
√
k(T˜k(ˆ)− 2)=
√
k(T˜k(ˆ)− T˜k())+
√
k(T˜k()− 2).
Since
√
k(T˜k()− 2) converges weakly to the N(0, (/(1− ))2) limit (Theorem 3), it remains to verify
that under the given conditions
√
k(T˜k(ˆ)− T˜k()) P→ 0. Using the consistency of ˆLS,k() and ˆLS,k(ˆ),
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Fig. 8. Empirical rejection rates of a 5% two-tailed normal test with =−2 (solid line) and =−1 (broken line) as a function
of k for: (a) the Burr(1, 2, 1), (b) the Burr(1, 1, 2), (c) the Burr(1, 0.5, 4), (d) the Burr(1, 1, 1), (e) Burr(1, 0.5, 2) and (f) the
Burr(1, 0.25, 4).
it sufﬁces to consider the normalized difference of the numerators of T˜k() and T˜k(ˆ):
√
k

1
k
k∑
j=1
Ck−j+1,k
(
Zj − bˆLS,k(ˆ)
(
j
k + 1
)−ˆ)
− 1
k
k∑
j=1
Ck−j+1,k
(
Zj − bˆLS,k()
(
j
k + 1
)−) ,
or, equivalently, after rearranging terms
√
k(bˆLS,k()− bˆLS,k(ˆ))1
k
k∑
j=1
Ck−j+1,k
(
j
k + 1
)−
+√kbˆLS,k(ˆ)1
k
k∑
j=1
Ck−j+1,k
((
j
k + 1
)−
−
(
j
k + 1
)−ˆ)
.
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Fig. 9. Diamond data: (a) T˜k(ˆk) and normal 95% bounds obtained with =−2 (broken-dotted line) and =−1 (broken line)
as a function of k, (b) Pareto quantile plot and (c) ˆk as a function of k.
The ﬁrst term of the above equation clearly converges in probability to 0: (1/k)
∑k
j=1Ck−j+1,k(j/(k +
1))− → (2 − )/(1 − )2 and √k(bˆLS,k() − bˆLS,k(ˆ)) P→ 0 [2]. Concerning the second term,
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Fig. 10. Zaventem wind speed data: (a) T˜k(ˆk) and normal 95% bounds obtained with =−0.5 (broken line) as a function of k
and (b) ˆk as a function of k.
√
kbˆLS,k(ˆ) =Op(1) [2] and
1
k
k∑
j=1
Ck−j+1,k
((
j
k + 1
)−
−
(
j
k + 1
)−ˆ)
= op(1). 
4. Simulation results
In this section, we evaluate the small sample behaviour of the bias corrected statistic T˜k(ˆk) and
hypothesis tests based on T˜k(ˆk) using a simulation study.
We ﬁrst evaluate T˜k(ˆk) in case of non Pareto-type distributions. The distributions from which we
simulated are:
1. The lognormal(	, ) distribution,
F(x)=
∫ x
0
1√
2
u
exp
(
−(log u− 	)
2
22
)
du, x > 0; 	 ∈ R, > 0,
for which = 0. Here we set 	= 0 and = 1.
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2. The Weibull(, ) distribution,
F(x)= 1− exp(−(x)), x > 0; , > 0,
for which = 0. We have chosen = 1 and = 0.5.
3. TheGPD(, )distribution introduced abovewith (, )=(1,−0.1), (1,−0.25), (1,−0.5) and (1,−1).
Remark that the case (, )= (1,−1) corresponds to the U(0, 1) distribution.
For each of the above distributions, 500 datasets of size n = 500 were simulated. In Fig. 6 we plot the
median and percentiles 5 and 95 of T˜k(ˆk) as a function of k. The plots are arranged from difﬁcult (close
to Pareto-type) to easy (deep in the alternative). As is clear from Fig. 6(a), the lognormal(0, 1) case is
difﬁcult to distinguish from a Pareto-type model: besides some instability of percentile 95 at the smaller
k values T˜k(ˆk) behaves quite stable. For all other non-Pareto-type models considered here the bands
formed by percentiles 5 and 95 are very unstable at the smaller k values while the median diverges from
the value 2 as k increases (see Fig. 6(b)–(f)). To evaluate the sensitivity of T˜k(ˆk) to alternatives we
computed at each k-value the empirical rejection rate of a two-tailed 5% signiﬁcance test (see Fig. 7).
This test is based on pointwise normal 95% bounds for T˜k(ˆk) with  set at, respectively, −2 and −1
in the variance expression. At the smaller k values the rejection rate is in the range 0.2–0.8. This quite
high rate reﬂects the unstable behaviour of T˜k(ˆk) at these small k values. As k increases the empirical
rejection rate ﬁrst decreases (the instability decreases) but ﬁnally increases again (the median diverges
from the value 2). Note that, as expected, at a ﬁxed large k value, e.g. k = 400, the empirical rejection
rate increases as we move deeper into the alternative. Further, since the variance of the normal limiting
distribution is a decreasing function of , the empirical rejection rate increases with .
To get an idea about the size of a N(0, (/(1 − ))2) based hypothesis test we also performed some
simulations for Pareto-type models. We simulated 500 datasets of size n = 500 from the Burr(1, 2, 1)
( = 0.5,  = −1), the Burr(1, 1, 2) ( = 0.5,  = −0.5), the Burr(1, 0.5, 4) ( = 0.5,  = −0.25), the
Burr(1, 1, 1) (=1, =−1), theBurr(1, 0.5, 2) (=1, =−0.5) and theBurr(1, 0.25, 4) (=1, =−0.25)
distributions. In Fig. 8 we show the empirical rejection rates of a two-tailed 5% signiﬁcance test as a
function of k. This test is based on the normal limit for T˜k(ˆk) with  set at, respectively, −2 and −1 in
the variance expression and rejects Pareto-type behaviour when T˜k(ˆk) deviates too much from the value
2. At the smaller k values the empirical rejection rates are quite high (approximately 0.5) but converge
very fast to the nominal 5% level as k increases.
5. Case studies
This section reports the results of the analysis of the two practical case studies.
We ﬁrst discuss the diamond data. The Pareto quantile plot shown in Fig. 1(c) already gave evidence
that the value distribution may be well described by a Pareto-type model. We now assess the Pareto-type
behaviour formally on the basis of the bias corrected Jackson statistic T˜k(ˆk). In Fig. 9(a) we plot T˜k(ˆk)
and pointwise normal 95% bounds with  = −2 (broken-dotted line) and  = −1 (broken line) as a
function of k. These values for  can be motivated by the plot of ˆk versus k given in Fig. 9(c). Except
at k = 380 and 381 the statistic T˜k(ˆk) is within the 95% bounds. In Fig. 9(b) we indicate the 381th
largest observation on the Pareto quantile plot of the variable value. The Pareto quantile plot behaves
approximately linear on both the left- and the right-hand side of this observation but the linear parts have
a different slope. This may indicate that the value distribution is a mixture of Pareto-type models with
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different Pareto indices. In fact, the value of a diamond is inﬂuenced by factors such as, among others,
size and color (see Beirlant and Goegebeur [3]). In this analysis we ignored this information.
We now turn to the Zaventem wind speed data. The exploratory analysis described in the Introduction
already gave some evidence of non-Pareto-type behaviour. This is further conﬁrmed by the bias corrected
goodness-of-ﬁt statistic T˜k(ˆk). In Fig. 10(a) we plot T˜k(ˆk) and pointwise normal 95% bounds obtained
with  = −0.5 as a function of k. At the smaller k values, T˜k(ˆk) behaves very unstable and at the very
end the statistic diverges from the value 2. Although the choice of  is less crucial in this example, we
motivate the  value of −0.5 by Fig. 10(b).
6. Conclusion
In this paper, we addressed the goodness-of-ﬁt question for Pareto-type behaviour. In a ﬁrst step we
modiﬁed the Jackson statistic and applied it to the k largest observations on the Pareto quantile plot.
However, the bias of this modiﬁed Jackson statistic made it difﬁcult to distinguish between Pareto-type
and non-Pareto-type behaviour. This then lead in a second step to the construction of a bias-corrected
Jackson statistic. For both statistics we derived the limiting distribution. The small sample behaviour was
evaluated on the basis of a simulation study. The present work can be extended in several ways. A ﬁrst
possibility is to study the stochastic process associated with the (bias-corrected) Jackson statistic together
with some functionals hereof. Another interesting extension is towards goodness-of-ﬁt testing for the
general max-domain of attraction problem. Work on these extensions is in progress.
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