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Let G := SO(2n) be the even special orthogonal group over C and let M+2n (resp. M
−
2n)
be the space of symmetric (resp. skew-symmetric) complex matrices with respect to the usual
transposition.
We study the structure of the space B+ :=
(∧
(M+2n)
∗ ⊗M−2n
)G
, the space of G−equivariant
skew-symmetric matrix valued alternating multilinear maps on the space of symmetric n−tuples
of matrices, with G acting by conjugation.
We prove that B+ is a free module over a certain subalgebra of invariants A :=
(∧
(M+2n)
∗
)G
of rank 2n. We give an explicit description for the basis of this module. Furthermore we prove
new trace polynomial identities for symmetric matrices.
Finally we show, using a computation made with the LiE software, that the analogous module
B− :=
(∧
(M+2n)
∗ ⊗M+2n
)G
doesn’t satisfy a similar property.
Introduction
The main goal of this paper is to study the structure of the space B :=
(∧
(M+2n)
∗ ⊗M2n
)G
,
which could be seen as the space of the G−equivariant matrix valued alternating multilinear
maps on the space of symmetric n−tuples of matrices, with G = SO(2n) the even special
orthogonal group acting by conjugation.
We put on B a structure of algebra and then we see B as a module over the algebra of
invariants A :=
(∧
(M+2n)
)G
in a natural way. For this purpose, let us recall some classical
notations and conventions (for more details see [8]).
By the antisymmetrizer we mean the operator that sends a multilinear application
f(x1, . . . , xh) into the antisymmetric application
∑
σ∈Sh
ǫσf(xσ(1), . . . , xσ(h)). The main exam-
ple for us is obtained applying the antisymmetrizer to the noncommutative monomial x1 · · ·xh.
We get the standard polynomial of degree h, which is by definition:
Sth(x1, . . . , xh) :=
∑
σ∈Sh
ǫσxσ(1) . . . xσ(h).
Let R be any algebra (not necessarily associative) over a field F, and let V be a finite dimensional
vector space over F. The set of multilinear antisymmetric maps from V k to R can be identified
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in a natural way with
∧k
V ∗ ⊗ R. Using the algebra structure of R we get a product of these
maps (which we denote by ∧); for G ∈
∧h
V ∗ ⊗R, H ∈
∧k
V ∗ ⊗R we define
(G ∧H)(v1, . . . , vh+k) :=
1
h!k!
∑
σ∈Sh+k
ǫσG(vσ(1), . . . , vσ(h))H(vσ(h+1), . . . , vσ(h+k))
=
∑
σ∈Sh+k/Sh×Sk
ǫσG(vσ(1), . . . , vσ(h))H(vσ(h+1), . . . , vσ(h+k)).
It is easy to show (see [12]) that Sta ∧ Stb = Sta+b.
With this multiplication the algebra of multilinear antisymmetric maps from V to R is
isomorphic to the tensor product algebra
∧
V ∗ ⊗R.
Assume now that R is an associative algebra and V ⊂ R. The inclusion map X : V → R is of
course antisymmetric, since the symmetric group on one variable is trivial, hence X ∈
∧
V ∗⊗R.
By iterating the definition of wedge product we have that as a multilinear function, each power
Xa := X∧a equals the standard polynomial Sta computed in V .
We apply previous considerations to F = C, R = M2n and V = M
±
2n (symmetric or skew-
symmetric matrices); the group G = SO(2n) acts on this space, and hence on functions, by
conjugation and it is interesting to study the algebra of G-equivariant maps
B :=
(∧(
M±2n
)∗
⊗M2n
)G
.
Furthermore we can clearly decompose B as the direct sum B ≃ B+ ⊕ B−, where B∓ :=(∧
(M•2n)
∗ ⊗M±2n
)G
.
The main part of this paper is devoted to study the spaces of type B+ for symmetric matrices
(the skew-symmetric one was already studied in [6]), in particular their natural structure as a
module over the algebra of invariants A :=
(∧
(M+2n)
∗
)G
.
By a classical result on the algebra structure of invariants A, which we recover in the paper,
we have that A is the symmetric product of the exterior algebra in certain elements Ti (where
i = 0, ..., n− 1) of degree 4i+ 1 and the one dimensional algebra generated by an element Q of
even degree 2n, with Q ∧Q = 0 (see [17]).
We prove that B+ is a free module of rank 2n over the subalgebra An ⊂ A generated by
T0, ..., Tn−2, Q. Further we write an explicit basis for this module and the explicit relations for
the product with the missing invariant. Let us remark that also in the case of skew-symmetric
matrices in [6] was proved that B+ satisfies an analogous statement.
Finally, using a computer computation made with the software LiE, we show that the case
B− cannot have an analogous property.
Let us remark that spaces analogous to B for the other classical groups have been already
studied. In fact in [8] the spaces B := (
∧
(M±m)
∗ ⊗Mm)
G
, with G the symplectic or the odd
special orthogonal, appear as particular cases of covariants of infinitesimal symmetric spaces
such that cohomology of the associated compact symmetric space is an exterior algebra.
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1 The main case:
(∧
(M+2n)
∗ ⊗M−2n
)G
1.1 Dimension
Let us recall that there is a natural GL(V )−equivariant isomorphism M+2n ≃ S
2(V ), where
V = C2n and G acts on V by g · v := gv (the usual product matrix by vector). We always
identify these representations in the following. As in [8] we index the irreducible representations
ofGL(V ) by Young diagrams with at most 2n columns (the row of length k corresponds to
∧k V ).
The irreducible corresponding to the diagram λ will be denoted by Sλ(V ). We decompose (see
[11]) the space
∧
(M+2n)
∗ as direct sum of irreducible representation of type H+a (V ) (with respect
to the linear group) and study the invariants with respect to the even special orthogonal group.
Let us recall that the Young diagram λ(a) corresponding to the representation H+a (V ) is built
by nesting the hook diagrams hai whose column is of length ai+2 and whose row is of the length
ai + 1.
As an example, the diagram corresponding to λ(4, 3, 1) is
In this case to compute the invariants, in addiction to compute the diagrams H+ with even
columns, we have to consider the diagrams which have the first row of maximal length and,
when we delete it, which of these have even columns. In fact we can state:
Lemma 1.1. We have that dim(Sλ˜(V ))
SO(2n) = 1 if and only if λ˜ = 2λ, 2λ + 1m, where
m = dim(V ).
Proof. Let us consider m copies of V which we display as V ⊗ W , dim(W ) = m. In this
setting the linear group GL(m) acts on this vector space by tensor action on the second factor,
commuting with the SO(V ) action on V . By Cauchy’s formula (see [13]),
S(V ⊗W )SO(V ) =
⊕
λ, ht(λ)≤m
Sλ(V )
SO(V ) ⊗ Sλ(W ).
On the other hand we know (see [13]) that the special orthogonal invariants of m copies of V are
generated by the scalar products (ui, uj) or the determinants ui1 ∧· · ·∧uim . As a representation
of GL(m) = GL(W ) the ring they generate is
S
(
S2(W )
)
⊕
(
S
(
S2(W )
)
⊗
m∧
(W )
)
.
We recall (see [13]) that as a representation of GL(m):
S(S2(W ))⊗
m∧
(W ) ≃
⊕
λ
S2λ+1m(W ),
3
so we have
S(V ⊗W )SO(V ) =
⊕
λ
S2λ(W )⊕ S2λ+1m(W ).
then our claim follows.
So we can prove that
Lemma 1.2. The dimension of the space of invariants (
∧
M+2n)
G is 2n+1.
Proof. We know that diagrams of the first type (even rows) correspond to the sequences
2n > a1 > a1 − 1 > a2 > a2 − 1 > ... ≥ 0, with ai even. So their number is 2
n.
On the other hand diagrams of the second type correspond to the sequences
2n− 1 > a1 > a1 − 1 > ... ≥ 0,
with ai even. So as before their number is 2
n. By adding their contributes we have the thesis.
Proposition 1.3. The dimension of the space (
∧
(M+2n)
∗ ⊗M−2n)
G is (2n)2n.
Proof. Let us identify
∧
(M+2n)
∗ ⊗M−2n ≃
∧
(S2V )⊗
2∧
V ≃
⊕
a
H+a (V )⊗
2∧
(V )
then by using the Pieri’s formula we know (see [13]) how to decompose each H+a (V )⊗
∧2(V ):
H+a (V )⊗
2∧
(V ) =
⊕
λ∈{a}2
Sλ(V ),
where {a}2 := {λ| a ⊂ λ, |λ| = |a|+ 2 and each column ki of λ satisfies ai + 2 ≤ ki ≤ ai + 3}
Briefly we have to compute diagrams of type H+a (V ) such that when we add two boxes (not
on the same column) they have one of the two previous forms.
First of all we analyze contributes of the first type. We want to prove that their number is n2n.
The case n = 1 is obvious so let us suppose n > 1.
Let us start by studying the case a1 < 2n − 1 = 2(n − 1) + 1. In this case we have that the
contribute is given by the odd orthogonal case for 2(n− 1) + 1 and so (see [8]) it is (n− 1)2n.
Let us remark that this time we could do another operation with respect to that case: when
a1 = 2n− 2 we could add a box to the first row, but in this case we need a2 = 2n− 3 and then
we must add the second box to the second row
X
X
4
but with this operation we have two boxes on the same column. So we have no contributes
of this type.
The other possibility is a1 = 2n− 1. There are only two way to add boxes. In each case we
have to add the first box to the first column and when a2 = 2n− 2 we have to add the second
box to the second column
X X
so in this case we have to compute subdiagrams with even columns of type 2n−2 = 2(n−1) >
b1 > ... and we know that they are 2
n−1.
When a2 = 2n− 3 we have to add the second box to the second row
X
X
and we have to compute subdiagrams of type 2n− 3 > b1 > ... which are 2
n−1. By adding
contributes we have n2n.
Let us consider now contributes given by diagrams of the second type.
We preliminarily distinguish two cases. One is starting from a row of maximal length (2n),
we are going to discuss this case later.
The second case is when the first row is not of maximal length, then the only cases that we can
consider are: a1 = 2n− 2 and a1 = 2n− 3.
If a1 = 2n− 2 then by adding a box to the first row and then by deleting it we obtain a diagram
with the first row of length 2n− 1 and we have to add the second box to the first column. So
we have to compute subdiagrams of type 2n − 2 = 2(n − 1) > b1 > ... with even columns that
we know to be 2n−1.
If a1 = 2n − 3 by adding two boxes to the first row and then deleting it we have to compute
subdiagrams of type 2n− 3 > b1 > ... with even columns which are 2
n−1.
Let us come back to a1 = 2n− 1. We proceed by induction. We state that they are (n− 1)2
n.
We are considering diagrams Ha(V ) with a of type 2n− 1 > b1 > ... in which we added on the
left a column of length 2n.
We start by considering 2n− 3 = 2(n− 2) + 1 > b1 > ..., in this case the only a way to add two
boxes is to add them in the interior subdiagram and we can compute by the orthogonal case, so
we have (n− 2)2n−1 contributes.
There are other three cases to study. The first one is b1 = 2n− 2, in this case we have this type
of diagram:
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so if b2 = 2n− 3 than we have to add boxes in the interior part and by induction they are
(n− 2)2n−1.
If b2 = 2n− 4 then we have to add the boxes to the second row and the second column, so we
have 2n−2.
X
X
Finally if b2 = 2n− 5 we have to add two boxes to the second row and we have 2
n−2.
The second and the last case is b1 = 2n − 3. Now we have to add the first box to the second
column
X
and then if b2 = 2n− 4 we have to add the other box to the third column and we have 2
n−2
contributes
X X
else b2 = 2n− 5 then we have to add the second box to the second row
X
X
and we have 2n−2. By adding the previous contributes we have proved the induction.
1.2 New types of invariants in (
∧
(M+2n)
∗ ⊗M−2n)
G
It is a classical result that the determinant of a skew-symmetric matrix X can be expressed as
a square of a polynomial Pf(X), the “pfaffian”, in the entries of this matrix. Furthermore we
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can extend this function to a generic matrix Y (with an abuse of notation still called Pf) by
Pf(Y ) := Pf(Y−Y
t
2 ). So we can consider the polarized pfaffian
Q(Y1, ..., Yn) := PfL
(
Y1 − Y
t
1
2
, ...,
Yn − Y
t
n
2
)
,
and the element
Q([X1, X2], ..., [X2n−3, X2n−2], X) ∈
(
2n−2⊗
M+2n ⊗M
−
2n
)∗
. (1)
Let us remark that this element is SO(2n)−invariant and if Xi = λId we have that it equals to
zero, so, by linearity, we can reduce our computations on the spaces of traceless matrices.
Thanks to the natural isomorphism with the dual space, (1) corresponds to the element
∑
i<j
Q([X1, X2], ..., [X2n−3, X2n−2], ei ∧ ej)ei ∧ ej ∈
(
2n−2⊗
(M+2n)
∗ ⊗M−2n
)SO(2n)
,
where e1, ..., e2n is an orthonormal basis of C
2n.
Let us consider Ω(X1, ..., X2n−2) ∈
(∧2n−2(M+2n)∗ ⊗M−2n)SO(2n), defined by
Ω(X1, ..., X2n−2) :=
∑
i<j,σ∈S2n−2
Q([Xσ(1), Xσ(2)], ..., [Xσ(2n−3), Xσ(2n−2)], ei ∧ ej)ei ∧ ej
We can think Ω as an element of
homso(2n)
(
2n−2∧ sl(2n)
so(2n)
, so(2n)
)
.
Define1 dΩ(X1, ..., X2n−1) ∈ homso(2n)
(∧2n−1 sl(2n)
so(2n) , so(2n)
)
by
∑
i<j
(−1)i+j+1Ω([Xi, Xj ], X1, ..., Xˆi, ..., Xˆj , ..., X2n−1) +
∑
h
(−1)hXh · Ω(X1, ..., Xˆh, ..., X2n−1),
(2)
where X ∈ sl(2n) acts on so(2n) by
X · Y = XY + Y Xt.
We remark that the first addend of (2) vanishes because the bracket between a symmetric matrix
and a skew symmetric matrix is a symmetric matrix. So
dΩ(X1, ..., X2n−1) =
1This is the relative differential in the space homso(2n)
(∧
∗ sl(2n)
so(2n)
, so(2n)
)
which produces an other invariant.
For more detail you can see [10] Chapter 3.
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∑
h
(−1)hXh·

 ∑
i<j,σh∈Sh2n−2
ǫ(σh)Q
(
[Xσh(1), Xσh(2)]..., Xˆh, ..., [Xσh(2n−2), Xσh(2n−1)], ei ∧ ej
)
ei ∧ ej

 ,
where Sh2n−2 is the symmetric group of {1, ..., hˆ, ..., 2n− 1}.
Our goal is to show that Tr(Ω∧dΩ) is, up to a rest R, a non zero multiple of Tr(X4n−3). To
achieve this, we will use the elementary matrices u ⊗ v, u, v ∈ V (let us recall that elementary
matrices u⊗ u, with u isotropic vector, generate the space of traceless symmetric matrices).
We start by recalling two simple, well known facts. First of all given vectors ui, vi ∈ V ,
i = 1, . . . , 2n,
Q(u1 ⊗ u2, ..., u2n−1 ⊗ u2n) = [u1, u2, ..., u2n−1, u2n] (3)
and since clearly
[u1, u2, ..., u2n−1, u2n][v1, v2, ..., v2n−1, v2n] = det[(ui, vj)],
we deduce
Q(u1 ⊗ u2, ..., u2n−1 ⊗ u2n)Q(v1 ⊗ v2, ..., v2n−1 ⊗ v2n) = det[(ui, vj)] =
∑
τ∈S2n
ǫ(τ)Π2ni=1(ui, vτ(i)).
(4)
Secondly, for u1, . . . u4n−3 ∈ V ,
Tr(u1 ⊗ u1 · ... · u4n−3 ⊗ u4n−3) = (u1, u2)(u2, u3) · · · (u4n−3, u1). (5)
At this point let us write Ω ∧ dΩ explicitly. We get
Ω ∧ dΩ(X1, ..., X4n−3) =∑
i<j, l<m, h, σh,σ∈S2n−2, τ∈S4n−3
(−1)τ(h)ǫ(τ)ǫ(σ)ǫ(σh)Q([Xσ(τ(1)), Xσ(τ(2))], ..., [Xσ(τ(2n−3)), Xσ(τ(2n−2))], ei∧ej)
Q
(
[Xσh(τ(2n−1)), Xσh(τ(2n))]..., Xˆτ(h), ..., [Xσh(τ(4n−4)), Xσh(τ(4n−3))], el ∧ em
)
ei∧ej(Xτ(h)el∧em+el∧emXτ(h)).
Up to a non zero scalar, this equals∑
i<j, l<m, h, τ∈S4n−3
(−1)τ(h)ǫ(τ)Q
(
[Xτ(1), Xτ(2)], ..., [Xτ(2n−3), Xτ(2n−2)], ei ∧ ej
)
Q
(
[Xτ(2n−1), Xτ(2n)]..., Xˆτ(h), ..., [Xτ(4n−4), Xτ(4n−3)], el ∧ em
)
ei∧ej(Xτ(h)el∧em+el∧emXτ(h)).
By the linearity of Q we then deduce that this equals∑
i<j, l<m, h, τ∈S4n−3
(−1)τ(h)ǫ(τ)Q
(
[Xτ(1), Xτ(2)], ..., [Xτ(2n−3), Xτ(2n−2)], ei ∧ ej
)
Q
(
[Xτ(2n−1), Xτ(2n)]..., Xˆτ(h), ..., [Xτ(4n−4), Xτ(4n−3)], (Xτ(h)el ∧ em + el ∧ emXτ(h))
)
ei∧ejel∧em.
So, taking the trace, we have up to a non zero scalar,
Tr(Ω ∧ dΩ) =
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∑
i<j, h, τ∈S4n−3
(−1)τ(h)ǫ(τ)Q
(
[Xτ(1), Xτ(2)], ..., [Xτ(2n−3), Xτ(2n−2)], ei ∧ ej
)
Q
(
[Xτ(2n−1), Xτ(2n)]..., Xˆτ(h), ..., [Xτ(4n−4), Xτ(4n−3)], (Xτ(h)ei ∧ ej + ei ∧ ejXτ(h))
)
which, again up to a non zero scalar, we can rewrite as∑
i,j, τ∈S4n−3
ǫ(τ)Q
(
[Xτ(1), Xτ(2)], ..., [Xτ(2n−3), Xτ(2n−2)], ei ∧ ej
)
(6)
Q
(
[Xτ(2n−1), Xτ(2n)]..., [Xτ(4n−3), Xτ(4n−2)], (Xτ(4n−3)ei ∧ ej + ei ∧ ejXτ(4n−3))
)
.
We will complete our computation considering Xi = ui ⊗ ui, with ui isotropic vector. First
we make two preliminary remarks:
1. [u⊗ u, v ⊗ v] = (u, v)u ∧ v;
2.
u⊗ u · (ei ⊗ ej − ej ⊗ ei) = u⊗ u(ei ∧ ej) + (ei ∧ ej)u⊗ u
= (u, ei)u ∧ ej − (u, ej)u ∧ ei.
So we can substitute (6) by∑
i,j, τ∈S4n−3
ǫ(τ)(uτ(1), uτ(2))(uτ(3), uτ(4)) · · · (uτ(4n−5), uτ(4n−4))Q(uτ(1)∧uτ(2), ..., uτ(2n−3)∧uτ(2n−2), ei∧ej)
[(uτ(4n−3), ei)Q(uτ(2n−1) ∧ uτ(2n), ..., uτ(4n−5) ∧ uτ(4n−4), uτ(4n−3) ∧ ej)−
(uτ(4n−3), ej)Q(uτ(2n−1) ∧ uτ(2n), ..., uτ(4n−5) ∧ uτ(4n−4), uτ(4n−3) ∧ ei)]
that, up to a non zero scalar, equals∑
i,j, τ∈S4n−3
ǫ(τ)(uτ(1), uτ(2))(uτ(3), uτ(4)) · · · (uτ(4n−5), uτ(4n−4))(uτ(4n−3), ei)
Q(uτ(1)∧uτ(2), ..., uτ(2n−3)∧uτ(2n−2), ei∧ej)Q(uτ(2n−1)∧uτ(2n), ..., uτ(4n−5)∧uτ(4n−4), uτ(4n−3)∧ej).
(7)
But thanks to (4) we have that a single summand of (7) equals
ǫ(τ)(uτ(1), uτ(2)) · · · (uτ(4n−3), ei)
∣∣∣∣∣∣∣∣∣∣∣
(uτ(1), uτ(2n−1)) · · · (uτ(1), uτ(4n−3)) (uτ(1), ej)
...
...
...
(uτ(2n−2), uτ(2n−1)) · · · (uτ(2n−2), uτ(4n−3) (uτ(2n−2), ej)
(ei, uτ(2n−1)) · · · (ei, uτ(4n−3)) (ei, ej)
(ej , uτ(2n−1)) · · · (ej , uτ(4n−3)) (ej , ej)
∣∣∣∣∣∣∣∣∣∣∣
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by adding on i in (7) we have
∑
j,τ
ǫ(τ)(uτ(1), uτ(2)) · · · (uτ(4n−5), uτ(4n−4))
∣∣∣∣∣∣∣∣∣∣∣
(uτ(1), uτ(2n−1)) · · · (uτ(1), uτ(4n−3)) (uτ(1), ej)
...
...
...
(uτ(2n−2), uτ(2n−1)) · · · (uτ(2n−2), uτ(4n−3) (uτ(2n−2), ej)
(uτ(4n−3), uτ(2n−1)) · · · 0 (uτ(4n−3), ej)
(ej , uτ(2n−1)) · · · (ej , uτ(4n−3)) (ej , ej)
∣∣∣∣∣∣∣∣∣∣∣
.
(8)
By the Laplace expansion for the determinant with respect to the last row, we have that the
determinant in the previous formula equals to
2n−2∑
k=0
(−1)k(ej , u2n−2+k)
∣∣∣∣∣∣∣∣∣∣
(uτ(1), uτ(2n−1)) · · · ̂(uτ(1), uτ(2n−2+k)) · · · (uτ(1), uτ(4n−3)) (uτ(1), ej)
...
...
...
...
(uτ(2n−2), uτ(2n−1)) · · · ̂(uτ(2n−2), uτ(2n−2+k)) · · · (uτ(2n−2), uτ(4n−3)) (uτ(2n−2), ej)
(uτ(4n−3), uτ(2n−1)) · · · ̂(uτ(4n−3), uτ(2n−2+k)) · · · 0 (uτ(4n−3), ej)
∣∣∣∣∣∣∣∣∣∣
(−1)2n−1
∣∣∣∣∣∣∣∣∣
(uτ(1), uτ(2n−1)) · · · (uτ(1), uτ(4n−3))
...
...
(uτ(2n−2), uτ(2n−1)) · · · (uτ(2n−2), uτ(4n−3))
(uτ(4n−3), uτ(2n−1)) · · · 0
∣∣∣∣∣∣∣∣∣
where in the first matrix the column (uτ(r), uτ(2n−2+k)) is missing. By adding over j and
permuting the columns, all the resulting determinants equal to
−
∣∣∣∣∣∣∣∣∣
(uτ(1), uτ(2n−1)) · · · (uτ(1), uτ(4n−3))
...
...
(uτ(2n−2), uτ(2n−1)) · · · (uτ(2n−2), uτ(4n−3))
(uτ(4n−3), uτ(2n−1)) · · · 0
∣∣∣∣∣∣∣∣∣
,
expanding with respect to the last row we have
2n−3∑
l=0
(−1)l+1(uτ(4n−3), uτ(2n−1+l))
∣∣∣∣∣∣∣∣
(uτ(1), uτ(2n−1)) · · · ̂(uτ(1), uτ(2n−2+l)) · · · (uτ(1), uτ(4n−3))
...
...
(uτ(2n−2), uτ(2n−1)) · · · ̂(uτ(2n−2), uτ(2n−2+l)) · · · (uτ(2n−2), uτ(4n−3))
∣∣∣∣∣∣∣∣
So (8) becomes∑
l,τ
(−1)l+1ǫ(τ)(uτ(1), uτ(2)) · · · (uτ(4n−5), uτ(4n−4))(uτ(4n−3), uτ(2n−1+l))
∑
σ∈S2n−1+l
2n−3
ǫ(σ)(uτ(1), uσ(τ(2n−1))) · · · (uτ(2n−2), uσ(τ(4n−3))), (9)
When we express the above element as an expression in the traces of X i, the element of the form
(u4n−3, u1)(u1, u2) · · · (u4n−4, u4n−3) contributes only to Tr(X
4n−3). We are going presently to
show that their coefficient in the above expression is non zero.
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Notice now that a summand in (1.2) equals (u4n−3, u1)(u1, u2) · · · (u4n−4, u4n−3) only if is of
the form
[(uh, uh+1)(uh+2, uh+3) · · · (uh−1, uh)][(uh+1, uh+2)(uh+3, uh+4) · · · (uh−2, uh−1)
where we order the elements 1, . . . , 4n − 3 cyclically modulo 4n − 3. For a given h there are
exactly two such monomials, the first is the one write above, while the second is given applying
the involution mapping h+ i to h− i which since 4n− 3 is congruent to 1 modulo 4 has positive
sign. So for each given h this monomial appear either with coefficient ±2. Since the number of
h is odd our claim follows and we have shown
Theorem 1.4. With the previous notation, we have
Tr(Ω ∧ dΩ) = q · Tr(X4n−3) +R, (10)
where q ∈ Q−{0} and R is a homogeneous polynomial of degree 4n− 3 in the elements Tr(X i)
with i < 4n− 3.
1.3 Explicit description
We are ready to develop the main part of the paper: the explicit description of the the space(∧
(M+2n)
∗ ⊗M−2n
)SO(2n)
.
We set Ti := Tr(St4i+1(X1, ..., X4i+1)) and
Q :=
∑
σ∈S2n
Q([Xσ(1), Xσ(2)], ..., [Xσ(2n−1), Xσ(2n)]).
Let us start with a technical lemma:
Lemma 1.5.
Q ∧Q = 0. (11)
Proof. We can prove our lemma by considering Xi = ui ⊗ ui as in the previous section.
We have that Q ∧Q is the antisymmetrization of the element:
(u1, u2) · · · (u4n−1, u4n)det(ui, u2n+j), (12)
but we can observe that, up to a sign, (12) is a sum of elements of type: ”products of cycles of
even length”, where a cycle is an element of type (ui1 , ui2)(ui2 , ui3) · · · (uik , ui1) and the length is
the number of scalar products. So by the formula (5) each summand corresponds to the product
of traces of an even monomial and when we antisymmetrize we obtain zero.
We can deduce a well known result ([3],[17]).
Proposition 1.6. The space
(∧
(M+2n)
∗
)G
is the symmetric product of the exterior algebra in
the elements Ti (where h = 0, ..., n−1) and the one dimensional algebra generated by the element
Q.
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Proof. By the Lemma 1.2 we have that the dimension of this space is 2n+1. So the only thing
that we have to prove is the linear independence.
We know that the multilinear invariant functions are generated by traces of monomials and the
polarized pfaffian of 2n monomials of matrices. Further we recall, by [8], that Tr(Sti) = 0 if
i 6= 4h+ 1. If we consider the element:
T0 ∧ T1 ∧ · · · ∧ Tn−1 ∧Q (13)
we see that this element has maximum degree and it is the only way to form an element of such
degree (we recall that by the Amitsur-Leviski’s Theorem Tr(Sth) = 0, h ≥ 4n).
Further we know that in degree maximum there is an invariant (thanks to the description by
diagrams), so (13) is non zero and we have the thesis since Ti ∧ Ti = Q ∧Q = 0.
We denote by An ⊂
(∧
(M+2n)
∗
)G
the subalgebra generated by T0, ..., Tn−2, Q. Then we have:
Theorem 1.7. The space
(∧
(M+2n)
∗ ⊗M−2n
)G
is a free module on the subalgebra An ⊂
(∧
(M+2n)
∗
)G
with basis X2, X3, ..., X4h+2, X4h+3, ..., X4n−6, X4n−5,Ω, dΩ.
Proof. By the Proposition 1.3, the only thing that we have to prove is the linearly independence
of the generators on the algebra An. So we suppose that
0 =
n−2∑
i=0
(
Pi ∧X
4i+2 +Qi+1 ∧X
4i+3
)
+A ∧ Ω+B ∧ dΩ, (14)
where Pi, Qi+1, A,B ∈ An. We can see (14) as a relation in the space
(∧
(M+2n)
∗ ⊗M2n
)G
, so we
can multiply by X i for all i ≥ 0. Further we can suppose this element is homogeneous and let j
be the minimum among all the degrees of the generators which appear with nonzero coefficient.
If this j corresponds to an element of type Xj then by multiplying by X4n−3−j and taking the
trace we have:
0 = C ∧ Tn−1 +A ∧ Tr(Ω ∧X
4n−3−j) +B ∧ Tr(dΩ ∧X4n−3−j),
but
Tr(Ω ∧X4n−3−j)
and
Tr(dΩ ∧X4n−3−j)
are semiinvariants for the orthogonal group so they can’t be multiples of Tn−1, then thanks to
the linear independence showed in the previous proposition we have that the only possibility is
C = 0.
If j corresponds to Ω (or to dΩ) then multiplying by dΩ (resp. by Ω) and taking the trace thanks
to the identity (10) we have the same situation as before2 and so the thesis.
2Let us remark that the degree of Ω∧Ω is 4n− 4, so its trace can’t involve Tn−1. On the other hand, even if
dΩ∧dΩ has degree 4n−2, its trace can’t involve Tn−1, otherwise it would have a summand of the form Tn−1∧T0
and this is impossible because we have seen that we can valuate dΩ on traceless matrices (T0 = 0).
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1.4 Identities for missing generators
At this point we are motivated to find out other identities for those elements asX4n−2, X4n−1, Tn−1∧
X i, which don’t appear among the generators. Let us recall that by classical theory ([18]) X4n−2
and X4n−1 are not zero.
Proposition 1.8.
X4n−2 = q1 ·Q ∧ Ω, (15)
X4n−1 = q2 ·Q ∧ dΩ, (16)
where q1, q2 are non zero scalar.
Proof. Let us prove (15). By the Theorem 1.7, we have X4n−2 = q1 · Q ∧ Ω + R1, with R1 of
type
∑
Pi ∧X
i, i < 4n− 2 and Pi of type ”trace”. Now we want to prove R1 = 0. In fact, if we
have:
X4n−2 = q1Q ∧Ω +
∑
Pi ∧X
i,
multiplying by X4n−3−i and taking the trace we obtain Pi = 0. So q1 must be non zero.
The prove of (16) is similar.
We still need another identity for the element Tn−1 ∧ X
2. First of all let us prove two
preliminary results:
Lemma 1.9.
Tr(Ω ∧X2) = −Q, (17)
Tr(dΩ ∧X2) = 0. (18)
Proof. We will prove that
Tr

∑
i,j
Q([X1, X2], ..., [X2n−3, X2n−2], ei ∧ ej)ei ∧ ej ·X2n−1X2n−2

 = 2Q, (19)
and (17) will follow.
In fact if we consider Xi = ui ⊗ ui we have that (19) is
2
∑
i,j
(u1, u2) · · · (u2n−1, u2n)[u1, ..., u2n−2, ei, ej](ej , u2n−1)(ei, u2n),
so we can include (ej , u2n−1)(ei, u2n) in the determinant and summing over i, j we have the
thesis.
To prove the second formula we can remark that, since the degree of dΩ ∧X2 is 2n+ 1 and it
is a semiinvariant, if Tr(dΩ ∧X2) 6= 0 it must be kQ ∧ T0, with k a non zero scalar. We know
that, up to a scalar, we can write dΩ as the antisymmetrization of the element:∑
i,j
Q([X1, X2], ..., [X2n−3, X2n−2], X2n−1 · ei ∧ ej)ei ∧ ej,
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so if we consider∑
i,j
Q ([X1, X2, ..., [X2n−3, X2n−2], X2n−1ei ∧ ej + ei ∧ ejX2n−1) ei ∧ ejX2nX2n+1,
and we consider Xi = ui ⊗ ui and we take the trace, we have (up to a scalar)∑
i,j
(u1, u2) · · · (u2n−3, u2n−2)(u2n, u2n+1)[u1, ..., u2n−1, ei](u2n−1, ej)(u2n, ei)(u2n+1, ej),
summing on i, j we can rewrite it as∑
i,j
(u1, u2) · · · (u2n−3, u2n−2)(u2n, u2n+1)[u1, ..., u2n−1, u2n](u2n−1, u2n+1).
We see that there is not an element of type (u, u) and so when we antisymmetrize we can’t
obtain T0.
So we can deduce:
Proposition 1.10.
Tn−1 ∧X
2 = −
∑
Ti ∧X
4(n−i)−2 + kQ ∧ dΩ,
with k a non zero scalar.
Proof. We can deduce by the Theorem 1.7 that there is an identity of type:
Tn−1 ∧X
2 =
∑
Pi ∧X
i +A ∧Q ∧ Ω+ kQ ∧ dΩ,
where A,Pi ∈ An and k a scalar. First of all we look at k and A. If we multiply by Ω and we
take the trace we have by (17), (11) and (10)
Tn−1 ∧Q = kqQ ∧ Tn−1 +R,
with R ∈ An, so k 6= 0. On the other hand if we multiply by Ω and we take the trace we have:
0 = A ∧Q ∧ Tn−1 + S,
with S ∈ An, so A = 0. Now we pass to determinate Pi. We first remark that Tr(St4n−3−i+2) 6=
0 ⇐⇒ i = 2 mod 4. So if we multiply by X4n−3−i, with i = 4k + 2 and we take the trace, we
have
Tn−1 ∧ Tn−k−1 =
∑
P4k+2 ∧ Tn−1,
than our claim follows.
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2 Cases of type B−
In this section we will consider the cases of type B−. We will see, reporting a computation made
by a computer (using the software: Lie), they are not free module on the corresponding subal-
gebra of the invariants. To do the computation we need traceless matrices. So our computation
is made for this kind of matrices. We denote traceless matrices by N2n.
Let us start considering the case
(∧
(N+2n)
∗ ⊗N+2n
)G
. If n = 3, we have the following table
for the multiplicity of N+2n in
∧
(N+2n)
∗ (let us recall that, by the Poincare´ duality, we need to
know the multiplicity only until the degree 10 = dim(N+2n)/2):
degree 0 1 2 3 4 5 6 7 8 9 10
multiplicity 0 1 0 0 1 2 2 1 1 2 4
So the Poincare´ polynomial is
t1 + 2t5 + 2t6 + t7 + 2t9 + 4t10 + 2t11 + t12 + t13 + 2t14 + 2t15 + t16 + t19,
which is not divisible by (1 + t5)(1 + t6) and our claim follows.
The second case is
(∧
(N−2n)
∗ ⊗N+2n
)G
. We have for n = 4 that the multiplicity of N+2n in∧
(N−2n)
∗ is given by the following table:
degree 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
multiplicity 0 0 0 1 1 0 2 3 1 1 4 4 1 3 6
Let us remark that we need to compute only until the degree 14, because by the Poincare´
duality we can deduce the remaining numbers.
We have that the Poincare´ polynomial is:
t3+t4+2t6+3t7+t8+t9+4t10+4t11+t12+3t13+6t14+3t15+t16+4t17+4t18+t19+t20+3t21+2t22+t24+t25
which is not divisible by (1+ t3)(1+ t4)(1 + t7). By classic results on the structure of invariants
we have our claim.
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