Dialogue move recognition is taken as being representative of a class of spoken language applications where inference about high level semantic meaning is required from lower level acoustic, phonetic or word based features. Topic identification is another such application. In the particular case of inference from words, the multinomial distribution is shown to be inadequate for modelling word frequencies, and the multivariate Poisson is a more reasonable choice. Zipf's law i s used to model a prior distribution. This more rigorous mathematical formulation is shown to improve dialogue move classification both subjectively and quantitatively.
INTRODUCTION
It has been suggested [5] that a dialogue, that is, the interaction between two or more people in a conversation, can be represented as a series of moves (as a game of chess consists of alternate moves). These moves follow a natural sequence, with alternatives a d counter moves. The dialogue moves dictate portions of speech that can be classified into the different move types, and may in turn dictate sensible bounds between which processing can be carried out.
The methodology was essentially that used in word based topic identscation, outlined as follows:
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The dialogue moves also form a natural part of the progression &om raw acoustic data to natural language processing. Inference can proceed in either direction: down towards the acoustic recogniser or up towards the natural language processor. This paper is concerned with the latter, and in particular with the question of whether it may be possible to construct a data driven natural language processor. Dialogue move recognition can be viewed as a metric against which the contribution of dialogue moves to natural language processing can be judged.
AN INITIAL EXPERIMENT
Data
The HCRC map task corpus [l] has been annotated at the dialogue move level, and this database was used as an experimental vehicle. Only utterances which could be identified as The denominator, P(zlD) , is independent of the move and can be ignored.
Assuming P(m;) to be an abbreviation for P(M = mi), P(m;lD) is the prior (prior to the utterance but posterior to the data), and was calculated as the number of moves of type mi in D divided by the total number of mows in D. P(zlm;,D) is the iielihood. Here, it was assumed that x was generated by sequentially sampling from a random variable W E {WI, w 2 ! . . . , WV}, where V is the vocabulary of the task, and samples from W are independent. Hence, if
x is K words in length, P ( W k l m , D ) was calculated as the number of words of type wk in move mi in D divided by the total number of words in move mi in D . Where the count for a word in x was zero, that word was assumed to have occured 0.5 times. Table 1 shows a confusion matrix for the classification problem so far described. The overall accuracy is 47.22%, and assuming the test set accuracy is binomially distributed [2], the 95% confidence limits for 10265 independent testing samples are around 33%.
Results
Note that a disproportionate number of utterances have been classified as 'Ready'. This is counter intuitive; one would expect utterances about which the system was unsure to be classified as 'Acknowledge', since that is the most fkequent class. F'urther, 'Acknowledge', 'Ready' and 'Reply-Y' are all basically af"ative utterances ("yes"), and one would expect them to be indistinguishable at this level.
PROBABILITY DISTRIBUTIONS
The Multinomial
When probabilities are calculated as a relative frequency as described, one is implicitly assuming a multinomial (dice throwing) distribution. That is, if the number of words of type wi in a move is ni, and N = xy=l ni, then P(wiID) = % / N . In fact, this is the maximum likelihood estimator of the true probability; it becomes more accurate as N + CO.
In this case, though, some of the ni are actually zero and the maximum likelihood estimator breaks down completely.
More light can be shed on the situation by considering a Bayesian formulation of the word probability problem [4].
Using a multinomial distribution with a flat Dirichlet prior, the probability of a single word wi being drawn from W is n; + 1 P(WiJD) = -.
N + V
The formula now depends on V, the vocabulary of the task.
This can be thought of intuitively too: Given a biassed die, but no data upon which to base an approximation, most people would agree that a good starting point would be to assume a probability of throwing any particular number to be 1/6. This is implicitly based on the prior knowledge that a die has 6 sides.
This explains the reason for assuming ni = 0.5 for unseen words: the probability for ni = 0 is half that for .ni = 1. V is large, though, and whilst it is unknown it suggests that the maximum likelihood estimate is consistently an overestimate of the true posterior probability. The largest overestimates of this word probability will occur in the class for which N is smallest; the least frequent class is 'Ready'.
The Multivariate Poisson
If the underlying probability of drawing word wi from W is w, then the multinomial distribution is Note that one of the w terms has disappeared. More correctly, any of the w terms can be made to disappear by simply grouping them into one term; the useful approach is to group all unknown words into a single w, and have that disappear. The result is a distribution which is independent of vocabulary; indeed it can be tailored to any arbitrarily sized vocabulary.
--
The intuitive approach to the above derivation is to consider several throws of a die. wi relates to each individual throw, whereas Xi is concerned with the rate of occurence of the feature of interest.
The probability of an utterance of K words in length using a multivariate Poisson distribution and a gamma prior can be shown [4] to be where 12; and N are the same as in the multinomial, zi is the number of words of type wi in x, W is the number of 'keywords' and CY and p are the parameters of the gamma prior. Note that this calculation refers to the probability of the whole utterance, not the product of the probabilities of the individual words.
PRIOR INFORMATION
Zipf's Law
Whilst it is convenient to attach a flat prior to a distribution and simply let the data decide what to do, it must be acknowledged that prior information exists in the form of Zipf's law [7] . Zipf's law itself is an empirical law relating relative ffequenaes. If a graph is plotted of frequency as ordinate, and the words rank ordered on the abscissa, that is, the most frequent word on the left and the least frequent on the right, the points will form a smooth curve with approximately reciprocal square root form; the actual analytical form is discussed by McNeilIG]. Further, this law will hold no matter which database is used.
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Such a graph is not very useful in that form, but integrating up the vertical axis produces a graph which, suitably normalised, can be interpreted as 'Probability of Fkequency', which in turn is the prior on the X terms in the Poisson distribution. This is illustrated in figure 1 , where the graph on the left is a traditional Zipf plot, and the one on the right is modified as described.
Words in Rnk order 'I Figure 1 : The Zipf plot, and how to modify it to relate to probability.
The graph on the right of figure 1 can be estimated with a histogram fiom a large dataset, and this is depicted in figure  2 . The scatter plots refer to the King James version of the Bible, the entire radio 4 weather forecast spotting database [3], and the entire HCRC Map Task corpus. Two things are apparent from this plot:
1. All the plots are straight lines with the same gradient.
If they are indeed the same, then Zipf's law holds, and one dataset can be used as a prior for another.
2. The fact that they are straight lines on a double logarithmic scale implies that the real curve is of the form y = Azm, where A is some normalising term and m is the gradient of the line.
Note that the map Task plot is only shown for reference. This is supposed to be prior information, and looking at any of the Map Task data is cheating, never mind looking at all of it.
The gamma distribution has a xm term, so it ought to be possible to fit a gamma distribution to this database. The lines on Figure 2 illustrate this. The line labelled 'Gamma 1'
is a gamma distribution with parameters a = 0.1 and p = 1;
'Gamma 2' is the same with ,b = 10. Shrinking a any more has the effect of moving the whole line downwards.
There is clearly nothing to be gained from setting / 3 to be anything other than 0. It only acts as a prior on the number of observations, which is of the order of several thousand. Even a value of 10 introduces more curvature than can be justified. Setting a to some small value may clearly be of benetit though. Table 2 shows a confusion matrix for the classification experiment using the Poisson based estimate with a gamma prior with a set to 0. 
EVALUATION
