This paper studies a quantum risk-sensitive estimation problem and investigates robustness properties of the filter. This is a direct extension to the quantum case of analogous classical results. All investigations are based on a discrete approximation model of the quantum system under consideration. This allows us to study the problem in a simple mathematical setting. We close the paper with some examples that demonstrate the robustness of the risk-sensitive estimator.
I. INTRODUCTION
Filtering, which in a broad sense is a method for extracting information from a noisy signal, is one of the principal tools in modern engineering science. In particular, when considering a partially observed dynamical system, we can construct an optimal filter that computes the least square estimate of a state variable of the dynamics. In the linear case, this results in the so-called Kalman filter [28] . This dynamical filtering theory was rigorously established using the classical Kolmogorov probability theory and its application to the theory of stochastic differential equations (e.g. [29] ). Moreover, it is well known as the separation theorem [44] that the solution of a general optimal control problem for a partially observed system can be represented in terms of a corresponding information state of the filter. For this reason, the filtering theory is not only important in itself, but also essential in feedback control theory.
The situation is much the same in quantum mechanics. The Heisenberg uncertainty principle shows that any quantum system must possess fundamental uncertainty originating from the noncommutativity of its random variables. Therefore, we can never have complete observation in the quantum setting, which implies the necessity of filtering in the quantum case. Fortunately, there exists a quantum filtering theory as a beautiful parallel to the classical one. The theory was pioneered by Belavkin in the remarkable papers [4] , [5] , [6] , and the quantum filtering equation or stochastic master equation is now widely used in the physics community [1] , [8] , [16] , [21] , [31] , [38] , [40] , [47] . Moreover, as in the classical theory, it is possible to show that a separation principle holds in the quantum case [10] .
The filtering for both classical and quantum cases is, as mentioned above, clearly an important tool in control theory. However, we have to point out that the optimal filter is in general quite fragile to unmodeled uncertainty of the system, and consequently the optimal estimation can be largely violated. This fact requires us to develop a theory of robust estimation that allows some model uncertainties and guarantees high-quality estimation performance. Guaranteed-cost filtering [34] , [45] is one such robust estimation method in the classical theory. It guarantees that the variance of the estimation error is within a certain bound even when the linear system under consideration includes unknown parameters. Moreover, risk-sensitive filtering [13] , [15] , [32] , [36] is known as a very efficient robust estimation method, for a wide class of classical linear and nonlinear systems [7] , [42] , [48] . Recently, one of the authors has obtained a quantum version of the guaranteed-cost filter mentioned above [46] . In this paper, we develop a quantum risk-sensitive estimation theory.
Let us first briefly introduce the classical theory of risk-sensitive estimation.
A. Classical risk-sensitive estimation
We are given a probability space (Ω, F, P) and a signal model of a discrete time system
x l = a(x l−1 ) + b(x l−1 )w l , y l = c(x l−1 ) + v l ,
where x l is the signal state, y l is the output, and w l , v l are i.i.d. random Gaussian processes. A version of the risk-sensitive estimator of x l is defined aŝ
where Y l = σ{y i ; 1 ≤ i ≤ l} is the σ-algebra generated from the observation y i , and µ = (µ 1 , µ 2 ) are the weighting constants called the risk-sensitive parameters. Moreover, we use the notation z l ∈ Y l to indicate that z l is a bounded Y l -measurable function. The risk-sensitive estimator (2) can be represented byx µ l = argmin z l ∈Y l f 1 (z l , α µ l ), where f 1 is a certain function and α µ l (x) is an information state defined by
for all test functions ζ(x). Here, Q is a probability measure defined by
Moreover, α and obtain the minimizer of this function, i.e.,x µ l . Note thatx µ l differs from the standard optimal (or risk-neutral) estimatorx l := argmin z l ∈Y l E P [(x l − z l ) 2 ] and is thus not optimal in the sense of the mean square error. However, the risksensitive estimator certainly has a great advantage over the risk-neutral one when we consider an uncertain system. This can be seen as follows. If the true probability measure P true is unknown, then we need to use a known nominal measure P nom and design a nominal filter based on P nom . However, since P true = P nom , there is no guarantee that the nominal estimator x nom l yields a bounded estimation error. The risk-sensitive estimator overcomes this issue. That is, the nominal risk-sensitive estimatorx µ,nom l (i.e., based on P nom ) satisfies
where R c (Q P) := log(dQ/dP)dQ is the classical relative entropy of Q and P. Eq. (5) implies that the unknown true estimation error is bounded if R c (P true P nom ) is finite. This robustness property is derived using the following duality relation (e.g. [17] ) of two measures P and Q:
where Q P means that Q is absolutely continuous to P.
B. Organization of the paper
This paper provides a quantum version of the risk-sensitive estimation method presented above and shows its robustness properties against system uncertainty. The systems we consider are taken from quantum optics and consist of a quantum system in interaction with the quantized electromagnetic field. The field is described by a discretized model [9] that converges to a quantum stochastic dynamics [23] when the discretization step is taken to zero [2] , [3] , [11] , [20] , [30] . The discretized model has the advantage of being very tractable mathematically. The estimator is based on the risk-sensitive information state introduced by James [14] , [24] in the context of quantum risk-sensitive control. We derive a bound on the estimation error in the presence of uncertainty. We illustrate the robustness of the estimator by simulations.
The paper is organized as follows. In Section II we introduce quantum probability in a finite dimensional context and a duality relation that will lead to the robustness property of the estimator. Section III is devoted to describe a discrete approximation model of the field. Section IV introduces the notion of composition of an operator and an operator valued function. In Section V we introduce the risk-sensitive estimator and derive the filter propagating the risksensitive information state. Section VI introduces a class of uncertain systems and derives a bound on the estimation error, showing robustness. In Section VII we present the results from simulations.
II. QUANTUM PROBABILITY THEORY
A. Quantum probability space
In quantum mechanics, a random variable is represented by a linear self-adjoint operator on a Hilbert space. Due to the noncommutativity of such operators, we need to replace the conventional notion of a classical probability space (Ω, F, P) by the notion of a quantum probability space defined below.
Definition 2.1 ( * -algebra): Let H be a finite-dimensional complex Hilbert space. A * -algebra A is a set of linear operators H → H such that I, αA + βB, AB, A * ∈ A for any A, B ∈ A and α, β ∈ C. A is called commutative if [A, B] = AB − BA = 0 for any A, B ∈ A.
Definition 2.2 (State): A state on A is a linear map P : A → C that is positive P(A * A) ≥ 0, ∀A ∈ A and normalized P(I) = 1.
Let d be the dimension of H. Let (e 1 , . . . , e d ) be an orthonormal basis of H. The trace is the state defined by Tr(A) = d i=1 e i , Ae i for all A ∈ A. It is well known that this definition does not depend on the basis. Definition 2.3 (Quantum probability space): Let A be a * -algebra of operators on a finitedimensional complex Hilbert space H and P be a state on A. Then, (A, P) is called a (finitedimensional) quantum probability space.
Let (A, P) be a quantum probability space. A self-adjoint element of A is called a quantum random variable or observable. If A is a commutative * -algebra, then we call (A, P) a commutative quantum probability space. In this case, all quantum random variables in A commute with each other, which is the same as in the classical case. It is therefore not surprising that a commutative quantum probability space is equivalent to a classical one. A formal statement of this assertion is provided by the well known spectral theorem (Theorem 2.1 below). Note that in the finite dimensional setting of this article the spectral theorem follows trivially from diagonalizing the operators in A (see the proof of Theorem 2.1 below). In an infinite dimensional setting an analogous result, which is closely related to Gelfand's Theorem for commutative C * -algebras (see e.g. [35] ), is true.
Definition 2.4 ( * -isomorphism): Let Ω be a set and let F be a σ-algebra on Ω. A * -isomorphism between a commutative * -algebra C and the set of bounded F-measurable functions
Theorem 2.1 (Spectral theorem): Let (C, P) be a finite-dimensional commutative quantum probability space. Then there exists a classical probability space (Ω, F, P) and a * -isomorphism
The theorem is proved by construction. First, let H = C n and Ω = {1, . . . , n}. Since [A, A * ] = 0 ∀A ∈ C, all the elements in C can be diagonalized simultaneously. Hence, we can set A = diag{a 1 , . . . , a n } and define a classical random variable ι(A) : Ω → C by ι(A)(i) = a i .
Let P be a projection in C, i.e., P = P * = P 2 , then ι(P ) is the indicator function of a subset S P of Ω. We define F as the set of subsets S P of Ω where P runs through the projections in C. Furthermore, we define a probability measure P on F by P(S P ) = P(P ), ∀P ∈ C. As a result, we have constructed a classical probability space (Ω, F, P). It is easy to verify E P [ι(A)] = P(A).
Note here that any observable A = A * ∈ A is an element of the commutative * -subalgebra C ⊂ A generated by A itself. Using the spectral theorem we see that we can always realize an observable A as a classical random variable ι(A) on a classical probability space (Ω, F, P), where the measure P is given by the state. If we perform a measurement of A, we obtain one of the values that ι(A) can take, distributed according to P. Note that if two observables do not commute with each other, then we cannot represent them both as classical random variables on the same probability space. Such observables are called incompatible, they cannot both be measured in a single realization of an experiment.
Example 2.1 (Quantum two-level system): Let H = C 2 and let M be the * -algebra of 2 × 2 complex matrices. Moreover, let ψ be a state on M. With the quantum probability space (M, ψ) we can model a two-level system. The state ψ can be written as ψ(X) = Tr (ρA), ∀A ∈ M for some operator ρ that is positive and normalized (i.e., Tr (ρ) = 1). Let us now consider a commutative * -subalgebra
we can construct a classical probability space that is in one-to-one correspondence with (D, ψ). The sample space is Ω = {1, 2}, and the set of events is
with the projection matrices P 1 = diag{1, 0} and P 2 = diag{0, 1}, which yield classical indicator functions χ {1} = ι(P 1 ) and χ {2} = ι(P 2 ). Hence, the probability distribution of ι(D) is given by P({1}) = ψ(P 1 ) = Tr (ρP 1 ) = ρ 11 and P({2}) = ρ 22 .
Let (A 1 , P 1 ) and (A 2 , P 2 ) be two quantum probability spaces, defined on the Hilbert spaces H 1 and H 2 , respectively. We will now introduce the composite quantum probability space (A 1 ⊗ A 2 , P 1 ⊗ P 2 ). Let a 1 ⊗ a 2 be the tensor (Kronecker) product of two vectors a 1 ∈ H 1 and a 2 ∈ H 2 . Introducing an inner product a 1 ⊗ a 2 , b 1 ⊗ b 2 := a 1 , b 1 a 2 , b 2 , we have a Hilbert space H 1 ⊗ H 2 . The composite quantum probability space (A 1 ⊗ A 2 , P 1 ⊗ P 2 ) is then defined on H 1 ⊗ H 2 as follows. First, we define an element
Any element of A 1 ⊗ A 2 is given as a linear combination of such elements. Second, the state P 1 ⊗P 2 is defined by
B. Conditional expectation
Let (A, P) be a quantum probability space. Let A and B be two commuting self-adjoint elements of A. Using Theorem 2.1 we can present A and B as classical random variables ι(A) and ι(B) on a classical probability space (Ω, F, P). This allows us to form the classical conditional expectation E[ι(A) | ι(B)]. The quantum conditional expectation P(A|B) can then be defined as its pull-back
Now suppose that instead of the operator B, we want to condition A on a commutative * -subalgebra C of A. As long as A commutes with every element in C, we can apply the spectral theorem to the commutative * -algebra generated by C and A together, and define
where σ(ι(C)) stands for the classical σ-algebra generated by ι(K), K ∈ C. This shows that given a commutative * -subalgebra C, we can define the quantum conditional expectation onto C for every self-adjoint element in the commutant of C. Here the commutant of C is given by
The formal definition of the conditional expectation follows below. It coincides with the standard definition of the conditional expectation for operator algebras [43] , [41] for the situation we are interested in. Note, however, that our definition is more restrictive since we only allow for conditional expectations from the commutant of a commutative algebra C onto C itself. Definition 2.5 (Quantum conditional expectation): Let (A, P) be a quantum probability space, and let C be a commutative * -subalgebra of A. Then the map P( · | C) : C → C is called (a version of) the quantum conditional expectation from C to C if P(P(A | C)K) = P(AK) ∀A ∈ C , ∀K ∈ C.
Note that for every self-adjoint element A ∈ C , we have given an explicit expression for the quantum conditional expectation in Eq. (7). Every element A in the commutant can be written in a unique way as A = A 1 + iA 2 with A 1 and A 2 self-adjoint. If we define the conditional expectation of A onto C by linear extension of the definition in Eq. (7), then it is easy to see that it satisfies the formal definition given in Definition 2.5. This means we have shown existence of the quantum conditional expectation as defined in Definition 2.5.
Finally, we remark some basic properties that both the classical and quantum conditional expectations satisfy: (i) P(A | C) is unique with probability one, (ii) P(P(A| C)) = P(A), (iii) P(CA| C) = CP(A | C) if C ∈ C and A ∈ C (module property), and (iv) P(P(A| B)| C) = P(A | C) if C ⊂ B (tower property). Note that it easily follows from the tower property that P( · | C) is idempotent, i.e. it is a projection. Moreover, similar to the classical case, P(A| C) is the least mean square estimate of A given C, i.e.,
where we have defined X 2 P := P(X * X).
C. Density matrix and quantum relative entropy
In Example 2.1, we have seen that the state P can be represented in terms of a matrix ρ. In the finite dimensional case we can always find a unique density matrix ρ that satisfies
The latter two conditions guarantee P(A * A) ≥ 0 ∀A ∈ A and P(I) = 1, respectively. In particular, when ρ is a rank-one projection matrix ρ = bb * , b ∈ H, then P(A) is expressed as
where · , · denotes the standard Euclidean inner product of two vectors. In analogy to the classical relative entropy, which has been introduced in Section I, we can define the quantum relative entropy of two states in terms of their density matrices as
where suppρ represents the linear space spanned by the eigenvectors of ρ [33] . If suppρ ⊆ / suppρ , then R(ρ ρ ) := +∞. A quantum version of the duality relation (6) is given as follows. Lemma 2.1 (Duality, see e.g. [33] Prop. 1.11): For any observable A ∈ A and density matrices ρ and ρ , the following relation holds:
Proof: The proof is straightforward. Defining a density matrix
Then, as the quantum relative entropy R(ρ ρ o ) is always non-negative and takes zero only when ρ = ρ o , we observe that Eq. (12) holds and the maximum is attained only when ρ = ρ o .
We can derive a relaxed form of Eq. (12), expressed in terms of the corresponding states. From the Golden-Thompson inequality Tr (e A+B ) ≤ Tr (e A e B ) (see [19] , [39] ) with A, B self-adjoint, we have log Tr (e A+log ρ ) ≤ log Tr (e A e log ρ ) = log Tr (e A ρ ).
Therefore, denoting the states corresponding to ρ and ρ by P and P respectively, we have
This inequality will be used to show robustness properties of the quantum risk-sensitive estimator.
III. THE DISCRETE FIELD AND QUANTUM FILTERING
In this paper we restrict ourselves to a system that consists of a two-level atom in interaction with the quantized electromagnetic field. This is merely for reasons of convenience, the theory can easily be extended to a large class of systems in interaction with the field. In this Section we first introduce a discrete model for the electromagnetic field (see [9] and the references therein). Second, we describe the interaction between the atomic system and the field. Due to the interaction, the field carries off information about the system. In this way, by measuring the field, we can perform a noisy observation of the system. Finally, using quantum filtering theory we form optimal estimates of the atom observables. The quantum filtering equation recursively propagates these estimates in time.
A. The discrete field
We first describe the quantum probability space with which we model the electromagnetic field in a discrete manner. Imagine a one-dimensional field traveling towards a photo detector. We divide the field into N time slices of length λ 2 . The total measurement time is T = N λ 2 . If N is large enough, the photo detector detects either zero or one photon in each time interval. Therefore, if N is large, each slice of the field can in good approximation be regarded as a twolevel system (M, φ), see Example 2.1. The vacuum state φ on M is given by φ(X) = Φ, XΦ where Φ = [0 1]
T denotes the so-called vacuum vector. The field can then be constructed as the N -fold tensor product of two-level systems representing the different time slices, i.e.,
In particular, we assume that the system that interacts with the field is a two-level atomic system (M, ψ), i.e., the total quantum probability space for system and field together is given by
Let ρ be the density matrix corresponding to ψ. Then, P(X) can be written as
Next, we introduce discrete noises. To this end, we define
where X is a 2 × 2 matrix and I is the 2 × 2 identity matrix. Using the above notation, let us define the following noise matrices:
where
Furthermore, we define the following so-called fundamental noises living in the first l slices:
with the convention A(0) = A(0) * = Λ(0) = t(0) = 0. We now provide the following physical interpretation to the fundamental noises. First, t l := ι(t(l)) always takes the value lλ 2 = (l/N )T , and thus, we may regard t(l) as the time. Second, since ∆λ l := ι(∆Λ(l)) takes either the value 0 or the value 1 at time l, it is reasonable to interpret Λ(l) as the total number of photons counted by the photo detector up to time l. For the vacuum state, we have Prob(∆λ l = 1) = φ ⊗N (diag{1, 0} l ) = 0, which implies that the photo detector detects no photons. Finally, with regard to A(l) and A(l) * , we introduce an observable ∆W (l) := ∆A(l) + ∆A(l) * and a commutative * -algebra generated from ∆W (i), (0 ≤ i ≤ l):
∆W (l) has the following spectral decomposition:
with the projection matrices
Thus, for the vacuum state, the classical random variable ∆w l := ι(∆W (l)) takes +λ with probability Prob(+λ) = φ
or −λ with probability Prob(−λ) = 1/2 at each time. This implies that {w l } l=1,...,N is a symmetric random walk. If we let N go to infinity and λ to 0, but keep the product T = N λ 2 constant, then it easily follows from Donsker's invariance principle (see e.g. [26] ) that w l converges weakly to a classical Brownian motion. Note that the relation ∆W (l) 2 = ∆t(l) becomes dw 2 t = dt in the limit (see e.g. [37] ). In physics the observable A(l) + A(l)
* is known as a field quadrature, see e.g. [12] , [18] .
B. System-field interaction
Let H 1 and H 2 be Hilbert spaces with which we describe two separate quantum systems. The total interaction between these two systems over the first l time units can be described by a unitary transformation U (l) that acts on the composite space H 1 ⊗ H 2 . The time evolution of an observable X of the composite system is given by the flow
Suppose we start with an observable X that acts non-trivially only on the first system. At time l this observable is given by j l (X) = U (l) * (X ⊗ I)U (l) which in general will act non-trivially on both components in the tensor product H 1 ⊗ H 2 . This shows that information has been carried from the system that lives on H 1 to the system on H 2 . Note that a unitary U can always be represented as U = e −iH for some self-adjoint matrix H called the Hamiltonian. In our model, a two-level atomic system repeatedly interacts with the slices of the field. Let H int (l) ∈ M ⊗ W l be the self-adjoint operator given by
where the L i 's are elements in M (for i = 1, 2, 3) such that L 1 and L 3 are self-adjoint. These system operators determine which kind of interaction between the two-level system and the field we are considering, i.e. they determine the physics of our problem. See Section VII for two examples: a dispersive interaction and spontaneous decay. We let H int (l) be the Hamiltonian for the interaction between the system and the l-th field slice, that is,
We define another unitary operator M l by
Since e −iH
The operator M l acts non-identically only on the system and the l-th slice of the field. Thus, M l can be expressed as
for some system operators M i ∈ M (i = ±, +, −, •), which are uniquely determined by L i (i = 1, 2, 3). Note that the unitarity of M l implies certain relations between the operators
From now on, we will use M l and M i instead of H int (l) and L i to describe the interaction. We can write the following difference equation for the unitary U (l)
For simplicity we have omitted the tensor product ⊗ between M i and the noise operators. This rule will be applied throughout this paper. The dynamics (24) is called the quantum stochastic difference equation. It is a discrete version of the Hudson-Parthasarathy equation [23] .
Next we describe a measurement performed on the field. Let us again consider the field observables W (l) = A(l) + A(l) * , (l = 0, . . . , N ). After the interaction, these observables are given by
The observation process Y l , (l = 0, . . . , N ) satisfies the following difference equation
Here we have used Eq. (22) and
for all k ≥ l. Therefore we find
This means that the algebra generated by the observations
is a commutative * -algebra for all 0 ≤ l ≤ N . This is called the self-nondemolition property of the observations Y l . Due to this property, we can define the classical process ∆y l = ι(∆Y (l)), (l = 0, . . . , N ). This classical process represents the data that we obtain while running the measurement. Note that ∆Y (l) has the following spectral decomposition
where the projection matrices P + l and P − l are given by Eq. (18) . Hence, from Theorem 2.1, the classical random variable ∆y l = ι(∆Y (l)) takes +λ with probability Prob(+λ) = ψ ⊗ φ ⊗N (U (l) * P + l U (l)), which now depends on the interaction, or −λ with probability Prob(−λ) = 1 − Prob(+λ).
C. Quantum filtering
The purpose of quantum filtering is to calculate the least mean square estimate of the observable j l (X) = U (l) * XU (l) for a given system observable X ∈ M. More specifically, we aim to find an element in the commutative * -algebra Y l that minimizes the mean square error, i.e., Z
, where |A| 2 := A * A for an operator A on a Hilbert space. Note that Eq. (27) leads to the following nondemolition property
which implies that j l (X) ∈ Y l , ∀l. Due to the self-nondemolition and nondemolition properties the quantum conditional expectation P(j l (X) | Y l ) exists. Moreover, in Subsection II-B we have seen that the quantum conditional expectation is an optimal estimator. Therefore the optimal estimator Z opt l is given by
is linear, positive with respect to X, and normalized, i.e. P(j l (I) | Y l ) = 1, we can define an information state on the two-level atomic system by
Note that the state π l on M is stochastic, it depends on the observations up to time l. We are now going to derive a difference equation for π l (X), i.e., the quantum filter. The following noncommutative Bayes formula [10] is useful to derive the filter
Here, C l is the commutative * -algebra defined in Eq. (17) and V (l) is the unique solution to the following difference equation:
We note that the conditional expectation in Eq. (33) is well defined, because V (l) is driven by ∆t(l) and ∆W (l) and thus commutes with any element of C l . This means that V (l) * XV (l) is an element of C l for all system observables X ∈ M. We now introduce an unnormalized information state σ l by σ l (X) := U (l) * P(V (l) * XV (l)| C l )U (l) for all X ∈ M. Eq. (33) now reads π l (X) = σ l (X)/σ l (I), which is a noncommutative analogue of the classical KallianpurStriebel formula [?] . It easily follows from Eqs. (24) and (34) that σ l (X) satisfies the following difference equation
where the operators L and J are given by
The filter can now be obtained immediately from π l (X) = σ l (X)/σ l (I). We, however, will always use the unnormalized version of the filter given in Eq. (35) . Note that σ l (X), ∆t(l), and ∆Y (l) are all elements in the commutative * -algebra Y l . Due to Theorem 2.1 they can be diagonalized simultaneously, which yields the following classical random variables ι(σ l (X)), ∆t l = ι(∆t(l)) = λ 2 , and ∆y l = ι(∆Y (l)). Moreover, since ι(σ l (X)) is a linear and positive functional of X, we can define a 2 × 2 positive semidefinite matrix l that satisfies ι(σ l (X)) = Tr ( l X). The unnormalized density matrix l is called the unnormalized information density matrix. It is easy to derive a difference equation for l :
where the operatorsL andJ are given by
IV. COMPOSITION OF AN OPERATOR-VALUED FUNCTION AND AN OBSERVABLE
In the following section we will formulate risk sensitive estimation as an optimal control problem for a given cost function, see Eqs. (43) and (44) below. The idea of risk-sensitive control is to absorb the running cost of the cost function into the dynamics, see Eq. (48) below. This means that the new dynamics depends on past estimates (the controls in the optimal control formulation of risk-sensitive estimation) which are a function of the observations thus far. Therefore we need to make precise mathematically what we mean by operator coefficients (see for example the coefficients in Eq. (49) below) that depend on a function of the observations thus far. We address this topic in this section.
Let A 1 be a finite dimensional * -algebra and let A 2 be a commutative finite dimensional * -algebra. Let K be an A 1 -valued function on C, i.e., K : C u → K(u) ∈ A 1 . Let u be an element in A 2 . Note that since A 2 is commutative, we have u * u = uu * , i.e., u is normal. The spectral decomposition of u can be written as u = x∈sp(u) xP u (x), where sp(u) denotes the spectrum of u, i.e., the set of eigenvalues of u. The composition K(u) ∈ A 1 ⊗ A 2 of K with u is defined as [9] K(u) := x∈sp(u)
This is a natural generalization of the composition of K with a classical random variable α : (Ω, F, P) → C, given by
Here ran(α) denotes the range of α and χ {α=x} is the indicator function of the set {ω ∈ Ω| α(ω) = x}. Let u l be an element of the observation algebra Y l , defined in Eq. (29) . This means that we can write u l as a function of ∆Y (i), 1 ≤ i ≤ l:
for some function f l : R l → C. Moreover, we can also write u l in terms of the observables
where we have used Eq. (27) . Therefore, if we define an elementǔ l in C l by
and an elementǔ l in C l give rise to the composition K(ǔ l ), which is an element in M ⊗ C l . Denoting the spectral decomposition ofǔ l asǔ l = x∈sp(ǔ l ) xPǔ l (x), we obtain
where we have introduced the notation j l (K)(u l ) in the last step. Note that
V. QUANTUM RISK-SENSITIVE FILTERING
In this section we study a quantum risk-sensitive estimation problem. Let X e be a fixed element of the two-level atomic system M. Then, the risk-sensitive estimator of j l (X e ) is defined as follows:
where the cost function F is given by
and the matrix R(l) ∈ M ⊗ W l−1 is given by
Note again that |A| 2 := A * A. Here, µ = (µ 1 , µ 2 ) are weighting parameters that represent risk-sensitivity. Using the M-valued function
we can write
Using these compositions, we can obtain a recursive form of R(l):
Remark 5.1: If all matrices in Eqs. (44) and (45) commute with each other, the quantum risk-sensitive estimator reduces to
which is identical to the definition of the (generalized) classical risk-sensitive estimator in Eq. (2). Hence, Eq. (43) is a natural noncommutative extension of the classical risk-sensitive estimator to the quantum case. Remark 5.2: In the limit of µ 1 , µ 2 → 0, X e µ (l) coincides with the standard quantum optimal estimator π l (X) in Eq. (32) . This is easily seen as follows. The estimation error cost function in Eq. (44) is expanded to first order in µ 1 and µ 2 as
Thus, in the limit µ 1 , µ 2 → 0, the minimizers of this function are given by u opt l = π l (X e ), (l = 1, . . . , N ), i.e., we have lim
For this reason, π l (X e ) is called the risk-neutral estimator. The remainder of this section is organized as follows. First, we introduce a risk-sensitive information density matrix 
A. Quantum risk-sensitive information state
We start by defining the following modification of the unitaries given by the difference equation (24):
Here R(l) is given by Eq. (45) . Note that R(l) depends on µ = (µ 1 , µ 2 ), but only through µ 1 . Using Eqs. (22) and (46), we find the following difference equation for U µ (l)
Here, we have used K l−1 as a short hand for K(ǔ l−1 ). Using Eq. (23), this can be rewritten as
Now, let us define V µ (l) as the solution to the following difference equation 
for any X in M ⊗ W N . Proof: To prove the first assertion, we assume that V µ (l − 1) ∈ M ⊗ C l−1 . Since V µ (l) is calculated recursively, using ∆W (l), ∆t(l), and V µ (l − 1), all of which are included in M ⊗ C l , we obtain V µ (l) ∈ M ⊗ C l . The assertion follows by induction. For the second claim, we note that
Therefore, when the system density matrix is of the form ρ = vv * , any X ∈ M ⊗ W N satisfies
which directly implies Eq. (50) due to Eq. (10). Since every density matrix ρ is a convex combination of vector states, the lemma is proved. Definition 5.1: Since by Lemma 5.1 V µ (l) is an element of the commutant of C l , we can define the following unnormalized risk-sensitive information state [14] :
Moreover, we define µ l as the unnormalized risk-sensitive information density matrix corresponding to σ 
Proof: Denote the spectral decomposition ofǔ l byǔ l = x∈sp(ǔ l ) xPǔ l (x) ∈ C l . Then, it follows from the definitions (40) and (51) that we have
In the first step we used
where we have used the definitions (41) and (52).
is obviously a function of ∆y 1 , . . . , ∆y l . This completes the proof.
B. Dynamics of risk-sensitive information density matrix
The objective here is to derive a recursive equation for µ l . Let X be an element of M. A similar calculation to Eq. (26) yields the following difference equation forj
Note that K(u) = |X e −u| 2 . Sincej µ l (X) is an element of the commutant C l , we can define the quantum conditional expectationσ
Eq. (51) can now be written as σ
. This means we find the following difference equation
where in the last step Eq. (26) was used.
We can now represent Eq. (53) in terms of the unnormalized risk-sensitive information density matrix µ l . Since σ µ l (X), ∆t(l), and ∆Y (l) are elements in Y l , they can be simultaneously diagonalized by a * -isomorphism ι, which leads to
where ∆t l = ι(∆t(l)) and ∆y l = ι(∆Y (l)). It then follows from Lemma 5.2 that the above equation leads to
is a function of ∆y 1 , . . . , ∆y l−1 . The operatorsL µ and J µ are defined as follows
Eq. (54) is a simple recursion for a 2 × 2 matrix and is thus easily implementable on a digital computer. Note that the operatorsL µ andJ µ reduce when µ 1 = 0 toL 0 =L andJ 0 =J , whereL andJ are given in Eqs. (38) and (39) . This implies that the solution of Eq. (54) converges to that of Eq. (37) when µ 1 goes to zero.
C. Calculating the risk-sensitive estimator
We will now represent the cost function F of Eq. (44) in terms of µ l only. To this end, we define a new state
for all X ∈ M ⊗ W N . Since Y l is a commutative * -subalgebra of M ⊗ W N , we can apply Theorem 2.1 to (Y l , Q l ). That is, there exists a classical probability space (Ω l , F l , Q l ) and a * -isomorphism ι :
We now have the following theorem.
Theorem 5.1: The cost function in Eq. (44) can be written as
where u l = ι(u l ) is a function of the measurement data ∆y 1 , . . . , ∆y l , and µ l is the risksensitive information density matrix that satisfies Eq. (54).
Proof:
where U µ (l) is defined by Eq. (48). Using Eq. (50) in Lemma 5.1 and the tower property of the conditional expectation, we find
where we have used the definition of σ µ l in Eq. (51). Note that the above conditional expectation is well defined due to X e −ǔ l ∈ C l and V µ (l) ∈ C l . Let u l be given by u l = ι(j l (ǔ l )) = ι(u l ). It now follows from Lemma 5.2 that Consequently, the cost function can be written as
This completes the proof.
As a result of Theorem 5.1, our estimation problem is now cast as a classical optimal control problem. The resulting problem can be solved systematically by dynamic programming. We will only provide a brief summary of this. Consider the following optimal expected cost-to-go f l ( ) at time l, given that
This leads to the following dynamic programming equation; denoting Eq. (54) simply as
We can run the above algorithm efficiently in a digital computer and obtain the optimal sequence u opt l (l = 1, . . . , N ), which yields X e µ (l) = ι −1 (u opt l ) through a verification theorem (e.g., see [25] ). Theorem 6.1 below will lead to a robustness result for the risk-sensitive estimator.
Remark 5.3: Running the dynamic programming recursion on a digital computer is very costly computationally. Therefore we define a suboptimal risk-sensitive estimator by ). Hence our algorithm in this case is represented simply as follows:
(57) which is of the same structure as the classical algorithm presented in Section I-A. In Theorem 6.2 we will derive a bound for the conditional estimation error. The suboptimal risk-sensitive estimator minimizes this error bound. This provides a sound theoretical foundation for the suboptimal risk-sensitive estimator. Since the algorithm (57) is computationally much cheaper than the dynamic programming equation, we will consistently use the suboptimal estimator in the example part, Section VII.
VI. QUANTUM UNCERTAIN SYSTEMS AND ROBUSTNESS OF THE RISK-SENSITIVE FILTER
In realistic situations, we often have to deal with a system that includes some model uncertainty. From the classical case, we expect that the risk-sensitive estimator has an enhanced robustness property against such uncertainty. In this section, we first describe a class of uncertain quantum systems for which the uncertainty is quantified by the quantum relative entropy. We will then show robustness properties of the estimator.
A. Quantum uncertain systems
Uncertainty can enter the system in many ways. It could for instance be the case that the state ψ is unknown to us. The uncertainty then enters the system density matrix ρ through the relation
We assume that the field state is known and fixed to the vacuum φ. This, however, is not the only way uncertainty can enter our model. We will also allow for uncertainty in the coefficients of the dynamics, i.e., the difference equation (24) . We can push this uncertainty into the initial state, as described below.
Let (Ω, F, P) be a classical probability space. Let p be an element of L ∞ (Ω, F, P), i.e. p is a random variable on (Ω, F, P). Let p be the operator on L 2 (Ω, F, P) given by pointwise multiplication with p, i.e.,
We denote the commutative * -algebra of all such multiplication operators with functions in L ∞ (Ω, F, P) by P. On P we can define a state τ as integration with respect to the measure P, i.e., τ (p) = Ω p(ω)P(dω). For simplicity we will take the operator p to be self-adjoint, i.e. it is a multiplication with a real-valued function. Next, let M i , (i = ±, +, −, •) be M-valued functions on C, i.e. M i : C → M, such that the matrix M l in Eq. (23) (X e ) is no longer the optimal estimator in the sense of the mean square error and thus can possibly take a large estimation error. However, as shown below, if one uses the nominal risk-sensitive estimator (given by Eq. (43)), the estimation error is guaranteed to be within a certain bound. This implies that the risk-sensitive estimator does have a robustness property against unknown perturbation of the system state and the system parameters.
The quantum relative entropy (11) will be used to express the robustness property. We here assume that the unknown true density matrix ρ true = ρ true p ⊗ ρ true s is within a certain distance from a known nominal density matrix
The following theorem will lead to a robustness property of the nominal risk-sensitive estimator defined in Eq. (43). Theorem 6.1: Let u l (l = 1, . . . , N ) be an element of Y l . Then, we have the following inequality
where R(N ) is defined by Eq. (45), and
where we have used the following additivity property:
Eq. (60) is a quantum version of the classical robustness result (5), because the left hand side of Eq. (60) can be expanded up to second order in the estimation error as
That is, as in the classical case, the nominal risk-sensitive estimator u l = X e µ,nom (l), defined by Eq. (43), does have a robustness property, because it minimizes the upper bound of the estimation error under the unknown true state P true .
We remark that the relative entropy in Eq. (60) can be written as
The first term is a classical relative entropy as shown in Example 6.1. Thus, if there is no uncertainty in the quantum state, the estimation error bound is written in terms of classical quantities only. We now change our focus to the suboptimal risk-sensitive estimator X e µ,sub (l) defined in Remark 5.3. The following Theorem shows that the conditional estimation error at time l also has an upper bound. This will lead to a robustness property for the nominal suboptimal risksensitive estimator of Remark 5.3. Theorem 6.2: Let u l (l = 1, . . . , N ) be an element of Y l . Then, we have the following inequality ] are the conditional density matrices corresponding to the true filter and the nominal risk-sensitive filter, and u l = ι(u l ).
Proof: Using the definition of the optimal estimator π l (X e ), the left-hand side in inequality (61) can be rewritten as
where the last equality follows directly from Lemma 5.2 with u l = ι(j l (ǔ l )) = ι(u l ). Then, from Eq. (13) we have the assertion. The first term of the right-hand side in Eq. (61) is minimized when choosing the nominal suboptimal risk-sensitive estimator u l = ι X e µ,sub (l) given by Eq. (57). Theorem 6.2 therefore shows a robustness property of the suboptimal risk-sensitive estimator defined in Remark 5.3.
VII. EXAMPLES
In this section, we study two examples in detail. The first example is a two-level atom that is coupled to the field via a dispersive interaction. This coupling can be obtained by putting the atom in a cavity that has a resonance frequency far detuned from the transition frequency of the two-level atom. The second example deals with a two-level atom that decays to the ground state due to spontaneous emission into its environment. We consider the situation where the quantum state of the two-level atom and a physical parameter are unknown to us. In particular, we employ the nominal suboptimal risk-sensitive estimator given by Eq. (57). We compare this estimator with both the true risk-neutral and nominal risk-neutral estimators.
A. Dispersive interaction model
The interaction Hamiltonian (19) in case of a dispersive interaction with the field, is given by the following system matrices:
where σ z = diag{1, −1} and g > 0 represents the interaction strength. From Eqs. (21) and (23), we see that the matrices M i (i = ±, +, −, •) are given by
We assume that g is a classical random variable that takes the values g i with unknown probabilities Prob(g i ) = r i . As seen in Section VI-A, g can be regarded as an observable g = diag{g 1 , . . . , g m } ∈ P, where P is a commutative * -algebra given by the set of m × m diagonal matrices. The corresponding unknown true density matrix is ρ 
which is illustrated in Fig. 1 (a1) . For instance, g takes g 3 = 0.49 with probability Prob(g 3 ) = 0.04. Furthermore, we assume that the true density matrix is given by (X e ) correspond to the standard risk-neutral estimator for the true and nominal initial states, respectively. If lim l→∞ δ l = 0 for all observables X e , then we say the filter is stable. Recently, Van Handel [22] has provided the following characterization for filter stability in continuous time. For all X e included in the observable space
we have δ l → 0. Here, L and J are the continuous time analogues of the quantities defined in Eq. (36) . Therefore, the filter is stable if dimO = dimA.
In our examples the observable spaces are given by
Therefore, for a dispersive interaction where we estimate σ z ∈ O dis , it is guaranteed by Van Handel's theorem that π nom l (σ z ) with any initial state converges to the true estimator. On the other hand, in the spontaneous decay case, due to σ y / ∈ O spon , we cannot expect that δ l → 0. This could be the reason why the increase in performance by the nominal risk-sensitive estimator over the risk-neutral one is more pronounced in Fig. 3 than in Fig. 1 . We must note here that in simulations we do see that, with the settings used in Fig. 3 , π nom l (σ y ) eventually converges to the true value 0. However, this convergence is very slow.
