Cluster analysis methods are a type of well-known technique for regionalisation of catchments to perform regional flood frequency analysis. In this study, a fuzzy extension of hybrid clustering algorithms is evaluated. Self-organizing feature maps and four hierarchical clustering algorithms were used to provide the initial cluster centres for fuzzy c-means (FCM) algorithm. The hybrid approach was used for regionalisation of catchments in Sefidroud basin based on feature vectors including five catchment attributes: longitude and latitude, drainage area, runoff coefficient and mean annual precipitation. The results showed that according to the values of both the objective function and the cluster validity indices, the performances of FCM algorithm often was improved by using the proposed hybrid approach. Also, it was evident from the results that in the case of minimizing the objective function, the combination of Ward's algorithm and FCM provided best results, but according to the cluster validity indices, other hybrid algorithms such as combinations of single linkage or complete linkage and FCM algorithm presented the most desirable results. In addition, according to the results, there are two well-defined homogeneous regions in Sefidroud basin identified by all the examined hybrid algorithms.
INTRODUCTION
In hydrology, estimation of the average return period of an event with specified magnitude is called frequency analysis (Hosking & Wallis ) . Flood frequency analysis (FFA) methods are used to relate the magnitude of floods to their return periods (Rao & Srinivas ) . In at-site FFA, sitespecific hydrologic data is used to estimate flood quantiles at the target site. However, in some cases, the at-site FFA may not be useful to provide reliable flood estimates because of paucity of gauging stations and flood data in target sites.
The regional flood frequency analysis (RFFA) methods can solve this problem. In these methods, a number of sites with similar flood generating mechanisms forms a group named homogeneous region. After that, a good-fitting frequency distribution is chosen as regional frequency distribution and then, the site-specific frequency distributions and quantile estimates can be provided for the interested sites.
Over the past five decades, several researchers studied the RFFA. One of the earliest and most widely used RFFA methods is the index-flood procedure of Dalrymple () .
A suitable frequency distribution is fitted to the flood data gathered from all sites of a homogeneous region. This distribution is named regional frequency distribution. Based on a number of researches about 'regional PWM (probability weighted moments) algorithm', Hosking & Wallis () concluded that a suitable regional analysis will yield useful and relatively accurate quantile estimates for many realistic applications. Hosking & Wallis () 
METHODS

Study area and data sets
The study area is Sefidroud basin located in the north of Iran vector y i in an n-dimensional attribute space, the jth element of the ith rescaled feature vector is defined as:
where x ij represents the rescaled value of y ij , and y j and S j denote the mean value and the standard deviation of the jth attribute respectively.
Hierarchical clustering
Hierarchical clustering algorithms are multi-stage or nested clustering procedures that can be categorized into two main groups of algorithms: agglomerative algorithms and divisive algorithms. In the regionalisation studies, the agglomerative with N clusters and each of them includes one specified feature vector. In the first step, the two nearest or most similar clusters are identified and merged. Distance or similarity between any two sites is evaluated by using a distance or dis- 
The latter condition implies that there can be no empty cluster and there can be no class that contains all the data points (Ross ).
Two approaches can be used to defuzzify the fuzzy partition matrix: the maximum membership and the nearestcentre classifier (Ross ), but the results of Rao & Srinivas (b) show that fuzzy clustering can improve the homogeneity of the formed regions for RFFA.
A fuzzy cluster includes the sites whose memberships in the cluster is greater than a specified threshold value. As suggested by Rao & Srinivas () , the value of 1/c is believed to be a reasonable option for the threshold fuzzy membership. The total number of the feature vectors contained in all regions can increase by using fuzzy clusters and so, more flood data can be contained in the regions.
Consequently, the reliable flood estimates can be provided with higher return periods. 
For a data matrix
ithm is based on minimizing a squared error objective function defined as (de Oliviera & Pedrycz ):
where
is a fuzzy partition matrix of X, v i is the ith cluster prototype, which has to be determined, and
squared inner-product distance norm between the kth feature vector and the ith prototype. In the classical FCM algorithm, the prototypes are centres,
fore, the distance can be formed as below:
where A is the distance measure (if there is no prior knowledge, A ¼ I), and parameter m is called the 'fuzziness index' or 'fuzzifier'; it is used to control the fuzziness of each feature vector membership, m ∈ [1, ∞). There is no theoretical basis for the optimal selection of m, and a value of m ¼ 2.0 is often chosen (Bezdek ) . Also, when m ! 1 FCM is transformed to classical KM.
The FCM algorithm is an iterative process to minimize Equation (4) while updating the cluster centres v i and the memberships μ ik by de Oliviera & Pedrycz ():
when the difference between the updated and the previous U reaches a predefined minimum threshold or the objective function is below a certain tolerance value, the algorithm can be terminated. Also, the maximum number of iterations can be considered as a termination criterion (de Oliviera & Pedrycz ).
Fuzzy cluster validity indices
Specifying the number of clusters (c) Several validity indices have been proposed in the literature. These indices can be categorized into two main groups.
The first group indices make use only of membership values and have the advantage of being easy to compute. On the other hand, the indices of the second group involve both partition matrix U and the data set structure. Now, it is widely accepted that a better definition of a validity index always considers both partition matrix U and the data set itself (Wang & Zhang ) . This conclusion also is verified in RFFA by Rao & Srinivas (b) . In this study partition coefficient (PC) and partition entropy (PE) from the first group and extended Xie and Beni's index and Kwon index from the second group were used to validate clusters.
Bezdek (a, b) presented a performance measure named PC. The index was defined as:
The index values range in [1/c,1].
The PE was proposed by Bezdek () as below: 
They stated that a good partition produces a small value for the compactness, and that well-separated v i s will produce a high value for the separation (Wang & Zhang ) . Also, Kwon () proposed an extended version of Xie and Beni's index to eliminate its tendency to monotonically decrease when the number of clusters approaches the number of data points by adding a punishing function to the numerator of Xie and Beni's original validity index.
The Kwon index was defined as (Kwon ):
The second term in the numerator in Equation (11) is an ad hoc punishing function, used to eliminate the decreasing tendency when the number of clusters c becomes very large and close to the number of data points N (Kwon ).
In general, optimal partition corresponds to a minimum value of V PE , V XB,m and V K , while a maximum value of V PC implies an optimal partition.
Computation of an FCM algorithm in this study was performed by using the R package 'e1071' developed by Meyer
Discordancy and heterogeneity measures
Given a group of sites, the aim of screening the data is to identify those sites that are grossly discordant with the R () programming language and its GUI were used to perform the required computations and plotting graphs.
RESULTS AND DISCUSSION
In the initial stage, the discordancy measure D was applied to all the 39 selected sites. According to the values of the measure D, two sites were identified as discordant (D > 3) and data related to them were removed from data sets.
Thus, the study was followed on the 37 remained sites. • For pth implementation, the objective function value denoted by J p is calculated.
• For pth implementation, J p represents the mean value of the objective function in p implementation. J p is calculated as below:
• In each step p, a relative difference value between J p and J pÀ1 are calculated and represented by RD J p . RD J p is defined as follows:
• The process is continued until RD J p < 0:0001 in six sequent implementation cycles and then the process is terminated and the final value of p is denoted by p f . In the case of V XB,m and V k , it can be seen in Figure 4 that the values of each index for the different clustering As evidenced by the results shown in Table 3 , using each of the hybrid algorithms produced results better than those obtained by arFCM, at least in 62% of applications. In the case of minimizing the objective function, the WFCM algorithm provided the best results.
To specify final regions and identify sites assigned to them, for a specified value of c (c ¼ 2, 3, . . . , 7) a membership threshold 1/c suggested by Rao & Srinivas () was considered. In fact, for each region or cluster, the sites belonging to it with a degree of membership greater than or equal to 1/c were specified as final members of the interested region. In the case of a site assigned to more than one region, its flood quantiles are computed as a weighted mean of its quantiles in different regions that it is assigned to them. As seen in Figures 5-9 for c ¼ 2, the total number of sites belonging to all the clusters using each of the hybrid algorithms is equal to 37. This implies that each site is assigned only to one region and no site is assigned to both regions.
For c ¼ 2, the value of the threshold is equal to 1/2. In addition, the condition P c i¼1 μ ik ¼ 1 presented in Equation (2) must be satisfied. Therefore, it is very unlikely that a site belongs to the two regions simultaneously when c ¼ 2.
In other words, if we use the threshold value 1/c for c ¼ 2, the final results of regionalisation using a c-means algorithm would be very close to the results of the classic KM algorithm. In general, as evidenced by Figures 5-9 , for each value of c, the total number of sites belonging to all clusters increases with an increase in value of fuzzifier (m), i.e.
increase in fuzziness of clusters. This result confirms the results presented by Rao & Srinivas (b) . In addition, based on the results shown in the figures, SOFMFCM shows a higher ability to increase the total number of sites belonging to all the regions, especially for c ¼ 6 and c ¼ 7.
Descriptive statistics of the sizes of the regions and the number of the singleton clusters obtained by each used algorithm are presented in Table 4 . As seen in Table 4 , SLFCM and ALFCM algorithms tend to form regions with noticeable differences in their sizes (i.e. a small number of large regions and several small regions). These findings are In general, it seems to be appropriate to divide Sefidroud basin into two regions based on the feature vectors related to the sites. As already mentioned, there are two well-defined regions that can be identified by all the examined hybrid algorithms. The regions are shown in Figure 10 . These two regions also satisfy the homogeneity conditions completely. is also solved by using the hybrid approach. This way, while it is not required to specify initial cluster centres because of using the hierarchical clustering algorithms or SOFM, the dynamic structure of FCM algorithm can improve the quality of the final clustering in the hybrid approach. In fact, contrary to the hierarchical clustering algorithms, in FCM algorithm, the data points can move from one cluster to another to minimize the objective function. quantiles for all sites included in an interested area. However, if flood estimation for a specified site is required, then it may be more reasonable to evaluate the performances of the different hybrid clustering algorithms and to choose the one that can provide reliable flood estimations with the largest return period for the interested site.
In this study, regionalisation is performed by using geographical location, physiographical and meteorological attributes. The heterogeneity measures were computed based on flood data and so there may be no direct relation between the performance of clustering algorithm and homogeneity of regions. However, it was seen from the results that the homogeneity of the regions formed by WFCM, SOFMFCM and CLFCM algorithms were at a higher rate than those of SLFCM and ALFCM algorithms. For future work, it may be very useful to evaluate the effects of feature selection and feature weighting methods on the performance of hybrid clustering algorithms, especially in RFFA studies.
