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Abstract
This dissertation addresses two central aspects of bypass transition to turbulence. In the
first part, streak instabilities, often referred to as harbingers of breakdown to turbulence,
are investigated by means of direct stability analysis. The base flow is computed in direct
simulations of bypass transition. The random nature of the free-stream perturbations
causes the formation of a spectrum of streaks inside the boundary layer, with breakdown
to turbulence preceded by the amplification of localized instabilities of individual streaks.
Detailed analyses of two common types of instabilities are performed. The capability of
the instability analysis to quantitatively capture the properties of the instabilities observed
in the DNS and to identify the particular streaks that break down to turbulence farther
downstream is established. Finally, the influence of pressure gradients on the growth of
the instabilities is investigated.
The second part of the work establishes a novel mechanism for the suppression of
bypass breakdown by means of time-harmonic wall forcing. DNS studies show that at
the optimal forcing parameters, a substantial stabilization of the laminar flow regime is
achieved. The Reynolds number at the onset of fully-turbulent flow increases by a factor of
more than three compared to an unforced reference case. Transition delay is attributed to
a material weakening of boundary layer streaks. The underlying flow physics are explained
through linear analyses. Studies of free-stream disturbances show that the shielding of the
boundary layer from external vortical perturbations is significantly increased in presence
of the forcing. Furthermore, optimal growth computations demonstrate a substantial re-
duction of the achievable energy gain through the nonmodal growth mechanism associated
with the formation of boundary layer streaks. Stability analyses nonetheless show that
forcing with high amplitudes gives rise to an inviscid instability that swiftly undermines
the stabilizing effect on the transition process.
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Chapter 1
Introduction
Boundary-layer transition to turbulence may be generally described as the sequence of ini-
tiation of a disturbance field, growth of primary and secondary instabilities and nonlinear
breakdown. Two canonical paths to turbulence exist, corresponding to distinct mecha-
nisms for the amplification of primary perturbations. The prevalence of either mechanism,
and thus the observed variant of the transition process, largely depends on the spectrum
of the initial perturbation field (Arnal and Michel, 1990; Saric et al., 2002).
The importance of a detailed knowledge about the transition process originates from its
occurrence in a wide range of natural and engineering flows. An example in which bypass
transition is of particular relevance is turbomachinery flow, where the wakes of upstream
stages induce relatively high levels of external perturbations (Hodson and Howell, 2005).
While rapid transition along the suction side of turbines may suppress the formation
of separation bubbles and thus increase efficiency, it also increases viscous losses. In
the critical high-pressure stages of turbines, transition to turbulence intensifies the heat
transfer into the blades.
1.1 Natural Transition
Natural, or orderly transition describes breakdown caused by a broadband disturbance
spectrum of infinitesimal amplitude (Kleiser and Zang, 1991). The long-time evolution
of the disturbances is governed by the spectrum of the Orr-Sommerfeld equation, which
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comprises an infinite set of continuous modes as well as a finite set of discrete modes. For
boundary layer flow, at most one exponentially unstable mode exists, which is always part
of the discrete spectrum and which is commonly known as Tollmien-Schlichting (TS) wave
(Tollmien, 1929; Schlichting, 1933). Positive growth is observed once the Reynolds number
exceeds a critical value of Reδ ≈ 1500. The TS wave is nonetheless a viscous instability
and ceases to exist in the inviscid limit of large Reynolds numbers. Although the subject
of a number of studies over the past decades, this counterintuitive property is still not fully
understood. Attempts to explain the phenomenon involve the Orr mechanism (Lindzen,
1988) and the splitting of the TS wave into separate ‘partial modes’ that solve modified
base states (Baines et al., 1996).
According to Squire’s transformation, each three-dimensional Orr-Sommerfeld eigenso-
lution corresponds to a two-dimensional Orr-Sommerfeld mode at lower Reynolds number.
As a consequence, two-dimensional modes become unstable earlier than three-dimensional
modes, a corollary known as Squire’s theorem. The viscous nature of the Tollmien-
Schlichting wave nonetheless implies that there exists a Reynolds number beyond which
modal growth decreases again. Two-dimensional eigensolutions are therefore not always
more unstable than three-dimensional modes.
The streamwise length scale of Tollmien-Schlichting waves is generally on the order of
the boundary layer thickness. Once the Tollmien-Schlichting wave has reached an ampli-
tude on the order of 1% of the free-stream convective speed, a secondary instability begins
to grow, introducing a three-dimensional flow pattern (Herbert, 1988). Several configura-
tions of secondary instabilities of Tollmien-Schlichting waves exist, from which the most
common are referred to as K-type (Klebanoff et al., 1961) and H-type (Herbert, 1983).
While K-type instabilities have the same spanwise wavelength as the host TS waves, H-
type instabilities are subharmonic in the span. Transition to turbulence is in both cases
associated with the formation of characteristic lambda vortices as well as the development
of so-called spikes, which describe sharp peaks of the streamwise velocity component. The
growth of the secondary instabilities was reported in the studies of Klebanoff et al. (1961)
to cover a region of appproximately five wavelengths of the Tollmien-Schlichting wave,
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while the subsequent spike stage initiates the final breakdown to turbulence within one
TS wavelength. This last stage of the transition process is characterized by the local-
ized formation of turbulent spots near the wall (Emmons, 1951). As they are convected
downstream by the mean flow, these regions of turbulent flow rapidly expand in all spa-
tial dimensions. The individual spots merge, and eventually form a continuous region of
turbulent flow.
1.2 Bypass Transition
The above described natural transition process is only observed when the level of back-
ground turbulence is extremely low. In many scenarios, disturbances due to free-stream
turbulence, separation, acoustic noise or surface roughness are large enough that this rela-
tively slow process is bypassed. Under the definition of Morkovin (1969), bypass transition
complements natural transition in encompassing all scenarios that deviate from the orderly
transition process. Over time, the terminology of bypass breakdown has nonetheless been
increasingly associated with transition induced by free-stream vortical perturbations.
Inside the boundary layer, the perturbations cause the formation of characteristic,
streamwise elongated perturbations known as streaks. The discrete part of the Orr-
Sommerfeld spectrum that is the origin of the TS wave ceases to exist in the limit of
zero streamwise wavenumber (Hultgren and Gustavsson, 1981), indicating that the per-
turbations that cause the formation of the streamwise elongated streaks are part of the
continuous spectrum. Furthermore, the continuous modes are oscillatory in the limit of
large wall distances, and are therefore a suitable basis for the expansion of an isotropic
“free-stream” perturbation field (Grosch and Salwen, 1978; Jacobs and Durbin, 1998).
In contrast to the amplification of the TS wave, the formation of streaks is the con-
sequence of a nonmodal, or algebraic, process which is active at all Reynolds numbers.
The associated inertial timescale is much shorter than the viscous timescale which governs
the growth of TS waves, and the bypass process thus describes a potentially faster path
to turbulence than natural transition. Algebraic growth is nevertheless transient and is
within finite time overcome by viscous decay. Hence, only perturbations of significant
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Figure 1.1: Schematic of the stages of bypass breakdown.
initial magnitude can amplify via the nonmodal mechanism and reach sufficient levels to
promote laminar-turbulent breakdown. Studies of Suder et al. (1981) established an initial
perturbation amplitude between 0.5% and 1% as a lower bound for algebraic growth to
become the dominant primary amplification mechanism.
The formation of turbulent spots is heralded by the amplification of rapidly growing
secondary instabilities that become manifest in flow visualizations as periodic deformations
of the boundary layer streaks. In contrast to the algebraic mechanism that gives rise to
the streaks, the growth of the secondary instability is a modal process accessible to linear
stability theory. The critical streak amplitude beyond which the instabilities start to grow
is on the order of 20 percent of the free-stream convective speed.
Generally, the process of bypass transition in boundary layers can be separated into
four stages, namely
1. The initiation of a perturbation field inside the boundary layer by external vortical
disturbances
2. The development of highly energetic streaks
3. The amplification of high-frequency secondary instabilities
4. The formation of turbulent spots via nonlinear effects
Figure 1.1 provides a graphical representation of the bypass process. A detailed de-
scription of each of its stages is presented in the following.
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1.2.1 Initiation of Disturbances
In boundary layers, eigensolutions which belong to the continuous branch of the Orr-
Sommerfeld spectrum represent free-stream vorticity modes. These eigenfunctions have
consequently been established as a suitable means for studying the initiation of distur-
bances in shear layers due to external perturbations. Jordinson (1971) conjectured that
the discrete Orr-Sommerfeld eigensolutions, in the case of semi-infinite domains, are sup-
plemented by a continuous spectrum. The latter is nevertheless exponentially stable, and
was therefore irrelevant to the classical linear stability analysis of the Tollmien-Schlichting
mechanism. Mack (1976) was able to show the equivalence of the phase speed of the
continuous modes and the free-stream convective velocity in the limit of large Reynolds
numbers. The same work numerically demonstrated the sinusoidal behavior of continuous
modes in the free stream, which distinguishes them from the discrete modes that vanish
away from the wall. The formal mathematical description of the continuous spectrum
was provided in Grosch and Salwen (1978). The authors suggested that even though
the expansion of arbitrary disturbances requires a full eigenbasis consisting of both the
discrete and the continuous part of the spectrum, arbitrary perturbations at large wall
distances may be represented by a superposition of continuous modes only. Jacobs and
Durbin (1998) advanced this hypothesis by defining broadband, free-stream turbulence as
a superposition of continuous modes.
Inviscid rapid distortion theory predicts that external vortical disturbances do not
cause a perturbation field inside the mean shear — they are expelled (Hunt, 1977; Hunt
and Carruthers, 1990). This behavior was related by Craik (1991) to an inviscid mech-
anism, active in the presence of mean shear and significantly more effective than viscous
dissipation. The terminology of shear sheltering was coined later by Hunt and Durbin
(1999) when they discovered the pertinence of inviscid filtering for the interaction of vor-
tices of significantly varying length scales. Quantitative studies of free-stream vortical
mode sheltering in Blasius boundary layers have been performed by Jacobs and Durbin
(1998). The authors found the penetration of vortical modes into the boundary layer to
be inversely proportional to both the Reynolds number and modal frequency. A detailed
Chapter 1. Introduction 24
study of sheltering, and the structure of the vortical modes in single- and two-fluid shear
was performed by Zaki and Saha (2009). They employed asymptotic as well as numerical
approaches in order to comprehensively explain the underlying mechanism. The effect of
three-dimensionality of the base flow – as found along swept wings – on the continuous
modes was examined by Schrader et al. (2009). A significant increase in modal sheltering
compared with two-dimensional boundary layers was reported.
Investigations of the continuous spectrum, and the structure of vortical modes in
boundary layers are to material extent motivated by the ability of free-stream disturbances
to initiate bypass transition. Jacobs and Durbin (2001) performed direct numerical simu-
lations of the bypass process, synthesizing isotropic free-stream turbulence at the inlet of
their computational domain via weighted superposition of a spectrum of continuous Orr-
Sommerfeld modes. The same approach was later used by Brandt et al. (2004) in order
to study the influence of the free-stream turbulent length scale on subcritical breakdown.
In order to differentiate the role of the low- and high-frequency components of the free-
stream vortical spectrum, Zaki and Durbin (2005) carried out simulations of bi-modal
interactions, leading to breakdown to turbulence. The latter work demonstrated that
low-frequency continuous Orr-Sommerfeld modes can lead to the generation of Klebanoff
streaks. The high-frequency modes are sheltered, and hence are only observed in the free
stream. However, their interaction with the streaks, near the edge of the boundary layer,
leads to secondary instability and breakdown to turbulence.
1.2.2 Boundary Layer Streaks
It was discovered by Dryden (1936) that external perturbations with amplitudes on the
order of a few percent of the free-stream velocity cause laminar Blasius boundary layers
to develop “speed fluctuations of amplitude considerably greater than that in the free
stream”. Taylor (1939) reported the very low frequency of these streaky perturbations
which are dominated by the streamwise velocity component. The works of Klebanoff et al.
(1961) and Klebanoff (1971) later brought broader attention to these “breathing modes”,
which the authors had termed accordingly because of their thinning and thickening effect
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on the boundary layer. In reference to the impact of these contributions, Kendall (1985)
established the now common terminology of Klebanoff streaks.
Phillips (1969) showed by means of rapid distortion theory that streamwise elongated
structures such as streaks are preferred structures of shear layers. In the limit of small
streamwise wavenumbers, the pressure term of the streamwise velocity component van-
ishes and the lateral dynamics of the streak become uncoupled from the base flow so
that the streamwise momentum of the streak is conserved. Studies by Gaster (1975) con-
cluded that streak formation at subcritical Reynolds numbers could not be explained by
two-dimensional eigenfunctions of the Orr-Sommerfeld spectrum. The work of Ellingsen
and Palm (1975) demonstrated that in the limit of large Reynolds numbers, streamwise
elongated perturbations may cause the growth of “algebraic instabilities” even though the
base state was noninflectional. Building on these findings, Landahl (1975, 1980) demon-
strated that a wide class of three-dimensional localized disturbances may cause unbounded
perturbation growth in inviscid shear flows, with the perturbation energy scaling linearly
with time. The viscous analysis by Hultgren and Gustavsson (1981) showed that for finite
Reynolds numbers, algebraic growth was bounded. The same work also demonstrated that
the spectrum of the Orr-Sommerfeld equation in the limit of zero streamwise perturbation
wavenumber comprises continuous modes only.
From a mathematical perspective, algebraic disturbance growth relates to direct reso-
nance of the Orr-Sommerfeld and Squire eigensolutions (Hultgren and Gustavsson, 1981).
Equivalence of the dispersion relations for the continuous Orr-Sommerfeld and Squire
spectra enables a resonant forcing of normal vorticity through normal velocity. So as to
examine the effect of the forcing, Gustavsson (1991) set the initial wall-normal vorticity
to zero and investigated the response to a perturbation described by the least damped
Orr-Sommerfeld mode. It was found that for Poiseuille flow, disturbances with spanwise
perturbation wavenumbers on the order of the channel height were most amplified. This
result was in agreement with the outcome of the temporal optimal growth studies by Butler
and Farrell (1992). Using the variational approach of Farrell (1988), that work computed
the particular initial condition that provided the highest gain in kinetic energy over a given
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time interval. The optimal initial condition was found to consist of a streamwise elongated
vortex. The more recent works of Andersson et al. (1999) and Luchini (2000) considered an
adjoint-based spatial approach in which the parabolic linearized boundary-layer equations
are marched in the downstream dimension.
Experimental works on boundary layer streaks include the contributions by Westin
et al. (1994) and Matsubara and Alfredsson (2001). These works confirmed the spanwise
lengthscale of the boundary layer streaks as well as the scaling of energy growth with
Reynolds number predicted by the optimal growth computations. The wall-normal velocity
profile of the streaky boundary layer was shown to be self-similar under variation of the
downstream position, indicating that the streaks follow the downstream growth of the
boundary layer thickness. Further insight into the characteristics of bypass breakdown
has been provided by the simulations of Jacobs and Durbin (2001). Isotropic free-stream
turbulence was synthesized at the inlet of the computational domain from the weighted
superposition of continuous Orr-Sommerfeld and Squire modes, and the computed flow
matched the experimental data of Roach and Brierley (1990). The same methodology
was later used by Brandt et al. (2004), who studied the influence of the lengthscale of the
free-stream turbulence on the bypass process. It was shown that larger length scales of
the free-stream turbulence accelerate transition to turbulence.
Leib et al. (1999) conducted a theoretical study of the effects of vortical free-stream
disturbances on a laminar flat-plate boundary layer. In contrast to the earlier approach by
Bertolotti (1997), broadband free-stream turbulence was represented by a superposition
of a multitude of Fourier modes. Making use of the unsteady linearized boundary region
equations, the study was able to achieve a good agreement with the experimental data of
Kendall (1985).
1.2.3 Secondary Instability
While streaks are a central element of bypass breakdown, these low-frequency flow fea-
tures do not immediately trigger the nonlinear processes associated with the formation of
turbulent spots (Klebanoff, 1971). Streaks rather distort the boundary layer profile, and
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thereby make the flow susceptible to the development of high-frequency secondary insta-
bilities. In flow visualizations, these instabilities often become manifest in the streamwise
meandering of the boundary layer streaks (Asai et al., 2002). Both varicose and sinuous
modes of instabilities can be identified, which respectively correspond to a spanwise sym-
metric and antisymmetric deformation of the base streak as originally demonstrated by
Swearingen and Blackwelder (1987) in the context of Go¨rtler vortices.
Results from the present work indicate that the scenarios under which streaky bound-
ary layers develop secondary instabilities can be classified into two canonical cases: (i)
low-speed streaks which are lifted towards the free stream and (ii) a near-wall instabil-
ity which can emerge in the overlap between high- and low-speed streaks. Following the
terminology introduced by Vaughan and Zaki (2011), the corresponding instability mode
is of outer or inner type. The prevalence of either scenario depends on the parameters
of the base flow. The outer mode was identified as the dominant mechanism for streak
instabilities in zero-pressure-gradient boundary layers in the direct simulations of bypass
transition conducted by Jacobs and Durbin (2001). Making use of a similar methodology,
Brandt et al. (2004) later confirmed these findings and also remarked that the majority of
the streak instabilities exhibit a sinuous pattern.
Andersson et al. (2001) computed the outer instability using inviscid linear theory.
They examined the stability of a boundary layer distorted by steady streaks obtained
from optimal growth analysis. The steady-base-flow assumption was relaxed in the work
of Vaughan and Zaki (2011), who examined the secondary instability of the boundary
layer when the Klebanoff streaks were generated as a response to forcing by particular
low-frequency vortical modes. Their Floquet analysis was able to more accurately predict
the threshold for instability. For streak amplitudes in excess of 17 percent of the free-
stream speed, the outer mode becomes unstable.
The inner mode on the other hand originates from the near-wall velocity profile as-
sociated with certain streak configurations. In a common scenario, a local overlap of the
trailing edge of a low-speed streak and the leading edge of a high-speed streak causes
the wall-normal velocity profile to become inflectional, leading to the development of a
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predominantly varicose instability near the wall. Even though Mans et al. (2005) do not
distinguish inner and outer instabilities, the relatively low phase-speed and the position
of the secondary instability close to the wall indicate that the varicose mode visualized in
that work is indeed of the inner type. Similar evidence suggests an inner-mode scenario
behind the breakdown in the presence of a blunt leading edge reported by Nagarajan et al.
(2007).
Two approaches have been widely adopted in the literature for the study of secondary
instabilities of streaky boundary layers. The first focuses on linear stability analyses of
idealized base flows. In these studies, the base streaks are either steady (Andersson et al.,
2001; Ricco et al., 2011) or are a response to harmonic forcing (Vaughan and Zaki, 2011).
All these works further assume strict periodicity of the instability with respect to the
spanwise coordinate. Another example in the context of pressure gradient is the work
by Marquillie et al. (2011) who investigated the flow over a curved wall. Since their flow
was turbulent, they constructed a base flow profile from the mean and an average streak
profile. Based on their stability analysis, they reported a change from sinuous to varicose
secondary instability with increasing pressure gradient, but they did not characterize the
origin of the instabilities.
A second group of studies focuses on empirical observations of streak instabilities in
experiments and simulations. Examples of experimental investigations include the studies
by Elofsson et al. (1999), who considered the instability of streaks in channel flow gen-
erated by wall suction. It was found that the most amplified streamwise and spanwise
wavenumbers of the streaks instabilities were on the same order. Matsubara and Alfreds-
son (2001) studied boundary layer transition due to free-stream turbulence, and provided
a detailed time sequence of the amplification of a secondary instability. Asai et al. (2007)
examined re-transition after the artificial laminarization of near-wall region of boundary
layers by wall suction. The observed breakdown involves the formation of boundary layer
streaks and the subsequent growth of secondary instabilities, which start to grow once the
root-mean-square (rms) of the streamwise fluctuation field reaches 10% of the free-stream
convective speed. Studies by Mandal et al. (2010) related the growth of streak instabilities
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to a region of wall-normal shear, which is lifted towards the edge of the boundary layer.
The work by Mans et al. (2007) focuses on streak instabilities in a boundary layer beneath
free-stream turbulence. By means of particle image velocimetry (PIV) and dye visualiza-
tions, the authors investigate five sinuous modes of outer streak instabilities. Quantitative
evaluations focus on the spanwise amplitude and the wavelength of the streak distortion
due to the secondary instability.
1.2.4 Formation of Turbulent Spots
The above discussed first three stages of the bypass process — the penetration of free-
stream modes into the boundary layer, the generation of boundary layer streaks and the
development of secondary instabilities — are essentially linear mechanisms. This property
is widely exploited in the present work to the aim of explaining the flow behavior observed
in direct numerical simulations using simplified models. From a physical perspective, the
linearization of the governing equations eliminates the “self-advection” of the disturbance
field, that is the convection of perturbations by perturbations. This latter property is
nonetheless an essential characteristic of turbulent flow. For this reason, the study of final
stage of the transition process — the formation of turbulent spots — requires consideration
of the full nonlinear Navier-Stokes equations.
In their direct simulations of bypass transition, Jacobs and Durbin (2001) observed
that turbulent motion had its origin at the edge of the boundary layer from where it
propagates towards the wall. These ‘top-down’ spots qualitatively differ from the ’bottom-
up’ Emmons spots associated with natural transition (Emmons, 1951), which are observed
near the wall. Schubauer and Klebanoff (1955) initiated breakdown by means of electric
sparks between a needle and the wall. Confirming the observations of Emmons (1951),
they showed that the region of transitional flow consists of individual spots that expand
to form a continuous region of turbulent motion. Due to the downstream convection of
the boundary layer, a constant transition location requires the continual regeneration of
turbulent flow by means of the formation and spreading of turbulent spots. Detailed
visualizations of turbulent spots were provided by Gad-El-Hak et al. (1981). In agreement
Chapter 1. Introduction 30
with the measurements of Cantwell et al. (1978), they observed a calmed region of laminar
flow following the trailing edge of the spot. The leading edge of the spot on the other
hand developed a pronounced overhang, so that the region of turbulent flow remained
lifted away from the wall. The rapid propagation speed of the leading edge, which may
reach the freestream convective speed, was explained by Glezer et al. (1989) in terms of
the destabilizing effect of the turbulent spot on the laminar flow beneath the overhang.
The theoretical work of Bowles and Smith (1995) considered an inviscid initial value
problem of a region of turbulence, modeled as Fourier modes covering a wide range of
wavenumbers. The conical expansion of turbulent spots was reproduced, and the char-
acteristic opening angle matched the value of approximately eleven degree reported in
experiments. Chong and Zhong (2005) studied the influence of pressure gradients on spot
formation in boundary layers. It was demonstrated that the opening angle decreases with
increasingly favorable pressure gradient. The recent work by Nolan and Zaki (2013) as-
cribed this variation of the opening angle primarily to the change in free-stream velocity
due to the pressure gradient, while the actual rate of change of the spanwise extent of
turbulent spots was found to be insensitive to pressure gradients.
1.3 Reduction of Viscous Drag
For a given Reynolds number, the skin friction of fully-turbulent flow is considerably
higher than it is for laminar flow. An attempt to reduce viscous drag can focus on either
altering the turbulent state or on delaying the onset of turbulence. In the former category,
a mechanism that has received considerable attention is spanwise wall oscillation.
1.3.1 Drag Reduction in Fully-Turbulent Flow
The experimental investigations of Bradshaw and Pontikos (1985) showed a significant
decrease in skin friction as the transverse pressure gradient along a swept wing rapidly
changes the direction of the mean flow. Building on this finding, Driver and Hebbar
(1987) and Spalart (1989) investigated three-dimensional turbulent boundary layers with
continuously changing mean flow direction and noted that the formation of streak-like
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elongated structures is largely suppressed. The direct simulations of a channel flow sub-
jected to an impulsively started spanwise pressure gradient of Moin et al. (1990) showed
a substantial reduction in the turbulent kinetic energy as the mean flow became strongly
three-dimensional. Once the base flow realigned itself in the new direction and became
two-dimensional again, the kinetic energy recovered its original level. Jung et al. (1992)
simulated turbulent channel flow with spanwise wall oscillation. They demonstrated the
continuous reduction of the mean wall-shear-stress for a range of oscillation periods.
Baron and Quadrio (1996) investigated the energy budget for oscillatory wall forcing
applied to turbulent channel flow. It was shown that the energy savings, which result from
a reduction of turbulent drag may outweigh the power input into the oscillatory move-
ment so that a net energetic advantage is gained. A comprehensive review of turbulent
flows under the influence of transverse forcing is given in Karniadakis and Choi (2003).
Further contributions to the field come from Choi (2002), who related the reduction in
turbulent skin friction to the weakening of so-called sweep events, in which high-speed
fluid is transported towards the wall. Quadrio and Ricco (2004) established a characteris-
tic quantity, which is linearly correlated with the achievable drag reduction for turbulent
channel flow for a wide range of forcing parameters. More recently, Viotti et al. (2009)
and Quadrio et al. (2009) investigated the effect of of wall forcing in form of steady and
traveling streamwise waves. The comprehensive study by Touber and Leschziner (2012)
focused on the impact of oscillatory wall forcing on turbulent streaks. The authors con-
clude that phases of oscillation during which the shear changes slowly weaken the overall
drag reduction effect. These phases of “lingering” strain accordingly give the turbulent
streaks sufficient time to grow in the instantaneous direction of the shear vector.
1.3.2 Suppression of Breakdown to Turbulence
A second path to the reduction of viscous drag is the stabilization of the laminar flow
regime, and the suppression of breakdown to turbulence. A wealth of studies were con-
cerned with the stabilization of natural breakdown arising from the exponential growth of
modal instabilities, see Joslin (1998) for a comprehensive review in the context of aeronau-
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tical applications. Fransson and Alfredsson (2003) demonstrated that wall suction through
porous surfaces may prevent the amplification of TS waves. The influence of wall heating
on the growth of instabilities in boundary layers was investigated in the direct simulations
of Kral and Fasel (1994). Accordingly, wall heating substantially attenuates the growth of
TS waves, a finding that was later confirmed by the theoretical study of Sameen and Govin-
darajan (2007). Over the past decade, so-called plasma actuators have drawn increasing
interest in the context of controlling breakdown to turbulence. Non-thermal plasma ac-
tuators are based on the generation of a non-equilibrium surface discharge, which induces
a body force parallel to the wall, referred to as ionic wind, inside the boundary layer
(Grundmann and Tropea, 2008). More recently, Duchmann et al. (2013) demonstrated
the effectiveness of dielectric barrier discharges to increase the Reynolds number at the
onset of natural transition by approximately 10%.
Other studies focused on strategies for suppressing bypass breakdown due to the non-
modal growth of boundary layer streaks. The experimental works by Fransson and Alfreds-
son (2003) and Yoshioka et al. (2004) showed that uniform wall suction with sufficiently
high amplitude inhibits transition caused by free-stream turbulence. The removal of the
low-speed fluid near the wall prevented the growth of the boundary layer and reduced
the amplitude of boundary layer streaks on the order of fifty percent compared to refer-
ence cases without suction. The study of Ricco and Dilib (2010) explained these findings
in terms of linear theory. Accordingly, low-frequency streaks are weakened by the suc-
tion, while high-frequency perturbations are simply shifted in the wall-normal dimension.
Experiments of Huang and Johnson (2007) indicated that compliant surfaces made from
gelatin can yield a moderate delay of transition by up to 3% of the downstream distance
to the leading edge. More recently, Ricco (2011) investigated the effect of steady spanwise
wall-forcing on boundary layer streaks. It was shown that for sufficiently high amplitude
of the forcing, boundary layer streaks could be completely suppressed.
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1.4 Instabilities in Complex Flow Configurations
Modal growth in steady, two-dimensional Blasius boundary layers always occurs via the
Tollmien-Schlichting wave. In more complex flow configurations, other mechanisms for
modal disturbance growth exist. These instabilities are often of an inviscid nature, and
originate from an inflection point of the base flow velocity profile. According to Fjørtoft
(1950), “Given a monotonic mean velocity profile U (y), a necessary condition for insta-
bility is that U ′′ (U − Us) < 0, where Us denotes the velocity at the inflection point.“
Canonical flow configurations that fulfil this criterion include the time-dependent Stokes
boundary layer over an oscillating plate and the three-dimensional flow over swept wings.
A general overview on the literature of instabilities in both time-harmonic and three-
dimensional flow configurations is presented in the following.
1.4.1 Instability of Time-Harmonic Flows
Earlier works established a profound effect of an oscillatory variation of the base state
on the stability of different types of flows (Davis, 1976). Experimental evidence for a
destabilization of purely oscillating pipe flow was provided by Clarion and Pelissier (1975)
as well as Merkli and Thomann (1975) and Hino et al. (1976). The latter work reported a
sudden transition to turbulence during the decelerating phase of the flow with subsequent
re-laminarization during the accelerating phase, results that were later confirmed by the
comprehensive investigations of Akhavan et al. (1991). They found that in the first half
of the accelerating interval, the production of turbulent kinetic energy was substantially
reduced and the observed velocity profiles were in good agreement with laminar theory.
During the decelerating phase, an “explosive” production of turbulent kinetic energy,
which originated in the near-wall region, was observed.
For time-harmonic flows, stability is often defined in a global sense. A flow is conse-
quently considered unstable if the amplitude of a perturbation after a full period of the
base flow is larger than it has been initially, and stable otherwise. From a mathematical
perspective, the global stability behavior is governed by the sign of the largest Floquet
multiplier, which is obtained from the solution of an eigenvalue problem described by
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an expansion of the governing equations in harmonics of the fundamental frequency of
the base state. Von Kerczek and Davis (1974) conducted linear stability analyses for a
finite, flat Stokes boundary layer with zero mean component, and found the flow to be
stable for ReStokes < 400. Hall (1978) extended the investigation to semi-infinite domains
but did not find evidence for an instability in the investigated range of Reynolds num-
bers ReStokes < 160. Using the same computational approach, Blennerhasset and Bassom
(2002) were later able to demonstrate a critical Reynolds number of 708. Inviscid studies
by Hall (2003) nonetheless indicated that the flow was stable in the limit Re→∞, imply-
ing a closed neutral curve that is delimited by a second critical Reynolds number beyond
which perturbations become stable again.
A common alternative approach to the analysis of time-period base state considers a
series of frozen states of the base flow (Morkovin and Obremski, 1969; Monkewitz and
Bunster, 1987). As a consequence, the coefficients of the governing equations for small
perturbations are constant with respect to time and therefore allow a normal-mode ansatz
in that dimension. While this instantaneous approach is inherently ad hoc, it may be
justified in cases where the time scale of the instability is materially shorter than that of
the base state. For instance, Cowley (1987) demonstrated that even though a base flow
is Floquet stable, it can support substantial perturbation growth during fractions of a
period that may induce perturbation amplitudes sufficiently high to initiate breakdown to
turbulence. A direct comparison between the growth rates computed from the instanta-
neous and Floquet approaches for a finite Stokes layer generated between two parallel flat
plates was conducted by Luo and Wu (2010). It was found that the instantaneous anal-
ysis presents for moderate Reynolds numbers an accurate approximation to the Floquet
approach.
1.4.2 Crossflow Instability
Crossflow instabilities are observed for example in the flow over swept wings (Bippes,
1999). Inside the boundary layer, the local pressure gradient induces a flow component
near the wall, which is perpendicular to the free-stream velocity vector. The corresponding
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velocity profile is inflectional and thus causes the amplification of an inviscid instability
(Saric et al., 2003). The crossflow instability can become manifest in stationary as well
as traveling waves. Stationary waves are characterized by wavefronts parallel to the local
streamlines of the flow field, while traveling waves are oblique, i.e. their wavefronts are
aligned in an angle to the local velocity vector (Deyhle et al., 1993). The prevalence of
either type is closely related to the magnitude of external perturbations. Experimental
results of Deyhle and Bippes (1996) and Radeztsky et al. (1996) show that very low levels of
vortical free-stream perturbations, Tu∞ < 0.15%, favor stationary waves, while traveling
waves are observed for higher turbulence intensities.
During the initial linear stage of crossflow amplification, the wall-normal and transverse
velocities of the mode vertically displace the momentum of the boundary layer, leading
to a perturbation which has most of its energy in the streamwise component. Once the
streamwise component of the perturbation reaches a magnitude of between 10 and 30
percent of the free-stream speed, the crossflow perturbations begin to saturate due to
nonlinear effects (Koch et al., 2000). Breakdown to turbulence is eventually induced by
high-frequency secondary instabilities (Wassermann and Kloker, 2002; White and Saric,
2005).
It should be noted that while resembling the nonmodal process which leads to the
formation of boundary layer streaks, the above described linear initial stage of the crossflow
mechanism is in contrast to the former of a modal nature. As a consequence, there is
no theoretical lower bound for the initial amplitude of perturbations to be amplified to
magnitudes sufficient for ultimately causing breakdown to turbulence. Furthermore, in
cases of high initial perturbation amplitudes, the crossflow mechanism may – depending
on the parameters of the base flow – outpace nonmodal streak generation and thereby
potentially accelerate breakdown to turbulence.
1.5 Rationale
Linear instability analysis has been established as a useful tool for studying the secondary
instabilities of boundary layer streaks, which are the harbingers of spot formation in by-
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pass breakdown. Earlier works considered idealized base states (Andersson et al., 2001;
Vaughan and Zaki, 2011) in which spanwise strictly periodic streaks led to the growth of
collective instabilities over rows of identical streaks. As a consequence, a certain degree of
uncertainty with regard to the relevance of the obtained results in realistic scenarios re-
mained. The present study overcomes this limitation by applying linear instability analysis
directly to pre-transitional boundary layers beneath broadband free-stream turbulence. A
spectrum of individual streaks develops inside the boundary layer, with breakdown to
turbulence preceded by the formation of localized instabilities on single streaks. This
approach enables the study of the capability of linear instability analysis to capture the
properties of the streak instabilities and predict breakdown to turbulence. Furthermore,
the consideration of zero-pressure-gradient as well adverse-pressure-gradient cases pro-
vides insight into the effect of a streamwise pressure gradient on the growth of streak
instabilities.
The second main aspect of this work is the study of the potential of spanwise oscillatory
wall forcing to suppress bypass breakdown to turbulence. Transition to turbulence is
accompanied by a pronounced increase of viscous friction drag, and a stabilization of the
laminar boundary layer consequently promises significant economic and environmental
benefits. For example, in the case of a modern jet airliner, viscous friction drag makes
up 60% of the total drag, while a reduction of drag by just one percent translates into
global fuel savings of four million tons and a reduction of CO2 emissions by nine million
tons per year (Leschziner et al., 2011). Although a number of studies have established the
potential of spanwise wall forcing to reduce drag in fully-turbulent flow, the effectiveness of
this technique to stabilize the laminar flow regime and to suppress breakdown to turbulence
has not been studied in detail. The present work examines the effect of the forcing on
pre-transitional boundary layers by means of direct numerical simulations. Comprehensive
linear analyses explain the underlying flow physics that lead to the observed behavior.
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1.6 Overview
This dissertation is organized as described in the following. Chapter 2 provides analyses of
localized streak instabilities in boundary layers subject to free-stream turbulence. Detailed
studies of different types of instabilities are conducted. The properties of the instabilities
computed from direct stability analysis are compared to data extracted from DNS flow
fields. The role of the streamwise vorticity in the amplification process of the instabili-
ties is examined. Statistical results from a large number of individual breakdown events
are reported for both zero-pressure-gradient (ZPG) and adverse-pressure-gradient (APG)
boundary layers. For both configurations, the streak amplitudes causing the growth of the
instabilities are reported. The wall distance of the critical layer of the secondary instability
is related to the wall distance of spot inception. Finally, competition between inner and
outer modes in ZPG and APG boundary layers is examined.
The remaining chapters are dedicated to a detailed study of the potential of span-
wise time-harmonic wall forcing to suppress breakdown to turbulence in boundary layers
beneath free-stream turbulence. Direct simulations of transitional boundary layers are
reported in Chapter 3. The skin friction as well as the energetic balance under variation
of the forcing parameters of the wall forcing are reported. The influence of the forcing on
boundary layer streaks and the underlying lift-up mechanisms is examined. The influence
of the forcing on the secondary instability of boundary layer streaks is studied. Spectral
analyses show the impact of the forcing on the length scale of the perturbation field inside
the boundary layer. The efficiency of different forcing waveforms is investigated.
In order to explain the results observed in the DNS, a series of linear analyses is
conducted. In Chapter 4, the effect of the wall forcing on the shielding of the boundary
layer from external vortical perturbations is studied. The free-stream perturbation field is
modeled in terms of eigenfunctions from the continuous spectrum of the Orr-Sommerfeld
equation. The periodic time-dependence of the base state is taken into account by means
of a Floquet expansion. The kinetic perturbation energy introduced into the boundary
layer by external perturbations is quantified, and the orientation of weakest sheltering is
determined. A time scale-based model for shear sheltering is presented and evaluated.
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Asymptotic analyses are conducted to the aim of explaining the behavior observed in the
numerical studies.
The influence of the wall forcing on both nonmodal and modal perturbation growth
is examined in Chapter 5. The nonmodal lift-up mechanism that causes the formation
of Klebanoff streaks inside the boundary layer is studied by means of optimal growth
analyses. The optimal initial condition is computed, and the achievable energy gain is
compared to a reference case described by a pure Blasius boundary layer. In order to
explain the observed behavior, the budget for the perturbation energy is evaluated. The
modal growth of inviscid crossflow instabilities is studied by means of instantaneous linear
instability analysis. The dependence of modal disturbance growth on the phase of the base
state is established. The time-dependence of the instability is related to the formation and
propagation of inflection points of the spanwise Stokes layer introduced by the wall forc-
ing. The instantaneous instability modes and growth rates are compared to results from
Floquet analysis. Finally, the relation between modal and nonmodal growth is examined.
Chapter 2
Direct Stability Analysis of
Localized Streak Instabilities
2.1 Introduction
While streamwise elongated boundary layer streaks are a cardinal element of bypass tran-
sition to turbulence, these low-frequency perturbations do not immediately initiate break-
down to turbulence. Their presence nonetheless distorts the boundary layer profile and
makes the flow susceptible to the growth of high-frequency secondary instabilities. Previ-
ous theoretical works on streak instabilities considered idealized base states, often obtained
from the boundary layer response to a specific well-defined forcing, for example a stream-
wise vortex (Andersson et al., 2001) or a monochromatic vortical disturbance (Vaughan
and Zaki, 2011). The resulting streaks were strictly periodic in the spanwise dimension,
and their instability was, in a sense, a collective instability of the entire row of streaks.
The present study applies linear instability analysis to a boundary layer subject to
broad-band forcing with free-stream vortical perturbations. Breakdown to turbulence is
in this case preceded by the amplification of localized instabilities that are centered around
individual streaks. The main objectives are (i) to determine whether linear theory can
reliably predict secondary instabilities of the streaky boundary layer in this realistic flow
configuration; (ii) to characterize the inner and outer modes in bypass transition beneath
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free-stream turbulence; and (iii) to establish the statistical relevance of these instabilities
for breakdown in boundary layers with pressure gradient. Both a zero-pressure-gradient
(ZPG) and an adverse-pressure-gradient (APG) case are investigated.
This chapter is organized as follows: In Section 2.2, the underlying computational
methods for the direct simulations and the instability analysis are described. Section 2.3
provides a detailed study of representative cases of an outer and an inner streak insta-
bility. Characteristic quantities obtained from the instability analyses are compared to
values extracted from the DNS flow fields. Statistical data comprising a large number
of instabilities for both ZPG and APG boundary layers is reported in Section 2.4. A
summary is presented in Section 2.5.
2.2 Computational Aspects
2.2.1 Direct Numerical Simulations
The base flow of the instability analysis is extracted from DNS of boundary layers subject
to free-stream turbulence. The simulation code solves the incompressible Navier-Stokes
equations with the finite-volume scheme described in Rosenfeld et al. (1991). The flow
field is represented in terms of the fluxes through the faces of the control volumes. A
staggered grid is used with the velocities stored at the faces of the computational volumes
and the pressure stored at the center of each volume. The convection term is advanced
in time using an Adams-Bashforth scheme, and a Crank-Nicolson scheme is applied for
the diffusion term. Incompressible mass conservation is enforced using the fractional step
method of Kim and Moin (1985).
The methodology for simulating bypass breakdown follows the work by Jacobs and
Durbin (2001), which has since been successfully adopted in a number of studies (e.g.
Brandt et al., 2004; Schrader et al., 2009, 2011). The simulation domain starts at distance
x˜0 from the leading edge. This approach circumvents the computational cost associated
with simulating the leading edge region. In the current simulations, the Reynolds number
is Reδ0 = 800 based on the inlet boundary layer thickness. The downstream coordinate
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x has its origin at the inlet of the simulation domain, x = x˜ − x˜0. The length, width
and height of the computational domain are 600× 30× 40. The number of grid points of
the current study was set to 2048× 192× 192 in the streamwise, spanwise and transverse
directions, respectively. The resolution is hence slightly higher than the requirements
identified in the comprehensive grid refinement studies by Jacobs and Durbin (2001).
All lengths are normalized by the inlet boundary layer thickness, δ0, and velocities
are normalized by the inlet free-stream speed, U∞. Downstream of the inflow plane, the
free-stream velocity follows a power law,
U∞ (x) = Cx
βH/(2−βH).
The Hartree parameter, βH , characterizes the acceleration of the free stream and, hence,
the applied pressure gradient. Two cases are considered herein: βH = 0 for zero pressure
gradient (ZPG) and βH = −0.14 for adverse pressure gradient (APG).
For all simulations, the boundary conditions are no-slip at the wall and free-stress at
the top of the computational domain. The desired pressure gradient is imposed through a
gradual increase of the domain height with downstream distance. Periodicity is enforced
in the spanwise dimension.
During the flow simulation, a time sequence of three-dimensional instantaneous flow
fields UDNS (x, y, z, t) was stored. The time interval between two consecutive samples is
two time units with a total of 4000 and 8000 samples stored for the APG and ZPG cases,
respectively. Furthermore, a spanwise and temporal mean velocity field u¯ is computed for
all streamwise and wall-normal grid locations. The velocity-fluctuation field is therefore
given by u′ (x, y, z, t) = UDNS (x, y, z, t) − u¯ (x, y).
The methodology for generating free-stream turbulence at the inflow plane of the
computational domain was introduced by Jacobs and Durbin (2001). The perturbation
field is synthesized from a weighted superposition of eigenfunctions of the continuous Orr-
Sommerfeld and Squire spectra. Outside the boundary layer these modes are oscillatory,
and inside the shear they decay due to inviscid shear sheltering (Jacobs and Durbin, 1998)
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In the limit y →∞, the disturbance can be expressed in terms of Fourier modes,
v (x, y, z) = vˆ exp (i (αx+ kyy + βz))
η (x, y, z) = ηˆ exp (i (αx+ kyy + βz)) . (2.1)
The ansatz
vˆ = −iAk13
κ
, ηˆ = iBk13,
where k13 =
√
α2 + β2 and κ =
√
α2 + k2y + β2, yields the following amplitudes of the
Cartesian velocity components
uˆ = i
Aαky
k13κ
vˆ +
Bβ
k13
ηˆ, wˆ = i
Akyβ
k13κ
vˆ − Bα
k13
ηˆ.
Let further θ1, θ2 and δ be uniformly distributed random angles. One then arrives at a
spatially isotropic perturbation field by relating the perturbation coefficients A and B to
the weight function F (κ) via
A = F (κ) exp (iθ1) cos δ, B = F (κ) exp (iθ2) sin δ. (2.2)
The kinetic energy of the full perturbation spectrum is hence obtained by the integral,
k =
1
2
∫ ∞
0
4piκ2 (uˆuˆ∗ + vˆvˆ∗ + wˆwˆ∗) dκ
=
1
2
∫ ∞
0
4piκ2F (κ)2 dκ ≡
∫ ∞
0
E (κ) dκ. (2.3)
A von-Karman spectrum, where E (κ) ∼ κ4 for large scales and E (κ) ∼ κ−5/3 in the
inertial range is obtained from the specific choice (Jacobs and Durbin, 2001)
E (κ) = Tu2FS
1.196 (κL11)
4[
0.558 + (κL11)
2
]17/6L11, (2.4)
where TuFS is the turbulence intensity in the free stream, and L11 describes the peak of
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the energy spectrum. Throughout this chapter, values of TuFS = 3% and L11 = 1 are
used.
A Blasius profile is prescribed for the mean flow at the inlet of the computational
domain in both ZPG and APG cases. This approach, which was also used in the studies of
Zaki and Durbin (2006) and Nolan and Zaki (2013), avoids the ambiguities originating from
the application of Falkner-Skan profiles, for which only one of the following parameters can
be matched at the inlet for the APG and ZPG cases: The distance from the leading edge,
the boundary layer thickness, the displacement thickness, or the momentum thickness.
Moreover, the prescription of a Falkner-Skan profile would introduce a dependence of the
inflow perturbation field on βH , which would in turn influence the observed flow behavior.
By keeping the inlet condition identical for both ZPG and APG cases, the perturbation
field at the inflow is as well the same, and the difference in breakdown behavior may be
solely attributed to the solution of the Navier-Stokes equations within the computational
domain.
The downstream evolution of root-mean-square (rms) of the three Cartesian compo-
nents of the free-stream perturbation field is provided in Figure 2.1a. A near-isotropic,
exponential decay is observed. The downstream evolution of the integral length scale
Lk = −k
3/2
dk
dx
, (2.5)
normalized by the local boundary layer thickness, is shown in Figure 2.1b.
The downstream development of the skin friction coefficient Cf = 2ν
∂U
∂y
∣∣∣
y=0
/U2∞ is
shown in Figure 2.2a. The solid line represents the ZPG case, and the dashed line rep-
resents the APG case. For the ZPG boundary layer, fully turbulent flow is observed for
Reynolds numbers higher than 4× 105. In the presence of the adverse pressure gradient,
the flow becomes turbulent at Rex˜ ≈ 2× 105.
Breakdown to turbulence is preceded by the formation of boundary layer streaks which
are dominated by the streamwise velocity component. Therefore, u′rms is often reported
as a measure of the streak amplitude. The wall-normal maximum in u′rms is plotted versus
downstream Reynolds number in Figure 2.2b. The observed peak values are 16 percent of
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Figure 2.1: Free-stream decay of turbulence versus Reynolds number Rex˜ (ZPG case):
(a) Root mean square of the velocity fluctuations, u (dashed), v (dash-dotted), w (dash-
dot-dotted); (b) Turbulence length scale.
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Figure 2.2: (a) Skin friction coefficient Cf versus Reynolds number Rex˜; (b) Maximum rms
of the streamwise velocity fluctuation u′rms, max inside the boundary layer versus Reynolds
number Rex˜. The solid line represents the ZPG case, the dashed line represents the APG
case.
the free-stream velocity for both flow configurations. In the APG case, this maximum is
nonetheless reached substantially farther upstream than in the ZPG boundary layer.
2.2.2 Instability Analysis
The linear stability analysis of a base state extracted from DNS flow fields follows the
approach described by Barkley and Henderson (1996) and Barkley et al. (2008). The
eigensolver in the present work, however, is a more flexible scheme which efficiently com-
putes eigenvalues that match a prescribed phase speed as well as those that are most
unstable (see Appendix A).
Two-dimensional instantaneous velocity fields are extracted from the stored DNS snap-
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shots QDNS = (U, V,W,P )
T
DNS in planes normal to the downstream coordinate x while
freezing the solution time t. The dependence of the base flow in the stability analysis on
x and t is therefore parametric, and each analysis corresponds to a fixed set of values for
these coordinates. This simplification can be substantiated by the weak time-dependence
of the pre-transitional base flow which is a superposition of the steady boundary layer
and low-frequency streaks. The parallel flow assumption is further justified by the range
of Reynolds numbers, Reδ ∈ [1200, 3000], and the high frequency of the secondary in-
stability modes. In primitive variables, the base state of the stability analysis becomes
Qstab (y, z;x, t) = (U, V,W,P )
T
stab = (U (x, y, z, t)DNS , 0, 0, 0)
T.
The secondary instability is described by the state vector q2 = (u2, p2)
T, with u2 =
(u2, v2, w2)
T. A normal mode assumption is invoked in the streamwise direction,
q2 (x, y, z, t) = qˆ2 (y, z, t) exp (iαx) , (2.6)
where α is a parameter of the calculation. The linearized stability equations can be written
as,
∂
∂t
uˆ2 = −iLuˆ2, (2.7)
with
L = i
(
− [(I−∇∆−1∇·) (U stab ·∇) + (∇U stab) ·]+ 1Re∇2). (2.8)
Here, ∆−1 is the formal inverse of the Laplacian. The time evolution of the perturbation
field is then formally described by
uˆ2 (t) = A (t) uˆ2 (0) , (2.9)
with the fundamental solution operator A (t). Differentiation of (2.9) with respect to time
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yields
∂
∂t
A = −iLA with initial condition A (0) = I, (2.10)
which has the formal solution A (t) = exp (−iLt).
The eigen-spectrum of A gives information about the modal stability of the underlying
base flow U stab, since the time evolution of the eigenfunctions of A is governed by the
exponential law uˆ2 (t) = uˆ2 (0) exp (−iσt). The real part of the complex quantity σ
denotes the modal frequency, and its imaginary part gives the temporal growth rate of the
corresponding eigenfunction. Since the operator L is nondiagonal, an explicit construction
of A from the matrix exponential is numerically expensive and is thus avoided. Instead,
a subspectrum of the fundamental solution operator is approximated using an adaptation
of the implicitly restarted Arnoldi (IRAM) scheme introduced by Sorensen (1992) — see
Appendix A.
The boundary conditions for the velocity field of the secondary instabilities are the
impermeability condition at the wall and zero stress at the top of the domain,
u2, v2, w2 = 0 for y = 0
v2,
∂u2
∂y
,
∂w2
∂y
= 0 for y →∞. (2.11)
Consistent with the DNS flow field, periodic boundary conditions are enforced in the
spanwise dimension for all velocity components.
Spectral elements are employed for the spatial discretization of the stability equations
in the cross-flow plane (Blackburn and Sherwin, 2004). The polynomial order is seven and
the number of elements is 55 in the span and 14 in the wall-normal direction, of which 10
are situated below y = 1.5δ(x). A visualization of the computational grid is provided in
Figure 2.2.
Even though the stability analysis considers frozen states of the base flow in planes of
constant streamwise coordinate, the underlying DNS data describe the full spatio-temporal
evolution of the flow field. It is thus possible to capture the downstream development of
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Figure 2.3: Computational grid used in the spectral-element discretization.
an instability mode by applying the linear analysis to a series of base states which are
translated downstream with the instability as a function of time. The characteristic speed
which dictates the downstream displacement of the plane of the analysis between two
consecutive stability calculations is provided by the modal phase speed, cr = σr/α.
2.3 Streak Instabilities
This section provides a detailed study of representative cases for an outer instability sit-
uated on a lifted low-speed streak as well as an inner mode which originates from the
intersection of a low-speed and a high-speed streak. In all cases, the base flow is extracted
from direct simulations of boundary layers subject to forcing with broad-band vortical
free-stream perturbations. In addition to investigating the properties of streak instabili-
ties in a realistic representation of a pre-transitional boundary layer, an important second
objective of this section is to establish whether linear instability analysis can accurately
capture the properties of the streak instabilities observed in direct simulations. There-
fore, characteristics of the secondary instabilities are identified in the DNS flow fields, and
directly compared to the results obtained from linear instability analyses.
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Figure 2.4: Time sequence of an outer instability observed in DNS. Plan view with iso-
surfaces of high-speed (u′ = 0.085, light) and low-speed streaks (u′ = −0.085, dark).
2.3.1 Instability of Lifted Low-Speed Streaks – The Outer Mode
Outer modes originate from the shear between the free stream and lifted low-speed streaks.
This section discusses a sample case of breakdown to turbulence via the formation of an
outer mode observed in a ZPG boundary layer subject to broadband free-stream vortical
perturbations.
A time sequence of a lifted low-speed streak undergoing a sinuous instability is provided
in Figure 2.4. Regions of constant negative and positive streamwise velocity fluctuation
are shown as dark and bright surfaces, respectively. The top frame depicts the entire
flow field which includes a spectrum of streaks over its transverse extent. The remaining
frames focus on a particular streak that develops a secondary instability and ultimately
breaks down to turbulence. In order to follow the instability, the frame shown is translated
downstream with the phase speed of the mode, cr = 0.76.
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Figure 2.5: Side view of the streak developing a sinuous outer instability at t = t0 + 70,
z = 22.6. Contours of the streamwise velocity fluctuation, -0.12 ≤ u′ ≤ 0.12. Dark
contours are negative and light contours are positive values. The thick white line marks
the local boundary layer thickness.
The instability becomes manifest in a streamwise undulation of the base streak which
is antisymmetric with respect to the center line of the streak. The streamwise extent
of the instability is nonetheless significantly shorter than the length of the underlying
streak. This localized nature of the instability persists until breakdown to turbulence. As
a consequence, a spatially isolated spot forms which is both preceded and succeeded by the
laminar streak. Very similar breakdown scenarios had been reported in the experimental
studies of Matsubara and Alfredsson (2001) and Asai et al. (2007), indicating that in these
cases breakdown was as well induced by an outer mode.
In order to elucidate the origin of the streak instability, the flow field at time t0 + 70
(third frame in Figure 2.4) is more closely inspected. A plane at the constant transverse
position z = 22.6, at the center of the low-speed streak is shown in Figure 2.5. The
low-speed streak is seen to occupy the largest part of the boundary layer. The region of
the streak that develops the instability, x ≈ 150, is near the edge of the boundary layer.
This observation is consistent the description of the outer instability by Vaughan and
Zaki (2011) (see their Figure 29). However, that work only considered idealized streaks
which develop due to forcing by monochromatic vortical modes. Therefore, their streaks
were repeated in the span, and the instability was sub-harmonic in that dimension. In
the present case, on the other hand, the free-stream forcing is broadband and thus the
resulting streaks are less regular. In addition, the secondary instability is localized – an
important distinction that cannot be gleaned from the side view in figure 2.5.
Top views of the wall-normal and spanwise velocity perturbations at t0+70 are shown
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Figure 2.6: Plan view of a sinuous outer streak instability from DNS at y/δ(x) ≈ 0.80
and t = t0 + 70. Contours of (a) streamwise (-0.15 ≤ u′ ≤ 0.15), (b) wall-normal (-0.025
≤ v′ ≤ 0.025) and (c) spanwise (-0.040 ≤ w′ ≤ 0.040) velocity fluctuations. Dark contours
are negative and light contours are positive values. Solid lines mark u′ = −0.085.
in Figure 2.6. The planes are located at y/δ(x) = 0.8. The instability is evident in
the v′ and w′ contours. The wall-normal fluctuation shows a spanwise antisymmetric
pattern with similar positive and negative peaks. In contrast to v′, the spanwise velocity
perturbation is symmetric with respect to the center line of the streak. The streamwise
phase of w′ is shifted downstream by a quarter of a wavelength when compared to v′.
The streamwise extent of the instability in Figure 2.6 comprises approximately two to
two-and-half periods, N , at this time instance. Inspections of time series indicate that
N increases during the amplification of the instability and, at the time of breakdown to
turbulence, the instability typically comprises three streamwise periods. These results are
therefore consistent with the findings by Lundell (2004) who destabilized streaks using
acoustic forcing with different values of N . That work concluded that N has a substantial
influence on the growth rate of the the streak instability, and the maximum growth rate
was recorded for N = 2.5.
In order to investigate the stability of the base flow, a plane is extracted at x = 155 from
the DNS flow field and a linear stability analysis is performed as described in Section 2.2.2.
The solution time is t0, corresponding to the two topmost frames of Figure 2.4. The
temporal growth rate of the most unstable mode is σi = 0.033 and the modal phase speed is
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Figure 2.7: Real part of the streamwise component of the eigenfunction of an outer mode
at x = 155, t = t0. Solid lines denote positive u2 and dashed lines are negative values.
Gray contours: streamwise velocity fluctuation (-0.25 ≤ u′ ≤ 0.25). (a) Full spanwise
extent of the computational domain. (b) Detail. The thick white line marks the critical
layer.
cr = 0.76 in units of the inlet boundary layer thickness δ0 and the free-stream velocity U∞.
A visualization of the streamwise component of the instability eigenfunction is provided
in Figure 2.7. Solid contour lines mark positive u2, and dashed lines mark negative u2.
The background contours give the streamwise fluctuation field u′. Figure 2.7a shows the
full spanwise extent of the computational domain. The eigenfunction is centered around
the particular low-speed streak located at z ≈ 23 which was observed in the time sequence
from the DNS (Figure 2.4) to undergo breakdown via a sinuous instability. The detail
provided in Figure 2.7b shows that the mode is antisymmetry with respect to the base
streak. Similar mode shapes had been reported for the sinuous mode in the studies of
idealized streaks by Andersson et al. (2001) and Vaughan and Zaki (2011).
The three velocity components of the instability eigenfunction are shown in Figure 2.8.
Light (dark) isosurfaces denote a positive (negative) real part. One and a half stream-
wise wavelengths of the mode are visualized, where all lengths are normalized by the
inlet boundary layer thickness. One may thus directly compare the shape of the eigen-
functions to the instability in the perturbation fields in Figure 2.6. The instability mode
indeed exhibits the spanwise antisymmetric and symmetric patterns for the wall-normal
and spanwise velocity, respectively, as observed in the DNS. The peak amplitude of w2 is
approximately 1.8 times that of v2, both in the non-linear simulations and in the eigen-
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Figure 2.8: Real part of the eigenfunction of an outer mode computed for x = 155, t = t0;
Three-dimensional plan view with isosurfaces of positive (white) and negative (black) real
part of u2, v2 and w2.
function obtained from the secondary instability analysis.
In order to evaluate the changes to the secondary instability mode as it evolves down-
stream, the plane of the instability analysis is translated downstream with the flow. It
is important to recall, however, that the instability analysis is inherently limited to the
computation of purely temporal growth at any given downstream position. The convective
effect and the associated downstream increase in Reynolds number during the evolution
of the instability are only taken into account by conducting a series of analyses and trans-
lating the plane of the analysis downstream with the flow as a function of time. Starting
from the above presented instance (x = 155, t = t0), the stability analysis is repeated
at upstream positions at earlier times as well as at downstream planes at later times.
The plane of the analysis is translated at the phase speed of the mode ∆t = ∆x/cr, see
Section 2.2.2. In general, the streamwise extent over which a unique instability can be
computed is restricted. The identification of the mode fails at some upstream point where
the corresponding base streak has not yet developed a sufficiently large magnitude to sup-
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Figure 2.9: (a) Growth rate σi of an outer mode as a function of the downstream coordinate
x computed from linear analysis (solid) and extracted from DNS data (dashed). (b) Phase
speed cr of an outer mode in dependence of the downstream coordinate x computed from
linear analysis (solid) and extracted from DNS data (dashed).
port the instability. At large downstream distances, the notion of the secondary instability
analysis becomes ambiguous once the magnitude of the instability becomes appreciable
and the base streak becomes visibly distorted. In the present case, the streamwise range
of the linear analysis was x ∈ [115, 190].
The modal growth rates evaluated from the linear analysis and extracted from the
DNS fields are compared in Figure 2.9a. The former (solid line) increases up to a peak
value of σi ≈ 0.04 at x = 175, followed by a sharp drop near the region where the growing
amplitude of the streak deformation prevents the further pursuit of the instability. The
phase speed obtained by linear analysis (solid line in Figure 2.9b) is relatively insensitive
to the downstream coordinate, cr ∼ 0.78. Similar values have been reported by Andersson
et al. (2001) and Vaughan and Zaki (2011) for the outer mode.
For comparison, characteristics of the streak instabilities were directly extracted from
the DNS data. The spanwise velocity perturbation was used. The local extrema of w′
observed in Figure 5c are tracked in space and time as the secondary instability develops.
Their separation defines the streamwise wavelength of the secondary instability, and the
phase speed is evaluated from the mean rate of change of their downstream positions.
Similar to the approach adopted by Lundell (2004), the magnitude of the extrema, Aw′ ,
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Figure 2.10: (a) Temporal growth rate σi of the instability mode as a function of the
streamwise perturbation wavenumber α for x = 125 (dashed) and x = 175 (solid).
(b) Streamwise wavenumber α of the instability as a function of the downstream coor-
dinate x (DNS data).
is used to compute the exponential growth rate of the instability,
σi =
1
∆t
ln
(
Aw′ (t+∆t)
Aw′ (t)
)
.
Free-stream perturbations entering the boundary layer nonetheless cause a certain degree
of background noise. As a consequence, the definite identification of the instability wave
requires the latter to have amplified to a minimummagnitude of approximately one percent
of the free-stream velocity, effectively imposing a limit on how far upstream the instability
properties can be evaluated directly from DNS data. The streamwise overlap between DNS
and linear results is thus limited, but nonetheless sufficient to compare the results (Figure
2.9). A very good agreement in the growth rate is observed between DNS and linear
theory. This outcome is unexpected since the growth rate in the DNS is spatio-temporal
while that from linear analysis is purely temporal.
The growth rates of the outer mode are substantially higher than those of the Tollmien-
Schlichting wave. For example, for a Blasius base state, σi, TS = 4 × 10−4 (x = 100) and
σi, TS = 3× 10−3 (x = 350).
The streamwise wavenumber of the instability mode is a parameter of the stability
analysis. The dependence of the instability growth rate on α is presented in Figure 2.10a.
The dashed line corresponds to x = 120, and the solid line shows the result at x = 175.
The peaks of both curves approximately coincide at α ≈ 0.65. In the DNS (Figure 2.6),
Chapter 2. Direct Stability Analysis of Localized Streak Instabilities 55
170 180 190 200 210 220 230 240
0
0.5
1
1.5
2
2.5
x
Δ
z
Figure 2.11: Spatial amplitude∆z of the streak distortion as a function of the downstream
coordinate x.
the streamwise wavenumber of the mode can be obtained from the streamwise distance
between local extrema of w′, and is presented in Figure 2.10b. The observed wavenumber
range of α ∈ [0.47, 0.50] is in good agreement with the highest amplified α predicted by
linear theory.
The visualizations of u′ (Figure 2.4) show a downstream increase in the transverse
deformation of the streak, ∆z, by the secondary instability. The development of ∆z is
evaluated from the spanwise positions of the extrema in w′, and is plotted in Figure 2.11.
An exponential growth rate of approximately 0.027 is obtained, which is on the same order
as the above reported growth rate from linear theory.
Earlier studies have demonstrated that both the amplitude and the profile of the
base streak can influence the growth rate of the secondary instabilities (e.g. Vaughan and
Zaki, 2011). The current streak amplitude, u′streak, is shown in Figure 2.12; Here, u
′
streak
is defined as the peak value of u′ along the streak of interest. The initially flat curve
indicates that the streak amplitude is saturated during the interval where the secondary
instability was evaluated. Therefore, the reported change in the growth rate (Figure 2.9)
is not due to a variation in the streak amplitude, but rather due to changes in the streak
profile in the cross-stream plane. Since the outer mode is a streak instability, it only
arises when the host streak reaches a sufficiently high amplitude. Therefore, an initial
stage exists, prior to the period reported in Figures 2.9 and 2.12, where the growth rate
of the outer mode crosses the stability boundary with increasing u′streak. Once the streak
amplitude saturates, the growth rate continues to change due to the changes in the base
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Figure 2.12: Base streak magnitude u′streak versus downstream distance.
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Figure 2.13: Plan view of the sinuous outer instability with isosurfaces of λ2 = −0.003
used as a vortex identification criterion for t = t0 + 70.
streak profile.
The vortical structure associated with the outer instability mode is visualized using
the λ2 criterion introduced by Jeong and Hussain (1995). Isosurfaces of λ2 = −0.003 were
evaluated at time t = t0 + 70 (see Figure 2.13). The vortex core is located at the center
of the lifted low-speed streak. In addition, the streamwise extent of the vortex structure
approximately matches that of the instability wave. The vortex is spanwise symmetric
with respect to the underlying base streak. An inspection of the spatial structure of the
vorticity eigenfunction, ω2 ≡∇×u2 (not shown) demonstrates that only the streamwise
component ωx,2 shares this property while ωy,2 and ωz,2 are antisymmetric with respect
to the transverse extent of the streak.
The decomposition of the instantaneous DNS flow field into mean and fluctuations can
be further extended into the contribution of streaks and of the instabilities,
U =u+ u′
=u+ u′S + u′I . (2.12)
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Figure 2.14: Isosurfaces of positive (ω′x = 0.085, orange/bright) and negative (ω
′
x =
−0.085, purple/dark) streamwise vorticity. The solution time is t = t0 + 70.
The notion of streaks is herein restricted to the streamwise velocity component, i.e.
v′S , w′S ≈ 0 and therefore v′ ≈ v′I , w′ ≈ w′I . When considering the vorticity field,
a similar triple decomposition applies,
ω =ω + ω′
=ω + ω′S + ω′I . (2.13)
Since the mean flow is two-dimensional and the streaks are dominated by u′, a number of
simplifications are possible,
ωx = ωx︸︷︷︸
=0
+ ω′Sx︸︷︷︸
≈0
+ω′Ix
ωy = ωy︸︷︷︸
=0
+ ω′Sy + ω
′I
y
ωz = ωz + ω
′S
z + ω
′I
z.
The streamwise vorticity component therefore provides a good measure of the secondary
instability. Isosurfaces of ω′x are presented in Figure 2.14 for time t0+70. Orange (bright)
isosurfaces mark regions of positive ω′x, and purple (dark) isosurfaces correspond to regions
of negative ω′x. The streamwise extent of the vorticity perturbation coincides with the
location of the streak distortion. The wavelength of the vorticity isosurfaces matches that
of the velocity perturbation. A closer investigation of ω′x shows that the magnitude of
∂w′
∂y
substantially outweighs that of ∂v
′
∂z .
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Figure 2.15: Integral vorticity forcing measures f1 (solid), f2 (dashed) and f3 (dash-dotted)
for the outer mode.
The governing equation for the streamwise vorticity component is
Dωx
Dt
= ωx
∂U
∂x︸ ︷︷ ︸
vorticity stretching
+ωy
∂U
∂y
+ ωz
∂U
∂z︸ ︷︷ ︸
vorticity tilting
+
1
Re
∇
2ωx. (2.14)
Due to the inviscid nature of the instability, focus is pointed only to the first three terms
on the right-hand-side of equation (2.14). An integral approach is adopted to examine the
stretching and tilting terms.
The vorticity tilting and stretching terms are integrated over a volume Vstreak, defined
as the region in which the streak amplitude is greater than one percent of the free-stream
velocity. The streamwise extent of the volume spans 25δ0 upstream and downstream of
the center of the instability, and thus corresponds to the size of the frames shown in
Figure 2.14.
The solid line in Figure 2.15 gives the volume integral,
f1 :=
1
Vstreak
∫
Vstreak
∣∣∣∣ωx∂U∂x + ωy ∂U∂y + ωz ∂U∂z
∣∣∣∣ dV, (2.15)
which can be interpreted as a theoretical maximum for the growth of
∫
V |ωx|dV . The
magnitude of ωx will intensify only if the sign of the right-hand side matches that of the
local ωx, and therefore a second measure is devised,
f2 :=
1
Vstreak
∫
Vstreak
ωx
|ωx|
(
ωx
∂U
∂x
+ ωy
∂U
∂y
+ ωz
∂U
∂z
)
dV. (2.16)
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Figure 2.16: Isosurfaces of streamwise velocity perturbation (white: u′ = 0.085; gray:
u′ = −0.085) and vorticity tilting terms (blue: Ty,z = 0.002; yellow: Ty,z = −0.002).
(a) Wall-normal term Ty. (b) Spanwise term Tz. The solution time is t = t0 + 70.
This quantity is the net forcing which leads to an increase of
∫
V |ωx| dV . Figure 2.15 shows
that f2 is positive throughout the amplification process of the mode and f2/f1 ≈ 0.60.
The relative importance of tilting and stretching is assessed by evaluating the integral
of the tilting term,
f3 :=
1
Vstreak
∫
Vstreak
ωx
|ωx|
(
ωy
∂U
∂y
+ ωz
∂U
∂z
)
dV. (2.17)
Figure 2.15 shows that the tilting term contributes approximately 70 percent of the total
generation of ωx.
The tilting term is further expanded as,
ωy
∂U
∂y
+ ωz
∂U
∂z
=
(
∂U
∂z
− ∂W
∂x
)
∂U
∂y
+
(
∂V
∂x
− ∂U
∂y
)
∂U
∂z
=−∂W
∂x
∂U
∂y︸ ︷︷ ︸
Ty
+
∂V
∂x
∂U
∂z︸ ︷︷ ︸
Tz
. (2.18)
The wall-normal tilting term, Ty, is nearly an order of magnitude larger than the spanwise
counterpart, Tz. The dominance of the wall-normal term is also apparent in visualizations
of isosurfaces of Ty (Figures 2.16a and b, respectively). The streamwise vorticity ω′
I
x of
the outer mode is therefore a result of the meandering of the unstable streak ∂W/∂x and
the wall-normal shear in the base state ∂U/∂y.
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Figure 2.17: Time sequence of an inner instability from DNS. Plan view with isosurfaces
of high-speed (u′ = 0.085, light) and low-speed (u′ = −0.085, dark) streaks.
2.3.2 Instability of Streak Intersections – The Inner Mode
The inner mode was first computed by Vaughan and Zaki (2011) in the case of idealized
streaks. Their Floquet analysis predicted a spanwise fundamental secondary instability,
with a critical layer close to the wall and a phase speed of approximately half the free-
stream velocity. The present study of transition beneath free-stream turbulence shows
that inner modes can arise due to the local shear between low- and high-speed streaks.
Configurations in which the trailing edge of a high-speed streak is situated on top of a
low-speed streak lead to highly inflectional velocity profiles in the wall-normal direction.
The presence of an adverse pressure gradient further promotes this effect. In that case,
the majority of breakdowns are initiated by an inner instability (Section 2.4). In the
present section, breakdown via an inner mode is investigated in an APG boundary layer
characterized by a Hartree parameter βH = −0.14.
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Figure 2.18: Side view of the streak configuration leading to the formation of a varicose
inner instability at z = 23.8. Contours of the streamwise velocity fluctuation, -0.12 ≤ u′ ≤
0.12. The thick white line marks the edge of the boundary layer.
A visualization of a streak configuration that leads to breakdown via amplification of
a varicose inner instability is provided in Figure 2.17. Isosurfaces of positive (light) and
negative (dark) u′ are shown in the plan view. The topmost frame depicts the whole
spanwise extent of the flow field. The magnified views in the remaining frames show the
time evolution of the particular streak that breaks down to turbulence. The downstream
position of the frames is translated with the phase speed of the instability. Even though
the streaks appear undistorted in the top frame, results from linear stability analysis pre-
sented below show that the growth rate of the instability has already reached a substantial
magnitude. The streak subsequently develops a streamwise pattern of local contractions
which precede breakdown to turbulence. In comparison to the evolution of the outer mode
(Figure 2.4), isosurfaces of u′ do not provide a clear empirical view of the evolution of the
inner instability.
A side view of the streamwise perturbation field u′ at z = 23.8 is shown in Figure 2.18.
This spanwise position bisects the base streaks that develop the instability. The flow field
shows a high-speed streak whose leading edge overlaps with a low-speed streak which is
located close to the wall. Analysis of the DNS flow fields of Vaughan and Zaki (2011)
suggests that the amplification of their inner mode originated from the same flow config-
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Figure 2.19: Plan view of a varicose inner streak instability from DNS at y/δ(x) ≈ 0.45,
t = t1+18. Contours of (a) streamwise (-0.17 ≤ u′ ≤ 0.17), (b) wall-normal (-0.025 ≤ v′ ≤
0.025) and (c) spanwise (-0.025 ≤ w′ ≤ 0.025) velocity fluctuations. Solid black lines mark
u′ = 0.085.
uration.
Contours of the velocity fluctuations in a plane located at y/δ(x) = 0.45 are shown in
Figure 2.19. The shape of the wall-normal velocity perturbation is spanwise symmetric
with respect to the underlying base streak and shows a shape similar to that of Λ-vortices.
The perturbation extends upstream in the form of two streamwise elongated legs which
are situated to the left and right of the base streak. A staggered pattern with alternating
patches of positive and negative velocity fluctuations is observed in the streamwise direc-
tion. The spanwise fluctuation field, on the other hand, is antisymmetric with respect to
the center line of the base streak. It also bears similarity with the wavepacket reported
in the simulations of transition under the influence of a blunt leading edge by Nagarajan
et al. (2007) and the instability analysis by Vaughan and Zaki (2011).
Linear stability analysis is applied to a base flow extracted from the DNS data in a
cross-plane at x = 103. The solution time is t1, which is visualized in the two topmost
frames in Figure 2.17. The streamwise component, u2, of the most unstable eigenfunction
is shown as black solid lines in Figure 2.20a. The eigenfunction is centered around the
particular streak which, further downstream in the DNS, exhibits a clear instability and
ultimately induces breakdown to turbulence. The detail in Figure 2.20b shows that the
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Figure 2.20: Real part of the streamwise component of the eigenfunction of an inner mode
for u2 (solid lines) computed at x = 103, t = t1 +18. Black dotted lines mark contours of
u2 inviscid. computed in the inviscid limit. Gray contours: streamwise velocity fluctuation
(-0.3 ≤ u′ ≤ 0.3). (a) Full spanwise extent of the computational domain. (b) Detail. The
thick white line marks the critical layer.
mode is spanwise symmetric with respect to the base streak. The growth rate and phase
speed of the mode are σi = 0.08 and cr = 0.54, respectively.
Similar to the outer mode, the eigenfunction of the inner streak-instability is centered
around its critical layer. An inviscid analysis in the limit Re→∞ confirms this view as it
recovers the same eigenmode as viscous stability theory, which supports the view that the
mode is a Rayleigh-type instability (see the dotted lines in Figure 2.20b). The phase speed
of the inviscid mode, cr, inviscid = 0.54, matches that of the viscous analysis. However, the
inviscid stability analysis over-predicts the growth rate, σi, inviscid = 0.12.
The spatial structure of the eigenfunction of the most unstable mode is visualized over
one and a half streamwise wavelengths in Figure 2.21. A spanwise symmetric structure is
observed for the streamwise component u2 of the instability eigenfunction, which reflects
the varicose deformation of the base streak seen in Figure 2.17. The wall-normal com-
ponent v2 has a staggered pattern with small streamwise legs, similar to the wall-normal
fluctuation field v′ of the DNS (see Figure 2.19a). A similar agreement is observed for the
antisymmetric pattern of the spanwise component w2.
The inner mode in the time series (Figure 2.17) amplifies rapidly and induces break-
down over a downstream distance of 30δ0. As a consequence, the streamwise extent
over which the mode can be tracked by means of both instability analysis and the post-
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Figure 2.21: Eigenfunction of an inner mode computed for x = 103, T = t1 + 18. Three-
dimensional plan view with isosurfaces of positive (white) and negative (black) real part
of u2, v2 and w2.
processing of DNS flow fields is substantially shorter than that of the outer mode. The
previously mentioned restrictions still apply: The identification of the mode in the DNS
requires a certain minimum amplitude; and the instability analysis fails once the modal
amplitude becomes substantial in the base state.
The eigenvalue of the mode computed in the linear analysis is given by the solid line
in Figure 2.22a. The growth rate σi increases from the start of the analysis at x ≈ 87
until a peak is reached approximately at the same time when the amplitude of the streak
distortion becomes appreciable. This behavior is qualitatively similar to what had been
observed for the outer mode. The magnitude of the growth rate in the present case is
nonetheless substantially higher. The temporal growth rate computed from DNS flow
fields is given by the dashed line in Figure 2.22a. The downstream locations of the peak
growth rates of both approaches approximately coincide. The magnitude of the growth
rate computed from the DNS data is however 20 percent smaller than the linear result. In
this context, it should be re-emphasized that, even though applied at different downstream
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Figure 2.22: (a) Growth rate σi of an inner mode as a function of the downstream coordi-
nate x computed from linear analysis (solid) and extracted from DNS data (dashed). (b)
Phase speed cr of an inner mode as a function of the downstream coordinate x computed
from linear analysis (solid) and extracted from DNS data (dashed).
positions, the linear analysis provides a purely temporal growth rate. The DNS data on
the other hand inherently capture the full spatio-temporal evolution.
The phase speeds are presented in Figure 2.22b. The stability analysis indicates a
continuous decrease in the phase speed from approximately cr = 0.63 to cr = 0.47. Further
downstream, a direct evaluation of the DNS flow field yields a nearly constant phase speed
of cr ≈ 0.48. It is instructive to compare the growth rate of the secondary instability to that
of the most unstable mode of the base flow, in the absence of free-stream turbulence. Due
to the APG, the mean velocity profile is inflectional and can support inviscid Rayleigh-type
instability. For the relevant downstream range, 50 < x < 200, the growth rate increases
from σi, Ray = 0.019 to σi, Ray = 0.023. While significantly exceeding the growth rates
of the Tollmien-Schlichting waves reported in the previous section, these values are still
smaller than those for the inner mode, see Figure 2.22a.
Figure 2.23 shows the dependence of the growth rate from linear theory on the stream-
wise wavenumber α. The highest amplified wavelengths at x = 95 and x = 104 coincide
at α ≈ 2.2. This wavelength approximately matches that observed in the DNS flow field.
The origin of the inner mode was stated earlier to be in the shear between low- and
high-speed streaks. An investigation of the influence of the streak amplitude on the growth
rate of the inner instability must therefore take into account both streaks. The peak am-
plitudes of the low- and high-speed streaks are presented in Figure 2.24 versus downstream
distance. The amplitudes of both streaks are significantly lower than that of the low-speed
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Figure 2.23: Temporal growth rate σi of the instability mode as a function of the stream-
wise perturbation wavenumber α for x = 95 (dashed) and x = 104 (solid).
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Figure 2.24: Amplitude u′streak of the high-speed (solid line) and low-speed (dashed line)
streaks as a function of the downstream coordinate x.
streak associated with the outer mode that was discussed in the previous section. These
observations are consistent with the results by Vaughan and Zaki (2011) who reported
that the threshold amplitude for streak instability is lower for the inner mode.
In order to investigate the vortex structures associated with the inner mode, the λ2
vortex identification criterion is applied. Isosurfaces of λ2 = −0.003 are shown in Fig-
ure 2.25. The solution time is t1+18, which corresponds to the third frame in Figure 2.17.
Streamwise elongated vortices are observed along the flanks of the high-speed streak, con-
nected through an arch which is situated on top of the streak near x * 110. The structure
of these hairpin or Λ vortices is fundamentally different from that of the vortical struc-
tures at the center of the streak identified in the case of the outer mode. Together with
streaks, hairpin vortices are thought to play a significant role in the regeneration cycle
that sustains turbulence in wall-bounded shear flows (Waleffe, 1997; Zhou et al., 1999).
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Figure 2.25: Plan view of the varicose inner instability with isosurfaces of λ2 = −0.003
used as a vortex identification criterion for t = t1 + 18.
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Figure 2.26: (a) Isosurfaces of positive (ω′x = 0.085, orange/bright) and negative (ω
′
x =
−0.085, purple/dark) streamwise vorticity. (b) Isosurfaces of positive (Dω′x/Dt = 0.002,
yellow/bright) and negative (Dω′x/Dt = −0.002, blue/dark) material derivative of stream-
wise vorticity. The solution time is t = t1 + 18.
Similar to the outer mode, the streamwise component of the vorticity eigenfunction
ω2 computed by linear stability analysis matches the spatial structure of the vortex. A
visualization of the streamwise vorticity fluctuation taken from DNS data is provided in
Figure 2.26a. Isosurfaces of positive and negative ω′x are shown. Comparison with the
vortical structures identified in Figure 2.25 indeed shows that the legs of the Λ vortices
coincide with locations of high ω′x. The spatial distribution of the latter is spanwise
antisymmetric with respect to the base streak with alternating patches of positive and
negative vorticity.
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2.4 Statistical Results
The characteristics of canonical examples of an outer and an inner streak instability were
discussed n detail in Section 2.3. In the following, these findings are complemented by
statistical data from the investigation of a large number of unique streak instabilities.
The characteristic properties of the instabilities are computed via linear analysis only,
an approach that is justified by the good quantitative agreement with DNS demonstrated
earlier. The results are separately reported for ZPG and APG boundary layers, with focus
on the respectively prevailing type of streak instability. Section 2.4.1 is devoted to the
analysis of outer modes in ZPG boundary layers while Section 2.4.2 covers inner modes in
APG boundary layers. A direct comparison between the growth rates of inner and outer
modes is presented in Section 2.4.3.
2.4.1 ZPG Boundary Layer
For the ZPG boundary layer, a total of 102 unique breakdown events has been investigated,
with breakdown defined as the formation of an isolated turbulent spot which is in all spatial
dimensions surrounded by laminar flow. Of these breakdowns, 80 were preceded by the
formation of an outer instability situated on top of a lifted low-speed streak. The remaining
22 breakdowns were either of a different type (e.g. inner modes) or were inaccessible to
an investigation by means of linear analysis, and have thus been excluded from the data
presented herein. The remaining set of outer instabilities can be further separated into 73
sinuous and seven varicose modes.
In all cases, the downstream position x and solution time t of the linear instability
analysis were chosen relative to the corresponding breakdown event. The inception loca-
tion of the turbulent spot is determined using the laminar/turbulent flow discrimination
method described by Nolan and Zaki (2013).
It was mentioned earlier that the stability analysis is only meaningful in a window
where the base streak has reached high amplitude but where the secondary instability
itself does not yet measurably deform the streak. Parameter studies demonstrated that
an interval of 100 time units before spot inception falls into this window for the majority of
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outer modes. This value was consequently used for all analyses presented herein. So as to
account for the initially unknown phase speed of the instability, the analysis was performed
at three different downstream locations. Planes normal to the streamwise coordinate are
extracted 60, 70 and 80 inlet boundary layer thicknesses upstream the location of spot
inception, corresponding to a theoretical phase speed of cr = {0.60, 0.70, 0.80}. Due to
the localized nature of the streak instability, in the majority of investigated cases only one
of these locations yielded an eigenfunction representative of the instability that further
downstream initiates breakdown to turbulence.
The modal growth rates of all computed outer instabilities are presented in Fig-
ure 2.27a. Each data point in the scatter plot corresponds to a unique instability; circles
denote sinuous and triangles denote varicose outer modes. Instabilities represented by
darker symbols have a higher growth rate. In general, streaks with high magnitudes
|u′streak| > 0.30 lead to the formation of more unstable modes.
In order to separately quantify the dependence of the modal growth rate on downstream
location and the base streak magnitude, the normalized correlation coefficient
ρa,b :=
a b√
a2 b2
is evaluated. Here, a b denotes the covariance of the vectors a and b, and the denominator
is the product of their respective standard deviations. In the present case, the correla-
tion coefficient between the magnitude of the base streak and the modal growth rate is
ρu′
streak
,σi = −0.658, indicating an appreciable influence of the streak magnitude on the
growth rate of the instability. The correlation between downstream distance and modal
growth rate on the other hand is very weak, with a correlation coefficient ρx,σi = 0.183.
A similar value, ρRe,σi = 0.194, is obtained when replacing x with the Reynolds number
based on the boundary layer thickness. The weak dependence on Reynolds number is due
to the inviscid nature of the instability.
A probability density function (PDF) of the magnitudes of the base streaks, indepen-
dent of their downstream position, is provided in Figure 2.27b. Bars correspond to the set
of low-speed streaks which develop secondary instabilities. The distribution is centered
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Figure 2.27: (a) Downstream position x of the secondary instabilities and local amplitude
of their respective base streak u′streak. Each data point identifies a unique streak instability
with circles denoting sinuous and triangles varicose outer modes. Lines give the local
PDF of the base streak amplitude. (b) PDF of the base streak amplitude u′streak for the
streaks that develop an outer mode (bars) and for all streaks in the downstream range
x ∈ [100, 300] (line).
around a value of u′streak ≈ −0.30. Similar findings for the magnitudes of streaks upstream
the formation of turbulent spots had been reported in experiments by Nolan et al. (2010)
and in DNS studies by Nolan and Zaki (2013). The present results further indicate posi-
tive growth rates for streak amplitudes of more than 17 percent, which coincides with the
critical streak amplitude reported in the Floquet studies of Vaughan and Zaki (2011).
It is further of interest to compare the particular streaks that develop instabilities and
lead to breakdown with the full spectrum of boundary layer streaks. The solid line in
Figure 2.27b gives the PDF of the magnitudes of all low-speed streaks that are observed
in the downstream range 100 ≤ x ≤ 330. The peak of this curve is located around
u′streak ≈ −0.12. By integrating the PDF, it is found that 80 percent of breakdown events
are due to base streaks with amplitudes |u′streak| ≥ 0.25, and that only 15 percent of the
entire streak population fall into this group. It is therefore only a small subset of streaks
that contribute significantly to the onset of turbulence in bypass transition.
The literature on Go¨rtler vortices relates sinuous and varicose secondary instabilities
to inflectional spanwise and wall-normal u-profiles. In order to investigate the relationship
between the local shear and the amplification of the outer mode, the maxima in ∂u′/∂y
and ∂u′/∂z are extracted along the critical layers of the modes. Due to the small number
of varicose samples, only sinuous modes are taken into account. In order to exclude the
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Figure 2.28: (a) Growth rate σi versus the magnitude of the maximum wall-normal shear
∂u′/∂y along the critical layer. (b) Growth rate σi versus the magnitude of the maximum
spanwise shear ∂u′/∂z along the critical layer. Circles represent sinuous outer modes.
Each data point identifies a unique streak instability.
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Figure 2.29: (a) PDF of the wall distance y of the peak magnitude of the streamwise
component u2 of the instability eigenfunction. (b) PDF of the wall distance y of spot
inception.
influence of the Blasius boundary layer, the shear is computed from the perturbation
velocity u′. Scatter plots for the modal growth rate σi versus ∂u′/∂y and ∂u′/∂z are
provided in Figure 2.28. These results will be compared to the inner instability in the
following Section.
A PDF of the wall-distance of the maximum u2 of the instability eigenfunction is
provided in Figure 2.29a. The majority of the modes are situated at wall distances between
60 and 70 percent of the local boundary layer thickness. This result is consistent with
the terminology “outer modes”, since they are located on top of lifted low-speed streaks.
Figure 2.29b presents a PDF of the wall-normal location of initial spot inception during the
entire time series of the ZPG simulation. A clear correlation to the wall-normal location
of the outer instability is seen in the Figure.
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Figure 2.30: (a) PDF of the phase speed cr of the streak instability. (b) PDF of the
streamwise wavenumber α of the streak instability.
A PDF of the modal phase speed of the outer modes is presented in Figure 2.30, and
demonstrates that the majority of these modes indeed propagate at 60 to 80 percent of
the free-stream velocity. This compares favorably to values of 0.70U∞ found by Brandt
et al. (2004) and 0.75U∞ reported by Vaughan and Zaki (2011).
It was mentioned earlier that the streamwise wavenumber α is an input parameter of
the stability calculations. The PDF shown in Figure 2.30 considers the value of α which
yields the highest growth rate for each streak instability. The peak of the distribution is
located at values of α ≈ 0.40, which corresponds to a streamwise wavelength λx ≈ 16.
Starting from its peak, the distribution gradually decays towards higher wavenumbers
while dropping sharply to zero for smaller α.
2.4.2 APG Boundary Layer
This section reports statistical results for a boundary layer subject to an adverse pressure
gradient with Hartree parameter βH = −0.14. A total of 56 unique breakdowns has been
investigated, 36 of which were inner modes. The remaining 20 instabilities were either of a
different type (e.g. outer modes) or could not be evaluated by means of linear analysis. Of
the 36 breakdowns due to inner modes, 31 were of varicose nature with the remaining five
showing a sinuous configuration. In contrast to the predominantly sinuous outer mode,
the frequency of occurrence of the varicose inner modes is significantly higher than that
of sinuous configurations.
Similar to the ZPG case, solution time and downstream position of the instability anal-
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Figure 2.31: (a) Downstream location x and intensity of the positive and negative base
streaks u′streak. Each connected set of data points identifies a unique streak instability.
The background contour and lines give the PDF of the local amplitude for all high-speed
and low-speed streaks. (b) PDF of the difference in streak magnitude ∆u′streak for the pairs
of streaks that lead to the formation of inner modes (bars) and for all streak intersections
in the downstream range x ∈ [100, 160] (line).
ysis are determined relative to the position of spot inception. In order to account for the
faster growth of the inner mode, the interval between the stability computation and first
occurrence of a turbulent spot is reduced to 67 time units. Again, three different down-
stream locations are investigated, located 27, 33 and 40 inlet boundary layer thicknesses
upstream the point of spot inception. The covered range of theoretical phase speeds thus
is cr = {0.40, 0.50, 0.60}.
A scatter plot showing the dependence of the instability growth rate on streak ampli-
tude and downstream position is provided in Figure 2.31a. Since the investigated modes
arise between high- and a low-speed streaks, each instability is represented by two symbols
which show the respective magnitudes of these streaks. It is inferred that the individual
amplitudes of the involved streaks are on average substantially lower than those of the
lifted low-speed streaks, which cause the amplification of outer modes, cf. Figure 2.27.
A PDF of the difference in amplitude ∆u′streak between the high- and low-speed streak of
each inner mode is given in Figure 2.31b. The distribution has its peak between 20 and 30
percent of the free-stream velocity. The solid line gives the distribution of ∆u′streak for all
observed streak intersections in the full time series of the APG case. Two observations are
noteworthy: First, the unstable streak configurations have ∆u′streak larger than the mean
value. Second, integration of the area under the curve shows that approximately half of all
Chapter 2. Direct Stability Analysis of Localized Streak Instabilities 74
0 0.6 1.2 1.5
0
0.02
0.04
0.06
0.08
0.1
0.12
∂u’/∂y
σ
i
σ
i
(a)
0 0.05 0.1 0.15 0.2 0.25
0
0.02
0.04
0.06
0.08
0.1
0.12
∂u’/∂z
(b)
0.3 0.9
Figure 2.32: (a) Growth rate σi versus the magnitude of the maximum wall-normal shear
∂u′/∂y along the critical layer. (b) Growth rate σi versus the magnitude of the maximum
spanwise shear ∂u′/∂z along the critical layer. Triangles represent varicose inner modes.
Each data point identifies a unique streak instability.
streak intersections may lead to the amplification of an instability. However, it should be
noted that this overlapping low- and high-speed streak configuration only occurs in 8.4%
of the total population of streaks in the boundary layers. It is finally worth pointing out
that the average growth rate of the streak instabilities in the APG case (σAPGi = 0.0754)
exceeds that of the ZPG case (σZPGi = 0.0400) by a factor of almost two.
Figure 2.32 shows the relation between the shear due to boundary layer streaks and the
growth rate of the instabilities. Data points represent the maximum values of ∂u′/∂y and
∂u′/∂z along the critical layer of the instability. A correlation coefficient of ρAPG∂u′/∂y,σi var =
0.784 demonstrates a nearly linear dependence of the growth rate of the varicose mode on
the wall-normal shear at its critical layer. However, the modal growth rate of the varicose
modes is nearly uncorrelated with the spanwise shear, ρAPG∂u′/∂z,σi var = 0.278. Furthermore,
∂u′/∂z in the case of the varicose inner modes is nearly three times smaller than that for
the sinuous outer modes (see Figure 2.28).
The term inner modes refers to the instability being situated relatively close to the
wall. A PDF of the wall-distance of the peak of the streamwise component u2 of the
instability eigenfunction is presented in Figure 2.33. Accordingly, more than 90 percent
of the inner modes are indeed located in the lower half of the boundary layer. Together
with the above mentioned prevalence of the inner mode in APG boundary layers, this
finding explains the shift of spot inception towards the wall under the influence of adverse
Chapter 2. Direct Stability Analysis of Localized Streak Instabilities 75
0 0.2 0.4 0.6 0.8 1 1.2
0
1
2
3
4
5
y/
δ(x) y/δ(x)
PD
F
0 0.2 0.4 0.6 0.8 1 1.2
0
1
2
3
4
5
PD
F
(a) (b)
Figure 2.33: (a) PDF of the wall distance y of the peak magnitude of the streamwise
component u2 of the instability eigenfunction. (b) PDF of the wall distance y of spot
inception.
pressure gradients reported by Nolan and Zaki (2013). This trend also becomes evident
from Figure 2.33b, which provides the wall-distance of spot inception for the entire APG
time series in the DNS. Comparison with Figure 2.29 indeed shows a noticeable shift of
the distribution towards smaller y/δ(x).
A PDF of the phase speed of the inner modes is presented in Figure 2.34a. A relatively
narrow distribution is observed with nearly all investigated samples located in a window
at 50 percent of the free-stream velocity. Evaluations for the outer mode presented in
the previous section (cf. Figure 2.30a) show that the majority of the outer modes have
a phase speed in excess of 0.60U∞. The distribution of the most unstable streamwise
wavenumber of the inner modes is reported in Figure 2.34b. The wavenumber range is
1.0 ! α ! 2.2. Direct comparison with the results for the outer mode indicates an
appreciable shift towards higher wavenumbers.
2.4.3 Competition between Outer and Inner Modes
The studies of bypass transition conducted by Jacobs and Durbin (2001) indicated that
breakdown in ZPG boundary layers is in the majority of cases preceded by an outer
instability. The results presented here confirm this view. Assuming that the amplitude of
the instability at time t is given by ‖u2 (t) ‖ = ‖u2 (0) ‖ exp (σit), two explanations for the
described behavior are possible, and will be assessed in this section:
(a) The amplitude of the initial condition ‖u2 (0) ‖ is larger for the outer mode than for
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Figure 2.34: (a) PDF of the phase speed cr of the streak instability. (b) PDF of the
streamwise wavenumber α of the streak instability.
the inner mode;
(b) The growth rate σi of outer modes is generally higher than that of the inner mode in
ZPG.
From a physical point of view, (b) relates to perturbation growth inside the boundary
layer, while (a) is associated with the initiation of a disturbance field due to external
perturbations. Jacobs and Durbin (1998) and Zaki and Saha (2009) demonstrated that
inside a boundary layer, the amplitude of free-stream perturbations continuously decays
with decreasing distance to the wall. It is therefore conceivable that shear sheltering
favors the outer modes which are located closer to the boundary layer edge than their
inner counterparts.
In Sections 2.4.1 and 2.4.2, secondary instability analyses were performed ahead of
spot inception at three upstream planes. Only the mode with the largest growth rate
among all three planes of investigation was retained since it identified the unstable streak
that led to spot formation. In this section, the most unstable mode (optimized over all α)
from each of the three planes is included in the statistics. As such, instabilities that have
large growth rates, but do not induce breakdown to turbulence – be it due to their small
initial amplitude or other effects – are included in the statistic.
For the ZPG boundary layer, a total of 296 samples was investigated. In 265 of these
cases, the most unstable eigenfunction was an outer streak instability. The remaining 31
instabilities, equivalent to ten percent of all modes, were of the inner type. A PDF of the
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Figure 2.35: Growth rate σi of the most unstable eigenfunction: Outer (white) and inner
(black) modes. (a) ZPG case. (b) APG case.
growth rate of the most unstable mode is provided in Figure 2.35a. The black portion
of each bar denotes the contribution of inner modes and the white portion denotes the
contribution of outer modes. The most unstable mode is indeed of outer type. This result
establishes that – while potentially augmented by shear sheltering – the prevalence of
the outer mode in ZPG boundary layers is primarily a property of the streak instabilities
themselves.
When turning to the APG case, previous results clearly demonstrated an increased
relevance of the inner mode. Since shear sheltering favors the seeding of outer instabilities,
the importance of the inner mode can only be explained in terms of an increase in the
growth rate. Following the same approach as in the ZPG case, the stability results of
all downstream locations of all time instances are again counted as separate samples.
Of the computed 165 instabilities, 95 are of the inner type, and 70 are of the outer
type. A PDF of the growth rate is provided in Figure 2.35b. Accordingly, the most
unstable modes are predominantly of the inner type. Furthermore, the growth rates of
these modes significantly exceed the maximum growth rates observed in the ZPG case (see
Figure 2.35a). It can therefore be concluded that adverse pressure gradient substantially
promotes the growth rates of inner instabilities.
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2.5 Summary
Linear stability analysis was applied to DNS flow fields of a boundary layer exposed to
moderate levels of free-stream turbulence. The broadband vortical forcing from the free-
stream turbulence leads to the generation of a spectrum of streaks inside the boundary
layer. Two configurations of boundary layer streaks often become hosts for localized,
secondary instabilities: (i) the intersection of high-speed and low-speed streaks within
the boundary layer, and (ii) low-speed streaks, which are lifted towards the free stream.
Detailed studies show that these instabilities, despite their localized nature, can be ascribed
to the general classification of inner and outer modes introduced by Vaughan and Zaki
(2011).
It was shown that two-dimensional linear analyses, applied to cross-sections of the flow
field, can predict the secondary instability substantially upstream of where it can be clearly
identified in the DNS fields. In the stability analysis, the most unstable eigenfunction is
localized around one particular streak in the base state. The same streak in the DNS
will indeed, at a later time and farther downstream, develop a secondary instability and
become a site for the onset of breakdown to turbulence. It was further possible to track the
mode as it evolves downstream. A quantitative comparison with data computed from DNS
time series showed good agreement with the growth rates and phase speeds from linear
theory. The spatial structure of the eigenfunction further matches that of the instability
pattern identified in the DNS data.
The evolution of a typical outer mode situated on top of a lifted low-speed streak was
investigated in detail. The spatial structure of the mode leads to the streamwise mean-
dering appearance of the host streak. Statistical evaluations showed that the magnitude
of the base streak which leads to outer instabilities is between 20 and 35 percent of the
free-stream speed. In addition, the wall-normal position of the peak in the eigenfunction
for the outer mode is in good agreement with the location of turbulent spot inception in
the ZPG boundary layer.
An example of an inner instability which arises in the overlap region between a low-
and a high-speed streak was also discussed in detail. The inner mode is predominantly
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varicose. Its growth is accompanied by the formation of characteristic hairpin vortices that
extend along the flanks of the base streak. Statistical evaluations showed an appreciable
correlation between the growth rate of the varicose inner mode and the wall-normal shear
along its critical layer.
A direct comparison of the growth rates of inner and outer modes finally showed
that the most unstable mode in a ZPG boundary layer is of outer type in 90 percent of all
cases. The prevalence of outer modes in the absence of pressure gradients is thus primarily
a property of the linear stability of the streaky boundary layer. This bias changes in favor
of the inner mode if an adverse pressure gradient is applied, explaining the shift of spot
inception towards the wall observed in APG boundary layers (Nolan and Zaki, 2013).
The ability of linear analysis to accurately capture the secondary instabilities of real-
istic flow fields can be beneficial in a variety of scenarios. These include computational
techniques that can capture the amplification of streaks but not their secondary insta-
bility, for example the boundary region equations (Leib et al., 1999). In experiments,
the instability analysis may be applied to two-dimensional velocity fields obtained, for
instance, by particle image velocimetry (PIV) in order to explain empirical observations.
In the context of flow control, the analysis can identify the most unstable streaks as a
candidate for actuation downstream of the measurement location. The methodology can
also be applied to examine new mechanisms of breakdown such as nonlinear optimal initial
conditions(Cherubini et al., 2010, 2011).
Chapter 3
Suppression of Bypass Breakdown
by Time-Harmonic Wall Forcing
3.1 Introduction
Transition to turbulence in boundary layers is promoted in presence of external perturba-
tions. In such conditions, the relatively slow natural transition process is bypassed. The
final state is a turbulent boundary layer which is characterized by high levels of viscous
drag. Earlier works have devoted considerable efforts towards the reduction of the high
skin friction of the turbulent regime. These studies were able to establish transverse, time-
harmonic wall forcing as a suitable means for decreasing wall friction in fully-turbulent
flows. The present study investigates the effectiveness of such forcing to suppress bypass
breakdown to turbulence.
This chapter contains a detailed DNS study of the influence of spanwise oscillatory wall
forcing on bypass transition. A description of the simulation setup and the computational
method is given in Section 3.2. Section 3.3 provides an overview of the effect of the wall
forcing on the bypass process. Section 3.4 is dedicated to the lift-up mechanism and
boundary layer streaks, while Section 3.5 focuses on the secondary instabilities and the
subsequent breakdown to turbulence. Finally, Sections 3.6 and 3.7 discuss the impact of a
variation of the forcing amplitude and waveform. A summary is presented in Section 3.8.
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Figure 3.1: Schematic of the computational domain.
3.2 Simulation Setup
Details of the computational scheme used in the direct simulations as well as a description
of the method for generating free-stream turbulence are provided in Section 2.2.1. A
graphical representation of the simulation setup for the present study of boundary layers
subject to spanwise time-harmonic wall forcing is given in Figure 3.1. The computational
domain starts at distance x˜0 to the leading edge of the flat plate. This location defines the
origin of the coordinate x = x˜−x˜0. All length scales are normalized by the inlet 99 percent
boundary-layer thickness, δ0, and velocities are normalized by the free-stream value, U∞.
The inlet Reynolds number based on δ0 is Reδ0 = 800. In order to relate to the literature
on fully-turbulent flows, dimensionless wall distances y+ = yuτ/ν, forcing periods T+ =
T u2τ/ν and velocities W
+ = W0/uτ are additionally supplied where expedient. The
friction velocity, uτ , is in these cases extracted at the onset of the fully-turbulent flow
regime in the respective case.
The length, width and height of the computational domain are 1200, 30 and 40, re-
spectively, and the number of grid points in these dimensions are 4096, 192 and 192. The
grid resolution is thus slightly finer than that adopted by Jacobs and Durbin (2001) who
performed an extensive grid refinement study. The grid spacing in the streamwise (x) and
spanwise (z) dimensions is uniform. Grid stretching given by a hyperbolic tangent is used
in the wall-normal coordinate (y) to ensure a fine grid resolution near the wall. Through-
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out the streamwise extent of the computational domain, the coarsest grid resolution at
the wall in terms of the nondimensional coordinate y+ = yuτ/ν is ∆y
+
wall, min = 0.38. The
streamwise and spanwise grid spacing is ∆x+ = 5.56 and ∆z+ = 2.95, respectively.
The top boundary condition balances the growing displacement of the boundary layer
by a positive wall-normal velocity in order to ensure a zero mean pressure gradient in the
streamwise direction. Homogeneous Neumann conditions are applied for the streamwise
and spanwise velocity components at that boundary. A convective outflow condition is
used at the exit of the domain, and periodicity is enforced in the spanwise direction. No-
slip conditions are prescribed at the bottom wall. In addition, spanwise wall oscillation is
applied over the full extent of the computational domain,
W (y = 0, t) =W0 cos
(
2pi
T
t
)
. (3.1)
It can be shown that in the limit of large downstream distances, x→∞, the spanwise
velocity field approaches the analytical solution to the second problem of Stokes,
WStokes (y, t) =W0 exp
(
−
√
pi
νT
y
)
cos
(
2pi
T
t−
√
pi
νT
y
)
. (3.2)
The base state consequently consists of a streamwise Blasius boundary layer which is
superimposed with a transverse Stokes layer, see Figure 3.2.
With increasing x, the thickness of the Stokes layer consequently converges from
δStokes = 0 at the inlet to a finite value of δStokes =
√
2piT
ν . The thickness of the streamwise
Blasius boundary layer, δ, on the other hand continuously grows with x. Outside a small
region near the inlet, the ratio δStokes/δ therefore monotonously decays.
The time-harmonic forcing introduces a periodic component into the flow field. Hence
a triple decomposition is adopted,
a =
〈a〉ϕ︷ ︸︸ ︷
a¯+ a˜ϕ + a
′′︸ ︷︷ ︸
a′
, (3.3)
where a¯ denotes the spanwise and time-average, a˜ϕ is the periodic component and a′′ is
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Figure 3.2: Three-dimensional boundary layer in presence of wall forcing.
the stochastic fluctuation. The quantity 〈a〉ϕ is the average at a particular phase, and
comprises the time-averaged mean and the periodic component. The total fluctuation a′
is the sum of the periodic component and the stochastic fluctuation.
For finite distances to the leading edge, the phase-averaged velocity profile w˜ (y, t)
obtained from direct simulations differs from the analytical solution (3.2). A visualization
of this behavior is presented in Figure 3.3a, where the deviation between the two solutions
is shown to be very small close to the wall, and to grow with increasing wall distance. In
order to quantify the difference, the integral measure
qT (x) =
1
δStokesTW0
∫ T
0
∫ ∞
0
‖w˜ −WStokes‖ dy dt (3.4)
is introduced, and evaluated in Figure 3.3b. The deviation of w˜ from the Stokes profile
increases for longer oscillation periods, but remains at least two orders of magnitude
smaller than w˜.
3.3 Main Results
This section provides an overview of the effect of the forcing on the transition process.
Selected results obtained from the direct numerical simulations are shown, with a focus
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Figure 3.3: (a) Phase average of the the spanwise velocity component for T = 200, w˜(y, t)
(solid) and analytical solution (dashed) for eight equidistant phases at x = 200. (b)
Measure qT for the deviation between analytical and computed solutions for w˜(y, t) as
a function of downstream distance for T = 10 (solid), T = 200 (dashed) and T = 800
(dash-dotted).
on statistical measures that demonstrate the potential of the forcing to suppress bypass
transition. The influence of the forcing period T on performance is investigated.
The skin friction coefficient Cf = 2ν
∂U
∂y
∣∣∣
y=0
/U2∞ along the flat plate is presented in
Figure 3.4a for a range of forcing periods and a constant forcing amplitude of W0 = 0.25.
In agreement with the direct simulations by Jacobs and Durbin (2001), and the experimen-
tal studies of Roach and Brierley (1990), the maximum value overshoots the turbulence
correlation, Cf, turbulent = 0.455 ln
−2 (0.06 Rex˜) (White, 2005). The downstream locations
of the onset and completion of transition for all cases are identified by the first local mini-
mum and the subsequent local maximum of the Cf curve, respectively. The corresponding
Reynolds numbers, Rex˜,s and Rex˜,e, are plotted in Figure 3.4b versus the forcing period.
For the reference case without forcing (given by “T = 0”), the transition process spans the
Reynolds number range 2× 105 ≤ Rex˜ ≤ 3.8 × 105, equivalent to 350 ≤ Reθ ≤ 650. The
effect of the forcing on the transition process depends on the period of the spanwise flow.
For the shortest period, T = 10, only a marginal deviation from the unforced reference
case is observed, with transition completing at Rex˜ ≈ 4.3× 105. In this context, it should
be noted that the thickness of the Stokes layer scales as δStokes ∼
√
T . Hence, for very
short forcing periods, δStokes is small compared to the Blasius boundary layer thickness,
δStokes/δBlasius 0 1. In these cases, appreciable spanwise flow is thus limited to regions
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Figure 3.4: (a) Skin friction coefficient as a function of Rex˜. Reference simulation (R,
solid) and forcing with amplitude W = 0.25 and periods T = 10 (T1, gray dash-dotted),
T = 40 (T2, gray dashed), T = 67 (T3, gray dash-dot-dotted), T = 100 (T4, black dash-
dotted), T = 200 (T5, black dashed), T = 400 (T6, black dash-dot-dotted). (b) Reynolds
number at onset of transition, Rex˜,s (circles), Reynolds number at completion of transition
Rex˜,e (diamonds).
very close to the wall. For longer forcing periods, the thickness of the Stokes layer grows,
and a more substantial influence of the forcing on the transition process is observed.
Forcing with periods T ≈ 40 – 250 generally has two effects on the transition process:
There is a downstream shift in the location of transition onset from Rex˜ ≈ 1.8 × 105 in
the reference simulation, to Rex˜ ∈ [2.2, 2.5] × 105 for forcing periods T ∈ [67, 200]. In
addition there is a streamwise extension of the transition region. For the particular case
T = 200, the flow is still intermittently laminar at the outlet of the simulation domain,
which corresponds to Rex˜ = 9.86 × 105. The remainder of this chapter thus primarily
focuses on this particular case, which will be referred to as “optimal” forcing.
Any further increase of the forcing period beyond the optimal value quickly diminishes
the delay in transition onset. An oscillation period of T = 300 yields practically identical
values for transition onset and completion as the reference simulation. For T = 400,
laminar-turbulent breakdown is accelerated and fully turbulent flow is established further
upstream than in the absence of spanwise forcing.
A wealth of earlier studies investigated the potential of spanwise wall oscillation to
reduce drag in turbulent channel flows. The skin friction curves for the forcing periods
of T = 40 and T = 67 reproduce this behavior: After the completion of transition, the
local wall shear remains in these cases between 10 and 12 percent below the correlation
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for fully-turbulent flow. In wall units, these forcing periods are T+ = 59 and T+ = 99,
and the present forcing amplitude of W0 = 0.25U∞ translates into W+ = 5.81. Choi
(2002) observed a reduction of turbulent drag by approximately 45 percent for the higher
amplitude of W+ = 15 and T+ = 100. For same forcing period and a slightly lower
amplitude of W+0 = 12, Touber and Leschziner (2012) achieved a skin friction reduction
by 38 percent in fully-turbulent channel flow.
In order to determine if the reduction in skin friction translates into an energetic
benefit, the power requirement of the spanwise forcing must be taken into account. The
time-averaged propulsion power per unit width for translating the flat plate of length x
with velocity −U∞ is
Pprop (x) = lim
t∗→∞
1
t∗
∫ t∗
0
∫ x
0
U∞τx dx dt, (3.5)
where τx denotes the local wall shear stress due to the streamwise velocity component.
Analogously, the power input into the spanwise forcing is
Pforcing (x) = lim
t∗→∞
1
t∗
∫ t∗
0
∫ x
0
W (y = 0, t) τz (x, t) dx dt, (3.6)
where τz is the spanwise wall shear stress. The influence of the forcing parameters W0 and
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T becomes clear from the analytical relation
Pforcing (x) =
W 20
2
√
T
√
piνρx, (3.7)
which describes the power input in the laminar flow regime for the presently investigated
case of a sinusoidal time-dependence of the spanwise velocity at the wall. A derivation of
this equation is provided in Appendix C.
The net energetic advantage, Pnet, is computed by subtracting Pforcing from the gain
in propulsion power relative to the unforced case,
Pnet =Pprop, ref − Pprop, forced − Pforcing
=∆Pgain − Pforcing. (3.8)
and is provided in Figure 3.5a for a range of forcing periods. Very short forcing periods
(T = 10) show the most negative energetic balance. This outcome is due to a negligi-
ble reduction of overall drag, combined with a relatively high power requirement since
Pforcing ∼ 1/
√
T . When the forcing period is increased, an improved reduction of overall
drag and a continuously decreasing power requirement of the forcing lead to an optimum
Pnet at T = 200. Beyond this forcing period, there is a sharp increase in overall drag and
thus Pprop, which outweighs the further decrease in the forcing power requirement. For
T = 400, the acceleration of the breakdown process causes ∆Pprop to become negative.
Forcing periods T = {40, 67} yield moderate transition delay as well as a reduction
of skin friction in the fully-turbulent regime and are thus of particular interest (see Fig-
ure 3.4a). The longer period requires a lower power input for generating the oscilla-
tory flow, so that a higher maximum for Pnet is obtained. In the fully-turbulent regime
(Rex˜ " 6 × 105), the slope ∂Pnet/∂x is nonetheless negative for T = 67. On the other
hand, ∂Pnet/∂x ≈ 0 for T = 40, indicating an energetic advantage over a large range of
downstream Reynolds numbers for this period.
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The relative energetic performance,
ζ =
Pnet (x)
Pforcing (x)
=
Pprop, ref (x)− Pprop, forced (x)− Pforcing (x)
Pforcing (x)
. (3.9)
relates the power savings to the power input into the spanwise forcing. Positive (negative)
values ζ > 0 correspond to net energetic advantage (penalty). For ζ = −1, the wall
oscillation does not yield any reduction in the required propulsion power, and ∆Pgain = 0.
Figure 3.5b presents ζ for a range of forcing periods. It is inferred that the energetic net
savings at the optimal forcing period outweigh the power requirement of the transverse
forcing by a factor of more than three.
While the statistical results presented so far clearly demonstrated the potential of the
wall-forcing for reducing viscous drag, they yield no insight into the underlying behavior
of the flow. A concise overview of the influence of the forcing on the transition process is
derived from the space-time diagrams in Figure 3.6. The contours represent the level of
the streamwise velocity fluctuation at a particular spanwise position for a large time span
of and thus provide a condensed view of the flow behavior. Dark regions correspond to
fully turbulent flow. Each of the “wedges” pointing to the left represents the formation
of a single turbulent spot. It is seen that, in the presence of the forcing, the frequency of
occurrence of breakdown events is markedly reduced.
In the subsequent sections, the cause of the suppression of bypass breakdown as well
as the lower frequency of spot inception are examined. The influence of the wall forcing
on boundary layer streaks is discussed, followed by a study of the secondary instability of
the base flow.
3.4 Perturbation Growth
Laminar boundary layer streaks are a central element in bypass transition. Even though
they are dominated by the streamwise velocity component, the origin of the streaks lies
in the displacement of the mean momentum of the boundary layer by small wall-normal
perturbations. This section presents a comprehensive analysis of the influence of the
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Figure 3.6: Space-time diagrams of the streamwise velocity fluctuation u′′ recorded at
y/δ (x) = 0.40. (a) Unforced reference case. (b) Optimal forcing.
spanwise forcing on the streaks themselves, as well as on the lift-up mechanism that
causes them.
3.4.1 Boundary Layer Streaks
The amplitude of boundary layer streaks substantially exceeds that of free-stream pertur-
bations. In the pre-transitional boundary layer, the streamwise stochastic fluctuation field
is consequently dominated by the streaks, and hence provides a suitable starting point for
statistical analyses of the influence of the forcing. Contours of u′′rms in a plane spanned by
y/δ(x) and Rex˜ are provided in Figure 3.7. The reference case shows continuous growth
of the fluctuation amplitude with increasing Reynolds number until a peak is reached at
Rex˜ ≈ 3×105. This local peak corresponds to the center of the transitional region between
Rex˜,s and Rex˜,e. Once the flow has become fully turbulent, the position of the maximum
u′′rms moves closer to the wall and is located at approximately 5 percent of the local bound-
ary layer thickness. In the presence of the forcing (Figure 3.7b), initial fluctuation growth
remains below the levels observed for the reference case. The results suggest that the
amplification of streaks is delayed to larger Rex˜. The location of maximum u′′rms moves
towards the wall at Rex˜ > 3× 105, where the flow has become intermittently turbulent.
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Figure 3.7: Rms of the streamwise stochastic velocity fluctuations, 0.04 ≤ u′′rms ≤ 0.24.
(a) Reference simulation. (b) Optimal forcing.
The wall-normal maximum, maxy u′′rms (y), and the y-location of this maximum are
reported in Figure 3.8 as a function of the downstream Reynolds number. The results for
u′′rms from the reference computations are in accord with existing literature: Initially u
′′
rms
amplifies owing to the lift-up mechanism; A secondary peak is observed in the transition
region (2.7 × 105 ≤ Rex˜ ≤ 3.7 × 105); Finally u′′rms plateaus in the fully-turbulent regime
(Rex˜ > 5 × 105). In the presence of the transverse wall forcing, u′′rms is relatively weaker,
and initially plateaus at approximately 5 percent of the free-stream velocity. This region
is followed by delayed amplification, which leads to similar peak magnitudes as observed
in the unforced case, although at higher Rex˜.
In the unforced case, the streaks in the pre-transitional boundary layer, Rex˜ # 1.7×105,
reach their highest amplitude at y/δ (x) ≈ 0.35. Transition to turbulence in the region
Rex˜ ∈
[
2× 105, 4× 205] is accompanied by a shift of the location of maximum u′′rms
towards the wall. Under the influence of the forcing, the onset of intermittent flow is
delayed, and the wall distance of highest streamwise fluctuations initially plateaus at
y/δ (x) ≈ 0.45. Coinciding with the formation of the most upstream turbulent spots, a
rapid shift towards the wall occurs at Rex˜ ≈ 3× 105.
The effect of the spanwise oscillatory flow on the bypass process also becomes apparent
in instantaneous flow fields. For the purpose of comparison, Figure 3.9 shows contours of
u′′ from the unforced reference simulation. The plane views are at constant y/δ (x), and
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Figure 3.8: Rms of the streamwise stochastic velocity fluctuation u′′rms, reference simula-
tion (solid) and optimal forcing (dashed). (a) Magnitude of the maximum over all wall
distances. (b) Wall distance of the maximum, normalized by the local boundary layer
thickness.
thus follow the growth of the boundary layer. In the free stream, the perturbation field
decays as it is convected downstream. The three remaining frames are within the boundary
layer. Near the inlet, the small-scale disturbances are seen to monotonically decay towards
the wall. As a consequence, the perturbation field at y/δ (x) = 0.20 is nearly free from
high-frequency velocity perturbations. Streamwise elongated streaks on the other hand
persist throughout the largest part of the boundary layer. These observations have been
explained in terms of shear sheltering (Jacobs and Durbin, 1998; Zaki and Saha, 2009).
An investigation of the influence of the spanwise time-harmonic wall forcing on shear
sheltering is presented in Chapter 4 of this document.
The dominant presence of Klebanoff streaks results from two effects: (i) Their very low
frequency leaves them unaffected by the filtering effect of the shear. (ii) The underlying
algebraic growth mechanism, namely the vertical displacement of mean momentum, is
most effective for perturbations of large streamwise wavelength. Streaks close to the edge
of the boundary layer generally have a lower velocity than the surrounding fluid, since they
are generated by the upward displacement, or lift-up, of mean momentum, see Figure 3.9,
y/δ(x) = 0.70. The near-wall streaks observed at y/δ (x) = 0.20 on the other hand are
characterized by a velocity surplus when compared to the mean.
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Figure 3.9: Top views, unforced reference simulation. Contours of the stochastic fluc-
tuation of the streamwise velocity component −0.20 ≤ u′′ ≤ 0.20. Wall distances nor-
malized by the local boundary layer thickness, starting with the top frame: y/δ (x) =
{2.20, 0.70, 0.45, 0.20}.
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Figure 3.10: Top views, forcing with optimal parameters. Contours of the stochastic
fluctuation of the streamwise velocity component, −0.20 ≤ u′′ ≤ 0.20. Wall distances
normalized by the local boundary layer thickness, starting with the top frame: y/δ (x) =
{2.20, 0.70, 0.45, 0.20}.
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Figure 3.11: Temporal energy spectra of the streamwise velocity fluctuation, u′′, evaluated
at 40 percent of the local boundary layer thickness: Reference simulation (solid) and
optimal forcing (dashed). (a) x = 170. (b) x = 400.
The influence of optimal forcing on u′′ is visualized in Figure 3.10. In the free stream
there is no discernible influence of the wall oscillation. Inside the boundary layer, the
formation of streaks is drastically weakened by the spanwise oscillatory flow. The influence
of the forcing is indeed most apparent at y/δ (x) = 0.20, where w˜ is highest. The flow field
in that view is free from Klebanoff streaks upstream of x ≈ 350. Relative to Figure 3.9, the
flow fields under the influence of the forcing clearly indicate an absence of energetic streaky
structures in the boundary layer. Single, streamwise elongated features are observed,
which are nonetheless shorter in extent than those in the unforced case. The flow remains
laminar, without any localized breakdown events, until a sudden change to fully-turbulent
flow occurs at x ≈ 800 (Rex˜ ≈ 6.67× 105).
So as to gain insight into the energy distribution as a function of the perturbation
frequency F = 106ων/U2∞, the frequency spectrum of the streamwise velocity component,
Eu (F ) =
(∫ ∞
−∞
u′′ (t) exp (−2piiF τ) dτ
)2
, (3.10)
is considered. In this context, it should be noted that the present inlet boundary condi-
tion is consistent with the one of Jacobs and Durbin (2001) in that the lowest frequency
contained in the forcing with continuous Orr-Sommerfeld modes is F = 480. As demon-
strated in that work, nonlinear interactions nevertheless lead to the rapid development of
a broadband perturbation spectrum with maximum energy in low-frequency, streamwise
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Figure 3.12: Logarithm of the spanwise energy spectra of the streamwise velocity fluctua-
tion, −8 ≤ logEu ≤ 8, for F = 16 at y/δ (x) = 0.40: (a) Reference simulation. (b) Optimal
forcing.
elongated streaks. The spectrum for the reference and forced cases at the downstream
position x = 170 (Rex˜ = 1.62× 105), closely upstream the formation of the earliest turbu-
lent spots in the reference simulation, is given in Figure 3.11. Accordingly, the energy of
the streamwise velocity component decreases logarithmically with growing frequency for
both the reference and unforced cases. The presence of the forcing nonetheless reduces the
energy contained in low-frequency perturbations by two orders of magnitude. This finding
is in agreement with earlier presented results which showed the substantial weakening of
low-frequency Klebanoff streaks by the spanwise oscillatory flow.
Further downstream, at x = 400, the flow in the reference simulation has become
intermittent, associated with an increase of the energy contained in high-frequency per-
turbations. A similar trend is observed for the forced case, although in absolute terms,
the energy level remains for all F substantially below that of the reference case.
The spectral makeup of the disturbance field in terms of the spanwise perturbation
wavenumber, β, is obtained from the decomposition
Eu (β, F ) =
(∫ ∞
−∞
∫ ∞
−∞
u′′ (z, t) exp (−2pii (Ft+ βz)) dt dz
)2
. (3.11)
The focus is in the following on low-frequency perturbations Eu (β, F = 16), which were
shown in Figure 3.11 to be the most energetic. Results for the reference and optimally
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Figure 3.13: Probability density functions of the local streak amplitudes at x = 170.
(a) Unforced reference case. (b) Optimal forcing.
forced cases are shown in Figure 3.12. The bright region of low energy at very small
Reynolds number seen in both Figures is due to the absence of low-frequency components
in the inlet condition. Immediately downstream of that region, the unforced boundary
layer develops highly energetic perturbations with a peak at spanwise wavenumber β ≈ 1.4.
Transition to turbulence downstream of Rex˜ ≈ 2 × 105 is characterized by a redistribu-
tion of energy which causes Eu (β, F = 16) to decay with downstream distance. In the
presence of forcing, initial perturbation growth of low-frequency perturbations is substan-
tially reduced. The level of Eu remains below that of the unforced case throughout the
investigated range of Reynolds numbers.
The conclusions regarding the amplitude of boundary layer streaks presented so far
relied on statistical measures of u′′. For example, it was shown that the rms of u′′ decreases
under the influence of the spanwise wall forcing. These results do not, however, differenti-
ate the part of the u′′ field that indeed forms the streaks from the surrounding field as the
entire velocity field is sampled indiscriminately. In order to identify particular streaks, the
methodology described in Nolan and Zaki (2013) is applied to a time series of the current
flow comprising 4,000 snapshots. In a first step, laminar flow regions are isolated using
a laminar-turbulent discrimination technique. The local extrema of u′′ are subsequently
identified in cross-flow planes, and streaks are reconstructed by connecting the extrema
over a series of adjacent planes. Using this approach, the streaks can be identified and
traced in space-time as Lagrangian objects. For a given downstream position x and time
t, the amplitude of the k-th streak is then given by u′streak,k
(
xk, t
)
:= u′′
(
xk, t
)
.
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Figure 3.14: Averaged amplitudes of positive (black) and negative (gray) streaks for ref-
erence (solid) and optimally forced (dashed) cases. (a) Streak amplitude as a function of
downstream position. (b) Streak amplitude as a function of base flow phase at x = 170.
PDFs of the local streak amplitude at x = 170 (Rex˜ = 1.62 × 105) are shown in
Figure 3.13 for both the unforced and forced cases. Solid lines mark a fit for a type I
general extreme value distribution. Inspection of the unforced simulation shows that
the peak of the PDF is located at approximately 15 percent of the free-stream velocity
for both high and low-speed streaks. Application of the forcing leads to substantially
narrower PDFs with amplitudes of the majority of the streaks below 10 percent of the
free-stream velocity. Streaks with very high amplitudes, u′streak > 30%, vanish in the
presence of the forcing. These results are of particular interest when considered in the
context of the findings presented in Chapter 2 of this works which showed that breakdown
is predominantly caused by streaks with amplitudes in excess of 20 percent.
Further analysis of the effect of the forcing on the streak field is presented in Figure 3.14,
where the average amplitudes of all streaks are plotted versus downstream position and
phase of the base flow. An appreciable trend towards higher streak amplitudes is observed
with increasing distance to the leading edge. Comparison with the data obtained in the
presence of the forcing indicates a reduction of the average streak amplitude by a factor of
1.5 to 2. The dependence of the streak field on the phase of the base flow is demonstrated
in Figure 3.14b. It is evident that the wall forcing causes an oscillation in the averaged
streak amplitude at twice the frequency of the wall oscillation.
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3.4.2 Lift-up Mechanism
While streaks are dominated by streamwise fluctuations, their origin lies in the vertical
displacement of the momentum of the boundary layer by wall-normal fluctuations. It is
therefore instructive to study the influence of the spanwise wall-forcing on the relation
between v′′ and u′′. Figure 3.15 shows contour levels of joint probability density functions
(JPDF) for the streamwise and wall-normal stochastic velocity fluctuations u′′ and v′′.
The probability P for a pair of values (u′′, v′′) to lie within the interval ([u′′1, u
′′
2 ] , [v
′′
1 , v
′′
2 ])
is obtained by integrating G (u′′, v′′),
P
([
u′′1 , u
′′
2
]
,
[
v′′1 , v
′′
2
])
=
∫ v′′
2
v′′
1
∫ u′′
2
u′′
1
G
(
u′′, v′′
)
du′′ dv′′ (3.12)
The free-stream behavior of the fluctuation field at the wall distance y/δ(x) = 1.6 is given
in Figure 3.15a. The contour levels have a circular shape, reflecting the isotropy of the
free-stream perturbation field. Inside the boundary layer, the shape of the contour lines
is stretched in the u′′ direction and compressed in the v′′ direction. The reduced extent of
the JPDFs with respect to v′′ can be attributed to the combined effects of sheltering and
wall blocking (Jacobs and Durbin, 1998; Zaki and Saha, 2009). The decreased vertical
extent of the JPDFs with respect to v′′ in the forced case may indicate stronger sheltering
in the forced case (see Chapter 4 for a detailed study). The formation of Klebanoff streaks
within the boundary layer causes the expansion of the JPDFs in the direction of u′′. In
accordance with results presented in previous sections, streaks are substantially weaker in
the presence of the forcing, resulting in narrower JPDFs relative to the unforced case.
Overall, a shift in the orientation of the JPDFs towards quadrants II (u′′ < 0, v′′ > 0)
and IV (u′′ > 0, v′′ < 0) of the u′′v′′-plane is observed with decreasing distance to the wall.
Quadrant II corresponds to “ejection” events, in which low-speed streaks are generated
from the upward transport of low momentum fluid away from the wall. Quadrant IV on
the other hand relates to “sweeps”, which lead to the formation of high-speed streaks near
the wall. Comparison with the reference case shows that the bias of JPDFs with respect
to quadrants II and IV is substantially reduced in presence of the forcing.
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Figure 3.15: Joint probability density functions for the streamwise and wall-normal
stochastic velocity fluctuations at x = 170. Contours give lines of 10%, 30%, 50%,
70% and 90% probability for the reference simulation (black) and optimal forcing (gray).
(a) y/δ(x) = 1.6. (b) y/δ(x) = 0.8. (c) y/δ = 0.4. (d) y/δ = 0.2.
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3.4.3 Presence of Modal Growth
The results in Figure 3.10 were at a particular time, or phase of the base state. In Fig-
ure 3.16, contours of u′′ are plotted at various phases of the period of the wall oscillation.
Downstream of x ≈ 30, streamwise elongated streaks are observed to be reorientated un-
der the influence of the time-harmonic spanwise flow. This effect becomes weaker with
increasing x as the downstream growth of the boundary layer thickness leads to a decreas-
ing magnitude of w˜ at constant y/δ(x).
The very steep angles of circa 35 degree to the streamwise direction observed imme-
diately at the inlet (x # 30) on the other hand are not explained by convective effects
due to the spanwise flow. The strongly reorientated perturbations in this region, which
are most pronounced around t/T = 2/16, are of a relatively short streamwise extent, and
thus raise the question whether they indeed originate from the algebraic lift-up mechanism
associated with the streamwise elongated streaks. In this context, it should be pointed out
that the current flow configuration of a streamwise Blasius boundary layer superimposed
with an inflectional spanwise velocity profile bears resemblance to the flow over swept
wings, which are associated with the amplification of modal crossflow instabilities. Evi-
dence for the presence of a modal mechanism near the inlet is gained from Figure 3.17a,
which shows the wall-normal rms profiles of the three components of the stochastic fluc-
tuation field, parametrized by the phase of the base state. Accordingly, all three velocity
components grow and decay in phase. While the profiles at t/T ∈ [0.375, 0.500] approxi-
mately coincide with the reference case, the amplitudes of all three velocity components
approximately double in the region 0.4 < y/δ(x) < 0.6 at t/T ∈ [0.125, 0.250]. This
synchronous behavior of all three velocity components may indeed indicate the presence a
modal growth mechanism, although a definite answer to this question requires the analysis
of the eigenspectrum of the flow, see Chapter 5.
The analysis is repeated at x = 150 in Figure 3.17b. Accordingly, the phase-dependence
of the rms fluctuation field has significantly weakened. This finding is in line with the
observed limitation of the strongly reorientated short-scale structures to the immediate
proximity of the inlet.
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Figure 3.16: Top views, optimal forcing. Contours of the total fluctuation of the stream-
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oscillatory forcing at y/δ (x) = 0.45.
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Figure 3.17: Rms of the stochastic streamwise (solid), wall-normal (dashed), and spanwise
(dash-dotted) velocity fluctuations for the reference case (black), and for optimal forcing
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The influence of the spanwise forcing on perturbation growth inside the boundary
layer also becomes manifest in the budget for the turbulent kinetic energy k = 12u
′′
i u
′′
i (see
Appendix D). Under the triple decomposition (3.3), the phase-averaged kinetic energy
〈k〉ϕ = 12〈u′′i u′′i 〉ϕ follows the relation
∂
∂t
〈k〉ϕ + 〈ul〉ϕ ∂∂xl 〈k〉ϕ =
− 1
ρ
∂
∂xi
〈u′′i p′′〉ϕ − ν〈
∂
∂xl
u′′i
∂
∂xl
u′′i 〉ϕ −
1
2
∂
∂xl
〈u′′l u′′i u′′i 〉ϕ − 〈u′′i u′′l 〉ϕ
∂
∂xl
〈ui〉ϕ + ν ∂
2
∂xl∂xl
〈ku〉ϕ,
(3.13)
and the fraction of the total energy located in the streamwise component, 〈ku〉ϕ =
1
2〈u′′u′′〉ϕ, is governed by
∂
∂t
〈ku〉ϕ + 〈ul〉ϕ ∂∂xl 〈ku〉ϕ =
− 1
ρ
∂
∂x
〈u′′p′′〉ϕ − ν〈 ∂∂xlu
′′ ∂
∂xl
u′′〉ϕ − 12
∂
∂xl
〈u′′l u′′u′′〉ϕ−〈u′′u′′l 〉ϕ
∂
∂xl
〈u〉ϕ︸ ︷︷ ︸
Pu
+ν
∂2
∂xl∂xl
〈ku〉ϕ
(3.14)
In the following, the focus is on the production term Pu, which describes the amplification
of u′′ due to the wall-normal displacement of mean momentum. Figure 3.18a shows that
near the inlet, the boundary layer integral of Pu markedly depends on the phase of the
Chapter 3. Suppression of Bypass Breakdown by Time-Harmonic Wall Forcing 103
Rex
∫ 0δ
(x)
P w
dy
0.3 0.4 0.5 0.6 0.7 0.8
0
0.5
1
1.5
2
(b)×10-5
×105~Rex
∫ 0δ
(x)
P u
dy
0.3 0.4 0.5 0.6 0.7 0.8
0
0.5
1
1.5
2
(a)×10-4
×105~
Figure 3.18: Integrals over the extent of the boundary layer: (a) Production Pu of kinetic
fluctuation energy in the streamwise component. (b) Production Pw of kinetic fluctuation
energy in the spanwise component. Reference case (black solid) and optimally forced case
at phases t/T = 0.00 (red), t/T = 0.12 (green), t/T = 0.25 (blue) and t/T = 0.38 (purple)
as well as the average over all phases (black dashed).
base state and is generally increased under the influence of the forcing. These results
explain the presence of highly energetic perturbations at small x observed in Figures 3.16
and 3.17. In accordance with these results, high production of ku is nonetheless restricted
to a region of limited streamwise extent, beyond which Pu rapidly drops below the level
of the unforced reference simulation.
A qualitatively similar trend is observed in Figure 3.18b for the production term of the
kinetic energy in the spanwise component, 〈kw〉ϕ = 12 〈w′′w′′〉ϕ, which follows the relation
∂
∂t
〈kw〉ϕ + 〈ul〉ϕ ∂∂xl 〈kw〉ϕ =
− 1
ρ
∂
∂z
〈w′′p′′〉ϕ − ν〈 ∂∂xlw
′′ ∂
∂xl
w′′〉ϕ − 12
∂
∂xl
〈u′′l w′′w′′〉ϕ−〈w′′u′′l 〉ϕ
∂
∂xl
〈w〉ϕ︸ ︷︷ ︸
Pw
+ν
∂2
∂xl∂xl
〈kw〉ϕ
(3.15)
Comparison of Figures 3.18a and b indicates that the production of ku and kw is in phase.
It should be noted that in the absence of a spanwise velocity component of the base state,
Pw is zero in the reference case.
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3.5 Secondary Instability and Breakdown
The material presented so far provides clear evidence for the stabilization of the pre-
transitional boundary layer under the influence of the oscillatory wall forcing. Moreover,
statistical analyses showed a substantial weakening of the boundary layer streaks which
play an important role in bypass breakdown. The low-frequency streaks themselves, how-
ever, do not immediately cause the formation of turbulent spots. Breakdown to turbulence
is rather a consequence of high-frequency secondary instabilities of the streaky base state.
The aim of the present section is to relate the observations of weaker boundary layer
streaks in the forced flow and of a reduced frequency of occurrence of turbulent spots via
the analysis of secondary instabilities.
3.5.1 Secondary Instability
The secondary instability of the streaky boundary layer is studied by means of the direct
stability approach described in Section 2.2.2. A visualization of a representative eigenfunc-
tion of a secondary streak instability is provided in Figure 3.19. The background contours
show the streamwise fluctuation field with a low-speed streak (dark) at the center of the
frame. The eigenfunction is situated along the flanks of the streak and shows a spanwise
antisymmetric configuration, such that u2 is positive on the right-hand side, and negative
on the left-hand side of the streak. Contours of the transverse velocity component w2 are
shown in the second frame. A spanwise symmetric distribution is observed which is again
centered around the base streak.
In order to examine the impact of the wall-forcing on the amplification of secondary
instabilities, a statistical approach using a large number of stability analyses is required.
The time-interval between two consecutive analyses is ∆tstab = 20, which is sufficiently
large to ensure statistically independent samples. This time interval also ensures that
different phases of the oscillatory base flow are examined. A total of 200 time instances
has been investigated at the downstream position x = 170. It should be noted that the
streamwise wavenumber α is an input parameter of the linear analysis. Therefore, at each
time instance, six stability computations over the range α ∈ [0.3, 1.3] were performed.
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Figure 3.19: Eigenfunction of a streak instability (lines). Gray contours: streamwise
velocity fluctuation field −0.30 ≤ u′′ ≤ 0.30. (a) Streamwise velocity component. (b)
Spanwise velocity component. Dashed lines are negative values, and solid lines are positive
values. The thick line marks the critical layer.
Only the maximum growth rate was included in the reported statistics, and the remaining
results were discarded.
The results of this study are presented in Figure 3.20. Under the influence of the
forcing, the mean growth rate of the secondary instabilities halves from σi, ref = 0.0231 to
a value of σi, forced = 0.0111. It is inferred from the figure that this reduction is mainly
due to the disappearance of perturbations with growth rates in excess of 0.05. The studies
of streak instabilities in unforced ZPG boundary layers presented in Chapter 2 of this
document nonetheless demonstrated that it is this set of highly amplified perturbations
that initiates breakdown to turbulence in most cases. The analysis of the secondary
instability of the boundary layer streaks thus conclusively explains the reduced frequency
of occurrence of turbulent spots in the presence of the spanwise wall forcing indicated by
the space-time diagram shown in Section 3.3.
3.5.2 Formation of Turbulent Spots
So as to allow a closer study of the influence of the wall forcing on the formation of tur-
bulent spots, Figure 3.21 provides space-time diagrams for the time domain, t ∈ [0, 8000].
Comparison of the reference and forced cases substantiates the earlier observation of a
lower rate of spot formations under the influence of the forcing.
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Figure 3.20: PDF of the growth rate σi of the streak instabilities, evaluated at x = 170.
(a) Unforced reference case. (b) Optimal forcing.
In order to quantitatively corroborate the visual impression gained from the space-
time diagram, a laminar-turbulent discrimination technique is employed. Following the
method proposed by Nolan and Zaki (2013), the identification of regions of turbulence is
based on the local standard deviation of the sum of v′′ and w′′. Regions dominated by
small-scale structures show a rapid spatial variation of the velocity fluctuations and are
thus characterized by high values of the local standard deviation. The filter threshold is
determined using the method of Otsu (1979).
Building on the laminar-turbulent discrimination functionality, the inception of a tur-
bulent spot is defined as the formation of a locally isolated region of turbulent flow, which
is in all spatial dimensions surrounded by laminar flow. PDFs of the downstream position
of spot inception are shown in the second row of Figure 3.21. It is seen that in the reference
case, practically all spots form upstream of x ≈ 400. Under the influence of the forcing,
spot formation is materially shifted downstream, with the peak of the distribution located
at x ≈ 800.
The discrimination method may also be used for determining the fraction of time
for which the flow at a given downstream location is turbulent. The indicator function
Γ (x, y, z, t) is set to unity if the flow is turbulent and to zero if the flow is laminar.
Intermittency is then defined as the time and spanwise average of Γ,
γ (x, y) = lim
t∗→∞
1
t∗Lz
∫
t∗
∫
Lz
Γ (x, y, z, t) dz dt, (3.16)
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Figure 3.21: First row: Space-time diagrams of the streamwise velocity fluctuation u′′ at
y/δ(x) = 0.40. Second row: PDF of the location of spot inception. The gray line gives
the local peak intermittency γp. Left column: Unforced reference case. Right column:
Optimal forcing.
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and the local peak intermittency is,
γp (x) = max
y
γ (x, y) . (3.17)
Figure 3.21 shows that the flow in the reference simulation becomes fully turbulent at
x ≈ 600 (Rex˜ = 5.06× 105). In the presence of the forcing, the flow approaches γp = 1 at
the downstream end of the computational domain, at x = 1200 (Rex˜ = 9.86 × 105).
It was remarked earlier that the spanwise forcing can substantially elongate the stream-
wise extent of the transition region (e.g. Figure 3.4). This region is characterized by the
formation of isolated turbulent spots which spread as they travel downstream. A visual-
ization of this phenomenon is provided through the time sequence in Figure 3.22. A single
spot is tracked as it evolves in time while being convected downstream by the mean flow.
Spot formation takes place at x ≈ 700, and the spot remains initially isolated within a
region of laminar flow as it is convected downstream. The turbulent region nonetheless
grows in the streamwise extent as it is convected downstream and fills the whole domain
once it has reached x ≈ 900.
3.6 Variation of the Forcing Amplitude
The wall forcing is characterized by its period T and its amplitudeW0. While the influence
of a variation of T was comprehensively examined in Section 3.3, the forcing amplitude
has so far been kept constant at 25 percent of the free-stream speed. In order to provide
a qualitative understanding of the influence of the forcing amplitude on the transition
process, additional simulations have been performed under variation of W0. For the two
forcing periods T = {40, 200}, additional studies with forcing amplitudes W0 = 0.10 and
W0 = 0.40 have been conducted. All other parameters, including the turbulent inlet
condition and the grid resolution have been kept constant.
Further study of the particular period T = 40 is motivated by the earlier reported be-
havior of a persistent reduction of skin friction in the fully-turbulent flow regime. The local
skin friction coefficient, parametrized by the forcing amplitude, is given in Figure 3.23a.
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Figure 3.22: Top views, time sequence for the downstream evolution of a single turbulent
spot under optimal forcing: Stochastic fluctuation of the streamwise velocity component
Contours from −0.18 ≤ u′′ ≤ 0.18 at y/δ (x) = 0.45.
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Figure 3.23: Skin friction coefficient under variation of the forcing amplitude: Unforced
reference case (R, solid) W0 = 0.10 (W1, dash-dotted), W0 = 0.25 (W2, dashed), W0 =
0.40 (W3, dash-dot-dotted). (a) T = 40. (b) T = 200.
Both the onset and the completion of the transition process are increasingly shifted down-
stream with growing forcing amplitude. After the completion of transition, the local skin
friction remains below the characteristic level of fully-turbulent flow. This effect is more
pronounced for higher forcing amplitudes, and thus qualitatively matches the results in
varies studies of viscous drag reduction in fully-turbulent channel flows.
A second series of computations has been performed for T = 200. This particular oscil-
lation period was the optimal configuration with respect to transition delay and reduction
in viscous drag at W0 = 0.25. The local skin friction coefficient is shown in Figure 3.23b,
indicating a strong dependence of the transition process on the amplitude of the forcing.
For W0 = 0.10, the onset of transition occurs at the same downstream position as for
W0 = 0.25. The streamwise length of the transitional region itself is nevertheless sub-
stantially shorter than in the latter case. Further increase of the forcing amplitude to
W0 = 0.40 sharply reverses the stabilizing effect of the forcing, and a very rapid break-
down to turbulence is observed with transition starting upstream of the unforced case, at
x ≈ 100. Fully-turbulent flow is observed as early as x ≈ 300.
The fluctuation field in the case T = 200, W0 = 0.40 shows a profound phase-
dependence as is inferred from the rms of the periodic component of the streamwise and
wall-normal velocities, given in Figure 3.24. Since the focus is on the dependence on the
phase, the peak of each curve has been normalized to unity. Comparison of the two frames
shows that u˜ and v˜ are in phase at each of the investigated downstream positions. This
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Figure 3.24: Rms of the phase average at x = 80 (red), x = 102 (blue) and x = 124
(green). (a) Streamwise velocity component. (b) Wall-normal velocity component.
behavior may indicate a modal mechanism, in which all the velocity components grow and
decay simultaneously. Furthermore, it is seen that the curves at different downstream po-
sitions are shifted in phase. The underlying characteristic “speed” of this shift is cc = 0.60.
Making use of the methodology introduced in Section 3.5.2, spot formation in the case
T = 200, W0 = 0.40 is investigated. Figure 3.25a shows a probability distribution for the
formation of turbulent spots as a function of the phase of the base flow, indiscriminately
of the respective downstream position at which breakdown occurs. Two moderately pro-
nounced peaks are observed, pointing to a weakly double-periodic behavior of breakdown
to turbulence. This phase-dependence becomes more noticeable if the downstream posi-
tion of the turbulent spots is incorporated and used to compute a “corrected” phase of
spot inception that takes into account the downstream convection of perturbations by the
mean flow. For the above mentioned characteristic speed ∆x/∆t = 0.60, one arrives at
the probability distribution presented in Figure 3.25b. Two well-defined maxima are seen,
indicating a strong phase-dependence of the early breakdown to turbulence observed for
the high forcing amplitude.
Top views of the flow field for the case T = 200, W0 = 0.40 which undergoes a very
rapid breakdown to turbulence are provided in Figure 3.26. These visualizations indicate
a generally high perturbation level inside the boundary layer. The perturbations are
relatively short in the streamwise direction and hence differ clearly from typical boundary-
layer streaks.
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Figure 3.25: PDF of the phase of spot inception: (a) Uncorrected phase t/T . (b) Corrected
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Figure 3.26: Top views, forcing with T = 200, W0 = 0.40: Fluctuation of the streamwise
velocity component, −0.10 ≤ u′′ ≤ 0.10. Wall distances normalized by the local boundary
layer thickness, starting with the top frame: y/δ (x) = {0.70, 0.45, 0.20}.
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3.7 Variation of the Forcing Waveform
The current investigation has thus far followed the majority of published works on drag
reduction in fully-turbulent flow by employing a sinusoidal waveform for the wall motion.
A generalization of the wall-forcing to arbitrary, but nonetheless time-periodic waveforms
has been the subject of the recent study by Cimarelli et al. (2013). It was found that in
fully-turbulent flow, sinusoidal forcing with optimal amplitude and period yields higher
energetic net savings than all other investigated waveforms. If the forcing parameters
deviate from their global optimum, other forcing waveforms may nonetheless yield better
results than the sine wave.
For sinusoidal forcing, the time-dependence of the shear angle ϕτ := arctan
(
∂W
∂y /
∂U
∂y
)
in planes parallel to the wall is as well sinusoidal, and there exist intervals of near-constant
shear angle, see Figure 3.27a. In their investigation of fully-turbulent channel flow, Touber
and Leschziner (2012) remarked the importance of this state of “lingering” shear strain.
They asserted that the very slow reorientation of the shear during phases of lingering
gives turbulent streaks sufficient time to grow in the instantaneous direction of the shear
strain vector. The drag-reducing effect is accordingly undermined if the duration of the
lingering state exceeds the time span for the generation of streaks. It is considered herein
whether a similar effect applies in the context of pre-transitional boundary layer streaks.
A second important question which directly derives from the first is whether, and how, a
variation of the waveform for the transverse velocity at the wall influences the transition
process. In order to clarify these issues, additional flow simulations with triangle and
square waveforms were performed.
A triangle wave describes a linear variation between the extrema of the oscillation. At
the wall, both the angle and the magnitude of the total shear consequently change with a
constant rate throughout the oscillation period, and therefore “lingering” is minimized. A
continuously differentiable expression for the triangle wave is given by the Fourier series
Wtriangle (y = 0, t) =
8
pi2
∞∑
k=0
(−1)k
(2k + 1)2
sin
(
(2k + 1)
2pi
T
t
)
, (3.18)
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Figure 3.27: Shear angle ϕτ as a function of the phase of the base flow at x = 170.
Evaluated wall distances: y/δ = 0.20 (dash-dotted); y/δ = 0.45 (dashed); y/δ = 0.70
(dash-dot-dotted). (a) Sine wave. (b) Square wave.
from which the first 16 terms were considered. A graphical representation of this approx-
imation is given by the dash-dotted line in Figure 3.28,
In a second variation of the forcing waveform, the spanwise velocity at the wall is
kept constant at W0 and −W0 for approximately half an oscillation period each, with a
rapid transition between the two extrema. A Fourier expansion of this so-called square
wave shows substantial oscillations, known as the Gibbs phenomenon. Correction with
the Lanczos factor only alleviates the issue without completely eliminating it. The square
wave is therefore approximated by the following C1 differentiable form,
Wsquare (y = 0, t) =

W0 sin
(
2pi t4a
)
, 0 < t ≤ a
W0, a < t < T/2− a
W0 sin
(
2pi
(
1/2 − T8a + t4a
))
, T/2− a ≤ t ≤ T/2 + a
−W0, T/2 + a < t < T − a
W0 sin
(
2pi
(
1− T4a + t4a
))
, T − a ≤ t ≤ T,
(3.19)
where the constant a is small compared to the oscillation period, a 0 T . Throughout
the present study, a = 0.02 T . The resulting profile is shown as the dash-dotted line in
Figure 3.28, and the shear angle is provided in Figure 3.27b. It is seen that at y/δ (x) =
0.20, the behavior of ϕτ still closely resembles the square wave at the wall. For larger wall-
distances, the phase-dependence of the shear angle nonetheless increasingly approaches a
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Figure 3.28: Spanwise velocity component at the the wall W (0, t), normalized to identical
forcing power requirement Pforcing: Sine wave (solid), triangle wave (dash-dotted), square
wave (dash-dot-dotted).
sine wave.
For a given forcing amplitude W0, both the rms of the transverse wall velocity, wrms,
and the power requirement of the forcing Pforcing depend on the waveform of the oscillation.
In the present study, the forcing amplitudes were chosen such that the power requirement
in the laminar region was in all cases identical to that of the sinusoidal forcing. The
respective amplitude and rms of the spanwise velocity at the wall are provided in Table 3.1.
W0 wrms (y = 0)
Sine 0.250 0.178
Triangle 0.302 0.188
Square 0.186 0.165
Table 3.1: Properties of forcing waveforms for identical power input Pforcing.
Flow simulations have been performed for all three forcing profiles and an oscillation
period T = 200. All other parameters, including those of the free-stream turbulence at
the inflow have been kept unchanged. The local skin friction coefficient in dependence of
the forcing waveform is plotted in Figure 3.29a, and demonstrates that forcing with the
triangle waveform yields nearly identical results as the sinusoidal oscillation. Application
of the square wave, on the other hand, preserves laminar flow up to Rex˜ ≈ 3.8× 105. The
leading-edge distance of the onset of transition is in that case approximately twice that
observed in the absence of wall forcing.
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Figure 3.29: Variation of the forcing waveform: Unforced reference case (solid), sine wave
(dashed), triangle wave (dash-dotted) and square wave (dash-dot-dotted). (a) Skin friction
coefficient Cf over downstream Reynolds number Rex˜. (b) Net energetic savings Pnet over
downstream Reynolds number Rex˜.
The energetic balance is given in Figure 3.29b. Since the power input is identical in
all cases, the net power savings can be directly related to the respective reduction in
theoretical propulsion power ∆Pprop. The downstream shift of the onset of fully-turbulent
flow in the case of the square wave leads to an increase of Pnet of approximately 20 percent
at a Reynolds number Rex˜ ≈ 6.2× 105, equivalent to x ≈ 750.
Plan views of the flow field in the presence of forcing with the square wave are given
in Figure 3.30. The flow field qualitatively resembles that observed for sinusoidal forcing,
see Figure 3.10). Streamwise elongated streaks are again substantially weakened in the
presence of the forcing. Fully-turbulent flow is seen downstream x ≈ 1200.
3.8 Summary
The potential for suppressing bypass breakdown to turbulence via time-harmonic wall
forcing was demonstrated by means of direct numerical simulations. The simulations
demonstrated that the effect of the forcing on the transition process is two-fold: The onset
of transition is shifted downstream appreciably. At the same time, transition extended.
Overall, it is the latter effect that contributes most to the reduction of viscous drag. In
addition, it was demonstrated that the decrease in theoretical propulsion power due to the
downstream shift of fully turbulent flow significantly outweighs the power requirement for
the wall forcing.
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Figure 3.30: Top views, forcing with T = 200, wsquare: Contours of the fluctuation of the
streamwise velocity component, −0.20 ≤ u′′ ≤ 0.20. Wall distances normalized by the
local boundary layer thickness, starting with the top frame: y/δ (x) = {0.70, 0.45, 0.20}.
The transition process further shows a pronounced sensitivity with respect to the
forcing parameters. Starting with very short oscillation periods, an increase of the latter
enhances drag reduction until an optimum is reached at 200. Further increase beyond this
value rapidly diminishes, and even reverses the stabilization, of the laminar regime. As a
result, for periods of approximately twice the optimum, transition already occurs upstream
of the reference unforced reference case. A qualitatively similar behavior is observed when
increasing the amplitude of the forcing beyond its optimal value of 25 percent of the free-
stream convective speed. Analysis of the phase of spot inception showed that breakdown to
turbulence is in these cases a highly periodic phenomenon with breakdown predominantly
occurring at certain phases of the wall-forcing cycle.
Furthermore, earlier studies of drag reduction in fully-turbulent channel flows reported
optimal forcing periods that are four to five times smaller than the present optimal period
for delaying transition to turbulence in boundary layers. The present results, nonetheless
demonstrate that short forcing periods can indeed reduce drag in the fully-turbulent region
of the boundary layer flow. Forcing with such short periods thus combines a moderate
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downstream shift of the transition region with a reduction of turbulent drag.
Instantaneous fields as well as statistical results indicated that a significant weakening
of the boundary layer streaks is the main effect of the wall forcing on the pre-transitional
boundary layer. The average amplitudes of laminar streaks are reduced by up to 50
percent in comparison to the reference case. The forcing further introduces an appreciable
phase dependence into the streak field. Laminar streaks and turbulent spot inception are
linked via the amplification of secondary instabilities. Linear stability analyses confirmed
a substantial reduction of the growth rates of streak instabilities in the presence of the
forcing. These results explain the reduced frequency of occurrence of turbulent spots
observed in the direct simulations.
Finally, a study of different waveforms for the spanwise wall forcing was conducted. It
was shown that for identical power input into the wall movement, an oscillation described
by a square wave can shift the onset of transition further downstream than sinusoidal
forcing. Apart from the increased efficiency, forcing with a square wave also demands a
40 percent lower peak value of the spanwise wall velocity than sinusoidal forcing.
Chapter 4
Sheltering of Vortical
Perturbations in Time-Harmonic
Shear Layers
4.1 Introduction
In the following, it is examined whether the suppression of bypass transition in presence
of a spanwise time-harmonic flow that had been reported in Chapter 3 of this dissertation,
may — at least in part — be attributed to increased shielding of the boundary layer from
free-stream disturbances.
The current study follows earlier works by representing “free-stream” perturbations
as a superposition of modes from the continuous part of the Orr-Sommerfeld spectrum
(Grosch and Salwen, 1978; Jacobs and Durbin, 1998). This approach is motivated by the
findings of Mack (1976) who showed that the continuous modes are oscillatory in the limit
of large wall distances, with their phase speed equivalent to the free-stream velocity. An
inviscid mechanism, known as “shear sheltering”, generally restricts the ability of external
perturbations to penetrate regions of mean shear (Hunt and Carruthers, 1990). The
effectiveness of shear sheltering strongly depends on the length scales and orientation of
the disturbances. Earlier studies demonstrated that streamwise elongated low-frequency
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modes can enter the shear, and lead to the amplification of boundary layer streaks which
precede bypass transition to turbulence (Jacobs and Durbin, 1998).
The present chapter contains a study of the sheltering of continuous modes in time-
harmonic shear layers. It is structured as follows: Section 4.2 provides a motivation for
the study by showing selected DNS results pointing to altered sheltering in presence of the
wall forcing. In Section 4.3, the eigenvalue problem which governs linear perturbations
to the base state is introduced. A solution method in terms of a finite order Floquet
expansion is described (Hall, 1978; Herbert, 1988) and an approach for computing the
continuous modes, and enforcing a boundedness condition in the free stream, is presented
within the context of the Floquet expansion. In Section 4.4, quantitative measures of
modal sheltering are defined and evaluated for different frequencies and amplitudes of
the base flow oscillation. Finally, the deductions based on the numerical solutions of the
eigenvalue problem are in Section 4.5 augmented by asymptotic analyses in the limit of
low frequency mean-flow oscillation. A summary is presented in Section 4.6.
4.2 Shear Sheltering in DNS
So as to motivate the following linear analyses, selected additional results from direct
simulations are presented. Evidence for a modification of the sheltering properties of
boundary layers in presence of spanwise wall forcing is gained from spectral analysis.
The decomposition of the stochastic wall-normal velocity fluctuation field in terms of the
nondimensional frequency F = 106ων/U2∞, and the spanwise fluctuation wavenumber, β,
is
Ev (β, F ) =
(∫ ∞
−∞
∫ ∞
−∞
v′′ (z, t) exp (−i2pi (Ft+ βz)) dt dz
)2
. (4.1)
Results for a relatively low frequency of F = 16 are provided in Figure 4.1 as a function of
the downstream Reynolds number. The flow is laminar in both the reference and forced
cases for Rex˜ # 2× 105. In this region, the energy contained in the low-frequency pertur-
bations in the presence of the forcing is approximately one contour level, corresponding
Chapter 4. Sheltering of Vortical Perturbations in Time-Harmonic Shear Layers 121
β
Rex
2 4 6 8
(a) (b)
×105 ×105
0
5
10
15
20
2 4 6 8
~
0
5
10
15
20
Figure 4.1: Logarithm of the spanwise energy spectra of the wall-normal velocity fluctu-
ation, −12 ≤ logEv ≤ −6.5, for F = 16 at y/δ (x) = 0.40: (a) Unforced reference case.
(b) Optimal forcing with T = 200, W0 = 0.25.
to a factor of 100.68 ≈ 4.8, lower than in the unforced reference case.
Jacobs and Durbin (1998) showed that in pure Blasius boundary layers, streamwise
elongated perturbations with small α are least affected by the sheltering effect of the shear.
So as to examine how the additional spanwise shear arising from the forcing modifies the
sheltering characteristics, the difference between the spectral energy decompositions of the
forced and unforced cases,
∆ logEv(β, F ) =
∫ δ(x)
0
logEv,forced(β, F )− logEv,ref(β, F ) dy, (4.2)
is considered. The nondimensional frequency, F , can be related to the streamwise wavenum-
ber of the perturbations via α = FU
2
∞
106cν , where c is the perturbation phase speed. Regions
of both positive and negative ∆ logEv are observed in Figure 4.2. Accordingly, perturba-
tions with small F , and thus α, that are associated with the formation of boundary layer
streaks are weaker in presence of the forcing. On the other hand, the energy along rays
starting at the origin, and ending at F = 1300, β = 10 (marked by the dashed line) is
increased. Depending on the choice of c, the angle ϑ = arctan(α/β) of this line in the
wavenumber plane varies between six degree (c = 0.85) and 14 degree (c = 0.40).
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Figure 4.2: Difference between the energy of reference and optimally forced cases in the
wall-normal fluctuation component at x = 65, integrated over the extent of the boundary
layer, −0.7 ≤ ∆ logEv ≤ 0.7.
4.3 Theoretical Formulation
As described in Chapter 3, the considered spanwise wall forcing superimposes the steady,
streamwise Blasius boundary layer U = U (y) with a time-periodic velocity component
W (y, t), which is in the following modelled by the solution to the familiar second problem
of Stokes,
W (y, t) =W0 exp
(
−
√
pi
Tν
y
)
cos
(
2pi
T
t−
√
pi
Tν
y
)
. (4.3)
Here, W0 is the magnitude of the wall oscillation velocity and T is the period of wall
oscillation. The Reynolds number, Re = U∞δ/ν, is based on the Blasius flow, where δ is
the 99 percent boundary-layer thickness and U∞ is the Blasius free-stream speed. Lengths
are scaled by δ, velocities are made non-dimensional using U∞, and a value Re = 1000 is
considered.
In the presence of the streamwise flow, the Stokes relation (4.3) is no longer an exact
solution to the Navier-Stokes equations. Direct numerical simulations nevertheless show
that the relative error in this ansatz is less than one percent for the flow parameters
of interest (see Appendix E). Sufficiently large Reynolds numbers further justify the
application of a parallel-flow approximation. The full base flow is therefore,
U = (U (y) , 0,W (y, t))T .
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4.3.1 Governing Equations for Linear Perturbations
The linear evolution equations for a small perturbation, u′ = (u′, v′, w′)T , to the base state
are derived starting from the Navier-Stokes equations for the full velocity, U + u′. The
equations for the base flow are subtracted, and nonlinear terms in u′ are neglected. An
equation of Orr-Sommerfeld type is obtained for the wall-normal perturbation component,
[(
∂
∂t
+ U
∂
∂x
+W
∂
∂z
)
∇2 −D2U ∂
∂x
−D2W ∂
∂z
− 1
Re
∇4
]
v′ = 0, (4.4)
where D = ∂/∂y. The coefficients U , W , D2U and D2W are independent of the wall-
parallel x and spanwise z dimensions. Under the assumption of wave-like disturbances in
these directions, equation (4.4) thus admits solutions of the form
v′ (x, y, z, t) = v (y, t) exp (iαx) exp (iβz) . (4.5)
The temporal problem is considered here, so that the streamwise and spanwise disturbance
wavenumbers α and β are known, real quantities. Strict time periodicity of W and D2W
requires a Floquet expansion of the perturbation, in the fundamental frequency F = 2pi/T
of the base flow,
v (y, t) = exp (σt)
∞∑
n=−∞
vn (y) exp (inF t) . (4.6)
The exponent σ = σr + iσi is the complex frequency. Following established notation, the
real part σr gives the disturbance growth rate, while the imaginary part σi denotes a
frequency shift from integer multiples of F .
The complete ansatz for the disturbance velocity (4.5) is substituted in the governing
equation (4.4), and yields the differential equation,
∞∑
n=−∞
[
(−iσ + nF + αU + βW ) (D2 − κ2)− αD2U
−βD2W + i 1
Re
(D2 − κ2)2] exp (i (−σ + nF ) t) vn (y) = 0, (4.7)
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where κ2 = α2 + β2. For a given wavenumber pair (α,β), only particular values of σ
admit solutions of the system (4.7), which gives rise to an eigenvalue problem in σ. The
corresponding eigenfunctions v are recovered from the harmonic shape functions vn as
given in equation (4.6).
By taking into account the periodicity of the base flow, equation (4.7) can be recast
as a set of coupled ordinary differential equations. First, the spanwise base flow (4.3) is
expressed in the form,
W (y, t) =W1 (exp (iFt) + exp (−iFt)) +W2 (exp (iFt)− exp (−iFt))
where W1 = W0 exp (ay) cos (ay) /2, W2 = iW0 exp (ay) sin (ay) /2 and a = −
√
FRe/2.
Substituting the above expression in the eigenvalue problem (4.7), and grouping terms that
premultiply exp(inFt), one arrives at the set of coupled ordinary differential equations,
[
(−iσ + nF + αU) (D2 − κ2)− αD2U +i 1
Re
(D2 − κ2)2] vn (y)
+ β (W1 +W2)
(D2 − κ2 − 2ia2) vn−1 (y) + β (W1 −W2) (D2 − κ2 + 2ia2) vn+1 (y) = 0.
In the final form, each Floquet component, vn, is coupled to vn±1 due to the time-harmonic
base flow.
4.3.2 The Continuous Spectrum
The dispersion relation of the continuous Orr-Sommerfeld spectrum is derived by consid-
ering the free-stream limit of the system of governing equations (4.7). As y →∞, U = U∞
and W, D2U, D2W = 0, and as such all time-dependent coefficients vanish. The Floquet
shape functions vn (y) hence become decoupled in the free stream, and must each satisfy
the relation,
[
(−iσ + nF + αU) (D2 − κ2)+ i 1
Re
(D2 − κ2)2] v∞n = 0. (4.8)
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Note that the eigenvalue σ is unchanged among all the Floquet components, (i.e. σ is
the same for all values of n). However, in order to determine σ, one must consider a
particular, although arbitrary, choice of n = n˜. The Floquet mode, v∞n=n˜, is nontrivial.
All other components v∞n )=n˜ must vanish in the free stream in order to satisfy (4.8). They
become finite inside the Stokes layer due to coupling between Floquet modes via the
periodic base state.
With the particular choice, n = n˜, equation (4.8) becomes,
[
(−iσ + n˜F + αU) (D2 − κ2)+ i 1
Re
(D2 − κ2)2] v∞n˜ = 0. (4.9)
Solutions to this equation are of the form v∞n˜ (y) =
∑4
j=1Cj exp (λjy), where λj is the
j-th root of the characteristic polynomial of equation (4.9),
λ21,2 = κ
2
λ23,4 = κ
2 + iRe (−iσ + n˜F + αU∞) .
One of the first two solutions, λ1,2, must be discarded since it is exponentially growing
with distance from the wall and is therefore unphysical. If λ3,4 are complex, a similar
argument requires elimination of the growing component. As a result, the eigenfunction,
v∞n˜ (y) = C1 exp (λ1y) + C3 exp (λ3y), vanishes in the free stream. However, the two
degrees of freedom cannot satisfy the four boundary conditions associated with the fourth
order differential equation; this gives rise to the discrete spectrum of the Orr-Sommerfeld
operator.
Alternatively, the continuous spectrum is obtained by requiring that the eigenfunc-
tions remain bounded, rather than vanish, in the free stream. For boundedness, purely
imaginary values of λ3,4 are sought by setting λ23,4 = −k2y . The free-stream behavior of
these modes is therefore proportional to exp (±ikyy), where ky is a real parameter that
governs the wall-normal wavenumber of the continuous-spectrum modes. The dispersion
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Figure 4.3: Schematic of the Floquet spectrum: Eigenvalues of the discrete (circles) and
continuous (asterisks) spectra.
relation for the continuous spectrum is therefore,
σ = −i (αU∞ + n˜F )− 1Re
(
α2 + β2 + k2y
)
. (4.10)
The real component of the eigenvalue, σr, is a continuous function of the parameter,
ky, and hence the terminology “continuous spectrum”. It should also be noted that the
dispersion relation reduces to the expression for Blasius flow when the base state is steady,
F = 0. When F is finite, the Floquet nature of the problem introduces multiple continuous
branches, separated by a frequency shift, F . Each branch corresponds to a particular
choice of n˜.
A graphical representation of the eigenvalue spectrum is obtained from a numerical
solution of the Floquet problem, and is shown in Figure 4.3. Because of the discrete
nature of the computational method, continuous branches are approximated by a finite
set of eigenvalues. Each vertical line in the Figure is a continuous branch, with constant
frequency σi obtained from a particular choice of n˜.
The choice of n˜ and the wavenumber vector k = (α,β, ky)
T fully defines an eigenvalue.
The corresponding eigenfunction remains a superposition of the full Floquet expansion
(4.6), and solution to the eigenvalue problem (4.7). Hence, four boundary conditions are
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required for each component of the Floquet expansion. At the wall, they must each satisfy,
vn (y = 0) = 0, (4.11)
Dvn (y = 0) = 0 ∀ n. (4.12)
In the free stream, since the eigenvalue σ was derived from boundedness of v∞n˜ , the bound-
ary conditions for this particular Floquet component must reflect such behavior. Bound-
edness is enforced using the approach proposed by Jacobs and Durbin (1998),
v∞n˜ =1, (4.13)(D2v∞n˜ + k2yv∞n˜ )y1(D2v∞n˜ + k2yv∞n˜ )y2 =exp (ky (y2 − y1)) , (4.14)
where y1 and y2 are two points in the free stream. As stated above, the remaining Floquet
components, v∞n )=n˜ must vanish in the free stream. This can be shown formally: given an
eigenvalue σ(n˜) from the dispersion relation (4.10), equation (4.8) is satisfied by Floquet
components with n 3= n˜ if and only if v∞n )=n˜ vanishes,
v∞n = 0, (4.15)
Dv∞n = 0, n 3= n˜. (4.16)
4.3.3 Numerical Method
Numerical solution of the eigenvalue problem (4.7) requires a finite Floquet expansion,
−N ≤ n ≤ N . The resulting generalized eigenvalue problem has the form Av = σBv.
Since the eigenvalues of the continuous spectrum are known a priori from the dispersion
relation (4.10), the eigenvalue problem can be converted into a boundary value problem
described by a system of linear equations,
(A− σB) v = b, (4.17)
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where the vector v is a combined representation of all 2N + 1 harmonic shape functions
vn (y). Nontrivial solutions require an inhomogeneous right-hand side with at least one
nonzero element in b. The latter is given by the free-stream boundedness of the n˜-th har-
monic component vn˜, as described in equations (4.13) and (4.14). Although n˜ is arbitrary,
a value of n˜ = 0 had been employed throughout this study. This choice identifies the
continuous branch which coincides with the continuous spectrum of the Blasius base flow
— see equation (4.10).
In order to solve the boundary value problem (4.17), a similar approach to that of Liu
et al. (2008) and Vaughan and Zaki (2011) is used. A spectral Chebyshev discretization is
applied in the wall-normal coordinate. An algebraic coordinate mapping is used in order
to ensure that half of the Gauss-Labatto points are located inside the boundary layer.
Numerical experiments established that 200 Chebyshev polynomials, and a domain height
of fifty boundary layer thicknesses, y ∈ [0, 50δ], are sufficient for an accurate representation
of the eigenfunction v. A direct factorization of (A− σB) into a lower and an upper triangle
operator is employed in order to solve equation (4.17) for the continuous mode, v.
A simple validation of the above described Floquet approach for computing continuous
modes is given for the case of a pure Blasius boundary layer. In this limit of steady base
flow, all time-dependent coefficients of the governing equation (4.4) vanish. The modal
behavior must consequently be described by a single term of the Floquet expansion, such
that the ansatz (4.6) may be equivalently replaced by a normal mode assumption with
respect to time, v′ (y, t) = v (y) exp (σt). An example comparison of the Floquet solution
and the normal mode assumption is given in Figure 4.4, where both solutions are shown
to match identically.
When the base flow is periodic, all components vn of the Floquet expansion are cou-
pled and contribute to the makeup of the eigenfunction, as shown in Figure 4.5. The
contributions of the zeroth (n˜) and first harmonic (n˜ ± 1) terms are of the same order
of magnitude in the boundary layer. All Floquet components with n 3= n˜ vanish in the
free stream, where the amplitude of the time-periodic base flow becomes negligible. In-
dependent of the considered wall distance, higher Floquet components fail to significantly
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Figure 4.4: Comparison of the continuous modes computed using the normal mode and
Floquet ansatz for Blasius base flow. The modal wavenumber vector, k = (0.25,pi,pi)T .
(+) real and (∗) imaginary components of the normal modes; (solid) real and (dashed)
imaginary component of the Floquet solution.
contribute to the total mode shape. Numerical analyses in this study thus employ Floquet
expansions to the tenth harmonic of the fundamental frequency. This component was in
none of the considered cases found to be of material magnitude.
4.4 Results
4.4.1 Modal Sheltering
Streamwise oriented vortical disturbances play a significant role in the context of subcrit-
ical transition to turbulence in boundary layers. Andersson et al. (1999) demonstrated
that streaks emanating from streamwise aligned vortices yield the largest algebraic en-
ergy growth, but the initial perturbation must be located within the boundary layer.
Jacobs and Durbin (1998) investigated the ability of mean shear to shelter the boundary
layer from free-stream vortical disturbances. They demonstrated that the penetration
of free-stream modes into a Blasius layer is proportional to the streamwise disturbance
wavelength. Streamwise-elongated vortical modes are therefore the highest amplified and
weakest sheltered vortical perturbations of Blasius layers. In accordance with these ear-
lier findings, Figure 4.6a demonstrates the very weak sheltering of a vortical perturbation
of wavenumber vector k = (0.01,pi,pi)T in pure Blasius flow. Introduction of an un-
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Figure 4.5: Selected harmonic solution components vn of the Floquet expansion for
T = 40, W0 = 0.25U∞; (a) n = n˜; (b) n = n˜ ± 1; (c) n = n˜ ± 2; (d) n = n˜ ± 6;
Real (solid) and imaginary (dashed) component
steady Stokes layer substantially changes the sheltering characteristics, as is shown in
Figures 4.6 (b – d). A reduction of modal penetration with increasing base flow period is
observed, corresponding to a growing thickness of the spanwise Stokes layer dStokes ∼
√
T .
In Figures 4.6 (b – c), the ratio dStokes/δ < 1. On the other hand, in Figure 4.6(d), the
thickness of the Stokes layer exceeds that of the Blasius flow, dStokes/δ = 1.64, resulting
in the enhanced sheltering indicated by the mode shape in that case.
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Figure 4.6: Modal sheltering for (a) Blasius and (b – d) Stokes-Blasius flow. The dotted
line marks the thickness of the Stokes layer. W0 = 0.25U∞, T = {4, 40, 400}, dStokes/δ =
{0.16, 0.52, 1.64}; real (solid) and imaginary (dashed) components of the eigenfunction.
Since spanwise wall oscillation reorients the mean shear, it is expected that the time-
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dependent mean flow will exhibit different sheltering characteristics from the Blasius coun-
terpart. The effectiveness of the base flow to shelter arbitrarily oriented free-stream vor-
tical modes is quantified by introducing the integral parameter,
s =
∫ δ
0
v∞ − v (y)
v∞
dy,
where v∞ is the average free-stream amplitude of the eigenfunction. This quantity ap-
proaches unity for high sheltering with vanishing modal penetration into the boundary
layer. Weakly damped free-stream modes, which retain their full amplitude through-
out the boundary layer correspond to small values of s. Throughout this study, the
wall-normal disturbance wavelength is kept on the order of the boundary layer thickness,
2pi/ky ∼ O (1). This particular choice also found in other works on vortical interactions
with shear layers is motivated by the observation of strong blocking for low-ky modes.
On the other hand, eigenfunctions with high wall-normal wavenumber have a high viscous
decay rate, and due to their small amplitude do not induce an appreciable response inside
the shear layer (Zaki and Durbin, 2006).
A numerical evaluation of the sheltering parameter s for a steady boundary layer and
a wide range of wavenumber pairs, (α,β), is shown in Figure 4.7. For pure Blasius flow,
modal permeability into the shear is nearly independent of the spanwise wavenumber.
A decrease in the streamwise wavenumber thus directly corresponds to increased modal
amplitude within the shear layer. Presence of unsteady spanwise motion substantially
changes the sheltering characteristics (see Figure 4.8). In contrast to the case of steady
one-dimensional flow, the level of sheltering now additionally depends on the spanwise
wavenumber of the eigenmode. Free-stream vortical modes with relatively high β are
sheltered. For smaller wave numbers, the permeability of the shear layer depends on the
ratio of streamwise and spanwise wavenumbers, α/β. The origin of this dependence is
elucidated in Section 4.5, where it is related to the orientation of the mean shear.
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Figure 4.7: Evaluation of the quantitative measure s for modal sheltering in Blasius flow.
Lines denote levels from 0.125 to 0.875 with an increment of 0.125
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Figure 4.8: Evaluation of the quantitative measure s for modal sheltering in combined
Stokes-Blasius flow of T = 100, W0 = 0.25U∞; lines denote levels from 0.125 to 0.875
with an increment of 0.125
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4.4.2 Energy Sheltering
Incomplete sheltering of free-stream vortical disturbances results in a fraction of the free-
stream turbulent kinetic energy being introduced into the boundary layer. This energy
may serve as an initial seed for the algebraic growth mechanism that ultimately leads to
subcritical breakdown. In the following, a von Ka´rma´n spectrum is assumed in the free
stream, and an integral measure for the total disturbance energy within the boundary
layer is derived. The influence of wall oscillation on the energy inside the shear is also
evaluated for a range of base-flow frequencies and amplitudes.
Eigenfunctions of the continuous Orr-Sommerfeld and Squire spectra behave like Fourier
modes in the free stream,
v′ ∼ vˆ exp (i (αx+ kyy + βz)) ,
η′ ∼ ηˆ exp (i (αx+ kyy + βz)) ,
where η = ∂u/∂z − ∂w/∂x is the wall-normal vorticity. The continuous spectrum modes
therefore constitute a suitable basis for the expansion of a broadband perturbation field
(Jacobs and Durbin, 2001). The scaling vˆ = −iA√α2 + β2/k, ηˆ = −iB√α2 + β2 leads to
the Cartesian formulation,
uˆ =
iAαky
k
√
α2 + β2
+
Bβ
α2 + β2
,
vˆ =− iA
√
α2 + β2
k
,
wˆ =
ikyβA
k
√
α2 + β2
− Bα
α2 + β2
, (4.18)
where k =
√
α2 + k2y + β
2. Isotropy of the disturbance field enables disregard of all
directional information, so that a scalar formulation of the energy spectrum is obtained.
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Von Ka´rma´n (1948) proposed the specific relation,
E (k) =
L5k4
C
(
1 + (kL)2
)17/6 ,
which behaves as E (k) ∼ k4 for large scales, and recovers the property E (k) ∼ k−5/3
in the inertial sub-range as implied by the second similarity hypothesis of Kolmogorov.
Following Jacobs and Durbin (2001), L = 55C9pi L11 and C = 0.6884. A unit integral
turbulent lengthscale, L11 = 1, leads to a peak in the energy spectrum at unit wavenumber.
In addition, the total energy contained within the spectrum is
∫∞
0 E (k) dk = 3/2.
The kinetic energy within the wavenumber range [k1,k2] can be expressed in terms of
F2 (k) = E (k) / (2pik2), according to,
3 =
∫ β2
β1
∫ ky2
ky1
∫ α2
α1
1
2
F2 (k) dα dky dβ. (4.19)
Alternatively, 3 can also be evaluated from the coefficients of the Fourier expansion (4.18),
3 =
∫ β2
β1
∫ ky2
ky1
∫ α2
α1
1
2
(uˆuˆ∗ + vˆvˆ∗ + wˆwˆ∗) dα dβ dky
=
∫ α2
α1
∫ ky2
ky1
∫ α2
α1
1
2
(AA∗ +BB∗) dα dβ dky, (4.20)
where star denotes the complex conjugate. Equating the two expressions for 3, and as-
suming isotropy of the disturbance field, leads to the particular choice,
A =F exp (iθ1) cos γ
B =F exp (iθ2) sin γ,
where θ1, θ2 and γ are uniformly distributed random angles (Rogallo, 1981). In this
context, γ governs the energy distribution between the Orr-Sommerfeld and Squire modes,
while θj specifies the spatial phase of the perturbations.
It follows from the above that the spectral energy density due to the wall-normal
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Figure 4.9: Normalized von Ka´rma´n-weighted modal energy within the boundary layer
for ky = pi: W0 = 0.1U∞ (circles), W0 = 0.2U∞ (squares), W0 = 0.4U∞ (diamonds).
perturbation v(k) alone is
ρv (k) =
1
2
vˆ(k)vˆ∗(k)
=
1
2
E(k)
4pik2
α2 + β2
k2
. (4.21)
Since the random angle γ is uniformly distributed, the cos2(γ) term has been substi-
tuted by its arithmetic mean of one half. Integration of ρv (k) over the three-dimensional
wavenumber space k gives one third of the total energy of all perturbation components,
3v =
∫∞
0
∫∞
0
∫∞
0 ρv (k) dα dky dβ = 1/2.
In the following, attention is focused on the energy spectrum near k˜y = pi. These
modes, whose wall-normal scale is on the order of one boundary layer thickness penetrate
the shear most effectively and undergo maximum energy amplification. The total kinetic
energy of k˜y modes within the boundary layer can be evaluated from the integral,
3v k˜y =
1
δ
∫ δ
0
∫
α
∫
β
ρv (k) ‖v (y;k) ‖dβ dα dy,
where v (y;k) is the eigenfunction of the Orr-Sommerfeld continuous spectrum. Normal-
ization by the disturbance energy inside the boundary layer for pure Blasius base flow
yields the relative measure 3rel
v k˜y
= 3v k˜y/3
Blasius
v k˜y
. This quantity was evaluated for different
parameters of the spanwise base flow, and is shown in Figure 4.9. The fraction of free-
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Figure 4.10: Angular distribution of weighted modal energy for ky = pi and T = 300:
W0 = 0.1U∞ (circles), W0 = 0.2U∞ (squares), W0 = 0.4U∞ (diamonds).
stream energy which penetrates the boundary layer is inferred to decrease with increasing
period and amplitude of the wall oscillation.
Previous examination of the sheltering measure s in Section 4.4.1 has shown a shift in
the modal wavenumber, or equivalently modal orientation, for which the weakest sheltering
is observed. This motivates a comparison of the perturbation energy within the boundary
layer along rays of constant α/β, which define modes oriented at an angle ϑ = arctan(α/β)
relative to the streamwise direction. Integration of the energy spectrum along lines of
constant ratio α/β yields,
3ϑ
v k˜y
=
1
3Blasius
v k˜y
1
δ
∫ δ
0
∫
α
∫
β
ρv (k) ‖v (y;k) ‖dβ dα dy,
with α = β tanϑ. (4.22)
Integration over all angles recovers the total energy of the v-perturbation spectrum
within the boundary layer,
∫ pi/2
0 3
ϑ
v k˜y
dϑ = 3rel
v k˜y
. Figure 4.10 shows the variation of 3ϑ
v k˜y
with the angle ϑ. An increase in the amplitude of the base-flow oscillation causes a shift
of the maximum energy towards higher values of ϑ. In addition, modes oriented at very
large angles to the streamwise direction insignificantly contribute to the total energy.
These findings are in qualitative agreement with the Fourier analyses of the DNS
fluctuation fields reported in Section 4.2, where angles ϑ = arctan(α/β) between six and
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Figure 4.11: The direction of weakest disturbance energy sheltering for ky = pi: W0 =
0.1U∞ (circles), W0 = 0.2U∞ (squares), W0 = 0.4U∞ (diamonds).
14 degree for the direction of weakest sheltering had been reported for the parameters
T = 200 and W0 = 0.25.
The angle ϑ, max which maximizes the perturbation energy inside the boundary layer
is charted in Figure 4.11, for a range of base-flow oscillation frequencies and amplitudes.
For Blasius flow, it is known that ϑ, max = 0, or that streamwise oriented modes are
most penetrating into the boundary layer and thus contribute most to the disturbance
energy inside the shear. As the period and magnitude of wall oscillation are increased,
ϑ, max shifts away from zero. The maximum contribution to the energy spectrum in the
boundary layer is therefore due to oblique vortical modes.
The presence of spanwise unsteady shear hence not only reduces the magnitude of
boundary layer perturbation energy, but also changes the modal parameters for which
the weakest sheltering is observed. Significantly increased disturbance damping inside the
shear is observed for streamwise elongated perturbations. Depending on the parameters
of the spanwise base flow, modes aligned in an angle to the streamwise direction may on
the other hand be subject to decreased sheltering.
4.4.3 Timescale-Based Model of Shear Sheltering
A physical interpretation of shear sheltering in Blasius boundary layers was provided by
Zaki and Saha (2009). They explained the sheltering phenomenon in terms of convective
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and diffusive processes: The convection of the free-stream vortical disturbance relative to
an observer within the shear introduces a convective timescale. In addition, according
to the Orr-Sommerfeld equation, the free-stream vorticity may only reach the observer
by wall-normal diffusion which itself carries an inherent timescale. When the convective
timescale is short, diffusion processes cannot act sufficiently fast and the observer is shel-
tered from the free-stream disturbance; such is the case for high-frequency continuous
modes and at high relative convection speed due to strong shear. Based on this physical
interpretation, a model of shear sheltering in combined Stokes-Blasius flow is formulated
and numerically evaluated in this section.
The phase speed of the continuous modes is equal to the free-stream mean-flow velocity.
These modes therefore appear steady in a Lagrangian reference frame, or relative to an
observer, that translates at U∞. On the other hand, a fluid particle within the shear travels
at a lower streamwise velocity, and hence experiences a temporal change of the modal
phase. The apparent frequency Ωx, as recorded by the observer, is therefore equal to the
product of the relative convection speed and the streamwise disturbance wavenumber,
Ωx = (U∞ − U (y))α. (4.23)
At the wall, one recovers the frequency in the lab frame, which is the temporal frequency
from the modal dispersion relation (4.10), Ωx = U∞α = ωr.
Combined Stokes-Blasius flow introduces an additional spanwise relative motion be-
tween the free-stream mode and locations within the shear layer. The apparent frequency,
Ωx,z, due to the combined streamwise and spanwise relative convection is thus,
Ωx,z = (U∞ − U (y))α+Wrms (y) β. (4.24)
Based on this apparent frequency, the convective timescale is defined to be Tc = Ω−1x,z .
Due to the vanishing wall-normal mean velocity, U = (U (y) , 0,W (y, t))T , free-stream
vortical modes of the Orr-Sommerfeld equation (4.4) enter the boundary layer by wall-
normal diffusion. Hence transport of modal information in the wall-normal direction is
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Figure 4.12: Relevant time scales of modal sheltering observed in a Lagrangian frame of
reference within the shear layer. (a) N → 0. (b) N →∞.
governed by the time scale,
Td ∼ Rek2y
(4.25)
which is a function of Reynolds number and wall-normal wavenumber. Following Zaki and
Saha (2009), the degree of sheltering can be determined by comparing the convective and
diffusive time scales,
N = Td
Tc
=
Re (α (U∞ − U (y)) + βWrms (y))
k2y
. (4.26)
As N → 0, the time scale at which the wall-normal diffusion process is able to trans-
port phase information is small compared to the convective time scale associated with
the relative modal convection. Locations within the Stokes layer thus receive an exact
representation of the modal phase information as illustrated in Figure 4.12a. High values
of the parameter N → ∞, on the other hand, correspond to a temporal under-resolution
of the convective time scale by the diffusive mechanism (see Figure 4.12b). The observer
within the shear thus receives a smeared representation of modal phase information, or is
“sheltered” from the free-stream mode. It should be noted that the extremal cases of pure
Stokes and pure Blasius flow are contained in the above definition of N via U (y) = 0 and
Wrms = 0, respectively.
Jacobs and Durbin (1998) quantified sheltering by evaluating the distance from the
edge of a Blasius boundary layer to the location where the vortical mode has attenuated to
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Figure 4.13: Correlation of predicted and observedD1: W0 = 0.1U∞ (circles),W0 = 0.2U∞
(squares), W0 = 0.4U∞ (diamonds).
a fraction of its free-stream amplitude. In the current study, the spanwise wall movement
introduces a second shear layer whose thickness depends on the frequency of oscillation.
Therefore, it is more natural to measure modal penetration in terms of the height from
the wall, where the vortical mode amplitude reaches one percent of its free-stream value,
D1 := min
y
: ‖v(y)‖ = 0.01‖vFS‖. (4.27)
Making use of the above model, a direct correlation between the wall distance D1 and
the parameter N is sought, such that
N˜ = Re (α (U∞ − U (y = D1)) + βWrms (y = D1))
k2y
= const. (4.28)
A numerical evaluation of this relation has been performed for a range of oscillation ampli-
tudesW0 ∈ [0.1, 0.4]U∞, periods T ∈ [10, 100] and streamwise and spanwise wavenumbers
α, β ∈ [10−3, 102]. The wall-normal disturbance length scales are selected to be of the
order of the boundary layer thickness, ky = {pi, 2pi}. Figure 4.13 shows a comparison
of D1 extracted from the mode shapes following (4.27) and the predicted value D1(N˜ )
from equation (4.28) with N˜ = 6. The agreement demonstrates that the timescale-based
model introduced above yields a good approximation of modal sheltering in the presence
of time-harmonic shear.
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4.5 Asymptotic Analysis
In order to explain the structure of the continuous modes in the presence of mean shear,
Zaki and Saha (2009) performed asymptotic analyses of the Orr-Sommerfeld equation
for steady boundary layers. Analytical treatment of the problem was made possible by
approximating the Blasius profile with a piecewise linear velocity distribution. Based on
the magnitude of the parameter
R = αU∞Re
k2y
, (4.29)
three distinct regimes were identified:
1. R 0 1 is the diffusive regime, where modes retain their free-stream amplitude
throughout the largest portion of the boundary layer;
2. R5 1 is the convective-sheltered regime, where modes are expelled from the bound-
ary layer and are simply convected in the free stream;
3. R ∼ O (1) is an intermediate, “convective-diffusive” regime which exhibits limited
modal penetration into the outer region of the boundary layer.
In order to explain the sheltering properties of combined Blasius-Stokes flow, an asymp-
totic approach is adopted, similar to the work of Zaki and Saha (2009). The analysis as-
sumes a piecewise linear velocity profile for both the streamwise and the spanwise velocity
component. The limit of large oscillation periods T 5 δ/U∞ is considered, which allows
a quasi-steady base flow assumption. Furthermore, the analysis focuses on cases where the
Stokes and Blasius boundary layer thicknesses are comparable, d ∼ O (δ), and therefore
T ∼ O (Reδ2pi)5 δ/U∞. A schematic of the base flow is shown in Figure 4.14, in a frame
convecting with the free-stream speed, U∞. In this frame, the base-flow profile is given
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Figure 4.14: Two-dimensional shear layer in the streamwise moving reference frame
according to,
U (Y ) = 0 for Y > 0,
U (Y ) = U∞
δ
Y for 0 ≥ Y ≥ −δ, (4.30)
W (Ys) = 0 for Ys > 0,
W (Ys) =−W0
d
Ys for 0 ≥ Ys ≥ −d, (4.31)
where U = U − U∞, and the wall-normal coordinates are Y = y − δ and Ys = y − d.
Without loss of generality, the spanwise mean velocity is assumed to be contained within
the streamwise boundary layer, d < δ. Therefore, in the moving frame, the mean flow
consists of a one-dimensional outer layer and a two-dimensional inner layer. The former
was addressed in the work of Zaki and Saha (2009), and the analysis herein will focus on
the latter.
The governing equation for a small disturbance v′ = v (y) exp (i (αx+ βz − ωt)) is
obtained by introducing the above base flow, and the dispersion relation of the contin-
uous modes, into the Orr-Sommerfeld equation (4.4). In terms of ψ =
(D2 − κ2) v, the
disturbance equation is given by,
[−i (αU + βW)− 1/Re (k2y +D2)]ψ = 0. (4.32)
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Modes that are significantly damped by the outer layer are not of interest. Instead, the
focus is on modes which belong to the diffusive regime of that region, R = αU∞Re/k2y 0 1.
These modes are unaffected by the outer shear, and are governed by the following equation
for Ys > 0,
D2ψ + k2yψ = 0. (4.33)
The governing equation for the inner layer is,
D2ψ +K2ψ − iRe
[
α
U∞
δ
− βW0
d
]
Ysψ = 0, (4.34)
where
K2 = k2y
(
1− iR
(
1− d
δ
))
.
With R0 1, the expression for K is further simplified, K2 ≈ k2y. The asymptotic analyses
presented below consider the convective-sheltered and diffusive limits of the governing
equation for the inner layer.
4.5.1 Inner Layer Convective-Sheltered Regime
The convective regime of the inner layer describes the additional sheltering caused by the
transverse shear. Equation (4.34) can be written as
εscD2ψ + εsck2yψ − k2y
iYs
d
ψ = 0, (4.35)
where εsc =
k2y
Re
(
αU∞
δ
−β
W0
d
)
d
0 1. A series expansion
ψ = ψ0 + εscψ1 + ε
2
scψ2 + . . .
yields a degenerate one-term leading order equation with trivial solutions for all ψn, so
that ψ ≡ 0. The boundary conditions for ψ at the edge of the inner layer and at the
wall require a separate treatment, which results in an edge-layer and a wall-layer with
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respective thicknesses, δse =
(
1/Re
αU∞
δ
−β
W0
d
)1/3
and δsw =
(
1/Re
d
(
αU∞
δ
−β
W0
d
)
)1/2
.
The details of the derivation are mathematically similar to those of Zaki and Saha (2009)
and are not repeated here. We note, however, that these layers dictate the shape of the
vorticity eigenfunction near at the edge of the Stokes layer and at the wall. At both
locations, viscosity thickens δse and δsw as inferred from their numerators. However, the
thickness is also dependent on the orientation of the vorticity mode with respect to the
mean shear, as described by the denominator, αU∞δ − βW0d .
The final expression for the wall-normal velocity eigenfunction is,
v =C5 exp (−κYs) + C6 exp (κYs) + Csw2 exp
(
− 1− i√
2δw
)
+ Cse1
[
exp (−κYs)
∫ Ys
−∞
exp (κs) ς (s) ds+ exp (κYs)
∫ 0
Ys
exp (−κs) ς (s) ds
]
, (4.36)
where ς (s) = Ai
(
exp (5ipi/6)
(
αReU∞δ − βReW0d
)1/3
s
)
. The coefficients are obtained
using the matching conditions of the velocities and stresses between the shear region and
the free stream, and are given in Appendix F.1.
Modes which belong to the inner layer convective-sheltered regime correspond to εsc 0
1. The two-dimensional shear consequently introduces a dependence of the sheltering
characteristics on the spanwise wavenumber. Modes with high β are subject to strong
sheltering, as was predicted by the numerical results shown in Figure 4.8. The mode
shape obtained from evaluating equation (4.36) for a wavenumber vector (α,β, ky) =
(0.01, 100,pi) is shown in Figure 4.15. The modal amplitude rapidly attenuates at the
beginning of the inner layer, at d = 0.5.
4.5.2 Inner Layer Diffusive Regime
The diffusive regime corresponds to disturbances which retain their free-stream amplitude
over the largest part of the inner layer. Free-stream modes which belong to this regime
are hence scarcely impacted by the sheltering properties of the shear. Similar to the
previous section, a small parameter εsd is introduced, εsd =
Re
(
αU∞
δ
−β
W0
d
)
d
k2y
0 1, so that
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Figure 4.15: Convective-sheltered modal behavior. Real (solid) and imaginary (dashed)
components.
the vorticity equation can be written,
1
k2y
D2ψ + ψ − εsd iYsd ψ = 0. (4.37)
A power series expansion of ψ in the small parameter εsd yields the leading order equation,
D2ψ + k2yψ = 0, (4.38)
whose solution is given by,
ψ = Csd1 exp (−ikyYs) + Csd2 exp (ikyYs) .
The wall-normal velocity is therefore,
v = C5 exp (−ikyYs) + C6 exp (ikyYs) + C7 exp (−κYs) + C8 exp (κYs) . (4.39)
The solution shows the eigenfunctions to remain oscillatory deep into the inner layer, and
the coefficients are determined from the boundary conditions (see Appendix F.2).
Two classes of modes fulfil the constraint εsd 0 1, and hence belong to the diffusive
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Figure 4.16: Diffusive modal behavior of criterion (i). Real (solid) and imaginary (dashed)
components.
regime:
(i) α0 1 and β 0 1, or (4.40)
(ii)
α
β
≈ W0/d
U∞/δ
, α and β of arbitrary order. (4.41)
The first criterion identifies disturbances with small streamwise and spanwise wavenum-
bers, which permeate the shear independent of their orientation relative to the mean flow.
This finding is similar to the known result of low-α modes being unaffected by the stream-
wise shear of Blasius layers. An example eigenfunction obtained from the asymptotic
solution is illustrated in Figure 4.16, by evaluating expression (4.39) for a wavenumber
vector (α,β, ky) = (0.1, 0.1,pi). The penetration of low (α,β) modes is also consistent
with the results shown in Figure 4.8, where a region of very weak sheltering is observed
at values of α ! 10−2 and β ! 10−1 .
When considering the second criterion, it should be emphasized that the analysis has
been performed in a frame translating with U∞. This velocity is identical to the phase
speed of the continuous modes, so that one may equivalently think of the coordinate system
affixed to the disturbance. Equation (4.41) demonstrates that, within this moving frame,
modes can penetrate the boundary layer if the wall-parallel projection of their wavenumber
vector, (α,β) is orthogonal to the direction of the mean shear (U∞/δ,W0/d). An equivalent
interpretation is that phase fronts are aligned with the direction of mean shear (and not the
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Figure 4.17: Diffusive inner layer modal behavior corresponding to criterion (ii). Real
(solid) and imaginary (dashed) components.
direction of the mean flow). With this alignment, the apparent frequency for an observer
within the shear is minimal (see §4.4.3), and hence penetration of the mode is maximized.
An example where a mode with relatively high (α,β) penetrates the inner layer due to
criterion (ii) is shown in Figure 4.17. The wavenumber vector of the eigenfunction is
k = (1,pi, 5.5)T . Similar behavior is illustrated by the earlier Floquet results (Figure 4.8),
where a region of weak sheltering is observed around values of α ≈ 100, β ≈ 101.
Within the inner layer, eigenfunctions of criteria (i) and (ii) are both governed by the
diffusion equation (4.38). All these modes can therefore effectively permeate the shear of
the two-dimensional mean flow y ≤ d. On the other hand, modal permeability in the outer
layer, δ > y > d, dependens on the parameter R. Modes that satisfy criterion (ii) may
correspond to large values R $ O (1). These modes can thus experience an attenuation
in the outer layer, so that their amplitude at the edge of the inner layer is reduced from
the free-stream value. This behavior is illustrated in Figure 4.17. The integral sheltering
effect for the whole boundary layer, y ≤ δ, may consequently be stronger for modes of
criterion (ii) than it is for modes of criterion (i).
4.6 Summary
This study presented a method for the computation of continuous Orr-Sommerfeld eigen-
functions in the context of unsteady base flows. Periodicity of the base state results in
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harmonic components in the eigensolutions, which were computed using a finite order
Floquet expansion in time. By considering the free-stream behavior of the continuous
modes, the dispersion relation is known analytically. Using the dispersion relation, and
a boundedness condition applied within the context of the Floquet expansion, the gen-
eralized eigenvalue problem of the disturbance waves is converted into a boundary value
problem.
In the context of combined Stokes-Blasius flow, modal sheltering was quantified over
a wide range of streamwise and spanwise wavenumbers. A substantial reduction of free-
stream disturbance energy entering the boundary layer in presence of unsteady shear was
demonstrated. The orientation of modes subject to weak sheltering increasingly deviates
from the streamwise direction for increased period and amplitude of oscillation of the base
flow. The physical mechanism was explained by comparing the convective and diffusive
time scales of the free-stream disturbance relative to an observer within the shear.
Asymptotic analyses of the Orr-Sommerfeld equation were performed for a two-dimensional,
piecewise-linear velocity profile. It was demonstrated that the effectiveness of sheltering
depends on the orientation of the disturbance wavenumber vector with respect to the mean
shear, as observed in a reference frame translating with the free stream: Perturbations
with phase fronts aligned parallel to the mean shear are not sheltered. It was moreover
shown that the outer shear permits the penetration of low α modes, and the entire spec-
trum of β. On the other hand, the inner flow reorients the shear vector, and therefore
introduces a new restriction on the set of penetrating modes. This further limits the set
of weakly sheltered modes to the sub-spectra (α,β) ≈ (0, 0) and (α,β) ≈ (τz, τx), where
τ(x,z) is the shear due to the streamwise and spanwise mean velocities, respectively. Hence,
the wavenumber sets of penetrating modes for outer and inner layer are not identical, and
their common elements constitute the set of modes that retain their amplitude throughout
the full boundary layer.
In the case of continuously varying shear direction, the filtering criteria continuously
changes inside the boundary layer, thus effectively limiting the disturbances which pene-
trate from the free stream towards the wall: The sub-spectrum that penetrates the outer
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layers is not necessarily effective at penetrating the inner regions of the shear. A final
verdict on the role of time-periodic shear in the context of subcritical breakdown to tur-
bulence must take into account the characteristics of sheltering. However, the boundary
layer response to penetrating disturbances (Andersson et al., 1999; Ricco, 2011) must
also be considered, as well as the threshold for secondary instability that precedes break-
down to turbulence (Vaughan and Zaki, 2011). The current study nevertheless clearly
demonstrates that the addition of spanwise time-harmonic motion appreciably reduces
the permeability of energy from the free stream into the boundary layer.
Chapter 5
Primary Disturbance Growth in
Time-Harmonic Shear Layers
5.1 Introduction
Direct simulations reported in Chapter 3 demonstrated that the application of spanwise
time-harmonic wall forcing to a boundary layer exposed to free-stream turbulence can
significantly suppress bypass breakdown. Statistical evaluations as well as analyses of sec-
ondary instabilities pointed to a weakening of boundary layer streaks as the main cause
for the stabilization of the laminar flow regime. On the other hand, an increase of ei-
ther amplitude W0 or period T of the forcing beyond their respective optima resulted in
a material acceleration of the transition process, with breakdown to turbulence occur-
ring in some of the cases significantly earlier than in an unforced reference simulation.
Since ReStokes =W0
√
T/piν, cases of rapid transition are characterized by relatively high
Reynolds numbers. A potential rationale for the early breakdown thus lies in the occur-
rence of a powerful exponential amplification mechanism, which beyond a certain threshold
for ReStokes swiftly undermines the stabilizing effect of the spanwise flow.
The top views of the DNS flow field shown in Figure 5.1 briefly recapitulate this
behavior. In the unforced reference simulation, the boundary layer develops clearly dis-
tinguishable streaks, represented by streamwise elongated regions of positive and negative
150
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Figure 5.1: Top views of transitional boundary layers from DNS at y/δ(x) = 0.45. Gray
contours give the streamwise stochastic fluctuation from −0.12 ≤ u′′ ≤ 0.12. (a) Reference
case, W0 = 0.00. (b) Wall forcing with amplitudeW0 = 0.25 and period T = 200. (c) Wall
forcing with amplitude W0 = 0.40 and period T = 200.
streamwise velocity fluctuations. An isolated turbulent spot is observed at x ≈ 250, and
the flow becomes fully turbulent at x ≈ 350. The optimally forced case with parameters
T = 200, W0 = 0.25 shows a profoundly different behavior that is characterized by the
absence of coherent structures in the streamwise fluctuation component. The flow is lam-
inar over the full length of the domain. This stabilization is reversed under the higher
forcing amplitudeW0 = 0.40, as demonstrated in the last frame, where turbulent spots are
observed as early as x ≈ 120. While a material perturbation level is observed upstream
of transition, the associated disturbances are of relatively high frequency and thus clearly
differ from elongated boundary layer streaks, which are associated with classical bypass
breakdown. One may thus conclude that the parameters of the spanwise wall-forcing not
only govern the downstream location of transition to turbulence, but also the underlying
mechanism.
The linear analyses presented in the following aim to investigate the mechanisms that
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cause the above described breakdown behavior. The chapter is structured as follows: So as
to explain the stabilization of the laminar flow regime under optimal forcing parameters,
Section 5.2 addresses the impact of the wall forcing on the nonmodal lift-up effect that
generates boundary layer streaks. Results from a series of optimal growth calculations are
reported and the cause for the quantitative reduction of the achievable nonmodal energy
gain is examined in detail. Section 5.3 considers the modal stability of a Blasius boundary
layer with superimposed spanwise Stokes layer. Starting with a presentation of additional
results from DNS, comprehensive analyses of the linear instability of the base flow are
reported. The relation between modal and nonmodal perturbation growth is analyzed in
Section 5.4. A summary is presented in Section 5.5.
5.2 Algebraic Amplification
Results from direct simulations presented in Chapter 3 provided comprehensive evidence
for a material weakening of boundary layer streaks in presence of spanwise wall forcing
with suitable parameters. In order to establish whether this behavior may be attributed
to a weakening of the linear mechanism that generates boundary layer streaks, the current
section examines the influence of spanwise wall forcing on nonmodal disturbance growth.
5.2.1 Streaks in DNS
Before considering the linear mechanism that leads to the formation of boundary layer
streaks, it is instructive to briefly re-consider flow fields obtained in direct numerical sim-
ulations. A concise overview of the effect of the forcing on the streak field is gained
from the conditional sampling of boundary layer streaks. During the runtime of the flow
simulations, a sequence of instantaneous three-dimensional flow fields UDNS (x, y, z, t) =
(u (x, y, z, t) , v (x, y, z, t) , w (x, y, z, t))TDNS is stored. Individual streaks are identified using
the procedure described in Nolan and Zaki (2013): In a first step, each of the flow fields
is separated into regions of laminar and turbulent flow. Within the laminar regime, the
streamwise elongated boundary layer streaks are isolated and its properties are extracted.
The outcome is a database that contains for each time step the three-dimensional coordi-
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Figure 5.2: Conditionally averaged streaks from an unforced reference simulation at down-
stream position x = 170. Gray contours and solid lines show {u′′}±, vectors indicate {v′′}±
and {w′′}±. High-speed streaks (left frame) and low-speed streaks (right frame).
nates xcenter of the center lines of highest amplitude for all boundary layer streaks. The
conditionally averaged fluctuation field at a given downstream position x and phase t/T
is then defined as
{u′′}± (x, y, z˜, t/T ) = 1
N±
N±∑
n=1
G (zn±)u
′′ (x, y, zn±, t/T ) , (5.1)
where indices “+” and “−” respectively denote high-speed and low-speed streaks. The
linear operator G (zn±) translates all streaks such that their spanwise center positions
coincide at z˜ = 0.
For a reference simulation in the absence of wall-forcing, Figure 5.2 shows conditionally
sampled high-speed and low-speed streaks. The downstream position is x = 170, and the
average is computed from a total of 7,672 (9,114) individual high-speed (low-speed) streaks.
The respective peak magnitudes of the conditional averages of both types of streaks are
max(|{u′′}+|) = 0.1064 and max(|{u′′}−|) = 0.0937. This finding is in agreement with
statistical evaluations presented in Figure 3.13 (see page 95), which indicated very similar
probability distributions for the magnitudes of low-speed and high-speed streaks.
The conditional averaging was also applied to flow fields computed in the presence of
the wall forcing with optimal forcing parameters. Figure 5.3 depicts the averages of positive
and negative boundary layer streaks for four phases, which are equidistantly distributed
over a half-period of the wall-forcing cycle. At the first evaluated phase, the appearance of
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the sampled streaks is similar to that observed for the unforced reference case in Figure 5.2.
A closer inspection nonetheless shows that the respective peak magnitude of high-speed
(max(|{u′′}+|) = 0.0456) and low-speed streaks (max(|{u′′}−|) = 0.0424) are substantially
smaller than in the former case. A detailed comparison also reveals that the respective
wall-distance at which the peak magnitude occurs is for both types of streaks higher than
it is in the absence of the spanwise base-flow component.
In the second row of the Figure (t/T = 0.13), a substantial deformation of the portion
of the streaks closest to the wall due to the convective effect of the spanwise base-flow
component is observed, while both types of streaks reach their highest amplitudes. Im-
mediately afterwards, the streaks weaken materially, as is inferred from the third row of
Figure 5.3. The final two frames show a further reduction of the streak amplitudes.
5.2.2 Optimal Growth
The methodology for computing the optimally amplified initial condition for the present
time-dependent base flow is based on the iteration of the adjoint governing equations and
is outlined in the following.
The coupled time evolution of small perturbations in the wall-normal velocity v′ and
vorticity η′ can be expressed in terms of a linear initial value problem. A normal-mode
ansatz is introduced for the streamwise and spanwise dimensions,
v′ =v (y, t) exp (i (αx+ βz))
η′ =η (y, t) exp (i (αx+ βz)) .
Furthermore, let q = (v, η)T, then the governing equations for small perturbations can be
written
(
L−M ∂
∂t
)
︸ ︷︷ ︸
B
q = 70, (5.2)
with the definitions of L and M provided in Appendix G.
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Figure 5.3: Conditionally averaged streaks from simulations with T = 200, W0 = 0.25
at downstream position x = 170 and phases t/T = {0, 0.13, 0.25, 0.38}. The background
color and solid lines show {u′′}±. Vectors represent {v′′}± and {w′′}±. High-speed streaks
(left row) and low-speed streaks (right row).
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The method of Lagrange multipliers is employed so as to derive an algorithm for
computing the optimal initial condition q0, which yields the highest energy amplification
over the time domain Ωt = [(t/T )0 , (t/T )1]. Let
(qA, qB) :=
∫
Ωy
qHAqB dy (5.3)
〈qA, qB〉 :=
∫
Ωt
∫
Ωy
qHAqB dy dt. (5.4)
For an arbitrary state vector qA, the kinetic energy within the domain Ωy is further given
by the norm
(qA, qA)E :=
∫
Ωy
qHAQqA dy, (5.5)
where
Q =
 k2 −D2 0
0 1
 . (5.6)
The aforementioned objective of finding an optimally amplified initial condition q0 is
then equivalent to maximizing the functional
J (q) =
(q1, q1)E
(q0, q0)E
(5.7)
under the constraint of q being a solution of the governing equations (5.2) on Ω = Ωy×Ωt.
The full Lagrange functional thus reads
F
(
q, q†
)
= J (q)− 〈q†,Bq〉 (5.8)
where q† is the adjoint state vector. In order to maximize (5.8), the stationary points of
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F (q, q†) are investigated,
δF
(
q, q†
)
= 〈∇q†F , δq†〉︸ ︷︷ ︸
(I)
+ 〈∇qF , δq〉︸ ︷︷ ︸
(II)
= 0 (5.9)
Term (I) identically recovers the imposed constraint Bq = 70. Integration by parts of
term (II) yields
〈∇qF , δq〉 =〈∇qJ (q) , δq〉 − 〈∇q〈q†,Bq〉, δq〉
=− 〈
(
L† +M†
∂
∂t
)
︸ ︷︷ ︸
B†
q†, δq〉+
(
M†q
†
1 +
2
(q0, q0)E
Qq1, δq1
)
−
(
M†q
†
0 +
2 (q1, q1)E
(q0, q0)
2
E
Qq0, δq0
)
= 0.
The first term of the second line describes the time evolution for the adjoint problem,
B†q† = 70, (5.10)
with the definitions of L† andM† given in Appendix G. The remaining terms have to cancel
and thus provide matching conditions for the forward q and adjoint q† state vectors at
initial phase (t/T )0 and final phase (t/T )1. Under normalization to unity initial energy,
(q0, q0)E = 1, one arrives at
FORWARD→ ADJOINT : v†1 = −v1 η†1 = η1 (5.11)
ADJOINT→ FORWARD : v0 = − v
†
0
(q1, q1)E
η0 =
η†0
(q1, q1)E
. (5.12)
The scheme for computing the optimal initial condition is depicted in Figure 5.4. It
consists of the steps
1. Initialization of q0 with a random initial guess, normalized to (q0, q0)E = 1,
2. Time integration of the forward problem Bq = 70 from (t/T )0 to (t/T )1
Chapter 5. Primary Disturbance Growth in Time-Harmonic Shear Layers 158
until converged
Time integration
Time integration
Figure 5.4: Scheme for computing the optimal initial condition.
3. Computation of the energy amplification (q1, q1)E
4. Initialization of the adjoint state vector q†1 as given in (5.11)
5. Time integration of the adjoint problem B†q† = 70 from (t/T )1 to (t/T )0
6. Initialization of the forward state vector qk+10 as given in (5.12).
The algorithm formally describes a power iteration on the combined operator A†A toward
its primary eigenvalue λmax with corresponding eigenfunction qmax. This eigenfunction is
identical with the singular vector associated with the primary singular value γmax of the
forward operator A,
(Aqmax,Aqmax)E =γ
2
max.
It can further be shown that γmax = λ
1/2
max. The primary eigenvalue of A†A thus directly
translates into a measure for the optimal energy amplification, G = maxq0 J (q) = λmax.
The efficiency of the computation of λmax is improved by replacing the power iteration
with an Arnoldi scheme. In this case, the solutions q†0 obtained at the end of each cycle
are orthogonalized and used to construct a Krylov subspace, see e.g. Golub and Van Loan
(1996). A spectral discretization using Chebyshev polynomials is employed in the wall-
normal dimension. The mapping between the computational and physical domain is chosen
such that half of the 320 Gauss-Lobatto points of the spectral grid are located within the
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boundary layer. The domain height is ten local boundary layer thicknesses, y ∈ [0, 10δ].
Homogeneous boundary conditions are used at the wall as well as at the top end of the
numerical domain for both the forward and the adjoint problem.
An implicit second order backward discretization is used for the time integration of
both the forward and the adjoint problems,
∂q
∂t
=
3
2∆t
qk+1 −
2
∆t
qk +
1
2∆t
qk−1 +O
(
∆t2
)
. (5.13)
The state vector q at time step k + 1 is thus obtained from solving the linear system
(3 M− 2∆t Lk+1)qk+1 = M
(
4qk − qk−1
)
. (5.14)
In the present case of a time-dependent base flow U (t), the initial and final phase of the
optimization independently influence the computed energy gain, G = G ((t/T )0 , (t/T )1).
As a consequence, (t/T )0 and (t/T )1 have to be varied independently in order to compute
the global maximum for the algebraic amplification,
GMAX := max
(t/T )
0
max
(t/T )
1
G
(
(t/T )0 , (t/T )1
)
. (5.15)
While GMAX is observed only at a particular (t/T )1, the optimal amplification for the
reference case of a pure Blasius boundary layer only depends on the difference between
initial and final time. So as to allow a quantitative comparison between the optimal
amplification of the forced and reference cases, an averaged measure GAVG is devised. For
each of a set of ending phases, (t/T )1,n, the optimization is performed for all possible
initial phases,
〈G〉n := max
(t/T )
0
G
(
(t/T )0 , (t/T )1,n
)
. (5.16)
This procedure yields the most amplified, or most likely observed disturbance at any (final)
phase of the flow and identifies its starting point earlier in time, see Figure 5.5. With this
in mind, one can also evaluate the average energy amplification ratio over these possible
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Figure 5.5: Schematic of the computation of GAVG.
final phases,
GAVG :=
1
N
N∑
n=1
〈G〉n. (5.17)
In the absence of a time-harmonic base state, GAVG ≡ GMAX.
5.2.3 Results
This section presents a set of key results on the achievable algebraic energy growth in the
presence of the spanwise wall forcing. The focus is on streamwise elongated perturbations
with α = 0. The influence of a number of parameters such as the spanwise perturbation
wavenumber, Reynolds number and forcing amplitude is investigated.
A direct comparison between the algebraic energy growth without and with application
of the spanwise wall forcing is presented in Figure 5.6. Frame a provides GAVG for a pure
Blasius boundary layer. In agreement with data available in the literature, the highest
amplification occurs for spanwise perturbations wavenumbers β ≈ 1.85. The forced case
with optimal parameters W0 = 0.25 and T = 200 is presented in Figure 5.6b, indicating
that GAVG is substantially smaller than for the pure Blasius boundary layer. One may thus
conclude that the presence of the spanwise oscillatory flow indeed weakens the nonmodal
lift-up mechanism that leads to the generation of boundary layer streaks.
A quantitative evaluation of the influence of the downstream Reynolds number on
nonmodal growth is presented in Figure 5.7. At each downstream position, the particular
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Figure 5.6: Averaged energy amplification ratio, 0 ≤ GAVG ≤ 1500. (a) Reference case.
(b) Optimal forcing.
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Figure 5.7: Energy amplification for Blasius (solid), and optimal forcing (dashed) for the
highest amplified spanwise wavenumber β as a function of Reynolds number. (a) Averaged
energy amplification ratio GAVG. (b) Maximum energy amplification ratio GMAX.
spanwise wavenumber that yields the highest growth is considered. For Blasius flow, the
amplification ratio shows the known quadratic dependence on Re (Butler and Farrell,
1992). In presence of the forcing, the energy gain is lower, and initially remains nearly
constant. For Re > 2000, rapid growth of G is observed, although on a significantly lower
level than in the reference case.
The phase dependence of the nonmodal growth process is visualized in Figure 5.8.
Frame (a) shows the energy amplification ratio G for the particular endings phase (t/T )1 =
0.125, which yields the globally highest nonmodal growth. A strong influence of the initial
phase of the optimization procedure is observed: Perturbations which start to grow at
approximately (t/T )1 = −0.4± kT/2, k ∈ N are substantially higher amplified than those
starting to grow during the remainder of the forcing period. This bias towards certain
initial phases becomes even more evident in Figure 5.8b. For a range of equidistantly
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Figure 5.8: Phase-dependence of nonmodal energy growth for β = 1.60. (a) Energy norm
E for a range of initial phases (t/T )0 and ending phase (t/T )1 = 0.125. (b) Energy norm
E for the particular initial phases (t/T )0 that yield the highest energy amplification ratio
G for a set of equidistantly spaced ending phases (t/T )1.
spaced ending phases (t/T )1 ∈ [0, 1], the energy norm E corresponding to the particular
initial phase that yields the highest G is shown. In agreement with the above observation,
all curves indeed start at (t/T )0 = −0.4± kT/2, k ∈ N.
The initial and final conditions yielding the highest G are presented in Figure 5.9.
The top right frame shows the unforced reference case at initial time. Accordingly, the
streamwise velocity component is practically zero everywhere, while the wall-normal and
spanwise components form a characteristic, spanwise periodic configuration of counter-
rotating streamwise vortices. The wall-normal transport of mean momentum induced by
these vortices leads to the strong perturbations of the streamwise velocity component ob-
served at final time. When considering the forced case, it is seen that the initial condition
yielding GMAX as well consists of streamwise vortices which are nonetheless tilted in the
spanwise direction. As had been pointed out by Blesbois et al. (2013), this characteristic
configuration yields an additional nonmodal energy gain as the spanwise base flow com-
ponent W (y, t) re-aligns the perturbation field. While the configuration of v and w at
final time is consequently very similar to that of the reference case, the resulting streaks
are nonetheless substantially weaker.
Finally, the influence of the period and amplitude of the wall-forcing on streak growth
is shown in Figure 5.10. It is inferred that for T ≈ 200, perturbation growth is weakened
most effectively. This value coincides with the optimal forcing period established in DNS
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Figure 5.9: Perturbation fields yielding the maximum amplification ratio GMAX. Contours
and lines give the streamwise velocity component, vectors represent the wall-normal and
spanwise velocity components. First row: Initial condition q0 with E (t0) ≡ 1. Second
row: Solution q at final time with E (t) /E (t0) ≡ GMAX. Left column: Pure Blasius.
Right column: Optimal forcing.
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Figure 5.10: Phase-averaged energy amplification ratio GAVG at Re = 1800. (a) Variation
of the forcing period, T , at W0 = 0.25. (b) Variation of the forcing amplitude, W0, at
T = 200.
parameter studies, see Chapter 3. The influence of the forcing amplitude on the other
hand is monotonous, such that higher W0 increasingly weaken the streak mechanism.
This result further corroborates the earlier observation of early breakdown under high
forcing amplitudes being unrelated to the nonmodal growth of boundary layer streaks.
5.2.4 Mechanism of Streak Weakening
Results of optimal growth computations presented above quantitatively demonstrated the
weakening of streamwise elongated boundary layer streaks in the presence of the wall
forcing. The present section is dedicated to an investigation of the mechanism that causes
this behavior.
So as to gain insight into the underlying flow physics, the optimal initial condition q0 of
a pure Blasius boundary visualized in Figure 5.9 of the previous section is advanced in time
with the linearized governing equations (5.2). The computed energy norm E = (q, q)E as
a function of time is provided in Figure 5.11a. The solid line corresponds to pure Blasius,
and the dashed line was computed for the same initial condition under inclusion of the
spanwise forcing, indicating a material reduced amplification of perturbation energy. A
qualitatively similar behavior is observed when the optimal initial condition of the forced
case – visualized in the top right frame in Figure 5.9 – is used, cf. Figure 5.11b. Although
the energy gain in the absence of the forcing is smaller than for the optimal initial condition
of the unforced case, the amplification is still substantially higher than in the presence
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Figure 5.11: Solution of the initial value problem for a base flow described by pure Blasius
(solid), and Blasius with wall forcing at W0 = 0.25, T = 200 (dashed). (a) Optimal initial
condition from pure Blasius. (b) Optimal initial condition from Blasius with wall forcing.
of the forcing. While the underlying flow physics are indeed qualitatively the same for
both initial conditions, the following detailed analysis is presented for the optimal initial
condition of the unforced case corresponding to frame a.
At the respective peaks of the energy curves shown in Figure 5.11, the contribution of
the streamwise component Eu makes up over 99 percent of the total kinetic energy. The
origin of the streaks, which dominate Eu, nevertheless lies in the wall-normal displacement
of the mean momentum of the boundary layer, and thus in the wall-normal perturbation
component v. The time evolution of the contribution Ev of the wall-normal velocity
component to the full energy norm is presented in Figure 5.12a. For pure Blasius flow,
Ev shows an exponentially decaying trend. The addition of the spanwise wall-forcing on
the other hand causes a swift decrease of Ev which is particularly evident in the interval
t ∈ [0, 20]. The energy in the transverse velocity component on the other hand is in the
presence of the forcing larger than it is in the Blasius case during this interval, as inferred
from Figure 5.12b.
So as to gain insight into the cause of the rapid decay of v, the balance of all the terms
contributing to Ev is considered. By multiplying the linearized governing equation for the
wall-normal perturbation component with v, one arrives at an evolution equation for the
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Figure 5.12: Solution of the initial value problem for the optimal perturbation of a Blasius
boundary layer for a base flow described by pure Blasius (solid), and Blasius with wall
forcing at W0 = 0.25, T = 200 (dashed). (a) Contribution Ev of the wall-normal per-
turbation component to the total kinetic energy. (b) Contribution Ew of the transverse
perturbation component to the total kinetic energy.
contribution of v to the kinetic perturbation energy,
∂Ev
∂t
≡
∫
Ωy
v
∂v
∂t
dy =
VC︷ ︸︸ ︷
−
∫
Ωy
Ujv
∂v
∂xj
dy
VP︷ ︸︸ ︷
−
∫
Ωy
ujv
∂V
∂xj
dy
−
∫
Ωy
v
∂p
∂y
dy︸ ︷︷ ︸
VR
+
∫
Ωy
1
Re
v
∂2v
∂xj∂xj
dy︸ ︷︷ ︸
VD
. (5.18)
Following established terminology, the individual terms represent convection (VC), pro-
duction (VP), pressure redistribution (VR), viscous dissipation (VD). Consideration of the
limit α = 0 implies that all streamwise derivatives ∂∂x vanish. The definition of the base
flow, U ≡ (U (y) , 0,W (y, t))T and strict spanwise periodicity of the perturbation field
further causes the convection and production terms to vanish,
VC = 0 VP = 0.
The nonzero contributions of the pressure-redistribution and dissipation terms to the bal-
ance are
VR = −
∫
Ωy
v
∂p
∂y
dy VD =
1
Re
∫
Ωy
v
∂2v
∂y2
+ v
∂2v
∂z2
dy.
Chapter 5. Primary Disturbance Growth in Time-Harmonic Shear Layers 167
In an analogous manner to (5.18), relations for the contributions of the streamwise and
spanwise velocity components to the total kinetic energy E of the perturbation field can
be derived. The right-hand sides of the equations for ∂Eu∂t and
∂Ew
∂t comprise the terms
UC = 0 WC = 0
UP =−
∫
Ωy
uv
∂U
∂y
dy WP =−
∫
Ωy
wv
∂W
∂y
dy
UR = 0 WR =−
∫
Ωy
w
∂p
∂z
dy
UD =
1
Re
∫
Ωy
u
∂2u
∂y2
+ u
∂2u
∂z2
dy WD =
1
Re
∫
Ωy
w
∂2w
∂y2
+ w
∂2w
∂z2
dy.
It is seen that in the presence of the spanwise Stokes layer, the spanwise equation gains a
production term analogous to the streamwise momentum equation. With respect to the
terminology of “pressure redistribution”, it should be noted that uj
∂p
∂xj
= ∂ujp∂xj −p
∂uj
∂xj
. Only
the second term of the right-hand side of this identity is strictly zero and thus describes
actual redistribution of energy between the velocity components. The first term on the
other hand may cause a change of the total kinetic energy E. Quantitative evaluations
nonetheless demonstrated that the contribution of this so-called pressure diffusion term is
several orders of magnitude smaller than that of the redistribution term, so that a separate
consideration of the two terms is avoided in the following. Finally, since the contribution
of the convective term is zero for all three velocity components, it is not included in the
following evaluations.
The balance for all three velocity components is presented in Figure 5.13. Starting
with the streamwise component, it is seen that for Blasius flow, Eu is driven by a con-
tinuous growth of the production term which levels off at t ≈ 60. The magnitude of the
viscous decay term as well grows until it matches the production term at t = 155, and the
perturbation begins to decay. In the presence of the forcing, the observed weakening of
the perturbation energy growth is primarily caused by a rapid stop of the growth of the
production term around t = 10, followed by a relatively slow but monotonous decay of the
former. Although viscous damping amplifies this trend, its contribution to the suppression
of perturbation growth is minor.
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Figure 5.13: Energetic balance for the kinetic energy of the streamwise, wall-normal and
spanwise velocity components. Production (purple), dissipation (green), pressure redistri-
bution (blue), and the sum of the three terms (red dashed). Left column: Pure Blasius.
Right column: Forcing with T = 200, W0 = 0.25.
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The explanation for the weakening of the streaks instead lies in the swift decline of the
wall-normal perturbation component v, the balance of which is provided in the second row
of Figure 5.13. It is seen that in the absence of spanwise wall forcing, the weakening of v due
to viscosity is increased by the effect of the pressure redistribution term. Comparison with
the left frame in the last row shows that the kinetic energy extracted from v adds to that
of the spanwise perturbation component w. In this context, it should be re-emphasized
that while terms VR andWR can be split into contributions of pure redistribution between
the velocity components as well as pressure diffusion, the contribution of the latter is at
least three orders of magnitude smaller than that of the former. As a consequence, the
energy gain of w through WR matches the loss in v through VR.
Consideration of the two frames of the second row shows that the magnitude of VR
increases materially in the presence of the forcing. The kinetic energy is consequently
shifted from Ev to Ew, where it is absorbed by a combination of a negative production
termWP and a mildly increased dissipation WD. The precise balance of Ew is nonetheless
immaterial to the streak mechanism. Since the streamwise production term UP only con-
tains v but not w, the important consequence of the energy redistribution is the weakening
of v. It should be added that, similar to the streamwise component, the viscous term VP
remains largely unaffected by the spanwise base flow component.
Insight into the cause for the material increase of the pressure redistribution terms can
be obtained from consideration of the Poisson equation which governs the perturbation
pressure p,
∆p = −2
(
DU ∂v
∂x︸ ︷︷ ︸
P1
+DW ∂v
∂z︸ ︷︷ ︸
P2
)
. (5.19)
While P1 vanishes in the investigated limit α = 0, the finite spanwise wavenumber β ∼ ∂v∂z
yields a nonzero term P2. The presence of the spanwise base flow component W thus
forces via P2 a pressure perturbation field.
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5.3 Modal Stability
This section provides an explanation for early breakdown at high amplitudes of spanwise
wall oscillation. Starting from DNS results which indicate a strongly phase-dependent
breakdown behavior associated with the amplification of high-frequency perturbations
inside the boundary layer, the modal stability of the flow is examined.
5.3.1 Early Breakdown in DNS
Direct simulations indicated the very early breakdown to turbulence under high forcing
amplitude, see Figure 5.1. In order to determine the origin of these breakdown events,
Figure 5.14 provides a time series of the precursors to the onset of a turbulent spot for
T = 200, W0 = 0.40.
The topmost frame shows the full width of the computational domain upstream of
transition to turbulence, indicating the presence of a perturbation field of relatively high
amplitude inside the boundary layer. The streamwise extent of the perturbations is similar
to the local boundary layer thickness and is thus at least an order of magnitude smaller
than that of typical boundary layer streaks. The enlarged views shown in the remaining
frames indicate that the perturbation takes the form of a localized wavepacket. The
subsequent formation of a turbulent spot is characterized by a weakening of the intensity
of the wavepacket and the emergence of small-scale turbulent structures.
The present scenario of breakdown differs qualitatively from the classical bypass mech-
anism. In order to elucidate the role of the observed short-scale structures, the fluctuation
field of the boundary layer is examined by means of spectral analysis. A time series com-
prising 4,000 snapshots of the flow field for the case T = 200, W0 = 0.40 is investigated.
The highest represented streamwise and spanwise wavenumbers are kx, Nyquist = 5.5 and
kz, Nyquist = 10.5, respectively. A Hann window is used for the streamwise dimension,
where v′′ is nonperiodic. The time difference between two consecutive samples is two time
units, and the complete time series consequently encompasses N = 20 forcing periods. The
vertical velocity fluctuations in planes of constant wall distance are considered in the lam-
inar region of the boundary layer, so that 75 < x < 130 and 0.84×105 ≤ Rex˜ ≤ 1.30×105.
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Figure 5.14: Time series of a spot precursor for forcing parameters T = 200, W = 0.40 at
y/δ (x) = 0.40. Contours give the streamwise velocity fluctuation, from−0.20 ≤ u′′ ≤ 0.20.
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Figure 5.15: Contours of the magnitude of the Fourier coefficients vˆϕ of the wall-
normal fluctuation component as a function of the streamwise and spanwise wavenum-
ber fluctuation wavenumber, parametrized by the phase of the base state. (a) t/T = 0.
(b) t/T = 0.12. (c) t/T = 0.25. (d) t/T = 0.38.
The phase information of the base flow is preserved by evaluating the spectral decompo-
sition as a functionn of the phase of the base state ϕ = 2pit/T ,
vˆϕ (α,β) =
1
N
N∑
n=1
∫ ∞
−∞
∫ ∞
−∞
v′′ (t/T ) exp (−2pii (αx+ βz)) dx dz. (5.20)
The Fourier coefficients vˆϕ are presented in Figure 5.15 for t/T = {0, 0.125, 0.25, 0.375}.
The results demonstrate that the phase of the base flow has an appreciable effect on
the perturbation magnitude as well as on the location of the peak in the wavenumber
plane. The most highly energetic perturbations are observed at t/T = 0.125 and (α,β) ≈
(0.7, 1.0).
In order to substantiate the influence of the phase of the base flow on the perturbation
field, phase-averaged space-time diagrams are provided in Figure 5.16. Contours give the
spanwise standard deviation of the fluctuation field in planes located at 60 percent of the
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Figure 5.16: Phase-averaged space-time diagram of the spanwise standard deviation of the
streamwise velocity fluctuation. Forcing parameters T = 200, W0 = 0.40. (a) Streamwise
velocity fluctuations u′′. (b) Wall-normal velocity fluctuations v′′.
local boundary layer thickness,
σzu =
1
N
∑
N
√
u′′ (z; y = 0.6δ)2 (5.21)
where N = 20 is the number of sampled periods of the base flow.
An evaluation for the streamwise velocity component is shown in Figure 5.16a. A
structure of alternating bands of high and low σzu are observed with half the period of
the wall oscillation. In other words, each forcing period contains two intervals during
which the fluctuations grow, separated by intervals in which the fluctuations decay again.
The bands are aligned at an angle to the abscissa, which corresponds to a characteristic
“speed” cc ≈ 0.60 with which the perturbation field travels downstream. As the flow
becomes increasingly turbulent along the downstream direction, the bands smear out and
finally form a continuous region of high σzu.
The standard deviation of the wall-normal velocity fluctuation v′′ shows a very sim-
ilar behavior, see Figure 5.16b. While the magnitude of σzv is initially lower than for
the streamwise component, the observed angle of the bands is approximately identical.
It is also clear that the phase of the streamwise and wall-normal fluctuations matches,
indicating a simultaneous amplification and decay of the two components.
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Figure 5.17: Phase-averaged skin friction coefficient, evaluated at t/T = 0.00 (green),
t/T = 0.12 (red), t/T = 0.25 (blue), t/T = 0.38 (purple). The black line represents an
unforced reference case.
The phase-dependence of the transition process is also reflected in the phase-averaged
skin friction coefficient,
Cf,ϕ =
ν ∂〈u〉ϕ∂y
∣∣∣
y=0
1
2U
2
∞
,
which is plotted in Figure 5.17 as a function of the downstream coordinate. For each
phase, the Cf curve exhibits an oscillation in the transition region, which is in contrast
to the monotonic increase in the reference configuration These local extrema indicate
that breakdown, and potentially the flow instability is phase dependent. By relating the
downstream positions of the peaks observed at different phases, the characteristic speed
of cc = 0.60, which was observed in Figure 5.16, is recovered.
In summary, the DNS evaluations presented in this section connect the early break-
down observed under certain forcing parameters with an amplification mechanism that
qualitatively differs from the generation of low-frequency boundary layer streaks associ-
ated with bypass breakdown. The length-scale of the observed primary perturbations is
on the order of the boundary layer thickness, and their growth depends on the phase of
the base flow. In the following, linear stability theory is applied in order to examine the
nature of the instability.
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5.3.2 Instantaneous Stability
In order to investigate whether a modal mechanism explains the early breakdown observed
in DNS for high ReStokes, the stability of a base flow consisting of a streamwise Blasius pro-
file with superimposed transverse Stokes layer is investigated. An instantaneous approach
is pursued, and the instability analysis is applied to frozen phases of the time-harmonic
flow. As a result, the base state of the analysis depends on the wall-normal coordinate only,
U = (U (y) , 0,W (y))T. The perturbation is represented by its wall-normal velocity v′ and
its wall-normal vorticity η′ = ∂u
′
∂z − ∂w
′
∂x , and the associated state vector is q
′ := (v′, η′)T.
The evolution of q′ is governed by
(
∂
∂t
+ U
∂
∂x
+W
∂
∂z
)
∇2v′ − ∂
2U
∂y2
∂v′
∂x
− ∂
2W
∂y2
∂v′
∂z
= − ∂
∂y
∇2p′ + 1
Re
∇4v′, (5.22)[
∂
∂t
+ U
∂
∂x
+W
∂
∂z
− 1
Re
∇2
]
η′ =
∂v′
∂x
∂W
∂y
− ∂v
′
∂z
∂U
∂y
. (5.23)
The perturbation field is assumed to be periodic in the streamwise and spanwise dimensions
with wavenumbers α and β, respectively. Unless stated otherwise, the relevant length
scale is the local 99 percent thickness of the boundary layer δ. Velocities are normalized
by the free-stream value, U∞. A normal-mode assumption is introduced in time, q′ (t) =
q exp (iσt). The full ansatz for the instability is therefore,
v′ (x, y, z, t) =v (y) exp (i (αx+ βz − σt)) (5.24)
η′ (x, y, z, t) =η (y) exp (i (αx+ βz − σt)) , (5.25)
and equations (5.22) and (5.23) become
[
(−iσ + iαU + iβW ) (D2 − k2)− iαD2U − iβD2W − 1
Re
(D2 − k2)2] v =0, (5.26)[
−iσ + iαU + iβW − 1
Re
(D2 − k2)] η =i (αDW − βDU) v
(5.27)
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with D = ∂/∂y and k2 = α2 + β2. Even though the base flow is frozen at constant phase,
the stability analysis is temporal in a sense that the unknown quantity is the complex
frequency σ, while the modal wavenumbers α and β are known, real-valued parameters.
The numerical solution of equations (5.26) and (5.27) uses a Chebyshev expansion in the
wall-normal dimension. The generalized eigenvalue problem of the form Aq = σBq is
solved through a generalized Schur decomposition, such that A = QSZH and B = QTZH
where S and T are upper triangular. The eigenvalues are then obtained from the ratio of
the diagonal elements of the latter operators, with σj = Sj,j/Tj,j (Golub and Van Loan,
1996).
For the parameter combination T = 200, W0 = 0.40, which induces very early break-
down to turbulence, rapid perturbation growth is observed in the direct simulations around
x = 100, which corresponds to Re ≈ 1600. The following linear analyses are hence reported
for this particular set of forcing parameters and Reynolds number.
The growth rate of the most unstable mode is provided in Figure 5.18a as a function
of the phase of the base flow for pure Blasius, pure Stokes and combined Stokes-Blasius
boundary layers. In all three cases, a complete sweep of the (α,β) plane was conducted.
The reported growth rates correspond to the respectively most unstable wavenumber
combination for each base flow. For pure Blasius flow, the corresponding values are
(α,β) = (0.9, 0). This base flow is known to become unstable at Re ≈ 1500, and the
present Reynolds number of 1600 consequently yields a small positive growth rate for the
Tollmien-Schlichting wave. When considering the case of a pure Stokes layer (computed at
(α,β) = (0.0, 3.0)), the Reynolds number based on the Stokes layer is ReStokes = 90.23 and
thus substantially below the critical value ReStokes = 708 for which the flow becomes glob-
ally unstable. In agreement with this observation, perturbation growth remains negative
for the largest part of the forcing period, interrupted by two very short intervals in which a
marginally positive growth rate is observed. Finally, a superposition of the Blasius profile
and the transverse Stokes layer is examined for the wavenumber pair (α,β) = (1.2, 1.5)
(black line). A substantial variation of the growth rate is observed. The maximum growth
rate, which occurs at phases t/T ≈ 0, exceeds that of the TS wave by two orders of magni-
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Figure 5.18: Instantaneous temporal growth rate σi of the most unstable discrete eigen-
function as a function of the base flow phase. (a) Pure Blasius flow (dashed), pure
Stokes layer with W0 = 0.40 (dash-dotted) and combined Blasius-Stokes boundary layer
(solid). (b) Combined Blasius-Stokes boundary layer with forcing parameters T = 200
and W0 = 0.15 (dash-dotted), W0 = 0.25 (dashed), W0 = 0.40 (solid).
tude. A significant stabilization, which occurs half a period later, nonetheless compensates
for this growth so that the time-averaged growth rate over a full period is approximately
zero. Consideration of the wavenumber pair (1.2,−1.5) shifts the phase-dependence of σi
by half a period (gray line).
The influence of the forcing amplitude on modal stability is visualized in Figure 5.18b.
It is seen that both the maximum growth rate and the extent of the unstable interval
increase with W0.
The spanwise velocity profile due to the oscillatory wall movement is inflectional in the
wall-normal dimension, and earlier studies of the stability of pure Stokes layers were able
to establish the inviscid nature of the associated instability. For the presently investigated
range of parameters, the Stokes layer alone is only weakly unstable at certain phases,
and it is the superposition with the Blasius profile that yields the high growth rates
(Figure 5.18a). In order to examine whether the relevant amplification mechanism is still
inviscid, the instability analysis is repeated in the limit Re → ∞. The maximum of the
growth rates of the modes with (α,β) = (1.2, 1.5) and (α,β) = (1.2,−1.5) are presented in
Figure 5.19a. Accordingly, the behavior in the inviscid limit qualitatively follows that of
the analysis performed at Re = 1600, with the absence of the dampening effect of viscosity
generally increasing the growth rate.
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Figure 5.20: Contours of the maximum growth rate, −0.04 ≤ σi, max ≤ 0.04. The white
line is the neutral curve. (a) Re = 1000. (b) Re = 1600.
Figure 5.20 provides the modal growth rate maximized over all phases,
σi, max (α,β) := max
t/T
σi (α,β, t/T ) (5.28)
as a function of the streamwise and spanwise modal wavenumbers for Re = 1000 and
Re = 1600. A modest shift in the peak growth rate towards larger α is observed for the
higher Reynolds number. Quantitatively, the peak growth rate at Re = 1600 exceeds that
at Re = 1000 by a factor of two.
Figure 5.21 presents the phase for which the highest growth rate is observed as a
function of the modal wavenumbers. The contour map covers the range t/T ∈ [0.7, 1.1].
The results show that the most unstable phase is nearly independent from α and β, with
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Figure 5.21: Contours of the most unstable phase 0.5 ≤ (t/T )max ≤ 1.5.
(t/T )max ∈ [0.82, 1.05] for all investigated wavenumber pairs.
The averaged growth rate
σi, avg (α,β) :=
∫ 1
0
σi (α,β, t/T ) d (t/T ) (5.29)
indicates the net amplification of perturbations over a full period of the base state and can
thus be interpreted as a global measure for disturbance growth. Figure 5.22 shows σi, avg
as a function of the streamwise and spanwise wavenumbers. At the investigated Reynolds
number, the global maximum of σi, avg is zero. Two distinct regions exist, for which the
average growth rate is least negative. The local maximum around (α,β) = (0.0, 0.8) can
be attributed to the classical Tollmien-Schlichting wave that is also found in pure Blasius
boundary layers. The second region of instability at (α,β) ≈ (0.8, 1.4) relates to the
phase-dependent instability of the combined Blasius-Stokes boundary layer.
The growth rate as a function of the phase of the base flow and the downstream location
is provided in Figure 5.23a for the wavenumber pair (α0,β0) = (0.6, 0.7), where the index
“0” indicates scaling in terms of the inlet boundary layer thickness. The growth rate is
seen to increase throughout the forcing period with x, while the most unstable phase is
shifted by approximately a quarter of a period from a value of (t/T )max ≈ 0.90 at x ≈ 50
to (t/T )max ≈ 0.15 at x ≈ 200.
Results presented so far demonstrate a profound influence of the base-flow phase on
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Figure 5.22: Contours of the averaged growth rate −0.12 ≤ σi, avg ≤ 0.00 at Re = 1600.
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Figure 5.23: (a) Contours of the instantaneous temporal growth rate of the most unstable
discrete mode −0.12 ≤ σi ≤ 0.05. (b) Contours of the integrated growth rate of the most
unstable discrete mode 0.0 ≤ Σi ≤ 2.5.
both the disturbance field in direct numerical simulations and the growth rates of pertur-
bations in linear stability analyses. An attempt is made to relate the two quantities by
integrating the modal growth rate in time. While the instability analysis only provides a
purely temporal growth rate for a given Reynolds number and thereby downstream posi-
tion, an instability mode in the DNS is convected downstream as it amplifies. In order to
incorporate this simultaneous change of both time and space, the integration is performed
along rays of constant characteristic speed cc = 0.60, taken from the angle in the averaged
space-time diagram (Figure 5.16). The integrated growth rate is consequently defined as
Σi (t, x) :=
∫ t
t−x/cc
σi (x− cct, t) dt. (5.30)
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Figure 5.24: Integrated growth rate Σi for modes (α0,β0) = (0.6, 0.7) (solid black) and
(0.6,−0.7) (solid gray) and the velocity fluctuations u′ (dashed) and v′ (dash-dotted)
observed in DNS. (a) Re = 1400. (b) Re = 1850.
Evaluation of Σi for all possible phases as well as for a range of downstream positions
yields the two-dimensional data field presented in Figure 5.23b. Localized regions in which
Σi is larger and smaller than one are identified, corresponding to locations for which the
integral effect of exponential amplification is growth and decay, respectively.
A comparison of the integrated growth rate with the perturbation level observed in
direct simulations is provided in Figure 5.24. The dashed and dash-dotted lines correspond
to the normalized level of the streamwise and wall-normal velocity fluctuations extracted
from a time series encompassing 4,000 flow fields, and y/δ(x) ≈ 0.35. Different wall-
distances yielded similar results for the phase-dependence of the perturbation, indicating
that perturbation growth occurs simultaneously over the height of the boundary layer.
The integrated growth rate Σi is reported at two downstream distances, x = 80 and
x = 119, normalized to a unit peak value (solid lines). Black and gray curves respectively
correspond to modes with wavenumbers (α0,β0) = (0.6, 0.7) and (α0,β0) = (0.6,−0.7).
The occurrence of two peaks per period in the DNS fluctuation level is consequently
explained by the presence of both perturbations in the broadband disturbance field inside
the boundary layer. Comparison to the DNS results shows a good agreement with Σi for
both phase and magnitude of the perturbation level.
The streamwise Blasius boundary layer and the spanwise Stokes layer introduce two in-
dependent Reynolds numbers, Re = U∞δ/ν and ReStokes =W0
√
T/piν. In order to estab-
lish their respective significance for perturbation growth in the present three-dimensional
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Figure 5.25: Gray contours and dotted black lines: Maximum modal growth rate, 0 ≤
σi,max ≤ 0.04, in increments of 4× 10−3. Solid white lines mark levels of constant ReStokes
from 0 to 175 in increments of 25. (a) Re = 1600. (b) Re = 2200.
base state, Figure 5.25 provides the maximum instantaneous modal growth rate as a func-
tion of the amplitude and the period of the wall forcing,
σi,max (W0, T ) := max
t/T
max
α
max
β
σi (α,β, t/T, T,W0) .
Dotted black lines indicate isolevels of the growth rate, and solid white lines mark contour
lines of the Reynolds number of the Stokes layer. The curves are locally nonparallel,
and there is consequently no monotonous relationship between ReStokes and the growth
rate σi. While higher forcing amplitudes W0 induce higher growth rates, there exists a
specific period Tmax for which modal growth is highest. Comparison of the two frames of
Figure 5.25, which respectively correspond to Re = 1600 and Re = 2200, indicates that
this most unstable period depends on the streamwise Reynolds number.
The period Tmax for which highest modal growth is observed is presented in Fig-
ure 5.26a versus the downstream Reynolds number, Re = Uδ(x)ν . Frame b depicts the ratio
of the thickness of the Stokes layer corresponding to Tmax and the Blasius boundary layer
thickness, δStokes,max/δ (x). The ratio is seen to remain nearly constant as the Reynolds
number increases from 800 to 2800. The collapse of the dashed and solid lines, which
respectively correspond to W0 = 0.25 and W0 = 0.40 confirms the independence of Tmax
from the forcing amplitude.
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Figure 5.26: (a) Most unstable forcing period Tmax for amplitudesW0 = 0.25 (gray dashed)
andW0 = 0.40 (solid black) as a function of the downstream Reynolds number, Re =
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(b) Ratio δStokes, max/δ of the thickness of the Stokes layer corresponding to the locally
most unstable period Tmax and the local boundary layer thickness as a function of the
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Figure 5.27: Real (solid) and imaginary (dashed) part of the instantaneously most unstable
discrete mode at different phases of the base state.
5.3.3 Aperiodicity and its Origin
The discontinuous slope of the growth rate at t/T ≈ 0.50 in Figures 5.18 and 5.19a
was explained by a crossing of two discrete modes, pointing to an aperiodic behavior
of the instantaneous eigensolutions. This mode crossing also becomes evident in studies
of the eigenfunctions of the instantaneously most unstable mode, see Figure 5.27. The
evaluations at t/T = 0.50 and t/T = 0.54 provide a comparison of the eigenfunction
immediately before and after the crossing, and show an appreciable shift of the location
of highest amplitude toward the wall.
The occurrence of the mode crossing provides evidence for the simultaneous existence
of at least two discrete modes, which cause positive perturbation growth depending on
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Figure 5.28: Continuation of discrete modes over several forcing periods. (a) Growth rate.
(b) Phase speed. The interval for which the mode becomes the most unstable eigenfunction
is marked by a solid line.
the phase of the base state. It follows that the continuation of each of the involved modes
must be aperiodic with respect to the fundamental frequency of the base state, although
the above results allow no statements concerning a potential subharmonic periodicity.
In order to provide further insight into the periodic behavior of the discrete eigenfunc-
tions, the most unstable modes at t/T = k, t/T = k + 1 and t/T = k + 2 are continued
forward and backward in time over several forcing periods, see Figure 5.28. The interval
over which each of the modes is the most unstable discrete mode is marked by a solid
line. The aforementioned mode crossing is observed at approximately t/T = l + 0.52. It
is further seen that at each time instance, the system contains a multiplicity of discrete
modes: The most unstable eigenfunction, and the modes that will become unstable during
the following periods exist simultaneously. It should also be pointed out that there is no
indication for a subharmonic periodicity of the modes.
The aperiodic behavior of the associated eigenfunctions can be directly related to the
Stokes layer, which develops in presence of the spanwise forcing. Figure 5.29a shows that
contours of the time-dependent spanwise base flow are aligned at a characteristic angle in
the (y, t/T )-plane. This angle represents the group speed cg ∼
√
νT of the second problem
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Figure 5.29: (a) Contours of the spanwise velocity component as a function of base-flow
phase t/T and wall distance y. (b) Wall distance of the first inflection point of the spanwise
velocity profile (dash-dotted). Wall distance of the critical layer of the instantaneously
most unstable eigenfunction (solid).
of Stokes, which also governs the wall-normal progression of the inflection points D2W = 0
generated by the Stokes layer. The gray line in Figure 5.29b, which gives the y-coordinate
of the inflection point closest to the wall over t/T , is consequently aligned in the same
angle as the contours in Figure 5.29a.
In order to relate the progression of the inflection points to the instability modes, the
wall distance of the critical layer of the particular instability mode studied in Figure 5.28
is included in Figure 5.29b. It is seen that the mode crossing at t/T = l + 0.52 coincides
with the formation of a new inflection point at the wall. As the latter travels away from
the wall, it pulls along the mode, which in the process gains in strength. Since the mode
never returns back to the wall, the inflection point generated one period later attracts a
different eigenfunction situated closer to the wall, explaining the aforementioned aperiodic
behavior. The Stokes layer generates two inflection points per period, the second of which
leads to the amplification of a mode with negative spanwise wavenumber (gray line in
Figure 5.29).
5.3.4 Floquet Stability
For Stokes layers at moderate Reynolds numbers, the results of Luo and Wu (2010) justify
an instantaneous stability analysis. A mathematically rigorous approach nonetheless calls
for a global, or Floquet analysis which takes into account the effect of the base-flow
unsteadiness. Results obtained from both methodologies are compared in the following.
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For a T = 2pi/F -periodic base flow, U = (U (y) , 0,W (y, t))T, where U (t = kT + a) ≡
U (t = a) ∀ k ∈ N, Floquet theory suggests solutions of the form
v′ (x, y, z, t) = exp
(
σFt
) ∞∑
n=−∞
vn (y) exp (i (nF t+ αx+ βz)) (5.31)
η′ (x, y, z, t) = exp
(
σFt
) ∞∑
n=−∞
ηn (y) exp (i (nF t+ αx+ βz)) . (5.32)
Using this ansatz in the governing equations (5.22) and (5.23) gives
∞∑
n=−∞
[(−iσF + nF + αU + βW ) (D2 − κ2)− αD2U − βD2W + i 1
Re
(D2 − κ2)2] vn
exp
(
i
(−σF + nF ) t) = 0,
(5.33)
∞∑
n=−∞
([
−iσF + nF + αU + βW + i 1
Re
(D2 − k2)] ηn − [αDW − βDU ] vn)
exp
(
i
(−σF + nF ) t) = 0,
(5.34)
which defines an eigenvalue problem in the complex Floquet multiplier σF. The real part
of σF can be interpreted as a frequency shift from the frequency of the base state, and the
imaginary part of σF describes the amplification of the associated eigenfunction over a full
period of the base state, and may thus be seen as an integral measure for perturbation
growth.
Before directly comparing the results from the instantaneous and Floquet approaches,
it is helpful to recall characteristic properties of both methodologies. One evident differ-
ence between the two approaches is periodicity of the individual eigensolutions, which is
enforced in the Floquet framework. The earlier instantaneous results on the other hand
indicated a clearly aperiodic behavior of the instability modes, which was related to the
propagation of inflection points in the wall-normal dimension. Furthermore, only the Flo-
quet approach incorporates what is sometimes referred to as linear diffraction (Monkewitz
and Bunster, 1987): In an unsteady base state, the time-evolution of a perturbation de-
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scribes a continuous re-projection of the solution onto the current eigenbasis. Since the
continuation of an instantaneous eigenfunction from t to t+∆t is generally not identical
to its time evolution from t to t +∆t, the difference in energy must be absorbed by the
remaining modes (see also Section 5.4). This effectively describes a linear mechanism of
intermodal energy transfer and explains why even in cases where the instantaneous solu-
tion is periodic, the time-averaged instantaneous growth rate may differ from the Floquet
multiplier. It should nonetheless be noted that the studies of Luo and Wu (2010) found
this deviation to be negligible for pure Stokes layers in the present parameter range.
The quantity gained from an instantaneous instability analysis that is most suitable for
comparison with the Floquet multiplier is the averaged temporal growth rate σi,avg. For
the particular wavenumber pair (α,β) = (1.2, 1.5) which yields the highest instantaneous
growth rate, σi,avg = −0.0012 and σF = −0.0364, indicating global stability in both cases.
The cause for this deviation is investigated in the following.
While σF itself only describes “global” growth over full periods, the Floquet analysis
also provides an eigenfunction, which is valid for all t ∈ [0, T ]. A norm describing the
kinetic energy in the state vector q is given by
E := ‖
∫
Ωy
qHQq dy‖,
where
Q =
 k2 −D2 0
0 1
 .
In terms of this norm, the temporal growth rate of the instantaneous analysis is recovered
from the relation
σi (t) =
ln E(t+dt)E(t)
2 dt
.
Evaluation of this formula for the Floquet mode provides a momentary energy amplifi-
cation rate σmi , which may be compared to the modal growth rates obtained from in-
stantaneous analyses. Both quantities are presented in Figure 5.30a. Also shown is the
instantaneous growth rate of the continuation of the most unstable mode at t/T = 0.
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Figure 5.30: (a) Momentary energy growth rate σmi of the Floquet mode (solid), temporal
growth rate σi of the instantaneously most unstable mode (dash-dotted), and continuation
of the most unstable instantaneous mode at t/T = 0 (dashed). (b) Energy projections
EFI of Floquet mode and instantaneously most unstable mode (solid), and EFC of Floquet
mode and continuation of the most unstable instantaneous mode at t/T = 0 (dashed).
It is seen that the maximum value of approximately 0.043 of the instantaneous growth
rates matches that of the Floquet result. Between t/T = 0.2 and t/T = 0.85, the Floquet
growth rate smoothly decays and remains unaffected by the effect of the mode crossing
of the instantaneous mode. Instead, the mode initially tends to follow the continuation,
from which it nonetheless gradually departs so as to form a periodic solution.
A quantitative measure for the congruence between the three modes is given by the
projection
EAB := ‖
∫
Ωy
qHn,AQqn,B dy‖.
Here, qn,A and qn,B are state vectors normalized to unit energy such that EAA = EBB =
1. In the following, the indices F, I and C respectively denote the Floquet mode, the
instantaneously most unstable mode and the continuation of the mode which is most
unstable at t/T = 0. It is inferred from Figure 5.30b that at the mode crossing, the
projected kinetic energy EFI between the instantaneously most unstable mode and the
Floquet mode sharply decreases, while a smooth decay is observed for the projection EFC
between Floquet and continued modes.
The absolute values of the eigenfunctions of the three modes are presented in Fig-
ure 5.31 for two phases of the base state. At t/T = 0.13, it is seen that the vorticity is
practically identical for all the modes. Although the velocity is weaker for the Floquet
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Figure 5.31: Eigenfunctions at selected phases. Floquet mode (solid), instantaneously
most unstable mode (dash-dotted) and continuation of the most unstable mode at t/T = 0.
(a) Absolute of the wall-normal velocity component. (b) Absolute of the wall-normal
vorticity component.
mode, the wall distance of highest amplitude again agrees for the three modes. The phase
t/T = 0.63 is located after the mode crossing and shows a different picture. While the
instantaneous mode has shifted towards the wall, the peak amplitudes of the continuation
and also of the Floquet mode remain located at a relatively large wall distance. A second
notable difference between the continuation and Floquet modes on the one hand, and the
instantaneous mode on the other, is the presence of a substantial v perturbation in the
latter.
In summary, the formally rigorous Floquet approach appears to be less suited to the
study of the present flow configuration than instantaneous instability analysis. Even
though the base state is strictly periodic in time, the monotonous progression of the
inflection points in the wall-normal dimension causes an aperiodic behavior of the instan-
taneous modes. The global eigenfunction computed from the Floquet ansatz on the other
hand is by definition periodic and is consequently unable to capture this behavior.
5.4 Relationship between Nonmodal and Modal Growth
So far, two distinct linear mechanisms of primary perturbation growth have been investi-
gated: The nonmodal mechanism that leads to the generation of streaks was demonstrated
to be weakened in the presence of the spanwise wall oscillation. At the same time, the
forcing introduces an inviscid crossflow instability, which for high ReStokes undermines
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the stabilizing effect so that breakdown to turbulence is in fact accelerated. The forcing
amplitude and period decide whether transition to turbulence starts from nonmodal or
modal primary growth. The relationship between the two mechanisms is examined in the
following.
Corbett and Bottaro (2001) conducted temporal optimal-growth studies as well as
linear stability analyses for time-invariant Falkner-Skan-Cooke boundary layers. A “com-
plementary” behavior of crossflow and nonmodal growth mechanisms was reported, char-
acterized by a similar structure of the perturbation shape functions found with both
approaches. Building on these findings, Tempelmann et al. (2010) investigated the spatial
optimal growth of three-dimensional boundary layers. Detailed studies around the neutral
point of modal instability showed that the optimal disturbances smoothly approach the
most unstable eigenfunction as the regime changes from subcritical to supercritical. The
authors concluded from this evidence that crossflow instabilities are being produced by
nonmodal growth mechanisms. Even though the base flow in the present work is time-
dependent, modal growth is in analogy to the cited works primarily driven by inviscid
crossflow modes. Modal amplification may in the consequence indeed be augmented by
nonmodal effects.
The optimal growth computations presented so far considered the limit of zero stream-
wise wavenumber, α = 0. While this restriction was in line with the objective of explaining
the drastic weakening of the amplitudes of streamwise elongated boundary layer streaks
observed in direct numerical simulations, it is no longer meaningful in the context of cross-
flow instabilities. The following studies therefore consider the particular wavenumber pair
(α,β) ≈ (1, 1.2), for which the highest growth rates of discrete instabilities are observed.
The modal growth rate σi of the most unstable discrete mode as a function of the phase
t/T of the base flow is presented in Figure 5.32a. Following Tempelmann et al. (2010),
the focus is on the variation of the optimal perturbation around the critical point at which
discrete instabilities start to grow.
So as to quantitatively capture the agreement between the solution of the optimal
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Figure 5.32: (a) Temporal growth rate of the instantaneously most unstable discrete mode
for Re = 1800. (b) Energy projection EEM of the solution of optimal growth and the most
unstable discrete mode.
growth procedure and the most unstable discrete mode, the energy projection
EEM := ‖
∫
Ωy
qHn,EQqn,M dy‖
is investigated, where the subscript E corresponds to the solution of the optimal growth
procedure at the final phase (t/T )1, andM denotes the eigenfunction of the most unstable
discrete mode at this particular phase.
An evaluation of EEM is provided in Figure 5.32b for a range of ending phases (t/T )1
located around the phase of neutral stability, (t/T )critical ≈ 0.75. In all cases, the initial
phase of the optimal growth procedure is (t/T )0 = 0.55. It is inferred that the solution of
the optimal growth problem indeed monotonously approaches the most unstable discrete
mode as the critical phase is approached and passed. This result is visually confirmed
through Figure 5.33, which directly compares the v and η components of the most unstable
discrete mode at the ending phases (t/T )1a = 0.70 and (t/T )1b = 0.78 with the optimal-
growth solution.
The observed behavior thus agrees with the findings of Tempelmann et al. (2010).
Should the origin indeed lie in the generation of the discrete instability out of other eigen-
functions of the spectrum, then this would nonetheless require a means of linear intermodal
energy transfer. For the present time-dependent base flow, such a mechanism exists in
form of the earlier mentioned linear diffraction. A simplified graphical visualization of this
phenomenon is provided in Figure 5.34. At t#0, the solution q is parallel to eigenvector
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Figure 5.33: Solution of optimal growth (black) and most unstable discrete mode (gray)
for subcritical ((t/T )1a, left frame) and supercritical ((t/T )1b, right frame) ending phase.
e1, and orthogonal to e2. The time-dependence of the underlying base state nonetheless
alters the spectrum, so that at t#1, the solution comprises both e1 and e2. Effectively,
this process describes an energy transfer from e1 to e2.
So as to evaluate the energy input into the crossflow mode due to linear diffraction, each
of the eigenfunctions qj,0 ((t/T )0), which comprise the spectrum at (t/T )0 is separately
evolved in time until the final phase (t/T )1 = 0.98 is reached. The solutions qj,0 ((t/T )1)
are then decomposed in terms of the instantaneous eigenfunctions qk,1 at the final phase,
qj,0 ((t/T )1) =
∑
k
aj,kqk,1 ∀j. (5.35)
Let k = CF denote the (arbitrary) index of the discrete mode at the final phase, then the
normalized energy input into the former by the time evolution of the j-th eigenfunction
of the spectrum at initial time is given by
Ej,CF :=
(
aj,CF qCF,1, aj,CF qCF,1
)
E(
qCF,1, qCF,1
)
E
= a2j,CF. (5.36)
An evaluation of Ej,CF is provided in Figure 5.35a. It is seen that only one mode
(j = 38) generates an appreciable energy input into the discrete mode at final time. This
particular mode is the discrete mode at initial time. The extent of intermodal energy
transfer is consequently negligible.
Since the energy is not transferred to the discrete mode from other eigenfunctions, one
may conjecture that it is already in the mode at initial time. Figure 5.35b demonstrates
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Figure 5.34: Schematic illustrating linear energy transfer between modes in a time-variant
base flow. At time t#0, the solution vector q is parallel to e1#0. At t#1 the eigenspectrum
has changed, and as a consequence the solution q is now a linear combination of e1#1 and
e2#1.
that this is indeed the case. The solid black line gives the energy norm (q, q)E of the
optimal growth problem. An initial peak at t/T ≈ 0.7 is followed by a second region of
growth during supercritical phases t/T > 0.75. So as to evaluate the energy contained
in the discrete mode, the state vector q is expressed in terms of the instantaneous set of
eigenfunctions ql (t/T ), such that
q (t/T ) =
∑
l
bl (t/T ) ql (t/T ) .
Let l = CF denote the index of the most unstable discrete eigenfunction at each time
instance, then the energy in this particular mode at phase t/T is given by
ECF (t/T ) = b
2
CF (t/T ) (qCF (t/T ) , qCF (t/T ))E .
Figure 5.35 shows ECF (t/T ) as a function of the phase of the base state. Accordingly, the
energy of the discrete mode is in excess of 100 at the initial phase. The simultaneous pres-
ence of continuous modes nonetheless conceals this energy, so that the overall energy norm
is unity. As time evolves, the continuous modes decay, and the total energy approaches
that of the discrete mode. A consequence of this behavior is that even though the optimal
growth computation stated an energy gain of circa 50, the energy in the discrete mode
actually decreases by a factor of two.
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Hence, even though the observed behavior ostensibly resembles that reported by Cor-
bett and Bottaro (2001) and Tempelmann et al. (2010), the underlying explanation differs.
In the present case, no evidence for the generation of discrete modes by means of inter-
modal energy transfer was found. The convergence towards the unstable discrete eigen-
function around the critical point rather a consequence of the optimization procedure,
which at initial time assigns an unrealistically high amount of energy to this particular
mode.
5.5 Summary
Nonmodal and modal growth mechanisms in a flow configuration with superimposed Bla-
sius and Stokes boundary layers have been examined by means of linear analyses to the
aim of explaining the behavior observed in DNS of bypass breakdown. The latter were
reported in the first part of this work and indicated the potential of spanwise oscillatory
wall forcing to suppress the bypass mechanism. Statistical evaluations showed a sub-
stantial weakening of boundary layer streaks for optimal forcing amplitudes. Very high
forcing amplitudes or periods on the other hand diminished the stabilizing effect and even
accelerated transition to turbulence. The present study substantiates these findings by
demonstrating that that the lift-up mechanism that leads to the formation of boundary
layer streaks is indeed weakened in the presence of the spanwise oscillatory flow. The
latter nonetheless introduces an exponential instability, which becomes increasingly pow-
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erful with growing amplitude of the transverse flow component and thus explains the early
breakdown observed for certain forcing parameters.
Optimal growth analyses of boundary layer streaks demonstrated a substantial re-
duction of the achievable energy gain due to nonmodal mechanisms in the presence of
the spanwise oscillatory flow. The impact of the forcing rapidly increases with growing
Reynolds number and thus explains the sustained suppression of the formation of streaks
observed in the DNS. It was further shown that the efficacy of the forcing monotonously
increases with growing forcing period and amplitude, so that the early breakdown observed
in the DNS for high values of these parameters may indeed be fully attributed to the above
mentioned exponential instability. Detailed examinations showed that the cause for the
weakening of nonmodal growth is a rapid decay of the wall-normal velocity component,
which causes the formation of streaks by vertically displacing the mean momentum of
the boundary layer. The reason for the rapid decay of the wall-normal perturbations is a
redistribution of energy into the spanwise perturbation component.
Instantaneous instability analyses of the base flow configuration showed that the si-
multaneous presence of a Blasius and a Stokes boundary layer may lead to exponential
perturbation growth that materially exceeds that observed for either flow alone. Evalua-
tions of the instability growth rate as a function of the modal wavenumber vector showed
that the most unstable modes coincide with the most energetic components in Fourier de-
compositions of the DNS perturbation field. The nature of the instability was determined
to be of crossflow type, and its amplification is closely connected to the generation of in-
flection points in the velocity profile of the spanwise velocity component introduced by the
wall forcing. Although the base flow is strictly time-harmonic, the instability modes are
of an aperiodic nature. A Floquet approach, which inherently enforces periodicity, is thus
unable to capture the properties of the modes observed in the instantaneous instability
analysis.
The relationship between nonmodal and modal growth was investigated. Earlier stud-
ies had demonstrated that for steady flow over swept wings, the solution of optimal growth
calculations smoothly approaches the discrete mode as the Reynolds number is varied
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around the critical point. The conclusion was that the discrete instability is generated
by the nonmodal mechanism. This behavior was reproduced for the particular base flow
investigated in the present work. Detailed analyses nonetheless showed that the discrete
mode is already present in the initial condition, although concealed by the simultane-
ous presence of continuous modes. As a consequence, no factual relationship between
nonmodal and modal amplification mechanisms could be identified.
Chapter 6
Conclusions
6.1 Accomplishments
This dissertation considered two important aspects that arise in the context of bypass tran-
sition. The secondary instabilities that precede the formation of turbulent spots in a pre-
transitional boundary layer beneath broadband free-stream turbulence were investigated
by means of direct stability analysis. It was shown that linear analysis can capture the
properties of the instability modes and identify the particular streaks that farther down-
stream break down to turbulence. Furthermore, a novel mechanism for the suppression
of bypass breakdown in form of a time-harmonic spanwise wall forcing was demonstrated.
Direct numerical simulations established the efficacy of the concept, while comprehen-
sive linear analyses explained the underlying flow physics and the effect of the forcing on
disturbance initiation, and both nonmodal and modal perturbation growth.
6.1.1 Localized Streak Instabilities
Streak instabilities in pre-transitional boundary layers have been investigated. Direct sta-
bility analysis was applied to two-dimensional cross-sections of instantaneous flow fields
taken from direct simulations of bypass transition. The linear analysis was shown to cor-
rectly capture the localized nature of the instabilities, which are centered around individual
streaks. The spatial structure of the computed eigenfunctions agreed with the fluctuation
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patterns observed in the DNS flow visualizations. Detailed quantitative comparisons with
data extracted from DNS flow fields further established that the instability analysis also
accurately captures properties of the streak instabilities such as growth rate, streamwise
wavenumber and phase speed. In the majority of cases, the most unstable eigenfunction
was situated on the particular streak that was the origin of the formation of a turbulent
spot farther downstream and at a later time.
In ZPG boundary layers, breakdown occurs primarily due to outer modes situated on
low-speed streaks which are lifted towards the boundary layer edge. Statistical evaluations
of a large number of samples established that the average amplitude of the base streaks
is approximately thirty percent of the free-stream convective speed. Hence only the most
energetic streaks are candidates for the development of an instability of outer type. Inner
modes were shown to amplify at the intersections of high-speed and low-speed streaks
inside the boundary layer. The individual amplitudes of the pair of streaks that causes
the growth of this type of instability are in general significantly lower than those of the
single streaks associated with the outer mode. Data from time series nonetheless show
that less than ten percent of all streaks intersect at any point with another streak, which
introduces an upper bound for the frequency of occurrence of inner modes. The ratio
between outer and inner modes changes materially in favor of the latter if an adverse
pressure gradient is applied. This finding explains the observations of spot formation near
the wall in this class of flows reported in the literature.
The ability of linear analysis to accurately capture the secondary instabilities of realistic
flow fields can be advantageous in a variety of scenarios. These include computational
techniques that can capture the amplification of streaks but not their secondary instability,
for example the boundary region equations. In experiments, the instability analysis may
be applied to two-dimensional velocity fields obtained, for instance, by particle image
velocimetry (PIV) in order to explain empirical observations. In the context of flow control,
the analysis can identify the most unstable streaks as a candidate for actuation downstream
of the measurement location. The methodology can also be applied to examine new
mechanisms of laminar-turbulent transition such as the breakdown arising from linear and
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nonlinear optimal initial conditions.
6.1.2 Suppression of Bypass Breakdown through Time-Harmonic Wall
Forcing
Direct simulations established the potential of time-harmonic wall forcing to suppress
bypass breakdown to turbulence. Under optimal forcing conditions, the region of laminar
flow can reach twice the extent observed in an unforced reference simulation. Energetic
evaluations further demonstrated that the decrease in theoretical propulsion power due to
the downstream shift of fully turbulent flow significantly outweighs the power requirement
for sustaining the wall forcing.
The transition behavior was found to strongly depend on the forcing parameters, and
there exist pronounced optima for the forcing amplitude as well as the period. For values
below the optimum, the forcing still delays the onset of transition, although less effec-
tively. An increase of either parameter beyond its respective optimum on the other hand
can materially accelerate breakdown to turbulence. This property may be exploited for
inducing early breakdown in situations where the turbulent flow regime is favorable, such
as heat and mass transfer problems.
Earlier studies of drag reduction in fully-turbulent channel flows reported optimal
forcing periods that are four to five times smaller than the herein established optimal
period for suppressing the breakdown to turbulence. The present work demonstrated that
in boundary layers, these shorter forcing periods as well reduce drag in the fully-turbulent
flow regime. Forcing with relatively short periods thus combines a moderate downstream
shift of the transition region with a reduction of turbulent drag, which becomes more
pronounced for higher forcing amplitudes.
Instantaneous as well as statistical evaluations indicated a significant weakening of
boundary layer streaks as the main effect of the forcing on the pre-transitional boundary
layer. Although not immediately related, laminar streaks and turbulent spot formation
are linked via the amplification of secondary instabilities. Statistical evaluations of linear
stability analyses indicated a substantial reduction of the growth rates of streak instabil-
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ities in the presence of the forcing, and thus provided a conclusive explanation for the
reduced frequency of occurrence of turbulent spots observed in the direct simulations.
Finally, a study of different waveforms for the spanwise wall forcing was reported. It
was shown that for identical power input into the wall movement, an oscillation described
by a square wave can shift the onset of transition further downstream than sinusoidal
forcing. Forcing with a square wave also demands a 40 percent lower peak value of the
spanwise wall velocity than sinusoidal forcing, a property which might be advantageous
when applying the concept in practice.
6.1.3 Sheltering of Free-Stream Disturbances in Time-Harmonic Shear
Layers
The DNS studies of bypass transition in presence of time-harmonic wall forcing indicated
reduced perturbation levels inside the boundary layer and a changed orientation of the
most energetic disturbances. Linear analyses were performed so as to explain whether these
findings may be attributed to increased shear sheltering in presence of the time-harmonic
wall forcing. External vortical perturbations were modeled in terms of eigenfunctions
from the continuous Orr-Sommerfeld spectrum. Numerical studies incorporated the time-
periodicity of the base state by means of a Floquet ansatz. A suitable free-stream boundary
condition for the bounded oscillatory behavior of continuous modes was formulated.
Numerical results indicated a change of the orientation of the set of weakest sheltered
free-stream perturbations. In Blasius flow, streamwise elongated perturbations, which
are also the most efficient in generating boundary layer streaks, are least affected by the
shielding influence of the boundary layer shear. The addition of the spanwise oscillatory
decreases the ability of these perturbations to penetrate into the boundary layer. On the
other hand, perturbations that are aligned at an angle to the streamwise dimension are
less sheltered in presence of the spanwise flow. Assuming a von-Karman spectral energy
distribution in the free stream, the energy introduced into the boundary layer by means
of modal penetration was evaluated. It was shown that the forcing significantly reduced
the perturbation energy inside the boundary layer. This effect becomes more pronounced
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for higher forcing periods.
Asymptotic analyses based on linear velocity profiles for the streamwise and spanwise
velocity profiles were conducted. In a frame of reference translating with the free-stream
convective speed, the efficacy of the sheltering is accordingly governed by the angle between
the modal wavenumber vector and the mean shear. The shielding effect of the shear is
highest for perturbations with a wavenumber vector parallel to the mean shear.
6.1.4 Nonmodal and Modal Perturbation Growth in Time-Harmonic
Shear Layers
The influence of the time-harmonic wall forcing on the amplification of nonmodal and
modal perturbations was investigated. Nonmodal growth associated with the formation
of boundary layer streaks was studied by means of an optimization problem for the ki-
netic perturbation energy. The linear theory explained the significant reduction of the
amplitudes of boundary layers streaks observed in the direct simulations. It was shown
that the achievable energy gain in presence of the wall forcing is materially lower than
for pure Blasius boundary layers. This result was attributed to a weakening of the lift-up
mechanism which causes the formation of boundary layer streaks by means of the wall-
normal transport of mean momentum. Study of the linear energy budget explained that
the wall forcing induces a pressure field, which causes a redistribution of kinetic energy
from the wall-normal into the transverse disturbance velocity component. Together with
the stronger sheltering of free-stream perturbations in presence of the wall forcing, this
outcome conclusively explains the observed weakening of boundary layer streaks associated
with the suppression of bypass breakdown in presence of time-harmonic wall forcing.
Linear stability theory explained the early breakdown observed in the direct simu-
lations at high forcing amplitudes. It was established that the spanwise wall forcing
promotes the growth of an inviscid instability during certain phases of the oscillatory
flow. Integration of the growth rate computed in the instability analysis reproduced the
phase-dependent perturbation field observed in the DNS. The evolution of the instability
is directly related to the generation of inflection points in the spanwise Stokes layer. The
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continuous propagation of the inflection points in the wall-normal dimension reflects in
an aperiodic behavior of the instability modes. As a consequence, modes computed from
a Floquet ansatz, which enforces periodicity, differ from the eigenfunctions obtained in
instantaneous instability analyses.
The relationship between modal and nonmodal growth was investigated. Earlier
optimal-growth studies of three-dimensional flow configurations asserted that nonmodal
growth would produce modal crossflow instabilities. Although disregarded in the previ-
ous approaches, so-called linear diffraction indeed provides a means for intermodal energy
transfer in spatially or temporally evolving flows. The present study reproduced the
smooth approximation of the eigenfunction of the instability mode by the solution of the
optimal growth problem near the critical point. Linear diffraction was shown to be of neg-
ligible impact. The observed behavior was instead explained by the presence of a highly
energetic discrete eigensolution in the initial condition.
Appendix A
Eigenvalue Solver
In order to efficiently compute a subspectrum of A ∈ Cn×n, a sequence of j = {1, . . . , k}
orthogonal bases Vj := [v1,v2, . . . ,vj] ∈ Cj×n is constructed from the repeated application
of A to a random start vector v1,
hj =V
H
j Avj (A.1)
f j =Avj − Vjhj (A.2)
vj+1 =f j/‖f j‖. (A.3)
The first two lines of this procedure describe a classical Gram-Schmidt orthogonalization.
The vector h in (A.1) is the projection of Avj onto the present base Vj. In (A.2), the
components of the base that are in the direction of Av are subtracted from the latter. Let
Hk := [h1,h2, . . . ,hk], then the above scheme yields the Arnoldi factorization
AVk = VkHk + fke
T
k , (A.4)
where ek ∈ Rk×1 = (0, . . . , 0, 1)T is the k-th unit vector. The operator H ∈ Ck×k is
upper Hessenberg and hence allows the efficient computation of its eigenspectrum σ (Hk)
through QR decomposition. The elements of this Ritz spectrum are an exact subset of the
spectrum of A if and only if fk = 70. It is easily seen that this requirement is identically
fulfilled if VkVHkAvk = Avk. In this case, Avk is a linear combination of the basis vectors
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vk, so that the columns of Vk span an invariant subspace of A. Relatively large base
lengths k are generally required for sufficiently small factorization residuals fk, promoting
in turn high computational cost and memory requirements.
A more efficient approach is thus pursued, in which the size of k is limited by implic-
itly restarting the factorization once its length has reached a certain threshold (Sorensen,
1992, 2002). The initial condition v+ of the restarted factorization is a combination of
Ritz eigenvectors. In addition to reducing the computational requirements, this approach
provides control over which part of the spectrum of A is approximated by the Ritz spec-
trum. In the present work, the requirement is to compute the eigenvalues that are most
unstable or that most closely match a prescribed complex phase speed ctarget. In the first
case, the Ritz spectrum is sorted by the imaginary part of the eigenvalues, and in the
second case by the absolute distance in the complex plane of each eigenvalue to the pre-
scribed phase speed. The p = m − k, 0 < k < m eigenvalues that have the smallest real
part or the greatest distance to ctarget are subsequently used as shifts in a p-step Francis
QR factorization (Golub and Van Loan, 1996) of (Hm − µjI) , j = 1, 2, . . . , p, resulting in
AV+m = V
+
mH
+
m + fme
T
mQ, (A.5)
where V+m = VmQ, H
+
m = Q
HHmQ and Q = Q1Q2, . . . ,Qp. The Qj ∈ Cm×m are the
orthogonal operators obtained in each of the p shifted QR steps. Since Hm is Hessenberg,
each Qj inherits this property. It follows that the first k− 1 elements of the last row of Q,
and thus of the vector eTmQ are zero. The first k columns of equation (A.5) therefore give
the k-step Arnoldi factorization
AV+k = V
+
k H
+
k + fke
T
k . (A.6)
The spectrum of H+k now comprises the k Ritz eigenvalues that are closest to the prescribed
complex phase speed. Application of another p steps (A.1 – A.3) to equation (A.6) yields
the next iteration of equation (A.5).
Appendix B
Validation of the Linear Stability
Algorithm
This Section contains a validation of the numerical method used for the linear stability
analyses conducted in the context of this work. As mentioned earlier, the former comprises
two independent parts, namely a linear flow solver as well as the eigenvalue solver described
in the previous Section. It should be mentioned that both methods have been validated
independently of each other. In the interest of brevity, only a combined validation of the
whole numerical approach is reported here.
The base flow for the validation case has been kindly provided by Dr. Luca Brandt
and is identical to that used in Andersson et al. (2001) as well as Brandt et al. (2003). It
describes a Blasius boundary layer distorted by a steady streak which is obtained from the
nonlinear response of the boundary layer to forcing with the linearly optimal conditions
calculated by Andersson et al. (1999). Periodicity in the spanwise dimension vindicates
the limitation of the transverse extent of the computational domain to a single streak. A
visualization of the streamwise velocity fluctuation u′ is provided in Figure B.1(a). The
peak value of u′ is 35 percent of the free-stream velocity at the center of the low-speed
streak.
Contour lines of the streamwise component u2 for the most unstable eigenfunction
computed with the present method are shown in Figure B.1(b). The mode is located on
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Figure B.1: (a) Contours of the streamwise velocity fluctuation u′ from the validation case
courtesy of Dr. Luca Brandt. Solid (dashed) lines denote positive (negative) fluctuations
from u′ = ±0.035 to u′ = ±0.35 in increments of 0.063, (b) Contours of the absolute of the
streamwise component of the instability eigenfunction from ‖u2‖ = 0.01 to ‖u2‖ = 0.045
in increments of 0.005. The thick dashed line marks the critical layer.
Re σi Brandt et al. (2003) σi Present method cr Present method
283 0.0518 0.0515 0.842
1415 0.0905 0.0900 0.827
5660 0.0973 0.0967 0.823
Table B.1: Secondary instability growth rates from Brandt et al. (2003) as well as calcu-
lated with the present numerical method for a set of Reynods numbers and a streamwise
instability wavenumber of α = 1.70. Data from Brandt et al. (2003) have been rescaled.
top of the backward jet at the center of the computational domain and is thus, under the
terminology used throughout this work, identified as an outer instability. The shape of u2
is antisymmetric with respect to the center line of the base streak, indicating a sinuous
type of mode. In general, the shape of the eigenfunction is in good agreement with the
result presented in Figure 12 of Andersson et al. (2001).
Brandt et al. (2003) computed the modal growth rate in dependence of the Reynolds
number for the same base flow. Table B.1 provides a comparison of their values to the
results obtained with the presently employed numerical method. The relative difference
in the respective modal growth rates is less than one percent in all cases.
Appendix C
Energy Requirement of the Wall
Forcing
For the case of sinusoidal wall oscillation,
W (y = 0, t) =W0 cos
(
2pi
T
t
)
, (C.1)
the power requirement of the forcing in the laminar flow regime is governed by an analytical
relation. A derivation of the latter is provided in the following.
The instantaneous power input into the spanwise wall forcing for a plate of unit width
and length x is given by the product of the transverse wall shear, τz (y = 0, t) and the
instantaneous wall velocity, W (y = 0, t):
Pforcing (t) =W (y = 0, t) τz (y = 0, t) dx
=
1
2
νρ
∂W 2
∂y
∣∣∣∣
y=0
x. (C.2)
The time-averaged power requirement is given by the averaged power input over one forcing
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period,
Pforcing =
1
T
∫ T
0
Pforcing (t) dt
=
1
2T
νρ
∫ T
0
∂W 2
∂y
∣∣∣∣
y=0
x dt (C.3)
According to the solution of the second problem of Stokes,
W (y, t) =W0 exp
(
−
√
pi
νT
y
)
cos
(
2pi
T
t−
√
pi
νT
y
)
, (C.4)
and hence
∂W 2
∂y
∣∣∣∣
y=0
= 2W 20
√
pi
νT
cos
(
2pi
T
t
)(
sin
(
2pi
T
t
)
− cos
(
2pi
T
t
))
. (C.5)
Integration over one period gives
∫ T
0
W 20
√
pi
νT
cos
(
2pi
T
t
)(
sin
(
2pi
T
t
)
− cos
(
2pi
T
t
))
dt =W 20
√
pi
Tν
T
The average power requirement of the forcing over one period consequently is
Pforcing =
1
2
ρW 20
√
νpi
T
x. (C.6)
Figure C.1 shows a comparison of the power Pforcing input computed from equation
(C.6) and extracted from DNS data of Blasius flow with added sinusoidal wall oscillation.
Even though the flow becomes increasingly turbulent towards the end of the numerical
domain, the deviation is less than 1% everywhere.
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Figure C.1: Theoretical (black solid) and DNS (gray dashed) power requirement for the
spanwise wall forcing with forcing parameters T = 200, W0 = 0.25.
Appendix D
Phase-Averaged Turbulent Kinetic
Energy
The time-harmonic quantity a can be decomposed such that
a =
〈a〉ϕ︷ ︸︸ ︷
a¯+ a˜ϕ + a
′′︸ ︷︷ ︸
a′
, (D.1)
where a¯ is the time-averaged value, a˜ϕ is the difference between the ensemble average of
a at a given phase, ϕ, and the time-averaged value, and a′′ is the stochastic fluctuation.
The quantity 〈a〉ϕ is the average at a particular phase, and comprises the time-averaged
mean and the periodic component. Introduction of this decomposition into the governing
equations gives
∂
∂t
(
u¯+ u˜ϕ + u
′′
)
i
+
(
u¯+ u˜ϕ + u
′′
)
j
∂
∂xj
(
u¯+ u˜ϕ + u
′′
)
i
=
−1
ρ
∂
∂xi
(
p¯+ p˜ϕ + p
′′
)
+ ν
∂
∂xk
∂
∂xk
(
u¯+ u˜ϕ + u
′′
)
i
. (D.2)
Application of 〈 〉 to equation (D.2) yields
∂
∂t
〈ui〉ϕ + 〈uj〉ϕ ∂∂xj 〈ui〉ϕ +
∂
∂xj
〈u′′ju′′i 〉ϕ = −
1
ρ
∂
∂xi
〈p〉ϕ + ν ∂∂xk
∂
∂xk
〈ui〉ϕ. (D.3)
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Subtraction of equation (D.3) from equation (D.2) gives
∂
∂t
u′′i + 〈uk〉ϕ
∂
∂xk
u′′i + u
′′
k
∂
∂xk
〈ui〉ϕ + ∂∂xk
(
u′′ku
′′
i − 〈u′′ku′′i 〉ϕ
)
= −1
ρ
∂
∂xi
p′′ + ν
∂
∂xk
∂
∂xk
u′′i .
(D.4)
Multiplication by u′′j and application of 〈 〉ϕ leads to
〈u′′j
∂
∂t
u′′i 〉ϕ + 〈uk〉ϕ〈u′′j
∂
∂xk
u′′i 〉ϕ + 〈u′′ju′′k〉ϕ
∂
∂xk
〈ui〉ϕ + 〈u′′j
∂
∂xk
(
u′′ku
′′
i
)〉ϕ =
−〈u′′j
1
ρ
∂
∂xi
p′′〉ϕ + 〈u′′j ν
∂
∂xk
∂
∂xk
u′′i 〉ϕ. (D.5)
Addition of this equation and the same equation with i and j interchanged yields a gov-
erning equation for the Reynolds stresses 〈u′′i u′′j 〉ϕ,
∂
∂t
〈u′′i u′′j 〉ϕ + 〈uk〉ϕ
∂
∂xk
〈u′′i u′′j 〉ϕ + 〈u′′ju′′k〉ϕ
∂
∂xk
〈ui〉ϕ + 〈u′′i u′′k〉ϕ
∂
∂xk
〈uj〉ϕ + ∂
∂xk
〈u′′i u′′ju′′k〉ϕ =
−1
ρ
(
〈u′′j
∂
∂xi
p′′〉ϕ + 〈u′′i
∂
∂xj
p′′〉ϕ
)
+ ν
(
∂2〈u′′i u′′j 〉ϕ
∂xk∂xk
− 2〈∂u
′′
i
∂xk
∂u′′j
∂xk
〉ϕ
)
.
(D.6)
The phase-averaged turbulent kinetic energy at phase ϕ is half the trace of the Reynolds
stress tensor, 〈k〉ϕ = 12〈u′′i u′′i 〉ϕ, so that
∂
∂t
〈k〉ϕ+〈uk〉ϕ ∂∂xk 〈k〉ϕ =
− 1
ρ
∂
∂xi
〈u′′i p′′〉ϕ︸ ︷︷ ︸
pressure-diffusion
−ν〈 ∂
∂xk
u′′i
∂
∂xk
u′′i 〉ϕ︸ ︷︷ ︸
dissipation
−1
2
∂
∂xk
〈u′′ku′′i u′′i 〉ϕ︸ ︷︷ ︸
turbulent transport
−〈u′′i u′′k〉ϕ
∂
∂xk
〈ui〉ϕ︸ ︷︷ ︸
production
+ν
∂2
∂xk∂xk
〈k〉ϕ.
(D.7)
Appendix E
Validity of the Analytical Solution
for the Spanwise Flow
The present work made use of the analytical solution to the second problem of Stokes (4.3)
in order to prescribe the time-harmonic component of the base flow. The simultaneous
presence of a streamwise boundary layer nevertheless introduces a one-sided coupling
between the streamwise and spanwise momentum equations for the base flow. Therefore,
the Stokes solution (4.3) is no longer exact. Hence direct computations were employed
in order to quantify the deviation of our base-flow ansatz from numerical solution of the
full Navier-Stokes equations at the target Reynolds number, Reδ = 1000. The root-mean-
square of the relative difference was evaluated,
Wdiff, rms (y) =
1
TW0
√∫ T
0
(Wcomp (y, t)−WStokes (y, t))2 dt
and is plotted in Figure E.1 as a function of the wall distance for two representative
periods of oscillation of the base flow. For the base-flow parameters of interest, one may
thus conclude that the analytical solution of the second problem of Stokes (4.3) provides
an accurate representation of the actual flow field.
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Figure E.1: Relative deviation of analytical and numerical solution for the spanwise base
flow component at the target Reynolds number at T=40 (solid) and T=400 (dashed).
Appendix F
Coefficients of the Asymptotic
Solutions
The below given coefficients follow from the application of the boundary conditions,
v (y = 0) = 0 (F.1)
Dv (y = 0) = 0 (F.2)
v (y →∞) <∞ (F.3)
Dv (y →∞) <∞. (F.4)
Conditions (F.3) and (F.4) correspond to the boundedness of modal amplitude and wall-
normal derivative in the limit of large wall distances mentioned in the discussion of the
continuous spectrum, cf. Section 4.3.2.
Additionally, four interface conditions are required for matching the outer and inner
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layer solutions at Ys = 0,
v
(
Ys = 0
+
)− v (Ys = 0−) = 0 (F.5)
Dv (Ys = 0+)−Dv (Ys = 0−) = βW0v (Ys = 0)d (ω − βW (Ys = 0)) (F.6)
D2v (Ys = 0+)−D2v (Ys = 0−) = 0 (F.7)
D3v (Ys = 0+)−D3v (Ys = 0−) = 3κ2 βW0v (Ys = 0)d (ω − βW (Ys = 0)) . (F.8)
F.1 Convective Inner Layer Regime
The coefficients are
Cse2 =λCse1 (F.9)
Cse1 =C1
[
Ai (0)
κ2 + k2y
+A− −A+ − λ
(
k2y + ζ
2
κ2 + k2y
exp (ζd) +
ζ − κ
2κ
exp (−κδ) + κ+ ζ
2κ
exp (κd)
)]−1
(F.10)
C1 =
1
2
[
−Cse1
Ai (ς (0)) + Ai′ (ς (0)) ς
′
iky
κ2 + k2y
+ Csw2
(
1 +
ζ
iky
)
κ2 − ζ2
κ2 + ζ2
exp (ζd)
−2Reκ
2 (αU∞/δ − βW0/d)
ky
(
κ2 + k2y
)2 (Csw2κ2 − ζ2κ2 + ζ2 exp (ζd)− Cse1 Ai (0)κ2 + k2y + C3
)]
(F.11)
C2 =
1
2
[
−Cse1
Ai (ς (0))−Ai′ (ς (0)) ς′iky
κ2 + k2y
+ Csw2
(
1 +
ζ
iky
)
κ2 − ζ2
κ2 + ζ2
exp (ζd)
+
2Reκ2 (αU∞/δ − βW0/d)
ky
(
κ2 + k2y
)2 (Csw2κ2 − ζ2κ2 + ζ2 exp (ζd)− Cse1 Ai (0)κ2 + k2y + C3
)]
(F.12)
C5 =− κ+ ζ
2κ
Csw2 exp (κd) (F.13)
C6 =− Cse1A+ − κ− ζ2κ Csw2 exp (−κd) , (F.14)
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with
A± =
1
2κ
∫ 0
−d
exp (±κs) Ai (ς (s)) ds, (F.15)
and
λ =
1
κ2+k2y
(κAi (0)−Ai′ (ς (0)) ς ′ (0))− 2κA+ − iRe(αU∞/δ−βW0/d)(3κ2+k2y)
(κ2+k2y)
2 (A− −A+)
(κ− ζ)
(
exp (−κd)− k2y+ζ2κ2+k2y exp (ζd)
)
+ iRe(αU∞/δ−βW0/d)
(κ2+k2y)
2
(
exp (ζd) + ζ−κ2κ exp (−κd)
) ,
(F.16)
and ς (Ys) = exp (5ipi/6) (Re (αU∞/δ − βW0/d))1/3 Ys and ζ = (1− i) /
(√
2δsw
)
.
F.2 Diffusive Inner Layer Regime
The coefficients are
C5 =
2C3 exp (−ikyd)((
−1 + ikyκ
)
+ λ
(
1 + ikyκ
))
exp (κd) +
(
−
(
1 + ikyκ
)
+ λ
(
1− ikyκ
))
exp (−κd)
(F.17)
C6 =− λC5 exp (2ikyd) (F.18)
C1 =C5 +
Reκ2 (αU∞/δ − βW0/d)
ky
(
κ2 + k2y
)2 (C3 + C5 + C6) (F.19)
C2 =C6 − Reκ
2 (αU∞/δ − βW0/d)
ky
(
κ2 + k2y
)2 (C3 + C5 + C6) (F.20)
C7 =− exp (−κd)
2
((
1 +
iky
κ
)
C5 exp (ikyd) +
(
1− iky
κ
)
C6 exp (−ikyd)
)
(F.21)
C8 =− exp (κd)2
((
−1 + iky
κ
)
C5 exp (ikyd)−
(
1− iky
κ
)
C6 exp (−ikyd)
)
(F.22)
with
λ =
(2κ + γ)
(
−1 + ikyκ
)
exp (κd) + γ
(−2κ+ γ)
(
1 + ikyκ
)
exp (κd) + γ
, (F.23)
where γ = iRe (αU∞/δ − βW0/d) /
(
κ2 + k2y
)2
.
Appendix G
Optimal Disturbances
G.1 Governing Equations
Let q = (v, η)T, then the time-evolution of small perturbations of the wall-normal velocity
v and the wall-normal vorticity η is described by the initial value problem
(
L−M ∂
∂t
)
︸ ︷︷ ︸
B
q = 70 (G.1)
with
M =
 D2 − k2 0
0 1
 , (G.2)
L =
 LOS 0
C LSQ
 , (G.3)
where
LOS = (−iαU − iβW )
(D2 − k2)+ iαD2U + iβD2W + 1
Re
(D2 − k2)2 ,
LSQ = −iαU − iβW + 1Re
(D2 − k2) and C = i (αDW − βDU) .
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The associated boundary conditions for the spatial domain Ωy are
v = 0, Dv = 0, η = 0 on ∂Ωy. (G.4)
G.2 Adjoint Problem
The adjoint of the operator B is under the norm 〈 . , . 〉 defined as
〈q†,Bq〉 = 〈B†q†, q〉+ boundary terms. (G.5)
Integration by parts of the left-hand side of (G.5) leads to
〈q†,
(
L−M ∂
∂t
)
︸ ︷︷ ︸
B
q〉 = 〈
(
L† +M†
∂
∂t
)
︸ ︷︷ ︸
B†
q†, q〉−
∫
Ωy
[
q†
H
Mq
]t1
t0
dy
+ boundary terms in y. (G.6)
Comparison of the coefficients yields
M† =−
 D2 − k2 0
0 1
 , (G.7)
L† =
 L∗OS C∗
0 L∗OS
 . (G.8)
The behavior of the boundary terms in y is for both the Orr-Sommerfeld and Squire
equations governed by the terms involving the highest wall-normal derivative. Integration
by parts gives
∫
Ωt
∫
Ωy
v†
∗D4v dy dt =
∫ t1
t0
([
v†
∗D3v
]
∂Ωy︸ ︷︷ ︸
(a)
−
[
Dv†∗D2v
]
∂Ωy︸ ︷︷ ︸
(b)
+
[
D2v†∗Dv
]
∂Ωy︸ ︷︷ ︸
(c)
−
[
D3v†∗v
]
∂Ωy︸ ︷︷ ︸
(d)
)
dt
+
∫
Ωt
∫
Ωy
D4v†∗v dy dt
(G.9)
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and
∫
Ωt
∫
Ωy
η†
∗D2η dy dt =
∫
Ωt
([
η†
∗Dη
]
∂Ωy︸ ︷︷ ︸
(e)
−
[
Dη†∗η
]
∂Ωy︸ ︷︷ ︸
(f)
)
dt+
∫
Ωy
∫
Ωt
D2η†∗η dt dy.
(G.10)
The boundary terms (c), (d) and (f ) are zero for the boundary conditions (G.4). Choice
of
v+ = 0, Dv+ = 0, η+ = 0 on ∂Ωy (G.11)
further causes terms (a), (b) and (e) to vanish.
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