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ANY ADMISSIBLE HARMONIC RITZ VALUE SET IS POSSIBLE
FOR PRESCRIBED GMRES RESIDUAL NORMS
KUI DU∗
Abstract. We show that any admissible harmonic Ritz value set is possible for prescribed
GMRES residual norms, which is a complement for the results in [Duintjer Tebbens and Meurant,
SIAM J. Matrix Anal. Appl., 33 (2012), no. 3, pp. 958–978].
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1. Introduction. The generalized minimal residual method (GMRES) [10] is a
popular iterative technique for solving large non-Hermitian linear systems. Green-
baum and Strakos˘ [6] proved that any convergence curve for the residual norm can be
generated by GMRES applied to a non-derogatory matrix having prescribed eigen-
values. Greenbaum, Pta´k, and Strakos˘ [5] showed later that any nonincreasing con-
vergence curve is possible for GMRES. Arioli, Pta´k, and Strakos˘ [1] gave a complete
parametrization for the class of matrices having the same GMRES convergence curve.
Recently, Duintjer Tebbens and Meurant [3] showed that any Ritz value behavior
is possible for prescribed GMRES residual norms. Since the roots of the polynomials
GMRES generates to compute its residuals are harmonic Ritz values [4], it is interest-
ing to investigate the harmonic Ritz value behavior for prescribed GMRES residual
norms. Duintjer Tebbens and Meurant wrote [3, page 974] it is not clear whether any
harmonic Ritz value behavior is possible for prescribed GMRES residual norms. In
this note we show that any admissible harmonic Ritz value set (introduced in §3) is
possible for prescribed GMRES residual norms.
The rest of this note is organized as follows. In the remainder of this section
we introduce some notations. In section 2 we give some properties for GMRES and
harmonic Ritz values. In section 3 we provide the main result of this note by exploiting
a parameterized inverse eigenvalue problem.
To facilitate the discussion, we shall adopt the following notations. For a matrix
A, let aij , ak, tr(A), det(A), Ak, A˜k andA
∗ denote the i, j entry, the kth column, the
trace, the determinant, the k× k principal submatrix, the matrix build with the first
k columns, and the conjugate transpose of A, respectively. The complex conjugate
of a scalar z is written z. Let ek denote the kth column of the identity matrix of
appropriate order.
2. Preliminaries. Let a nonsingular matrix A ∈ Cn×n and a vector b ∈ Cn be
given. For an initial guess x0, GMRES approximates the exact solution of Ax = b at
step k by the vector xk ∈ x0 + Kk(A, r0) that minimizes the Euclidean norm of the
residual rk := b−Axk, i.e.,
‖rk‖ = min
x∈x0+Kk(A,r0)
‖b−Ax‖,
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where
Kk(A, r0) := span{r0,Ar0, . . . ,A
k−1r0}.
The Arnoldi process [2] constructs an orthonormal basis of Kk(A, r0). Without
loss of generality we assume
‖r0‖ = 1,
and we also assume that the Arnoldi process for the pair {A, r0} do not break down
before the nth iteration. Then we have the Arnoldi relation
(2.1) AV = VH,
where V is unitary and H is irreducible upper Hessenberg. The columns of V˜k form
an orthonormal basis of Kk(A, r0).
The eigenvalues of the generalized eigenvalue problem
(2.2) H˜∗kH˜kz = θH
∗
kz
are called harmonic Ritz values at step k of the Arnoldi process for {A, r0}, giving
the k-tuple
Θ(k) = (θ
(k)
1 , θ
(k)
2 , . . . , θ
(k)
k ).
For simplicity we assume these number are sorted in nondecreasing order (in magni-
tude). Note that θ
(k)
j is either nonzero finite complex number or ∞. We denote by Θ
the set
(2.3) Θ := {Θ(1),Θ(2), . . . ,Θ(n)}
representing all (n+ 1)n/2 harmonic Ritz values.
Consider a QR factorization
(2.4) H = QR,
where Q is unitary irreducible upper Hessenberg and R is nonsingular upper trian-
gular. By (2.4), we have the following factorizations of Hk and H˜k:
(2.5) Hk = QkRk, H˜k = Q˜kRk.
Entries of Q and the relation to GMRES residual norms have been shown in [8, 9].
For convenience of our investigation, we list some known results in Propositions 2.1,
2.2, 2.3, and 2.4. We also give proofs for completeness.
Proposition 2.1. Rows 2 through n of the unitary irreducible upper Hessen-
berg matrix Q are uniquely determined (up to complex signs) by the first row of Q.
Specifically, for i = 1 : n− 1 and j = i+ 1 : n
qi+1,i = ρi
√
1−
∑i
l=1 |q1l|
2√
1−
∑i−1
l=1 |q1l|
2
,
qi+1,j = −ρi
q1iq1j√
1−
∑i−1
l=1 |q1l|
2
√
1−
∑i
l=1 |q1l|
2
,
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where
|ρ1| = |ρ2| = · · · = |ρn−1| = 1.
The proof of Proposition 2.1 is straightforward by explicit calculations (exploiting
the unitary irreducible upper Hessenberg structure of Q).
Proposition 2.2. GMRES residual norm at step k, ‖rk‖, is given by
‖rk‖ =
(
n∑
l=k+1
|q1l|
2
)1/2
.
Proof. It follows from H˜k = Q˜kRk and
‖rk‖ = min
x∈x0+Kk(A,r0)
‖b−Ax‖
= min
y∈Ck
‖r0 −AV˜ky‖
= min
y∈Ck
‖r0 −VH˜ky‖
= min
y∈Ck
‖e1 − H˜ky‖
that
‖rk‖ = ‖(I− Q˜kQ˜
∗
k)e1‖ =
(
n∑
l=k+1
|q∗l e1|
2
)1/2
=
(
n∑
l=k+1
|q1l|
2
)1/2
.
Proposition 2.2 implies that the GMRES residual norms can be read from the
first row of Q.
Proposition 2.3. GMRES applied to {A, r0} stagnates at step k, i.e.,
‖rk‖ = ‖rk−1‖,
if and only if qk, the kth column of Q, satisfies
qk = qk+1,kek+1.
Proof. It follows from Proposition 2.2 and ‖rk‖ = ‖rk−1‖ that q1k = 0. Then
qik = 0 for i = 2 : k follows from Proposition 2.1. Therefore qk = qk+1,kek+1.
Conversely, if qk = qk+1,kek+1, by Proposition 2.2, ‖rk‖ = ‖rk−1‖.
Next, we characterize the harmonic Ritz values when GMRES stagnates. By
(2.5), the generalized eigenvalue problem (2.2) for harmonic Ritz values at step k
reduces to:
(2.6) Rkz = θQ
∗
kz.
Proposition 2.4. Assume that GMRES applied to {A, r0} stagnates from step
k + 1 to step k +m (0 ≤ k < k +m ≤ n− 1), i.e.,
‖rk‖ = ‖rk+1‖ = · · · = ‖rk+m‖.
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Then harmonic Ritz values {θ
(k+i)
j }
k+i
j=1 at step k + i for i = 1 : m satisfy
θ
(k+i)
j =
{
θ
(k)
j , 1 ≤ j ≤ k
∞, k + 1 ≤ j ≤ k + i.
Proof. By Proposition 2.3, the generalized eigenvalue problem (2.6) at step k + i
(1 ≤ i ≤ m) reduces to
Rk+iz = θ
[
Q∗k qk+1,keke
∗
1
0 T
]
z.
The statement follows from Rk+i is nonsingular upper triangular, and all diagonal
entries of the upper triangular matrix T are zero.
3. Harmonic Ritz values for prescribed GMRES residual norms. We
call a set Θ defined in (2.3) satisfying ∞ /∈ Θ an admissible harmonic Ritz value set
for stagnation-free GMRES. We also call a set Θ defined in (2.3) satisfying Proposition
2.4 an admissible harmonic Ritz value set for GMRES with stagnation. In this section
we will show that any admissible harmonic Ritz value set is possible for given GMRES
residual norms.
By Propositions 2.1 and 2.2, given GMRES residual norms implies entries of Q
are uniquely determined up to complex signs. Given an admissible harmonic Ritz
value set Θ, by constructing a desirable nonsingular upper triangular matrix R (see
the approach below), we can obtain a pair {H, e1}, for which GMRES produces
harmonic Ritz value set Θ and the prescribed residual norms.
Now we describe how to construct R. At step k, let {r̂jk}
k
j=1 denote the entries
of the last column of R−1k .
(i) If Qk is nonsingular, we consider the parameterized inverse eigenvalue problem
for prescribed harmonic Ritz values: Given k nonzero complex number (harmonic Ritz
values) θ
(k)
1 , θ
(k)
2 , . . . , θ
(k)
k , and two matrices Qk, R
−1
k−1; find {r̂jk}
k
j=1 such that{
1
θ
(k)
1
,
1
θ
(k)
2
, . . . ,
1
θ
(k)
k
}
is the spectrum of the matrix
Q∗kR
−1
k = Q
∗
k
[
R−1k−1 0
0 0
]
+
k∑
j=1
r̂jkQ
∗
keje
∗
k.
Note that the k matrices Q∗keje
∗
k (1 ≤ j ≤ k) are linearly independent and
tr(Q∗ke1e
∗
k) = q1,k 6= 0.
Helton et. al [7] proved that almost all such parameterized inverse eigenvalue problems
are solvable.
(ii) If Qk is singular, which means GMRES stagnates at step k, by Proposition
2.4, we can set r̂jk = 0 for j = 1 : k − 1 and r̂kk = 1.
Once all {r̂jk}
k
j=1 for k = 1 : n are found, we obtain R
−1, then H follows by
H = QR. GMRES applied to {H, e1} produces the prescribed harmonic Ritz values
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(in all steps) and the prescribed residual norms. That is to say, any admissible
harmonic Ritz value set is possible for given GMRES residual norms.
Remark 3.1. Given Q and Rk−1, we provide an obvious approach for con-
struction of Rk. It is sufficient to consider the case Qk is nonsingular. We obtain
{rjk}
k
j=1, the entries of the last column of Rk, by solving the following linear system
det(Rk − θ
(k)
i Q
∗
k) = 0, i = 1 : k.
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