The most common type of cancer seen in women is breast cancer. To enable recovery from this severe disease, monitoring and early detection must be provided, and related precautions must be taken as a first step. During diagnosis, some cases may be overlooked due to fatigue and eyestrain, because the determination of abnormalities is a repetitive procedure. In this study, a computer-aided diagnosis (CAD) system, using the wave atom transform (WAT) algorithm and support vector machine (SVM), is proposed to evaluate mammography images. During the process, the region of interest (ROI) is defined before applying the method. The system includes a feature extraction approach based on the WAT algorithm. In terms of classification, the process has 2 main stages: the classification of normal/abnormal regions and malignant/benign ones. The proposed system also uses principle component analysis (PCA) for further dimensional reduction and feature selection. A dataset from the Mammographic Image Analysis Society database is employed for testing and measuring the performance of the proposed system. The best success rates in this work are obtained using the coefficients at scales of 1, 2, and 3, by employing SVM with PCA. The maximum classification success rate to define the regions of interest as normal/abnormal is 100%. The success rate of malignant/benign classification is also achieved as 100% in the tests. According to the results, it is observed that these features ensure important support for more comprehensive clinical investigations and the results are very encouraging when mammograms are categorized via WAT, PCA, and SVM.
Introduction
Breast cancer is one of the most dangerous types of cancer for women worldwide. More than 11% of women suffer from this type of cancer during their lifetime. The estimations of The World Health Organization's International Agency for Research on Cancer (IARC) predict that more than 1 million women worldwide will be infected by breast cancer yearly, and more than 400,000 will die each year [1] . The most important aspect in the treatment of breast cancer is early detection [2] . On the other hand, early detection is not an easy task and biopsy is used to obtain the most accurate results in diagnosis. However, a biopsy operation is very costly and can be difficult for the patients.
Mammography is the best available inspection facility to detect breast cancer and it can disclose a signif- * Correspondence: ngedik@ktu.edu.tr icant demonstration of abnormality, such as masses, microcalcifications, bilateral asymmetry, and architectural distortion [3] . Mammography, a special X-ray imaging technique, is used to take exhaustive pictures of the breasts. Low-dose X-ray, high-contrast, and high-resolution film are used for mammography, and its X-ray part was planned particularly to scan the breasts [3] .
Among the hundreds of images examined by a radiologist, only a few images contain cancer. The determination of abnormalities is a successive procedure. It leads to several physical drawbacks in the human body, such as fatigue and eye strain; thus, some abnormalities may be overlooked. Therefore, computer-aided diagnosis (CAD) systems have been developed to assist radiologists in the determination of abnormalities using mammography that may point out the existence of abnormality. CAD systems work only as a second reader, and the definite diagnosis and last decision about the case is always left to the radiologist. These automated systems have improved radiologists' ability to achieve the best accuracy on breast cancer detection [4] . In this case, many studies have been done using different algorithms in the literature including CAD systems [5] [6] [7] [8] [9] .
Wang et al. [10] proposed an algorithm based on independent component analysis (ICA) and least squares (LS)-support vector machine (SVM). They selected variables using the theory of statistics. Next, the ICA was applied to these selected variables for extracting the ICA components. Finally, LS-SVM was used to classify the data. Their experimental results showed that the ICA and LS-SVM method was better than the solely applied LS-SVM method. Polat and Güneş [11] used the LS-SVM classifier algorithm for breast cancer diagnosis. They achieved classification accuracies of 95.89%, 96.59%, and 97.08% for training/testing partitions of 50%-50%, 70%-30% and 80%-20%, respectively.
The extraction of features from an image is a significant stage in image processing and CAD systems. Features can be obtained from spatial data or data on a different space. Different space modalities that use a transform, such as Fourier, wavelet, ridgelet, contourlet, or curvelet, can be beneficial to distinguish a specific item of data. Multiresolution tools allow conservation of an image with respect to a specific resolution. They also provide zooming into the image. Multiresolution analyses are widely used in image processing applications [12, 13] . In this direction, a few algorithms have been improved to extract features in mammographic images using wavelet. Rajkumar et al. [14] presented a comparative study that used 2 different wavelets for the classification of mammographic images to detect tumors. A small part of the biggest coefficients from discrete wavelet transform (DWT) and stationary wavelet transform (SWT) were used as features. In their paper, mammographic images were classified as normal, benign, and malignant. The success rate of the classification obtained from DWT was 83% and 76% from SWT. They also compared Euclidean and Bray Curtis distances for appropriate classification.
Boccignone et al. [15] proposed a CAD system using wavelet transform to detect microcalcifications on mammograms. They decomposed each image into different resolution levels and implemented a thresholding technique to separate the microcalcifications. In the thresholding stage, Renyi entropy was utilized. Classification was carried out using wavelet coefficients without inverse wavelet transform. Gurcan et al. [16] presented a method based on a 'subband' decomposition filter bank, which used nonlinear filters to classify microcalcifications. They decomposed each mammogram into subimages using the filter bank. The detail-image was divided into overlapping square regions and then the skewness and kurtosis were computed. A region that had high positive skewness and kurtosis was marked as a ROI. To find the microcalcification locations, they used an outlier labeling method and obtained an enhanced mammogram by emphasizing the microcalcification locations. They compared linear and nonlinear subband decomposition structures and found that both structures were successfully identified microcalcification regions. Gurcan et al. [17] used the subband domain to detect micro-calcification clusters. The mammograms were processed by a subband decomposition filterbank. The resulting bandpass subimages were analyzed to detect microcalcifications. Skewness and kurtosis were used to find the locations of microcalcification clusters. High positive skewness and kurtosis indicated the microcalcification areas. Their experimental studies showed that the method was successful to detect microcalcifications regions. Bagci et al. [18] developed methods for the detection of microcalcification based on higher-order statistics (HOSs), and wavelet analysis. They divided each mammogram image into overlapping small windows. After that, a HOS was estimated in each window. Windows with HOS values higher than a threshold value were marked as regions containing microcalcification.
Moayedi et al. [19] presented a method to classify masses via contourlet and SVM. They used statistical features obtained from contourlet coefficients at the fourth decomposition, cooccurrence matrix, and geometrical features for each image. Moreover, they used a genetic algorithm to select features and a neural network classifier to classify them. Thus, they emphasized that the contourlet transform offers an improvement for the classification stage. Candes et al. [20] developed a curvelet transform to provide a powerful representation of objects with discontinuities throughout curves. It is very important to detect and to enhance the boundaries between different structures in medical images. Several studies have been done using curvelet transforms. Ali et al. [21] offered a curvelet transform modality for the fusion of computed tomography and magnetic resonance images. The curvelet transform provided successful results in their fusion experimentation. Bind et al. [22] presented a method based on a curvelet transform to detect objects in speckle images. They also built a segmentation method that provided a sparse expansion for a smooth image. Eltoukhy et al. [23] presented a comparative study including wavelet and curvelet transforms. The biggest 100 coef?cients, coming from each scale belonging to the wavelet and curvelet, were used to create a feature matrix for the classi?cation stage. They used a Euclidean distance classifier for the classification, and 142 mammogram images obtained from the Mammographic Image Analysis Society (MIAS) dataset were employed for training and testing of the system. Eltoukhy et al. [24] introduced a method to classify mammographic images based on a curvelet transform. The developed method decomposes each image into different scales and angles. Here, different ratios from the biggest coefficients were selected for use as the feature vector and a different decomposition level was used to detect the scale that provides the maximum classification accuracy. The maximum success rate was obtained as 98.59% for normal and abnormal classification at a scale of 2 using 40% of the coefficients, and at a scale 3 using 40% and 70% of the coefficients. The conducted comparative study with a wavelet showed that features based on the curvelet yield a greater classification success rate than features based on the wavelet. Eltoukhy et al. [25] presented another method for breast cancer diagnosis. They developed a feature extraction technique based on the statistical t-test algorithm. The method builds a matrix that is created from coefficients' vectors of wavelet or curvelet transformation. After that, a dynamic threshold is implemented to get the most important features. The dataset is divided into 2 parts, called training and testing. For the classification stage, the SVM technique is used as a classifier. The dataset is classified as normal/abnormal and benign/malignant. The technique is repeated until the classification success rate increases to the highest value with the least coefficients.
In this study, we first isolate the ROI manually from mammographic images, and then each ROI is decomposed using wave atom transform (WAT) (at scales of 1, 2, 3, and 4), separately. To the best of our knowledge, there is no previous work using WAT to classify mammograms. Therefore, the objectives of this paper are to investigate the implementation of WAT on mammographic images and to also fill a gap in the literature. In this paper, we build the feature vector and the feature matrix using wave atom coefficients. First, we obtain wave atom coefficients for each scale. These coefficients are used to categorize the mammograms into normal or abnormal and benign or malignant. We then employ the SVM algorithm to classify the mammogram images. In our experiments, parameters σ and C , which belong to the SVM, are selected to be 9 and 1000, respectively.
The rest of the paper is constructed as follows. Section 2 gives a brief introduction to the WAT. The experimental works and dataset obtained from the MIAS are described in detail in section 3. The results and conclusions are presented in sections 4 and 5, respectively.
WAT
WAT was presented by Demanet in 2007 [26] . The transformation, obeying the parabolic scaling law, can be considered a variant of 2-dimensional (2D) wavelet packets. WAT has 2 very significant properties. The first is the ability to adapt to arbitrary local directions of a pattern and the second is the ability to sparsely represent anisotropic patterns aligned with the axes. Wave atoms offer sharper frequency localization than other wave packets. It also has significant sparse expansion for oscillatory functions when compared with wavelets, curvelets, and Gabor atoms.
The forms of wave packets, known as wavelets, Gabor, ridgelets, curvelets, and wave atoms, are created using 2 parameters, which are α and β . These variables symbolize the decomposition and directional ability for all wave forms. The α and β values are 1/2 for wave atoms and Figure 1 shows wave packet's support in the space and in frequency planes. Here, α corresponds to the multiscale structure of the transform and β corresponds to directional selectivity.
Actually, wave atoms are built from the tensor products of 1D wave packets. One-dimensional (1D) wave packets can be represented as ψ j m,n (x ), where j, m ≥ 0 and n ∈ Z . The frequency restrictions are
The space restriction is defined as x j,n =2 j n. The basic function can be written as follows:
Here, 2D wave atoms φ µ (x 1 x 2 ) are constructed with subscript µ = (j, m, n), where m = (m 1 ,m 2 ) , n = (n 1 , n 2 ).
Modifying Eq. (1), a 2D orthonormal basis is written as follows:
where H is a Hilbert transform. The wave atom tight frame is formed by a combination of Eqs. (2) and (3).
More details about WAT can be found in [26] . 
Details of the experimental work
In this paper, a multiresolution representation of the mammographic images is realized using WAT. Mammographic images are cropped manually and subimages (ROIs) are generated. ROIs contain many abnormalities, called microcalcification, circumscribed mass, ill-defined mass, speculated mass, architectural distortion, and asymmetry. For feature extraction, WAT at scales of 1, 2, 3, and 4 is applied to each ROI to obtain the feature vector. The classification process is performed using SVM.
In this paper, a dataset supplied by the MIAS [27] is used to implement the wave atom algorithm. In the MIAS database, images have been examined and labeled by expert radiologists. The datasets are widely used in mammographic research [25] in various cases. This database contains a file description list belonging to the mammograms and provides appropriate details about each image. Some of these details are the class of abnormality, (x,y) coordinates of the abnormality according to its center, and approximate radius of a circle surrounding the abnormality. Such details are required because the dataset includes various cases. The database is publicly available for scientific research.
In this study, 200 mammogram images, including 50 malignant, 50 benign, and 100 normal, are used to test the system and utilize the largest dataset in the literature [8] . ROIs containing the abnormalities are manually cropped for each mammogram. ROIs are found according to (x,y) coordinates, showing the center of the abnormality, where the coordinates are given in the file list of the MIAS database. Mammographic images include unwanted parts, such as the pectoral muscle and label. These parts are eliminated by applying a cropping operation. The cropping operation is carried out adhering to the given coordinates. Thus, training and testing sets are created by cropping at a size of 128 × 128 pixels. An example of cropping and the fallow cards of the proposed diagnosis system are given in Figure 2 .
In order to determine which scale gives a better result, the WAT is applied at scales of 1, 2, 3, and 4 after the mammograms are cropped as described above. The feature matrix is obtained from the feature vectors belonging to wave atom coefficients. In the classification stage, SVMs are applied to the training and testing datasets.
Three different methods have been applied for the evaluation of breast cancer diagnosis. These methods are classification accuracy, sensitivity, and specificity analysis and receiver operating characteristic (ROC) curves. The following expressions are used for the sensitivity and specificity analysis:
where TP, TN, FP, and FN indicate true positives, true negatives, false positives, and false negatives, respectively. 
Results and discussion
In the first step of this work, the dataset is classified as normal and abnormal using SVM algorithms. In this stage, the dataset is divided into 2 groups, as training and testing. Thus, the dataset is partitioned into 2 different groups of samples in terms of the ROI. Those samples include 100 normal and 100 abnormal mammogram images. Table 1 shows the success rates of the SVM method for the classification of images as normal and abnormal. After that, the second step of this work is the classification of images as malignant and benign types of abnormal mammograms. For this, 100 abnormal images from the MIAS database, which include 50 malignant and 50 benign, are used. The dataset is divided into 2 groups for training and testing, to examine the classification accuracy of the SVM. Thus, the dataset is partitioned into 2 different samples. The success rates of the SVM algorithms for the classification of mammogram images as malignant and benign are shown in Table 2 . Figures 2 and 3 illustrate the ROC curves to show the effectiveness of each classifier using WAT. Figure 3 shows ROC curves for separation of images as normal and abnormal, and Figure 4 shows the ROC curves for malignant and benign types of images.
In this paper, an additional study for the classification of mammograms via WAT is performed using the principle component analysis (PCA) method for feature selection and dimensional reduction. Tables 3 and   4 show the success rates of SVM in the classifications of mammogram images, first as normal/abnormal, and second as malignant/benign, after applying PCA, respectively. In Table 4 , it is observed that 100% classification accuracy is provided with wave atom coefficients at a scale of 1. Therefore, the feature selection process with PCA is not performed for malignant/benign classification.
The ROC curves for normal/abnormal separating with PCA at each scale are shown in Figure 5 . Similarly, the ROC curves of the SVM classifier and PCA at each scale are shown in Figure 6 for the malignant/benign separating system. Table 1 . Success rates of the SVM algorithm in the classification of mammogram images as normal and abnormal. 
Wave atom
Scale Accuracy (%) Sensitivity Specificity Classifier 1 94 0.89 1 SVM 2 69 0.38 1 SVM 3 55 0.10 1 SVM 4 53 0.06 1
Conclusion
Breast cancer diagnosis using a digital mammogram is a practical field of investigation of diseases for medical application. The positive results that come from CAD systems affect the mortality rate of patients. In the scope of the study, this paper describes a CAD system for recognizing breast cancer in ROIs of digital mammograms. The study also investigates the performance of the system with the WAT, PCA, and SVM methods. The best success rates in this work are obtained with coefficients at a scale of 1, 2, and 3 using SVM with PCA. The presented results demonstrate that WAT, PCA, and SVM are useful and powerful methods to distinguish the mammographic images as normal, benign, and malignant. We observed that using WAT and SVM provides great advantage for normal/abnormal classification. Using the WAT and SVM with PCA method, an accuracy rate of 100% is achieved for normal/abnormal classification. For malignant/benign classification, an accuracy rate of 100% is also achieved using the WAT and SVM methods. From these results, it is observed that such features provide important support for more detailed clinical investigations and the results are very encouraging when mammograms are classified with WAT, PCA, and SVM.
