ABSTRACT Narrative reports in medical records contain abundant clinical information that may be converted into structured data for managing patient information and predicting trends in diseases. Though various rule-based and machine-learning methods are available in electronic medical records (EMRs), a few works have explored the hybrid methods in extracting information from the Chinese EMRs. In this paper, we developed a novel hybrid approach which integrates the rules and bidirectional long short-term memory with a conditional random field layer (BiLSTM-CRF) model to extract clinical entities and attributes. A corpus of 1509 electronic notes (discharge summaries and operation notes) was annotated. Annotation from three clinicians was reconciled to form a gold standard dataset. The performance of our method was assessed by calculating the precision, recall, and F-measure for two boundary matching strategies. The experimental results demonstrate the effectiveness of our method in clinical information extraction from the Chinese EMRs.
I. INTRODUCTION
With the rapid growth of Electronic Medical Records (EMRs), more and more EMRs are available for researches and applications. This provides opportunities and challenges to accelerate clinical science using large scale of practical clinical data in less expense [1] , [2] . Meanwhile, a large amount of unstructured clinical texts is generated, which contain a variety of clinical information [3] . Extracting these information could help clinicians understand the state of diseases, the determination of treatment plan and uncover unmet medical needs, as shown in Fig. 1 . Manually extracting such narratives by clinical experts is a time consuming and errorprone process. For this reason, Natural Language Processing (NLP) has been increasing impact for medical information research [3] , [4] . Various NLP frameworks have been used to mine clinical knowledge from English medical documents [5] - [7] , However studies for focusing on Chinese are still limited.
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Automatic information extraction from the unstructured Chinese clinical texts is a complicate task, which is dramatically different from clinical texts in English. One of the primary difference between English and Chinese NLP is that there is the lack of clear word boundaries in Chinese [8] - [10] . Recently, some researchers have noticed the importance of these problems in Chinese clinical information extraction. Liang and Xian [11] proposed a novel cascade-type Chinese medication entity recognition approach that integrated the sentence category classifier from a support vector machine and the conditional random field-based medication entity recognition. While the machine learning methods need to obtain enough labeled corpus for learning a well-performancing model. Moreover, Wang et al. [12] proposed a rule-based approach to extract tumor-related information. Then, Chen et al. [13] adopted rule-based and hybrid methods to extracting clinically useful information for evaluating the stage of hepatocellular carcinoma. Although the rule-based methods achieve good performance, it is impossible to collect complete rules. Motivated by these observations, we propose a novel hybrid approach called Clinical Entity and Attributes ExtractoR (CEAER). The CEAER combines the rules and bidirectional Long Short-Term Memory Networks with a conditional random field layer (BiLSTM-CRF) model to extract clinical entities and attributes from various types of narrative clinical texts, e.g., operative records, discharge summaries, clinical data requests, etc. In CEAER, the BiLSTM-CRF model is used to recognize clinical entities. After that, the heuristic rules are designed to extract the attributes of entities. The main contributions of the proposed method can be summarized as follows:
(1) In this study, we adopt BiLSTM-CRF model to recognize the clinical entity. The BiLSTM layer is used to obtain global information of each sentence, and a CRF layer is used to predict a label sequence for an input sentence.
(2) We design a set of handcrafted rules to extract the attributes of entities.
(3) Conduct an extensive and large-scale empirical study to evaluate the effectiveness of the hybrid method.
The rest of this paper is organized as follows. In section 2 briefly reviews the related work on clinical information extraction. Section 3, we describe our proposed CEAER method. Section 4 gives the experiments and results analysis. In section 5, we describe the limitations of this work and identify further improvements for future work. Finally the conclusions are given.
II. RELATED WORK
Clinical information, including diseases, drugs, clinical symptoms, physical signs and tumor-related information from several clinical reports, are very important to clinicians.
These information is questions frequently inquired by clinicians. Clinical information extraction has been much explored in natural language processing, early systems usually rely on handcrafted rules based on grammatical patterns and keyword matching [14] , such as cTAKES [15] , eMERGE [16] , HITEx [17] . These approaches have been used to process English medical documents, but studies focusing on Chinese are relatively limited. Lack of annotated and public corpora, information extraction is more challenging for Chinese EMRs. Unlike English, Chinese does not have natural segmentation marks between two linguistic units [18] - [20] . Moreover, Chinese words manifest diversity, such as abbreviations, neologisms, unconventional spellings and phonetic substitutions [21] , [22] .
Recently, several Chinese NLP and machine-learning approaches have been proposed [23] , [24] . However, these methods were not specifically designed for clinical notes in EMRs. Specific methods have been developed for extracting information in Chinese EMRs. Jianbo Lei et al. [25] evaluated the contributions of different types of feature and machine-learning algorithms for NER in Chinese clinical text. Giorgi et al. [26] studied transfer learning with DNNs for biomedical named entity recognition by transferring parameters. Results showed that researchers could make use of transfer learning to reduce the number of hand-labeled annotations. Wang et al. [12] conducted a study to extract tumor-related information from operation notes of hepatic carcinomas which were written in Chinese using rule-based approach to yield a precision of 69.6% and recall 58.3%. Chen et al. [13] proposed a rule-based and hybrid methods for clinical information extraction based on EMRs. The extracted clinical useful information was applied for the HCC staging. VOLUME 7, 2019 Compared to the manual review, the concordance rate was 75%. Soysal et al. [27] described a system for metastasis site detection from the pathology reports by applying NLP technologies. It achieved a recall of 0.84 and 0.88 precision for metastatic status detection, and 0.89 recall and 0.93 precision for metastasis site detection.
Furthermore, there was research on Chinese negation and temporal expression extraction. Kang et al. [28] constructed a Chinese Clinical corpus, and proposed sequence labeling based system for negation detection. Experimental results achieved a predictive value of 94.4%. Mitchell et al. [29] developed a new NegEx tool which utilized 272 rules, a regular expressions, and had proved its effectiveness in detecting negations in discharge summaries with a recall of 95.93% and precision of 93.27%. Hao et al. [30] proposed a novel method called TEER for both multi-lingual temporal expression extraction and normalization from various types of narrative clinical texts. The results showed TEER achieved a precision of 0.941 and a recall of 0.932 on the Chinese discharge summaries. Like other rule-based methods, these researches have an advantage of being simple to implement but show a lower performance when applied to clinical texts in other domains.
Despite the important contributions of previous studies on Chinese clinical information extraction, few studies have explored the hybrid approach that combines the rule-based and ML-based methods to extract information from Chinese clinical texts [31] , [32] . It is important to investigate whether the hybrid approaches are more effective than the traditional rule-based methods. In the present study, we constructed a Chinese clinical dataset, then systematically evaluated the performance of our method.
III. METHODS

A. DATA COLLECTION AND ANNONTAION
A real dataset of 1509 clinical documents from the first affiliated hospital of Zhengzhou University were collected for testing our method. The clinical documents contained the discharge summaries and operation notes of patients with gastric cancer. They came from 1509 individual patients who were admitted from January 2016 to December 2018. And the original clinical documents are from the EMRs system of the hospital. After extensive discussions with other researchers and doctors at the first affiliated hospital of Zhengzhou University, we identified 13 key questions that the doctors would like to get from a free-text clinical record, as shown in Table 1 . These data are important information, which are closely related to the patients' postoperative recovery. If it can be automatically extracted and generated structured format, it will be of great value for the clinical research.
Annotating a large quantity of Chinese clinical texts is extremely costly for doctors because significant domain knowledge is required. Three Chinese doctors were recruited to manually annotate these 13 questions in all 1509 samples of clinical records. We developed an entities annotation guideline based on clinical records in Chinese. The annotation guidelines were similar to those used in the 2010 i2b2 NLP challenge (http://www. i2b2.org/NLP/Relations/ Documentation.php). Two differences are shown that we added attributes annotation rules of clinical entities for the first time. Second based on the 13 questions that doctors care about, we designed the key entity which is composed of the keywords. These keywords were picked out manually relied on doctors' clinical knowledge and experience, such as ''tumor'', ''hemorrhage'', etc.
In addition, we developed an entity annotation tool to assist doctors for annotating Chinese clinical corpora. The identifiers of all patients were manually removed before annotation. Each clinical record was annotated independently by two annotators (i.e. double-annotation). Disagreements exist between annotators with different domain backgrounds. A third clinician was in charge of dealing with inconsistence between the two annotations. These annotated dataset were used as gold standard for constructing and validating our approach. Table 2 summarizes statistics of our corpus. 78791 entities, 14693 digits, 21852 negations and 11318 temporal terms were annotated in total from all 1509 samples. We randomly choose the 75% samples as the training data and the remaining is testing data. For each question, there were at least 30 samples for training, and 30 for testing. An annotation sample is shown in Fig. 2 . 
B. EXTRACTION STRATEGY
Aiming at automatically identifying the clinical entities and attributes from narrative Chinese clinical texts, CEAER is proposed by leveraging BiLSTM-CRF, heuristic rules and clinical features to efficiently convert the unstructured clinical text into structured records, shown in Fig. 1 . In CEAER, a structured expression is represented as a triple SE =< T , N , A >, where T is the types of clinical entities, N represents the name of entities, A is the attributes of entities N . Therefore, the purposes of CEAER is to: 1) identify the clinical entities N , 2) extract the attributes of entity A.
By observing the process of the manually annotated entities and attributes from clinical texts, we found that people commonly first search for some key clinical terms which related to (or indicate) the medical concepts they concern. For example, when looking up whether the patient has symptoms of ''sore throat'', one will first locate the key words ''sore throat'' and then scanning neighboring words of this key words to find its attributes, such as ''4 days''. In this paper, our method simulates this procedure. Our extraction strategy is a two-step process with two independent subtasks, the whole pipeline of our method can be found in Fig. 3 .
Firstly, clinical entity recognition aims to recognize clinical entity mentions in raw clinical texts. Based on the human annotations datasets, we exploit the BiLSTM-CRF model to extract the clinical entities. These annotations datasets were generated purely based on doctors' clinical knowledge and experience. When some clinical entities are found in one sentence, the sentence is tagged. After all clinical entities and sentences have been tagged, we will perform the next subtask.
In the second subtask, we adopt the rule-based method to find potential attributes of each entity. The attributes of entity contained: digits, negations and temporal terms. In many cases, a snippet of text contained a clinical entity while the related attribute values were found in the following snippets. Therefore, we treated the contents between two clinical entities as a concerned unit for attribute extraction rather than by using the look-up windows with a fixed size. In the preprocessing of Chinese text, we did not conduct word segmentation, so we treat each individual Chinese character as a token.
C. CLINICAL ENTITY RECOGNITION
Recurrent neural networks (RNNs) is a powerful family of connectionist models that capture time dynamics via cycles in the graph. RNNs take as input a sequence of vectors (x 1 , . . . , x n ) and return another sequence (h 1 , . . . , h n ) that represents some state information about the sequence at every step in the input. In theory, RNNs can learn the long dependencies but they generally support only to their most recent inputs in the sequence. Long short-term memory networks (LSTMs) have been designed to deal with this issue. It can incorporate a memory-cell and has been shown to capture long-range dependencies. Our LSTMs has input gate, output gate, forget gate and peephole connection. Fig. 4 . shows the architecture of entity recognition. We use the following implementation:
where λ is the element-wise sigmoid function and is the element-wise product. x t is the input vector (word embedding) at time t, and h t is the hidden state vector, W are weight matrices, and b are biases. Given an input sentence x = x 1 , x 2 , . . . , x n , the BiLSTM-CRF model first finds the word embedding e i of each word x i in the lookup table E. Then a LSTM unit associates each e i with a vector − → h i by computing along the input sentence from left to right. Therefore, we get a sequence
Another LSTM unit associates each e i with a vector ← − h i by computing along the input sentence from right to left, so we get another sequence
− → h i and ← − h i are fed into the hidden layer, formally by
where W 1 and b 1 denote the parameter matrix and bias vector, and ''[]'' denotes the vector concatenation operation. Then the scores Z i ∈ R 1×L of all possible labels for the word x i are computed by
where W 2 indicates the parameter matrix and L is the number of all possible labels. Finally, we explore a conditional random fields (CRFs) to produce label predictions. Concretely, since each word x i corresponds to a score vector Z i , the input sentence x 1 , . . . , x n corresponds to a matrix Z ∈ R N ×L , where N is the size of the input sequence. Therefore, Z i,j denotes the score of the jth label of ith word. For an output sequence y = y 1 , . . . , y n , we define its score to be
where T y i−1 ,y i (T ∈ R L×L ) indicates the score of a transition from the y i−1 th label to the y i th label. When decoding, the goal is to search the output sequence y * with the highest score in all possible out sequences Y (x):
D. ENTITY ATTRIBUTE EXTRACTION
In clinical texts, entity attributes mainly reflect the relationship between clinical entity and patients, which contain a variety of negation phrase, digits and temporal terms. These attributes are questions frequently inquired by doctors. Attributes like patients' symptoms and duration of symptoms are very important to clinicians, so we expect to get (attribute: value) pair like (cough: 1 week) automatically from free-text clinical records. By observing the clinical texts, we have noticed that doctor from same department share the same template and some distinctive description language. For value and location type in its context is relatively regular. Motivated by this observation, we try out rule-based methods to extract the attributes of entity since it has been demonstrated good performance on medical language processing [12] , [13] . First, we classified attributes extraction problem into 3 categories by their attribute types: digits, negations, temporal terms. Different categories adopted different heuristic rules. According to doctors' suggestions, we also collected some specific vocabularies, such as '' (invasion)'', '' (transfer)'', etc. The heuristic rules and the specific vocabularies are used together to extract attributes. Table 3 shows some regular expressions and vocabularies we manually complied.
1) DIGITS EXTRACTION
The regular expressions are created to recognize numeric expressions:''\d+(\.\d+)[units]'' for identifying numbers, e.g., ''5cm'' or ''3.5cm''. We exploit regular rule ''\d+(\.\d+|) [ numeric expressions of mass size, e.g., ''5*6cm'', ''3cm* 3cm'', ''200ml'', as shown in Table 3 .
2) NEGATIONS EXTRACTION
In clinical texts, presence of a clinical entity does not necessarily indicate presence of a medical condition. On the contrary, negation can be used to describe the absence of a finding or disease to rule out a suspected possibility, which is referred to as ''pertinent negatives'' in clinical notes [28] , [29] . Accurately identifying whether a particular expression is negated is of great significance to design making of diagnosis and prescription.
Detecting negation in clinical texts is much significance for pertinent negatives analysis. Terms like '' (no)'', '' (no)'', '' (expect)'', '' (denied)'' are the most frequent terms to indicate the absence of clinical observations. We adopt rule-based approaches to perform the negations detection, shown in Table 3 . This work is similar to the NegEX developed by Mitchell et al. [29] . The regular expressions have proved its effectiveness in detecting negations.
3) TEMPORAL TERM EXTRACTION
Compared to English clinical records, temporal expressions in Chinese EMRs have certain special representation features. We extract temporal information from hand-labeled datasets and observe their features. The features represent the formats of these expressions. And they are assigned based on the content of the temporal expression in the original context. Table 4 lists part of the identified features from the training data. We designed rules by analyzing the features of temporal expressions with human annotations from the training dataset. These rules are used to extract the temporal expressions for a given new clinical text. 
)'' are for identifying fuzzy temporal expressions, e.g.,
'', ''60 .
IV. EXPERIMENTS A. EVALUATION SETTINGS
As mentioned before, the clinical texts were annotated by clinicians. Annotated entity was saved with its absolute location number (start position and end position) in the documents. The output results of our method was following:
Start position index and end position index compared with that in gold standard manual annotation. If the two number are exactly the same, the recognition results is marked correct with exact matching. While if the interval indicated by the two indexes contains the span in gold standard, it will be marked correct with relaxed matching. In our study, we use widely-used evaluation measures, namely precision, recall and F-measure. F-measure is the harmonic mean of precision and recall. The recall is defined as the ratio of the number of system correctly recognized as the clinical entities and attributes to the number of the ground truth list (doctors' annotations). The precision is defined as the ratio of the number of system correctly recognized as the clinical entities and attributes to the total number of results returned by system.
B. RESULT ANALYSIS
We evaluate the proposed method on a real clinical notes from the first affiliated hospital of Zhengzhou University. Since the performance of clinical entity recognition step will affect the extraction results of attributes, we first evaluate this process. We compare the recognition performance with CRF, BiLSTM, BiLSTM-CRF. For all models, all characters are randomly initialized and modified during training. A BIO tagging scheme is used for all annotations.
To evaluate the performance of entity recognition, two boundary matching strategies were adopted. One was strict matching, that is both the start and the end of the system's output must be strict the same with the reference annotation; the other was relaxed matching, with the output containing the right answers. According to the results shown in Table 5 , the BiLSTM-CRF can get higher F-measure, that is 0.83 under the ''strict'' criterion and 0.87 under the ''relaxed'' criterion on our dataset. Adding CRF layer on BiLSTM can bring significant improvements. It might because the most of entity mentions in clinical texts are composed of several characters.
Moreover, we demonstrate the performance of each individual step, namely the recognition of clinical entity by BiLSTM-CRF, the state-of-art clinical entity recognition method in Chinese medical texts. The results of entity recognition are shown in Table 6 , the last row shows the average performances on all the clinical entity recognition. The F-measures are satisfactory in drugs, clinical test, symptom and clinical test under the ''strict'' criterion but relatively low in the diseases, manifestation, and key entity categories. In terms of F-measure, the BiLSTM-CRF is significantly better than other methods, while comparing to the relaxed matching measurement, with an average difference in F-measure of 0.05 among the 7 categories. Table 7 shows the performance of our system when different categories of temporal terms were considered. The number in columns 4 and 7 are F-measures followed by corresponding precision and recall for temporal terms extraction under ''strict'' and ''relaxed'' matching criteria. Under strict matching criterion, our system can achieve an average precision of 0.84, an average recall of 0.85 and an average F-measure of 0.84 on temporal terms extraction. Under the relaxed matching criterion, our system can achieve F-measure performance ranging from 0.82 to 0.92.
Our system is a typical two-step process with two independent subtasks: (1) clinical entity recognition is used to find the boundaries of entity in texts and (2) attributes extraction is used to extract the attributes of entity. Table 8 shows that our system could achieve significantly improved results for entity recognition and attributes extraction compared with other methods (F-measure 0.83 for recognition, F-measure 0.86 for attributes extraction). Extraction results of strict matching can be as a structured result directly without any post-processing step, we gave more attention on the result of strict matching. Fig 5 plots detailed performance of each question using our system.
V. DISCUSSION
Our experimental results demonstrate the CEAER is effective in recognizing entities and attributes in Chinese clinical notes, and significantly outperforms other baseline methods. In this section, we analyze the experimental results to show the main reasons that the CEAER can achieve better performance. Since the entities and attributes are pre-defined and came from the same department of a hospital, the doctors from the same department share some relatively stable style of the expression of clinical entity. So we could get pretty high F-measure in entity recognition and attributes extraction. If we want to improve the robustness of the our approach, more clinical datasets will be used from various medical centers. Compared to the [12] , [13] , there are two main reasons why our research can achieve better results. Firstly, we recognize clinical entity by BiLSTM-CRF model which is more universal and more powerful discernment. Besides, we extract attributes in content ranging between two adjacent clinical entities rather than by using the look-up windows with a fixed size.
However, from Fig 5 we can see the performance for Q7 and Q9 are worse than others. The reason for badly performed may be still that the Chinese words manifest diversity. As for Q7, some doctors prefer to write ''tumor penetration ( )'' rather than ''penetrating serosa ( )'' in operation notes. In addition, we annotate ''swollen lymph node ( )'' as a continuous entity. The entity ''swollen lymph node'' is discontinuous in some cases, such as '' '' (swollen hard lymph nodes). Our system could recognize continuous entity but it is not able to handle discontinuous entities. It is a challenging task to design a model that is capable of handling discontinuous entities and we leave it to the future work.
In attributes extraction staging, our system can correctly extract these frequently used expressions such as '' '' and ''3 ''. However, it incorrectly tagged patient ages as temporal terms. For example, '' : 55 '' was annotated as a temporal term. Our system also incorrectly tagged some of the mentioned medical codes (e.g., ICD10) as temporal terms. The errors reasons were summarized that: handcrafted rules were summarized from the limited annotated training dataset, some necessary rules were missing. Moreover, we designed handcrafted rules to identify all negative characters as cues. But not all negative characters represent negation, they may be a part of clinical findings. For instance, the Chinese character '' (no/not)'' is a key character to indicate negative expression. However, there are quite a few words including character '' '' which do not mean a negation, such as '' (arrhythmia)''. Our system can not handle this situation. If we add more work on rules designing, there was much higher performance to get better. But this may make our system even harder to generalize and bring about over fitting problem.
We think the Chinese character features are not fully exploited. Each Chinese character can be decomposed into character radicals, so we may try out the radical-level representation for Chinese character to capture more features on the model in the future work. A combination of rulebased approach and radical-level BiLSTM-CRF model is worth trying. Since output of the model still need some post processing step to extract attributes.
VI. CONCLUSION
In this study, we firstly propose a novel hybrid method which combines BiLSTM-CRF model and heuristic rules to extract clinical information from free text narratives in Chinese EMRs. The BiLSTM-CRF networks is used to obtain global information of each sentence and recognize the clinical VOLUME 7, 2019 entities. After that, the heuristic rules are designed to extract the attributes of each entity. Experiments on the real clinical dataset show the effectiveness of our proposed method. With further study, our system can facilitate clinicians to effectively extract clinical information which has potential utility for clinical studies. His main research interests include the diagnosis, staging, and the prognosis of gastrointestinal neoplasms. He is currently involved in the relationship between imaging manifestations, and the clinicopathologic and molecular features of gastrointestinal carcinomas with the First Affiliated Hospital of Zhengzhou University, where he was a Chief Physician with the Radiology Department, from 2002 to 2019. Since 2003, he has been a Professor with Zhengzhou University. He has authored nine books, over 100 articles, and over 20 inventions. His research interests include structured reporting in imaging diagnosis and the texture analysis of gastric cancer. VOLUME 7, 2019 
