This work discusses the boundedness of solutions for impulsive Duffing equation with time-dependent polynomial potentials. By KAM theorem, we prove that all solutions of the Duffing equation with low regularity in time undergoing suitable impulses are bounded for all time and that there are many (positive Lebesgue measure) quasiperiodic solutions clustering at infinity. This result extends some well-known results on Duffing equations to impulsive Duffing equations.
Introduction
Let us begin with the harmonic oscillator (linear spring)
x + k 2 x = 0.
All solutions of this equation are bounded for t ∈ R. That is, this equation is Lagrange stable. However, the stability is violated when the linear spring is stressed by an external force, periodic in time. More exactly, there is a unbounded solution to the equationẍ + k 2 x = p(t)
where the frequency of p is equal to the frequency k of the spring itself. Now let us consider a nonlinear equationẍ
This equation is a Hamiltonian system whose all solutions are periodic in time, thus, it is Lagrange stable, too. An interesting problem is that whether or noẗ
is stable when p(t) is periodic in time. Inspired by the question of Littlewood [10] , Morris [13] in 1976 gave a positive answer. Actually, there is a long history for this subject. In 1962, Moser [14] proposed to study the boundedness of all solutions for Duffing equationẍ + αx 3 + βx = p(t),
where α > 0, β ∈ R are constants, p(t) is a continuous function with period 1. Subsequently, Morris's boundedness result was, by Dieckerhoff-Zehnder [3] in 1987, extended to a family of Duffing equations
where p i (t)(i = 0, 1, · · · , 2n) are 1-periodic and sufficiently smooth functions. The smoothness has been recently relaxed to C γ -Hölder continuity with γ > 1 − 1 n in [29] . See [6, 9, 11, 12, 25, [26] [27] [28] for more details.
The equation ( * ) can be regarded asẍ + x 2n+1 = 0 with a perturbation 2n i=0 x i p i (t). The results mentioned as the above show that the nonlinear equation x + x 2n+1 = 0 is Lagrange stable under a periodic perturbation in the equation itself.
What happens when the nonlinear equationẍ + x 2n+1 = 0 is subject to both periodic perturbation and an impulse at the same time?
In the present paper, we will discuss the boundedness of solutions and the existence of quasi-periodic solutions for the impulsive Duffing equation where for j = ±1, ±2, · · · , {t j } is a strictly increasing sequence of real numbers, which is called an impulsive time sequence, I j , J j : R 2 → R are the sequences of impulsive functions, and where p i (t)(0 ≤ i ≤ 2n) are 1-periodic functions.
There are few results on Lagrange stability and the existence of quasi-periodic solutions of impulsive differential equations. However, there are many studies on the existence of periodic solutions of impulsive differential equations. See [4, 5, 16, 17, 20, 24] , for example. We refer the reader to classical monographs [1, 7] for the general theory of impulsive differential equations.
Statement of results
To formulate our main result we have to introduce some notations and hypotheses.
Let R, C, N and Z be the sets of all real numbers, complex numbers, natural numbers and integers, respectively. Denote by T the impulsive time sequence {t j }, j = ±1, ±2, · · ·, and denote by A the set of indexes j.
We say that a function x(t) is a solution of Eq. (1.1) if it satisfies (1.1). In Section 3, we will describe in detail the properties of the solution operators for equation (1.1) , and explain why all the solutions of (1.1) exist for all t ∈ R under appropriate hypotheses on the impulsive functions.
In the present paper, we assume that the following condition (H) holds true.
(H) There exists a positive integer k such that 0 < t 1 < t 2 < · · · < t k < 1, and that t j 's, I j (x, y)'s, J j (x, y)'s are k-periodic in j in the sense that t j+k = t j + 1, I j+k (x, y) = I j (x, y), J j+k (x, y) = J j (x, y), for all j ∈ A, (x, y) ∈ R 2 .
Let T 1 := R/Z. The main result in this paper are the following theorem.
Theorem 2.1. Suppose that condition (H) holds and that for each n + 1 ≤ i ≤ 2n, p i (t) ∈ C γ (T 1 ) with γ > 1 − 1 n , and for each 0 ≤ i ≤ n, p i (t) ∈ L(T 1 ). In addition, assume that (i) for j = 1, 2, · · · , k, I j (x, y), J j (x, y) ∈ C 5 (R 2 ), and for some constant E ≫ 1 and any non-negative integers p, q(p + q ≤ 5), there is a constant B = B(E) depending on E such that (ii) for j = 1, 2, · · · , k, the impulsive maps Φ j : (x, y) → (x, y) + (I j (x, y), J j (x, y)) are area-preserving homeomorphisms of R 2 .
Then the time-1 map P : (x,ẋ) t=0 → (x,ẋ) t=1 of Eq. (1.1) possesses many (positive Lebesgue measure) invariant closed curves whose radiuses tend to infinity, and thus every solution x(t) of (1.1) is bounded for all time, i.e. it exists for all t ∈ R and sup t∈R (|x(t)| + |ẋ(t)|) ≤ C < +∞,
where C = C(x(0),ẋ(0)) depends the initial data (x(0),ẋ(0)).
Remark 2.1. It is well-known that the solutions of autonomous unforced Duffing equations are a family of closed curves in the phase plane. Due to the existence of impulsive forces, the closed curves cannot be preserved usually. In [18] , the choice of impulsive functions I j ≡ 0, J j = −2ẋ(t − j ) ensures that the trajectories of corresponding autonomous Duffing equation subject to impulsive forcing cannot escape the closed curve. In [2] , the trajectories of corresponding autonomous Duffing equation subject to impulsive forcing probably escape the closed curve, and Moser's twist theorem works for the equation studied. Compared with the those imposed on the impulsive functions, the conditions of the present Theorem 2.1 are easier to be realized. Indeed, let I j (x, y) be independent of (x, y), that is I j (x, y) = α j ∈ R, and let
where j = 1, 2, · · · , k. Then conditions (i) and (ii) of Theorem 2.1 are clearly satisfied. More examples can be given. For example, if n ≥ 5, then the following impulsive functions:
where α j , β j , γ j ∈ R, j = 1, 2, · · · , k, satisfy conditions (i) and (ii) of Theorem 2.1.
It is interesting to observe that the above impulsive functions I j 's and J j 's do not satisfy the condition (i) of Theorem 1.1 in [2] .
(ii) of Theorem 2.1 naturally hold and Eq. (1.1) is just the unforced Duffing equation (1.2). Therefore, Theorem 2.1 generalizes the result by Yuan [29] for (1.2) to the impulsive forcing analogous ones. Remark 2.3. In condition (ii) of Theorem 2.1, the assumption that Φ j : (x, y) → (x, y) + (I j (x, y), J j (x, y)) are area-preserving is equivalent to
Remark 2.4. The equation (1.2) is a Hamiltonian system with the Hamiltonian function
where
We point out that H can be generalized to more general function of (x, y, t), not necessarily to be a polynomial of (x, y). Here it is essential to regard R as a relatively small perturbation with respect to h 0 :
See [8] for the detail. Without this relatively small condition imposed on the perturbation R, the stability might have been violated. In the present paper, the condition (i) of Theorem 2.1 implies that the impulses are also relatively small with respect to h 0 . A relatively large impulse might violate the stability, too. So the condition (i) of Theorem 2.1 should be reasonable.
Properties of solution operators
In this section, we will discuss and establish some properties of solution operators for impulsive differential equations.
Local properties of solutions for impulsive differential equations
We begin with some basic results on the impulsive differential equation
with the initial value condition
where τ ∈ R, u 0 ∈ R m , m ∈ N, and where u(τ The Definition 3.1 means that if ϕ(t) ∈ PC(J, T ), then ϕ(t + j ) = lim t→t j +0 ϕ(t) exists and ϕ(t − j ) = ϕ(t j ), where ϕ(t − j ) = lim t→t j −0 ϕ(t), t j ∈ J ∩ T . Definition 3.2. A function ϕ : J → R m belongs to the set PC 1 (J, T ) if ϕ(t),φ(t) ∈ PC(J, T ), where the derivative at points of J ∩ T is assumed to be the left deriva-tive.
Assume that ψ : J → R m is a solution of (3.1).
Lemma 3.1.
[1] The solution ψ of (3.1) belongs to PC 1 (J, T ).
, is a solution of (3.1) if and only if
We have the following local properties of solutions for equation (3.1).
Lemma 3.2. (Local properties) [1, 7, 15 ] Assume that the conditions (H 1 )-(H 3 ) hold and that every jump equation
j ∈ A, u ∈ G, has at most one solution with respect to v ∈ G. Then (i) for any τ ∈ I and u 0 ∈ G, there is a unique (local) solution u = u(t; τ, u 0 ) of Eq. (3.1) satisfying the initial value condition (3.2), which exists on (τ − α, τ + α) for some α > 0.
(ii) the map Q t : u 0 → u(t; τ, u 0 ) is continuous in u 0 for t ∈ (τ − α, τ + α) \ T .
(iii) the solution has elastic property, that is, for any b 0 > 0, there is r b 0 > 0 such that the inequality |u 0 | ≥ r b 0 implies |u(t; τ, u 0 )| ≥ b 0 , for t ∈ (τ − α, τ + α) \ T .
Subject to impulsive forcing differential equation (3.1), the equatioṅ
is called the corresponding continuous equation or the corresponding unforced differential equation, of (3.1). It should be mentioned that the extension of a (local) solution of (3.1) over a maximal interval of existence is more complicated than that of (3.4). As an example, let us consider the following equation:
whose solution u(t) satisfying u(0) = 0 is continuable for all t ∈ R. In fact, this solution has the form
However, the corresponding continuous equatioṅ
has the solution z(t) = tan t satisfying z(0) = 0, whose maximal interval of existence is (−π/2, π/2). It is also interesting if we check the solution of (3.5) with u(0) = u 0 , where u 0 ≥ 1. Indeed, since the corresponding solution of (3.6) with z(0) = u 0 is z(t) = tan(t + β), where β = arctan u 0 such that π/4 ≤ β < π/2, whose maximal interval of existence is (β − π/2, π/2 − β) and so the corresponding integral curve cannot arrive at the first impulse moment t 1 = π/4. As a result, the solution u(t) of (3.5) with u(0) = u 0 ≥ 1 is not continuable to the moment t 1 . Thus, the solution does not exist on [π/4, ∞). For general cases, let (τ, u 0 ) ∈ I × G be given. Denote by u(t) = u(t; τ, u 0 ) a solution of (3.1) satisfying u(τ + ) = u 0 . We can extend the solution over a maximal interval of existence in the following way:
The case (1) , in its own turn, consists of two sub-cases:
(1-1) τ / ∈ T ; (1-2) τ ∈ T , τ = t j for some j ∈ A, say.
In the sequel, we denote by z(t; κ, ν), κ ∈ I, ν ∈ G, a solution of (3.4) such that z(κ; κ, ν) = ν.
Let us consider the sub-case (1-1). That is, the initial moment is not a discontinuous point. To be more concrete, suppose that t j−1 < τ < t j for some fixed j ∈ A. Denote by [τ, r), τ < r, the right maximal interval of the solution z(t; τ, u 0 ). If r ≤ t j , then [τ, r) is the maximal interval of u(t), and u(t) = z(t; τ, u 0 ) for t ∈ [τ, r). Otherwise, r > t j , and if
is not continuable beyond t = t j , and the right maximal interval of
is the right maximal interval of u(t), and u(t) = z(t; t j , u(t + j )) for t ∈ [t j , r). If r > t j+1 , and
, and so on. Now, consider the sub-case (1-2), τ = t j for some j ∈ A. That is, the initial moment is a discontinuous point. Denote by [τ, r), τ < r, the right maximal interval of the solution z(t; τ, u 0 ). If r ≤ t j+1 , then [τ + , r) is the maximal interval of u(t), and u(t) = z(t; τ, u 0 ) for τ < t < r. If r > t j+1 , and if
is not continuable beyond t = t j+1 , and the right maximal interval of
can be extended to the right as u(t) = z(t; t j+1 , u(t
The rest is as in the sub-case (1-1).
Next consider the left extension of the solution. That is, the case (2). Fix j ∈ A such that t j < τ ≤ t j+1 . Denote by (l, τ ], l < τ , the left maximal interval of existence of the solution z(t; τ, u 0 ). If l > t j , then (l, τ ] is the left maximal interval of u(t). If l = t j and z(t + j ; τ, u 0 ) does not exist, then (l, τ ] is the left maximal interval of u(t). Otherwise, if l = t j and z(t
is solvable with respect to v in G, then take the solution of this equation as u(t j ), and continue z(t; t j , u(t j )) of (3.4) at the left side of t j . If (3.7) does not have a solution in G, then (t j , τ ] is the left maximal interval of u(t). Remark that (3.7) may have several (even infinitely many) solutions. Assume that one solution v of (3.7) can be chosen, then proceeding in above way, one could finally construct a left maximal interval of u(t).
Unite the left and right maximal intervals to obtain the maximal interval of u(t). It should be pointed out, as one can see from the above discussion, that the solution u(t; τ, u 0 ) of (3.1) may have more than one left and right maximal interval, and that the solution may have a right-closed maximal interval.
Global properties of solutions for impulsive differential equations
In order to explain why all the solutions of impulsive Duffing equation (1.1) exist for all t ∈ R under appropriate hypotheses on the impulsive functions, we first establish a general result for equation (3.1) . We consider Eq. (3.4) under the following assumption:
(H 4 ) For any (τ, z 0 ) ∈ R × G, there exists a unique solution z(t, τ, z 0 ) of (3.4) with the maximal interval of existence J a := (τ − a, τ + a), such that inf{a|(τ, z 0 ) ∈ R × G} = δ > 0, where δ is independent of τ and z 0 . A) 0 < t j − t j−1 < δ for ∀j ∈ A, where t 0 := 0; (B) u ∈ G implies that u + L j (u) ∈ G for all j ∈ A; (C) for any j ∈ A and u ∈ G, every jump equation (3.3) has unique solution with respect to v ∈ G.
Then the following conclusions hold true:
(a) for any τ ∈ R, u 0 ∈ G, there is a unique (global) solution u = u(t; τ, u 0 ) of Eq. (3.1) satisfying the initial value condition (3.2), and it exists for all t ∈ R.
(c) the solution has elastic property, that is, for any b 0 > 0, there is r b 0 > 0 such that the inequality |u 0 | ≥ r b 0 implies |u(t; τ, u 0 )| ≥ b 0 , for t ∈ R \ T .
Proof. We first prove (a) if:
For the case (1), let τ ∈ [t m−1 , t m ) for some m ∈ A, and let z 0 (t) be the solution of the initial value problem
Then we may let z 1 (t) be the solution of the second initial value problem
Then, we may again formulate an initial value problem of the form
. By repeating this procedure, by induction, we may obtain the solution z k (t) of the initial value problem
Then it is easy to verify that u(t) is the solution of (3.1) defined on [τ, ∞), the right side of τ , such that u(τ + ) = u 0 . For the case (2), let τ ∈ [t m−1 , t m ) for some m ∈ A, and let z 0 (t) be the solution of the initial value problem
we see that the jump equation
has unique solution with respect to v ∈ G, then take the solution of this equation as u(t − m−1 ). Then we may let z 1 (t) be the solution of the second initial value problem
has unique solution with respect to v ∈ G, then take the solution of this equation as u(t − m−2 ). Thus, we may again formulate an initial value problem of the form
. By repeating this procedure, by induction, we may obtain the solution z n (t) of the initial value problem
Then it is easy to verify that u(t) is the solution of (3.1) defined on (−∞, τ ], the left side of τ , such that u(τ + ) = u 0 . Uniting the cases (1) and (2), we have that the solution u = u(t; τ, u 0 ) of (3.1) exists for t ∈ R. Thus, the proof of conclusion (a) is complete. The proof of conclusions (b) and (c) is similar to that of Lemma 3.2 as in [1, 7] . We omit the details.
Remark 3.1. It is interesting to observe that the example in (3.5) can be illustrated using Lemma 3.3.
The following corollary is a direct result of Lemma 3.3, which was used in the existing literature. For example, see [1, 7, 15] .
Corollary 3.1. Under the conditions of Lemma 3.3, except that (H 4 ) and (A) are replaced by the condition that all the solutions of (3.4) exist for all t ∈ R, the conclusions of Lemma 3.3 still hold true.
Remark 3.2. In equation (3.1), ifu = F (t, u) is conservative and the impulsive maps Φ j : u → u + L j (u)(j ∈ A) are homeomorphisms of R m , then the map Q t in Lemmas 3.2-3.3 is a homeomorphism for t ∈ R \ T .
Global existence of solutions for impulsive Duffing equation
We will deduce some global properties of impulsive Duffing equation (1.1) under condition (H). To this end, by letting y =ẋ and noting that x(t
, we can rewrite equation (1.1) as an equivalent system of the form 
, and for each 0
. In addition, assume that for each j = 1, 2, · · · , k and any fixed (u, v) ∈ R 2 the jump system
has unique solution with respect to (x, y) ∈ R 2 . Then (a) for any τ ∈ R, (x 0 , y 0 ) ∈ R 2 , there is a unique solution (x(t), y(t)) = (x(t; τ, x 0 , y 0 ), y(t; τ, x 0 , y 0 ) of Eq. (3.8) satisfying the initial condition x(τ + ) = x 0 , y(τ + ) = y 0 , and it exists for all t ∈ R. (b) the map Q t : (x 0 , y 0 ) → (x(t; τ, x 0 , y 0 ), y(t; τ, x 0 , y 0 ) is continuous in (x 0 , y 0 ) for t ∈ R \ T . (c) the solution has elastic property, that is, for any b 0 > 0, there is r b 0 > 0 such that the inequalities |x 0 | ≥ r b 0 , |y 0 | ≥ r b 0 implies that |x(t; τ, x 0 , y 0 )| ≥ b 0 and |y(t; τ, x 0 , y 0 )| ≥ b 0 for t ∈ R \ T .
Proof. By [29] we know that every solution (x(t), y(t)) of the unforced Duffing equation
satisfying the initial value condition (x(t 0 ), y(t 0 )) = (x 0 , y 0 ), where t 0 ∈ R, (x 0 , y 0 ) ∈ R 2 is unique and exists for all t ∈ R. Thus, by Lemma 3.3 or Corollary 3.1, we see that the conclusions of Corollary 3.2 hold true.
2 and each j = 1, 2, · · · , k, jump system (3.9) has unique solution with respect to (x, y) ∈ R 2 .
Time-1 map of impulsive Duffing eqiuation
In this section, we will establish some properties of time-1 map for (3.8) . To this end, we first describe the time-1 map of equation (3.1). Let us assume that conditions (H 1 )-(H 3 ) hold with I = R, G = R m and that the following condition (H 5 ) holds.
(H 5 ) F is 1-periodic in the first variable, and there exists a positive integer k such that 0 < t 1 < t 2 < · · · < t k < 1, t j+k = t j + 1, and L j+k (u) = L j (u) for ∀j ∈ A and ∀u ∈ R m .
Let u(t) = u(t; u 0 ) be the solution of (3.1) satisfying the initial condition u(0) = u 0 . Let
Then the time-1 map P : u 0 → u(1) of (3.1) can be expressed by
In order to deduce the properties of the time-1 map of impulsive Duffing equation (3.8), we denote by (x(t), y(t) = (x(t; x 0 , y 0 ), y(t; x 0 , y 0 )) the solution of (3.8) satisfying the initial condition (x(0), y(0) = (x 0 , y 0 ). Let
Then the time-1 map P : (x 0 , y 0 ) → (x(1), y(1)) of (3.8) can be expressed by 
Action-angle variables
Then from equation (1.2), we get
here and in the sequel, A is a constant large enough. That is,
Thus,
where j = 1, 2, · · · , k, and
This implies that the absolute value ||∆|| = 1 of Jacobian for impulsive maps
Consider an auxiliary Hamiltonian system
Let (X 0 (t), Y 0 (t)) be the solution of (5.6) with initial (X 0 (0), Y 0 (0)) = (1, 0). Then this solution is clearly periodic. Let T 0 be its minimal positive period. By energy conservation, we have
Let T 1 s = {t ∈ C/Z : |Imt| < s} for any s > 0. We construct the following symplectic transformation By (5.7), we have
We claim that there exists inverse function X −1 0 such that ], by (a 3 ) we get
, 1), by using (5.7), (a 2 ) and (a 4 ) we have
). Thus, we have
). Then we get
Now, from (5.4) we have that for j = 1, 2, · · · , k
Then using (5.7)-(5.11) we have that for j = 1, 2, · · · , k
where H = H 0 (λ) + R(λ, θ, t) with
Clearly, R(λ, θ, t) = O(A n−1 ) for A → ∞ and fixed λ in some compact intervals.
Approximation Lemma
First, we cite an approximation lemma (see [22] [23] 29] for the detail). We start by recalling some definitions and setting some new notations. Assume that X is a Banach space with the norm · X . First recall that C µ (R n ; X) for 0 < µ < 1 denotes the space of bounded Hölder continuous functions f : R n → X with the form
If µ = 0 then f C µ ,X denotes the sup-norm. For ℓ = m + µ with m ∈ N and 0 ≤ µ < 1, we denote by C ℓ (R n , X) the space of functions f : R n → X with Hölder continuous partial derivatives, i.e., ∂ α f ∈ C µ (R n ; X α ) for all multi-indices α = (α 1 , · · · , α n ) ∈ N n with the assumption that |α| := |α 1 | + · · · + |α n | ≤ m, and X α is the Banach space of bounded operators T : Π |α| (R n ) → X with the norm
We define the norm f C ℓ = sup |α|≤ℓ ∂ α f C µ ,Xα .
Lemma 6.1. ( Jackson-Moser-Zehnder) Let f ∈ C ℓ (R n ; X) for some ℓ > 0 with finite C ℓ norm over R n . Let φ be a radical-symmetric, C ∞ function, having as support the closure of the unit ball centered at the origin, where φ is completely flat and takes value 1, and let K =φ be its Fourier transform. For all σ > 0 define
Then there exists a constant C ≥ 1 depending only on ℓ and n such that the following holds: For any σ > 0, the function f σ (x) is a real-analytic function from C n to X such that if ∆ n σ denotes the n-dimensional complex strip of width σ,
then for ∀α ∈ N n with |α| ≤ ℓ one has
and for all 0 ≤ s ≤ σ,
The function f σ preserves periodicity (i.e., if f is T-periodic in any of its variable x j , so is f σ ).
By this lemma, for each p i ∈ C γ (T 1 ), i = n + 1, n + 2, · · · , 2n, and any ε > 0, there is a real analytic function (a complex value function f (t) of complex variable t in some domain in C is called real analytic if it is analytic in the domain and is real for real argument t) p i,ε (t) from T 1 ε to C such that sup
Now let us restrict λ to some compact intervals, [1, 4] , say. Let
For a sufficiently small ε 0 > 0, letting
by Lemma 6.1, we have the following facts:
, and
where C is a constant depending on only p i C γ . Here and in the sequel, we denote by C a universal constant which may be different in different place.
where C depends on only p i C γ . Therefore, we have
Some symplectic transformations
Following the idea of [29] , we will look for a series of symplectic transforma-
so that Moser's twist theorem works for H N . To this end, we collect some conclusions verified in [29] as the following lemmas. For the detail, see Section 4 of [29] .
Lemma 7.1. [29] Let H(λ, θ, t) be the same as (6.2). Then there is a symplectic diffeomorphism Ψ 1 depending periodically on t of the form
There are a series of symplectic transformations Ψ 1 , · · · , Ψ N (Ψ i is similar to Ψ 1 of Lemma 7.1, i = 2, · · · , N) with n − ̟N ≤ −1, N ∈ N, which transforms the Hamiltonian (6.2) into
and A is large enough such that
where p, q are any non-negative integers with 0 ≤ p + q ≤ 6.
By Lemma 7.2, one easily see that, under the symplectic transformations Ψ 1 , · · · , Ψ N , the corresponding unforced equation in (5.12) can be changed into
where H N (µ, φ, t) is as in (7.1). Next we check the transformed impulsive forces in (5.12). First, from the symplectic transformation Ψ 1 in Lemma 7.1, by implicit function theorem we have μ = λ + u(λ, θ, t), φ = θ + v(λ, θ, t).
From this we have that, under the symplectic transformation Ψ 1 , the jumps ∆θ(t j ) and ∆λ(t j ) in (5.12) can be changed into ∆φ(t j ) :=φ(t
where j = 1, 2, · · · , k.
In same way, under the symplectic transformation Ψ 2 which is similar to Ψ 1 , the jumps ∆φ(t j ) and ∆μ(t j ) will be changed into new forms, say ∆φ(t j ) :=φ(t
By repeating this procedure, we can see that, under the symplectic transformations Ψ 1 , · · · , Ψ N in Lemma 7.2, the jumps in (5.12) are finally changed into (7.4) where j = 1, 2, · · · , k. Uniting (7.3) and (7.4), we see that, under Ψ 1 , · · · , Ψ N , Eq. (5.12) can be transformed into
It should be pointed out that, although we have not been able to formulated explicitly I * * j (µ(t j ), φ(t j )) and J * * j (µ(t j ), φ(t j )), we can implicitly express them. In order to make Moser's twist theorem works for the time-1 map of (7.5), in addition to the estimates of H N verified in Lemma 7.2, what we really need is establishing the estimates of the impulsive functions I * * j (µ, φ) and J * * j (µ, φ). We will treat it in detail in next section.
Estimates of impulsive functions under symplectic transformations
In this section, by using condition (i) of Theorem 2.1, we will establish some estimates for impulsive functions I * * j (µ, φ) and J * * j (µ, φ). To this end, we first give the estimates of I * j (λ, θ) and J * j (λ, θ). In this whole section and in the sequel, all the occurrences of j mean j = 1, 2, · · · , k.
Then for any non-negative integers r, s(r + s ≤ 5), we have 
Then from condition (i) of Theorem 2.1, for any non-negative integers p and q(p + q ≤ 5), we have
From (5.1), (5.3) and (5.7), we have
, we consider four possible cases to prove the conclusion of Lemma 8.1.
Case 1: r = 0, s = 0. From (8.1) and (8.2) we have
Case 2: 1 ≤ r ≤ 5, s = 0. One can see that
where 1 ≤ p + q ≤ r and
Similarly, from (8.2) we have
Case 3: r = 0, 1 ≤ s ≤ 5. One can see that
where 1 ≤ p + q ≤ s and
Case 4: r ≥ 1, s ≥ 1, r + s ≤ 5. One can see that
where 1 ≤ p + q ≤ r and Similarly, we can get
Then, Lemma 8.1 is proved.
and that for any non-negative integers r, s(r + s ≤ 5),
with 0 ≤p +q ≤ i and
This completes the proof of Lemma 8.2.
Lemma 8.3. Suppose that condition (i) of Theorem 2.1 holds. Set λ(t j ) = λ, θ(t j ) = θ, then for any non-negative integers r, s(r + s ≤ 5), we have
Proof. In order to simplify the calculation, set
whereÎ j (λ, θ),Ĵ j (λ, θ) are explicitly given in Lemma 8.1, and I * j (λ, θ), J * j (λ, θ) are explicitly given in (5.12), respectively.
We first prove conclusion (2) . By (5.7), (5.10) and noting the impulsive functions in (5.4) we have
Then by Taylor's formula we have
, it is easily seen that for any non-negative integers r, s(r + s ≤ 5), we have
Next we prove conclusion (1). Using (5.7), (5.10) and noting the impulsive functions in (5.4) we have
We consider two possible cases.
Case 1: Assume that
Then, from (8.4) one has by Taylor's formula
where 0 < ξ 1 < 1. It follows
.
and using (8.3), (8.4) and Lemma 8.1, it is easily seen that |y 0 ((θ + ξ 1 I * j )T 0 )| > c 1 > 0. Then from (8.3) and Lemma 8.1 we get
From (8.5) we havê
Then, from (8.3) and Lemma 8.1, for any non-negative integers r, s(r + s ≤ 5), we obtain
We claim that for any non-negative integers r, s(r + s ≤ 5),
Since (8.6) implies that |D 
One can see that the right hand of (8.9) has three highest order terms:
These and (8.9) yield
holds for r + s = n + 1. Thus claim (8.8) follows.
Case 2: Assume that
Then, from (8.4) one has by Taylor's formulâ
where 0 < ξ 2 < 1. Similar to the statement as in the Case 1, we can prove (8.8).
Then, from (8.3) and (8.8) we see that Lemma 8.3 is proved.
Lemma 8.4. Assume that the condition (i) of Theorem 2.1 holds. Let µ(t j ) = µ, φ(t j ) = φ, then for any non-negative integers r, s(r + s ≤ 5),
Proof. From Lemma 7.1, the symplectic diffeomorphism Ψ 1 is of the form 10) where sup
By the implicit function theorem we have μ = λ + u(λ, θ, t), φ = θ + v(λ, θ, t), (8.11) where
and any non-negative integers r, s(r + s ≤ 6), the the following estimates hold true:
Indeed, we have from [29] λ =μ +
From (8.11) and (8.13) we have u = −ν(λ + u, θ, t), (8.15) and |Dμν| ≤ 1 2 , so that u is uniquely determined by the contraction principle. Moreover, the implicit function theorem implies that u is C 6 with respect to
We claim that for any non-negative integers r, s(r + s ≤ 6),
Indeed, applying (D λ ) n to the equation (8.15) , the right hand side is a sum of terms .15) we can conclude that the same estimate holds true for j = n. In fact, from (8.13) and (8.14) we have
so we obtain
The estimates of (D θ ) j (D λ ) i u can be proven similarly. Thus, the claim (8.16) follows.
Similarly
From Section 7, we have known that, under symplectic transformation Ψ 1 , equation (5.12) can be changed into a new form, say (8.18) where Hamiltonian H 1 satisfies Ψ 1 (X H ) = X H 1 and is as in Lemma 7.1. ForĨ * j andJ * j , see Section 7. From (8.11) we have Ĩ * j (μ(t j ),φ(t j )) = θ(t (8.20) where 0 < ξ 3 < 1; and (8.21) where 0 < ξ 4 < 1. By (8.12) and by letting t = t j , for (λ, 
This completes the proof of Lemma 8.4.
Proof of Theorem 2.1
In this section, we will prove Theorem 2.1. First, we prove the following Lemma 9.1. If the condition (ii) of Theorem 2.1 holds, then the time-1 map Φ 1 of Eq. (7.5) is area-preserving. Moreover, the map Φ 1 has the intersection property
Proof. In view of the discussions in Section 4, the time-1 map Φ 1 of Eq. (7.5) is
where Let (µ(t), φ(t)) = (µ(t, µ, φ), φ(t, µ, φ) be the solution of Eq. (7.5) with the initial value (µ(0), φ(0)) = (µ, φ). Set φ 1 = φ(1), µ 1 = µ(1). , t = t j ∆µ(t j ) = J * * j (µ(t j ), φ(t j )), ∆φ(t j ) = I * * j (µ(t j ), φ(t j )).
(9.2)
By integral calculation and noting Proposition 3.1, we have that for 0 ≤ t ≤ 1 φ(t) = φ + α(µ, t) + F (µ, φ, t), µ(t) = µ + G(µ, φ, t), j (µ(t j ), φ(t j )), t i < t ≤ t i+1 , i = 1, · · · , k − 1, k j=1 J * * j (µ(t j ), φ(t j )), t k < t ≤ 1.
In (9.3), we let t = 1, and set α(µ, 1) = α(µ), F (µ, φ, 1) = F (µ, φ), G(µ, φ, 1) = G(µ, φ). Then (9.1) clearly holds true, and one easily verifies that for (µ, φ) ∈ [2, 3] × T 1 these equations have an unique solution in the space | F |, | G| ≤ Cε 0 by using the contraction principle. From Lemma 7.2 we have
Thus,α(µ) ≥ CA n > 0. Moreover, F and G are C 5 with respective to (µ, φ). Finally, by using Picard iteration and Gronwall's inequality, we can see that the estimates of F (µ, φ) and G(µ, φ) can inductively be verified from (9.5), (9.6) and in view of (7.2) and Lemma 8. Moser's Twist Theorem. Let α(r) ∈ C l and |∂ r α(r)| ≥ ν > 0 on the annulus D for some l with l ≥ 5, and ε be a positive number.
Then there exists a δ > 0 depending on ε, l, α(r), such that any area-preserving mapping (a, b) . Moreover, the induced mapping of this curve is given by ξ → ξ + ω where ω is incommensurable with 2π, and satisfies infinitely many conditions
with some positive γ, τ , for all integers q > 0, p. In fact, each choice of ω in the range of α(r) and satisfying the above inequalities give rise to such an invariant curve.
The Moser's twist theorem above can be found in pp. 50-54 of [15] (also see [21] ). It should be pointed out that the δ does not depend on ν. It should be also noted that the period 2π can be replaced by any period T . In addition, "any area-preserving mapping" can be relaxed to "any mapping which has intersection property ". We are now in a position to prove Theorem 2.1. Let ν = CA n . From Lemma 9.1 and Lemma 9.2, by Moser's twist theorem, Φ 1 has an invariant curve Γ in the annulus [2, 3] × T 1 . Since A can be arbitrarily large, it follows that the time-1 map of the original system has an invariant curve Γ A in the annulus [2A + C, 3A − C] × T 1 with C being a constant independent of A. Choosing a sequence A = A m → ∞ as m → ∞, we have that there are countable many invariant curves Γ Am , clustering at ∞. Therefore any solution of the original system is bounded. This completes the proof of Theorem 2.1. 
