State-of-the-art model counters are based on exhaustive DPLL algorithms, and have been successfully used in probabilistic reasoning, one of the key problems in AI. In this article, we present a new exhaustive DPLL algorithm with a formal semantics, a proof of correctness, and a modular design. The modular design is based on the separation of the core model counting algorithm from SAT solving techniques. We also show that the trace of our algorithm belongs to the language of Sentential Decision Diagrams (SDDs), which is a subset of Decision-DNNFs, the trace of existing state-of-the-art model counters. Still, our experimental analysis shows comparable results against state-of-the-art model counters. Furthermore, we obtain the first top-down SDD compiler, and show orders-of-magnitude improvements in SDD construction time against the existing bottom-up SDD compiler.
Introduction
Model counting is the problem of determining the number of satisfying assignments of a propositional formula. Being a #P-complete problem (Valiant, 1979) , model counting is central to many AI problems such as probabilistic reasoning (Roth, 1996; Darwiche, 2002b) , and state-of-the-art model counters have been successfully used for doing probabilistic inference (Chavira & Darwiche, 2005; Sang et al., 2005; Chavira et al., 2006; Chavira & Darwiche, 2008; Fierens et al., 2015) . Up-to-date, state-of-the-art model counters have been based on exhaustive DPLL algorithm (Birnbaum & Lozinskii, 1999) , which counts the models of a Boolean formula by searching the space of truth assignments until identifying all the satisfying ones. Those counters are divided into two main categories: ones that save the trace of the search performed by exhaustive DPLL algorithm (Huang & Darwiche, 2007) , and ones not saving the trace. 1 In the latter case, one immediately obtains the model count, whereas the former case constructs a graph structure over which the model count can be obtained easily and efficiently. Furthermore, these model counters generally augment exhaustive DPLL with some other effective techniques, such as component analysis (Bayardo & Pehoushek, 2000) and component caching (Majercik & Littman, 1998) . The latter technique is used to avoid counting the models of the same components multiple times. The former technique is used to identify disconnected components and count their models independently to improve efficiency. Component analysis has been done using two methods: either a static one identifying the components a priori search (Darwiche, 2002a (Darwiche, , 2004 , or a dynamic one identifying the components during the search (Bayardo & Pehoushek, 2000; Sang et al., 2004) . For instance, cachet (Sang et al., 2004) performs dynamic component analysis and does not save the trace, whereas c2d (Darwiche, 2004) performs static component analysis and saves the trace. Another model counter sharpSAT (Thurley, 2006) performs dynamic component analysis and does not save the trace. Yet, DSharp (Muise et al., 2012 ) is obtained by simply saving the trace of sharpSAT. For all these model counters, the trace of the search (regardless of saved or not) is in a propositional language, called Decision-DNNF (Huang & Darwiche, 2007) , which is tractable for model counting.
In this article, we introduce yet another exhaustive DPLL algorithm. Our algorithm uses static component analysis, which is performed by using a new structure, called decision vtree (Oztok & Darwiche, 2014) . Because of this new structure, our algorithm comes with a new trace in the language of Sentential Decision Diagrams (SDDs) (Darwiche, 2011) that is a subset of Decision-DNNF. As such, it can be seen as performing more work compared to other model counters. Despite this fact, we empirically show that its performance is comparable against state-of-the-art model counters. Further, by saving the trace of our algorithm, we obtain the first top-down SDD compiler, which shows orders-of-magnitude improvements in compilation times against the state-of-the-art SDD compiler (Choi & Darwiche, 2013b) .
Our algorithm has a modular design that enables easy integration with SAT solving techniques. This is due to a new interface that separates the core model counting algorithm from SAT solving technology, allowing one to plugin different SAT solvers without changing the counting algorithm. Beyond significantly enhancing the clarity of our source code, 2 this modularity is critical for the formal semantics of the counting algorithm and its proof of correctness, both of which are lacking in the previous model counters. Our hope is that this will facilitate the development of model counters, particularly, their extensibility and easier integration with new SAT solvers. For instance, clause-learning is a crucial technique in the success of modern SAT solvers. Indeed, there exists various clause-learning schemes implemented by SAT solvers, leading to significant performance gains depending on the class of CNFs used (see, e.g., Pipatsrisawat & Darwiche, 2008a) . We believe that similar gains could be obtained for model counting by using our new framework. This paper is organized as follows. Section 2 introduces some background and reviews the core algorithm behind modern SAT solvers. It also introduces the new formal framework that our model counting algorithm will be based on. Section 3 describes the new model counting algorithm in detail, together with its proof of correctness and experimental evaluation. Section 4 reviews the close connection between exhaustive DPLL algorithm and knowledge compilation by showing that the traces of exhaustive DPLL algorithms correspond to certain knowledge compilation languages. It also shows how our model counting algorithm can be used in the context of knowledge compilation (i.e., in the compilation of SDDs), along with an empirical evaluation of the algorithm as a knowledge compiler. After the related work in Section 5, we conclude the paper. The appendix contains the proofs.
SAT Solving by CDCL
In this section, we will review the CDCL algorithm that forms the basis of modern SAT solvers, and will introduce a new formal framework that will be used in our model counter. We start by defining some technical preliminaries. Upper-case letters (e.g., X) denote variables and lower-case letters (e.g., x) denote their instantiations. That is, x is a literal denoting X or ¬X. Bold upper-case letters (e.g., X) denote sets of variables and bold lower-case letters (e.g., x) denote their instantiations. A Boolean function f (Z) maps each instantiation z of variables Z to true ( ) or false (⊥). A conjunctive normal form (CNF) is a set of clauses, where each clause is a disjunction of literals. For instance, the CNF {X ∨ ¬Y ∨ ¬Z, Y ∨ Z, ¬X} represents the Boolean function (X ∨ ¬Y ∨ ¬Z) ∧ (Y ∨ Z) ∧ ¬X. Conditioning a CNF ∆ on a literal , denoted ∆| , amounts to removing literal ¬ from all clauses and then dropping all clauses that contain literal . For two CNFs ∆ and Γ, we write ∆ |= Γ to mean that ∆ entails Γ. For a CNF ∆, we write ∆ I to mean that I is the set of literals derived from ∆ using unit resolution.
Modern SAT solvers utilize two powerful and complementary techniques: unit resolution and clause learning. Unit resolution is an efficient, but incomplete, inference rule which identifies some of the literals implied by a CNF. Clause learning is a process which identifies clauses that are implied by a CNF, then adds them to the CNF so as to empower unit resolution (i.e., allows it to derive more literals). These clauses, also called asserting clauses, are learned when unit resolution detects a contradiction in the given CNF. We will neither justify asserting clauses, nor delve into the details of computing them, since these clauses have been well justified and extensively studied in the SAT literature (see, e.g., Moskewicz et al., 2001 ). We will, however, employ asserting clauses in our model counter (we employ first-UIP asserting clauses as implemented in RSat, Pipatsrisawat & Darwiche, 2007) .
We now present in Algorithm 1 a modern SAT solver that is based on unit resolution and clause learning (a.k.a, a conflict-driven clause learning (CDCL) solver). This algorithm takes as input a CNF ∆. It maintains a set of clauses Γ (for learned clauses) and a decision sequence D (for literal assignments), both of which are initially empty. Given ∆, Γ, and D, the solver repeatedly performs the following process. A literal is chosen and added to the decision sequence D (we say that has been decided at level |D|). After deciding the literal , unit resolution is performed on ∆ ∧ Γ ∧ D. If no contradiction is found, another literal is decided. Otherwise, an asserting clause α is identified. A number of decisions are then erased until we reach the decision level corresponding to the assertion level of clause α, at which point α is added to Γ. 3 The solver terminates under one of two conditions: either a contradiction is found under an empty decision sequence D (Line 5), or all literals are successfully decided (Line 13). In the first case, the input CNF must be unsatisfiable. In the second case, the CNF is satisfiable with D as a (partial) satisfying assignment. 4 As we discussed earlier, one of our goals is to obtain a model counter that can benefit from the advances in SAT solving in a modular manner. This requires an interface that separates SAT solving techniques from the core model counting algorithm. This way, by only changing the implementation of the interface (e.g., using a different SAT solver), one can immediately improve the performance of the model counter. For that, we will abstract the primitives used in SAT solvers (Figure 1 ), viewing them as operations on what we shall call a SAT state.
Definition 1 (SAT State). A SAT state is a tuple S = (∆, Γ, D, I) where ∆ and Γ are sets of clauses, D is a sequence of literals, and I is a set of literals, such that ∆ |= Γ and ∆ ∧ Γ ∧ D I. The number of literals in D is called the decision level of S. Moreover, S is said to be satisfiable iff ∆ ∧ D is satisfiable. 5 Here, ∆ is the input CNF, Γ is the set of learned clauses, and D is the decision sequence.
3. The assertion level is computed when the clause is learned. It equals the lowest decision level at which unit resolution is guaranteed to derive a new literal using the learned clause (Moskewicz et al., 2001 ). 4. Note that D can be partial as the algorithm will stop instantiating variables once all variables are implied.
When D is partial, the variables not appearing in D can take any value assignment. 5. Without loss of generality, ∆ has no empty or unit clauses. If ∆ has an empty clause, one can immediately detect that it is unsatisfiable, leading to model count of 0. If ∆ has unit clauses, ∆ is equivalent to I ∧∆|I where ∆ I, leading to the model count of ∆ being equal to the model count of ∆|I. So, counting the models of ∆|I (which has no unit clauses) is enough to obtain the model count of ∆.
We now provide a small description of the primitives in Figure 1: -decide literal( , S = (∆, Γ, D, I)) takes as input a literal and a SAT state S. It then adds literal to the decision sequence D and runs unit resolution. If unit resolution detects a conflict in the SAT state, it then constructs an asserting clause and returns it. Otherwise, it simply updates the set of implied literals I.
-undo decide literal( , S = (∆, Γ, D, I)) takes as input a literal and a SAT state S. It simply removes literal from the decision sequence D and updates the set of implied literals I.
-at assertion level(α, S = (∆, Γ, D, I)) takes as input a clause α and a SAT state S. It decides if the assertion level of clause α is the same as the number of literals in the decision sequence D (i.e., whether the decision level is the same as the assertion level of clause α).
-assert clause(α, S = (∆, Γ, D, I)) takes as input a clause α and a SAT state S = (∆, Γ, D, I)). It then adds α to the set of learned clauses Γ and runs unit resolution.
If unit resolution detects a conflict in the SAT state, it then constructs an asserting clause and returns it. Otherwise, it simply updates the set of implied literals I.
To further prepare for our model counting algorithm, we now present in Algorithm 2 a CDCL solver that makes use of the new SAT interface. Note that this algorithm is recursive, just like our model counting algorithm will be. 
Model Counting by Exhaustive DPLL
In this section, we will introduce a new model counting algorithm based on exhaustive DPLL, together with its proof of correctness and experimental analysis.
Our algorithm will take as input a CNF and will return its model count. It will be recursive and will utilize the SAT state and its associated primitives in Figure 1 . Before introducing the full algorithm, we will start with a simpler version for presentation purposes. This is given in Algorithm 3, which is initially called with the SAT state (∆, {}, , {}), along with an order π of the variables of ∆. In a recursive call with a SAT state (∆, ., D, .) , the algorithm will attempt to count the models of ∆ ∧ D. For that, we first pick a variable X from order π (Line 2). If a literal of X is already implied in the current SAT state, then we simply count the models of (∆ ∧ D)| recursively (Line 3) as it will be the same as the model count of ∆ ∧ D. Otherwise, we try to count the models of ∆ ∧ D ∧ X recursively (Lines 4-5). If the result is a model count (otherwise, see the below key observation), we try to count the models of ∆ ∧ D ∧ ¬X recursively (Lines 13-14). If this second phase is also successful, we then obtain the model count of ∆ ∧ D (Line 22). What makes this algorithm additionally useful for our presentation purposes is that it is exhaustive in nature. That is, when considering variable X, it must process both its phases, X and ¬X. This is similar to our model counting algorithm -but in contrast to SAT solvers which only consider one phase of the variable. Moreover, Algorithm 3 employs the primitives of Figure 1 in the same way that our model counter will employ them later.
The following is a key observation about Algorithm 3 (and our model counting algorithm). When a recursive call returns a learned clause, instead of a model count, this only means that while counting the models of the CNF ∆ ∧ D targeted by the call, unit resolution has discovered an opportunity to learn a clause (and learned one). Hence, we must backtrack to the assertion level, add the clause, and then try again (Lines 10 and 19). In particular, returning a learned clause does not necessarily mean that the CNF targeted by the recursive call is unsatisfiable. The only exception is the root call, for which the return of a learned clause implies an unsatisfiable CNF (and, hence, a zero model count) since the learned clause must be empty in this case. 6 Our algorithm will augment Algorithm 3 with two additional techniques. First, we will perform component analysis to identify disconnected CNF components and count their models independently. For that, we will use a new control structure to guide the process of decomposing a CNF into disconnected components. Second, we will employ a component caching scheme to avoid counting the models of the same CNF component multiple times. We next describe the new control structure.
Component Analysis by Decision Vtrees
A vtree (Pipatsrisawat & Darwiche, 2008b ) is a full binary tree whose leaves are labeled with variables; see Figure 2 . The control structure we will use to guide our algorithm will be a special type of vtree, called decision vtree (Oztok & Darwiche, 2014) , defined specifically for CNFs. To define decision vtrees, we first need to distinguish between internal vtree nodes as follows. An internal vtree node is a Shannon node if its left child is a leaf, otherwise it is a decomposition node. The variable labeling the left child of a Shannon node is called the Shannon variable of the node. Vtree nodes 1 and 3 in Figure 2 are Shannon nodes, with X and Y as their Shannon variables, respectively. Vtree node 2 is a decomposition node. The left (resp., right) child of an internal vtree node v will be denoted by v l (resp., v r ).
Definition 2 (Decision Vtree).
A clause is compatible with an internal vtree node v iff the clause mentions some variables inside v l and some variables inside v r . A vtree for CNF ∆ is a decision vtree for ∆ iff every clause in ∆ is compatible with only Shannon vtree nodes. A decision vtree for a CNF can be thought of as an auxiliary structure that allows one to perform static component analysis on the CNF, due to the following proposition.
Proposition 1. Consider a CNF and a corresponding decision vtree. Take a path from the vtree root to a decomposition vtree node v. Then, on this path, as long as one conditions the CNF at every Shannon vtree node on the corresponding Shannon variable, the conditioned 6. When the decision sequence D is empty, and unit resolution detects a contradiction in ∆ ∧ Γ, the only learned clause is the empty clause, which implies that ∆ is unsatisfiable (since ∆ |= Γ).
CNF associated with the vtree node v must be decomposed into two sub-components; one is over the variables of the left child v l and the other is over the variables of the right child v r .
To see why Proposition 1 is correct, recall that each clause in the CNF can be compatible with only Shannon vtree nodes. Hence, if the conditioned CNF does not decompose into two sub-components, then it would imply that there is a clause that is compatible with a decomposition vtree node, which contradicts with the vtree being a decision one. As such, the input to our model counter will be a CNF and a corresponding decision vtree. Note that we can always construct a decision vtree for any CNF (Oztok & Darwiche, 2014) . 7
A New Model Counting Algorithm
We are now ready to present the final version of our model counting algorithm. This is given in Algorithm 4, which is called initially with the SAT state S = (∆, {}, , {}) and a decision vtree v for ∆. When the algorithm is applied to a Shannon vtree node, its behavior is similar to Algorithm 3 (Lines 15-43). That is, it basically uses the Shannon variable X and considers its two phases, X and ¬X. However, when applied to a decomposition vtree node v (Lines 5-14), one is guaranteed that the CNF associated with v is decomposed into two components, one associated with the left child v l and another with the right child v r (due to Proposition 1). In this case, the algorithm counts the models for each component independently and combines the results.
Soundness of the Algorithm
We will next show the soundness of the algorithm, which requires some additional definitions. Let ∆ be the input CNF. Each vtree node v is then associated with the following:
The variables inside v.
The clauses of ∆ mentioning only variables inside v (clauses of v).
-ContextC(v): The clauses of ∆ mentioning some variables inside v and some outside v (context clauses of v).
The Shannon variables of all vtree nodes that are ancestors of v (context variables of v). ContextC(v) will only mention variables in V ars(v) ∪ ContextV (v).
-ContextL(v, I): The literals of ContextV (v) appearing in a given set of literals I. 8
We start with the following invariant of Algorithm 4.
and ContextL(v, I) contains exactly one literal for each variable of ContextV (v).
7.
One can construct a decision vtree based on hypergraph partitioning or variable ordering (such as min-fill order). The former would yield more balanced vtrees, whereas the latter would yield vtrees with lower treewidth. In our experiments, we chose the latter to construct decision vtrees. 8. Note that ContextL(v, I ) is a set of literals and ContextV (v) is a set of variables, and hence ContextL(v, I) is not the same as ContextV (v) ∩ I. Hence, when calling vtree node v, all its context variables must be either decided or implied.
We can now define the CNF component associated with a vtree node v at state S. 
Hence, component CN F (v, S) will only mention variables in vtree v, upon a call #SAT(v, S). Further, the root component (CN F (v, S) with v being the root vtree node) is equal to ∆. Following is the soundness result assuming no component caching (i.e., while omitting Lines 8, 12, 16, 17 and 42). We break the result into two cases as follows.
Theorem 2. A call #SAT(v, S) with a satisfiable state S will return either the model count of component CN F (v, S) or a learned clause. Moreover, if v is the root vtree node, then it will return the model count of CN F (v, S).
Theorem 3. A call #SAT(v, S) with an unsatisfiable state S will return a learned clause, or one of its ancestral calls #SAT(v , .) will return a learned clause, where v is a decomposition vtree node.
We now have our soundness result (without caching).
Corollary 1.
If v is the root vtree node, then call #SAT(v, (∆, {}, , {})) returns the model count of ∆ if ∆ is satisfiable, and returns an empty clause if ∆ is unsatisfiable.
We are now ready to discuss the soundness of our caching scheme (Lines 8, 12, 16, 17 and 42) . This requires an explanation of the difference in behavior between satisfiable and unsatisfiable states (based on Thm. 1 of Sang et al., 2004) . Consider the component CNFs ∆ X and ∆ Y over disjoint variables X and Y, and let Γ be another CNF such that ∆ X ∧∆ Y |= Γ (think of Γ as some learned clauses). Suppose that I X is the set of literals over variables X implied by unit resolution from ∆ X ∧ Γ. One would expect that ∆ X ≡ ∆ X ∧ I X (and similarly for ∆ Y ). Moreover, one would prefer to count the models of ∆ X ∧ I X instead of ∆ X as the former can make unit resolution more complete, leading to a more efficient counting algorithm. In fact, this is exactly what Algorithm 4 does, as it includes the learned clauses Γ in unit resolution when counting a component. However, ∆ X ≡ ∆ X ∧ I X is not guaranteed to hold unless ∆ X ∧ ∆ Y is satisfiable. When this is not the case, counting the models of ∆ X ∧ I X will only yield a lower bound on the model count of ∆ X but is not necessarily equivalent to it. However, this is not problematic for our algorithm, for the following reason. If ∆ X ∧ ∆ Y is unsatisfiable, then either ∆ X or ∆ Y is unsatisfiable and, hence, either ∆ X ∧ I X or ∆ Y ∧ I Y will be unsatisfiable, and their conjunction will be unsatisfiable. Hence, even though one of the components was counted incorrectly, the conjunction remains a valid result. Without component caching, the incorrect model counts will be discarded. However, with component caching, one also needs to ensure that incorrect model counts are not cached (as observed by Sang et al., 2004). 9 9. Another possible solution to this is to ensure that ∆ X ∧ ∆ Y is satisfiable before counting the models.
This can be achieved by two separate SAT calls on ∆ X |I X ∧ I X and ∆ Y |I Y ∧ I Y (which will appear in the current SAT state). If either one of the components is unsatisfiable, then ∆ X ∧ ∆ Y will be unsatisfiable, so that we can backtrack without doing any counting and caching. On the other hand, if both components are satisfiable, then ∆ X ∧ ∆ Y will be satisfiable, and hence we can safely do model counting and caching. One caveat here is that when both components are satisfiable, the SAT calls will be redundant and will incur overhead. So, one needs to perform comprehensive experiments to compare this method with our current solution which is to discard (possibly) wrong cache results.
By Theorem 3, if we reach Line 8 or Line 12, then state S may be unsatisfiable and we can no longer trust the results cached below v. Hence, clean cache(v) on Lines 8 and 12 removes all cache entries that are indexed by Key(v , .) , where v is a descendant of v. We now discuss Lines 16, 17 and 42, which describe the way we cache results.
Definition 4. Let v be a vtree node, and let S = (., ., ., I) and S = (., ., ., I ) corresponding SAT states. Let x ⊆ I (resp., x ⊆ I ) be the instantiation of variables appearing in both v and ContextC(v). A function Key(v, S) is called a component key iff Key(v, S) = Key(v, S ) implies that components CN F (v, S) ∧ x and CN F (v, S ) ∧ x are equivalent. 10 Hence, as long as Line 16 uses a component key according to this definition, then caching is sound. The following theorem describes the component key we used in our algorithm.
Theorem 4. Consider a vtree node v and a corresponding SAT state S = (., ., ., I). Define Key(v, S) as the following bit vector: (1) each clause δ in ContextC(v) is mapped into one bit that captures whether I |= δ, and (2) each variable X that appears in both vtree v and ContextC(v) is mapped into two bits that capture whether X ∈ I, ¬X ∈ I, or neither. Then function Key(v, S) is a component key.
Weighted Model Counting
In many applications (e.g., probabilistic inference), a generalized version of model counting is required, called weighted model counting (e.g., Sang et al., 2005; Chavira & Darwiche, 2008) , where the weighted model count of a CNF is defined as the sum of the weights of its models -as opposed to only the number of models. The weight of a model is defined as the multiplication of the weights of the literals the model has. So, if each literal has weight 1, then the problem reduces to model counting as we have discussed so far.
It is worth to mention here that our model counting algorithm can be trivially adapted to do weighted model counting. All we need is to apply the changes in Table 1.   Line  Modification  3 return weight(X) or weight(¬X) whichever X or ¬X belongs to I 4 return weight(X) + weight(¬X) 
Experiments
We will now present an empirical evaluation of our model counter miniC2D, which is a C implementation of Algorithm 4. In our experiments we used 1392 CNFs available at http://www.cril.univ-artois.fr/PMC/pmc.html, which come from different applications such as planning and product configuration. We compared our model counter against three different systems: cachet 11 , c2d 12 , sharpSAT 13 . All experiments were performed on a 2.6GHz Intel Xeon X5650 CPU under 1 hour of time limit and with access to 8GB RAM. Figure 3 presents the results using scattered plots. For each system mentioned above, there is a plot that compares the corresponding system with miniC2D. In each plot, the points represent timings for counting the models of a specific CNF using miniC2D and another model counter. The points above the straight line denote instances where miniC2D performs better. Here are a few observations. The model counts of the instances were the same across all the systems. miniC2D was able to compute model counts of 1042 CNF instances, whereas c2d, cachet, and sharpSAT were able to compute model counts of 1178, 1027, and 1040 CNF instances, respectively. Further, Accordingly, despite being slower on average, our new model counter was able to solve more instances than cachet and sharpSAT, only surpassed by c2d. This is indeed a surprising result as the trace of our algorithm belongs to a strict subset of Decision-DNNFs that is not as succinct. We will next show that the trace of our algorithm belongs to a special class of Sentential Decision Diagrams.
Knowledge Compilation by Exhaustive DPLL
In this section, we will first review the close relationship between exhaustive DPLL (and its variants) and knowledge compilation (Huang & Darwiche, 2007) . We will then show how our model counting algorithm can be used in the context of knowledge compilation. In particular, we will describe a top-down SDD compiler that is based off of our algorithm.
Exhaustive DPLL counts the models of a Boolean formula by searching the space of truth assignments until identifying all the satisfying ones. In particular, given a Boolean formula ∆, it chooses a variable X of ∆, and then considers two cases recursively, which correspond to ∆|X and ∆|¬X. It then obtains the model count of ∆ by adding up the model counts of ∆|X and ∆|¬X. This procedure is similar to what we already described in Algorithm 3, which is additionally augmented with powerful techniques from SAT literature. In fact, exhaustive DPLL (and its variants) can be seen as constructing a tree. For example, the tree in Figure4(a) shows all the paths that are traversed during an exhaustive DPLL on a Boolean formula. Each circled node represents a variable on which two decisions are performed: the variable is either set to false (dashed edge) or set to true (solid edge). This way, paths from the root to leaf nodes represent (partial) variable assignments. Each leaf node then represents the result of the search when the variable assignment on the path from the root to the leaf is applied on the Boolean formula, with the label unsat being unsatisfiable and the label sat being satisfiable. This tree is called the trace of the search performed by an exhaustive DPLL (Huang & Darwiche, 2007) . Here one can think of each circled node of the tree as an or node, by utilizing the following: Figure 4 (a) using the above conversion, and also replacing each sat with , and each unsat with ⊥. From this structure, by replacing the same nodes with unique nodes, one would obtain a (rooted) DAG. In its most general form, this DAG is known as Negation Normal Form (NNF) (Darwiche & Marquis, 2002 ): a rooted DAG that has and nodes (representing conjunctions) and or nodes (representing disjunctions) as internal nodes, and literals or constants as leaves. Indeed, as Huang and Darwiche (2007) showed, the traces of exhaustive DPLL correspond to FBDDs, and they become Decision-DNNFs when exhaustive DPLL is augmented with component analysis. 14 This close connection between exhaustive DPLL and knowledge compilation has two implications. First, it allows one to translate lower bounds on NNFs immediately into lower bounds on the complexity of model counters. Second, it allows one to use model counters as knowledge compilers, by simply bookkeeping the trace of the search. We will next show how we can use our model counter in the context of knowledge compilationleading to orders of magnitude faster compilations.
Trace of Algorithm 4
Since Algorithm 4 is an exhaustive DPLL augmented with component analysis, we already know that its trace is a Decision-DNNF. However, because we employ decision vtrees in the algorithm, its trace is structured. As we will show later, the trace will be a special type of Sentential Decision Diagram (SDD) (Darwiche, 2011) , called Decision-SDD (Oztok & Darwiche, 2015) , which is introduced next. 15 To define Decision-SDDs, we first need to distinguish between decision nodes. An SDD node that is normalized for a Shannon (resp., decomposition) vtree node is called 14. An NNF node is called a decision node if it is , ⊥, or an or node having the form (X ∧ α) ∨ (¬X ∧ β)
where X is a variable, and α and β are NNF nodes. A Free Binary Decision Diagram (FBDD) is an NNF in which every node is a decision node (Blum et al., 1980) . A Decision-DNNF is an NNF which consists of decision nodes and and nodes having the form α ∧ β where the variables of α and β are disjoint (Huang & Darwiche, 2007 ) -making FBDDs a strict subset of Decision-DNNFs. 15 . The definition of SDD and related concepts are presented in Appendix A. Here, we directly introduce Decision-SDDs with some insights on them. Some other interesting properties of Decision-SDDs are discussed in Appendix B. a Shannon (resp., decomposition) decision node. A Shannon decision node has the form {(X, α), (¬X, β)}, where X is a Shannon variable.
Definition 5 (Decision-SDD).
A Decision-SDD is an SDD in which each decomposition decision node has the form {(p, s 1 ), (¬p, s 2 )} where s 1 = , s 1 = ⊥, or s 1 = ¬s 2 . Figure 5 shows a Decision-SDD and a corresponding vtree for the CNF {Y ∨¬Z, ¬X ∨Z, X ∨ ¬Y, X ∨ Q}. For further insights into Decision-SDDs, note that a decomposition decision node must have the form {(f, g), (¬f, ⊥)}, {(f, ), (¬f, g)}, or {(f, ¬g), (¬f, g)}. Moreover, these forms represent the Boolean functions f ∧ g, f ∨ g, and f ⊕g, respectively, where f and g are over disjoint sets of variables. We also note that Decision-DNNFs differ from Decision-SDDs in two ways. First, Decision-DNNFs have no structure (that is, they are not guided by a vtree). Second, other than decision nodes, Decision-DNNFs only support nodes of the form f ∧ g where f and g are over disjoint sets of variables, whereas DecisionSDDs also support f ∨ g and f ⊕g. Moreover, Decision-SDDs cannot polynomially simulate Decision-DNNFs. That is, there exists a Boolean function which has a polynomial size Decision-DNNF, yet each Decision-SDD representation of it has exponential size. 16 We will next show that the trace of Algorithm 4 belongs to the language of DecisionSDDs. For that, we will present an algorithm that simulates Algorithm 4 by doing bookkeeping of its trace. This is given in Algorithm 5, whose overall structure is similar to Algorithm 4, except that it constructs an NNF instead of counting the models. 17 Theorem 5. If v is the root vtree node, then call c2s(v, (∆, {}, , {})) returns a Decision-SDD equivalent to ∆ if ∆ is satisfiable, and returns an empty clause if ∆ is unsatisfiable.
Top-Down SDD Compiler
SDDs have been used in different applications, such as probabilistic planning (Herrmann & de Barros, 2013) , probabilistic logic programs (Vlasselaer et al., 2015) , probabilistic 16 . The mentioned function was used to show that SDDs cannot polynomially simulate DecisionDNNFs (Beame & Liew, 2015) . As each Decision-SDD is an SDD, the same result applies between Decision-SDDs and Decision-DNNFs. 17. To construct an SDD, Algorithm 5 needs to have certain negations are freely available (e.g., ¬p on Line 14). Hence, its recursive calls return both an SDD and its negation, making all such negations freely available. inference (Choi et al., 2013) , verification of multi-agent systems (Lomuscio & Paquet, 2015) , and tractable learning (Kisa et al., 2014; Choi et al., 2015) . Almost all of these applications are based on the bottom-up SDD compiler developed by Choi and Darwiche (2013a) , which was also used to compile CNFs into SDDs (Choi & Darwiche, 2013b) . This compiler constructs SDDs by first compiling small pieces of a knowledge base (KB) (e.g., clauses of a CNF). It then combines these compilations using the Apply 18 operation to build a compilation for the full KB.
An alternative to bottom-up compilation is top-down compilation. This approach starts the compilation process with a full KB. It then recursively compiles the fragments of the KB that are obtained through conditioning. The resulting compilations are then combined to obtain the compilation of the full KB. All existing top-down compilers assume CNFs as input, while bottom-up compilers can work on any input due to the Apply operation. Yet, compared to bottom-up compilation, top-down compilation has been previously shown to yield significant improvements in compilation time and space when compiling CNFs into OBDDs (Huang & Darwiche, 2004) . Thus, it has a potential to further improve the results on CNF to SDD compilations. Indeed, Algorithm 5 is a top-down algorithm that constructs Decision-SDDs. So, we will next show an empirical analysis of Algorithm 5 to see to what extent it would be helpful in the compilation of SDDs.
In our experiments, we used two sets of benchmarks. First, we used some CNFs from the iscas85, iscas89, and LGSynth89 suites, which consist of sequential and combinatorial circuits used in the CAD community. We also used some CNFs available at http://www.cril.univ-artois.fr/PMC/pmc.html, which correspond to different applications such as planning and product configuration. We compiled those CNFs into SDDs and Decision-SDDs. To compile SDDs, we used the SDD package (Choi & Darwiche, 2013a) . 19 All experiments were performed on a 2.6GHz Intel Xeon E5-2670 CPU under 1 hour of time limit and with access to 50GB RAM. We next explain our results shown in Table 3 .
The first experiment compares the top-down compiler against the bottom-up SDD compiler. Here, we first generate a decision vtree 20 for the input CNF, and then compile the CNF into an SDD using (1) the bottom-up compiler without dynamic minimization (denoted BU), (2) the bottom-up compiler with dynamic minimization (denoted BU+), and (3) the top-down compiler (denoted TD), using the same vtree. 21 Note that BU+ uses a minimization method, which dynamically searches for better vtrees during the compilation process, leading to general SDDs, whereas both BU and TD do not modify the input decision vtree, hence generating Decision-SDDs with the same sizes. We report the corresponding compilation times and sizes in Columns 2-4 and 6-7, respectively. The top-down Decision-SDD compiler was consistently faster than the bottom-up SDD compiler, regardless of the use of dynamic minimization. In fact, in Column 5 we report the speed-ups obtained by 18 . The Apply operation combines two SDDs using any Boolean operator, and has its origins in the OBDD literature (Bryant, 1986) . 19. The SDD package was already shown to perform significantly better than a state-of-the-art OBDD compiler (Choi & Darwiche, 2013b) . Moreover, the comparison of c2d and miniC2D in Section 3.5 can also be seen as comparing miniC2D against a state-of-the-art Decision-DNNF compiler, since c2d compiles into this form before it counts models. 20. We obtained decision vtrees as described by Oztok and Darwiche (2014) . 21. Choi and Darwiche (2013b) used balanced vtrees constructed from the natural variable order, and manual minimization. We chose to use decision vtrees as they performed better than balanced vtrees. Table 3 : Bottom-up and top-down SDD compilations over iscas85, iscas89, LGSynth89, and some sampled benchmarks. BU refers to bottom-up compilation without dynamic minimization and BU+ with dynamic minimization. TD refers to topdown compilation, and TD+ with a single minimization step applied at the end.
using the top-down compiler against the best result of the bottom-up compiler (i.e., either BU or BU+, whichever was faster). There are 40 cases (out of 61) where we observe at least an order-of-magnitude improvement in time. Also, there are 15 cases where top-down compilation succeeded and both bottom-up compilations failed. However, the situation is different for the sizes, when the bottom-up SDD compiler employs dynamic minimization.
In almost all of those cases, BU+ constructed smaller representations. As reported in Column 8, which shows the relative sizes of SDDs generated by TD and BU+, there are 21 cases where BU+ produced an order-of-magnitude smaller SDDs. This is not a surprising result though, given that BU+ produces general SDDs and our top-down compiler produces Decision-SDDs, and that SDDs are a strict superset of Decision-SDDs.
Since Decision-SDDs are a subset of SDDs, any minimization algorithm designed for SDDs can also be applied to Decision-SDDs. In this case, however, the results may not be necessarily Decision-SDDs, but general SDDs. In our second experiment, we applied the minimization method provided by the bottom-up SDD compiler to the compiled DecisionSDDs (as a post-processing step). We then added the top-down compilation times to the post-processing minimization times and reported those in Column 9, with the resulting SDD sizes in Column 10. As is clear, the post-processing minimization step significantly reduces the sizes of SDDs generated by our top-down compiler. In fact, the sizes are almost equal to the sizes generated by BU+ (Column 7). The top-down compiler gets slower due to the cost of the post-processing minimization step, but its total time still dominates the bottom-up compiler. Indeed, it can still be an order-of-magnitude faster than the bottomup compiler (18 cases). This shows that one can also use Decision-SDDs as a representation that facilitates the compilation of CNFs into general SDDs.
Related Work
The works by Sang et al. (2004) , Darwiche (2004) , Thurley (2006) , and Muise et al. (2012) are closest to ours, yielding the systems cachet, c2d, sharpSAT, and DSharp.
There are two main differences between cachet and our model counter miniC2D. We use a static component analysis whereas cachet performs a dynamic one. Moreover, the trace of cachet is a Decision-DNNF, whereas ours is a Decision-SDD. Finally, miniC2D can be used as a knowledge compiler as we implemented a version of it that saves its trace.
The main differences between sharpSAT and miniC2D are the same ones as with cachet. DSharp is simply a knowledge compiler that is obtained by saving the trace of sharpSAT, which is a Decision-DNNF.
There are two main differences between c2d and our model counter miniC2D. To perform static component analysis we use decision vtrees, whereas c2d uses a different structure called a dtree. Even though one can obtain vtrees from dtrees (Oztok & Darwiche, 2014) , the use of vtrees provides a simpler algorithm. Furthermore, c2d is a CNF to Decision-DNNF compiler, whereas the trace of miniC2D belongs to Decision-SDDs.
The executive summary of the comparison is shown in Table 4 . We note here that since Decision-SDDs are more structured than Decision-DNNFs, our model counter can be thought of as performing more work. Moreover, thanks to its modular design, our software package can easily be integrated with different SAT solvers. Finally, we remark that the works by Sang et al. (2004) , Darwiche (2004) , Thurley (2006) , and Muise et al. (2012) do not provide a proof of correctness of their methods, as we did in this paper. 
Conclusion
In this article, we introduced a new exhaustive DPLL algorithm with a formal semantics, a proof of correctness, and a modular design. The modular design was based on the separation of the core model counting algorithm from SAT solving techniques, which allows one to easily integrate techniques from SAT solvers. We hope that this will facilitate the development of model counters. Moreover, we showed that the trace of our algorithm belongs to a special class of SDDs, which is a subset of Decision-DNNFs, the trace of existing state-of-the-art model counters. Still, our extensive experimental evaluation showed comparable results against state-of-the-art model counters. Finally, we obtained the first top-down SDD compiler by saving the traces of our model counting algorithm, and showed orders-of-magnitude improvements in compilation times against the state-of-the-art bottom-up SDD compiler. Our system, miniC2D, is publicly available at http://reasoning.cs.ucla.edu/minic2d. The distribution provides the source codes for Algorithm 4 and Algorithm 5.
Appendix A. Sentential Decision Diagrams
A Boolean function f (X, Y), where X and Y are disjoint, can always be decomposed into
such that p i = ⊥ for all i; p i ∧ p j = ⊥ for i = j; and i p i = . A decomposition satisfying the above properties is known as an (X, Y)-partition (Darwiche, 2011) . Moreover, each p i is called a prime, each s i is called a sub, and the (X, Y)-partition is said to be compressed when its subs are distinct, i.e., s i = s j for i = j. SDDs result from the recursive decomposition of a Boolean function using (X, Y)-partitions. To determine the X/Y variables of each partition, we use a vtree. Consider now the vtree in Figure 6 (b), and also the Boolean function f = (A∧B)∨(B ∧C)∨(C ∧D). Node v = 1 is the vtree root, whose left subtree contains variables X = {A, B} and right subtree contains Y = {C, D}. Decomposing function f at node v = 1 amounts to generating an (X, Y)-partition:
This partition is represented by the root node of Figure 6 (a). This node, which is a circle, represents a decision node with three branches, where each branch is called an element. Each element is depicted by a paired box p s . The left box corresponds to a prime p and the right box corresponds to its sub s. A prime p or sub s are either a constant, literal, or pointer to a decision node. In this case, the three primes are decomposed recursively, but using the vtree rooted at v = 2. Similarly, the subs are decomposed recursively, using the vtree rooted at v = 3. This decomposition process moves down one level in the vtree with each recursion, terminating at leaf vtree nodes.
SDDs constructed as above are said to respect the used vtree. These SDDs may contain trivial decision nodes which correspond to (X, Y)-partitions of the form {( , α)} or {(α, ), (¬α, ⊥)}. When these decision nodes are removed (by directing their parents to α), the resulting SDD is called trimmed. Moreover, an SDD is called compressed when each of its partitions is compressed. Compressed and trimmed SDDs are canonical for a given vtree (Darwiche, 2011) . Here, we restrict our attention to compressed and trimmed SDDs. Figure 6 (a) depicts a compressed and trimmed SDD for the above example. Finally, an SDD node representing an (X, Y)-partition is normalized for the vtree node v with variables X in its left subtree v l and variables Y in its right subtree v r . In Figure 6 (a), SDD nodes are labeled with vtree nodes they are normalized for.
Appendix B. Decision-SDDs
We will now provide some interesting properties of Decision-SDDs, and discuss their relationship to OBDDs and SDDs. We first note that Decision-SDDs are a strict subset of SDDs. In particular, if an SDD is based on a general vtree, it may or may not be a Decision-SDD. However, a decision vtree guarantees a Decision-SDD.
Proposition 2. Let v be a decision vtree for CNF ∆. An SDD equivalent to ∆ that respects vtree v must be a Decision-SDD.
Proof. Due to Theorem 5, Algorithm 5 constructs a Decision-SDD equivalent to ∆ that respects vtree v. As SDDs are canonical for a given vtree, we are done.
A vtree is called right-linear when every internal vtree node is a Shannon vtree node. Consider an SDD that respects a right-linear vtree. In this case, the SDD corresponds to an OBDD. Further, note that each OBDD is a Decision-SDD. Hence, Decision-SDDs are a superset of OBDDs. Because of this, the language of Decision-SDDs is complete: every Boolean function can be represented by a Decision-SDD using an appropriate vtree.
In terms of succinctness, a quasipolynomial separation between SDDs and OBDDs was given by Razgon (2014) . 22 As it turns out, the SDDs used in this separation were indeed Decision-SDDs. Further, the following complements this result by showing that DecisionSDDs can be simulated by OBDDs with at most a quasipolynomial increase in size.
Theorem 6 (Oztok & Darwiche, 2015) . Each Decision-SDD over n variables and of size N has an equivalent OBDD of size ≤ N 1+log n .
Furthermore, Xue et al. (2012) have identified a class of Boolean functions f i , with corresponding variable orders π i , such that the OBDDs based on orders π i have exponential size, yet the SDDs based on vtrees that dissect orders π i have linear size. 23 Interestingly, the SDDs used in this result turn out to be Decision-SDDs as well. Hence, a variable order that blows up an OBDD can sometimes be dissected to obtain a vtree that leads to a compact Decision-SDD. This reveals the practical significance of Decision-SDDs despite the quasipolynomial simulation of Theorem 6. We finally note that SDDs have been recently shown to be exponentially separated from OBDDs (Bova, 2016) . Due to this result and Theorem 6, SDDs are also exponentially separated from Decision-SDDs.
Appendix C. Soundness of the Model Counting Algorithm
We will now present the proofs of the theorems that were used in the soundness of Algorithm 4 (i.e., Theorems 1-3). We start by listing some assumptions/observations that will be used in the rest of the paper. First, S will denote a state (∆, Γ, D, I), where ∆ and Γ are sets of clauses, D is a sequence of literals, and I is a set of literals. 24 Second, each (recursive) call #SAT(v, S) of Algorithm 4 will take two inputs v and S such that v is a vtree node belonging to a decision vtree for ∆ and S is a SAT state. 25 The latter implies that ∆ |= Γ and ∆ ∧ Γ ∧ D I. This holds due to the following three facts: (1) initial call is made with (∆, {}, , {}), which is a SAT state as ∆ has no unit or empty clause is no unit or empty clause in ∆; (2) any clause added to Γ is a learned clause, which must be implied by ∆; and (3) literals I is always adjusted before making a call (see SAT primitives in Figure 1 ). Finally, a SAT state S is said to be callable iff unit resolution does not detect a contradiction in ∆ ∧ Γ ∧ D. Indeed, S will be callable for each call #SAT(v, S) . This is true due to the following two facts: (1) initial SAT state (∆, {}, , {}) is callable as ∆ has no unit or empty clause; and (2) whenever a new SAT state, which is not callable, is constructed during a call, Algorithm 4 backtracks until the contradiction is resolved. So, it will initiate a call only on callable SAT states. We now prove Theorem 1. 24. We will sometimes abuse notation to use D as a set of literals. 25. All calls considered in the proofs are assumed to be legal (i.e., can be generated by executing Algorithm 4). a literal of some context variable of v. That is, V ars(D) ⊆ ContextV (v). We next show γ contains exactly one literal for each context variable of v. First, we show γ cannot contain two literals of any variable. Assume otherwise. Then, since γ ⊆ I and ∆ ∧ Γ ∧ D I, unit resolution detects a contradiction in ∆ ∧ Γ ∧ D, which is a contradiction. We now show γ contains a literal for each context variable X of v. Assume otherwise. Let p be the Shannon node whose Shannon variable is X. Then, variable X is not implied during the corresponding ancestral call to p. As p is a Shannon node, Algorithm 4 will not recurse on p's right child before ensuring X is implied (see Lines 20, 24, and 33). That is, call #SAT(v, S) cannot happen, which is a contradiction. So, a literal of X appears in I. Hence, I contains a literal for each context variable of v, and so does γ.
We remark that Algorithm 4 is recursive. As such, its execution can be viewed as constructing a tree whose nodes are labeled with recursive calls #SAT (., .) , and whose edges are from a recursive call R 1 to another R 2 if R 2 is called within R 1 . As some of upcoming proofs will be based on this tree, which we denote by T , we next present two useful observations. Proposition 3. Consider an internal node #SAT(v, S) on T . Then, v is either a decomposition node or a Shannon node.
Proof. As #SAT(v, S) is an internal node, it must have a child. Then, v cannot be a leaf vtree node, as no recursive call is made on Lines 1-4. So, the proposition follows. Proof. Node #SAT(v, S) can be a leaf node iff no recursive call happens during call #SAT(v, S). Due to Line 6, v cannot be a decomposition node. So, v is either a leaf vtree node or a Shannon node. If v is a Shannon node, then the call can return on one of the following lines: 21, 22, 29, 30, 31, 38, 39, 40, and 43. It is not hard to see that no recursive call happens only when call #SAT(v, S) returns a clause on Line 30 or Line 31.
To prove Theorem 2 and Theorem 3, we will next present some lemmas. Corollary 2. Consider a call #SAT(v, S). Let S be a callable SAT state that appears during call #SAT(v, S). Then, we have CN F (v, S) = CN F (v, S ).
Lemma 2. Let S be a SAT state and v be a decomposition node of a decision vtree for ∆. Then, we have CN F (v, S) = CN F (v l , S) ∧ CN F (v r , S). 
where Σ is a set of clauses that only mention context variables of v. So, the following holds:
We now explain why Equations (1)-(3) hold. Equation ( Lemma 6. Consider a call #SAT(v, S). Then, S is satisfiable iff ∆|γ is satisfiable where γ = ContextL(v, I).
Proof. By Lemma 5, ∆ ∧ D ≡ ∆ ∧ γ. Also, as γ is a set of literals, ∆ ∧ γ ≡ ∆|γ ∧ γ, and so ∆ ∧ D ≡ ∆|γ ∧ γ. Thus, ∆ ∧ D is satisfiable iff ∆|γ is satisfiable. So, the lemma holds. 
We now explain why Equations (4)- (5) hold. Note that ContextV (v r ) = ContextV (v)∪{X} and γ = ContextL(v, I ) (see Lemma 1). Then, ContextL(v r , I ) = γ , and so Equation (5) holds. Also, Equation (4) 
