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Abstract—In this letter, we describe and develop edge-based
and node-based formulations for combined-cycle units (CCUs)
with different levels of accuracy in respecting physical restrictions
of each turbine, from no restriction requirement of each turbine,
to include min-up/-down time restrictions of each turbine, to
finally include most restrictions such as min-up/-down time,
capacity, and ramping restrictions of each turbine. We develop
corresponding models for Independent System Operators (ISOs)
and Vertically Integrated Utilities (VIUs), respectively. These
models demonstrate the complexity in terms of the size of
decision variables and show the tradeoff between accuracy
and computational complexity. In general, to the best of our
knowledge, this letter provides one of the first models that can
capture both configuration-based model needs and all physical
restrictions for each turbine within CCUs.
Index Terms—Combined-Cycle Units, MILP Formulations,
Node-Based Model, Edge-Based Model.
I. INTRODUCTION
Recently, the number of combined-cycle units (CCUs),
including combustion turbines (CTs) and steam turbines (STs),
in power industry has been stably increasing due to its flex-
ibility, high efficiency, and less emission. However, due to
the complexity of CCUs, the modeling approach for CCUs
is much more challenging than that for traditional thermal
units. Configuration-based [1], [2] and component-based [3]
models are proposed, where the former aims to reduce the
computational complexity by considering each configuration
as a pseudo unit without considering the physical constraints
of each turbine and the latter aims to precisely model the
physical constraints of each turbine without considering the
configuration-based offer bidding process for ISOs. In practice,
both aspects are important because 1) the physical constraints
of each turbine ensure the operational feasibility of each
turbine and 2) transition relationships among configurations
provide the restrictions among turbines and offers submitted
to ISOs are configuration based. To integrate these two aspects,
an initial attemp to build the configuration-based model while
satisfying the min-up/-down time restrictions of each turbine in
CCUs is proposed in [4]. In practice, the detailed information
of CCUs might not be available to ISOs. Thus, in this letter,
we describe different approaches to formulate CCUs with
variant accuracy levels based on the information obtained. Our
models can be generally enough to capture the configuration
transitions from configuration-based models and physical con-
straints of each CT and ST and their interaction within CCUs.
Based on our developed graph to show the relationship among
different configurations, we illustrate variant models using
edge-based and node-based decision variables. The different
layers of these models also show the tradeoffs between the
Yongpei Guan and Yanan Yu are with the University of Florida, Gainesville,
FL 32611 and Lei Fan is with Siemens Industry, Inc, Minneapolis, MN.
accuracy and complexity of formulating CCUs. In addition,
these models are customized for ISOs and VIUs, respectively,
accommodating their corresponding objectives.
II. CONSTRAINTS FOR CONFIGURATIONS USING
EDGE-BASED DECISION VARIABLES
Since restrictions among configurations are not only useful
for the configuration-based models, but also useful to set up
constraints for the relationships of turbines within CCUs as
described in Section I, most of constraints for configurations
will be used for models designed for both ISOs and VIUs.
The transition relationships used to generate the constraints
are shown in the following graph (e.g., 2 CTs and 1 ST) [4].
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Fig. 1. Configuration Transition Graph
For notation convenience, we first define U , UCT, U ST as
the set of all turbines, CTs, and STs, respectively, with
U = UCT ∪ U ST. We define the above graph as G = (C,A),
where the node set C represents the configurations and the edge
set A represents the transitions among (within) configurations
(nodes). To further categorize the notation, we define Coni and
Coffi be the set of nodes in which turbine i is on and off,
respectively. We define Ainm (A
ic
m) as the set of incoming edges
(plus self-loop edges), Aocm as the set of outgoing and self-loop
edges of node m, and Aallm = A
in
m ∪ A
oc
m. We define A
su
i (A
sd
i )
as the set of edges where turbine i starts up (shuts down). By
letting decision variable zat for each a ∈ A, to represent if
edge a is activate at the beginning of time period t [4], the
relationship constraints can be described as follows:∑
a∈A
zat = 1, ∀t (1)
∑
a∈Aic
m
zat =
∑
a∈Aoc
m
zat+1, ∀m ∈ C, ∀t (2)
Cm
∑
a∈Aic
m
zat ≤ p
m
t ≤ C
m ∑
a∈Aic
m
zat , ∀m ∈ C, ∀t (3)
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∑
a∈Ain
m
t−1∑
τ=t−Tm+1
zaτ ≤ z
amm
t , ∀m ∈ C, ∀t (4)
∑
m∈C
pmt+1 −
∑
m∈C
pmt ≤ RU
azat+1+ C(1−z
a
t+1), ∀a ∈ A, ∀t (5)∑
m∈C
pmt −
∑
m∈C
pmt+1 ≤ RD
azat+1+ C(1−z
a
t+1), ∀a ∈ A, ∀t,(6)
where constraints (1) indicate that at time t only one edge
could be active, constraints (2) show the flow balance for the
edges in the graph, constraints (3) show the lower (defined as
Cm) and upper bounds (defined as C
m
) of generation (defined
as pm) for each nodem , constraints (4) indicate the minimum
stay time (defined as Tmt ) for each node (i.e., if z
amm
t = 0, then
there should not be any transition from other nodes to this node
during the past Tm time periods; other, if zammt = 1, then there
are at most one transition from other nodes to this node during
the past Tm time periods), and finally constraints (5)-(6)
describe the given ramping up (defined as RUa) and ramping
down (defined as RDa) restrictions for each edge a [4] (where
C is defined as the overall capacity of CCUs). Note here that
constraints (3)-(6) are set up by assuming the lower and upper
bounds, minimum stay time, and ramping rates are given.
These parameters are dependent on the physical restrictions
on each turbine for which we will discuss in Section IV.
Remark 1: It can be observed that zammt represents if the
system is on configure m in time period t.
If the min-up (defined as T mui ) and min-down (defined as
T mdi ) rates for each turbine are given, then better minimum
stay constraints can be described as shown in [4]:∑
a∈
⋃
m∈Coff
i
Aall
m
zaτ ≤ 1−
∑
a∈Asu
i
zat , ∀i ∈ U ,
∀τ ∈ {t+ 1, · · · ,min{T , T mui + t− 1}}, ∀t, (7)∑
a∈
⋃
m∈Con
i
Aall
m
zaτ ≤ 1−
∑
a∈Asd
i
zat , ∀i ∈ U ,
∀τ ∈ {t+ 1, · · · ,min{T , T mdi + t− 1}}, ∀t. (8)
III. CONSTRAINTS FOR CONFIGURATIONS USING
NODE-BASED DECISION VARIABLES
In this part, we present the same relationship among config-
urations as described in Section II by using decision variables
only corresponding to each configuration (node), instead of
each edge. In this model, we use decision variables zmt and
pmt to represent if the system is on node m (e.g., z
m
t = 1) and
the corresponding generation amount at time period t, C(m)
to represent the set of nodes for which node m can transit
to (including itself), C¯(m) to represent the set of nodes for
which node m can be transited from (including itself), and
RUnm (RDnm) represent the ramp-up (ramp-down) rate from
node n to node m. The details are described as follows:∑
m∈C
zmt = 1, ∀t (9)
zmt =
∑
n∈C(m)
znt+1, ∀m ∈ C, ∀t (10)
Cmzmt ≤ p
m
t ≤ C
m
zmt , ∀m ∈ C, ∀t (11)
t−1∑
τ=t−Tm+1
vmτ ≤ z
m
t , ∀m ∈ C, ∀t (12)
vmt ≥ 0, v
m
t ≥ z
m
t − z
m
t−1, ∀m ∈ C, ∀t (13)
pmt+1 −
∑
n∈C¯(m)
pnt ≤
∑
n∈C¯(m)
RUnmznt , ∀m ∈ C, ∀t (14)
pmt −
∑
n∈C(m)
pnt+1 ≤
∑
n∈C(m)
RDmnznt+1, ∀m ∈ C, ∀t, (15)
where constraints (9) indicate that at each time t, the system
can only stay on one particular node, constraints (10) show the
transition among nodes, constraints (11) indicate the lower and
upper bounds of the generation amount, constraints (12)-(13)
describe the minimum stay restrictions for each node m by
introducing binary variables vmt (indicating the system enters
node m at time t if vmt = 1), constraints (14) indicate the
ramp-up restrictions (e.g., if pmt+1 = 0, then constraints (14)
obviously hold; otherwise, if pmt+1 > 0, then there exists
exactly one node (e.g., node n) in C¯(m) such that znt = 1 and
the corresponding ramp-rate is applied, which can be observed
from Figure 1), and similarly constraints (15) indicate the
ramp-down restrictions.
Similarly, if the min-up and min-down rates for each turbine
are given, then better minimum stay constraints can be de-
scribed as follows by introducing binary variable vit to indicate
if turbine i turns on at time t:
t−1∑
τ=t−Tmu
i
+1
viτ ≤
∑
m∈Con
i
zmt , ∀i ∈ U , ∀t ≥ T
mu
i (16)
vit ∈ {0, 1}, v
i
t ≥
∑
m∈Con
i
zmt −
∑
m∈Con
i
zmt−1, ∀i ∈ U , ∀t(17)
t−1∑
τ=t−Tmd
i
+1
viτ ≤ 1−
∑
m∈Con
i
zm
t−Tmd
i
, ∀i ∈ U , ∀t ≥ T mdi .(18)
IV. PHYSICAL CONSTRAINTS FOR TURBINES
In this section, we describe physical constraints for each tur-
bine in CCUs, including steam balance constraints indicating
the relationships between CTs and STs. For each i ∈ U , we
let binary decision variable yit represent if the turbine is online
(i.e., yit = 1), continuous variable p
i
t represent the generation
amount at time t. Besides min-up/-down time constraints, the
other constraints can be described as follows:
Ciyit ≤ p
i
t ≤ C
i
yit, ∀i ∈ U , ∀t (19)
pit − p
i
t−1 ≤ V
u
i y
i
t−1 + V
u
i (1− y
i
t−1), ∀i ∈ U , ∀t (20)
pit−1 − p
i
t ≤ V
d
i y
i
t + V
d
i (1− y
i
t), ∀i ∈ U , ∀t (21)
f ig,t = F
g
i y
i
t +
Ni∑
s=1
G
g
isp
i
ts, ∀i ∈ UCT, ∀t (22)
pit = C
iyit +
Ni∑
s=1
pits, ∀i ∈ UCT, ∀t (23)
0 ≤ pits ≤ R
i
sδ
i
ts, 0 ≤ δ
i
ts ≤ δ
i
t,s−1, ∀i ∈ UCT, ∀s, ∀t(24)∑
i∈UST
f ih,t ≤
∑
i∈UCT
f ig,t + λ
DBf DBt , ∀t (25)
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f ih,t = F
h
i y
i
t +
Ni∑
s=1
Ghisp
i
ts, ∀i ∈ UST, ∀t (26)
pit = C
iyit +
Ni∑
s=1
pits, ∀i ∈ UST, ∀t (27)
0 ≤ pits ≤ R
i
sδ
i
ts, 0 ≤ δ
i
ts ≤ δ
i
t,s−1, ∀i ∈ UST, ∀s, ∀t, (28)
where constraints (19) describe the generation lower and upper
bounds, and constraints (20) and (21) describe the generation
ramp-up and ramp-down rate limits respectively (where pa-
rameters V u(V d) and V
u
(V
d
) represent the ramp-up (ramp-
down) rate and the start-up (shut-down) rate). Constraints (22)-
(24) describe the steam generated from CTs (f ig,t denotes the
amount of steam generated by CT i) using a piecewise linear
approximation by taking Ni segments with the length to be
Ris for each segment s for each CT i. Here F
g
i denotes the
minimum steam amount generated by the CT i,G
g
s,i represents
the slope of each segment s in the steam curve of CT i, and
δsts are logic variables used to capture the piecewise linear
characteristics [3]. Constraints (25) provide the upper bound of
steam that can be used for STs to generate power, where f ih,t is
defined as the consumed steam amount of ST i, f DBt is defined
as the fuel consumption of duct burners at time t, and λDB is
the burning efficiency constant. Accordingly, constraints (26)-
(28) describe the power to be generated by the given steam
amount
∑
i∈UST
f ih,t.
V. MODELS
We now discuss formulations for CCUs by using edge-based
and node-based models for ISOs and VIUs, respectively.
A. Edge-Based Models for ISOs
The generation cost (gc) of one CCU plant for ISOs,
including transition and fuel costs, are as follows:
gc =
∑
t∈T
(∑
m∈C
f(pmt ) +
∑
a∈A
Sazat
)
, (29)
where f(pmt ) is the offer curve for each configuration, which
usually can be approximated as a piecewise linear function as
shown in [4], and Sa is the transition cost of edge a.
The constraint set depends on the detailed information
obtained from the market participants.
(1) If only configuration-related information, such as the
lower and upper bounds, minimum stay time, and ramp-
ing rates for configurations, is provided in the offer, con-
straints (1)-(6) plus the reserve constraints as described
in [4] (see below) are sufficient to describe the problem.
Constraints(15)−(17) with pt,M, P
max
m , e, E
in
k ∪ E
sl
k and
wte, replaced by
∑
m∈C
pmt , C, C¯m, a, A
ic
m and z
a
t in [4]. (30)
(2) If the min-up and min-down times for each turbine are
given, then a more precise formulation can be obtained
by replacing (4) with constraints (7)-(8). Note here that
for the edge-based formulation, we do not need to add
additional decision variables to respect each turbine’s
min-up and min-down restrictions.
(3) If all the physical operation restrictions, such as the
lower and upper bounds, min-up/-down times, and ramp-
up/-down rates, for each turbine are given, then con-
straints (1)-(2), (7)-(8), (19)-(28) with yit replaced by∑
m∈Con
i
∑
a∈Aic
m
zat , (30), plus the following linking con-
straints:
pmt ≥
∑
i∈U
pit − C(1−
∑
a∈Aic
m
zat ), ∀m ∈ C. (31)
This model can satisfy all the physical constraints of each
turbine while taking advantage of bidding offers for ISOs.
B. Edge-Based Models for VIUs
For VIUs, we focus on the total operations costs (pc) for
all CTs, since there are no bidding offers involved.
pc =
∑
t∈T
(∑
i∈UCT
(gi(pit) + suc
i
t) + ρf
DB
t
)
, (32)
where gi(pit) represents the fuel cost function for CT i, which
can also be approximated as a piecewise linear function as
shown in [3], sucit represents the start-up cost of CT i includ-
ing cold, warm, and heat start costs as shown in [4], and ρ is
the unit fuel price. The constraints for the problem include (1)-
(2), (7)-(8), (19)-(28) with yit replaced by
∑
m∈Con
i
∑
a∈Aic
m
zat ,
and (30) with
∑
m∈C p
m
t replaced by
∑
i∈U p
i
t.
C. Node-Based Models for ISOs
For node-based models, we have the cost function (29)
replaced by the following one:
gc =
∑
t∈T

∑
m∈C
f(pmt ) +
∑
n,m∈C
tcnmt

 , (33)
where tcnmt ≥ 0, tc
nm
t ≥ S
nm(zmt +z
n
t−1−1) and S
nm represents
the transition cost from node n to node m.
For (1) as described in Section V-A, other constraints in-
clude (9)-(15) and (30) with
∑
a∈Aic
m
zat replaced by z
m
t .
For (2) as described in Section V-A, we can replace (12)-(13)
by (16)-(18) in the above formualtion.
For (3) as described in Section V-A, constraints include (9)-
(10), (16)-(18), (19)-(28) with yit replaced by
∑
m∈Con
i
zmt ,
and (30)-(31) with
∑
a∈Aic
m
zat replaced by z
m
t .
D. Node-Based Models for VIUs
For this case, the cost function is the same as (32). It is easy
to observe that constraints include (9)-(10), (16)-(18), (19)-
(28) with yit replaced by
∑
m∈Con
i
zmt , (30) with
∑
m∈C p
m
t
replaced by
∑
i∈U p
i
t and
∑
a∈Aic
m
zat replaced by z
m
t .
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