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Predicting the temperature-strain phase diagram of VO2 from first principles
Chanul Kim
Predicting the temperature-strain phase diagram of VO2, including the various structural
allotropes, from first principles is a grand challenge of materials physics, and even the phase
diagram remains unclear at T = 0K. The coexistence of Peierls and Mott physics suggests
that a theory which can capture strong electronic correlations will be necessary to compute
the total energies. In order to understand the complex nature of the first-order transition of
VO2, we build a minimal model of the structural energetics using the Peirels-Hubbard model
and solve it exactly using the Density Matrix Renormalization Group (DMRG) methods
demonstrating that the on-site interaction U has a minimal effect on the structural energetics
for physical parameters. These results explain the qualitative failures of Density Functional
Theory (DFT) and DFT+U for the structural energetics, in addition to the partial success
of the unorthodox DFT+U results (i.e. non-spin-polarized and small U). It also guides
the creation of empirical corrections to the DFT+U functional which allow us to semi-
quantitatively capture the phase stability of the rutile and monoclinic phases as a function
of temperature and strain. Our work demonstrates that VO2 is better described as a Mott
assisted Peierls transition.
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Quantum mechanics is the cornerstone of materials physics that fully describes the motion
of and interactions among electrons and atomic nuclei in a solid, and solving the Schrodinger
equation is equivalent to revealing all of a solid’s structural, electronic, and magnetic proper-
ties. However, in reality this is difficult to solve Schrodinger’s equations of systems consisting
of many interacting bodies due to the associated, often insurmountable, computational costs,
which increase exponentially with the number of bodies. Fortunately, with the development
of density functional theory (DFT) [1, 2], we can effectively approximate an N-body quan-
tum mechanical equation as N single-body equations by incorporating many-body effects
into the so-called exchange correlation potential, significantly reducing the required number
of computations. Moreover, the rapid increase of computational power over the years has
allowed one to greatly expand the range of materials whose properties can be computed and
predicted by density functional theory.
Nevertheless, many interesting materials behaviors still remain elusive because of the
limitations of DFT. DFT allows one to in principle solve for the exact ground state observ-
ables assuming that the exchange correlation potential is exactly known, but in practice
this is never the case. Thus far, the conventional remedy has been to approximate the
exchange correlation potential using the local density approximation (LDA) or generalized
gradient approximation (GGA), built upon the homogeneous electron gas [2, 3]. The solu-
tions obtained by these approximations are usually at odds with experimental observations
of materials with strong electron-electron interactions [4].
These materials are commonly described as strongly correlated. Strongly correlated
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materials possess localized orbitals and narrow bands and therefore include many transition
metal oxides. VO2 is one such compound. In addition to having highly localized d-orbitals
and narrow bands, VO2 also belongs to the class of materials containing low-dimensional
bands in which the effect of electronic correlations are even more pronounced. This is evident
in experimental studies that reported on the one-dimensional nature of the d1 electronic
configuration of VO2 [5, 6]. Clearly, conventional density functional theory is insufficient to
properly describe the materials properties of VO2 [7], and more advanced techniques such
as dynamical mean field theory (DMFT) are needed to capture many-body effects that are
ignored in the DFT level of theory.
Many different advanced first-principles methodologies have been applied to VO2, but
only some of them have correctly deduced certain properties [8]. For example, while the
calculated electronic structures are accurate, the structural energetics associated with each
of its magnetic structures are not. A proper treatment of electron-electron interactions can
correct for the inaccurate structural energetics in strongly correlated materials, as evident
in a theoretical study carried out by H. Park, A. J. Millis, and C. A. Marianetti [9] de-
scribing the phase boundaries in the pressure-temperature plane of the rare earth nickelates.
Experimental observations of this phase diagram could not be explained satisfactorily by
DFT and the crude but efficient Hartree-Fock solver for DMFT equations (i.e. DFT+U).
This can only be fully described when performing the total energy calculations within the
combination of DFT and DMFT.
This thesis aims to understand the failure of DFT and DFT+U in describing VO2, de-
velop a more advanced theory to attain an accurate description of the compound from first
principles, and predict the temperature-strain phase diagram of the VO2 phase transition,
which is a grand challenge in materials physics. We first carefully review the first-order
phase transition of VO2, including experimental observations of its allotropes and previous
theoretical studies pertaining to the origins of the metal-to-insulator transition accompa-
nying the rutile (R) to monoclinic (M1) structural phase transition. We then introduce
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the Peierls-Hubbard model, which places electron-electron interactions and electron-lattice
interactions on equal footing, in Chapter 3. This model is solved through various degrees
of approximating the electron-electron interactions. In Chapter 4, we show how the VO2
phase transition can be interpreted in the context of this model and why only the non-spin-
polarized (NSP) solutions from DFT with a small Coulomb interaction U have corroborated
with experimental findings in terms of the structural energetics of the transition. Further-
more, we design an empirical functional to describe the phase transition of VO2 based on
physical intuition derived from the Peierls-Hubbard model and previous studies. In Chapter
5, this functional is employed to predict the crystal structure of the R and M1 phases and
the reaction pathway from the former to the latter. We briefly show how the transition
temperature of a system can be computed from this first-principles approach. Our empirical
functional is then used to compute the phonon spectrum of each phase and, furthermore,
predict the temperature-strain phase diagram. Finally, we conclude with a review of the
findings in this study and potential future work.
3
Chapter 2
First-order phase transition of VO2 and its origins
In 1959, F. Morin discovered that the resistivity of VO2 changes abruptly by several orders of
magnitude at ambient pressure and elevated temperature (i.e. Ttransition = 343 K) [10], which
rarely occurs in nature (Figure 2.1.a). Later, it was also proven that the metal-insulator
transition can be controlled by other external perturbations electrically [12, 13], optically
[14, 15], and through strain triggering [6, 16, 17]. Furthermore, this transition involves
a structural deformation with a latent heat of 44 meV/formula units, which manifests as
a first-order transition [11, 18]. At high temperatures, VO2 is a R phase with the space
group P42/mnm (Figure 2.2.a). This structure consists of a body-centered tetragonal lattice
formed by V atoms surrounded by oxygen octahedra. Octahedra linked along the cR axis
share edges, and adjacent octahedra connect with their neighbors at their corners. The
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). An x-ray diffraction study found the lattice
constants to be aR = 4.5546A˚ and cR = 2.8514 A˚ and the internal oxygen parameter u to
be 0.301 [19]. The R phase is metallic with Curie-Weiss-like paramagnetism [18, 20]. As the
temperature is lowered, there is a first-order transition to a monoclinic (M1) phase having
P21/c space group symmetry (Figure 2.2.b). This structure arises from a doubling of the
R phase unit cell with accompanying dimerization and antiferroelectric distortion of the V
atoms. X-ray methods determine the lattice constants to be aM1 = 5.743 A˚, bM1 = 4.517 A˚,
cM1 = 5.375 A˚ and βM1 = 122.646
◦, respectively, while the metal atoms and two different




+z) [21, 22]. The M1 phase is
non-magnetic with a temperature-independent magnetic susceptibility and is an insulator
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(a) (b) 
Figure 2.1: (a) Conductivity as a function of reciprocal temperature reproduced from [10].
(b) Magnetic suceptibility of V1−xCrxO2 as a function of temperature reproduced from [11].
with an optical band gap of 0.6 eV [23, 24].
This first-order phase transition has drawn much attention arising from possible techno-
logical applications over the past 60 years [25–28]. Among its many applications, the most
promising is the development of novel, fast, nonvolatile switching devices with ultralow
power consumption [12]. The abruptness of the first-order transition allows for fast switch-
ing, while the fact that the system enters in a metastable state with only a single electrical
pulse gives rise to drastically reduced power consumption. Moreover, these have the poten-
tial to overcome issues that currently prevent the further reduction in size of present-day
semiconductors, namely the entanglement of electrons below a certain length scale. These
unique properties of VO2 hold great promise for next-generation memory devices. Unfor-
5
Figure 2.2: A plan view of of crystal structures of (a) R, (b) M1, and (c) M2 phase.
tunately, its practical uses are currently limited by a low transition temperature and small
band gap. In order to overcome these obstacles, a deep understanding of the complex be-
havior of the transition is needed and could have far-reaching consequences for industrial
applications.
However, the origin of this first-order phase transition was hotly debated for many
decades and remains partially unsolved to this day. At the center of the debate was whether
the transition was Peierls-like or Mott-like in nature. In the beginning, researchers strongly
suspected the former because of the Van-vleck-like paramagnetism and dimerization of V
atoms, as indicated by Goodenough in 1971 [29]. The octahedral component of the oxygen
crystal field results in threefold t2g and twofold eg levels; the t2g level is further split into
a1g and e
pi
g levels via orthorhombic distortion. The Peierls distortion (i.e. the doubling of
a unit cell) could then occur in the roughly half-filled a1g band, which forms from nearly
linear chains along the c-axis, resulting in singlet bonding pairs. Also, the observation of
only a modest mass enhancement of electrons in the metallic R phase suggests that strong
correlations may not be necessary for the transition [30]. However, an experimental study
by Pouget [11] found that another monoclinic structure, known as the M2 phase (Figure
2.2.c), consisting of two different V-V chains was induced by Cr doping: one was a chain
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of dimerized V-V pairs without twisting while the other was a chain of equally spaced V-V
pairs with the antiferroelectric shift perpendicular to the rutile c-axis. Nuclear magnetic
resonance (NMR) (Figure 2.1.b) and electro paramagnetic resonance (EPR) studies showed
that the equally spaced V chain acts like a S = 1
2
linear Heisenberg chain in the M2 phase,
where the d electrons are substantially localized and developed as local magnetic moments
[31]. This observation contradicts the band model. Furthermore, a separate micro-Raman
scattering experiment combined with I-V measurements demonstrated that this electric field-
driven Mott transition takes place without any structural changes, unlike thermally driven
transitions [32]. It is argued therefore that the Mott-Hubbard transition brought about
by electron localization is responsible for the electronic gap [33]. While there is evidence of
both Peierls and Mott transitions occurring in VO2, the question remains as to which is more
dominant. Numerous experimental observations carried out to this day have not yet deter-
mined the precise roles of structural changes (electron-phonon) and electronic correlations
(electron-electron), and thus theoretical studies are needed to complete the picture.
All existing first-principles methodologies have been applied to both the R and M1 phase
using their experimentally observed structures over the past several decades [8]. Despite the
fact that the experimental structures of these phases utilized by many previous theoretical
studies do not necessarily resemble their true ground state, they nevertheless shed some
light on the role of crystal deformation and electronic correlations in the phase transition in
VO2. The most basic first-principles approach, DFT, showed that structural distortion alone
could not give rise to a proper gap in the experimental M1 structure, and not surprisingly
it also failed to produce a gap in the M2 phase [7]. This does not necessarily indicate
that it is a Mott-type insulator but may imply the important role of electronic correlation
in forming a gap. On the other hand, various static Hartree-Fock approaches including
DFT+U and a hybrid functional gave a satisfactory gap for the M1 insulating phases [34–
36] but predicted a magnetic ordering inconsistent with experimental observations. GW




s function, which is the Hartree-Fock approximation but replaces the bare
Coulomb potential by an energy-dependent screened Coulomb interaction, resulted in the
insulating M1 and the metallic R phase [38]. However, it assumed an incorrect magnetic
ordering and hence yielded an inaccurate electronic density of states. Among meta-GGAs,
the modified Becke-Johnson exchange potential (mBJ) was also used and reproduced the
correct electronic structure for the insulating phases [8] but the incorrect ground state for
the M2 phase, which is antiferromagnetic (AFM) according to experiments but nonmagnetic
(NM) using this approach[18]. The mBJ potential predicts the NM state to be 160 meV
lower in energy than the AFM state. Evidently, the mBJ potential blindly suppresses the
formation of magnetic moments, at least in the case of VO2 [39]. However, it should be
noted that the mBJ potential is not meant to be used for total energies because there is no





[40]. The previously discussed
theoretical studies suggest, despite their failures, that the inclusion of electronic correlations
may be a key ingredient for the gap in the insulating phases of VO2, but their failures clearly
call for a more sophisticated treatment of the electron-electron interaction.
The most promising first-principles techniques beyond Hartree-Fock and DFT are DMFT
and its extensions. Single-site DMFT has failed to obtain the insulating phase in the
M1 phase using a reasonable U [41]. Using DMFT with an unphysically large U yields
an insulating M1 phase, a conventional Mott insulator with a local moment and there-
fore large magnetic susceptibility [43], which are in disagreement with experiment[18]. On
the other hand, combining DFT within the LDA with the extended Hubbard model and
DMFT (LDA+V+DMFT) captures static intersite correlations, and successfully describes
the nonmagnetic insulating phase of the M1 structure [43]. These calculations indicate that
non-local correlations are needed to obtain a proper first-principle description of the VO2
phase transition.
However, the description of cluster-DMFT varies depending on its implementation. The
cluster extension of DMFT, where the oxygen degrees of freedom are eliminated and only
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the 3d electrons are considered, has been able to produce a consistent description of both
the metallic R phase and the insulating M1 phase [41]. A robust gap persisting at high
electronic temperatures originates from singlet pairs and therefore the non-magnetic state
is also captured in the M1 phase. This is in agreement with experimental observations [18].
The solution obtained in this manner shows a moderate mass renormalization in the R phase
and is interpreted as a renormalized Peierls transition. Another cluster DMFT calculation
supports this view with an extra analysis to characterize the ground state of insulating
phase based on the Hubbard dimer model[46], emphasizing that interstie fluctuations neu-
tralize the on-site Coulomb repulsion. On the other hand, an alternate implementation of
cluster DMFT in an ab-initio linear scaling form argued that the gap formation of the M1
phase mainly comes from an orbital-selective Mott instability involving the a1g electronic
states. The recent all-electron embedded cluster-DMFT study [44] supports the Mott-type
transition. This calculation found a metallic R phase with strongly renormalized t2g orbitals
compared to results from DFT. An insulating gap in the M1 phase collapses as the electronic
temperature is raised, which can only be observed in the Mott state in the presence of strong
superexchange coupling (e.g. 2-D Hubbard model [45] ). Close to the Mott-Hubbard regime,
the strong exchange coupling provides sufficient energy gain to form the strong bonding state
of a1g-a1g orbitals. The all-electron cluster DMFT successfully describes the Mott-Hubbard
insulating phase, M2, as well. Given the contradictory results from cluster DMFT calcula-
tions, one can see that they suffer from the extremely sensitive physics embedded in VO2,
obfuscating the origins of its phase transition without even incorporating its structural en-
ergetics due to the insurmountable computational costs. In this sense, the previous studies
have not yet settled the debate.
A clear description of the origins of the phase transition has been largely hindered by
the complex physics of the nominal single d electron in VO2. Specifically, while the extreme
cases of dominant kinetic energy and dominant localization energy are straightforward to
solve in the Hubbard model, the intermediate regime where VO2 lies is not as clear-cut [47],
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involving multiple interacting degrees of freedom. The behavior of the lone d electrons in
this system has been remarkably sensitive to lattice energetics and spectral weight transfer
due to changes in the orbital occupations; these may in turn cause dramatic changes in its
electronic and magnetic properties. Effectively half-filled a1g orbtials, induced by a large
spectral weight transfer of the VO2 phase transition, are suceptible to Peierls-distortion
causing lattice distortions. Furthermore, Mott-type transitions involve lattice distortions like
their Peierl-like counterparts. Examples of these lattice distortions include insulating phases
of the rare earth titanates and vanadates stabilized by a GdFeO3-type octahedral rotation
[48, 49] and the site-selective Mott transition in nickelates [50]. Based on its sensitivity
to minute changes, it is necessary to obtain a full first-principles description of the phase
transition of VO2 in addition to its experimental studies.
In order to decipher these intertwined degrees of freedom, not only should first-principles
methodologies be carefully employed and their applicability stringently tested, but the un-
derlying physics of the VO2 phase transition should also be thoroughly evaluated. Two pecu-
liarities of VO2 have been overlooked in previous theoretical studies but will be addressed in
this thesis. The first is the subtle interplay between the magnetic and structural instability
of VO2. According to recent claims, the electronic properties of both R and M1 phases can
be consistently described using the HSE functional in addition to DFT+U [51, 52]. However,
it was recently pointed out that DFT+U and HSE functional yield incorrect ground state
solutions for both the R and M1 phases if spin polarization is allowed, favoring the formation
of local moments (i.e. magnetism where there should not be any) and leading to the wrong
electronic structure[53]. The same story holds for the recent first-principle quantum Monte
Carlo calculations [54]. Furthermore, a spin-polarized solution may kill the dimerization in
the M1 phase since the total energy of the R phase is lower than the that of M1 phase in
that case [39]. Unfortunately, most successful studies done in the past were restricted by
the absence of spin polarization and thus fundamentally wrong despite their agreement with
experimental observations.
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The second peculiarity of first-principles calculation for VO2 is the lattice energetics pre-
dicted by each corresponding functional for first-principles calculations. While it is impor-
tant to treat the electron-electron interaction with the appropriate field theory, it is equally
crucial to identify the correct energetics associated with the lattice reconstruction (which
itself depends on the treatment of the electron-electron interaction). Indeed, the structural
relaxation within the functional occasionally changes a qualitative feature not captured in
the calculation using an experimental crystal structure. In 1994, Wentzcovitch showed that
structural relaxation via molecular dynamics calculations correctly yields the M1 structure,
finding the band structure to be slightly gapped. This is in contrast to a complete absence
of a gap using the experimental structure of M1, emphasizing the sensitivity on structural
parameters[55]. It is further corroborated by DFT studies employing different lattice pa-
rameters that altered the Fermi surface and modified the effective mass of electrons as a
consequence of the t2g level shift amounting to a few tenths of an eV [56]. Recent non-spin-
polarized DFT+U and hybrid functional studies [52, 57–59] found that the geometrically
optimized structure of R and M1 phases are metallic and insulating, respectively, in reason-
able agreement with experiment. However, using the experimental structures, there is no U
that opens up a gap in the M1 phase but closes it in the R phase [60]. Therefore, it is critical
to properly account for the full lattice reconstruction in addition to the aforementioned spin
polarization when utilizing a first-principles method, in addition to identifying the precise
role of the electron-lattice and electron-electron interaction.
Predicting the theoretical crystal structure had been one of the grand challenges in
materials physics [61, 62] until sufficiently powerful computers became available to surmount
the high computational costs and efficient minimization algorithms were developed to find
minima in the complex total energy landscapes of solids. These improvements occured
in parallel with advances in implementing density functional theories. Nevertheless, many
correlated materials in which LDA and GGA fail to predict the correct crystal structure
have been previously documented[63–66]. The most difficult cases to treat are those lying
11
in the intermediate region between localized and delocalized states. The orbital polarization
induced by lattice deformation and Coulomb correlations in VO2 have equally pronounced
effects on its quasiparticle spectra, meaning the electron-phonon interaction and electron-
electron interaction are strongly intertwined. Therefore, it is necessary to treat both many-
body physics effects, which have thus far caused previous theories to fail, via a more advanced
theory and the effect of geometrical reconsturction within its theory to capture the accurate
lattice energetics of VO2 transiton. Only then, can various properties of VO2 phase be
deduced. However, the cost of full structural optimization via advanced theories beyond
Hartree-Fock such as DMFT remain unattainably high, forcing users to carry out calculations
with experimental structures rather than their true ground state within each corresponding
functional. This is the reason why most modern correlated calculations of the electronic
properties of both phases are implemented without properly surveying the landscape of the
crystal structure via energy minimization and forces to find its equilibrium.
Considering these peculiarities in the previous theoretical studies, only a very limited
subset of the unorthodox solutions (e.g. non-spin-polarized and with low interaction energy)
have shown promise, and we may need a simplified model of VO2 to understand why this
is so. In the next chapter, we will approximate the phase transition of VO2 using one of
the most simplistic models that places electron-phonon and electron-electron interactions on
equal footing to understand the complex interacting degrees of freedom.
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Chapter 3
Peierls-Hubbard Model in the context of VO2
While a full description of any material can be deduced from its corresponding Schrodinger
equation, solving it without any approximations remains an impossible task. Even a trusted
approximation such as DFT plus cluster DMFT has proven too expensive to perform basic
structural relaxations. In this sense, in order to understand the complex phenomena occuring
in strongly correlated materials, the first step is to construct a model Hamiltonian that aims
to retain the important low-energy degrees of freedom and omit the high energy ones. It
would also serve as an inexpensive testbed for the real-material calculations of VO2 that
require prohibitively high computational costs.
While several models for VO2 have been proposed, model studies of VO2 from the per-
spective of energetics are very rare despite its significant importance. The simplest model is
that of an isolated single Hubbard dimer at half-filling, which established that the the energy
of Heiter-London like wavefunctions is much lower than that of Slater-like wavefunctions if
the intra-Coulomb energy is included [67]. This offers an explanation as to why the dimerized
phase is nonmagnetic [11, 43, 46]. Another important model for the structural energetics
of the transition is a more sophisticated model Hamiltonian consisting of t2g orbitals in
VO2 proposed by D. Paquet and P. Leroux-Hugon [68]. This correctly includes both crystal
deformation-dependent moments of the density of states and on-site electron-electron inter-
actions. Nevertheless, electronic correlations were only studied using the functional integral
method computed at the (inexact) Hartree-Fock level, resulting in a magnetic moment in
the dimerized phase contrary to the exact physical solution in one dimension.
In order to carry out a systematic study, we need a simple but effective model that ap-
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proximates the VO2 phase transition to contain only its most relevant physics. Previous
experimental and theoretical studies suggest that the low energy physics of the VO2 tran-
sition is determined by the a1g orbital, which is characterized by one-dimensional hopping.
This is largely due to the crystal field splitting arising from hybridization between the vana-
dium 3d and oxygen 2p orbitals. The crystal fields split d-orbitals into a1g, e
pi
g , and e
σ
g [29].
Roughly speaking, eσg and e
pi
g are empty and a1g is half-filled since the nominal charge of
Vandium is +4, classifying the configuration of Vanadium as d1. Considering a minimal rep-
resentation of the correlated subspace to be a1g, we can propose a one dimensional model at
half filling that places the electron-phonon and electron-electron interaction on equal footing
(Equation 3.1). In this model, the potential energy of the lattice distortion(δ) is taken to
be quadratic, accounting for everything not explicitly included in the model (Equation 3.2).
The electron-phonon coupling is represented as nearest neighbor hopping parameters that
depend linearly upon distance (Equation 3.3). As the atoms in each dimer become closer
to each other, their hopping amplitude increases. Conversely, as the atoms in each dimer
become more separated, their hopping amplitude weakens. The electron-electron interaction
only includes an on-site interaction term as in the conventional Hubbard model (Equation
3.4). The particle-hole symmetry should be observed due to the half filling. This model is
in fact the Peierls-Hubbard model, which simply combines the Peierls and Hubbard model
(Figure 3.1).





He−l = −Σl;σ(t− (−1)lδ)(c†l,σcl+1,σ + c†l+1,σcl,σ) (3.3)
He−e = UΣNl=1nl,↑nl,↓ (3.4)
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(a)	 (b)	
Figure 3.1: Peierls-Hubbard model of the (a) R and (b) M1 structures.
Solving the two extreme limits of U in the Peierls-Hubbard model is very straightforward.
In the non-interacting limit, it is a band insulator due to a Peierls instability. In the strong
coupling limit, it is a Mott-Hubbard insulator. However, what lies between the two extremes
is much more complex. In the literature, a simple approach via Hartree-Fock [69] and an
exact method via the DMRG method [70] differ in their treatment of the electron-electron
interaction term, resulting in a striking difference in the calculated total energy as a function
of lattice distortion, demonstrating a gross failure of mean field theory. The effect of nesting
in the Hartree-Fock treatment in the Peierls-Hubbard model gives rise to a spin density
wave rather than a periodic lattice distortion. As a result, the Hartree-Fock solution yields
incorrect structural energetics. At the level of Hartree-Fock, including the on-site Coulomb
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interaction suppresses the energy gain from the logarithmic singularity and as a result,
opposes the structural phase transition [69]. The most advanced treatment of electronic
correlations via DMRG, which is exact, results in the true structural energetics in the Peierls-
Hubbard model where the dimerization is stablized up to relatively large values of U/t [70].
In order to relate this to approximations used in real materials, it is essential to compute the
behavior of the Peierls-Hubbard model using other advanced approximations such as DMFT
and its cluster extensions.
In this chapter, we solve the Peierls-Hubbard model energetically with increasingly com-
plex treatments, starting from Hartree-Fock, continuing to DMFT, cluster DMFT, and fi-
nally extending it to DMRG. These treatments can be considered as analogous to DFT(+U),
DFT+DMFT, DFT+cluster DMFT, and experiments done on the real materials, respec-
tively. Hartree-Fock should capture static correlations and single-site DMFT should capture
temporal correlations, whereas cluster DMFT should capture both spatial and temporal
correlations. Lastly, DMRG is a numerically exact method in one dimension and will thus
capture the exact correlations. This will reveal the effect of the electron-electron interaction
on the structural energetics of the Peierls-Hubbard model, and we demonstrate that this will
provide the physical intuition needed to interpret previous theoretical studies in a coherent
manner.
3.1 Hartree-Fock theory
The most simplistic treatment is the Hartree-Fock method, which views the electron-electron
interaction as the lowest order term of perturbataive expansion with respect to the interaction
between electrons. It is a static mean field theory that turns the two-particle term into a
one-particle term by averaging the contribution from each respective counterpart, as shown
explicitly in Equation 3.5. Therefore, this theory inherently neglects all temporal and spatial
correlations. These shortcomings prevent Hartree-Fock from explaining one-dimensional
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model consisting of correlated electrons.
n↑n↓ ≈ n↑ < n↓ > + < n↑ > n↓− < n↑ >< n↓ > (3.5)
Non-spin-polarized case
We first review the non-spin-polarized (NSP) case that restricts spins to be polarized. Here,
“non-spin-polarized” indicates that the occupancy of electrons with up and down spins
should be equal, written mathematically as < n↑ >=< n↓ >. At half filling, the occupancies
should be 1
2
, and the electron-electron interaction energy becomes U
4
. The Fourier transform
of the hopping term in the Peierls-Hubbard model is given by Equation 3.6 in units of t,




(lattice vector size is 2).
Hk =
[
0 −1 + δ
































where α(k) = 2 cos2 k + 2δ sin2 k and γ(k) = (1− δ) sin 2k.
The electron-electron term becomes a one-particle term for the non-interacting case,
He−e = U4 . Since the model is at half-filling, only the lower band is filled. Thus, the total

















α(k)2 + γ(k)2dk (3.8)
.
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Figure 3.2: (a) Dimerization energy and (b) total energy versus dimerization as a function
of U computed by the NSP Hartree-Fock method.
The solutions for the NSP Hartree-Fock Hamiltonian are drawn in Figure 3.2. The
dimerization and its energy should remain unchanged regardless of the on-site interaction
because the electronic correlation term is independent of δ.
Spin-polarized case
In this subsection, we allow spins to be polarized. The magnetization mi is defined as
〈ni↑〉−〈ni↓〉, where 〈ni↑〉+ 〈ni↓〉 must equal unity. We consider an antiferromagnetic (AFM)
solution because it is lower in energy than a ferromagnetic solution in a one-dimensional
system. The spin-polarized condition dictates He−e to be UΣNl=1[
1−m
2




The Hamiltonian without the lattice energy should be the following




(1−m)2 −(t+ δ)− (t− δ)e2ki


















































Figure 3.3: (a) Dimerization energy and (b) total energy versus dimerization as a function
of U computed by the AFM Hartree-Fock method.




















as a function of m ranging from -1 to 1.
The ground state solutions for the full Hamiltonian are shown as a function of on-site
interaction U in Figure 3.3. As the on-site interaction U increases, it kills the dimerization
from the electron-phonon interaction and the energy gain associated with the dimerization
disappears while lowering the total energy. Therefore, it forms the local magnetic moment
without dimerization. This is in agreement with previous first-principles calculations based
on static mean field theory.
3.2 Dynamical mean field theory








υ,σ + h.c.) (3.11)
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In order to bring back the quantum fluctuations of the model, we introduce DMFT
that captures the physics of models that stray from the two extremes of tightly bound and
itinerant electrons[71]. DMFT is a non-perturbative method that maps the lattice problem
to a local quantum impurity problem (Anderson impurity problem) with an effective bath
at the cost of losing the momentum-dependence of self energy (Equation 3.11) An impurity
having atomic degrees of freedom is modeled as sitting in a bath of electrons with energy
levels, bathυ . The effect of the bath electrons on the impurity is encoded in the hybridization
∆(ω) = Συ
|Vυ |2
ω−bathυ which acts a dynamical mean field due to its frequency dependence.
The theory properly describes the physics where pure local quantum fluctuations are more
highly pronounced than spatial correlation (e.g. infinite coordination number or dimensions).
DMFT provides self-consistent relations via the hybridization function (Equation 3.13 -
Equation 3.16). The exact local Green’s function and self-energy in dynamical mean field















dτ ′Σσc∗σ(τ)∆σ(τ − τ ′)cσ(τ ′) (3.12)





−1(iωn) + ∆old(iωn)− k]−1 (3.14)
∆new(iωn) = ∆old(iωn) + g
−1(iωn)−G−1(iωn) (3.15)
g−1(iωn) = iωn + µ−∆new(iωn) (3.16)
While there are many proposed impurity solvers, the iterative perturbation theory ap-
proximation (IPT) and continuous-time quantum Monte Carlo (CT-QMC) are notable. In
the half-filled Hubbard model, one of the simplest but most efficient solvers of dynami-
cal mean field theory is the iterative perturbation theory that approximates the on-site
interaction U term up to the second order Feynman-Dyson diagram constructed with the
20
Hartree-Fock Greens function. The IPT self-energy can be obtained by Equation 3.18, and
a self-consistent solution (G, g0) is then found by iterating through Equations 3.18, 3.19,
3.20 and 3.21. The resulting solutions describe moderate coupling and also correctly repro-
duce the extreme limits. This is easily shown by considering the atomic limit t/U → 0, for






iωn−U/2 ], Σ(iωn) ≈ U2 + U
2
4
g0(iωn). Hence, iterative perturbation unifies the
weak- and strong-coupling limits, reasonably capturing the Hubbard physics for all U (at
half filling). These results are in good agreement with results from CT-QMC and the ex-
act diagonalization impurity solver. Even though IPT is an approximate and interpolative
scheme, its computational cost is very cheap due to its analytical form and it works on both
the real and imaginary axis at arbitrary temperature. However, it is non-trivial to generalize
others models than the half-filled Hubbard model.
G(iωn) = g0(iωn) (3.17)















iωn + µ− − Σ(iωn) (3.20)
g−10 = G
−1 + Σ (3.21)
The total energy can be obtained from Equation 3.28. The corresponding solutions are
plotted in Figure 3.4
On the other hand, CT-QMC is a generalized impurity solver for DMFT that allows
for an infinite number of bath levels and gives statistically exact solutions if there is no
sign problem that limits its application. The other well-developed methods such as exact
diagonalization and the Hirsch-Fye quantum Monte Carlo technique inherit the systematic
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Dimerization energy ∆ = ESDMFT(d,U)-ESDMFT(0,U)
























Figure 3.4: (a) Dimerization energy and (b) total energy versus dimerization as a function
of U computed by IPT in the single-site DMFT scheme.
errors coming from a discrete representation of the impurity-bath hybridization function for
the former or the discretization of the imaginary time interval into slices for the latter. The
underlying trick of CT-QMC is to formally expand the partition function as in Equation
3.22 via various implementations such as hybridization expansion without discretizing any
physical properties as in Equation 3.23.




































Sampling over possible diagrams is done by the Monte Carlo method, resulting in the
impurity Green
′
s function Gσ(iωn). The total energy is computed by Equation (3.24) to avoid
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noise from the high-frequency behavior of the Green’s function, which should be computed
analytically rather than from direct sampling.
< H >=< Hkin > + < Hloc >
< Hkin >= Tr[∆G] + Tr[(µ+ Eimp)n] = −T < k > +Tr[(µ+ Eimp)n]








The benefit of CT-QMC is a statistically exact method that is easily generalized to
other models (e.g. orbital degeneracy) and works well at various temperatures. However,
it is computationally expensive. Lowering the temperature further increases the associated
computational cost and causes noise of and sign problem. On the other hand, it works only
on the imaginary axis, requiring an analytical continuation approach such as the maximum
entropy method to obtain the real-frequency dependent spectra of the Green
′
s function.
Nevertheless, it is not difficult to compute the total energy of a one-dimensional Hubbard
model within CT-QMC.
IPT and CT-QMC provide a consistent description of the role of U in the Peierls-Hubbard
model, highlighting the fact that the dimerization energy shrinks as U is enhanced, though
the rate at which this occurs is slower than that obtained from the AFM Hartree-Fock
solution (Figure 3.4 and 3.5) . Note that the CT-QMC solutions are noisy due to convergence
issues.
3.3 Cluster extension of dynamical mean field theory
The nature of electronic correlations in one dimension is strikingly different than in three
dimensions, as even Fermi liquid schemes break down in one dimension and electron-electron
interactions become harder to treat. It has been repeatedly proved that this limit requires
much more advanced theory such as the cluster extension of DMFT in order to capture not
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Figure 3.5: (a) Dimerization energy and (b) total energy versus dimerization as a function
of U computed by CT-QMC in the single-site DMFT scheme.
only temporal but also spatial correlations [72]. Thus we shall employ the cluster extensions
of dynamical mean field theory to solve the one-dimensional Peierls-Hubbard model. While
there are several ways to expand a single impurity to a cluster impurity, the most promising
ones are cellular extension and the dynamical cluster approximation that systemically de-
termine the spatial range of correlation by the size of cluster with exponentially demanding
cost. For example, thermodynamic limit can be attained by using an infinite cluster size
(though this is practically infeasible). Cellular DMFT treats an infinite lattice as a series
of small clusters [73]. One cluster is chosen while the other clusters act as non-interacting
effective bath sites hybridized with it. This yields an approximate lattice self-energy that is
finite within the clusters but zero between the clusters. Cellular extension explicitly breaks
translational invariance in momentum-space. It performs a real-space coarse graining of
the dressed lattice self-energy expansion. Therefore, the momentum and real-space bases
are intertwined here. On the other hand, the dynamical cluster approximation performs a
k-space coarse graining to map the lattice problem onto a cluster impurity problem with
periodic boundary conditions. It needs to interpolate between the value at Kc to restore the
24
translational invariance in momentum-space [74]. This relation is defined in Equation 3.26,
where Rµ is the position vector of µ. Neither of them should violate causality. However, in
this subsection, we only perform the total energy calculation of the Peierls-Hubbard model
through the simplest case of cellular extension consisting of two-sites clusters since this has
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Z2 − α(k)2 − γ(k)2
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In general, the total energy in the Green
′















Σ(iωn)) · [(iωn + µ)Iˆ − Σ(iωn)−Hk]−1] (3.28)
where Nc is the number of atoms per unit-cell and the associated factor of 2 accounts for spin
degeneracy. Furthermore, the corresponding self-energy has been utilized in the bonding-
















Σ00 + Σ01 0
0 Σ00 − Σ01
]
. (3.29)
The effectiveness of cellular DMFT in capturing the proper energetics of the one-
dimensional Hubbard model has been demonstrated at the level of the two-site cluster [76].
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Figure 3.6: (a) Dimerization energy and (b) total energy versus dimerization as a function of
U computed by the cellular extension of DMFT using t+δ isolated Hubbard dimer impurity











































Figure 3.7: (a) Dimerization energy and (b) total energy versus dimerization as a function
of U computed by the cellular extension of DMFT using t-δ isolated Hubbard dimer impurity
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Figure 3.8: (a) Dimerization energy and (b) total energy versus dimerization as a function
of U computed by the DMRG method
However, the two-site cluster forces one to choose between t+d and t-d for the intersite
hopping parameter. The cellular DMFT of the Peierls-Hubbard model shows that the for-
mer overestimates the dimerization energy (Figure 3.6) while the latter underestimates the
dimerization energy (Figure 3.7). Unlike the previous solutions from AFM Hartree-Fock
and DMFT, CDMFT using t+d clusters shows that the dimerization is enhanced as U is
included.
3.4 Density matrix renormalization group
The DMRG method systematically reduces the degrees of freedom of the effective model
Hamiltonians, providing an exact solution for intractable systems in one dimension [77].
We utilized the finite-size algorithm implemented in Algorithms and Libraries for Physics
Simulations [78, 79]. The accuracy of the model calculation is obtained by using a chain of
100 sites. The total energy is computed by substracting the energy of 100 sites from the that
of 102 sites and dividing it by two, Etotphm =
EL=102−EL=100
2
. The energy gap of the Peierls-
27




























































Figure 3.9: (a) Dimerization energy obtained by NSP Hartree-Fock (NSP), antiferromagnetic
Hartree-Fock (AFM), density matrix renormalization group (DMRG), single-site dynamical
mean field theory (s-DMFT), and cluster dynamical mean field theory (c-DMFT) (b) Gap
versus dimerization as computed by NSP Hartree-Fock, AFM Hartree-Fock, and DMRG.
Hubbard model is obtained by the energy difference between the first excited state and the
ground state in the thermodynamic limit. The (exact) DMRG solution demonstrates that
as U increases up to moderate U , the dimerization is enhanced (Figure 3.8).
3.5 Non-locality of structural energetics in the
Peierls-Hubbard model
We have shown that the 1D Peierls-Hubbard model can be solved by different levels of
approximations for the correlations. The total energy versus dimerization is drawn from
the Peierls-Hubbard model solutions of various approximations using the physical param-
eters of VO2, U=4t in Figure 3.9. The exact (DMRG) solution favors dimerization while
the Hartree-Fock solution and single-site DMFT suppress dimerization. NSP Hartree-Fock
qualitatively captures the exact solution behavior and a two-site cellular extension of DMFT
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restores a large portion of the physics by capturing non-local electron-electron correlations.
However, both cluster extensions to DMFT will eventually yield exact solutions if they in-
clude many sites in the cluster. We have not performed many-site cluster calculations to
describe the physics in greater detail because they are likely computationally infeasible for
real-materials calculations for VO2. In this sense, the various levels of approximations clar-
ify the non-locality of the structural energetics even though the model Hamiltonian contains
only a local interaction term in addition to a non-local hopping term. While the need for
advanced theories beyond Hartree-Fock are emphasized here for real-materials calculations,
the most practical approximation is to completely ignore the electron-electron interaction.
This inevitably leads one to deliberately design a non-spin-polarized DFT-based approach to
successfully describe the VO2 transition. Note that the NSP Hartree-Fock solution predicts
much less a1g-a1g splitting than the (exact) DMRG solution. The interpretation of results
from DFT+U will be carried out based on our understanding of the Peierls-Hubbard model,
and its implications will be used to extend the DFT+U functional in the next chapter.
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Chapter 4
Designing a single-particle matrix density functional for VO2
In this chapter, we first review the applicability of DFT-based theories to VO2 from the
perspective of structural energetics in the Peierls-Hubbard model. This will shed light on
why, within DFT+U , antiferromagnetic solutions kill dimerization and the restricted non-
spin-polarized solutions give a reasonable baseline. It should be noted that there is a critical
feature of VO2 that is not accounted for in the Peierls-Hubbard model, which is the presence
of other d-orbitals that may decrease the electronic density of the a1g band, greatly altering
the low-energy physics. In our DFT-based approach, we introduce two extra parameters,
α and β, in addition to the on-site interaction U to obtain the proper orbital filling and
configuration.
The density functional theory calculations in this thesis are implemented in Vienna Ab-
initio Software Package (VASP), which utilizes a plane-wave basis set and the projector-
augmented wave (PAW) method [3, 81–86]. Correlation effects associated with the 3d orbitals
are further explored using the DFT+U method [87]. The DFT+U method requires the
definition of the on-site Coulomb repulsion U , and we do not include an on-site exchange
interaction J given that this is effectively accounted for within the spin-dependent exchange-
correlation potential [88]. All results were obtained using a 500 eV plane wave cutoff. A
9 × 9 × 15 Monkhorst-Pack k-point mesh centered at Γ is sampled for both M1 crystal
structures consisting of 4 formula units and R crystal structures consisting of 2 formula
units [89]. The total energies of each structure are minimized using the Hellmann-Feyman
theorem and conjugate gradient algorithm [90]. The lattice parameters and atomic positions
are relaxed until the total energy changes by less than 10−5 per unit cell and the residual
30



















































































































































































Figure 4.1: Relative energies ∆E with respect to the NSP R phase (meV/formula unit) and
dimerization length δ (A˚) are plotted using (a) GGA, (b) GGA+U(= 1eV), (c) GGA+U(=
2eV), (d) LDA, (e) LDA+U(= 1eV), and (f) LDA+U(= 2eV). The absence of data points
indicates that the crystal and magnetic structures have relaxed back to other phases, and thus
the existence of data points manifest their metastability. The magnetic orderings represent
the spins of V atoms along the c-axis.
force is less than 0.01 eV / A˚. The tetrahedron method is used for Brillouin zone integration.
The crystal structures are drawn using VESTA code [91].
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4.1 Failures of DFT(+U) in structural energetics of
VO2
In this section, we present the structural phase stability of VO2 by considering its full
magnetic solutions and geometrical relaxation through the LDA, GGA and their Hubbard U
corrections in Figure 4.1. The phase stability was examined using the experimental structure,
and full relaxations have been considered using NSP DFT and DFT+U , but there has not
been a proper study identifying the true ground state of the DFT functional (i.e. possibility
of magnetic states) while also performing structural relaxations. We therefore rigorously
study the phase stability allowing for all symmetry breaking (i.e. magnetic, orbital, etc.).
First, GGA without U is employed to study the energetics for both the R and M1 phases
with non-spin-polarized (NSP), antiferromagnetic (AFM), and ferromagnetic (FM) ordering.
The lowest ground state for GGA is a ferromagnetic R phase having a 1 µB moment while
the temperature-dependent magnetic susceptibility measurements suggest that the R phase
is a Curie-Weiss like paramagnetic metal with local moments [20, 92]. Initializing structural
relaxations within the M1 structure in an antiferromagnetic configuration yields a NSP state
sustaining the dimerization, whereas FM initialization substantially reduces the dimerizaton
from 0.653 A˚ to 0.191 A˚. None of the aforementioned phases within GGA possesses a
band gap. As a next step, we study the phase stability with increasing U . The spin-
polarized solutions quench dimerization in the M1 phase, fully relaxing back to the R phase,
whereas the lowest energy states for the R phase at U = 1 and 2 eV are ferromagnetic and
antiferromagnetic ordered states, respectively. If we restrict ourselves to the NSP results,
the M1 phase is lowered relative to the R phase as U is increased, with the energetic ordering
reversing for U = 1 eV.
LDA is also employed to investigate the relative energetics. No magnetic phases are
stable within LDA, in the R or the M1 phase. In all cases, the M1 phase relaxes back
to the R phase.However, as U is increased, the R phase becomes magnetic and the lowest
32
energy state is ferromagnetically ordered. At U = 1 eV, the M1 phase remains NSP with the
correct dimerization whereas the R phase has ferromagnetic ordering in the ground state, in
agreement with experimental [18, 92]. However, the energy ordering between the R and M1
phases is reversed and the M1 phase is not gapped. At U = 2 eV, the ferromagnetic ordering
of the R phase is still the ground state and the M1 structure has a non-spin-polarized gapped
state but the energy ordering is grossly reversed. Alternatively, restricting ourselves to NSP
solutions for both the R and M1 phases results in the correct energetic ordering.
Our calculation shows that the inclusion of U while obtaining the proper ground state
(i.e. magnetic ordering) destroys dimerization, resulting in a reversed energy ordering of the
R and M1 phases and an antiferromagnetic ground state. This is in complete contradiction
with experiment. The scenario gets progressively worse as the on-site interaction increases.
On the other hand, NSP DFT(+U) sustains the dimerization of the monoclinic phase as
shown in the recent NSP DFT(+U) studies [52, 57, 59] , giving a reasonable baseline for
VO2. Furthermore, NSP GGA nearly captures the insulating phase that occurs with a1g
orbital splitting while incorporating U reproduces the proper gap, as pictured in Figure 4.2.
These NSP DFT+U predictions are rationalized by the fact that NSP and NSP Hartree-Fock
solution are rather similar to the Peierls-Hubbard model, as stated in Section 3.5. It should
be noted that constraining DFT+U to be NSP is unreasonable, but our results from the
Peierls-Hubbard model demonstrate why this strange practice makes sense for this particular
system.
However, there are a few theoretical observations that are not expected from the struc-
tural energetics of the Peierls-Hubbard model. While one might infer from the Peierls-
Hubbard model, where NSP Hartree-Fock solutions have a fixed dimerization energy regard-
less of the size of U , that NSP solution of DFT+U should possess the fixed energy difference
between the R and M1 phases as a function of U , DFT(+U) predicts that enhancing the
on-site interaction U enlarges the energy difference, as shown in Figure 4.2. Furthermore,
the metastable M1 phase from GGA and LDA+U(= 1 eV) strongly suggest the importance
33



























































































Figure 4.2: NSP DFT(+U) is employed to study the effect of U on the dimerization energy
and band gap of M1. All phases are either stable or metastable in the sense that the crystal
structures consisting of 4 atoms per unit cell is geometrically fully relaxed, allowing crystal
symmetry breaking.
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of orbital configuration and filling. This is because the on-site Coulomb interaction affects
result in different configurations and fillings of t2g orbitals that alter the low-energy physics
of VO2. On top of that, GGA predicts a metastable M1 phase higher in energy than the R
phase. This metastable M1 phase is also a robust non-magnetic state that is stable against
magnetic moment perturbations. We initialized the M1 phase with magnetic moments of up
to 4 µB (with both FM and AFM ordering), and it relaxes back to the NSP state and M1
structure. Furthermore, both LDA and GGA predict that the lowest-energy magnetic state
for the R phase is FM rather than AFM, whereas including U stabilizes the AFM solution.
These predictions suggest that the multi-orbital nature can modify the simple picture of
the Peierls-Hubbard model. Our LDA(+U) and GGA(+U) calculations corroborated their
failures of LDA(+U) and GGA(+U) in describing the VO2 transition whereas the proper
restriction and modification to DFT solutions may qualitatively and semi-quantitatively
capture many experimentally observed properties of the VO2 transition.
While the unorthodox practice of using NSP DFT+U is promising, it must be noted
that the on-site interaction U should be properly chosen. If U is too small, DFT+U has
an antiferroelectric-like instability for the R phase (Figure 4.3). On the other hand, the
charge ordering state is induced in the R phase when U is overwhelmingly large. Morever,
GGA+U induces a gapped state in the R phase even within the NSP solution. Lastly,
increasing U eliminates the barrier dictating the metastable R phase with the restricted
NSP DFT+U solution, suggesting that the first-order nature of the transition might not be
properly captured.
Furthermore, NSP DFT+U fails to predict the proper temperature dependence of
phonons in the R phase. A recent neutron scattering study [57] found that the phonon
spectrum (specifically, the acoustic phonon modes) of the R phase remains relatively fixed
as a function of temperature, inconsistent with the observation of soft modes predicted by
DFT+U at zero temperature (Figure 4.4, 4.5, and 4.6). Furthermore, it is a first-order phase
transition so one can expect that the R and M1 phases are metastable and can be described
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Figure 4.3: Antiferroelectric-like instability in the R phase is studied with (a) GGA+U and
(b) LDA+U . The crystal structures consisting of two atoms per unit cell are employed.
within the harmonic approximation. However, recent studies suggest strong anharmonicity
based on NSP DFT+U calculations, yielding an energy difference of 21.9 meV/atom at T
= 0K and 11 meV/atom at the transition temperature [52, 57, 59]. In order to identify the
major source of anharmonicity, we applied the decoupled anharmonic mode approximation
to VO2. Assuming that each phonon is independent of the others, the energy as a function
of amplitude of each phonon mode can be employed to build partition functions to obtain
the free energy of the system. From the decoupled anharmonic mode approximation [93],
we were able to show that the R phase has a strong soft phonon at ~q = (1/4,0,1/4) and
(1/4,0,1/2) (Figure 4.5 and Figure 4.7) which cannot be treated harmonically whereas the
M1 phase is harmonic and does not have soft phonon modes. The former is a major source
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Figure 4.4: Phonon dispersions of the R phase for GGA are computed within the harmonic
approximation. Negative energies indicate soft phonons. The supercell used is 2 × 2 ×
4. Lines and circles are computed by Fourier interpolation and frozen phonon method,
respectively.










Figure 4.5: Phonon dispersions of the R phase for GGA+U(= 3.15 eV)+J(= 0.6 eV) are
computed within the harmonic approximation. Negative energies indicate soft phonons. The
supercell used is 4 × 4 × 4. Lines and circles are computed by Fourier interpolation and
frozen phonon method, respectively.
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Figure 4.6: Phonon dispersions of the R phase for GGA+U(= 4.2 eV)+J(= 0.8 eV) are
computed within the harmonic approximation. Negative energies indicate soft phonons. The
supercell used is 2 × 2 × 4. Lines and circles are computed by Fourier interpolation and
frozen phonon method, respectively.
of anharmonic effects in the thermodynamics of VO2. However, these soft modes are not
consistent with the temperature-dependent phonons measured in neutron scattering. There-
fore, adjusting the U parameter alone is not sufficient to attain a full understanding of the
VO2 transition from first principles.
4.2 Single-particle density matrix extension to
DFT(+U)
In the previous section, we identified that even NSP DFT+U has discrepancies with experi-
ment. While the NSP DFT+U solution gives a baseline, further tweaking within the effective
single-particle density matrix is required to control the orbital configuration and filling. We
use parameters α and β in the equation E = EDFT+U + α(Nepig − Na1g) + βNd to fine-tune
DFT+U for describing the phase transition of VO2. The parameter α controls the crystal
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Figure 4.7: Total energy versus order parameter of ~q=(0.5,0,0.25) phonon for GGA+U(=
3.15eV)+J(= 0.6eV)
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splitting between a1g and e
pi
g whereas β determines the charge transfer between the oxygen
2p and vanadium 3d orbitals. Furthermore, we will study how the orbital configuration and
filling changes via α and β influence the structural energetics. Similar studies have shown
promising results for the phase stability of R, M1 and M2 through DFT embedded with
an orbital-depedent static potential using the experimental structures, which are fixed [39].
This computational results confirm the importance of orbital polarization in a multi-band
scenario[5]. However they did not fully account for the electron-phonon coupling in their
computation via geometrical optimization, which is critical to the structural energetics. We
have modified the VASP code to incorporate a single-particle matrix consisting of α and β
in addition to DFT+U .
The crystal field α penalizes the filling of epig and enhances the filling of a1g. According
to the photoemission data [94], the metallic phase has evidence of strong local interactions
that induce a clear polarization between the a1g and e
pi
g orbitals. Single-site DMFT suggests
an artificial crystal field induced by an antiferroelectric displacement of V+4 ion is critical
to obtain an insulating phase, highlighting the importance of orbital mixing in the VO2
phase transition[42]. Cluster DMFT repeatedly predicts that the correlations of the R phase
take electrons out of epig band to enhance the a1g band filling (i.e. 0.42 for a1g and 0.29
for epig ) compared to almost equally distributed occupancies of t2g by LDA (i.e. 0.36 for
a1g and e
pi
g for 0.32) [41]. Furthermore, the anisotropic electronic transport (resistivity) has
been observed by Bongers [95] and evidences the orbital polarization between t2g orbitals
even in the metallic phase [5, 6]. A theoretical study suggests that biasing epig lowers the
energy of dimerized states relative to undimerized ones [96]. This scenario is upheld by
an experimental study demonstrating that the relative configuration of t2g orbitals in the
metallic phase is critical to the energy scale of the metal-insulator transition [6].
On the other hand, the parameter β is closely related to the double-counting problem
in methods beyond DFT. It shifts the total filling of the d-shell and has been shown to
be important in attaining the correct structural energetics of several correlated materials.
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In VO2, the p-d charge transfer determines whether metal-metal bonding or metal-oxygen
bonding wins out. The p-d splitting is experimentally observed to be 1.5 eV for the R
phase and 0.4 eV for the M1 phase [97], and experimental measurements from x-ray ab-
sorption spectroscopy find d-orbital occupancy Nd to be 1.78e
− [5]. On the other hand,
NSP calculations via DFT(+U) show a narrower p-d charge transfer and thus larger Nd
filling. Whereas the NSP GGA+U solution tends to result in a narrower p-d splitting than
it should have, the movements of soft phonons in the NSP GGA+U phonon calculations
are consistent with the theoretically predicted antiferroelectric-like instability in which V
atoms move out of the center of the octahedron in the metallic R phase. Our calculations
show that such instabilities harden and become harmonic with increasing β. One may argue
that antiferroelectric-like instabilities occur in VO2 when the p-d splitting is not sufficiently
large. However, the instabilities likely do not exist in reality and are likely an artifact of the
method due to the smaller p-d splitting predicted by NSP DFT+U . Therefore, we need to
carefully control β in addition to α and U .
Although the three different knobs have their own independent physics, they do interact
with each other. In particular, changing U will directly alter α and β. Their effects on the
structural energetics of the VO2 phase transition should be considered as a whole. Given
that exploring a three-dimensional space has a nontrivial computational cost, we use non-
charge self-consistent calculations to scan the phase space and hone in on proper parameters
before fine tuning further. The relationship between α and β as studied by non-charge-self
consistent calculations is shown in Figure 4.8. Specifically, while a larger α helps stabilize
the dimerized structure, a larger β is needed to sustain a paraelectric R phase that is lower
in energy than the antiferroelectric-like R phase. It holds conversely as well. Given that
non-charge-self-consistent calculations only hold with small changes in α and β, performing
charge-self-consistent calculations is a necessary condition to finalize the parameters to be
employed. It should also be noted that the crystal volume increases dramatically when α
gets too large. After iteratively tuning the parameters, we ultimately determined that (U ,
41
Figure 4.8: Phase stability of paraelectric R phase, antiferroelectric-like R phase, dimerized
M1 phase, and undimerized M1 phase as a function of α and β
α, β) = (1.0 eV, 0.35 eV, 1.6 eV). Their validity will be documented in the next chapter.
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Chapter 5
Predicting the phase diagram of VO2 from first principles
In the previous chapter, we designed a single-particle matrix functional and came up with
an interpretation of DFT(+U) results based on the Peierls-Hubbard model, demonstrating
the importance of the strong one-dimensional nature of the a1g orbital and its interaction
with other orbitals. In this chapter, we validate its predictability for a variety of experi-
mental observables in the phase transition of VO2. First, we predict the crystal structures
and electronic structures of both the R and M1 phases at T = 0K and the energetics of the
transition along the reaction pathway. Next, we compute the phonon spectra of both phases
within the harmonic approximation, manifesting the metastability of the R phase. Further-
more, we predict the phase diagram of the R-M1 phase transition in VO2. The results of the
single-particle matrix functional are compared with experimental observations.
We utilize a single-particle matrix functional to compute the crystal structures of the
R and M1 phases (Figure 5.1) and compare the results with other conventional approaches
such as LDA, GGA, and their Hubbard U corrections, where all methods are forced to be
NSP (Table 5.1 and Table 5.2). DFT+U + α + β successfully captures the dimerization in
the M1 phase. Our functional predicts slightly larger volumes for both the R and M1 phases
Table 5.1: A summary of structural features of the R phase in experimental and theoretical
observations. Both LDA+U and GGA+U use 2 eV for the onsite Coulomb interaction. The
space group is P42/mnm and experimental parameters are reproduced from [19].
Functional LDA LDA+U GGA GGA+U LDA+U+α+β EXP
a(A˚) 4.47 4.49 4.58 4.60 4.66 4.5546
c(A˚) 2.83 2.83 2.83 2.83 2.80 2.8514













Figure 5.1: The crystal structure of (a) the R and (b) the M1 phases predicted by a single-
particle density functional
Table 5.2: A summary of structural features of the M1 phase in experimental and theoretical
observations. Both LDA+U and GGA+U use 2 eV for the onsite Coulomb interaction. The
space group is P21/c and experimental parameters are reproduced from [21]. δ is the degree
of dimerization defined as the long bonding length of V-V subtracted from the short bonding
length.
Functional LDA LDA+U GGA GGA+U LDA+U+α+β EXP
a(A˚) N/A 5.50 5.64 5.62 5.67 5.75
b(A˚) N/A 4.53 4.60 4.62 4.63 4.54
c(A˚) N/A 5.31 5.41 5.44 5.44 5.38
β(◦) N/A 121.46 121.78 121.78 121.55 122.65
V(A˚3) N/A 112.71 118.91 119.98 121.81 118.29
δ (A˚) N/A 0.597 0.653 0.659 0.510 0.545
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Figure 5.2: Stars represent the energy relative to the M1 phase along the transition. Circles
represent occupancies of a1g and e
pi
g per spin orbital.
compared to other conventional functionals, but the dimerization is in better agreement in
experiment. In general, the crystal structural parameters of the predicted R and M1 phases
are in reasonable agreement with experimental observations.
The structural energetics are computed along the reaction pathway between the R and
M1 phases via linear interpolation (Figure 5.2). The phase stability of the R and M1 phases
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is in qualitative and semi-quantitative agreement with experimental observations. Each
phase is metastable as dictated by the barrier, which comes from the multiband nature
of both a1g and e
pi
g , where e
pi
g removes electrons from the a1g orbitals and penalizes the
Peierls distortion. This barrier makes the transition first-order with a rather high transition
temperature, whereas a pure a1g electron correlation mechanism might have led to a second-
order transition. This argument is supported by the change in occupancy of a1g and e
pi
g
orbitals during the transition.
The electronic density of states for both the R and M1 phases is also calculated (Figure
5.3). The R phase shows metallic behavior while the M1 phase has a 0.07 eV gap. The
calculated gap of the M1 phase is smaller than from that experimental observations, but
this is expected from the Peierls-Hubbard model in the sense that a1g splitting created by
non-spin-polarized Hartree-Fock solutions for the Peierls-Hubbard model is, in fact, very
weak compared to the splitting predicted by its exact solution from the density matrix
renormalization group. Since the gap of the M1 phase in VO2 is dictated by the electronic
energy spacing between the split lower bands of a1g and the upshifted e
pi
g bands, one can
infer that the size of the a1g splitting is a critical component in determining the size of gap.
This observation may explain why our designed functional predicts a smaller gap despite
properly capturing the structural energetics. We are thus able to show that the single-
particle density functional captures the qualitative and semi-quantitative picture of both
structural and electronic properties of the R and M1 phases.
Furthermore, Figure 5.4 shows that a single-particle density functional produces a har-
monic phonon spectrum of the R phase without any soft phonon modes, and the only
zone-edge 〈101〉 phonon becomes unstable if the thermal energy is sufficiently large to over-
come the barrier. This is in agreement with experimental observations in the sense that
the acoustic phonon modes at the R point are minimally changed but renormalized to a
new value above the transition temperature which is also weakly temperature-dependent
[57]. The energy is plotted as a function of the amplitude of the combination of two lowest
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Figure 5.3: Electronic structure of (a) R and (b) M1 phases via single-particle density
functional. Total density of states and projected density of states for t2g orbitals is plotted.
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Figure 5.4: Phonon spectrum of the R phase is plotted along with experimental observations
[57].
degenerate phonon modes (η = η1 + η2) at the R point in Figure 5.5, showing that it is con-
sistent with an unstable 〈101〉 zone-edge phonon that is observed by x-ray diffuse scattering
measurements [98] and predicted by symmetry considerations [99].
F = E − TS. (5.1)
Z = Σie
−βEi (5.2)






F = −kBT ln(Z) (5.4)
S = −kB ln(Z)− kBT ∂
∂T
ln(Z) (5.5)
It has long been known, however, that the R phase has a large Debye-Waller factor
which points to strong fluctuations in atomic positions [19, 100]. A recent study analyzed
the phonon density of states in both phases, both experimentally and theoretically, and
concluded that the R phase is stabilized through increased entropy due to phonon softening in
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Figure 5.5: Total energy versus order parameter (η) of ~q = (0.5, 0, 0.5) phonon.
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Figure 5.6: Nanobeam experimental result of the temperature-strain phase diagram of VO2
reproduced from [17]
the metallic phase [57]. This means that with increasing temperature the lattice free energy
decreases more rapidly for the metallic configuration and eventually the total free energy
becomes lower for this phase. This scenario is evidenced by the phonon entropy calculation
of both the R and M1 phases, resulting in 2.33kB/atom and 2.07kB/atom, respectively.
Free energy calculations performed by constructing partition functions further confirm the
scenario described by Equations 5.1-5.5. In the harmonic approximation, the canonical
partition function can be deduced in the form of Zω =
e−β~ω/2
1−e−β~ω for each harmonic oscillator.
The free energy is then derived as F = −kBT ln(Z). Therefore, it is straightforward to
compute the free energy difference as a function of temperature.
There have been many experimental studies on the effect of strain on the transition tem-
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perature, all of which find a positive correlation between the strain along the cr axis and the
transition temperature, Tc [101, 102]. In 2013, a single-crystal VO2 nanobeam experiment
precisely controlled uniaxial stress on the VO2[17]. It reproduces the known behavior of the
temperature-strain phase diagram and provides a slope of transition temperature changes
as a function of strain (Figure 5.6). The phase diagram implicitly indicates that a proper
compressive stress will hypothetically produce the R phase at zero temperature. On the
other hand, theoretically predicting the temperature-strain phase diagram of VO2 from first
principles has never been achieved so far. To the best knowledge of the author, there are only
two first-principle studies pertaining to the phase transition temperature of bulk VO2[57, 59],
but neither studied the transition temperature as a function of strain.
We study the experimentally observed temperature-strain phase diagram by employing
our single-particle density matrix functional. Strain values ranging from -2% to 0% are only
predicted because the single-particle density functional restricts the spin-polarized solution
and thus the M2 phase should be excluded due to its magnetic ordering. The M2 phase
requires more advanced theories such as cluster-DMFT as shown in the model study. In
order to properly induce a strain as in the nanobeam experiment, we applied strain along
the x-axis, i.e. the pseudo c-axis, while fully relaxing the perpendicular strains. We identified
a bond length for zero strain as the c-length of the fully relaxed M1 phase, since the M1
phase is the T = 0K crystal structure of VO2. Due to the high computational cost, we
selected only three points for the strain: -2%, -1%, and 0%. The phonon spectra of both the























None of the strain-dependent phonon spectra for the R and M1 phases have a soft phonon
mode and are described within the harmonic approximation. Therefore, the free energy of
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Figure 5.7: Phonon spectrum of the R phase at -2% strain computed by a single-particle
density matrix functional. Lines and circles are computed by Fourier interpolation and
frozen phonon method, respectively.
Figure 5.8: Phonon spectrum of the R phase at -1% strain computed by a single-particle
density matrix functional. Lines and circles are computed by Fourier interpolation and
frozen phonon method, respectively.
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Figure 5.9: Phonon spectrum of the R phase at 0% strain computed by a single-particle
density matrix functional. Lines and circles are computed by Fourier interpolation and
frozen phonon method, respectively.
Figure 5.10: Phonon spectrum of the M1 phase at -2% strain computed by a single-particle
density matrix functional. Lines and circles are computed by Fourier interpolation and
frozen phonon method, respectively.
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Figure 5.11: Phonon spectrum of the M1 phase at -1% strain computed by a single-particle
density matrix functional. Lines and circles are computed by Fourier interpolation and
frozen phonon method, respectively.
Figure 5.12: Phonon spectrum of the M1 phase at 0% strain computed by a single-particle
density matrix functional. Lines and circles are computed by Fourier interpolation and
frozen phonon method, respectively.
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Figure 5.13: Temperature-strain phase diagram reproduced by a single-particle matrix
functional. Experimental data reproduced from [17] for both EXP-narrow and EXP-
extrapolation and [101] for EXP-extend
the system can be simply computed via Equation 5.6 [103]. The parameter E∗ indicates the
DFT energy of the system, while ν and g(ν) stand for the phonon frequency and phonon
density of states, respectively. The phase transition occurs when the free energies of the R
and M1 phases become equal. The temperature-strain phase diagram is computed using a
single-particle density functional and plotted as a function of strain in Figure 5.13. As the
strain varies, the R phase remains metallic and the insulating gap of the M1 phase changes
minimally. Therefore, we only included phonon entropy to compute the free energy because
the electronic entropy changes across strains should be minimal. It should be noted that
our theoretical calculations predict the change of transition temperature between R and M1
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phase as a function of strain in qualitative and semi-quantitative agreement with experimen-
tal observations[17, 101]. This can be interpreted as evidence that strong electron-phonon





We have reviewed numerous theoretical studies pertaining to the VO2 phase transition car-
ried out over the past several decades, emphasizing the importance of an advanced treatment
of electron-electron correlations. We have found a lack of literature from the perspective of
structural energetics in VO2 due to the insurmountable costs associated with treating VO2
using advanced methodologies such as the cluster extension of DMFT. In order to attain an
understanding of the complex physics, we approximated the VO2 phase transition using a
one-dimensional Peierls-Hubbard model that includes the key ingredients of its low-energy
physics and solved it with increasingly complex treatments of electronic correlations. We
identified a unique feature of electronic correlations in the Peierls-Hubbard model: the non-
locality of structural energetics is important, whereas Hubbard U only influences dimer-
ization weakly. The results satisfactorily explain why unorthodox NSP DFT+U methods
are successful. They also guide us in designing a single-particle density matrix functional
(i.e. NSP DFT+U+α+β) that qualitatively and semi-quantitatively captures the structural
and electronic properties of R and M1, resolving their energy ordering. Our DFT+U+α+β
predicts that neither the R nor the M1 phase has any soft phonon modes under compres-
sive strain, implying a first-order phase transition. Our approach successfully predicts the
temperature-strain phase diagram of VO2 within the harmonic approximation. It should
be noted that this phase diagram has never been attempted from first principles until now.
We now have a first-principles tool to study the phase diagram of VO2 at finite tempera-
tures, excluding the M2 phase. This begins a new era of ab-initio engineering to complement
massive experimental efforts, some of which are being undertaken in U.S. semiconductor
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corporations. One of the remaining challenges is to include the other magnetic phases of
VO2 to expand its theoretically determined phase diagram, which would require more ad-
vanced methods such as cluster DMFT. Another important challenge is computing phonon
interactions to predict other observables such as thermal conductivity.
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Appendix : CIX for Continous-Time Quantum Monte Carlo
In order to solve the Peierls-Hubbard model via the cluster extension of dynamical mean field
theory, a cix file for cluster impurity (i.e. an isolated Hubbard dimer) should be generated






σbcˆσa) + U(nˆ↑anˆ↓a + nˆ↑bnˆ↓b)
We will first analyze this in the usual direct basis. Let us first define the Hilbert spaces:
N = 0 : |0〉
N = 1 : |a↑〉 |a↓〉 |b↑〉 |b↓〉
N = 2 : |a↑a↓〉 |b↑b↓〉 |a↑b↓〉 |a↓b↑〉 |a↑b↑〉 |a↓b↓〉
N = 3 : |a↓b↑b↓〉 |a↑b↑b↓〉 |a↑a↓b↓〉 |a↑a↓b↑〉
N = 4 : |a↑a↓b↑b↓〉
Let us now make the Hamiltonian matrix in each separate Hilbert space, with the ordering
as given above:
HˆN=0 = [0] HˆN=1 =
[ 0 0 −t 0
0 0 0 −t−t 0 0 0




U 0 −t t 0 0
0 U −t t 0 0−t −t 0 0 0 0
t t 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

HˆN=3 =
U 0 t 00 U 0 t
t 0 U 0
0 t 0 U
 HˆN=4 = [2U ]
In order to efficiently exploit CTQMC, we need to symmetrize a basis set with respect
to the mirror. The irreps of the mirror are A and B.
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00A0
N = 0 : |0〉
1 ↑ A0 1 ↑ B0 1 ↓ A0 1 ↓ B0










20A0 20B0 20B1 20A1 2 ↑2 B0 2 ↓2 B









(|a↑b↓〉 − |a↓b↑〉) |a↑b↑〉 |a↓b↓〉
3 ↑ A0 3 ↑ B0 3 ↓ A0 3 ↓ B0











N = 4 : |a↑a↓b↑b↓〉
Let us now make the Hamiltonian matrix in the symmetrized basis with respect to the
mirror, with the ordering as given above:
HˆN=0 = [0] HˆN=1 =
[−t 0 0 0
0 t 0 0
0 0 −t 0




U 0 0 −2t 0 0
0 U 0 0 0 0
0 0 0 0 0 0−2t 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

HˆN=3 =
U + t 0 0 00 U − t 0 0
0 0 U + t 0
0 0 0 U − t
 HˆN=4 = [2U ]
We will now introduce a notation to classify all states, using N , Sz, irrep of point group
(i.e. A or B for the dimer), and number of times point group irrep appears.
|NSzIr〉 |00A0〉 = |0〉 |40A0〉 = |a↑a↓b↑b↓〉








We need to figure how the symmetrized creation operators map one state to another.
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cˆ†A↑|00A0〉 = |1 ↑ A0〉
cˆ†A↓|00A0〉 = |1 ↓ A0〉
cˆ†B↑|00A0〉 = |1 ↑ B0〉
cˆ†B↓|00A0〉 = |1 ↓ B0〉
cˆ†A↑|1 ↑ A0〉 = 0




cˆ†B↑|1 ↑ A0〉 = |2 ↑2 B0〉




cˆ†A↑|1 ↑ B0〉 = −|2 ↑2 B0〉




cˆ†B↑|1 ↑ B0〉 = 0








cˆ†A↓|1 ↓ A0〉 = 0




cˆ†B↓|1 ↓ A0〉 = |2 ↓2 B0〉




cˆ†A↓|1 ↓ B0〉 = −|2 ↓2 B0〉






































































cˆ†A↑|2 ↑2 B0〉 = 0
cˆ†A↓|2 ↑2 B0〉 = −|3 ↑ B0〉
cˆ†B↑|2 ↑2 B0〉 = 0
cˆ†B↓|2 ↑2 B0〉 = −|3 ↑ A0〉
70
cˆ†A↑|2 ↓2 B0〉 = |3 ↓ B0〉
cˆ†A↓|2 ↓2 B0〉 = 0
cˆ†B↑|2 ↓2 B0〉 = |3 ↓ A0〉
cˆ†B↓|2 ↓2 B0〉 = 0
cˆ†A↑|3 ↑ A0〉 = 0
cˆ†A↓|3 ↑ A0〉 = −|40A0〉
cˆ†B↑|3 ↑ A0〉 = 0
cˆ†B↓|3 ↑ A0〉 = 0
cˆ†A↑|3 ↑ B0〉 = 0
cˆ†A↓|3 ↑ B0〉 = 0
cˆ†B↑|3 ↑ B0〉 = 0
cˆ†B↓|3 ↑ B0〉 = |40A0〉
cˆ†A↑|3 ↓ A0〉 = |40A0〉
cˆ†A↓|3 ↓ A0〉 = 0
cˆ†B↑|3 ↓ A0〉 = 0
cˆ†B↓|3 ↓ A0〉 = 0
cˆ†A↑|3 ↓ B0〉 = 0
cˆ†A↓|3 ↓ B0〉 = 0
cˆ†B↑|3 ↓ B0〉 = −|40A0〉















2 −t |1 ↑ A0〉
3 t |1 ↑ B0〉
4 −t |1 ↓ A0〉





















8 0 |2 ↑2 B0〉
9 0 |2 ↓2 B0〉
10 U + t |3 ↑ A0〉
11 U − t |3 ↑ B0〉
12 U + t |3 ↓ A0〉
13 U − t |3 ↓ B0〉
14 2U |40A0〉
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# Cix file for cluster DMFT with CTQMC
# cluster_size, number of states, number of baths, maximum_matrix_size
2 14 4 2
# baths, dimension, symmetry, global flip
0 1 0 0
1 1 0 1
2 1 1 2
3 1 1 3
# cluster energies for baths, eps[k]
-1 1
# N K Sz size tran_elm diag_E_atom S
1 0 0 0 1 2 4 3 5 0 0
2 1 0 0.5 1 0 7 8 6 -1.0 0.5
3 1 1 0.5 1 8 6 0 7 1.0 0.5
4 1 0 -0.5 1 7 0 6 9 -1.0 0.5
5 1 1 -0.5 1 6 9 7 0 1.0 0.5
6 2 1 0 2 11 13 10 12 0 0.0 1 1
7 2 0 0 2 10 12 11 13 -2.0 2.0 1 1
8 2 1 1 1 0 11 0 10 0 1
9 2 1 -1 1 13 0 12 0 0 1
10 3 0 0.5 1 0 14 0 0 1.0 0.5
11 3 1 0.5 1 0 0 0 14 -1.0 0.5
12 3 0 -0.5 1 14 0 0 0 1.0 0.5
13 3 1 -0.5 1 0 0 14 0 -1.0 0.5
14 4 0 0 1 0 0 0 0 0.0 0
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# matrix elements
1 2 1 1 1
1 4 1 1 1
1 3 1 1 1
1 5 1 1 1
2 0 0 0
2 7 1 2 -1.0 0.0
2 8 1 1 1
2 6 1 2 0.70710678118654757 -0.70710678118654757
3 8 1 1 -1
3 6 1 2 -0.70710678118654757 -0.70710678118654757
3 0 0 0
3 7 1 2 0.0 1.0
4 7 1 2 1.0 0.0
4 0 0 0
4 6 1 2 0.70710678118654757 0.70710678118654757
4 9 1 1 1
5 6 1 2 -0.70710678118654757 0.70710678118654757
5 9 1 1 -1
5 7 1 2 0.0 -1.0
5 0 0 0
6 11 2 1 0.70710678118654757 0.70710678118654757
6 13 2 1 -0.70710678118654757 0.70710678118654757
6 10 2 1 0.70710678118654757 -0.70710678118654757
6 12 2 1 -0.70710678118654757 -0.70710678118654757
7 10 2 1 0.0 -1.0
7 12 2 1 0.0 -1.0
7 11 2 1 -1.0 0.0
7 13 2 1 -1.0 0.0
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8 0 0 0
8 11 1 1 -1
8 0 0 0
8 10 1 1 -1
9 13 1 1 1
9 0 0 0
9 12 1 1 1
9 0 0 0
10 0 0 0
10 14 1 1 -1
10 0 0 0
10 0 0 0
11 0 0 0
11 0 0 0
11 0 0 0
11 14 1 1 1
12 14 1 1 1
12 0 0 0
12 0 0 0
12 0 0 0
13 0 0 0
13 0 0 0
13 14 1 1 -1
13 0 0 0
14 0 0 0
14 0 0 0
14 0 0 0
14 0 0 0
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