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第1章 序論
1.1 研究背景
多くの言語は長年にわたりその韻律制御，制御特性，生成特性の仕組みを知るために
分節継続時間や基本周波数などの発話生成特徴について研究されてきた．近年音声合成
の分野では膨大な発話データの収集や科学的定量分析手法により高精度の統計モデルを
作成する事ができるようになった [1]．このコーパスに基づく科学的定量分析手法は韻律
や文節特徴が自然な発話であるかを評価するモデルとして適用されてきた．そして根底
にある生成原理が解明されていなくても主観評価の定量化に用いる事ができた．その一
方で第二外国語教育現場では教師が生徒の発話を主観で評価しているため，学習者が効
率よく発話技能を身に付ける事を困難にしている．非母語話者の発話自動評価は教師の
労力を軽減すると共に，CALL(Computer Assisted Language Learning)システムに応用
することで学習者は発話制御を科学的に学習することができる．これまでの研究は客観
的な基準による自動評価は行われておらず，数値として評価するには科学的な客観評価
が必要となる．非母語話者の発話は自身が持つ言語の制御特性と目的の言語の持つ制御
特性が混在しているため，発話生成特徴のモデル化が困難である．つまりモデルに２つ
の言語の制御要因と生成特徴について多くの知見が必要となるからである [2]-[4]．教育機
関で行われている語学教育現場では，[l]と [r]に代表される単音などの音韻の発音指導に
比べ，リズムやイントネーション等といった韻律的特徴は，指導の困難さから後回しに
されがちである．しかし，「韻律的特徴だけが米国人のものと入れ換えられた日本人の英
語音声は，日本人の韻律的特徴を使った米国人の音声より (米国人の被験者にとって）自
然に聞こえた」との報告例 [6]があるように，韻律的特徴の習得が母国語話者とのコミュ
ニケーションには重要であると言える．
1.2 研究目的
本研究では，日本人によって発話された英語文の発話音声を発話リズムに関して自動
的に客観評価することを目標とした．我々は非母語話者の発話を自動評価するための第
一歩として，コーパスに基づいて単語単位での発話制御において，自然性を評価する手法
を提案した [7]．この研究では直接非母語話者の発話制御をモデル化するのではなく，文
時間長，単語時間長，機能語時間長，ポーズ時間長において母語話者と非母語話者間の差
異を測る方法を用いた．結果，両者の差異は母語話者の主観評価値と高い相関を示した．
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これら単語レベルまでの差異が母語話者と非母語話者の違いを説明するとしても，より
精度の高い韻律評価モデル作成には更に詳細な単位での違いを調べることが必要だと予
測し，本研究では音節・音素単位までの差異の分析を行う．それらの差異と母国語話者
による主観評価値との相関を求め，自動評価する上で有効となりうる特徴量の差異につ
いて検討し，統計的手法により，自動評価モデルを作成する．
また，従来の発話学習システムは，単語の母音や子音などといった単音・単語レベル
の発音学習が多く見られ，韻律を学ぶ発音学習システムは不十分であるので，本研究で
作成された評価モデルを用いて，日本人学習者の韻律自動評定及び英語韻律を学習でき
るシステムの構築を行う．
1.3 韻律の概要
ある話者が“ I’ll give it to you”という文を発話したときの発話のしかたを考えてみる
と，平叙文，疑問文（“ I’ll give it to you?”），そして“ I’ll give to you ―　ポーズ (on
Monday? Tuesday?)”というような話者が情報を要求するといった形式など数通りが考
えられる．さらに発話のしかたによって，たとえば，好意的な提案から安心させるため
の同意，嫌々ながらのあるいは苦々しい譲歩まで，幅広い感情を伝えられるであろう．ま
た以下に示されるように，大文字で書かれた語を強調することにより，異なった強勢パ
ターンで文は発話されうる．例えば，“ I’LL give it to you.”，“ I’ll GIVE it to you.”，
“ I’ll give it to YOU.”などがある．さらに，“ it”の後にポーズを置いたり，“ to”の後
にポーズを置いたりというように，文の中の異なった位置にポーズを置いても発話され
ることがある．こういった変化形のすべてを韻律というカテゴリーに入れられる．
1.4 韻律のパラメータ
韻律は，ピッチとして主に聴取される基本周波数，ラウドネスとして主に聴取される
パワー，主に長さとして聴取される継続時間長というパラメータによって，伝えられる
音声の超文節的特徴として定義される．超文節的という用語は，対象となる現象が音声
文節に制限されないことを示している．実際に対象となる現象は，音節，語，句，文，そ
して談話といったかなり大きな単位によく観察される．
1.4.1 基本周波数 (fundamental frequency)
音声波形には，振幅がランダムに変化する雑音部分と，ほぼ一様な周期で繰り返す周
期音部分とがある．後者の周期音部分の繰り返し周波数を音声の基本周波数と呼ぶ．周
期音であるので，周波数成分は超波関係にあり，その最低周波数成分が基本周波数に相
当する．基本周波数は，声帯振動数に対応する．会話音声の基本周波数は，時間とともに
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ゆっくり変動する．発話者ごとに基本周波数の平均値と変動の標準偏差を調べると，女声
は男声に対して平均値と標準偏差がいずれも 2倍程度に達することが知られている．ま
た，会話音声における基本周波数の変動パターンについて基本周波数の推移分布を求め
ると，基本周波数が低下する推移が約５０％，上昇する推移が約１８％で，低下する傾
向が著しい．基本周波数の変動パターンが「ヘ」の字形であると言われるのは，この性
質によく対応している．さらに，基本周波数の変動パターンにおける無声音区間や休止
区間を滑らかな曲線で結んで，この変動パターンについて変動速度のスペクトル分析を
行うと，変動速度は１０Hz以下であることがわかる．
1.4.2 パワー (power)
通常音を計測する場合，音の周波数特性とその大きさが対象となる．周波数はその計
測単位として”Hz”が使用される．音の大きさは，変化の範囲が非常に広いことから対数
尺度が使用される．また，“人間の感覚量は刺激量の対数に比例する”というウェーバフェ
ヒナーの法則があり，聴覚も感覚量の一つであることから対数尺度が用いられる．対数
尺度の単位としては，アメリカのグラハムベル（Alexander Graham Bell）が電話におけ
る電力の電送損失を表すのに最初に用いたことから，ベル (B)が使用されている．なお，
ベル (B)では値が大きすぎるため，その 10分の 1であるデシベル (dB)が実際には使わ
れています．また，音を扱う世界では，デシベル値を表す言葉としてレベルを使用する．
音の大きさをデシベル値にしたときは，音の大きさのレベルは何 dBのように表現する．
今，ある音の音圧の実効値を p(Pa)，基準となる音圧の実効値を p0(Pa)としたとき，
音圧レベル Lp(dB)は次の式で与えられる．
Lp = 10 log10
p2
p20
実効値 (rms)とは，普通音圧の 2乗平均の平方根で表され，単位としてパスカル (Pa)
やニュートン毎平方メートル (N/m2)が使用される．
基準音圧 p0は，空気中の音の場合 20µPaであり，正常の聴覚を有する人間の 1kHzの
純音に対する最小可聴値に近い値である．
1.4.3 音韻継続長 (duration)
音韻継続長とは，音素，音節，句などといった要素の発音時間長を意味する．例えば，
英語の強勢の位置は，パワーが大きいところが強勢の位置というよりもむしろ，継続時
間長も強勢を構成する要因の 1つに挙げられる．
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1.4.4 韻律の定義
韻律という用語は，これに関して今までに書かれたものすべてに適合するように容易
に定義されるものではない．どんな定義でもいくつかの点では意見が一致しないので，韻
律について書かれた様々なものに対して何か 1つの定義を適用しようとする際には慎重
でなければならない．もっとも大きな意見の相違は，韻律とイントネーションという用
語の関係に見られる．この２つの用語を同義語とみる立場と，この 2つの用語には慎重
な違いがあるとする立場がある．本論文では Johns-Lewis(1986)に従い，イントネーショ
ンを韻律の一部と考えることにする．イントネーションは，そのパラメータが声帯の振
動，パワー，そして継続時間長であるという点で韻律と似ている．しかし，イントネー
ションが対象言語のピッチの昇降パターンや強勢パターンという狭い現象の中で一般に
扱われるのに対し，韻律はこれらの事象に加え，テンポ（ポーズと音の引き伸ばし），ラ
ウドネス，そしてその他の現象も含んだものとして扱われる．発話速度をテンポの一部，
つまり韻律の一部と考える立場もある．
1.5 本論文の構成
本論文の構成を以下に示す．
• 第 2章　英語のリズム・イントネーション・アクセントを説明し，日本語と英語の
リズム制御の相違について説明する．
• 第 3章　分析のために作成した英語音声データベース，及び分析に用いたデータに
ついて述べる．
• 第 4章　英語母語話者と日本人音声の音響特徴量の差異を求め，主観評価値との相
関について述べる．
• 第 5章　前章で用いた音響特徴量を使って作成したモデルについて述べる．
• 第 6章　本論文のまとめを述べる．
さらに付録として，本研究に用いた全発話文，学習者に行ったアンケート，英語母語話者
に行ったアンケートを添付する．
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2.1 英語の音響的特徴
2.1.1 英語のリズム
英語は，強勢のある音節と強勢のない音節が交互に現れる stress-timed rhythmと呼ば
れる言語である．
等時性（isochronism）
英語の文において，強勢のある音節の時間的間隔 (Inter-Stress Interval)が比較的均等
に繰り返される．これを等時間隔性，あるいは等時性 (isochronism)という．
1． CATS EAT FISH.
2． The CATS EAT the FISH.
3． The CATS will EAT the FISH.
4． The CATS will have EATen the FISH.
5． The CATS were EATing the ROTten FISH.
上の各文中で区切られた各語句は，1つの強音節といくつかの弱音節で成り立っている．
これをリズムユニットと呼ぶ．各リズムユニットは，音節数が違っているにもかかわら
ず，全てほぼ等しい時間で発話される．従って，1～4の英文を同じスピードで発話した
場合，強音節数，つまりリズムユニットが同じであるので，時間的にほぼ等しくなる傾
向がある．5は，強音節数が 1つ増えるので，発話時間は多少長くなると考えられる．
この等時性については客観的裏づけがなく異論も多いが，英語母語話者の発話には，無
強勢母音の弱化や，Inter-Stress Interval内の弱音節数に応じて強母音を圧縮する現象が
見られる．
母音弱化（vowel reduction）
英語の強音節では，呼気力の強さに加えて，母音が明瞭に，長めに発話される．これ
に対し，弱音節では，呼気力の弱まりとともに，母音が不明瞭に（曖昧に），短めに発話
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される．英語においては，明瞭に発話される母音は強音節の母音であり，それ以外の母
音は弱化する．
2.1.2 英語のイントネーション
イントネーションとは，発話全体における声の高低（ピッチ）のパターンのことであ
り，いわば発話のメロディーといえる．イントネーションはどの言語にも存在し，コミュ
ニケーションに極めて重要な役割を果たしている．また，その言語らしさを出している
のもイントネーションであるといってもよい．
しかし外国語学習者にとって，ターゲット言語の自然なイントネーションを習得するこ
とは，個々の語の発音を習得するよりも困難を感じることが多い．その理由として，様々
な状況で話者の心情に応じて使用されるイントネーションのニュアンスの違いが，学習
者には理解しにくいことや，イントネーションが個々の音声に比べて，母国語の干渉を
受け易いことなどが挙げられる．
イントネーションの種類
イントネーションによってひとまとまりにされた発話の単位を音調句という．音調句
の中心となる音節は，第 1ストレスを受ける音節で，音調核と呼ばれる．各々の音調句
の中には，音調核が必ず１つ含まれる．
例： On the DESK.
He goes to SCHOOL.
When I visited LONdon, I bought a nice SWEATer for her.
Would you do me a FAvor?
SURE.
（太字大文字は音調核を表す．）
音調核では，ピッチが急激に変化する．ピッチの変化が，聞き手への重要な伝達要素
である第 1ストレスを受ける箇所のシグナルとなっているといえる．この変化の種類に
は大きく別けて，上昇，下降，下降上昇，平坦がある，これらを核音調という．
意味とイントネーション
語の発音やストレスのパターンとは違い，イントネーションは，句や文に固有のもの
として定まっているわけではない．実際の発話における様々な状況に応じて，また，話
者の心情に応じて，ピッチパターンが決定される．発話状況や話者の心情によって，1つ
のピッチパターンが様々な意味解釈を持ち，多様性を帯びてくるのである．このように，
話者の意図を的確に表現するために，イントネーションは重要な役割を果たしている．こ
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の意味で，イントネーションはコンテキストや話者の心的態度に依存しており，これら
の事から切り離して考えることはできない．
イントネーションのパターンをコンテキストの中で，話者の意図に応じて決定すると
き重要となるのは，イントネーションの中心である音調核の位置と核音調の種類である．
発話におけるフォーカス（焦点）とは，発話の中で話し手が聞き手に一番伝えたい部分
のことである．フォーカスには音調核が置かれるので，発話内で音調核の位置を決定す
る上で大切な要因となる．フォーカスとなる箇所では，ピッチが急激に変化する．フォー
カス以外の部分は比較的平坦なピッチで発音し，際だたせない．日本人学習者に対する
注意点は，フォーカスでピッチを変化させることと，変化後，再びピッチを変化させな
いことである．
どのようなイントネーションのパターンで発話するかということは，文タイプの区別
とともに，話しての感情や発話のニュアンスの違いと密接に関係する．同じ文を異なる
イントネーションで発話することにより，話しての様々な心理を表現することが可能に
なる．
2.1.3 英語のアクセント
アクセントとは，音声連続体における相対的際立ちのことであり，その機能は，語・句
の意味を弁別したり，単語レベル，句・文レベルにおいて，複数の要素を，まとまった
意味を持つより大きな要素に結束させ，まとめる（音節を単語に，単語を句や文にまと
める）ことといえる．英語のアクセントはストレス・アクセント（stress accent）と言わ
れ，声の強弱がアクセント法の主な手段となっている．アクセントが置かれる音節では，
呼気が強く，母音は明瞭に，長めに発音され，ピッチの変化（下降，上昇）が起こる．日
本語と同じく，アクセントは意味的，統語的まとまりを持つ単位を構成し，その単位内
で，最も強いストレスが置かれ，際だったピッチ変化が起こる音節は１箇所である．
2.2 日本語の音響的特徴
日本語は，モーラをほとんど同じ長さで話すmora-timed rhythmと呼ばれる言語であ
る．日本語の分節的音韻時間長は多くの要因によって制御されることが知られている [8]．
分節的音韻時間長は音素固有の特性のみではなく，より長い単位の制約によっても特徴
付けられる．特に，日本語の母音継続時間長の制御にはモーラの制約が明らかに見られ
る．母音継続時間長と隣接した子音継続時間長には負の相関が見られる．母音継続時間
の一時的な補償は直後の子音より直前の子音継続時間長の影響を受け，補償は音節単位
ではなくモーラ単位で行われることがわかっている [12]．また，分節的継続時間長だけで
なくポーズの時間長もモーラ制御の影響を受けることがわかっている [14]．
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2.3 英語と日本語の音響的特徴の相違
日本語と英語の韻律的特徴を比較すると，発話タイミングに大きな相違がある．英語
は，強勢のある音節と強勢のない音節が交互に現れる stress-timed rhythmと呼ばれる
言語であるのに対し，日本語は，モーラをほとんど同じ長さで話すmora-timed rhythm
と呼ばれる言語である．日本語のmora-timed rhythmは英語のような他言語に見られる
stress-timed rhythmと対照的である．
以上のように、発話タイミングに大きな相違があるため，stress-timed rhythmで日本
人が英語を話すことは困難である．このことは日本人による英語発話音声が自然でない
ことの一因となっている．
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本研究で音響特徴量の分析をするにあたり，早稲田大学理工学部コンピュータ・ネット
ワーク工学科白井研究室，同大学大学院国際情報通信研究科匂坂研究室で「英語発話文
音声データベース」を作成した．なお本研究では，日本における英語教育の現状を踏ま
え，米語を対象としてデータベースを構築した．
3.1 英語発話文音声データベース
以下に「英語発話文音声データベース」の仕様について述べる．
3.1.1 作成した文リスト
旅行会話文，日常会話文やビジネス会話文は普段から英語に接して生活している人に
とって，比較的見慣れた文であることが多い．また，英会話学校等での教材としてもよ
く用いられる．このことから，これらの文は発声者の発話習熟度が反映されやすいと考
えられ，これらの会話文に該当する文を 100文選定した．発話文は 3～19単語で構成さ
れている．選定した 100文の文リストを付録Aに添付した．
選定した発話文は（1）肯定文，疑問文，付加疑問文等の文の種類によるイントネーショ
ン・リズムの差異，（2）カンマの有無によるイントネーション・リズムの差異，（3）未知
語を含む文でのイントネーション・リズムの差異，（4）文構造が徐々に複雑化していく文
でのイントネーション・リズムの差異などに着目して構成されている．
3.1.2 収録
成人男性 8名，女性 7名の計 15名の音声を収録した．発声者は主に大学（院）生であ
り，他に留学経験ある者も数名いる．話者には全員にアンケート調査を行った．アンケー
ト内容は付録Ｂに添付した．この中で英語習熟度を測る要因として TOEICの点数があ
り，図 3.1に話者とTOEIC点数のヒストグラムを示す．表より被験者は幅広い英語習熟
度にて構成されている．また，英語母語話者音声として同文に対して，米語を母語とす
る成人男性 3名，女性 2名の計 5名の音声を収録した．
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収録の際，事前に米語母語話者によって付与されたフレーズの区切れ，及び疑問文，付
加疑問文における文末のイントネーションのみを提示した．本データベースでは，発声
者の純粋な英語発話習熟度を反映するため，強勢の位置やその他のイントネーションは
付与していない．発音誤りに対しては繰り返しの収録を依頼し，発声者「自身にとって
正しい」英語の収録に努めた．
収録環境としては，本大学55号館地下1階にあるスタジオにて，DATを用いて音声収録
を行った．サンプリングレートは44.1kHz，leftチャンネルとした．その後，ESPS/+xwaves
を用いて発話文ごとに切り出しを行った．最終的に出来た音声は，
• ビットレート　 256kbps
• オーディオサンプルサイズ　 16bit
• チャンネル　 1（モノラル）
• オーディオサンプルレート　 16kHz
• オーディオ形式　 PCM
とした．
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図 3.1: 学習者とTOEICのスコア
3.1.3 英語教師による発話評価
本データベースでは，発話された英語文が自然であるかについて 5段階評価（1:Bad～
5:Good）を依頼した．評価者は，母語話者音声の収録を行った米語を母語とする成人男
性 3名，女性 2名の計 5名である．また，その音声がなぜその評価値になったのかを明確
にするため，評価値の他に表 3.1に示すコメントを用意し，文中のどの箇所に該当するの
か，及びその他の要因についての記入も依頼した．
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表 3.1: 評価理由及び文選択判定
comment judgment
Has difficulty pronouncing L’s and R’s NG
Stops too abruptly unnaturally at the end of words NG
Pauses where there shouldn’t be a pause OK
Does not pause where there should be a pause OK
Emphasis on the wrong word(s) OK
Intonation is wrong OK
Sentence not read exactly as written (e.g. says ”there is” for ”there’s”) NG
Words are mispronounced (e.g. ”think” instead of ”thinks”) NG
Words are slurred together and not distinct or clear NG
Pronounciation of individual words deliverd with unnatural timing OK
Vowels are limited to katakana syllabary ie; イ instead ”i” NG
timing / rhythm is unnatural OK
Speaker is unable to make any sounds that are not included in the Japanese syllabary. OK
3.1.4 分析データ
本研究では韻律を分析対象とするので，発話が不明瞭だったり発音誤りと評価された
文は分析から除き，学習者の未熟さによる韻律の不自然さやポーズの挿入は分析対象と
した．評価者によって与えられた評価理由において，分析対象文とするか否かの判定を
表 3.1に示す．また，母語話者による評価値のばらつきがある発話文はその点数に信用が
少ないと考え，分散が 1以下のものは分析データから除いた．以上のコメント及び評価
値のばらつきの 2点を考慮して，分析のために 464文を選定した．選定された発話文は 7
名の男性と 5名の女性であり，文の種類は 57文，学習者一人の発話文数は 17～62文であ
る．また，比較する母語話者の音声は 57文× 3名 (男性 2名，女性 1名)=171文である．
分析に用いた話者について，評価者別に各話者による評価値の平均値を表 3.2にを示
す．平均を見ると，評価者は比較的高い点数を付けているのが分かる．さらに詳細に調
べるために，各評価者が各音声に与えた評価値に対するヒストグラムを図 3.2に示す．図
3.2を見ると選定した発話文 464文に対して，明らかに評価者 4は評価値を 4と 5しか付
けていない．これではデータが偏ってしまうので，評価者 4を除いた 4名の評価値平均を
その発話文のスコアとした．4名によって与えられた主観評価値の平均と発話文数のヒス
トグラムを図 3.3に示す．この図より評価値が小さい発話文が少ないが決して偏っている
とも言えず，分析を行えるデータであると言える．これらの分析データを用いて次章か
らの分析を行っていく．
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表 3.2: 各話者の評価者別平均値
発話者 評価者
AM01 AM02 AM03 AF01 AF02 平均
JF01 4.26 3.14 3.04 4.50 4.20 3.82
JF03 3.88 4.00 3.44 4.88 4.52 4.14
JF04 3.83 4.23 3.93 4.90 4.81 4.34
JF05 4.43 4.45 3.54 4.90 4.79 4.42
JF06 4.89 4.46 4.08 5.00 4.82 4.65
JM01 3.80 3.50 3.32 4.35 4.70 3.93
JM02 3.83 3.45 3.48 4.32 4.78 3.97
JM03 4.17 4.03 3.62 4.86 4.89 4.31
JM04 4.16 3.33 3.33 4.45 4.33 3.92
JM05 3.70 3.47 2.76 3.88 3.82 3.52
JM06 4.10 3.36 3.36 4.84 4.60 4.05
JM07 4.79 4.41 4.56 4.97 4.83 4.71
 

 
  


 
  


 
  


 
   


	

	

	

	

	

	

図 3.2: 評価者と評価値頻度
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図 3.3: 主観評価の平均と発話文数
3.2 音韻ラベリング
音声分析をするにあたり，音声のどの部分がどの単語，音節に対応しているかをラベ
リングする必要がある．本研究では，1名の音声をレファレンスとして，DPマッチング
を用いて音韻ラベリングを行った．DPマッチングによる音韻ラベリングでは精度が高く
ない部分もあるため，分析には手動で修正した音韻ラベルを用いることにした．
3.2.1 付与した発音（音素）記号と韻律記号
発声リストに振る発音記号（音素記号）としては，TIMIT[?]における音素体系，CMU
発音辞書における音素体系をベースとし，若干の修正を施したものを使用した．利用し
た音素記号一覧を表 3.3に示す．なお，schwaの発声を全て音素/AX/で統一することと
した．その結果/AH/，/IH/，/UH/の弱勢は全て同一音素記号となる．なお，発声リス
トに付与する音素記号は単語単位で付与し，かつ，第一/第二アクセント情報も明記した
各単語の citation formを採用した．
表 3.3: 発音記号表記に採用した音素体系
B D G P T K JH CH S SH Z ZH F TH
V DH M N NG L R W Y HH IY IH EH EY
AE AA AW AY AH AO OY OW UH UW ER AXR AX
韻律記号に関しては，単語強勢を，無強勢 (0)，第一強勢 (@)，第二強勢 (+)の 3段階
に分類し，母音記号に対する添え字として定義した．なお，文に対するリズムパターン
の付与は一意に定めることは困難であるが，米語を母語とする英語教師に最も一般的と
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思われるパターンを提示させ，それに基づいて各種記号を付与した．被験者は録音の前
に与えられた文の発音を練習することが求められ，発音誤りに対しては繰り返しの収録
を依頼し，最終的には発声者「自身にとって正しい」英語の収録に努めた．なお，教師
音声の聴覚提示は，原則として行っていない．
3.2.2 ＤＰマッチング
音声の時系列パターンは，同じ話者が発声したものであっても発声のたびに継続時間
が変わる．しかもパターンが時間的に一様に伸縮するわけではない．発話速度が変化し
ても子音部や，子音から母音への過渡部はある程度固有の長さを保っていて比較的変化
が少ないが，母音部は大幅に伸縮する．したがって，時系列パターンの全区間では非線
形の時間伸縮が起こる．
パターンマッチングによる識別法では，二つのパターンを比較する際に使われる距離
尺度は，本来同じカテゴリーに属する場合の距離は小さく，属さない場合の距離は大き
くなるのが望ましい．非線形の時間伸縮を受けた時系列パターンに対応する距離尺度と
しては，カテゴリー内の二つのパターンのうちの一方を，時間伸縮して距離が 0になる
ようにできるものを採用すればよい．
音声の分析フレーム番号 iにおける特徴ベクトル ~aiを
~ai = (ai1, a
i
2, · · · , aiM)
のように表すことにすると，特徴ベクトル ~aiと ~bjとの距離 d(ai, bj)は，例えば，
d(ai, bj) = {
M∑
m=1
(aim − bjn)2}
1
2
のようなユークリッド距離で与えられる．aimとしては，分析フレーム番号 iにおける
m次のメルケプストラム係数などが考えられる．
入力音声パターン ~T と音声の標準パターン ~Rを，特徴ベクトルの時系列で，それぞれ
~T = (a1, a2, · · · , ai, · · · , aI)
~R = (b1, b2, · · · , bj, · · · , bJ)
のように表す．ここで，aiは ~T の第 iフレームの特徴パラメータでベクトル表現とす
る．I及び J は，それぞれ ~T，~Rのフレームの総数で時間長に対応する．
~T と ~Rのパターンは，一般に継続時間 Iと J が違っているのでそのまま比較すること
はできない．DPマッチングとは，直感的にはパターン ~T と ~Rが最もよく一致するよう
に，時間軸を変換した後の距離を求める方法である．
距離を考える二つのベクトルの時系列 aiと ajの対応は，i軸と j軸による平面上の点列
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F (K) = f(1)f(2) · · · f(k)f(K)
f(k) = f(i(k), j(k))
によって表される．ここで，F (K)を時間変換関数と呼んでいる．
図 3.4: 時間変換関数による時系列パターンの対応
図 3.4に示すように，二つの特徴ベクトルの時系列 ~T，~Rを時間変換関数 F (K)によっ
て対応付けしたときの ~T，~R間の距離 D˜(T,R)は
D˜(T,R) =
k∑
k=1
w(k)d(ai(k), bj(k))
k∑
k=1
w(k)
20
第 3章 音声資料
で与えられる．ここで，w(k)は非負の荷重関数であり，d(ai(k), bj(k))は時間変換関数
F (K)によって対応付けされた ai(k)と bj(k)との間の距離関数で，
d(ai(k), bj(k)) = [
M∑
m=1
{ai(k)−bj(k)mm }2]
1
2
である．したがって，二つの音声パターン ~T，~Rの距離D(T,R)は，点列F (K)を変化
させたときの最小値
D(T,R) =minF (k)D˜(T,R)
で定義される．
時間変換関数 F (K)は，音声の性質から次の条件を満たす必要がある．
(1)単調性と連続性の条件から
0 ≤ i(k)− i(k − 1)
0 ≤ j(k)− j(k − 1)
i(k)− i(k − 1) = 1 or j(k)− j(k − 1) = 1
(2)境界条件から
i(1) = j(1) = 1
i(K) = I
j(K) = J
(3)極端な伸縮を防ぐための整合窓条件として
|i(K)− j(k)| ≤ r
さらに，傾斜制限条件として
α ≤ j(k)− j(k − 2)
i(k)− j(k − 2) ≤ β
を付け加えることがある．
時間伸縮による距離 D˜(T,R)を考えるとき，この式の分母
K∑
k=1
w(k)
を時間変換関数 F (K)に依存しない定数として，距離を
D(T,R) =
1
N
minF (k){
K∑
k=1
w(k)d(ai(k), bj(k))}
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で定義すれば，最小値D(T,R)を求める計算が比較的容易になる．
二つの時系列パターン ~T，~R間の距離を求めることは，最小化問題を解くことである
が，この問題は，ダイナミックプログラミング (DP : Dynamic Programming) すなわち
動的計算法の手法を用いて，効率よく解くことができる．DP法はDTW (Dynamic Time
Warping) 法とも呼ばれる．
まず，距離D(T,R)の部分和 g(i, j)を求める．終点を点 (i(l), j(l))に固定したとき，部
分和 g(i, j)は
g(i, j)
=minF (l−1){
l∑
k=1
w(k)d(ai(k), bj(k))}
=minF (l−1){
l−1∑
k=1
w(k)d(ai(k), bj(k)) + w(l)d(ai(l), bj(l))}
=minf(l−1){minF (l−2)
l−1∑
k=1
w(k)d(ai(k), bj(k)) + w(l)d(ai(l), bj(l))}
=minf(l−1){g(ai(l−1), bj(l−1)) + w(l)d(ai(l), bj(l))}
となるので，対称な荷重関数w(k)を用いたとき，g(i, j)を
g(i, j) =min

g(i, j − 1) + d(ai, bj)
g(i− 1, j − 1) + 2d(ai, bj)
g(i− 1, j) + d(ai, bj)

のような逐次計算によって求めることができる．
入力音声パターン ~T に対して，すべての音声の標準パターン ~RとのDPマッチングを
行い，距離D(T,R)を最小にする ~Rのカテゴリー ~T をのカテゴリーとする．すなわち，
音声パターン ~T は，最小の距離を与える標準パターン ~Rに対応するものと判断する．
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に関する分析
学習者の発話特性を直接モデル化するのは非常に複雑であるので，母語話者の音声と比
較することで学習者の発話音声を評価することにした．両言語間の発話タイミングの相
違だけでなく，学習初心者の発話音声によく見られる他の要因も考えられる．以下では，
母語話者による主観評価値との相関を求めることで，母語話者と学習者間の音響特徴量
における注目すべき差異を見つけようとした．
4.1 韻律の差異を計る要因
母語話者が学習者の発話自然性を評価するときに，いくつかの注意を払って聞いてい
ると考えられる．学習初心者に見られる発話特性や英語と日本語の間に見られる言語に
依存する韻律の差異を考慮に入れ，次の要因を考えた．また，実際に学習者と米国人の
音声波形，パワー，基本周波数 4.14.2を観察し，差異を考慮した．
4.1.1 文全体の発話時間
学習初心者はたいてい早く話すことができない．英語を母語にしない学習初心者は母
語話者よりゆっくり発話する傾向がある．この特徴は文全体の継続時間長の差異によっ
て明らかにすることができる．
4.1.2 単語の発話時間
学習初心者は馴染みの薄い単語ほど，母語話者のようにすばやく発話できない．この
特徴は個々の単語の時間長の差異によって明らかにすることができる．
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4.1.3 機能語・内容語の発話時間
英語においては，強勢のある単語は長く発話されるのに対し，機能語等の弱勢の単語は
非常に短く発話される．一方，日本語においては強勢の有無にかかわらず音節 (モーラ)
をほぼ同じ時間長で発話される．学習者が母語である日本語の影響を受けながら英語を
発話すると，本来短く発話されるべきである弱勢の単語が長く発話される．よって，機
能語の時間長及び機能語中の母音・子音は評価に関わっていると考えられる．比較のた
めに内容語においても同様の差異を調べた．機能語・内容語の分類についてはいくつか
の説があるのが，竹林 [17]を参考にし，分類した．分類結果を表 2に示す．
4.1.4 音節
学習初心者ほど英語の音節で発話していないと予測できる．この特徴は音節時間長の
差異によって明らかにすることができる．さらに音節内での母音・子音の時間長の割合
の差異も有効であると予測した．
4.1.5 アクセント
学習初心者ほどパワーではなく基本周波数で単語のアクセントを発話していると予想
し，アクセント部の音素における基本周波数とパワーの差異を計測した．
4.1.6 単語間の時間長，基本周波数，パワー
学習初心者ほど英語を単語ごとに区切る傾向があると予測できる．また，発話の自然
さは単語間における基本周波数及びパワーに現れると予測できる．この傾向を明らかに
するためにポーズ時間長，単語間における基本周波数とパワーの差異を計測した．
4.1.7 PVI (Pairwise Variability Index)
英語は，強勢間の等時性を保つための母音弱化等の弱音節の圧縮現象が見られるが，日
本語には見られない．Grabe et al. (1999)らが提唱したリズムの指標のpairwise variability
index (PVI)は，母音の弱化が起きている発話文において，当該言語の発話リズムが，stress-
timed rhythmとmora-timed rhythmのどちらに近いかを相対的に判定することができる
指標として，その有効性が様々な実験により確かめられている [10][11]．
PV I = 100×
[
m−1∑
k=1
| dk − dk+1
(dk + dk+1)/2
|/(m− 1)
]
m=number of vowels in utterance
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表 4.1: 機能語・内容語の分類
機能語 内容語
冠詞 名詞
人称代名詞 形容詞
関係代名詞 数詞
不定代名詞 指示代名詞
beと助動詞 所有代名詞
前置詞 疑問代名詞
接続詞 動詞
副詞の一部 副詞
間投詞
d=duration of the kth vowel
このPVIを用いれば，当該言語や当該発話が stress-timed rhythmとmora-timed rhythm
のどちらに近いかを相対的に判定することが可能である．PVI値は隣接する母音の時間長
差が大きい時に値は大きくなり，隣接間の差が少ない時に値は小さくなる．つまり，PVI
値が小さいほどモーラ拍リズムの度合が強く，PVI値が大きいほど強勢拍リズムの度合
が強いと言える．本研究では母音の弱化が起きている発話文（reduced set）及び総発話
文において適用し，その有効性を調べた．
PVIは隣接する母音時間長に対しての指標であるが，隣接するシラブル時間長，隣接
する母音・子音のパワー及び基本周波数に対しても適用した．
以上の要因を定量化するために，表 4.2に示す 24個の音響特徴量の分析を行った．
4.2 韻律の差異と主観評価値との相関
学習者の発話リズムの自然性についての母語話者における主観評価値と，学習者－母
語話者間の韻律の差異を比較した．韻律の差異を計算するために，表 4.2にある各パラ
メータのにおいて学習者から母語話者を引く方法を用い，文での平均差異を求めた．計
算式は以下の様になっている．
DIFF =
m∑
i=1
(Ji −Ni)
m
m:発話文における特徴量の個数
Ji:各特徴量における日本人話者の値
Ni:各特徴量における英語母語話者の値
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アクセント部における基本周波数，パワーの分析においては値が 0～100になるように
正規化をしてから計算した．例として単語時間長の差異を図 4.34.4に示す．
主観評価値は 5人の母語話者の平均値を用いた．韻律の差異と主観評価値の相関は表
4.2のようになった．相関値が示すように分析項目について次の事が見られた．
注目すべき関係は音節時間長と主観評価値の負の相関である．同様に文時間長，単語
時間長，機能語時間長も負の相関が見られた．母音時間長は子音時間長よりも負の相関
があり，機能語中と内容語中でも同様の結果が得られた．それは子音より母音の方が発
話時間の自由度が高い事が原因であると考えられる．機能語中の母音の相関は内容語中
の母音よりも相関が高かった．それは機能語の発話時間が強音節間のタイミング制御に
大きく関わっているからであると考えられる．学習初心者ほど機能語中の母音を短く発
話できない．このことは英語と日本語のリズムの差異であり，その特徴は強勢母音と弱
勢母音においても顕著に現れた．強勢母音の相関値は弱勢母音の相関値よりも小さくなっ
た．つまり，弱勢母音において学習初心者ほど母語話者よりも発話時間が長いのに対し
て，強勢母音においては日本人学習者と英語母語話者ではほぼ同じ発話時間であるとい
うことである．PVIに関しては総発話文に対しては主観評価値との相関が-0.172なのに
対して，母音の弱化が起きている文セットに対しては-0.446とその有効性が証明された．
シラブル内での母音の直後の子音の時間長の割合の関係はは-0.348と負の相関が大きく
なった．これは日本語がモーラ，つまり子音＋母音が基本の学習者にとって母音+子音と
いう発話は後に母音を期待してしまうため，子音の時間長が短くならないという結果で
あると考える．隣接する母音間でのパワー及び f0のPVIには相関が見られなかった．こ
れは隣接する母音において基本周波数及びパワーの差異は点数との関係が薄いという事
である．アクセント部及び単語間における基本周波数及びパワーに賢著な相関は見られ
なかった．これは各単語のアクセントは文全体には適用されていない事が原因であると
考えられる．単語間においては長いポーズでも自然である箇所があることから，単純に
各単語間の差異を見ただけでは差異を表す事ができない．
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図 4.1: 学習者の音声波形，パワー，基本周波数
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図 4.2: 米国人の音声波形，パワー，基本周波数
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図 4.4: 学習者の単語時間長
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第 4章 母語話者と学習者間の韻律の差異に関する分析
表 4.2: 音響特徴量の差異と主観評価値との相関
rhythm differences correlation
Native1 Native2 Native3 All
sentence -0.368 -0.404 -0.403 -0.399
word　 -0.439 -0.473 -0.438 -0.473
function word -0.440 -0.381 -0.334 -0.437
content word -0.371 -0.387 -0.356 -0.365
pause -0.236 -0.247 -0.295 -0.287
syllable -0.422 -0.463 -0.417 -0.462
vowel -0.359 -0.387 -0.359 -0.382
consonant -0.269 -0.273 -0.289 -0.303
strong vowel -0.020 -0.044 -0.041 -0.037
weak vowel -0.271 -0.301 -0.312 -0.322
vowel of function word -0.336 -0.345 -0.309 -0.381
consonant of function word -0.163 -0.195 -0.212 -0.200
vowel of content word -0.283 -0.278 -0.259 -0.289
consonant of content word -0.248 -0.218 -0.213 -0.297
vowel pvi -0.169 -0.140 -0.172 -0.172
vowel pvi (reduced set) -0.272 -0.276 -0.248 -0.446
syllable pvi -0.089 -0.061 -0.048 -0.074
vowel and consonant in syllable -0.356 -0.384 -0.374 -0.400
rms of vowel pvi -0.086 -0.078 -0.015 -0.059
f0 of vowel pvi 0.015 -0.004 -0.047 -0.037
rms of word border -0.110 -0.065 -0.087 -0.115
f0 of word border -0.002 0.025 -0.007 0.005
rms of accent -0.076 -0.127 -0.100 -0.112
f0 of accent 0.065 0.048 0.112 0.084
30
第5章 リズム客観評価モデル
5.1 リズム客観評価モデルとは
リズム評価モデルとは，発話英語の音響的特徴量の差異を変数として，リズム客観評価
値を導き出す統計的モデルである．このリズム評価モデルは人間教師による主観評価値
と高い相関を持つ評価値を算出する必要がある．そこでに米語母語話者による主観評価
値と自動評価モデルによる推定値との相関を調べ，自動評価モデルの妥当性を検証する．
図 5.1: リズム客観評価モデル
5.2 リズム自動評価モデルの作成手順
リズム評価モデルは，日本人英語音声の特徴量と，それぞれの音声に対する英語教師
による評価値が高い相関関係になるように組み合わせ，重回帰分析と回帰木の２通りで
モデルを作成していく．
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図 5.2: リズム客観評価モデル作成手順
5.3 重回帰分析
重回帰分析 [19][20]とは，目的変数 y(結果）と，それに影響を与えている幾つかの説明
変数 x1, x2, · · · , xp（原因）から，
Y = a1x1 + a2x2 + · · ·+ apxp + a0 (5.1)
のような 1次式を作り，この式を使って目的変数の予測や制御に役立てようとする手法
である．この 1次式を重回帰式，a1, a2,・・・, apを偏回帰係数という．実際に重回帰式を求
める際は，説明変数にデータを代入した値 (予測値）と実測値の誤差が小さくなるように
偏回帰係数，定数 a0を求める．
実際の計算は，式の扱いやすさを考えて，2乗誤差が最小になるように偏回帰係数など
を求める．式 5.1において，誤差の平方和
Q =
n∑
i=1
(yi − (a1x1i + a2x2i + · · ·+ apxpi + a0))2 (5.2)
をそれぞれ a1, a2, · · · , ap, a0 で偏微分し 0とおき，整理すると以下の連立方程式が導出さ
れ，a1, a2, · · · , ap, a0が求まる．
32
第 5章 リズム客観評価モデル

s11a1 + s12a2 + · · · s1pap = s1y
s12a1 + s22a2 + · · · s2pap = s2y
...
s1pa1 + s2pa2 + · · · sppap = s1y
a0 = y¯ − (a1x¯1 + a2x¯2 + · · ·+ apx¯p)
(5.3)
5.3.1 重回帰分析における説明変数の選択
多重共線性
説明変数間において互いに高い相関がある時，偏回帰係数を求めることができないと
いう現象を引き起こす．これを多重共線性 [20]という．説明変数間で互いに高い相関が
あるということは，どちらも同じことを説明している変数なのでどちらか一方の変数が
あればよい．重回帰式を求めるにあたり，多重共線性がある時にはどちらかの説明変数
を落とす必要がある．
変数選択法
説明変数がいくつかある時，どの変数を使用すれば最良の重回帰式を得ることができ
るかを解決するために，変数選択法 [20]がある．
総あたり法
説明変数がP 個ある時，このP 個の全ての組合せ（2P − 1通り）について回帰式を作
成し，回帰式の検討する方法．この方法では説明変数の個数が増えると作成する回帰式
が膨大になり，実用的ではない．
逐次選択法（ステップワイズ法）
• 変数増加法・・・変数 0から出発し，順次変数を増やしていく方法
• 変数減少法・・・全説明変数使用した回帰式から出発し，順次変数を減少させていく
方法
• 変数増減法・・・変数 0から出発し，順次変数を増やしていくが，一度取り込んだ変
数でもある基準を満たさなくなった時には落としてしまう方法
• 変数減増法・・・全説明変数使用した回帰式から出発し，順次変数を減少させていく
が，一度落とした変数についてもある基準を満たす時には再度採用する方法
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偏回帰係数のF値を使用したステップワイズ法
変数増加法
1. 変数 0から出発する．
2. 目的変数 yと各説明変数 x1, x2, · · · , xpとの単相関係数を求め，この中で最も相関
係数の大きい変数を取り込む．または，単相関係数を求める代わりに，y − x1, y −
x2, · · · , y− xpと 2変数ずつの回帰式を作成し，それぞれの偏回帰係数をみて，その
F値が最も大きく，なおかつF値が 2以上（自由度に関係なく）の変数を取り込む．
なお，全偏回帰係数のF値が 2以下の時には取り込むべき変数はないとする．いま，
x1を採用するとすると Y ＝ b1 · x1＋ b0の式ができる．
3. 次に 2で採用した変数以外の変数を 1つ追加して回帰式を作成する．それぞれの回
帰式について，その偏回帰係数のF値を求め，最大のF値を与えかつ自由度に関係
なくその値が 2以上のものがあれば，2番目の変数として採用する．
以下全変数についてこれを繰り返し実行する．寄与率R2をそれぞれ求めて寄与率が
最も大きいものを採用してもよいが，寄与率は，使用する変数の個数が増えると単
純に増加する傾向があるので，寄与率が余り向上しない時には採用しない方がよい．
4. 変数増加の打ち切りとしては，全ての変数について実行が終了し，もう取り込むべ
き変数がなくなった時，または，最初に決めた打ち切りの決定値（R2）以下になっ
た時がある．
変数減少法
1. 最初全ての説明変数を使用した回帰式を作成し，それぞれの偏回帰係数のF値を求
め，最小の F値でなおかつ 2.0以下のものがあれば，その変数を削除する．
2. 1から 1つ変数を減らした回帰式を作成し，それぞれの偏回帰式の F値を求め，最
小の F値でなおかつ 2.0以下のものがあれば，その変数を削除する．これを繰り返
す．または，寄与率R2を見ていき，その変数を削除しても余り寄与率の減少がみ
られない時には，その変数はなくてもよい変数なので削除する．
3. 変数減少の打ち切りとしては，全ての変数について実行が終了し，もう削除すべき
変数がなくなった時，または，あらかじめ決めた決定値（Ｒ 2）に達した時がある．
変数増減法
変数増加法と似ているが，一度取り込んだ変数についても，その偏回帰係数の F値が
2.0以下になる時には，回帰式から削除する．
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変数減増法
変数減少法に似ているが，一度削除した変数についても，再度取り込んでその偏回帰
係数を調べその値が 2.0以上になる時には再度取り込むようにする．
統計的な発音評価のために，様々な音響的特徴量を組み合わせる方法として重回帰分
析を用いる．
例えば，用いる音響的特徴量を x，zとし，目的の値（母語話者による評価値）を yと
すると次のようにモデル化する．
y = a+ bx+ cz
そして，n個のサンプル値を用いて最小 2乗法により次式を最小とするように係数 a，
b，cを決定する．
D(a, b, c) =
n∑
i=1
{yi − (a+ bxi + czi)}2
5.4 決定木分析
データベースに蓄積された実世界の複雑な事象を相関ルールを用いて表現するには，そ
の限界がある．複雑な相関ルールから，データベース内のデータ分類，モデリングなど
に応用する手法として決定木・回帰木がある．これは，木構造によるルールの組み合わせ
で表現したもので，目的属性がカテゴリ型属性の値を予測するクラス分け問題 (決定木)，
数値型属性の値を予測する回帰問題 (回帰木)に分けられる．
5.4.1 学習
学習を辞書（広辞苑）で調べてみると，「まなびならうこと」「過去の経験の上に立って，
新しい知識や技術を習得すること」とある．もう少し，具体的に考えてみよう．帰納学
習，演繹学習，効率を求める学習，暗記学習，強化学習，洗練学習等があると思う．現
在，思いつくのはこれだけである．具体的に説明すると，
• 帰納学習とは，複数の事例を見て，そこに存在する規則や法則を見つけること
• 演繹学習とは，推論規則があって，ある前提を推論によって導き出した結論がある．
前提が正しければ，その結論も正しい知識と考えること．当然，推論規則も正しく
なければならない．
• 効率を求める学習とは，今まで，推論で行っていた学習によって得られた知識を２
回目からは推論を行わずに，事実として暗記すること．推論が複雑だった場合，時
間の節約になる．
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• 暗記学習とは，字のごとく，そのまま記憶しておくこと．
• 強化学習とは，正しい行動をしたら，報酬を与えられ，間違った行動をしたら，罰
を与える．これを繰り返すことにより，正しい知識を得ること．
• 洗練学習とは，すでに時代遅れになって役に立たなくなった知識，誤りを含む知識，
と複数の正しい事例から，知識を洗練，修正することで新しい正しい知識を得る
こと．
その他にもいくつかあるが，ここでは帰納学習について取り上げる．
5.4.2 機械に学習させる
では，これらの学習を機械に行わせるのは，どうしたらよいか．機械とは，歯車やぜ
んまいなどがあるロボットのような機械ではなくて，コンピュータのことを言う．コン
ピュータで，これらの学習を行う方法を考えてみよう．暗記学習は，ただ，メモリに記憶
させればいい．多くなった時は，検索時間の短縮のため，記憶方法を工夫させることが
必要になる．効率を求める学習は説明に基づく学習がある．
5.4.3 帰納学習
帰納学習について述べる．野球のボール，バスケットのボール，サッカーのボール，卓
球のボールがあったとしよう．この４つには，どのような共通点があるか．「ボール」と
いう文字が含まれている，とか，「丸い，球である」とかが挙げられる．ここでいう，野
球のボール，バスケットのボール，サッカーのボール，卓球のボールを事例と呼ぶこと
にする．共通点，そこに含まれる規則としてあげた，「ボール」という文字が含まれてい
る，とか，「丸い，球である」等は学習で得られた知識と呼ぶことにする．
5.4.4 決定木学習
帰納学習を機械 (コンピュータ)に行わせるにはどうしたらよいか．決定木学習を取り
上げる．決定木学習については，J.R.Quinlan氏の論文を参考にした．まず，必要になる
のは，事例である．事例と事例の属するクラスを決定木学習システムに与えると，決定
木を得る．決定木とは，ある事例がどのクラスに属するかを判断する知識である．クラ
スとは，ある事例が，どういう集合に属するかを表す．たとえば，クラスには「正しい」
と「間違っている」場合を考えよう．「正しい」クラスに属する事例を複数用意する．「間
違っている」クラスに属する事例を複数用意する．これらの 2種類のクラスに属する複数
の事例を決定木学習システムに与えると，決定木という一種の知識を獲得する．この決
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定木を利用して，未知の事例がどのクラスに属するか（正しいか，間違っているか）を
判断する．図 5.3はクラスは 2種類だが，3種類以上も可能である．
図 5.3: 決定木作成方法
5.4.5 事例の表現
はじめに，事例をどのように表現するか，考える．野球のボールや卓球のボールなど
が事例に相当すると述べた．これらには，属性がある．たとえば，色，形，大きさなどで
ある．属性には，それぞれ取ることができる値がある．色ならば，赤，白，黒など，形
ならば，球，直方体，立方体などである．これらを属性値と呼ぶ．事例は，属性値を列
挙した形で持つ．人間の例を挙げる（J.R.Quinlan氏の論文の例）．一つ目の属性は，背
の高さである．この属性がとることができる属性値は「高い」「低い」を持つ．二つ目の
属性は髪の色であり，属性値は「うす黒い」，「赤」，「ブロンド」を持つ．三つ目の属性
は，目の色であり，「青い」，「茶色い」を属性値として持つ．以下にまとめる．
• 「背の高さ」高い，低い
• 「髪の色」うす黒い，赤，ブロンド
• 「目の色」青い，茶色い
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事例である人は，この三つの属性が列挙された状態（ベクトル）で表す．ある人は，（低
い，ブロンド，青い）と表せるし，別の人は，（高い，ブロンド，茶色い）と表せる．ベク
トルの順序には，意味があり，（背の高さ，髪の色，目の色）の順に表現する．
5.4.6 クラス
事例の表現では，人間を例に挙げた．では，クラスはどうなるか．ここの人間の例で
は，Aさんが好きな人と嫌いな人に分ける．（低い，ブロンド，青い）と表現された人は
好きな人，（高い，ブロンド，茶色い）と表現された人は嫌いな人と言うように，各属性
値ベクトルで表現された事例が，どのクラスに属するかを決めておく．この事例と事例
の属するクラスが帰納学習での入力となる．
5.4.7 知識の表現，決定木
では，機械で学習させて，得られた知識はどのように表現するか．一例は，if-thenルー
ルである．もし，髪の色=ブロンド，かつ，目の色=茶色だったら，「好きな人」のクラス
に属するとか，もし，髪の色=うす黒い，ならば，「嫌いな人」のクラスに属すると言うよ
うに if-then(もし～ならば～）という形式で表現する方法がある．ここでは，この if-then
ルールで表現する方法に似ているが，これを圧縮した形で表現する決定木という方法を
とる．
図 5.4: 決定木の例
決定木の例を図 5.4に示した．（低い，ブロンド，青い）と表現された人はどのクラスに
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属するかをどう調べるか．まず，一番上の部分に「髪の色」とある．ここでは，髪の色が
何かを調べる．この場合は，「ブロンド」である．「ブロンドの線をたどると，目の色」と
ある．そこで，目の色を調べる．ここでは，「青い」である．「青い」の線をたどると「好
き」である．ここで，「好き」なクラスに属することがわかる． （高い，ブロンド，茶色
い）という属性を持つ人は，「嫌い」であることを確認できるだろうか．先ほどと同様に，
一番上の髪の色を調べ，ブロンドを辿り，目の色を調べ，茶色いを辿り，嫌いに属する．
このような構造を木と呼ぶ．一番上の髪の色とかかれた部分を根 (root)と呼ぶ．線を上
から辿って，一番下の部分の「好き」「嫌い」とかかれた 4箇所を葉 (leaf)と呼ぶ．植物
の木を逆さにしたような構造である．
この木は 4つの if-thenルールで表現できる．
• もし，髪の色がうす黒いならば嫌い
• もし，髪の色が赤いならば好き
• もし，髪の色がブロンドで，かつ，目の色が青いならば好き
• もし，髪の色がブロンドで，かつ，目の色が茶色いならば嫌い
最初に調べる属性が髪の色であるから，このように if-thenルールを圧縮できる．
5.4.8 決定木を得るには
では，事例から，決定木を得る方法を説明する．まず，最初に木の根に相当する属性
を何にして，分類するか．である．ここでの人の例の属性は，背の高さ，髪の色，目の
色の 3種類がある．このうち，どれを選択するか評価してくれる関数があるとする．そ
の評価関数の評価値によって，もっともうまく分類できる，最も適した属性を調べるこ
とができると仮定しよう．この関数は事例と各事例が属するクラスが与えられ，各属性
の評価値を求める．その関数によって，最初の属性は，「髪の色」がよいとわかったとす
る．そうすると，うす黒い，赤い，ブロンドと 3つに枝分かれする．髪の色がうす黒い事
例とその事例が属するクラスを調べる．すべて，同じクラスに属していれば，そこは葉
になる．この場合は，すべて，嫌いに属していたので，「嫌い」という葉になる．同様に，
髪の色が赤い事例とその事例が属するクラスを調べる．すべて，クラスがすべて「好き」
だったので，「好き」という葉になる．髪の色がブロンドの事例は「好き」に属する場合
と，「嫌い」に属する 2種類が混在していたとする．その場合は，再び，先ほどの評価関
数を利用して，評価関数に髪の色がブロンドに属する事例とクラスを与え，この時点で
はどの属性で分類すればいいかを調べる．そうしたら，「目の色」がここで分類するのが
よいと得られたとする．次は目の色が青い事例とその事例が属するクラスを調べる．こ
こでは，すべて「好き」なので，「好き」という葉になる．同様に，目の色が茶色いを調
べると，すべて，嫌いなのでここでは嫌いという葉になる． 以上を整理すると，
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• 事例がすべて同じクラスに属していたら，そのクラスの葉となる．
• 事例が複数のクラスに属している場合は，分類するための属性を評価関数によって
求め，その属性で分類する．分類した先は，再帰的にこの処理を呼び出す．
5.5 リズム客観評価モデルの精度検証
表 4.2の音響特徴量を用いて，日本人英語発話の韻律の自然性を評価する統計モデルを
作成した．464文の音声データを 348文の分析データと 116文のテストデータに分け，線
形重回帰及び回帰木（決定木）によって予測評価値を算出した．線形重回帰モデル作成
には各特徴量間の偏相関に基づき，出来るだけ独立な要因となるようにステップワイズ
法により選出し，重相関係数が最も高くなる組み合わせとなる特徴量を用いた．それは
表 4.2の下線で示した音響特徴量である．回帰木モデル作成にはその特性から特徴量の独
立性は無視される．両モデルは 3名の母語話者それぞれにおいて作成したものと 3名の
母語話者との差異の平均を用いて作成したものがある．
図 5.5に例としてテストデータ#1における主観評価値と線形重回帰モデルよって推定
した客観評価値の分布を示す．全体では表 5.1に各分析データ・テストデータにおいてモ
デルによる推定値と母語話者による評価値との相関を示す．表 5.2に各分析データ・テス
トデータにおける二乗平均誤差RMSE(Root Mean Square Error)及び主観評価値の標準
偏差を示す．表 5.3に各分析データ・テストデータにおいて回帰木モデルによる推定値と
母語話者による評価値との相関を示す．表 5.4に各分析データ・テストデータにおける二
乗平均誤差RMSE(Root Mean Square Error)及び主観評価値の標準偏差を示す．
本研究では 3名の英語母語話者と比較したが，3名の間には多少の差はあるにしても致
命的な差は見られなかった．これは母語話者による偏りがなく，ほとんどの母語話者に
通じるという事を示すと考える．3名の母語話者の音響特徴量を平均して作成したモデル
において両モデルともテストデータにおいて分析データとさほど変わらない相関値を示
した．また，RMSEにおいても同様にテストデータと分析データとの間に大差はなかっ
た．さらに，両モデルとも主観評価値の標準偏差 0.530よりも小さくばらつきの少ないモ
デルとなった．しかし，回帰木モデルについてはデータ依存が高く，式を一様に決めら
れない，決めてしまうと相関値が極端に下がるという欠点があることからシステムに用
いる際には有効ではない．よって線形重回帰モデルが客観評価モデルとして有効であり，
システムに適用できると考える．
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図 5.5: 例：テストデータ#1における主観評価値と重回帰モデルが推定した評価値の分布
表 5.1: 線形重回帰モデルによる推定値と母語話者による評価値との相関
data ID Native1 Native2 Native3 All
analysis#1 test#1 0.547 0.480 0.557 0.506 0.536 0.475 0.545 0.517
analysis#2 test#2 0.531 0.397 0.578 0.409 0.553 0.414 0.567 0.406
analysis#3 test#3 0.524 0.376 0.561 0.514 0.539 0.453 0.553 0.449
analysis#4 test#4 0.509 0.511 0.544 0.542 0.535 0.499 0.531 0.552
average 0.528 0.441 0.560 0.493 0.541 0.460 0.549 0.481
表 5.2: 線形重回帰モデルによる推定値の二乗平均誤差RMSE及び主観評価値の標準偏差
data ID Native1 Native2 Native3 All SD
analysis#1 test#1 0.429 0.429 0.455 0.427 0.465 0.435 0.461 0.423 0.542 0.492
analysis#2 test#2 0.445 0.493 0.436 0.491 0.448 0.494 0.441 0.491 0.528 0.535
analysis#3 test#3 0.444 0.536 0.431 0.496 0.440 0.515 0.433 0.517 0.514 0.576
analysis#4 test#4 0.467 0.446 0.452 0.436 0.461 0.455 0.457 0.433 0.534 0.516
average 0.446 0.476 0.444 0.463 0.454 0.475 0.448 0.466 0.530 0.530
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表 5.3: 回帰木モデルによる推定値と母語話者による評価値との相関
data ID Native1 Native2 Native3 All
analysis#1 test#1 0.523 0.346 0.580 0.400 0.539 0.368 0.667 0.398
analysis#2 test#2 0.529 0.370 0.555 0.369 0.529 0.308 0.579 0.459
analysis#3 test#3 0.529 0.346 0.580 0.445 0.528 0.457 0.636 0.418
analysis#4 test#4 0.657 0.466 0.579 0.507 0.645 0.415 0.544 0.407
average 0.560 0.382 0.574 0.430 0.560 0.387 0.607 0.421
表 5.4: 回帰木モデルによる推定値の二乗平均誤差RMSE及び主観評価値の標準偏差
data ID Native1 Native2 Native3 All SD
analysis#1 test#1 0.463 0.453 0.432 0.442 0.457 0.459 0.405 0.453 0.542 0.492
analysis#2 test#2 0.449 0.497 0.440 0.492 0.448 0.502 0.431 0.480 0.528 0.535
analysis#3 test#3 0.437 0.539 0.419 0.515 0.432 0.459 0.402 0.524 0.514 0.576
analysis#4 test#4 0.405 0.442 0.436 0.445 0.409 0.462 0.460 0.468 0.534 0.516
average 0.439 0.483 0.432 0.597 0.437 0.471 0.425 0.481 0.530 0.530
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前章により作成された線形重回帰による評価モデルを用いて，学習者が英語の韻律を
学ぶ事ができるシステムを構築する．本学習システムは，音声情報処理技術を活用して，
学習者の発音の問題点を自動的に抽出し，それに従ってどのような発音を矯正するかを
具体的に学習者に示す，インテリジェントでかつインタラクティブなシステムである．な
お，ここでは個々の音の発音ではなく，アクセント・イントネーション・リズムといった
韻律を学習対象として構築する．これら各韻律ごとに学習できるシステムは前例がなく，
本システムの大きな特徴である．本章ではシステムの概要及び機能別にそれぞれ特徴を
述べる．
6.1 システム利用概要
本システムでは，学習者は以下のように学習を進めていく．
(1)韻律規則の選択
韻律規則によってカテゴリーされている中から学習したいカテゴリーを選択．
(2)韻律規則の説明
カテゴリーの韻律的特徴を学習者に提示して，理解してもらう．例えば，句の区切れ
の位置が似ている文はリズムがほぼ同じ傾向になるので，その傾向の説明や，疑問文は
イントネーションが上昇調になるなど．
(3)学習英文の提示
学習者が選択したカテゴリーから，英文を提示する．学習者は自由にネイティブスピー
カーの音声を聞いたり，韻律情報を見ることができる．
(4)学習者の発音
計算機に付属のマイクを接続し，学習者が発音する．自分自身の発音を聞くことによ
り，自分の発話を客観的に捉えることができる．
(5)発音評価を提示
リズム評価モデルによる客観評価値，イントネーションやリズムを視覚化したグラフ
を表示する．また，矯正すべき点を学習者に提示する．
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6.2 システム構成
本システムは教材データベース，学習者情報データベース，履歴管理部，韻律評価部
から構成されている．教材データベースは英語母語話者音声データ，ラベルファイル，パ
ワーファイル，基本周波数ファイル及び本研究に用いた発話文 100文を所持している．学
習者情報データベースはログイン名とパスワード及び学習者の点数を所持している．履
歴管理部は学習者の点数の履歴の参照・保存の機能を担っている．韻律評価部は本研究
が提案した線形重回帰式を用いて学習者の発話を評価する．図 6.1にシステムの概要図を
示す．
図 6.1: システム概要
6.3 履歴管理部
学習者の苦手な分野を何度も繰り返し練習するなど効率よく学習するためには，学習
履歴を収集し管理する必要がある．本システムではリズム客観評価値を履歴として収集
し，学習英文を選択するときに表示することにした．
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図 6.2: 発話文選択
6.4 韻律評価部
韻律評価部は，音声情報処理技術を活用して学習者の発音の問題点を自動的に抽出し，
正しく発音できているか評価する．また，それに従ってどのような発音を矯正するかを
具体的に学習者に示す．韻律評価部には，「韻律の視覚化」「韻律規則評価」「リズム客観
評価」の３つの評価法と，「自動ラベリング」から構成されている．
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図 6.3: 韻律評価部の構成
6.4.1 DPマッチングによる自動ラベリング
ネイティブスピーカーの音声と，学習者の音声をＤＰマッチングし自動ラベリングす
ると誤差が非常に大きくなる．これは，日本人話者による母音の挿入誤り，韻律の違い，
ポーズ長の挿入誤りなどが原因として考えられる．この問題を解決するために本学習シ
ステムでは，予め全ての練習文を日本人１５名に発音してもらい，音声をデータベース
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に格納し，学習者の発話とそれぞれＤＰマッチングをして距離を求め，最小となる日本
人音声とＤＰマッチングをすることによって問題を解決した．ＤＰの距離が最小となる
日本人音声が，学習者の音声と一番類似しているため，その音声とＤＰマッチングをお
こなうことで，誤差が少なくなる．
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図 6.4: DPマッチングによる自動ラベリング
6.5 韻律の視覚化
普段見ることができない韻律を視覚化することにより，ネイティブスピーカーとの韻
律の違いをわかりやすく確認することができる．本システムでは，「イントネーションの
視覚化」「リズムの視覚化」を構築した．
6.5.1 イントネーションの視覚化
ネイティブ，学習者の発話について，ピッチパターンを表示し，イントネーションの違
いを確認することができる．単純にピッチパターンを表示しただけでは，音声学を学ん
だことがない学習者にとって，非常にわかりにくいものとなってしまう．そこで，本シス
テムでは，誰でもイントネーションのグラフだとわかるように最適化をして学習者に表
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図 6.5: DPマッチングによる自動ラベリングの例
示する．さらに，単語自動ラベリングによりネイティブの音声と入力音声の単語の対応
付けをすることで，文全体のピッチパターンだけでなく，単語単位のピッチパターンも
わかるようにした．なお，ピッチ抽出には自己相関関数を用いた．図 6.6に「イントネー
ションの視覚化」の実行例を示す．上段 3つの青い波形がネイティブスピーカーの音声
で，最下段の青い波形が学習者の音声であり”Jim studies English everyday doesn’t he ?”
と発話している．それぞれ赤いグラフはイントネーションのグラフとなっており，文全
体のイントネーションが見ることができる．また，両音声とも単語自動ラベリングがさ
れているので，単語別のイントネーションも見ることができる．例えば，”he”では，ネ
イティブスピーカーでは上昇調であるのに，学習者では平坦に発音しているがわかる．
6.5.2 自己相関関数による基本周波数の抽出
「波形が周期的である」ということは，繰り返される増減のパターンが存在すること
である．その波形とまったく同じ複製された波形との相関，つまり自己相関を計算した
ら，もちろん，これらは完璧に相関があることになる．しかし，ある信号とわずかばかり
遅れた信号の複製との相関を計算したら，どうなるであろうか．それは，”ラグ（lag）”
として知られる時間遅れが１ピッチ周期に近づいたとき，相関はもっとも高くなるであ
ろう．もし可能性のあるピッチ周期の範囲内のラグに対する相関を計算したら，実際の
ピッチ周期とその整数倍において相関がピークを持つのを確認できるであろう．それは，
自己相関関数を用いたピッチ分析の基本的な考え方である．有声部に対しては数ミリ秒
の間にフォルマント構造が急激に変化することはないので，音声波形において連続する
周期は互いに似ている．このため，このような自己相関関数を用いた方法はうまくいく
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図 6.6: イントネーションの表示実行例
のである．一方，[f]や [s]のような無声音においては，非周期的な雑音源によって音質が
急激に変化するため，短期間における自己相関は通常，規則的なピークをもたらさない．
もちろん，たとえ有声部であっても，いくらか音質とピッチが周期ごとに変化するとい
うように”準”周期であるが，比較的遅い変化は周期にわたって相似性が残存しているた
めに自己相関分析に影響を与えない．
6.5.3 自己相関関数
時間とともに変化する信号 x(t)と，時間 τ（ラグ）だけずらした x(t + τ)とが，どれ
くらい相関性があるかを表すのR(τ)自己相関関数 である．これは，信号 x(t)において，
τ 時間離れた２点の積の平均値であり，
R(τ) = lim
τ→∞
1
T
∫ T
0
x(t) · x(t+ τ)dt (6.1)
と定義される．
x(t)と x(t+τ)との自己相関関数は，τ=0（同じ場所での相関）の最大値となる．
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1. 離散的データの自己相関関数
離散的データの自己相関関数は，上の式を積和の形に直した，N個の有限サンプル
値 x(j):j=1,2,· · ·,Nについて次のように表すことができる．
R(i) =
1
N − i
N−1∑
j=1
{x(j) · x(j + i)} (i = 0, 1, 2, · · · , N − 1) (6.2)
この方法では iが大きくなるにしたがって，積和をとる区間幅が小さくなるため，ば
らつきが大きくなる．このため，遅れ範囲Nの 2倍のサンプル数 (2N個)として自
己相関関数をとることが多い．
R(i) =
1
N
N∑
j=1
{x(j) · x(j + i)} (i = 0, 1, 2, · · · , N) (6.3)
この結果は遅れ時間 iの全範囲で同程度のばらつきとなる．
2. 自己相関関数による信号成分の抽出
自己相関関数は，その性質からノイズに埋もれた周期信号成分の抽出に適している．
もし直流成分を含むノイズが信号に乗っている場合は，N個のサンプル値の直流成
分を除いた形で計算する．
直流成分は
x¯ =
1
N
N∑
j−1
x(j) (6.4)
と求める．この直流成分を 6.3式から差し引いた，
R(i) =
1
N − i
N−i∑
j=1
[{x(j)− x¯} · {x(j + i)− x¯}] (i = 0, 1, 2, · · · , N − 1) (6.5)
で自己相関関数を求める．この関数をとくに自己共分散関数とよぶ．
例えば，測定波形
x(t) = s(t) + n(t) (6.6)
と表される．もし，信号成分とノイズ成分が相互に独立しているとすると，自己相
関関数は，
R(i) = Rs(i) +Rn(i) (6.7)
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となり，両者の特徴に大きな差があれば，
R(i) = Rs(i) (6.8)
と信号成分が抽出できる．
3. 自己相関係数
N個のデータ x(1),x(2),· · ·, x(N)の自己相関関数を 6.2式にしたがって求めると，
r(i) =
1
R0
· 1
N − i
N−1∑
j=1
{x(j) · x(j + i)} (i = 0, 1, 2, · · · , N − 1) (6.9)
R0 =
N∑
j=1
x(j)2 (6.10)
となる．自己相関関数をR0で割り，正規化した r(i)を自己相関係数と呼ぶ．
また，自己相関係数は遅れ範囲 の 2倍サンプル（2N個）とすることで，
r(i) =
1
R0
· 1
N
N∑
j=1
{x(j) · x(j + i)} (i = 0, 1, 2, · · · , N) (6.11)
とすることができる．
6.6 発話時間の視覚化
ネイティブスピーカー，学習者の発話について，単語発話時間長を表示し，その差を確
認することができる．文の発話時間長における，それぞれ単語発話時間長の割合を表示
させることにより，話者間の話速の違いに対応することができる．また，句の切れ目とな
るポーズ長も表示する．図 6.7に「発話時間の視覚化」の実行例を示す．上段がネイティ
ブスピーカーで下段が学習者である．この例では”Jim studies English everyday doesn’t
he ?”を発話したときの，それぞれの単語の発話時間割合であり，学習者は everydayが短
く，heがネイティブよりも長く発話してしまっている事が分かる．
6.7 アクセント評価
アクセント評価では，学習者が発声した音声のアクセントを検出し，ネイティブと比
較して矯正すべき点を学習者にフィードバックする．
予めネイティブが発声した音声の単語全てには，第一強勢，第二強勢，弱勢に分割され
データベースに格納されている．学習者が，発声した音声を単語自動ラベリングした後
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図 6.7: 発話時間の視覚化の実行例
パワーを検出し，それぞれの単語にパワーの順番をつけ，上位から第一強勢，第二強勢，
弱勢の３段階に振り分ける．各段階に振り分けられる単語数はネイティブスピーカーの
単語数と同じにする．
学習者の単語別にアクセントの順位が振り分けられているので，ネイティブスピーカー
との強勢を比較することによって，アクセントの評価を学習者にフィードバックする．表
6.1に，アドバイスの対応表を示す．
表 6.1: アクセントのアドバイス対応表
ネイティブスピーカー 学習者 アドバイス
第一強勢 第二強勢，弱勢 強く
第二強勢 第一強勢 もう少し弱く
第二強勢 弱勢 もう少し強く
弱勢 第一強勢，第二強勢 弱く
図 6.8にアクセント評価の手順を示す．
図 6.9にアクセント評価の実行例を示す．
ネイティブスピーカー，学習者とも “Jim studies English everyday doesn’t he ?”を発話
したときのアクセント評価である．それぞれ太字で表示されている単語は第一強勢となっ
ている．ネイティブスピーカーは“everyday”が第一強勢なのに対して，学習者は“English”
を第一強勢として発音している．それに伴い，「アドバイス」欄でアクセントの矯正をフィー
ドバックする．
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図 6.8: アクセント評価の手順
図 6.9: アクセント評価の実行例
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6.8 韻律客観評価
前章で作成した線形重回帰モデルにより，学習者の韻律客観評価値を算出する．DPマッ
チングにより学習者の音声には単語，音節，音素単位でラベルが付加されるので，そこ
からモデルに用いた特徴量の値を算出し，線形重回帰式に代入する．モデルは 1～5点ま
でを算出するので 20倍にする事で 100点満点で表示する．その際モデルをネイティブ 3
名に適用し，最高点を算出したネイティブ及び点数を提示する．それによって，学習者
にとって最も近づきやすいネイティブの音声を選出した事になる．その後はそのネイティ
ブのイントネーション，発話時間，アクセント評価を見て学習していく．選出されるネ
イティブは発話文ごとに異なる事がある．これはその発話文においてもっとも近づきや
すい音声を選出しているので，同じネイティブが選出されなくても学習者にとっては問
題ない．むしろ，毎回同じネイティブ音声で学習するのは学習者にとって有益ではない
と考える．
図 6.10: 客観評価値算出例
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客観的手法で日本人の英語文発話を自動評価することを目的として，母語話者の発話
音声との音響特徴の差異と母語話者による主観評価との相関を分析した．母国語話者に
よる 5段階の主観評価値と日本人によって発話された英語文音声を用いた統計的分析を
通して，主観評価値と相関のある音響特徴量を求めた．音響特徴量には学習初心者に見
られる特性と英語と日本語の韻律制御の差異から現れるであろう特徴を考慮した．また
特徴量には音素までの詳細な単位を用いた．これらの分析に基づき，文全体，単語全体，
音節での時間長に高い相関が見られた．単語は機能語と内容語に分けられ，機能語の方
が相関が高かった．機能語中では子音よりも母音の方が相関が高かった．また，文全体
においても子音よりも母音の方が相関が高かった．これは母音の方が発話時間の自由度
が高いことが理由であると分かった．機能語中の母音は比較的弱勢母音が多く，文全体
の弱勢母音と強勢母音を見ると，明らかに弱勢母音の方が相関が高かった．これは強勢
母音においては学習者は英語母語話者と同程度の時間で発話しているのに対して，弱勢
母音は学習初心者ほど速く発話できていない．このことが一般的日本人の英語が下手と
言われる理由で，弱勢母音の発話時間が評価のキーになっていると分かった．また，先
行研究に用いられた PVIの有効性を示し，その改良版においても有効性を示した．
次に分析に用いた特徴量を用いて，線形重回帰分析によりリズム評価の自動推定モデ
ルを作成した．パラメータ間の独立性を考慮し，ステップワイズ法により，パラメータの
選定を行った．自動評価モデルに用いたパラメータは，機能語，ポーズ，音節，弱勢母音，
機能語中母音，母音PVI，母音→子音比，音節PVIの 8つである．4 fold cross-validation
で作成した自動評価モデルの精度を検証した．モデルにより推定された評価値と母語話
者による評価値との間の相関値は 0.48，二乗平均誤差RMSEは 0.46となった．これらの
値は，クローズドデータを用いたときの相関値 0.52，RMSE0.46とほぼ同値となり，作
成した自動評価モデルがデータに依存なく有効であることが分かった．
最後に提案したモデルを用いて，英語の韻律を学習できるシステムを構築した．イン
トネーションの視覚化，発話時間表示，アクセント評価，客観評価値を提示するシステ
ムとした．これら各韻律ごとに学習できる本システムは前例がなく，英語学習教材に大
いに貢献できると考える．また，学習者に適したネイティブ音声を選出する事で学習者
は効率よく学習が行えると考える．
今後の課題として，客観評価モデルに基本周波数及びパワーの音響特徴量を増やす事
や，学習者へのフィードバックの方法が挙げられる．
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付 録A 音声データベース文リスト
001 I‘m fairly punctual.
002 I‘m glad that I could finally meet you.
003 Half the class has had it.
004 There‘s nobody here by that name.
005 There is a restaurant.
006 There is a restaurant on the top floor.
007 There is a restaurant on the top floor and food court on the basement level.
008 I‘d like 3 tickets for the game on May 26th at Yankee Stadium.
009 Did you pack your luggage by yourself?
010 Actually, could you make it two?
011 Who do I make it out to?
012 Would you mind explaining it to me once again?
013 Is there anyone who can pass this data to Robert within 10 minutes?
014 He is a good player, isn‘t he?
015 You can‘t sing this song, can you?
016 Jack can‘t understand that.
017 Looks like he likes you.
018 The tuition is due on the 1st of every month.
019 How many people in your party?
020 Is there anything else we can do for you today?
021 This is it.
022 Let me handle it.
023 Miss Mills thinks it‘s big.
024 Take your time with your lunch.
025 I have such bad headaches lately.
026 That comes with soup and salad.
027 That comes with soup, salad and rice or bread.
028 There‘re 80, 60, 40 and 25 dollar seats.
029 It was a little bit too loud for me.
030 I‘d like to make an appointment with Dr. Clifton for Friday afternoon.
031 I don‘t mean to make him feel bad but I think he is rude.
032 Has Dad had a nap?
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033 Your husband often goes abroad, right?
034 Do me a favor, will you please?
035 What time do you expect to check in?
036 What kind of price range do you have in mind?
037 Would it be possible to talk to you for an hour or so next week?
038 This tool isn‘t useful for many people, is it?
039 Jim studies English everyday, doesn‘t he?
040 Open the window, will you?
041 I‘m OK for now.
042 I wish I were taller.
043 I‘m looking forward to it.
044 The women met last Saturday.
045 That man ran after his hat.
046 I wish I could, but I‘m afraid I can‘t.
047 We‘re very sorry, but there are not any rooms available for that date.
048 Are these seats taken?
049 Will that be cash or credit?
050 How about going out for dinner this weekend?
051 What do you like to do in your free time?
052 Is it possible for me to come to your office to explain our new products?
053 The sunshine is dazzling.
054 Let‘s ask Dad‘s friends.
055 We‘ve all missed you.
056 The endurance run was really tiring.
057 I can never set it correctly.
058 This is not what I ordered.
059 Let me know if you need any help.
060 I really don‘t think you should always be late.
061 Is it possible to switch our meeting to sometime in the afternoon.
062 I‘ll let you know as soon as I find out.
063 Round trip or one way?
064 OK, what can I do for you?
065 Do you have other colors in this design?
066 Is the shipping address the same as the billing address?
067 Can you make some time for further discussion on the price structure?
068 Since we only have a few things to talk about, why don‘t we meet over lunch?
069 You called her yesterday, didn‘t you?
070 Let‘s go shopping, shall we?
071 It‘s got an astringent taste.
072 I don‘t feel like working today.
073 I don‘” want you to say that.
074 I only have 30 minutes available after the meeting on Wednesday at 11:30.
075 Isn‘t that a contradiction?
076 Would you care for something to drink?
077 Which restaurant do you want to go to?
078 Would you like me to invite your friend for dinner this weekend?
079 Will you be able to come to our office in the near future?
080 It comes to $233.48.
081 Let‘s give it a try.
082 They‘re up to 50% off.
083 The wild beech tree has been designated a world heritage.
084 I‘d like some information about your service.
085 The gardening tools are in Aisle 12C.
086 Maybe I look younger than I really am.
087 I‘m on my way to your hotel.
088 I‘m on my way to your hotel, but there was an accident.
089 I‘m on my way to your hotel, but there was an accident,
and I‘m stuck in the train now.
090 Why don‘t we meet?
091 Why don‘t we meet at the coffee shop?
092 Why don‘t we meet at the coffee shop in the station building at Shinagawa?
093 Why don‘t we meet at the coffee shop in the station building at Shinagawa
around 12:30?
094 I‘m beautiful, aren‘t I?
095 We‘ll knock off 2,000 yen.
096 Get back exactly at midnight Miss Smith.
097 Take the elevator or escalator to the third floor.
098 Is it his?
099 Would you prefer smoking or non-smoking?
100 How long does it take to commute?
付 録B 発話者へのアンケート
• 　性別 １．男・２．女　　　　　
• 　年齢 ____歳
• 　英会話学習年数 ____年
（中学，高校の授業は除く．英会話学校や自宅でのリスニング，スピーキング学習
があれば具体的に）
• 　一週あたりの英語学習時間数　____時間
• 　留学・海外滞在経験
滞在地：______________________________________
期間：　　　　____年____月　～ ____年____月
• 　得意分野
（１．Speaking　２．Writing　３．Reading　４．Vocabulary） ____
• 　苦手分野
（１．Speaking　２．Writing　３．Reading　４．Vocabulary） ____
• 　主に学習している分野
（１．Speaking　２．Writing　３．Reading　４．Vocabulary） ____
• 　資格について
TOEIC ____点
TOEFL ____版 ____点
CBT(Computer Based TOEFL)版 / PBT(Paper Based TOEFL)版のとちらかを
明記してください
英検 ____級
• 　収録について
未知の単語
___________________________________________
読みにくかった単語/箇所
___________________________________________
発話文全体について
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１． 非常に簡単だった
２． やや簡単だった
３． 普通
４． やや難しかった
５． 非常に難しかった
　　　　　　　　　　　　　　　　
• 　CALLシステム（コンピュータを用いた英語学習）について
CALLシステムの利用はありますか　１．はい　　２．いいえ
「１」と答えた方は以下の質問に回答してください
１． 現在も利用している ２． 以前に利用していた
－期間，費用，学習方法について
　　　　____年____月 ～ ____年____月
　　　　________円
______________________________________________
______________________________________________
－他に利用したいCALLシステム，CALLシステムに望むもの
______________________________________________
______________________________________________
「２」と答えた方は以下の質問に回答してください
１． CALLシステムを利用したいと思う
どのようなものを利用したいですか？
______________________________________________
______________________________________________
２． CALLシステムを利用したいと思わない
それはなぜですか？
______________________________________________
______________________________________________
• 　CALLシステムを用いてスピーキング学習が出来れば利用したいと思いますか？
１．はい　　２．いいえ
理由
______________________________________________
あれば良いと思う機能等
______________________________________________
　　　　
• 　その他・意見，感想があればご記入ください．
______________________________________________
______________________________________________
______________________________________________
ご回答ありがとうございました．
これらの意見は今後の研究に活用させていただきます．
付 録C 評価者へのアンケート
• 性別　　
• 年齢　____歳
• 出生地　____　　　　　
• 教師暦 ____年
• 日本滞在年数 ____年
• 日本語習得度 ____
１．ほぼ分からない
２．日常会話で最低限のコミュニケーションができる
３．日常会話で困ることはない
４．どんな状況でも日本人と十分にコミュニケーションができる
• 日ごろ英語を教えていて、日本人が苦手だと感じる項目があれば記述してください
________________________________________________________
________________________________________________________
________________________________________________________
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