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Abstract: We study F -functions in the context of field theories on S3 using gauge-
gravity duality, with the radius of S3 playing the role of RG scale. We show that the
on-shell action, evaluated over a set of holographic RG flow solutions, can be used to
define good F -functions, which decrease monotonically along the RG flow from the UV
to the IR for a wide range of examples. If the operator perturbing the UV CFT has
dimension ∆ > 3/2 these F -functions correspond to an appropriately renormalized free
energy. If instead the perturbing operator has dimension ∆ < 3/2 it is the quantum
effective potential, i.e. the Legendre transform of the free energy, which gives rise to good
F -functions. We check that these observations hold beyond holography for the case of a
free fermion on S3 (∆ = 2) and the free boson on S3 (∆ = 1), resolving a long-standing
problem regarding the non-monotonicity of the free energy for the free massive scalar. We
also show that for a particular choice of entangling surface, we can define good F -functions
from an entanglement entropy, which coincide with certain F -functions obtained from the
on-shell action.
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1 Introduction and summary
A fundamental property of Quantum Field Theory is that the number of degrees of freedom
decreases under renormalization group (RG) flow. The quantitative description of this
phenomenon is the subject of the so called ‘c-theorems’. The first component of any c-
theorem is to identify a c-quantity that measures the number of degrees of freedom of the
QFTs at the UV and IR fixed points of the RG flow. The second ingredient is a c-function
with the property that it interpolates monotonically between the UV and IR values of the
c-quantity along the flow.
For field theories in an even number of space-time dimensions suitable c-quantities can
be identified with coefficients of the Weyl anomaly. In d = 2 Zamolodchikov proposed a
suitable c-function, which at the fixed points reduces to the Weyl anomaly coefficient c [1].
In d = 4 it is the anomaly coefficient a which plays the role of the c-quantity [2]. A proof
of monotonicity under RG flow was presented in [3], therefore establishing the a-theorem
in d = 4. In odd space-time dimensions the Weyl anomaly is absent, and hence a different
approach to the c-theorem is required.
Progress in this direction was made by relating the c-theorem to entropic considera-
tions. In [4] it was shown that the c-theorem in d = 2 can be derived from strong subad-
ditivity of an entanglement entropy. In [5, 6] it was observed that the c-quantity in any
dimension (even and odd) can be defined as the universal contribution to an entanglement
entropy across a suitably chosen surface.1
1For a recent review of entanglement entropy in holography and its application to RG flows and c-
theorems see [7].
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The case of the c-theorem d = 3, also referred to as the F -theorem, received particular
attention. It was suggested in [8–10] that the role of the c-quantity can be played by (the
finite part of) the free energy of the theory on the 3-sphere, F = − ln |ZS3 |. For CFTs the
free energy on S3 coincides with the entanglement entropy across a spherical surface [11],
hence providing a link to the entropic formulation of [5, 6]. The free energy on S3 was also
proposed as a possible c-function (henceforth F -function) in d = 3, with the radius of the
sphere as the parameter along the RG flow [8–10]. A generalisation of the sphere partition
function beyond d = 3 was suggested as a definition for a c-function in general d [12] (see
also [13]). Evidence for the F -theorem in both supersymmetric and non-supersymmetric
theories can be found in [8–10, 14–16].
However, there exist problems with the identification of the free energy with the F -
function. In [10] one curious observation was that for the simple case of a free massive
scalar on S3 the free energy failed to interpolate monotonically between UV and IR. Only by
performing an ad-hoc subtraction of a suitably chosen function could it be made monotonic,
suggesting that the free energy on S3 fails to be a universally valid F -function.
A more successful definition of the F -function employs an appropriately defined en-
tanglement entropy. In [17] Liu and Mezei constructed a quantity termed ‘Renormalized
Entanglement Entropy’ (REE), whose functional dependence on the size of the entangling
surface is interpreted as describing the RG flow of the entanglement entropy with distance
scale. At the fixed points of a flow the REE reduces to the central charge of the corre-
sponding CFT. For Poincare´-invariant field theories in d = 3 space-time dimensions the
REE was proven to decrease monotonically from UV to IR in [18], suggesting that the REE
can play the role of the F -function in d = 3. A different approach for isolating the finite
contribution to the entanglement entropy based on mutual information was proposed in
[19].
The study of c-theorems and in particular the F -theorem remains an active field with
many directions for further study. For example, the question of stationarity of the F -
function at fixed points is currently unresolved with evidence against stationarity found in
[20]. For a recent work on the construction of c-functions in defect CFTs see [21].
In this work we will address open questions regarding the F -theorem, both in its
formulation in terms of the free energy on S3, and in its entropic formulation. Although
the (UV-finite part of the) free energy on a sphere and the REE coincide at fixed points, the
formulation of the F -theorem in terms of the free energy on S3 [8–10] seems problematic.
As stated above, the free energy on S3 fails to be monotonic even for the case of a free
massive scalar [10], thus calling into question its identification as a universally valid F -
function. The same conclusion was reached in the context of holographic RG flows in
[22].
Another open question concerns the entropic formulation. In this case an F -function
can be defined as the REE across a spherical surface [17]. While this was proven to be
monotonic under RG flow for Poincare´ invariant theories, the status of the REE as an F -
function beyond Poincare´-invariant theories is unclear. For example, in [23] the behaviour
of the REE under renormalization group flow was examined for the theory of a conformally
coupled scalar on dS3. In this case the REE fails to exhibit monotonicity and it is hence
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not a good F -function on dS3.
Finally, it is not clear if and how the two formulations of the F -theorem are related. In
particular, while the two definitions in terms of the entanglement entropy and free energy
coincide in the UV and IR [11], it is not known to what extent this relation should persist
along the RG flow. While the F -theorem in three dimensions is by now well established
in terms of the entanglement entropy, an alternative formulation directly in terms of the
sphere partition function may still be desirable as this quantity may be easier to compute in
practice for non-conformal field theories and it may evade some of the difficulties outlined
in [19] in the computation of the entanglement entropy in the presence of a regulator.
Motivated by the discussion above, in this work we address the following questions:
1. Can a true F -function be constructed from the free energy on S3?
2. How can a good F -function be constructed from an entanglement entropy for theories
on dS3?
3. How are the formulations of the F -function in terms of the free energy on S3 and in
terms of an entanglement entropy related? In particular, under what circumstances
do they coincide along the whole flow rather than only at the UV and IR end points?
Here we will use holography to address these questions. In particular, we will propose
candidate F -functions constructed from the free energy. We will test their monotonicity
both in simple holographic examples and in free theories. Also, we will elucidate how these
F -functions are related to entanglement entropy on de Sitter space. Throughout this work
we will make use of recent advances in the understanding of holographic RG flows for field
theories on curved manifolds [24].
The rest of this introduction summarises in a self-contained manner our setup, our
results and concluding remarks.
1.1 Setup and summary of results
Our objects of study are QFTs on Sd which can be defined as CFTs perturbed in the UV
by a relevant scalar operator O of dimension ∆. In the end, we will be mainly interested
in d = 3, but we will work in general d whenever possible. The corresponding action for
such theories is schematically given by
SQFT = SCFT + j
∫
ddx
√
γ(0)O , (1.1)
where j is a (constant) source for the operator O and γ(0)µν is the metric on Sd. To be
specific, we denote the scalar curvature of Sd by R.
In this work we will study the response of theories of this kind to a change in R, which
we will interpret as a response to the change of RG scale. We will refer to this as curvature-
RG flow. Following the curvature-RG flow from UV to IR corresponds to varying R from
R→∞ (UV) to R→ 0 (IR).
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Holographic setup. We will use holography to study such theories. In this context the
relevant physical system is (d + 1)-dimensional Einstein-dilaton gravity with a potential.
The action (for Lorentzian signature) is given by
S = Md−1
∫
dd+1x
√
|g|
(
R(g) − 1
2
∂aϕ∂
aϕ− V (ϕ)
)
+ SGHY . (1.2)
Most of the time, we will be interested in the corresponding Euclidean theory, whose action
is SE = −S. We consider solutions with the following ansatz for ϕ and the metric gab:
ϕ = ϕ(u) , ds2 = gabdx
adxb = du2 + e2A(u)ζµνdx
µdxν . (1.3)
Here ζµν is a metric on S
d (or, in the Lorentzian case, dSd) with curvature R. We also
restrict attention to purely negative potentials, i.e. V < 0, that possess at least one maxi-
mum and one minimum. This setup was analysed in detail in [24]. The main features are
reviewed in section 2 and briefly summarised below.
In holography, extrema of the potential are associated with CFTs. We identify the
theory associated with a maximum with the UV CFT, while the theory at a minimum will
be identified with the IR CFT:
CFTUV ⇔ ϕ(u) = ϕUV ≡ ϕmax , (1.4)
CFTIR ⇔ ϕ(u) = ϕIR ≡ ϕmin . (1.5)
More precisely, a maximum of V corresponds to a UV CFT perturbed by a relevant
scalar operator, thus realising equation (1.1) holographically. In geometric terms the UV is
identified with an AdSd+1 boundary of the bulk space-time, which we choose to be located
at u → −∞. We can then read off the source j and the metric γ(0)µν in (1.1) from the
near-boundary expansion for ϕ and the bulk metric:
ds2 =
u→−∞ du
2 + e−2u/`γ(0)µν dx
µdxν + . . . , (1.6)
ϕ(u) =
u→−∞ ϕmax + ϕ− `
∆−e∆−u/` + ϕ+ `
∆+e∆+u/` + . . . , (1.7)
with ` the length scale associated with AdSd+1 and
∆± =
1
2
(
d±
√
d2 + 4`2V ′′(ϕUV)
)
, (1.8)
In ‘standard quantisation’ ϕ− corresponds to the source j in (1.1) while ϕ+ is proportional
to the vev 〈O〉. In ‘alternative quantisation’ this identification is reversed, with ϕ+ the
source and ϕ− related to the vev. Also, in standard quantisation the dimension ∆ of the
perturbing operator is given by ∆+, while in alternative quantisation it corresponds to ∆−.
In this work we will consider both cases.
It is convenient to introduce the dimensionless quantity R, which will use as the
parameter along curvature-RG flow. It is defined as
R ≡ R|ϕ−|−2/∆− . (1.9)
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W (ϕ)
√
−4(d−1)V (ϕ)d
Figure 1: Family of holographic RG flow solutions AR,ϕ−(u), ϕR,ϕ−(u) with different
values of dimensionless curvatureR. Here the different solutions are represented by plotting
the corresponding function W (ϕ) = −2(d − 1)dAdu
(
u(ϕ)
)
. A flow with R = 0 has its end
point ϕ0 at the minimum of the potential. When R is increased the end point moves closer
to the maximum of the potential with ϕ0 → ϕmax forR →∞. On this family of holographic
RG solutions parameterised by R we then define functionals F(R) = F [AR,ϕ− , ϕR,ϕ− ]. For
these functionals the notion of curvature-RG flow is then defined as the response to a
change in R with the UV identified with R →∞ and the IR given by R → 0.
In standard quantisation this corresponds to the curvature in units of the source while in
alternative quantisation it becomes the curvature in units of the vev 〈O〉.
For given values of R and ϕ− one can then obtain solutions AR,ϕ−(u), ϕR,ϕ−(u), which
have the interpretation of holographic RG flows, with u a coordinate along the flow.2 These
solutions have been described in detail in [24] and will be an important ingredient in the
construction of good F -functions. In particular, the F -functions proposed in this work will
be defined as suitable functionals over a set of solutions AR,ϕ−(u), ϕR,ϕ−(u).
The F -theorem and F -functions as functionals. In the following we specialise to
d = 3. As it has been known for some time [8–10], a good F -quantity is the finite part
of the free energy of the corresponding CFT, F = − ln |ZS3 |. In holography, this can be
calculated from the action (1.2), evaluated on the solutions (1.4) or (1.5), supplemented
by appropriate counterterms (see e.g. [22]). In our conventions one finds
FUV = 8pi
2(M`UV)
2 , with `2UV = −
6
V (ϕUV)
(1.10)
FIR = 8pi
2(M`IR)
2 , with `2IR = −
6
V (ϕIR)
(1.11)
satisfying FUV ≥ FIR , in virtue of |V (ϕUV)| ≤ |V (ϕIR)| . (1.12)
2Note that this notion of holographic RG flow is different from the concept of curvature-RG flow intro-
duced before.
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For a CFT, the finite part of the free energy is unambiguous and independent of the
subtraction scheme. Away from fixed points however, these properties are lost, and the
finite part of the free energy away from fixed points becomes scheme-dependent.
The main goal of this paper is then to construct functions F(R) that interpolate
monotonically between FUV and FIR, i.e. functions satisfying
F(R) =
R→∞
FUV , F(R) =R→0 FIR , R
d
dRF(R) ≥ 0 . (1.13)
We will do so by defining F(R) as a functional over a set of holographic RG flow solutions
AR,ϕ−(u), ϕR,ϕ−(u),
F(R) ≡ F [AR,ϕ−(u), ϕR,ϕ−(u)] . (1.14)
Evaluating F(R) is therefore equivalent to evaluating the functional over a set of holo-
graphic RG flow solutions AR,ϕ−(u), ϕR,ϕ−(u) with R varying from 0 to∞. An illustration
of this is shown in figure 1.
The discussion so far was equally valid for a boundary field theory defined on S3
or dS3. For example, the solutions AR,ϕ−(u), ϕR,ϕ−(u) are identical for these two cases.
However, when defining F -functions we will distinguish between theories on manifolds with
Euclidean and Lorentzian signature.
Candidate F -functions from the on-shell action. For the case of a boundary theory
on S3 we will construct F -functions from the on-shell action, that is the Euclidean form of
the action (1.2) evaluated on solutions AR,ϕ−(u), ϕR,ϕ−(u). Note that in ‘standard quanti-
sation’ the Euclidean on-shell action corresponds to the free energy and, correspondingly,
our F -functions can be understood as being constructed from the free energy on S3 in this
case.
The on-shell action suffers from both UV and IR divergences which need to be removed
before it can act as a good F -function. In particular, introducing Λ as an energy cutoff (in
units of ϕ−) the UV-divergent terms take the form
Son-shell,E ∼
Λ→∞
R−3/2[Λ3 +O(Λ3−2∆−)]+R−1/2[Λ +O(Λ1−2∆−)] . (1.15)
Similarly, IR divergences take the form
Son-shell,E ∼R→0 aR
−3/2 + bR−1/2 , (1.16)
with a, b numerical coefficients.
In order to construct a function ofR that matches the finite F -quantities as in equation
(1.13) in the limits R → 0,+∞, one has to eliminate both the UV and IR divergences. One
key observation (see sec. 4.2) is that both UV- and IR-divergences only come with specific
powers of R. In particular, by removing terms ∼ R−3/2 and ∼ R−1/2 all divergent pieces
can be eliminated. This is in contrast to the structure of the power series in Λ which,
depending on the dimension ∆−, may display many subleading non-universal divergent
terms of the type Λ3−2n∆− , as indicated in equation (1.15). This is one reason why it is
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much more convenient to use R, rather than Λ, to measure the response to a change of
scale.
One way of removing divergences is to act on the on-shell action with appropriate
differential operators, as has been done for the entanglement entropy across a spherical
surface in [17]. In particular, the operators
D3/2 ≡
2
3
R d
dR + 1 , D1/2 ≡ 2R
d
dR + 1 , (1.17)
satisfy
D3/2R−3/2 = 0 , D1/2R−1/2 = 0 , (1.18)
which thus remove the divergent pieces while leaving the finite terms intact.
Acting with the operators (1.17) on the regulated on-shell action Son-shell,E(Λ,R) yields
our first candidate F -function:
F1(R) ≡ D1/2D3/2 Son-shell,E(Λ,R) . (1.19)
Another method of removing divergences is to employ holographic renormalization and
add appropriate counterterms to the action. As we will see, in d = 3 holographic renormal-
ization introduces two arbitrary constants, which play the role of finite counterterms, and
which we will denote by Bct and Cct. Picking different values for Bct, Cct corresponds to a
choice of renormalization scheme. While holographic renormalization successfully removes
UV divergences for any choice of these constants, the renormalized on-shell action will
generically still contain IR divergences, which schematically are given by:
Srenon-shell,E ∼R→0 R
−3/2(c0 − Cct) +R−1/2(b0 −Bct) , (1.20)
where c0 and b0 are numerical coefficients. These can again be eliminated by acting with
the differential operators D3/2 and D1/2 on the renormalized on-shell action, but this can be
shown to reproduce the F -function F1(R) introduced in (1.19). However, the IR-divergent
terms can also be removed by an appropriate renormalization scheme, i.e. by choosing
Cct = Cct,0 = c0 and Bct = Bct,0 = b0.
3
As we have two options (differentiation vs. counterterm) for removing each one of
the terms ∼ R−3/2 and ∼ R−1/2, we can propose four different F -functions from the
renormalized on-shell action Srenon-shell,E(R|Bct, Cct):
F1(R) ≡ D1/2D3/2 Srenon-shell,E(R|Bct, Cct) = D1/2D3/2 Son-shell,E(Λ,R) , (1.21)
F2(R) ≡ D1/2 Srenon-shell,E(R|Bct, Cct,0) , (1.22)
F3(R) ≡ D3/2 Srenon-shell,E(R|Bct,0, Cct) , (1.23)
F4(R) ≡ Srenon-shell,E(R|Bct,0, Cct,0) . (1.24)
3The constants b0 and c0 are well-defined concrete numbers in any given theory. In appendix G we
relate this choice of finite counterterms to a set of well-defined renormalization conditions on stress-tensor
correlation functions.
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Figure 2: F -functions F1,2,3,4 defined in (1.21)–(1.24) vs. log(R) for a holographic model
with dilaton potential (4.31) and ∆− = 1.2.
These are good candidate F -functions, as in the UV (R → ∞) and the IR (R → 0)
they reduce to the corresponding F -quantity (see sec. 4.2):
Fi(R) −→R→∞ FUV = 8pi
2(M`UV)
2 , Fi(R) −→R→0 FIR = 8pi
2(M`IR)
2 . (1.25)
Proving monotonicity of these candidate F -functions is difficult, as it requires a better
understanding of the R-dependence of the bulk RG flow solutions, and we will not attempt
this in this work. Rather, here we test our proposal in some concrete examples, leaving
the issue of a proof for future work. In particular, we confirmed monotonicity numerically
for a wide range of potentials V (ϕ) which display two extrema and allow for curvature
RG-flow between them. For example, in figure 2 we plot F1,2,3,4(R) vs. log(R) for the
quadratic-quartic potential (4.31) with ∆− = 1.2. All four functions F1,2,3,4(R) interpolate
monotonically between FUV and FIR.
Note that in ‘standard quantisation’ the Euclidean on-shell action corresponds to the
free energy. As a result, the definitions (1.21)–(1.24) meet one key objective of this paper:
they provide a definition for F -functions obtained from the free energy.
The free energy vs. the quantum effective potential as an F -function: The F -
functions given in (1.21)–(1.24) are well-defined for any value 12 < ∆ < 3 of the dimension of
the perturbing operator O, i.e. for any relevant operator above the unitarity bound. How-
ever, as we will explain presently, their interpretation in terms of field-theoretic quantities
is fundamentally different in the regimes ∆ < 32 and ∆ >
3
2 .
When ∆ > 32 we identify ∆ = ∆+, which is equivalent to working in standard quanti-
sation. In this case the on-shell action corresponds to the free energy of the dual QFT. The
dimensionless parameter R along the curvature-RG flow is the curvature of S3 in units of
the source of the perturbing operator O.
However, when ∆ < 32 we need to identify ∆ = ∆−, i.e. we have to work in alternative
quantisation. The on-shell action is in this case identified with the quantum effective
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potential, i.e. the Legendre transform of the free energy (see sec. 4.5 for details). In the
dual field theory, the parameter R along the curvature-RG flow now corresponds to the
curvature in units of the vev 〈O〉.
With these interpretations in terms of field-theoretic quantities we can then test our
candidate F -functions beyond the framework of holography. As a first step in this direction
we consider the free massive fermion and free massive boson on S3. Note that, for the free
massive boson, the renormalized free energy on S3 was found not to be monotonic and
hence not a good F -function as observed in [10]. Similarly, the universal contribution to
the entanglement entropy across a spherical surface in dS3 also fails to be monotonic, as
shown in [23].
In contrast we find that our proposals, when applied to the free massive boson do
constitute good monotonic F -functions. Indeed, our holographic results suggest that the
definition of the F -function in terms of field theory quantities depends on the dimension
∆ of the perturbing operator in the UV and has to be adjusted accordingly. For the cases
of the free massive boson and fermion this is given by:
Free massive fermion: ∆ = [ψ†ψ] = 2 >
3
2
, (1.26)
Free massive boson: ∆ = [φ2] = 1 <
3
2
. (1.27)
Our holographic results then imply that for the free massive fermion the free energy on S3
should be chosen to define a good F -function. However, it is the quantum effective potential
which should be used to define an F -function for the massive boson, with R ∼ R/〈φ2〉2
the dimensionless parameter along the curvature-RG flow.
In sec. 6 we calculate the corresponding F -functions (1.21)–(1.24) explicitly and con-
firm that our proposals do indeed give rise to monotonic F -functions, both for the free
massive fermion (sec. 6.1) and boson (sec. 6.2). Thus our F -function proposals successfully
overcome a long-standing puzzle regarding F -functions for the free massive boson on S3.4
F -functions from the entanglement entropy: Another possibility for defining F -
functions is to consider the entanglement entropy across a spherical entangling surface.
While this has been proven to lead to a good F -function for theories in flat space-time
[17, 18], here we consider a theory defined on dS3. In this case, the entanglement entropy
across a spherical surface which cuts in half the t = 0 spatial hypersurface can be shown to
be related to the free energy on S3, which in turn will give a relation between F -functions
constructed from these quantities. This setup has been considered in field theory in [23],
and here we study it holographically by calculating the corresponding Ryu-Takayanagi [25]
entanglement entropy.
As we show in sec. 5.1, the entanglement entropy SEE is given by a functional of a
holographic RG flow solution AR,ϕ−(u), ϕR,ϕ−(u):
SEE(R) = SEE
[
AR,ϕ−(u), ϕR,ϕ−(u)
]
. (1.28)
4We also checked that the quantum effective potential does not give rise to a good F -function for the
free massive fermion, leading to non-monotonicity. We did not include the calculation in this work, as it
can be easily reproduced by modifying the analysis in sec. 6.2.
– 9 –
Like the on-shell action, this quantity suffers from both UV and IR divergences, which
in this case depend on curvature as ∼ R−1/2. As in the case of the on-shell action, the
divergences can be removed by acting with an appropriate differential operator, or by
renormalization with suitable renormalization scheme. For one, all divergent terms can
be removed by acting with D1/2 defined in (1.17). If we choose renormalization instead,
this introduces one scheme-dependent parameter B˜ct. To define a good F -function this
has to be chosen such that IR divergence is cancelled. Overall, this gives two candidate
F -functions that can be defined from the de Sitter entanglement entropy.
Notice that our holographic analysis implies that, in terms of the field theory language,
depending on the value of ∆ the differential operator D1/2 has to be defined differently: for
∆ > 3/2 the derivative with respect to R is to be evaluated at a fixed value of the source
of the operator perturbing the QFT in the UV, while for ∆ < 3/2 it is the vev of this
operator that is to be kept constant. The non-monotonicity of the F -function constructed
from the de Sitter entanglement entropy of a free massive scalar observed in [23] can then be
understood as originating from the use of an inappropriate differential operator (derivative
at constant source rather than constant vev for a theory with ∆ = 1).
Interestingly, for the setup considered here, i.e. entanglement across a spherical surface
in dS3, the entanglement entropy also permits the interpretation as a thermal entropy,
satisfying a corresponding thermodynamic identity (see sec. 5.2 and [11, 23]). As shown
in appendix F, a consequence of this thermodynamic identity is that the renormalized
entanglement entropy SEE(R|B˜ct) is related to the on-shell action on S3 as5
SrenEE (R|B˜ct) = −D3/2 Srenon-shell,E(R|32B˜ct, Cct) , (1.29)
where D3/2 was defined in (1.17). Using this relation, we can show that the two F -functions
that can be defined from SEE coincide with two of the F -functions derived from the on-shell
action on S3, namely F1(R) and F3(R) in equations (1.21) and (1.23).
Note that here the F -functions obtained from the entanglement entropy and the on-
shell action coincide over the whole course of the RG flow and not only at the end points. In
standard quantisation (applicable for ∆ > 3/2) the Euclidean on-shell action corresponds
to the free energy. Our results then imply that the entanglement entropy across a spherical
surface in dS3 and the free energy on S
3 lead to equivalent definitions for F -functions.
Making this connection precise was another key objective of this work. In alternative
quantisation (applicable for ∆ < 3/2) our results show that the F -function constructed
from the entanglement entropy is related to an F -function obtained from the quantum
effective potential instead of the free energy.
1.2 Conclusions, open questions and outlook
We can now look back at the questions we asked at the beginning of this introduction. In
this paper we provide evidence, from both holography and free theories, that for 3d QFTs
it is indeed possible to construct monotonic F -functions starting from the free energy on
S3 and avoid the difficulties encountered in the past. As we show, this is possible as long
as one properly takes into account the following two considerations:
5The operator D3/2 eliminates any dependence on Cct as it only appears in the combination CctR−3/2.
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1. As the sphere path integral is UV divergent one has to work with renormalized quan-
tities to define anything meaningful. Away from the fixed points, this introduces a
scheme dependence of the resulting finite functions. In a generic scheme, the renor-
malized sphere free energy is finite but non-monotonic, as simple holographic exam-
ples have already shown [22]. The key is to adopt renormalization schemes which, at
the same time as the UV divergences, remove also the IR divergences associated with
taking the volume of the S3 to infinity.6 We have identified four different schemes
which accomplish this: three of them involve acting with differential operators (in
the curvature) on the regulated partition function; the last one consists of a specific
choice of counterterms, and in particular can be related to specific renormalization
conditions on correlators of the flat space field theory.
2. Defining the subtraction procedure as outlined above is not enough, though: we find
the definition of the F -function is different depending on the dimension ∆ of the
relevant operator which deforms the CFT away from the UV fixed point. If ∆ > 3/2,
then the F -functions are given by the (renormalized) free energy. If ∆ < 3/2 on the
other hand, they have to be defined with the same subtractions, but on its Legendre
transform, i.e. the quantum effective potential.7 This in particular is the reason why
the renormalized free energy of a free scalar on S3, even in the schemes outlined in
point 1, does not work as an F -function [10]. It is here that holography has played a
crucial role, as this would have been very hard to guess from purely field theoretical
considerations. Instead, the natural quantity to work with on the gravity side is the
on-shell action, and it is the same quantity which, depending on ∆, plays the role of
either the QFT free energy or its Legendre transform.
Our other initial questions also concerned the entanglement entropy. We find evidence
that one can construct a good F -function from the de Sitter entanglement entropy. Like in
the case of the free energy or its Legendre transform, an appropriate subtraction procedure
has to be used, either by applying a differential operator a` la Liu and Mezei, or by a
counterterm subtraction. We find that for ∆ > 3/2 the corresponding F -functions coincide
with a subset of those constructed from the free energy on S3, while for ∆ < 3/2 they
correspond to a subset of those obtained from the Legendre transform of the free energy.
There remain many directions for further investigation. An open question concerns
the relation of our proposed F -functions to the one obtained from the Renormalized En-
tanglement Entropy (REE) of a spherical region in the Minkowski QFT [17]. For a CFT
at a fixed point, the corresponding F -quantity coincides with that defined from both the
free energy and the de Sitter entanglement entropy. This follows from the fact that, for a
CFT, one can use a conformal transformation to map the spherical region in flat space to
a similar region in de Sitter [11]. Away from the fixed point however this no longer holds,
6In contrast, the value of the IR-finite part of the sphere free energy of a CFT at the fixed point is
universal and scheme independent, which explains why the free energy on S3 is always a good F -quantity
for a CFT.
7Note that one has to do this in the right order: taking the Legendre transform after the subtraction
results in a function that is non-monotonic and sometimes not even IR-finite.
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and we show explicitly that the F -functions obtained from the free energy differ from the
flat space REE. It would be interesting to understand whether these are related in some
deeper way.
In appendix I we also discuss another monotonic quantity in holography which does not
seem to obviously lead to a universal F -function. It is obtained from the unrenormalized
free energy density by varying the UV cut-off instead of the curvature scale. It may be
worth investigating whether a good F -function may be obtained in this way.
Another direction for further work is to gather additional evidence that the functions
F1,2,3,4(R) defined in (1.21)–(1.24) are indeed good F -functions. While we checked this
explicitly for a wide range of theories in holography and for free field theories, further tests
are desirable.
In the context of holography, here we worked with bottom-up four-dimensional models,
and it would be interesting to check whether our proposal holds in top-down models from
string theories. For three-dimensional field theories, there are many examples of gravity
dual holographic RG flows in gauged N = 8, d = 4 supergravity [26–29], and their M-theory
uplifts[30, 31]. One could also consider three-dimensional theories with flavor, whose RG
flows were studied e.g. in [32–34] (in the quenched flavor limit) and [35]. The quenched
flavor case looks particularly treatable, as one does not need to find the curved domain
wall solution in the full 11-dimensional bulk theory, but only restrict to the contribution
to the F -functions from the flavor degrees of freedom coming from the D6 branes wrapped
on AdS4×S7 using curved slicing of AdS4, and use the flavor mass as the deformation
parameter.
Another interesting playground to test our proposal is in the context of confining
theories, which in holography may be realised both in bottom up models (e.g. setups with
exponentially growing potentials, like those studied in [36] or the AdS soliton [37, 38]) and
in top-down constructions like those studied in [37, 39], dual to 3-dimensional confining
gauge theories (in this case the scale is provided by the radius of an internal compact cycle).
In [24] it was observed that boundary field theories in holography may undergo phase
transitions when the boundary curvature is adjusted (see also [40]). The change of boundary
curvature is equivalent to the notion of curvature-RG flow explored in this work. An
interesting question to explore is whether the F -theorem holds across a curvature-induced
phase transition. We leave this for future work.
Another open question is to what extent an F -theorem exists in higher odd dimensions,
i.e. d = 5, 7, . . .. Several proposals for F -functions in higher odd dimensions exist [5, 6, 10,
12] and evidence for an F -theorem in d = 5 can be found in [41, 42]. However, so far there
is no proof of monotonicity for odd dimensions with d ≥ 5. The F -functions introduced
in this work, while constructed for d = 3, allow for a straightforward generalisation to any
odd d and are hence suitable for exploring the F -theorem beyond d = 3. We hope to report
on this in the future.
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2 Holographic space-times with curved slicing and RG flows
Our focus will be on holographic RG flows of field theories on dSd and S
d space-times,
driven by a relevant deformation of a UV CFT. These are dual to curved domain wall
solutions in d + 1 dimensions. In this section we review these types of solutions in the
context of Einstein gravity coupled to a scalar field. This section is in most part a review
of [24], where a systematic study of curved domain walls with maximally-symmetric radial
slices was performed, and the reader is referred to that work for more details. While we
present the setup for general d we will ultimately be interested in odd d and in particular
d = 3.
2.1 Ansatz and conventions
The relevant holographic framework is (d+ 1)-dimensional Einstein-dilaton gravity. In the
Lorentzian case with signature (− + + . . .+) the corresponding two-derivative action is
given by
S[g, ϕ] = Md−1p
∫
du ddx
√
|g|
(
R(g) − 1
2
∂aϕ∂
aϕ− V (ϕ)
)
+ SGHY , (2.1)
where we also included the Gibbons-Hawking-York term SGHY . The Euclidean action can
be obtained from (2.1) by changing the overall sign, SE = −S, and changing the metric to
positive signature.
To study holographic RG flows for field theories on dSd or S
d we seek solutions of
the following form for the (d + 1)-dimensional metric and the scalar ϕ. In domain wall
coordinates our ansatz is given by
ds2 = du2 + e2A(u)ζµνdx
µdxν , ϕ = ϕ(u) , (2.2)
where A(u) is a scale factor that depends on the coordinate u only, and ζµν is a fiducial
metric on dSd or S
d. To be specific, we label the radius associated with ζµν by α. Note
that α is unphysical as we can absorb a redefinition of α by an appropriate constant shift
in A(u). Another useful quantity will be the induced metric γµν(u) on a slice of fixed u,
which is given by
γµν(u) ≡ e2A(u)ζµν . (2.3)
Throughout this paper, we will use the following shorthand notation. We will denote
derivatives with respect to u by a dot while derivatives with respect to ϕ will be abbreviated
to a prime, i.e.:
f˙(u) ≡ df(u)
du
, g′(ϕ) ≡ dg(ϕ)
dϕ
. (2.4)
Given our ansatz (2.2) we obtain the following equations of motion:
2(d− 1)A¨+ ϕ˙2 + 2
d
e−2AR(ζ) = 0 , (2.5)
d(d− 1)A˙2 − 1
2
ϕ˙2 + V − e−2AR(ζ) = 0 , (2.6)
ϕ¨+ dA˙ϕ˙− V ′ = 0 , (2.7)
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with R(ζ) = d(d−1)/α2 the scalar curvature associated with the metric ζµν . Note that these
equations remain unchanged when swapping between Lorentzian and Euclidean signature.
To apply gauge-gravity duality, we will be exclusively interested in bulk solutions to
(2.5)–(2.7) which are asymptotically AdSd+1. In particular, we will seek bulk geometries
with a boundary for u→ −∞ at which the bulk space-times asymptotes to AdSd+1. This
implies that as we approach the boundary the scale factor has to take the form
A(u) −→
u→−∞ ln
(
− `
α
sinh
u+ c
`
)∣∣∣∣
u→−∞
,
= ln
`
2α
− u+ c
`
− e2(u+c)/` +O(e4u/`) , (2.8)
which is the scale factor corresponding to AdSd+1 space-time in the coordinates of (2.2).
Here ` is the length scale associated with AdSd+1, α is the length scale of the fiducial metric
ζµν and c is an integration constant.
It is this constant c which sets the scalar curvature of the boundary manifold supporting
the QFT. To see this, we write the metric near the boundary in a Fefferman-Graham
expansion:
ds2 = du2 +
(
e−2u/`γ(0)µν + . . .
)
dxµdxν . (2.9)
It is the metric γ
(0)
µν which describes the boundary space-time supporting the QFT. Given
our ansatz, we can identify the boundary metric as
γ(0)µν =
(
e2u/` e2A(u)
)∣∣∣
u→−∞
ζµν =
`2
4α2
e−2c/` ζµν . (2.10)
An important quantity in this work will be scalar curvature of the boundary space-time.
Here and in the following this will be denoted by R. Given the expression for the boundary
metric (2.10), the asymptotic form of the scale factor (2.8), the boundary curvature is given
by:
R =
4α2
`2
e2c/`R(ζ) =
4d(d− 1)
`2
e2c/` . (2.11)
The boundary curvature is therefore set by the integration constant c and the unphysical
parameter α does not appear.
At this stage we introduce one further convention which we will adopt throughout this
paper. As the radius α of the fiducial metric ζµν is unphysical, we can choose it freely
without affecting any physical results. In the following, we will find it convenient to choose
α to be identical to the physical radius associated with the boundary metric γ
(0)
µν , i.e.
α =
`
2
e−c/` . (2.12)
With this choice the following identities will be valid in the remainder of this paper.
γ(0)µν = ζµν , R = R
(ζ) =
4d(d− 1)
`2
e2c/` =
d(d− 1)
α2
. (2.13)
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Also, given these conventions, the scale factor A(u) in the vicinity of the boundary (2.8)
becomes:
A(u) =
u→−∞ −
u
`
− `
2R
4d(d− 1) e
2u/` +O(e4u/`) . (2.14)
2.2 Scalar functions formalism
Rather than working with the second-order equations (2.5)–(2.7), it will be convenient to
rewrite them as a system of first-order equations, by introducing an appropriate set of
scalar functions of ϕ. This is always possible locally with the exception of special points
at which ϕ˙ = 0 and which we will refer to as bounces, as discussed in [24, 43]. As long as
ϕ˙(u) 6= 0, we can invert the relation between u and ϕ(u) to define the following functions
of ϕ:
W (ϕ) ≡ −2(d− 1)A˙ , (2.15)
S(ϕ) ≡ ϕ˙ , (2.16)
T (ϕ) ≡ Re−2A = d(d− 1)
α2
e−2A . (2.17)
where the expressions on the right hand side are evaluated at u = u(ϕ).
We can then rewrite (2.5)–(2.7) as a set of coordinate-independent, first-order non-
linear differential equations in field space:
S2 − SW ′ + 2
d
T = 0 , (2.18)
d
2(d− 1)W
2 − S2 − 2T + 2V = 0 , (2.19)
SS′ − d
2(d− 1)SW − V
′ = 0 . (2.20)
As these equations are algebraic in T , we can partially solve this system by eliminating T .
We are then left with the following system of equations:
d
2(d− 1)W
2 + (d− 1)S2 − dSW ′ + 2V = 0 , (2.21)
SS′ − d
2(d− 1)SW − V
′ = 0 . (2.22)
2.3 Holographic RG flows for field theories on dSd or S
d
Holographic RG flows correspond to solutions for A(u) and ϕ(u) where eA(u) evolves mono-
tonically in u from the UV fixed point at which eAUV → ∞ to the IR end point at which
eAIR → 0. At the UV fixed point the scalar takes a value ϕUV which coincides with a
maximum of the potential V . The scalar then changes along the flow reaching a value ϕ0
at the IR end point, with ϕ0 some generic point. Note that, in contrast to the flow in u,
the change in ϕ(u) along the flow does not have to be monotonic. However, in this work it
will be sufficient to consider solutions where ϕ(u) is monotonic. In this case ϕ can be used
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as a variable describing progress along the flow.8 First, we will review the solutions in the
vicinity of UV and IR loci before describing complete RG flows.
UV fixed points. UV fixed points are associated with extrema of the scalar potential
V (ϕ) with V (ϕext) < 0. For maxima of V the RG flow solutions describe a relevant
deformation away from the UV fixed point. In the vicinity of the UV, the potential can
hence be expanded as9
V = −d(d− 1)
`2
+
1
2
m2(ϕ− ϕUV)2 +O
(
(ϕ− ϕUV)3
)
, (2.23)
For a UV maximum,10 we require m2 to be negative and larger than the BF bound,
−d2/4 < m2`2 < 0.
The geometry in the UV takes the form of an asymptotically AdSd+1 space-time with
AdS length `. The solutions for A(u) and ϕ(u) in the vicinity of the UV will take the form
of a near-boundary expansion for the scale factor and a scalar in AdSd+1 space-time:
A(u) = −u
`
− `
2R
4d(d− 1) e
2u/` + . . . (2.24)
ϕ(u) = ϕUV + ϕ− `∆− e∆−u/` + ϕ+ `∆+ e∆+u/` + . . . , (2.25)
as u→ −∞, where
∆± ≡ 1
2
(
d±
√
d2 + 4`2m2
)
. (2.26)
For a maximum, we have 0 ≤ ∆− ≤ d/2 and d/2 ≤ ∆+ ≤ d.
The standard holographic dictionary assigns dimension ∆O = ∆+ to the scalar oper-
ator O dual to the bulk field ϕ. The parameter ϕ− is then identified with the source j of
O which parametrises the deformation of the CFT away from the UV as in equation (1.1),
while ϕ+ is related to the vev of O,
j = ϕ−, 〈O〉 = (2∆+ − d)ϕ+ . (2.27)
In the restricted range of parameters
d− 2
2
< ∆− <
d
2
, or, equivalently
d
2
< ∆+ <
d+ 2
2
, (2.28)
one can use a different holographic dictionary, called ‘alternative quantisation’ [44], in
which the operator dimension is identified with ∆−, and the source j and the vev 〈O〉 in
8If ϕ(u) reverses direction as a function of u, then ϕ can still be used as a parameter along the flow,
albeit piecewise along the various branches.
9The parameter ` appearing in (2.23) is defined via V (ϕUV) = −d(d−1)/`2. To avoid confusion with `IR
defined later, we will sometimes also denote ` by `UV. However, when possible, we will drop the subscript
‘UV’ to remove clutter.
10This is the generic situation for a UV fixed point. A minimum of the potential may be a UV fixed
point, but then the RG flow is driven by an irrelevant operator acquiring a vev. In this case, m2 > 0 in
equation (2.23).
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equation (2.27) are interchanged. Generally, we will be using the standard dictionary, with
∆O = ∆+, unless explicitly stated.
We now turn to the corresponding solutions in terms of the scalar functions W,S, T .
In the vicinity of a maximum of V the functions W and S can be expanded in powers of
(ϕ−ϕUV). For simplicity, and without loss of generality, from now on we will set ϕUV = 0.
To leading order,
W (ϕ) =
2(d− 1)
`
+
∆−
2`
ϕ2 +O(ϕ3) , S(ϕ) = ∆−
`
ϕ+O(ϕ2) , ϕ→ 0 (2.29)
Solving for W and S introduces two (dimensionless) integration constants which will be
denoted by C and R, respectively. In the near-boundary expansion around ϕ = 0, they
appear as coefficients of subleading, non-analytic terms:
W (ϕ) ⊃ R
d`
|ϕ|
2
∆−
(
1 +O(ϕ) +O(|ϕ|2/∆−R) +O(|ϕ|d/∆−C)
)
+
C
`
|ϕ|
d
∆−
(
1 +O(ϕ) +O(|ϕ|2/∆−R) +O(|ϕ|d/∆−C)
)
, (2.30)
S(ϕ) ⊃ d
∆−
C
`
|ϕ|
d
∆−−1
(
1 +O(ϕ) +O(|ϕ|2/∆−R) +O(|ϕ|d/∆−C)
)
+O
(
|ϕ|2/∆−+1R
)
. (2.31)
For reference, the above near-boundary expansions for W and S, but also that of T are
also collected in appendix A.
The upshot is that in the vicinity of a maximum, the solutions for W and S come as
two-parameter families
WC,R(ϕ) , and SC,R(ϕ) . (2.32)
Given a set of solutions WC,R and SC,R one can integrate W ∼ A˙ and S ∼ ϕ˙ to obtain the
corresponding solutions for A(u) and ϕ(u) (see appendix A for details). This introduces two
further integration constants. The integration constant in A is already fixed by our choice
α = `2e
−c/`. The other integration constant is physical and corresponds to ϕ− introduced
above. Therefore, in standard quantization it is the source of the operator O dual to the
bulk field ϕ.
We can then compare the solutions for A(u) and ϕ(u) (given in (A.6), (A.7)) obtained
from integrating WC,R and SC,R with the asymptotic form (2.24), (2.25). One finds that
the two match as long as one identifies
R = R |ϕ−|−2/∆− , (2.33)
C =
(2∆+ − d)∆−
d
ϕ+ |ϕ−|−∆+/∆− . (2.34)
In standard quantization this establishes the identification of C with the vev of the per-
turbing operator in units of its source:
C =
std. quant.
∆−
d
〈O〉 |ϕ−|−∆+/∆− . (2.35)
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Similarly, R has the interpretation of the UV boundary curvature R in units of the operator
source. Note that for a given choice of (C,R) a set of solutions WC,R and SC,R does
not describe a single flow, but a one-parameter family of flows labeled by the operator
source ϕ−. Only once we specify a value for the source ϕ− will a solution WC,R and SC,R
correspond to a single flow.
Most importantly, for a given bulk potential, only a one-parameter subfamily of the
solutions WC,R and SC,R can be completed into an RG flow with a regular interior. The
remaining solutions correspond to geometries that exhibit a singularity somewhere in the
interior. In other words, imposing regularity of the geometry results in a relation C = C(R).
We will make this point more explicit below, when describing the IR geometry.
In addition to W and S, another function, which we denote U(ϕ), will be useful in the
following and we find it convenient to introduce it at this stage. Given W (ϕ) and S(ϕ),
we define U(ϕ) as one of the solution to the differential equation
SU ′ − d− 2
2(d− 1)WU = −
2
d
. (2.36)
As this is a first order differential equation, solving for U introduces one further integration
constant (in addition to C and R), which we will refer to as B. Using the near-boundary
expansions of W and S given in (2.29), (2.30) and (2.31), we can derive the near-boundary
behaviour of U from (2.36):
U(ϕ) =
ϕ→0
`
[
2
d(d− 2) +B|ϕ|
(d−2)/∆− +O(R|ϕ|2/∆−)] . (2.37)
Notice that the dependence on the integration constant C through W and S, only enters
U at subleading order in the near-boundary expansion. Thus, in the vicinity of the UV,
we find that there is a family of solutions for U , which we will denote by UB,R.
As for W and S, there is a specific regularity condition one can impose (and which
we will make explicit below when we describe the IR) which, given R, completely fixes the
integration constant B. Therefore, equation (2.36) plus regularity give an unambiguous
definition of the function U(ϕ), and one thus has B = B(R). While C is related to the
vev of the operator O in field theory, the constant B computes an appropriately defined
entanglement entropy. This will be explained in detail in sec. 5.
The function U(ϕ) defined as above has appeared before in the literature, as the
coefficient of the Einstein-Hilbert term in the derivative expansion of the on-shell action
evaluated on a RG flow solution [45–48]
Son-shell ⊃
∫
ddx
√
|γ| d2 U(ϕ)R(γ)
∣∣∣∣
UV
, (2.38)
where γµν is the induced metric defined in (2.3), R
(γ) the corresponding curvature scalar and
the subscript UV implies that this is to be evaluated in the limit ϕ→ ϕUV. The factor d/2
was included for later convenience.11 In this context, the regularity condition simply means
11In fact, the function defined here differs by a factor d/2 from that entering the on-shell action as written
in e.g. [48].
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that the Einstein-Hilbert term in equation (2.38) does not receive any contribution from
the IR, and that the derivative expansion of the corresponding first order flow equations is
self-consistent [48]. Here we will see that the function U has a more general meaning for
any value of the curvature, not restricted to a derivative expansion of the on-shell action
(which requires small R) and it is related to the entanglement entropy.
Having discussed maxima at length, note that minima of V can also play the role of
UV fixed points. In this case flows away from the UV fixed point are driven purely by a vev
of an irrelevant operator (see e.g. [24, 43]). Such flows can only be completed into globally
regular solutions if the potential is tuned accordingly. We do not consider UV fixed points
at minima of V any further in this work.
IR end points. IR end points of holographic RG flows for field theories on dSd or S
d
are associated with generic points of the potential V . Most importantly, IR end points
cannot coincide with extrema of the potential (although they can be arbitrarily close to
an extremum). This is in contrast to flat domain wall solutions, in which IR fixed points
can only occur at minima of the potential. Similarly, for flows with non-zero boundary
curvature R the IR occurs at some finite value u0 of the holographic coordinate u, with
u0 → +∞ for R→ 0.
At an IR end point at (u0, ϕ0) with ϕ0 ≡ ϕ(u0) the flow stops, i.e. ϕ˙(u0) = 0 and one
has
eA(u) −→
u→u0
−u− u0
α
+O((u− u0)3) , (2.39)
ϕ(u) =
u→u0
ϕ0 +O
(
(u− u0)2
)
, (2.40)
The bulk geometry asymptotes to that of AdSd+1 with AdS length set by the value of the
potential at ϕ0, i.e.
Rab = − d
`20
gab +O
(
(u− u0)2
)
, `20 ≡
d(d− 1)
|V (ϕ0)| (2.41)
From the IR-asymptotic behavior in (2.39) and (2.40) we can derive the corresponding
expressions for the functions W (ϕ) and S(ϕ) in the vicinity of the IR end point ϕ0:
W (ϕ) =
W0√|ϕ− ϕ0| +O(|ϕ− ϕ0|0) , (2.42)
S(ϕ) = S0
√
|ϕ− ϕ0|+O
(|ϕ− ϕ0|) ,
with S20 =
2|V ′(ϕ0)|
d+ 1
, W0 = (d− 1)S0.
Note that the function W diverges for ϕ→ ϕ0, but this does not imply that the geometry
is singular there. As can be checked from (2.39), all curvature invariants remain finite (see
[24] for details).
The behavior of W and S near ϕ0 in equation (2.42), corresponding to IR-regular
solutions, is completely determined by ϕ0, which appears as the only parameter. In con-
trast, the generic solution for the scalar functions depends on two independent integration
constants, which can be traced in the UV to C and R.
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Figure 3: Holographic RG flow solutions for the potential (2.45). Note the family of
solutions WC,R(ϕ) in the vicinity of a UV fixed point located at the maximum of the
potential. For a given IR end point ϕ0 only one of these solutions can be completed,
resulting in a holographic RG flow for theories with a specific combination of (C,R). The
shaded region below the blue curve is not accessible for flows for field theories on dSd or
Sd.
From (2.36) and (2.42) one can derive the behaviour of U(ϕ) in the IR,
U(ϕ) =
ϕ→ϕ0
b
|ϕ− ϕ0|
d−2
2(d−1)
+ U0
√
|ϕ− ϕ0|+O
(|ϕ− ϕ0|), with U0 = 4
d(d− 1)S0 ,
(2.43)
where b is an integration constant. For generic values of b, U(ϕ) diverges as ϕ → ϕ0.
We can therefore fix the integration constant of the U -equation by requiring that U(ϕ) is
finite at the IR endpoint. This is our definition of “regularity” for the function U , and
it fixes b = 0 in equation (2.43). In turn, this translates into some (ϕ0-dependent) value
B = B(ϕ0) of the integration appearing in the UV expansion (2.37).
For completeness, we also record the near IR behaviour of T (ϕ). This can be deduced
from (2.42) with the help of (2.18). One finds
T =
T0
|ϕ− ϕ0| +O
(|ϕ− ϕ0|−1/2) , with T0 = d(d− 1)
4
S20 . (2.44)
Complete regular RG flows. Complete holographic RG flows correspond to regular
solutions that interpolate between the UV and IR behaviour as discussed above. Consider
a solution W (ϕ), S(ϕ), U(ϕ) for a flow with UV fixed point at an extremum and IR end
point at some specific value ϕ0 which is not an extremum. As the solution near the IR
is unique, the full solution picks out one of the representatives of the family of solutions
WC,R, SC,R, UB,R near the UV to form a complete flow. Therefore, a solution with a given
ϕ0 corresponds to an RG flow for a theory with specific boundary data, i.e. we have a map
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Figure 4: (a): Dimensionless curvature R vs. IR end point ϕ0 for the potential (2.45)
with d = 3, ∆− = 1.2 and λ chosen such that ϕmin = 1. Note that R increase as the IR end
point ϕ0 moves closer to the UV fixed point at ϕ = 0. When ϕ0 → ϕmin = 1 the solutions
asymptote to RG flows for a theory on flat space-time and hence R → 0. (b): B and C
vs. ϕ0 for the same model parameters as in (a). Note that for ϕ0 → ϕmin = 1 both B
and C attain a finite value indicated by the dashed green and red line, respectively. Here
one finds that B and C decrease monotonically as ϕ0 is decreased, ultimately diverging for
ϕ0 → ϕmax = 0.
from end-point-value space to solution space,
ϕ0 → (B(ϕ0), C(ϕ0), R(ϕ0)).
This in turn can be used to obtain, by eliminating ϕ0, the functions B(R) and C(R), which
however are not necessarily single-valued. In other words, the parameter ϕ0 is the most
convenient to scan the space of solutions, although it does not have a direct interpretation
in terms of boundary data. The reason is that if a solution with a given end-point ϕ0
exists, then it is unique. We will see this in detail in an example, which will be discussed
below.
Extracting B(R) and C(R) will be of great importance in this work. As will become
apparent in section 3 and 5, the functions B(R) and C(R) contain the universal (i.e. the
UV-cutoff-independent) contributions to the free energy on S3 and the entanglement en-
tropy across a spherical surface in dS3. As a result, B(R) and C(R) are the crucial building
blocks out of which we will construct F -functions.
Example. To conclude this section, we present an example for concreteness. We consider
a potential with at least one maximum and minimum. To be specific, we will consider the
following quadratic-quartic potential:
V (ϕ) = −d(d− 1)
`2
− ∆−(d−∆−)
2`2
ϕ2 +
λ
`2
ϕ4 , (2.45)
with λ > 0 and d−22 < ∆− <
d
2 . This potential has a maximum at ϕ = ϕmax = 0
which we identify with the UV fixed point. Here ` sets the AdS length in the UV. The
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Figure 5: B vs. R (a) and C vs. R (b) for RG flow solutions in the potential (2.45)
d = 3, ∆− = 1.2 and λ chosen such that ϕmin = 1. For R → 0 both B(R) and C(R) attain
a finite value indicated by the green and red dashed line, respectively.
parameter ∆− is related to the scaling dimension ∆+ of the perturbing operator in the UV
as ∆− = d−∆+. Restricting attention to ϕ ≥ 0 the potential also has a minimum at
ϕmin =
√
∆−(d−∆−)
4λ
. (2.46)
In the following, we consider RG flows which are confined to the interval 0 ≤ ϕ ≤ ϕmin. In
addition, we restrict our attention to solutions where ϕ(u) evolves monotonically along a
flow, as in the present example. As a result, ϕ is a suitable parameter along each flow. In
this setting, RG flows for field theories on dSd or S
d exhibit the following properties.
• In the vicinity of the UV fixed point at ϕ = 0, we have families of solutions WC,R,
SC,R and UB,R parametrised by B, C and R as discussed above. For W (ϕ) this is
shown in fig. 3. The family of solutions WC,R(ϕ) is represented by the multitude of
flows emanating from the UV in fig. 3.
• Any point ϕ0 in the interval 0 < ϕ0 < ϕmin can act as an IR end point. In particular,
for every such value ϕ0 there exists a smooth solution interpolating between the UV
at ϕ = 0 and the IR end point at ϕ = ϕ0. The solutions W (ϕ) plotted in fig. 1 (shown
in the introduction) are solutions for W (ϕ) for different values of ϕ0 for the potential
(2.45). The dark red solution interpolating between the maximum and minimum of
V corresponds to the solution Wflat(ϕ) and describes a holographic RG flow of a field
theory on flat space-time.
• However, only one particular representative of the family of solutions WC,R, SC,R and
UB,R in the vicinity of the UV with a particular combination of (B,C,R) is completed
to a full flow solution with regular IR end point at a given ϕ0 (see fig. 3). Turning
this around: choosing an IR end point ϕ0 for a regular flow fixes the dimensionless
curvature R and dimensionless parameters B and C associated with the solution.
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• Once we have a complete solution, we can read off the corresponding values of B, C
and R from the asymptotic behaviour near the UV fixed point. In figure 4 we display
R, B and C vs. ϕ0 for an example based on potential (2.45) with d = 3 and ∆− = 1.2
and λ chosen such that ϕmin = 1. We can make the following observations. Note
that for ϕ0 → ϕmin we find R → 0. This is consistent with the fact that RG flows
for theories on flat manifolds (i.e. manifolds with R = 0) have their IR end points
at minima of V . Then, we find that R increases when the IR end point ϕ0 is moved
away from ϕmin and closer to ϕmax, diverging as ϕ0 → ϕmax. Similarly, C diverges in
magnitude as ϕ0 → ϕmax, while approaching a constant for ϕ0 → ϕmin. Here, in this
simple potential, the evolution of R (and B,C) with ϕ0 is monotonic. Note that this
is not generic and a much richer behaviour emerges in more complicated potentials.
We refer readers to [24] for further details.
• An important observation is that flows with different values ofR also exhibit different
values of B and C. Therefore, when evaluated on a continuum of RG flow solutions,
B and C should be seen as a functions of R. We can see this explicitly by plotting B
and C vs. R for RG flow solutions in the potential (2.45). In figure 5 this is shown
for d = 3 and ∆− = 1.2. Note that the behaviour of B(R) and C(R) as a function
of R can be determined analytically for R → 0 and R → ∞ (see appendix D for
details). One can check that the numerical results are consistent with these analytic
expectations.
To end this section, note that our review of holographic RG flows for field theories
on dSd and S
d has not been exhaustive. Phenomena we did not mention include flows
which start at maxima of a potential and skip minima on their way to the IR. Similarly, we
did not discuss flows along which ϕ(u) changes direction. Related to this are interesting
phenomena such as phase transitions triggered by space-time curvature. For all of this we
refer readers to [24].
3 On-shell action and free energy
In this section we will present various quantities which will be instrumental in the con-
struction of the F -functions, as well as their renormalization.
The basic quantity we consider in this section is the (regularised or renormalized) bulk
on-shell action, which is the action given in (2.1) evaluated on solutions to the field equa-
tions (2.5)–(2.7). For the class of solutions we are considering, this functional reduces to a
function of boundary values, Son-shell = Son-shell(ϕ−, R). However, the need for regularisa-
tion and/or renormalization of this quantity introduces a dependence on extra parameters:
a UV cut-off Λ, or a choice of boundary counterterms.
In the dual field theory, the on-shell action has a different interpretation depending
whether one is using standard or alternative holographic dictionary (see the discussion in
section 2.3).
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• In the standard dictionary, the on-shell action is related to the free energy of the
theory as12
F (j, R) ≡ −Son-shell(ϕ−, R) , (3.1)
with the source j identified with ϕ−.
• In the alternative dictionary, the on-shell action is identified, rather than with the
free energy, with its Legendre transform with respect to the source j, i.e. the quantum
effective potential Γ(〈O〉,R) of the theory, which depends on the operator vev 〈O〉
rather than the source j. That is, in alternative quantisation we have
Γ(〈O〉, R) ≡ −Son-shell(ϕ−, R) , (3.2)
where ϕ− is now identified with 〈O〉.
This distinction will be important later on. However, for simplicity, we will be referring
to the on-shell action as free energy, thereby assuming the standard dictionary, unless stated
explicitly otherwise.
The appropriately renormalized free energy, which will be computed in subsection 3.2
and will be the starting point for constructing our proposals for F -functions in section 4.
3.1 The free energy of a holographic RG flow
We begin by writing the expression for the free energy F for a field theory on Sd, by using
the definition (3.1), where Son-shell is given by (2.1) evaluated on a solution.
The on-shell action can be expressed as a functional over A(u) (we refer readers to
appendix B for details of the derivation). This leads to the following expression for the
free energy,
F = 2(d− 1)Md−1Vd
[
edAA˙
]
UV
− 2M
d−1R
d
Vd
∫ IR
UV
du e(d−2)A , (3.3)
where we defined
Vd ≡
∫
ddx
√
|ζ| = Vol(Sd) . (3.4)
The integration in (3.3) is over the entire geometry of the holographic RG flow from the
boundary at u→ −∞ (referred to as UV) to the interior at some finite u0 (referred to as
IR). Because of regularity of the IR end-point, the IR gives a vanishing contribution to the
first term in equation (3.3), as can be easily seen using equation (2.39).
Integrating up to the boundary gives rise to UV-divergences which we hence regulate
by introducing a UV cutoff. In particular, we will work with a dimensionless cutoff defined
as
Λ ≡ e
A(u)
` |ϕ−|1/∆−
∣∣∣∣∣
u=log 
, (3.5)
12In a thermodynamic interpretation of our system one may define the thermodynamic free energy Fth as
βFth = Son-shell,E with β the appropriate inverse temperature and Son-shell,E the Euclidean on-shell action.
Note that this thermodynamic free energy Fth differs from the free energy F defined here.
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such that taking Λ → ∞ is equivalent to letting  → 0 corresponding to the boundary
at u → −∞. Hence, whenever we write ‘UV’ in the following, this implies that the
corresponding quantity is to be evaluated at u = log  or ϕ = ϕ(log ).
It will be convenient to rewrite the free energy given in (3.3) in terms of the functions
W (ϕ), S(ϕ) and T (ϕ). The resulting expression will be more amenable to numerical
analysis as well as analytical considerations compared to (3.3). As a first step, we write
Vd =
∫
ddx
√
|ζ| = 2pi
d+1
2
Γ(d+12 )
αd = Ω˜dR
− d
2 , with Ω˜d ≡ 2d
d
2 (d− 1) d2pi d+12
Γ(d+12 )
. (3.6)
Inserting this and using the definitions (2.15)–(2.17) the free energy (3.3) can be written
as
F = −Md−1Ω˜d
([
T−
d
2 (ϕ)W (ϕ)
]
UV
+
2
d
∫ IR
UV
dϕS−1(ϕ)T−
d
2
+1(ϕ)
)
. (3.7)
We now rewrite the second term. In particular note that we can express13
2
d
S−1(ϕ)T−
d
2
+1(ϕ) dϕ = −d
(
T−
d
2
+1(ϕ)U(ϕ)
)
, (3.8)
in terms of the function U(ϕ) introduced in section 2.3 through equation (2.36) and specified
by the regularity condition
U(ϕ) =
ϕ→ϕ0
U0
√
|ϕ− ϕ0|+O
(|ϕ− ϕ0|) . (3.9)
As we explained in the previous section, this regular IR expansion acts as a boundary
condition for the differential equation (2.36) and fixes the integration constant B appearing
in U uniquely in terms of ϕ0. Therefore, by introducing the function U(ϕ) we did not
introduce any extra freedom or new parameter. As for the coefficient C(R), we can trade
the dependence on ϕ0 in B(ϕ0) with a dependence on R which, contrary to ϕ0, is one of the
boundary data, and write B ≡ B(R). As shown in sec. 5, B(R) computes an appropriately
defined entanglement entropy.
Going back to the computation of the free energy, using (3.8) the 2nd term in (3.7)
becomes:
2
d
∫ IR
UV
dϕS−1(ϕ)T−
d
2
+1(ϕ) = −[T− d2 +1(ϕ)U(ϕ)]
IR
+
[
T−
d
2
+1(ϕ)U(ϕ)
]
UV
. (3.10)
One can check that the contribution from the IR to the above expression vanishes, by
inserting the corresponding near-IR expansions for T (ϕ) and U(ϕ) given in (2.44) and (3.9).
This is ensured by the regularity conditions on U(ϕ) at the IR end-point.14 Collecting all
13To avoid confusion, in eq. (3.8) we denote the differential symbol by d, while the number of (boundary)
space-time dimensions is written as d. In the remainder of this analysis there is little danger of confusion
and so we revert to using d for both differentials and the number of dimensions.
14We can now better understand the meaning of the regularity condition we imposed on U by setting
b = 0 in equation (2.43). While for W IR regularity is a necessary condition for the regularity of the bulk
solution, the regularity of U is a choice, but a particularly convenient one as it allows to write the free
energy purely as a UV boundary term. Any other choice of the integration constant in the U -equation
would have given the same numerical result for F , but this would arise by a combination of UV and IR
terms [48]. This goes against the spirit of holography, in which one should be able to write the field theory
partition function purely in terms of UV boundary data.
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results, we arrive at an expression for F which is purely a UV boundary term:
F = −Md−1Ω˜d
([
T−
d
2 (ϕ)W (ϕ)
]
ϕ(log )
+
[
T−
d
2
+1(ϕ)U(ϕ)
]
ϕ(log )
)
, (3.11)
where we now display the UV cutoff explicitly.
From (3.11) it is clear that the on-shell action depends on the UV curvature R only
through the dimensionless combination R = R |ϕ−|−2/∆− . The reason is that any depen-
dence on R enters (3.11) only through W , T and U which themselves are functions of R
only.15 In addition, it depends on the dimensionless cutoff Λ through ϕ(log ). As the free
energy is dimensionless and there are no further dimensionful parameters beyond R and
ϕ− in this problem, it is only a function of the two dimensionless parameters Λ and R,
i.e. F = F (Λ,R).
The structure of the UV-divergent terms as Λ → +∞ depends on the number of
dimensions d, and it is easiest to give results for a specific d. Therefore, in the remainder
of this section, we turn to our main case of interest and work with d = 3 in the following.
The unrenormalized free energy in d = 3
Starting with (3.11) we insert the near-boundary expansions for T , W and U collected in
appendix A. This gives us F in terms of an expansion in ϕ(u), which we can turn into an
expansion in powers of Λ by trading ϕ(u) for eA(u) with the help of (A.7) and (A.6). After
a lot of algebra, in d = 3 we find the following result as Λ→ +∞:
F d=3(Λ,R) = −(M`)2Ω˜3
{
R−3/2
[
4Λ3
(
1 +O(Λ−2∆−))+ C(R)] (3.12)
+R−1/2
[
Λ
(
1 +O(Λ−2∆−))+B(R)]+O(R1/2Λ−1)} .
We can then make the following observations:
• There is a leading divergence of the form ∼ Λ3 and a subleading divergence ∼ Λ.
Depending on the precise value of ∆− there may be many further divergent terms.
However, all UV-divergent terms either come with a curvature factor R−3/2 or R−1/2.
Moreover, the integration constants B(R) and C(R) only contribute finite terms.
This observation will be important later. It is a manifestation of the well-known
fact in holographic renormalization that UV divergences are universal and vevs only
contribute to finite terms in the on-shell action.
• The most important part of F as far as the F -theorem is concerned is what we will
refer to as the ‘universal contribution’. This is the Λ-independent piece of (3.12) and
is given by
F d=3univ = −(M`)2Ω˜3
(
R−3/2C(R) +R−1/2B(R)
)
. (3.13)
15The fact that U only depends on R through R follows from the fact U can be determined entirely in
terms of W and S from equation (2.36).
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This depends on the boundary parameter R and on the (curvature-dependent) pa-
rameters C(R) and B(R), which in turn are related to the following field theoretic
quantities: C(R) is related to a vev in standard quantisation:
C(R) = ∆−
d
〈O〉|ϕ−|−
∆+
∆− , (3.14)
while B(R) computes an appropriately defined entanglement entropy (see sec. 5). In
addition, for R → 0 one can show (see app. F.2) that B(R) is related to a derivative
with respect to curvature of the vev 〈O〉 as:
B(R)∣∣R=0 = 2 ∂C(R)∂R
∣∣∣∣
R=0
=
2∆−
d
|ϕ−|−
∆+−2
∆−
∂
∂R
〈O〉
∣∣∣∣
R=0
, (3.15)
where the last equality holds for fixed ϕ−.
3.2 The renormalized free energy
The universal contribution to the free energy written in equation (3.13) can be affected
by finite local counterterms. Therefore, to obtain the finite part of the free energy in a
systematic and unambiguous way, we need to resort to holographic renormalization.
In holographic renormalization of a general dilaton-gravity theory, the counterterms
can be conveniently organised in terms of curvature invariants associated with the induced
metric γµν , multiplied by suitable functions of the scalar field [47]. The intrinsic curvature
appears up to a maximum power of d/2 (plus logarithmic contributions associated to
anomalies) for d even and (d− 1)/2 for d odd. For example, the first two counterterms are
given by
F
(0)
ct = M
d−1
∫
UV
ddx
√
|γ|Wct(ϕ) , (3.16)
F
(1)
ct = M
d−1
∫
UV
ddx
√
|γ|R(γ)Uct(ϕ) , (3.17)
...
and these are all the counterterms needed in d = 3. The functions Wct and Uct satisfy the
equations16
d
4(d− 1)W
2
ct −
1
2
(
W ′ct
)2
= −V , (3.18)
W ′ct U
′
ct −
d− 2
2(d− 1) Wct Uct = −1 . (3.19)
These are equivalent to the “flat” superpotential equation with T = 0 and to (a rescaled
version of) the “flat” U -equation (2.36) with S(ϕ) replaced by W ′. Therefore they track
the flat space holographic RG flow.
16The eq. (3.18) for Wct is equivalent to the EOM for W in the case R = 0.
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As we will be exclusively interested in the case d = 3 in this work, the two counterterms
(3.16) and (3.17) are sufficient and we hence refrain from giving explicit expressions of
counterterms at higher orders in R(γ), but they can be found in [47].
Equations (3.18) and (3.19) determine the functions Wct and Uct up to two integration
constants, which we call Cct and Bct, respectively and which we can choose at will. A
particular choice of these constants corresponds to a choice of renormalization scheme. It
will also be useful to record the expansion of the functions Wct and Uct in the vicinity of
the UV boundary. In particular, close to a UV fixed point at ϕ = 0 the functions Wct and
Uct can be expanded in powers of ϕ as follows, [49–51]:
W0,ct(ϕ) =
2(d− 1)
`
+
∆−
2`
ϕ2 +
Cct
`
|ϕ|d/∆− + . . . , (3.20)
Uct(ϕ) =
`
d− 2 + `Bct |ϕ|
(d−2)/∆− + . . . , (3.21)
where Cct and Bct now appear explicitly.
The renormalized free energy is then given by the free energy (3.11) with all necessary
counterterms added. For d = 3 this gives
F d=3,ren(R|Bct, Cct) = lim
Λ→∞
[
F d=3(Λ,R) + F (0)ct + F (1)ct
]
. (3.22)
where we explicitly emphasised the fact that the dependence on Λ has been traded with a
dependence on counterterms.
Renormalized free energy for d = 3
As a first step, it will be convenient to rewrite the counterterms (3.16) and (3.17) as follows.
Using the fact that
R(γ) = T , and
√−γ = Rd/2T−d/2
√
−ζ , (3.23)
the counterterms become
F
(0)
ct = M
d−1Ω˜d
[
T−
d
2 (ϕ)Wct(ϕ)
]
UV
, (3.24)
F
(1)
ct = M
d−1Ω˜d
[
T−
d
2
+1(ϕ)Uct(ϕ)
]
UV
, (3.25)
where Ω˜d is defined in (3.6). Using this we find the following expression for the renormalized
free energy in d = 3:
F d=3,ren = −M2p Ω˜3
([
T−
3
2 (ϕ)
(
W (ϕ)−Wct(ϕ)
)]
UV
+
[
T−
1
2 (ϕ)
(
U(ϕ)− Uct(ϕ)
)]
UV
)
.
(3.26)
Inserting the expressions for the UV expansions for T , W , Wct, U and Uct from (A.5),
(A.1), (3.20), (2.37), (3.21) we finally arrive at
F d=3,ren(R|Bct, Cct) = −(M`)2Ω˜3
[
R−3/2(C(R)− Cct)+R−1/2(B(R)−Bct)] . (3.27)
This now shows the explicit dependence of the free energy on the two renormalization
constants Cct and Bct.
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3.3 Expressions at small and large curvature
We begin by collecting the results from the previous sections. There we presented expres-
sions for the free energy on S3. In particular, we have the following expressions for the
cutoff-regulated and renormalized quantities:
F (Λ,R) = −(M`)2Ω˜3
{
R−3/2
[
4Λ3
(
1 +O(Λ−2∆−)+ C(R))] (3.28)
+R−1/2
[
Λ
(
1 +O(Λ−2∆−)+B(R))]+O(R1/2Λ−1)} ,
F ren(R|Bct, Cct) = −(M`)2Ω˜3
[
R−3/2(C(R)− Cct)+R−1/2(B(R)−Bct)] , (3.29)
where we now suppress the superscript d = 3 to remove clutter.
Generally, we will have to revert to numerical methods to evaluate these quantities.
However, for both R → ∞ and R → 0 we can make analytical progress. Hence, in this
section we will collect analytical results for F for both R → ∞ and R → 0. The relevant
calculations are shown in appendices D.1 and D.2, respectively. Here we will only show the
results which will be most relevant for our later study of the F -theorem. In particular, it
will be most economical to record the expressions for C(R) and B(R), which we will do in
the following.
Large curvature results: R →∞
From the calculations in Appendix D.1 we obtain:
C(R) =
R→∞
O(R3/2−∆−) , B(R) =
R→∞
−8pi2Ω˜−23 R1/2
(
1 +O(R−∆−)) . (3.30)
Inserting this into equation (3.28)–(3.29) we obtain the corresponding large-curvature
asymptotics for the free energy. To be brief, we give explicit expressions for the renor-
malized quantities only. Therefore, for R →∞ we obtain:
F ren =
R→∞
(M`)2
(
8pi2 + Ω˜3BctR−1/2 + Ω˜3CctR−3/2 +O(R−∆−)
)
. (3.31)
Therefore, F ren is finite for R →∞ approaching the value 8pi2(M`)2.
We identify this value as the free energy (or central charge) of the UV CFT. The
reason is as follows. For fixed R taking R → ∞ corresponds to the limit of vanishing
source, i.e. |ϕ−| → 0. Hence the value of the (renormalized) free energy obtained for
R →∞ can be identified with that of the corresponding CFT.
The above observation gives rise to the following general result. For a CFT associated
with an extremum of the potential at ϕCFT the (renormalized) free energy is given by
FCFT = 8pi
2(M`CFT)
2 , with `2CFT ≡ −
6
V (ϕCFT)
. (3.32)
This is valid regardless whether the extremum is a maximum or a minimum of the potential.
Also note that the renomalized value of the free energy of a CFT is unambiguous, i.e. there
is no scheme-dependence.
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Small curvature expansion: R → 0
From the analysis in appendix D.2 one finds:
C(R) =
R→0
C0 + C1R+O
(R2)+O(R3/2−∆IR− ) , (3.33)
B(R) =
R→0
B0
(
1 +O(R))− 8pi2Ω˜−23 `2IR`2 R1/2 (1 +O(R−∆IR− )) , (3.34)
where we have defined
`2IR ≡ −
d(d− 1)
V (ϕIR)
, ∆IR− =
1
2
(d−
√
d2 + 4`2IRV
′′(ϕIR)) , (3.35)
where ϕIR is the minimum of the potential. Note that ∆
IR− < 0 since V ′′(ϕIR) > 0.
The quantities C0, B0 and C1 appearing in equations (3.33)–(3.34) are numerical co-
efficients. The quantity C0 is the flat-space value of the vev 〈O〉 and C1 is the coefficient
of the first curvature correction to 〈O〉. The coefficient B0 corresponds to the flat-space
limit of an appropriately defined entanglement entropy (see sec. 5).17
This leads to the following expressions for the renormalized free energy:
F ren =
R→0
−(M`)2Ω˜3
(
C0 − Cct
)R−3/2 − (M`)2Ω˜3(B0 + C1 −Bct)R−1/2 (3.36)
+ 8pi2(M`IR)
2 +O(R−∆IR− ) +O(R1/2) .
Note that in general F ren diverges for R → 0. The leading divergence is of the form R−3/2
and it can be understood as a volume divergence. This is the statement that the free
energy is an extensive quantity and grows with the volume of the S3, i.e. Vol(S3) ∼ R−3/2
for fixed ϕ−. The same IR divergence also occurs in the unrenormalized quantity F (Λ,R).
The coefficient of that divergence is the free-energy density of the flat theory.
In addition to the divergent terms, the expression (3.36) also exhibit a finite contribu-
tion. From (3.32) we identify this term as the central charge of the IR CFT associated with
the IR fixed point at the minimum of the potential. Interestingly, while this central charge
is a property of the IR CFT only, here it emerges from the free energy of a holographic
RG flow solution from the UV fixed point to this IR.
These observations suggest that we may be able construct F -functions (depending on
R) out of the free energy, which interpolate between the central charges of the UV and IR
CFTs, if we can isolate a quantity which generalises the finite contribution also away from
the fixed points. This is what we will propose in the next section.
4 Constructing F -functions from the free energy
Having collected all the necessary ingredients, we can finally turn to constructing candidate
F -functions. We start with a definition of the F -theorem. We then explain how the F -
17In fact, for our setup one finds that B0 = 2C1, This follows from a thermodynamic relation between
the free energy on S3 and an appropriately defined entanglement entropy and will be explained in sec. 5
and app. F.2.
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theorem is related to holographic RG flows18. Finally, using the results from section 3 we
propose several candidate F -functions and check their viability numerically.
4.1 Definitions and strategy
The F -theorem [9] is a statement about Lorentz-invariant quantum field theories in d = 3
and their behaviour under renormalization group flow. In its minimal form, it is concerned
with properties of two conformal field theories which are connected by an RG flow. It
states that at both the UV and IR fixed points one can define a quantity F such that
FUV ≥ FIR . (4.1)
A refined version demands that there exists a function F(R), with R some parameter along
the flow, which exhibits the following properties:
• At the fixed points of the flow, the function F(R) takes the values FUV and FIR
respectively.
• The function F(R) evolves monotonically along the flow, i.e.
d
dRF(R) ≥ 0 , (4.2)
for a parameter R that decreases monotonically when going from UV to IR.
• It is also expected that F(R) should be stationary at the fixed points of the RG flow.
This expectation arises from the observation that the Zamolodchikov c-function in
d = 2 is stationary at the fixed points. However, as pointed out in [20], there
exist F -function candidates that satisfy the first two requirements (correct values
in UV/IR, monotonicity), but violate stationarity. We hence leave it open whether
the F -function should be stationary at the fixed points and focus on the other two
conditions in this work.
Here we will explore several candidate F -functions in a holographic setting for a field
theory on S3. We lay out our strategy in the following:
1. In the holographic context, the UV theory is the CFT associated with a maximum
ϕmax of the bulk potential V . The IR CFT will be associated with a neighbouring
minimum ϕmin:
CFTUV ←→ ϕ(u) = ϕUV = ϕmax = const. ,
CFTIR ←→ ϕ(u) = ϕIR = ϕmin = const. .
2. We identify the F -quantity with the renormalized free energy of the corresponding
CFT. This can be calculated as follows. Note that at an extremum of V the bulk
geometry is AdS4. The scale factor is then given by
AUV(u) = ln
(
−`UV
α
sinh
u+ cUV
`UV
)
, with `2UV = −
6
V (ϕUV)
(4.3)
18This idea was already explored in [22]. As we will see, the key reason that work gave a negative result
lies in how infrared divergences are treated
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for the UV CFT and associated AdS space, and
AIR(u) = ln
(
−`IR
α
sinh
u+ cIR
`IR
)
, with `2IR = −
6
V (ϕIR)
. (4.4)
for the IR CFT and its associated AdS space.
The UV and IR values of the F -quantity are then given by the renormalized action
evaluated on these solutions. From (3.32) it follows that this is given by:19
FUV = 8pi
2(M`UV)
2 , FIR = 8pi
2(M`IR)
2 . (4.5)
As `UV > `IR these indeed satisfy FUV ≥ FIR.
3. It is the dimensionless curvature R which will play the role of the parameter along
the flow, which we will also refer to as curvature-RG flow to distinguish it from the
holographic RG flow in u. The candidate F -functions will be specific functionals
for a given holographic flow solution A(u), ϕ(u). To be precise, we will consider F -
functions constructed out of the (renormalized) free energy introduced in section 3.
As pointed out there, given a flow solution A(u), ϕ(u) with UV data R,ϕ− these
functionals only depend on the UV sources via the dimensionless combination R. As
a result, the candidate F -functions we will consider will only depend on UV sources
via R, i.e.
F(R) ≡ F [AR,ϕ−(u), ϕR,ϕ−(u)] . (4.6)
4. In terms of curvature-RG flow in R, the notion of UV and IR are defined as follows.
By UV we refer to the limit R → ∞. The corresponding UV value for the F -
function is the functional F evaluated on a holographic RG flow solution A(u), ϕ(u)
with end point ϕ0 → ϕUV. Moving away from the UV corresponds to letting R
decrease, which is equivalent to evaluating F over solutions A(u), ϕ(u) with end points
that successively move away from ϕUV. The IR is defined as R → 0. The related
solutions A(u), ϕ(u) exhibit ϕ0 → ϕIR, i.e. the end point approaches a minimum of
the potential, and the corresponding value F(R) is the functional evaluated on this
solution.20
The upshot is: To calculate F(R) along the RG flow defined by R we have to evaluate the
functional F over a family of holographic RG flow solutions whose IR end points ϕ0 move
successively from ϕUV to ϕIR.
19Note that for a CFT the value of the on-shell action is uniquely defined, i.e. there is no scheme-
dependence. Different schemes (in d = 3) correspond to theories with different coefficients for the finite
counterterms ∼ ∫ d3x√ζ |ϕ−|3/∆− and ∼ ∫ d3x√ζ R |ϕ−|1/∆− . However, for a CFT ϕ− = 0 and no such
finite counterterms exist.
20Note that this notion of UV and IR in terms of R→∞ and R → 0 differs from the usual definition of
UV fixed point and IR end point for a single holographic flow solution. For a single holographic RG flow
the terms UV and IR refer to the limits (u→ −∞, ϕ→ ϕUV) and (u→ u0, ϕ→ ϕ0), respectively.
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4.2 Candidate F -functions
In this section, we will propose several suitable candidate F -functions. The building blocks
will be both the renormalized and unrenormalized free energy, with the relevant expressions
collected in (3.28)–(3.29). Our candidate F -functions will be constructed to satisfy two
criteria:
1. Any candidate F -function has to be free of both UV and IR divergences.
2. In the UV (R →∞) and the IR (R → 0) the F -functions should reproduce the free
energy of the corresponding UV and IR CFTs, i.e.
F(R) −→
R→∞
FUV = 8pi
2(M`UV)
2 , (4.7)
F(R) −→
R→0
FIR = 8pi
2(M`IR)
2 . (4.8)
We begin by examining the various divergent pieces present in the free energy. The
unrenormalized free energy given in (3.28) exhibits UV-divergent terms, which in terms of
the dimensionless cutoff Λ defined in (3.5) take the following schematic form:
Λ-dependent terms in F (Λ,R) : ∼ R−1/2(Λ + . . .) and ∼ R−3/2(Λ3 + . . .) .
In addition, the unrenormalized free energy contains terms which do not depend on Λ, but
diverge when R → 0. These are IR divergences associated with a diverging volume of S3.
The relevant terms take the following schematic form (see sec. 3.3 for details):
IR-divergent terms in F (Λ,R) : ∼ R−1/2(B0 + C1)
∣∣
R→0 and ∼ R−3/2C0
∣∣
R→0 ,
with C0, B0 and C1 numerical constants.
Alternatively, we can work with the renormalized free energy F ren. While this is free of
UV-divergences, F ren still exhibits IR divergent terms. In this case, these are schematically
given by (see (3.36)):
IR-divergent terms in
F ren(R|Bct, Cct) : ∼ R−1/2(B0 + C1 −Bct)
∣∣
R→0 and ∼ R−3/2(C0 − Cct)
∣∣
R→0 .
As one can observe from the above equations, both UV-divergent as well as IR-
divergent terms come with the same functional dependence on R, i.e. the problematic
terms come with a factor R−3/2 and/or R−1/2. A similar observation, regarding the en-
tanglement entropy, has also been made for theories in flat space-time in [17]. There it
was shown that the divergent contribution to the entanglement entropy across a scalable
surface (with, say, scale a) only come with several distinct powers of that scale a. The same
holds in our case for the free energy, with the scale a given by the curvature R. The main
difference is that here the field theory itself is defined on curved space-time with constant
scalar curvature R.
The challenge for constructing a viable F -function now is to isolate the finite contri-
butions to the free energy or the entanglement entropy, i.e. we need to ensure that both
UV-cutoff-dependent terms as well as the explicitly IR-divergent terms do not enter into
the F -function. There are at least two ways of doing this:
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1. For one, we can remove any contribution with curvature dependence R−3/2 and/or
R−1/2 by acting on F (ren) with an appropriate differential operator, similarly to what
was done in [17]. In particular, we define
D3/2 ≡
(
2
3
R ∂
∂R + 1
)
, and D1/2 ≡
(
2R ∂
∂R + 1
)
. (4.9)
These satisfy
D3/2R−3/2 = 0 , D1/2R−1/2 = 0 , (4.10)
and hence remove the divergent contributions while leaving terms with any other
power of R intact.
2. By working with the renormalized quantity F ren we can guarantee the absence of
UV-divergences. The observation then is that we can remove the remaining IR-
divergent pieces by choosing a suitable renormalization scheme. This amounts to an
appropriate specific choice of renormalization parameters which we will call Bct,0 and
Cct,0:
Bct,0 ≡ B(0) + ∂C(R)∂R
∣∣∣
R=0
= B0 + C1 , Cct,0 ≡ C(0) = C0 . (4.11)
In order to make clear that these renormalization conditions are well-defined in terms
of the dual field theory language, we show in appendix G that this choice of renor-
malization conditions is equivalent to requiring that certain correlation functions
involving the renormalized stress-tensor T
(ren)
µν of the boundary theory vanish for
R→ 0.
We are now in a position to propose candidate F -functions. To be specific, we begin
with F -functions constructed out of the renormalized free energy F ren. This has two IR-
divergent terms, one at order R−3/2 and one at order R−1/2. As stated above, each of
these terms can be removed in two ways, either by differentiation or with the help of
counterterms. This gives four possibilities for removing divergent pieces and we hence
define the four divergence-free quantities F1,2,3,4(R) constructed from F ren:
F1(R) ≡ D1/2D3/2 F ren(R|Bct, Cct) , (4.12)
F2(R) ≡ D1/2 F ren(R|Bct, Cct,0) , (4.13)
F3(R) ≡ D3/2 F ren(R|Bct,0, Cct) , (4.14)
F4(R) ≡ F ren(R|Bct,0, Cct,0) . (4.15)
with D1/2, D3/2 defined in (4.9) and Bct,0, Cct,0 given in (4.11). As we will check explicitly
at the end of this section, for R →∞ and R → 0 the functions F1,2,3,4 reduce to FUV and
FIR, respectively. As a result, they pass the minimum test and are four good candidate
F -functions.
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An important observation is that the functions F1,2,3,4 can be written entirely in terms
of R, B(R) and C(R) (as well as the counter-terms). In particular, inserting (3.29) into
(4.12)–(4.12) one obtains
F1(R) = −(M`)2 Ω˜3 4
3
R1/2
(
2B′ + C ′′ +RB′′
)
, (4.16)
F2(R) = −(M`)2 Ω˜3 2R−3/2
(
− (C − Cct,0) +RC ′ +R2B′
)
, (4.17)
F3(R) = −(M`)2 Ω˜3 2
3
R−1/2
(
(B + C ′ −Bct,0) +RB′
)
, (4.18)
F4(R) = −(M`)2 Ω˜3 R−3/2
(
(C − Cct,0) +R(B −Bct,0)
)
, (4.19)
where Ω˜3 is defined in (3.6). Here we suppressed the argument of B(R) and C(R) to reduce
clutter and ′ refers to a derivative with respect to R.
Similarly, we can start with the unrenormalized free energy F (Λ,R). This again has
divergent terms at order R−3/2 and R−1/2. Here, from the various options for cancelling
these terms, we can only apply the method involving differentiation. However, one can
check this does not give rise to a new F -function. From (3.28) one finds
D1/2D3/2 F (Λ,R) = −(M`)2 Ω˜3
4
3
R1/2
(
2B′ + C ′′ +RB′′
)
= F1(R) . (4.20)
As a result, the functions F1,2,3,4 defined in (4.12)–(4.15) exhaust the possibilities for
candidate F -functions that can be constructed directly from the free energy on S3 by the
procedures mentioned above.
One can show explicitly that all our candidate F -functions reduce to FUV and FIR in
the UV (R →∞) and IR (R → 0), respectively. For example, using the results in sec. 3.3
we find the following behaviour for R →∞:
F1(R) =R→∞ FUV +O(R
−∆−) , (4.21)
F2(R) =R→∞ FUV +O(R
−∆−) + (M`UV)2Ω˜3Cct,0R−3/2 , (4.22)
F3(R) =R→∞ FUV +O(R
−∆−) + (M`UV)2Ω˜3Bct,0R−1/2 , (4.23)
F4(R) =R→∞ FUV +O(R
−∆−) + (M`UV)2Ω˜3Bct,0R−1/2 + (M`UV)2Ω˜3Cct,0R−3/2 ,
(4.24)
We can also make another observation. From the above it follows that all our candidate
F -functions are also stationary in the UV, i.e. they obey ∂RFi|R→∞ = 0.
Similarly, using the results in sec. 3.3 the F -functions behave for R → 0 as
Fi(R) =R→0 FIR +O(R
−∆IR− ) +O(R1/2) , i = 1 . . . 4 . (4.25)
Finally, we need to check whether our functions Fi(R) decrease monotonically with
RG flow. Only if this is the case we can declare success and present them as good F -
functions. This is a difficult task and an analytic proof of monotonicity, if possible at all,
is beyond the scope of this paper. In section (4.4) we will test our proposal numerically on
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some simple but generic examples and show that all the proposed F -functions are indeed
monotonic. This lends support to our proposal, and further tests (and eventually a proof)
will be left for future work.
4.3 An F -function from holographic RG flow in flat space-time
Before testing our proposal on examples, in this section we will review a different type of
F -function which arises from holographic RG flow in flat space-time. This was originally
constructed by Liu and Mezei [17] starting from the entanglement entropy across a spherical
region in flat space.
The construction is as follows. We consider a ball of radius α in a flat space-time
quantum field theory, and compute the entanglement entropy between the points inside
the ball and those outside the ball, which we will denote by SFEE(α) This quantity is
both UV divergent and, once UV-regulated, has a large-volume divergence as α→∞, just
like the free energy we have been studying in this section. Liu and Mezei proposed as an
F -function the “Renormalized entanglement entropy” (REE), which we will denote by F0,
and which is defined as
F0(α) =
(
α
d
dα
− 1
)
SFEE(α) , (4.26)
It was subsequently proven to be a good F -function in [18], i.e. it interpolates monotonically
between the values of the CFT central charge at the end-points of the flat-space RG flow.
In a field theory with a holographic dual, the entanglement entropy across a region of
space is computed via the Ryu-Takayanagi prescription [25]: one picks a (d−2)-dimensional
surface on the AdS boundary which coincides with the entangling surface and extends it
to a geodesic (d − 1)-dimensional surface in the bulk. The entanglement entropy is then
computed in terms of the minimal surface area A by
SFEE(α) = A/4Gd+1 , (4.27)
where Gd+1 is Newton’s constant in (d+ 1) dimensions.
In the case we are discussing, for d = 3, the entangling surface is a circle of radius α,
and the situation is described schematically in Figure 6. The details of the calculation are
given in Appendix E. Notice that for this calculation we consider the vacuum, flat-space
RG flow theory, whose metric is (here it is convenient to use conformal coordinates),
ds2 = ρ(z)
(
dz2 + ηµνdx
µdxν
)
. (4.28)
where ρ(z) is related to the scale factor introduced in (2.2) as ρ(z) = eA(u(z)).
To calculate the minimal surface A we need to choose a solution ρ(z) relevant to the
problem at hand. Here this is ρ(z) = eAflat(u(z)) where Aflat(u) is a holographic RG flow
solution for a field theory in flat space-time. The minimal surface area is then calculated
as
A = 2pi
∫ z0

dz a2(z)r(z)
√
1 + (r′(z))2, (4.29)
where r(z) describes the embedding of the Ryu-Takayanagi minimal surface, and z0 is the
point where the latter smoothly caps-off. The geodesic equation and regularity conditions
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Figure 6: Cartoon of the minimal surface to compute the entanglement entropy in flat
space. The coordinate z is the holographic direction in conformal coordinates.
for r(z) are described in appendix E. The entanglement entropy SFEE then follows from
(4.27).
As in the case of the on-shell action studied in sec. 3 we find that in holography the
entanglement entropy SFEE is a function of the dimensionless combinationR = R|ϕ−|−2/∆−
introduced in eq. (2.33). Then the REE can be written as
F0(R) = −D1/2SFEE(R) . (4.30)
where D1/2 is the differential operator defined in eq. (4.9).
As with the other F -functions, the REE of Liu and Mezei (4.30) can be computed nu-
merically in specific examples. A numerical comparison between our candidate F -functions
and F0 will be performed in the next section.
4.4 Numerical tests of monotonicity
To test our proposal, in this section we will evaluate the candidate F -functions Fi(R)
with i = 1, 2, . . . 4 for a set of example RG flows. In our holographic setting this amounts
to choosing a dilaton potential. Here we will work with the potential (2.45), which we
reproduce below for d = 3:
V (ϕ) = − 6
`2UV
− ∆−(3−∆−)
2`2UV
ϕ2 +
λ
`2UV
ϕ4 . (4.31)
This potential has a maximum at ϕUV = 0 and a minimum at ϕIR =
√
∆−(3−∆−)
4λ . We
can also define a quantity `IR as in (3.35) which by definition satisfies `IR < `UV. For
definiteness, in the following we will set
`2IR = b `
2
UV with b = 0.9 , (4.32)
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Figure 7: F -functions F1,2,3,4 defined in (4.12)–(4.15) and Liu-Mezei F -function F0
(i.e. the REE of [17]) vs. log(R) for a holographic model with dilaton potential (4.31)
and ∆− = 1.2.
which we can do by choosing
λ =
∆2−(3−∆−)2 b
96(1− b) . (4.33)
Then, in the following, we will also set M`UV = 1. With this potential we can vary the
dimensions of perturbing operators and therefore we can check various different flows.
To construct solutions, and compute the corresponding on-shell action, in the whole
range of R we proceed as follows. We pick a value ϕ0 with ϕmax < ϕ0 < ϕmin and solve
equations (2.21), (2.22) and (2.36) subject to the boundary conditions (2.42) and (3.9)
to obtain a solution for the functions W (ϕ), S(ϕ) and U(ϕ). From the near-boundary
(i.e. ϕ → ϕUV = 0) behaviour of W (ϕ), S(ϕ) and U(ϕ) we can then extract the corre-
sponding values of R0, C(R0) and B(R0), respectively.21 By varying the end point ϕ0 from
ϕUV to ϕIR and repeating the analysis we can hence extract C(R) and B(R) as functions
of R. This is summarised schematically below:
Choose a value for ϕ0 −→ W (ϕ), S(ϕ), U(ϕ) −→ choose new value for ϕ0 −→ . . .
↓ ↓ ↓
R0 C(R0) B(R0)
Once we have C(R) and B(R) as functions of R we can determine the counterterms Bct,0
and Cct,0 from (4.11). Finally, using (4.16)–(4.19) we can compute the functions Fi(R).
In figure 7 we plot F1,2,3,4 vs. log(R) for the potential (4.31) with ∆− = 1.2. For
comparison, we also display the Liu-Mezei F -function [17] labelled by F0(R) and given in
21See (A.1), (A.2) and (A.9) for the near-boundary expansions of W (ϕ), S(ϕ) and U(ϕ), respectively.
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Figure 8: F1 vs. log(R) for a holographic model with dilaton potential (4.31) and ∆− = 0.9
(dark blue), 1.1, (light blue), 1.2 (blue) and 1.3 (cyan).
(4.30) for a flat-space RG flow in the same potential (4.31) with ∆− = 1.2.22 We make the
following observations.
• In the UV (R →∞) all four candidate F -functions asymptote to FUV = 8pi2(M`UV)2
as expected. Similarly, in the IR (R → 0) all four candidate F -functions approach
FIR = 8pi
2(M`IR)
2.
• Most importantly, all four candidate F -functions interpolate monotonically between
FUV and FIR, that is we observe
∂Fi(R)
∂R ≥ 0 , i = 1, 2, 3, 4 . (4.34)
Hence every one of F1,2,3,4 is a good F -function.
• We can also understand the qualitative differences between the plots for F1,2,3,4. By
equations (4.21)–(4.24), for ∆− = 1.2 the functions F1,2 behave as F1,2 = FUV +
O(R−1.2) for large R, while F3,4 behave as F3,4 = FUV +O(R−0.5). As a result, we
expect F3,4 to fall off faster than F1,2 when decreasing R. This is exactly what we
observe in fig. 7.
• The REE of Liu and Mezei F0(R) is also a good F -function, interpolating monotoni-
cally between FUV and FIR. Note, however, that it does not coincide with any of our
F -functions F1,2,3,4(R), which are manifestly different as functions of R. In other
words, the formulation of the F -function in d = 3 in terms of a flat-space entangle-
ment entropy across a ball with radius α and in terms of the free energy on S3 with
radius α differ as functions of α.
22In the case of F0(R), the quantity R refers to the curvature of the spherical entangling surface in units
of ϕ− and not the curvature of the background space-time, which is flat in this case.
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These observations persist beyond the example with ∆− = 1.2. In figure 8 we plot F1
vs. log(R) for a holographic model with dilaton potential (4.31) and ∆− = 0.9, 1.1, 1.2
1.3. In all cases F1(R) is a good F -function, interpolating monotonically between FUV and
FIR. The same is true for F2,3,4, but we refrain from plotting the results explicitly.
4.5 Alternative quantisation and the effective potential as an F -function
So far we have worked with holographic theories in what we referred to as ‘standard quanti-
sation’ in section 2.3. That is, we identified the dimension ∆ of the operator O perturbing
the UV CFT with ∆+. By doing so we restricted our analysis to (in d = 3)
3
2
< ∆ < 3 . (4.35)
For such theories we found four potentially good F -functions F1,2,3,4(R), which can be
constructed from the free energy on S3. The parameter along the RG flow is R, which is
the value of the curvature R of the background space-time of the field theory in units of
the operator source ϕ−.
The question then arises, how the F -theorem is realised for theories perturbed by an
operator O with dimension ∆ < 3/2. In particular, how can one define good F -functions
for such theories? We can answer this question by switching to ‘alternative quantisation’.
This amounts to identifying the dimension ∆ of O with ∆−. In general dimension d, this
possibility exists in the range d/2− 1 < ∆− < d/2. In this range, using the identification
∆ = ∆− we can cover the region
1
2
< ∆ <
3
2
. (4.36)
The main point to note is that by swapping the scheme of quantisation none of the
calculations and expressions we obtained so far are changed in any way. All that changes
is the interpretation of the various expressions. As we will argue presently, the functions
F1,2,3,4(R) defined in (4.12)–(4.15) will still be good F -functions for ∆ < 3/2. However,
the interpretation in terms of field theory quantities will change when swapping the quan-
tisation scheme.
For one, in alternative quantisation ϕ− is identified with the vev of O and hence
R = R |ϕ−|−2/∆− is now the boundary curvature in units of the operator vev. It is this
quantity which is now the parameter describing the RG flow.
Secondly, note that while in (4.12)–(4.15) the functions F1,2,3,4(R) were constructed
from what we referred to as the free energy F (ren), this language was tacitly assuming
standard quantisation (as we have specified at the beginning of section 3). In fact, the
functions F1,2,3,4(R) can also be defined in the more general terms of the Euclidean on-
shell action,
F1(R) ≡ D1/2D3/2 Srenon-shell,E(R|Bct, Cct) , (4.37)
F2(R) ≡ D1/2 Srenon-shell,E(R|Bct, Cct,0) , (4.38)
F3(R) ≡ D3/2 Srenon-shell,E(R|Bct,0, Cct) , (4.39)
F4(R) ≡ Srenon-shell,E(R|Bct,0, Cct,0) . (4.40)
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This does not require a distinction between standard and alternative quantisation.
In standard quantisation one has S
(ren)
on-shell,E = F
(ren) and (4.37)–(4.40) reduce to (4.12)–
(4.15).
In alternative quantisation the on-shell action corresponds to the quantum effective
potential Γren, i.e. the Legendre transform of the free energy. To illustrate this, we mo-
mentarily separate R into R and ϕ−. Then, in alternative quantisation, one has
Srenon-shell,E(R,ϕ−) = Γ
ren(R,ϕ−) , (4.41)
with Γren a function of R and the vev ϕ−. The free energy is denoted by F ren(R, j), where
j is the source. This is then related to Γren(R,ϕ−) as
Γren(R,ϕ−) = F ren
(
R, j(ϕ−)
)− ∫ d3x√γ(0) j(ϕ−)ϕ− , (4.42)
where j(ϕ−) is defined by
δF (R, j)
δj
∣∣∣∣
j(ϕ−)
− ϕ− = 0 . (4.43)
The key observation is that the functions defined in (4.37)–(4.40) are good F -functions
(in the examples we considered in the previous section), regardless what quantisation is
chosen. In standard quantisation they correspond to F -functions for theories where the
perturbing operator has dimension 32 < ∆ < 3. Using alternative quantisation, the same
expressions now give F -functions for theories where the perturbing operator has dimension
1
2 < ∆ <
3
2 .
This for example implies that the F -functions for ∆− = 1.2 plotted in fig 2 have two
interpretations. Using standard quantisation, they can be understood as F -functions for a
theory with ∆ = 3−∆− = 1.8 with the parameter R the curvature in units of the source.
Using alternative quantisation they become F -functions for a theory with ∆ = ∆− = 1.2
with R the curvature in units of the vev.
There is another interesting consequence of the observations in this section. Our results
imply that, depending on the operator dimension ∆, we have to construct F -functions
differently in terms of field-theoretic quantities. In particular, our findings suggest that
for ∆ > 3/2 it is the free energy F that acts as a F -functions while for ∆ < 3/2 it is the
quantum effective potential Γ that should be used. In section 6.2 we will find that this
indeed solves long-standing puzzles regarding the F -theorem for the free massive boson.
5 De Sitter entanglement entropy and the F -theorem
In this section we make the connection between the quantities introduced so far (namely
the various versions of the UV-finite free energy) and the entanglement entropy across a
spherical surface in de Sitter space. The latter quantity has been discussed earlier in field
theoretical context [23] as well as in holography [11, 52]. Here, both the free energy and
the entanglement entropy are determined as functionals of corresponding holographic RG
flows for theories in curved space-time. In this setting we will observe that the de Sitter
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entanglement entropy corresponds to one of the contributions to the free energy. In the de
Sitter static patch, this relation translates into the relation between free energy and the
thermodynamic entropy, computed by the area law. This is very interesting as it suggests
that standard QFT on a fixed de Sitter background, and non-dynamical gravity satisfy
thermodynamics equations that relate the on-shell action to the entanglement entropy.
As it was observed in [23], starting from the (unrenormalized) entanglement entropy
and performing a similar subtraction as the one proposed by Liu and Mezei in flat space,
one can in principle obtain new candidate F -functions. We will show that the resulting
F -functions are already part of the set we defined in section 4.2.
5.1 Entanglement entropy for a spherical surface in de Sitter space
Here we derive an expression for the entanglement entropy across a spherically symmetric
surface for a theory in dSd. While we will be once more mainly interested in expressions
for d = 3, we will work in general d when possible. In a holographic setup, this amounts
to computing the holographic entanglement entropy across a (d− 2)-dimensional spherical
surface on the dSd boundary of our (d+ 1)-dimensional space-time.
To this end, consider our metric ansatz (2.2) for a field theory on dSd with the following
choice of (global) coordinates on dSd:
ds2 = du2 + e2A(u)
[−dt2 + α2 cosh2(t/α) (dθ2 + sin2 θdΩ2d−2)] (5.1)
where dΩ2d−2 is the metric on a (d − 2)-dimensional unit sphere. In global coordinates
the de Sitter metric describes a Sd−1 that starts infinite in the infinite past, decreases size
until a minimum size of the order of the de Sitter curvature, and then increases again and
becomes of infinite size in the infinite future.
We now wish to calculate the static entanglement entropy for an entangling surface on
the boundary QFT given by θ|u→−∞ = pi2 and t = 0. This splits the spatial Sd−1 into the
two hemispheres that touch at the entangling surface that is the equator (which is a Sd−2).
To calculate this in our holographic setting, we use the prescription of Ryu and
Takayanagi [25]. We hence need to find the minimal surface in the bulk which has the
entangling surface as the boundary. The entanglement entropy is then given by
SEE =
γ
4Gd+1
(5.2)
where γ is the area of the minimal surface whose boundary is the entangling surface at
u→ −∞, and Gd+1 is Newton’s constant in (d+ 1) dimensions.
In the Euclidean signature of the calculation, the t = 0 slice is the Sd−1 corresponding
to the equator of the Sd slice. The entangling surface is then an Sd−2 at fixed θ = pi/2,
dividing the Sd−1 in two halves. One can show (see app. C) that the minimal Ryu-
Takayanagi surface is described by the curve θ(u) = pi/2. The geometric setup is shown in
figure 9 (for d = 3 and fixed t).
The detailed calculation is presented in appendix C and here we just quote the result,
which can also be found in [52]:
SEE = M
d−1 2R
d
Vd
∫ IR
UV
du e(d−2)A(u) , (5.3)
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Entangling surface: Sd−2
minimal surface
Figure 9: Sketch of the minimal surface which has the spherical surface θ = pi/2 as its
boundary.
where Vd is the volume of the d-dimensional sphere of radius α.
We can now make the following observation. The expression (5.3) for the entanglement
entropy is identical to the 2nd term of the free energy (3.3). As a result, we find that here
the entanglement entropy SEE is related to the free energy F on S
d as
SEE = 2(d− 1)Md−1p Vd
[
edAA˙
]
UV
− F . (5.4)
We will exploit this connection frequently in the following. We can also show that, just as
F , the entanglement entropy SEE only depends on the UV curvature R only through the
dimensionless combination R.
5.2 Thermal interpretation
Equation (5.4) is suggestive that there should be a thermal interpretation to the entangle-
ment entropy, and that the first term on the right hand side should have the interpretation
of an internal energy, to reproduce a relation of the form23
S = βUth − βFth (5.5)
for some appropriate definition of the inverse temperature β and internal energy Uth.
In fact, as shown in [11], the thermal interpretation becomes manifest if we go to the
static patch of the de Sitter slice, by a coordinate transformation which does not involve
23Recall that our “free energy” is related to the usual thermodynamic free energy by a factor β, i.e.
F = βFth. See footnote 12.
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the radial coordinate. Writing the d-dimensional de Sitter slices in static coordinates, the
bulk metric reads
ds2 = du2 + e2A(u)
[
−
(
1− r
2
α2
)
dτ2 +
(
1− r
2
α2
)−1
dr2 + r2dΩ2d−2
]
. (5.6)
where α is the de Sitter radius and 0 < r < α. The details and the explicit coordinate
transformation is given in Appendix F.1.
The metric (5.6) has a horizon at r = α, whose associated temperature is
T =
1
2piα
(5.7)
and whose entropy, computed via the horizon area, coincides with the expression for SEE
in equation (5.3),
Sth ≡ Area
4Gd+1
= SEE , (5.8)
as shown in appendix F.1.
The final ingredient is the identification of Uth in equation (5.5): for static metrics, this
corresponds to the ADM mass of the solution. A simple computation (see again appendix
F.1) shows that
βUth = 2(d− 1)Md−1P
[
edA(u)A˙(u)
]
UV
Vd. (5.9)
Using the identification (5.8)–(5.9), equation (5.4) takes the first-law form (5.5). From
this relation, as shown in appendix F.2, one can derive an identity relating the scalar-vev
and curvature-vev parameters C(R) and B(R),
C ′(R) = 1
2
B(R)−RB′(R) , (5.10)
with ′ denoting a derivative with respect to R. In the limit R → 0 of this equation one
obtains a relation between the leading term in B and the first curvature correction to C in
the small R limit, as defined in equations (3.33-3.34):
C1 =
1
2
B0 (5.11)
5.3 Renormalized entanglement entropies and associated F -functions
The entanglement entropy given in (5.3) is UV-divergent and we hence regulate it. Subse-
quently, we also define a renormalized entanglement entropy by adding appropriate coun-
terterms.
The procedure parallels the one used in the case of the free energy, using the dimen-
sionless cutoff Λ defined in equation (3.5). The entanglement entropy can then be written
as a function of Λ and R. To be specific, we now again restrict to d = 3 to find in the limit
Λ→ +∞:
Sd=3EE (Λ,R) = −(M`)2Ω˜3
{
R−1/2
[
2
3
Λ
(
1 +O(Λ−2∆−)+B(R))]+O(R1/2Λ−1)} ,
(5.12)
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where Ω˜3 was defined in (3.6). The function B(R) is the same that appeared before in
expressions for the free energy. Note that here all divergent terms have the same curvature
dependence, i.e. they are accompanied by a factor R−1/2.
We can now also define a renormalized entanglement entropy by adding appropriate
counterterms to (5.12) and taking the limit Λ → +∞. Note that the quantity we define
this way differs from and should not be confused with the ‘Renormalized Entanglement
Entropy’ (REE) of Liu and Mezei defined in [17]. Here we will proceed as in the case of
the free energy and add appropriate counterterms.
Counterterms for the entanglement entropy should be defined in terms of an integral
over the entangling surface or a related surface (see e.g. [53]). In particular, on the bound-
ary, our entangling ‘surface’ is given by Sd−2 with radius α. However, using the relation
(5.4), note that for our setup the entanglement entropy (5.3) can be written in terms of
quantities which are proportional to the volume of Sd (with radius α) rather than the vol-
ume of the entangling surface Sd−2. As a result, we will be able to write down counterterms
as integrals over Sd. These expressions will however only hold for the setup discussed here,
but this is all that we need.
Given the relation (5.4) between SEE and the free energy, the analysis is similar to the
one performed in section 3.2 for the free energy. We will hence be brief and give the main
results. As a first step we rewrite the integral appearing in (5.3) in terms of the functions
T (ϕ) and U(ϕ), where U(ϕ) was introduced before in (2.36):
SEE = M
d−1 2R
d
Vol(Sd)
∫ IR
UV
du e(d−2)A(u) (5.13)
= Md−1Ω˜d
[
T−
d
2
+1(ϕ)U(ϕ)
]
UV
,
and with Ω˜d defined in (3.6). Then, as in the case of the free energy, we can cancel
divergences with the help of an appropriately defined function U˜ct(ϕ). In d = 3 this will
remove all the divergences. Hence, in d = 3 we can write the renormalized entanglement
entropy as follows:
Sd=3,renEE = M
2
p Ω˜3
[
T−
1
2 (ϕ)
(
U(ϕ)− U˜ct(ϕ)
)]
UV
, (5.14)
where U˜ct(ϕ) has to satisfy
W ′ct U˜
′
ct −
d− 2
2(d− 1) Wct U˜ct = −
2
d
, (5.15)
and Wct a solution to (3.18). The function U˜ct(ϕ) will contain an integration constant which
we will denote by B˜ct. Fixing a value for B˜ct is equivalent to choosing a renormalization
scheme.
Finally, inserting the near-boundary expansion for T , U and U˜ct this becomes
24
Sd=3,renEE (R|B˜ct) = (M`)2Ω˜3R−1/2
(
B(R)− B˜ct
)
, (5.16)
24Note that U˜ct satisfies the same equation as Uct, (3.19), rescaled by a constant factor 2/d. As a result,
the near-boundary expansion of U˜ct will be given by the rescaled expression for Uct in (3.21), but with Bct
replaced by B˜ct.
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where we also indicated that Sd=3,renEE is a function of R that further depends on our choice
for the parameter B˜ct. In the following, we will work exclusively in d = 3. Thus, the
superscript d = 3 on Sd=3,renEE is henceforth obsolete and will be dropped to remove clutter.
As for the renormalized free energy, we can obtain large-curvature and small curvature
asymptotics for the renormalized entanglement entropy (see appendix D for details):
SrenEE =R→∞
−(M`)2
(
8pi2 + Ω˜3B˜ctR−1/2 +O(R−∆−)
)
(5.17)
SrenEE =R→0
−(M`)2Ω˜3
(
B0 − B˜ct
)R−1/2 − 8pi2(M`IR)2 (1 +O(R−∆IR− ))+O(R1/2) , (5.18)
The leading IR (i.e. small-R) divergence in SrenEE scales as R−1/2. The reason is that
the entanglement entropy scales with the volume of the entangling surface, which is given
by Vol(S1) ∼ R−1/2 for fixed ϕ−. Hence, the divergence of SrenEE can also be understood
as a volume-divergence, but this time of the entangling surface. Note that the same IR
divergence also occurs in the unrenormalized quantity SEE(Λ,R).
The finite term for R → 0 is the same for F ren and SrenEE up to an overall sign and is
given by ±8pi2(M`IR)2. The same is true for the UV limit as R → +∞. This suggests that
one can also construct candidate F -functions starting from the entanglement entropy, once
the IR divergence is eliminated. Similarly to the case of the free energy discussed in section
(4.2) we can either use the derivative operator D1/2 defined in (4.9) (since only the R−1/2
appears) acting on equation (5.16), or choose an appropriate scheme such that the first
term in the IR expansion (5.18) vanishes. This gives rise to the following two candidate
F -functions:
F5(R) ≡ −D1/2 SrenEE(R|B˜ct) = −D1/2 SEE(Λ,R) , (5.19)
F6(R) ≡ − SrenEE (R|B˜ct,0) , (5.20)
where
B˜ct,0 ≡ B(0) = B0. (5.21)
Note that F5 is the analogue of Liu and Mezei’s ‘Renormalized Entanglement Entropy’
(REE) defined in [17], but for a theory defined on dS3. It can either be defined in terms
of the renormalized or the unrenormalized entanglement entropy. As one can check from
(5.17) and (5.18), both F5 and F6 reduce to FUV and FIR in the UV and IR, respectively.
From equation (5.16) it follows that we can write F5,6 in terms of B(R) as follows:
F5(R) = −(M`)2 Ω˜3 2R1/2B′(R) , (5.22)
F6(R) = −(M`)2 Ω˜3 R−1/2
(
B(R)− B˜ct,0
)
, (5.23)
where again ′ denotes an R-derivative.
– 46 –
As it turns out, equations (5.22) and (5.23) do not give rise to new F -functions com-
pared to those defined from the free energy. Rather, as we will show below
F5(R) ≡ F1(R), F6(R) ≡ F3(R), (5.24)
where F1 and F3 are defined in equations (4.12) and (4.14).
The relations (5.24) follow from the thermodynamic relation discussed in the previous
subsection,
SEE = βUth − βFth (5.25)
if βUth is identified with the space-time integral of the boundary stress tensor. As we show
in detail in appendix F.2, the relation (5.25) is equivalent to the following two identities
D3/2 F (Λ,R) = −SEE(Λ,R) , (5.26)
D3/2 F ren(R|Bct, Cct) = −SrenEE
(R∣∣23 Bct) , (5.27)
together with the relation
Bct,0 =
3
2
B˜ct,0 , (5.28)
between the counterterm parameters Bct,0 and B˜ct,0.
These in turn imply the identities (5.24). For example, starting with (5.19) and using
(5.26) and (4.20) one finds
F5(R) (5.19)= −D1/2 SEE(Λ,R) (5.26)= D1/2D3/2 F (Λ,R) (4.20)= F1(R) . (5.29)
Similarly, starting with (5.20) and using (5.27), (5.28) and (4.14) one obtains
F6(R) (5.20)= −SrenEE (R|B˜ct,0)
(5.27)
= D3/2 F ren(R|32B˜ct,0, Cct)
(5.28)
= D3/2 F ren(R|Bct,0, Cct) (4.14)= F3(R) . (5.30)
6 Free field theories
Here we will check whether our four proposals for F -functions also work more generally
beyond a holographic setting. Therefore, we turn to free field theories where many results
can be obtained analytically. We find that all our F -functions are monotonic in d = 3 for
a massive fermion (corresponding to ∆UV = 2) and for a massive scalar (∆UV = 1). In the
latter case the UV dimension of the deforming operator φ2 is less than d/2 and therefore,
according to our prescription, the F -functions must be constructed from the quantum
effective potential, rather than from the free energy. This leads indeed to monotonic F -
functions, contrary to what one has been observed using either the free energy on the
sphere (see [10]) or the entanglement entropy on dS3 (see [23]).
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6.1 Free fermion on S3
Here we consider the theory of a free massive fermion on S3 with action given by
SD =
∫
d3
√
ζ
[
iψ† /Dψ − imψ†ψ
]
, (6.1)
where again ζµν is a metric on S
3 with curvature R = 6/α. This is a conformal theory
perturbed by the operator ψ†ψ with source m. The dimension of the perturbing operator
is therefore
∆[ψ†ψ] = 2 >
3
2
. (6.2)
According to our observations from holography (see sec. 4.5), we expect that the free energy
can be used for constructing good F -functions.
Following [10] the free energy can be written as
FD = −
∞∑
n=1
n(n+ 1) log
[(
n+
1
2
)2
+ (αm)2
]
, (6.3)
which only depends on m and α through the dimensionless combination (αm). To make
contact with the notation in the previous sections, here we identify
R = (αm)−2 , (6.4)
which is (proportional to) the curvature in units of the source.25
For m → 0 (R → ∞ for fixed α) the theory given by (6.1) becomes conformal.
In this case the free energy (6.3) was evaluated explicitly in [10]. Using zeta-function
renormalization one finds
FD,UV =
log 2
4
+
3ζ(3)
8pi2
, (6.5)
which we will refer to as the ‘UV’ value.
On the other hand, for m→∞ (R → 0 for fixed α), the theory becomes non-dynamical
and empty. We hence expect the corresponding value of the free energy to be
FD,IR = 0 . (6.6)
A good F -function should then interpolate monotonically between the values FD,UV and
FD,IR when going from the UV (R →∞) to the IR (R → 0).
To this end, we now evaluate the free energy for an arbitrary value of R. We start
from the following observation in [10]. There it was shown that, upon zeta-function renor-
malization, the free energy satisfies
∂F renD
∂(αm)2
=
4(αm)2 + 1
αm
pi tanh
(
piαm
)
. (6.7)
25The curvature in units of the source is given by 6(αm)−2, which differs from the expression in (6.4)
by a factor of 6. By defining R as in (6.4) we can avoid a proliferation of factors of √6 in the following
expressions without affecting the monotonicity properties.
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With the help of this, we can then write the zeta-function renormalized free energy in terms
of an integral as
F renD (R) = FD,UV +
∫ 1/R
0
dx
4x+ 1√
x
pi tanh
(
pi
√
x
)
. (6.8)
This expression will be sufficient for both the analytical and numerical evaluations in this
section. By construction, F renD (R) reduces to FD,UV in the UV, i.e. for R →∞. However,
in the IR (R → 0) the expression (6.8) does not reproduce FD,IR, but rather diverges. In
particular, one finds
F renD (R) =R→0
pi
3
R−3/2 + pi
4
R−1/2 + (vanishing for R → 0) . (6.9)
These can again be understood as volume-divergences, with the leading divergent term
proportional to the dimensionless volume R−3/2.
Here we used zeta function renormalization to arrive at a finite expression for F renD .
However, we could have equally renormalized the free energy by adding specific covariant
counterterms to the action (6.1). In this case our expression for F renD would be scheme-
dependent, with different renormalization schemes parameterised by two real numbers cct
and bct. These parameters are the coefficients of the two finite (i.e. UV-cutoff-independent)
counterterms
F finitect,1 = cct
∫
d3x
√
ζ m3 = 2pi2 cctR−3/2 , (6.10)
F finitect,2 = bct
∫
d3x
√
ζ Rm = 12pi2 bctR−1/2 .
As we show in appendix H,26 zeta-function renormalization is equivalent to renormalization
via counterterms, with a particular choice of cct and bct. However, we can always change
renormalization scheme by adding terms of the form (6.10) to F renD . In the following, we
will now exploit this to construct the equivalents of the F -functions discussed in the context
of holography in section 4.
As explained in Section 4.2, we can remove the two divergent terms ∼ R−3/2 and
∼ R−1/2 either with the help of a differential operator, or by subtracting them with the
help of counterterms.27 In analogy with the functions F1,2,3,4 in (4.12)–(4.15), here we can
define four F -functions as follows:28
F1(R) = D1/2D3/2 F renD (R) , (6.11)
F2(R) = D1/2
(
F renD (R)−
pi
3
R−3/2
)
, (6.12)
F3(R) = D3/2
(
F renD (R)−
pi
4
R−1/2
)
, (6.13)
F4(R) =
(
F renD (R)−
pi
3
R−3/2 − pi
4
R−1/2
)
, (6.14)
26In app. H, we work with the theory of a free massive scalar on S3. However, our findings can be easily
generalised for the case of the Dirac fermion.
27Here this amounts to adding the counterterms (6.10) with cct = −1/(6pi) and bct = −1/(48pi).
28The function F4 given in (6.14) has already been confirmed to be a good F -function for the free fermion
in [10].
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Figure 10: F1,2,3,4 given in (6.11)–(6.14) vs. log(R) for a theory of a free fermion on S3.
The black dashed line indicates the value of FD,UV given in (6.5).
with D1/2 and D3/2 given in (4.9). As one can check explicitly, the functions F1,2,3,4 reduce
to the values FD,UV and FD,IR for R →∞ and R → 0, respectively. In addition, by evalu-
ating them numerically, one finds that all four functions F1,2,3,4 interpolate monotonically
between the UV and IR values (see fig. 10). Therefore, all four functions F1,2,3,4(R) in
(6.11)–(6.14) are good F -functions for the free fermion. We find that our proposals for
constructing F -functions also hold beyond the context of holographic theories.
6.2 Free boson on S3
We now turn to the case of a free boson on S3. The action is given by
SS =
1
2
∫
d3x
√
ζ
[
(∇φ)2 + R
8
φ2 +m2φ2
]
, (6.15)
where R = 6/α2 is again the scalar curvature of the S3. This is a CFT perturbed by the
operator φ2 with source 12m
2. The dimension of the perturbing operator is given by
∆[φ2] = 1 <
3
2
. (6.16)
If our findings from holographic theories are correct, then a good F -function can be con-
structed from the quantum effective potential for the scalar (i.e. the Legendre transform of
the free energy with respect to the source). We will check this explicitly by first examining
the suitability of the free energy as a F -function before turning to its Legendre transform.
The free energy as a candidate F -function
As shown in [10], the free energy can be written as the following infinite sum:
FS =
1
2
∞∑
n=1
n2 log
[
n2 − 1
4
+ (αm)2
]
, (6.17)
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which depends on α and m only through the dimensionless combination (αm). In the
following, it will also be useful to define
χ = (αm)−2 , (6.18)
which is proportional to the curvature in units of the source. We do not use the label R
for consistency with our holographic results earlier. There, for theories with ∆ < 3/2, the
quantity R denoted the curvature in units of the vev, not the source. Here we maintain
this convention.
We can now work in analogy of the free fermion discussed above. For m→ 0 (χ→∞
at fixed α) the theory becomes conformal. For this case the sum in (6.17) was evaluated
[10]. Using zeta-function renormalization one finds
FS,UV =
1
16
(
2 log 2− 3ζ(3)
pi2
)
. (6.19)
For m→∞ (χ→ 0 at fixed α) the theory becomes empty and we expect.
FS,IR = 0 . (6.20)
A good F -function should reduce to these values in the limits χ→∞ and χ→ 0, respec-
tively.
Using zeta-function renormalization, it was also shown in [10] that the renormalized
free energy satisfies
∂F renS
∂(αm)2
= −pi
4
√
(αm)2 − 1
4
coth
(
pi
√
(αm)2 − 1
4
)
. (6.21)
Therefore, we can again write the zeta-function renormalized free energy as an integral.
Here one finds
F renS (χ) = FS,UV −
pi
4
∫ 1/χ
0
dx
√
x2 − 1
4
coth
(
pi
√
x2 − 1
4
)
, (6.22)
which by definition reduces to FS,UV for χ → ∞. The expression (6.22) again has IR
divergences, which come with powers of χ−3/2 and χ−1/2. In particular, one finds
F renS (χ) =
χ→0
−pi
6
χ−3/2 +
pi
16
χ−1/2 + (vanishing for χ→ 0) . (6.23)
We can again define finite candidate F -functions, where the divergent terms are re-
moved by differentiation or subtraction or a combination thereof. By analogy with (4.12)–
(4.15) we hence define the following for candidate F -functions constructed from the free
energy (6.22):
F˜1(χ) = Dχ1/2Dχ3/2 F renS (χ) , (6.24)
F˜2(χ) = Dχ1/2
(
F renS (χ) +
pi
6
χ−3/2
)
, (6.25)
F˜3(χ) = Dχ3/2
(
F renS (χ)−
pi
16
χ−1/2
)
, (6.26)
F˜4(χ) =
(
F renS (χ) +
pi
6
χ−3/2 − pi
16
χ−1/2
)
, (6.27)
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Figure 11: F˜1,2,3,4 given in (6.24)–(6.27) vs. log(χ) with χ = (αm)−2 for a theory of a free
massive scalar on S3. The black dashed line indicates the value of FS,UV given in (6.5).
where Dχ1/2 and Dχ3/2 are defined as in (4.9), but with R replaced by χ. By construction
all four functions F˜1,2,3,4 reduce to the values FS,UV and FS,IR for χ → ∞ and χ → 0,
respectively. However, a numerical evaluation shows that they do not interpolate mono-
tonically between the UV and IR. As shown in figure 11 all four functions F˜1,2,3,4 fail to
exhibit monotonicity. Therefore, they are not good F -functions for the free scalar.
The fact that the free energy does not straightforwardly give rise to a good F -function
for the free scalar has been observed before. In [10] it was already found that the function
F˜4(χ) defined in (6.27) is not monotonic in χ. To overcome this, a different subtraction
of IR-divergent pieces was suggested. While this indeed solved the problem, the necessary
subtraction is introduced ad hoc leaving the question unanswered how a good F -function
can be constructed systematically.
Similar problems for constructing a good F -function for the free massive scalar were
found in [23]. There the authors examined the equivalent of the ‘Renormalized Entangle-
ment Entropy’ (REE) of Liu and Mezei [17] for the theory of a free massive scalar on dS3,
again observing non-monotonicity. As can be deduced from the calculations in [23], the
relations (5.26) and (5.27) between the dS3 entanglement entropy and the free energy on
S3 also hold for the free massive scalar. As a result, our function F˜1(χ) defined in (6.24)
is nothing but the REE on dS3 studied in [23]. The failure of finding monotonicity of the
REE on dS3 can then be understood as part of the more general failure of the free energy
as an F -function for the free scalar on S3.
Faced with this obstacle, we will now follow the intuition gained from our holographic
analyses and consider the quantum effective potential rather than the free energy as an
F -function for the free scalar. Interestingly, we will find that this will indeed give rise to
a monotonic function interpolating between the UV and IR, thus answering the question
how a good F -function for the free scalar on S3 or dS3 can be constructed.
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The quantum effective potential as a candidate F -function
We define the quantum effective potential as the Legendre transformation of the free energy
with respect to the source m2. While we found that the free energy only depends on the
radius α and the source m2 through the combination (αm)2, it will be convenient to write
it in the following as F renS (α,m
2), with radius and source appearing as separate arguments.
We begin by defining a quantity GrenS (α,ψ,m
2) as the Legendre transformation of the
free energy with respect to m2 as follows:
GrenS (α,ψ,m
2) = F renS (α,m
2) +
∫
d3x
√
ζ m2ψ
= F renS (α,m
2) + 2pi2 (αm)2(αψ) , (6.28)
where we have used that α and m2 are constant in space-time and
∫
d3x
√
ζ = 2pi2α3. Here
we introduced the variable ψ ‘dual’ to the source m2, and which will be proportional to
the vev of the operator φ2. Extremising with respect to m2 gives
∂F renS
∂(αm)2
+ 2pi2αψ = 0 , (6.29)
which can be inverted to find m2(ψ). The quantum effective potential ΓrenS (α,ψ) is then
given by
ΓrenS (α,ψ) ≡ GrenS (α,ψ,m2(ψ)) . (6.30)
Note that in (6.28) and (6.29) the source m2 only appears in the combination (αm)2.
Similarly ψ only appears in the combination (αψ). We already defined χ = (αm)−2 as the
dimensionless curvature in units of the source. Now, we also define
R ≡ (αψ)−2 (6.31)
as the curvature in units of the vev, in analogy with our holographic analysis for theories
with ∆ < 3/2. Notice that we can write (6.28) and (6.29) using only the dimensionless
combinations χ and R as variables without ever having to refer to α, m2 or ψ individually.
Also using the fact that the free energy is a function of χ only, F renS (α,m
2) = F renS (χ), this
implies that the quantum effective potential (6.30) is only a function of R, i.e.
ΓrenS (α,ψ) = Γ
ren
S (R) . (6.32)
The inversion required for finding m2(ψ) can only be done numerically, which, given
expression (6.21) is a straightforward exercise. However, for small and large ψ we can also
obtain analytical results. In particular, we find
m2(ψ) =
ψ→0
16ψ
α
(
1 +O(ψ)
)
, (6.33)
m2(ψ) =
ψ→∞
64pi2ψ2
(
1 +O(ψ−2)
)
. (6.34)
Therefore, for ψ → 0 we find m2(ψ)→ 0 and for ψ →∞ we observe m2(ψ)→∞.
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Figure 12: F1,2,3,4 given in (6.37)–(6.40) vs. log(R) for a theory of a free massive scalar
on S3. The black dashed line indicates the value of FS,UV given in (6.19).
We can then make the following observations. For ψ → 0 (R → ∞ at fixed α) the
second term in (6.28) vanishes and correspondingly
ΓrenS (R →∞) = F renS (χ→∞)→ FS,UV . (6.35)
Therefore, in the UV limit R →∞ the quantum effective potential reduces to the value of
the free energy of a conformal scalar on S3.
For ψ → ∞ (R → 0 at fixed α) the quantum effective action exhibits divergences
which come with powers R−3/2 and R−1/2. These can be found by inserting (6.23) and
(6.34) into (6.28) and expressing everything in terms of R. One obtains
ΓrenS (R) =R→0
128pi4
3
R−3/2 + pi
2
2
R−1/2 . (6.36)
We now have all the ingredients to construct the analogues of the F -functions in
(4.37)–(4.40) for the free scalar on S3. Here these are given by
F1(R) = D1/2D3/2 ΓrenS (R) , (6.37)
F2(R) = D1/2
(
ΓrenS (R)−
128pi4
3
R−3/2
)
, (6.38)
F3(R) = D3/2
(
ΓrenS (R)−
pi2
2
R−1/2
)
, (6.39)
F4(R) =
(
ΓrenS (R)−
128pi4
3
R−3/2 − pi
2
2
R−1/2
)
, (6.40)
withD1/2 andD3/2 given in (4.9) and ΓrenS (R) defined in (6.30). These are four candidate F -
functions constructed from the quantum effective potential (i.e. the Legendre transform of
the free energy with respect to the source m2). They are functions ofR, the (dimensionless)
curvature in units of the vev 〈φ2〉.
The candidate F -functions pass the test with flying colours. As one can check explicitly,
they reduce to the values FS,UV and FS,IR in the limits R → ∞ and R → 0, respectively.
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In fig. 12 we then plot F1,2,3,4 vs. log(R). The main observation is that all four functions
(6.37)–(6.40) interpolate monotonically between FS,UV and FS,IR. Therefore, the functions
F1,2,3,4(R) defined in (6.37)–(6.40) are indeed good F -functions for the free scalar on S3.
To conclude, for the case of the free massive boson on S3 good F -functions can be
constructed from the quantum effective potential, as suggested by our holographic analysis.
The free energy fails to interpolate monotonically between FS,UV and FS,IR as observed
in [10] and reviewed at the beginning of this section. For the massive fermion on S3 our
holographic findings imply that a good F -function can be constructed from the free energy,
which we confirmed explicitly in sec. 6.1. To test our F -function proposals further one can
check if anything goes wrong if one uses the quantum effective potential to construct an
F -function for the free massive fermion. The calculation is very similar to the analysis
presented in this section and we hence do not include it in this work and only quote the
result. Interestingly, one finds that the analogues of (6.37)–(6.40) are not monotonic in the
fermionic case. This suggests that the choice between free energy and quantum effective
potential is exclusive in the sense that only one leads to a good F -function for a given
theory. We leave further investigations of this matter to future work.
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Appendix
A Perturbative expansion near the maximum of the potential
In particular, in the vicinity of a maximum located at ϕmax = 0 the solutions WC,R and
SC,R can be expanded in powers of ϕ as follows:
WC,R(ϕ) =
1
`
[
2(d− 1) + ∆−
2
ϕ2 +O(ϕ3)
]
+
R
d`
|ϕ|
2
∆− [1 +O(ϕ) +O(R)]
+
C
`
|ϕ|
d
∆− [1 +O(ϕ) +O(C) +O(R)] , (A.1)
SC,R(ϕ) =
∆−
`
ϕ [1 +O(ϕ)] + Cd
∆−`
|ϕ|
d
∆−−1 [1 +O(ϕ) +O(C)] , (A.2)
+
1
`
O
(
R|ϕ|
2
∆− +1
)
+
1
`
O
(
RC|ϕ|
2+d
∆− −1
)
.
with
∆± =
1
2
(
d±
√
d2 + 4`2V ′′(ϕmax)
)
, (A.3)
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and where O(R) and O(C) is shorthand for
O(R) = O
(
R|ϕ|2/∆−
)
, O(C) = O
(
R|ϕ|d/∆−
)
. (A.4)
For completeness, we also present the corresponding expression for TC,R:
TC,R(ϕ) = `−2R|ϕ|
2
∆−
[
1− 2Cd
∆2−(d− 2∆−)
|ϕ|
d
∆−−2 +O(ϕ) +O(R) +O(C2)
]
. (A.5)
Given this solution to the 1st order system, we can integrate to obtain solutions for A(u)
and ϕ(u). As a result, we obtain the following expansion for A(u) and ϕ(u) for u→ −∞:
A(u) = A¯− u
`
− ϕ
2− `2∆−
8(d− 1)e
2∆−u/` − R|ϕ−|
2/∆− `2
4d(d− 1) e
2u/` (A.6)
− ∆+C|ϕ−|
d/∆− `d
d(d− 1)(d− 2∆−)e
du/` + . . . ,
ϕ(u) = ϕ−`∆−e∆−u/`
[
1 +O
(
R|ϕ−|2/∆−e2u/`
)
+ . . .
]
(A.7)
+
Cd |ϕ−|∆+/∆−
∆−(d− 2∆−) `
∆+e∆+u`
[
1 +O
(
R|ϕ−|2/∆−e2u/`
)
+ . . .
]
+ . . . ,
where A¯ and ϕ− are integration constants. We can now make the following observation.
As u→ −∞ we expect A(u) to reproduce the scale factor for AdSd+1 given in (2.14). We
find that our result is consistent with as long as we make two identifications. For one,
we need to set the integration constant A¯ = 0. This is equivalent to our choice of setting
α = `2e
−c/`. In addition, by comparing the coefficient of e2u/` we confirm that
R = R|ϕ−|−2/∆− . (A.8)
Another quantity of interest is the function U(ϕ), which is defined via equation (2.36).
Its near-boundary expansion can be found from the corresponding results for W and S
displayed above. In particular, we find
UB,R(ϕ) = `
[
2
d(d− 2) +B |ϕ|
(d−2)/∆− +O(R|ϕ|2/∆−)] , (A.9)
where B is a constant of integration.
B Calculation of the on-shell action
We begin with on-shell action in the case of a field theory on a Lorentzian manifold. The
starting point is the action (2.1) which we proceed to rewrite as a functional of A(u). As
a first step note that for our ansatz the curvature scalar R(g) of the (d+ 1) space-time can
be written as:
R(g) = −
(
2dA¨+ d(d+ 1)A˙2
)
+ e−2AR(ζ) =
1
2
ϕ˙2 +
d+ 1
d− 1 V .
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where in the last step we used the equations of motion (2.5)–(2.7). Inserting this into (2.1)
we find
Son-shell =
2
d− 1M
d−1Vd
∫ IR
UV
du edAV + SGHY , (B.1)
i.e. we have successfully eliminated the explicit dependence on Rg and ϕ˙2. Here we also
defined
Vd ≡
∫
ddx
√
|ζ| . (B.2)
In the next step we use (2.5)–(2.6) to replace the potential V in (B.1) by
V = −(d− 1)A¨− d(d− 1)A˙2 + d− 1
d
e−2AR(ζ) . (B.3)
Inserting and after some manipulations we obtain:
Son-shell = 2M
d−1Vd
[
edAA˙
]
UV
− 2Md−1Vd
[
edAA˙
]
IR
+
2Md−1R(ζ)
d
Vd
∫ IR
UV
du e(d−2)A + SGHY , (B.4)
where the subscript UV/IR denotes that the expression is to be evaluated at the UV/IR
locus. One can check that, given the asymptotic form of A(u) in the IR (2.39) the second
term in (3.7) vanishes (as long as d ≥ 2). Last, we turn to the Gibbons-Hawking-York
term, This is given by
SGHY = 2M
d−1
[∫
ddx
√
|γ|K
]
UV
= −2dMd−1Vd
[
edAA˙
]
UV
, (B.5)
where K = −dA˙ is the extrinsic curvature of the boundary and the induced metric γµν
was defined in (2.3). Putting everything together we obtain
Son-shell = −2(d− 1)Md−1Vd
[
edAA˙
]
UV
+
2Md−1R
d
Vd
∫ IR
UV
du e(d−2)A . (B.6)
Here we also replaced R(ζ) by R as the two are identical in our conventions. The expression
(3.3) is the on-shell action for a holographic RG flow on a Lorentzian manifold. For the
corresponding expression in the Euclidean case we simply have to swap the sign, i.e. we
have
Son-shell,E = −Son-shell . (B.7)
C Calculation of the entanglement entropy
In this appendix, we review the calculation of the entanglement entropy which will be
used for constructing F -functions. Here we work with a field theory on dSd, which in our
holographic setting corresponds to a bulk space-time with dSd boundary. To calculate an
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entanglement entropy, we then need to specify an entangling surface on the boundary. To
this end, we first specify the bulk metric. Here we will work with
ds2 = du2 + e2A(u)
[−dt2 + α2 cosh2(t/α) (dθ2 + sin2 θdΩ2d−2)] (C.1)
where dΩ2d−2 is the metric on a (d− 2)-dimensional unit sphere. To find the static entan-
glement entropy we set t = 0 so that the bulk metric becomes:
ds2 = du2 + α2e2A(u)
(
dθ2 + sin2 θdΩ2d−2
)
(C.2)
Our choice of entanglement surface is then given by θ|u→−∞ = pi2 . This corresponds to
calculating the entanglement entropy between two cap-like regions as shown in fig. 9.
The entanglement entropy in our holographic setting is then calculated following the
prescription of Ryu and Takayanagi [25]. According to this we need to find the minimal
surface in the bulk which has the entangling surface as the boundary. The entanglement
entropy is then given by
SEE =
γ
4Gd+1
(C.3)
where γ is the area of the minimal surface. The equation for the surface is θ = θ(u). Then
the metric on the surface is
ds2 =
[
1 + α2e2A(u)
(
dθ
du
)2]
du2 + α2 sin2 θe2A(u)dΩ2d−2. (C.4)
From this the surface area functional is obtained as:
γ = αd−2Vol(Sd−2)
∫
du
[
1 + α2e2A(u)
(
dθ
du
)2]1/2
sind−2 θ e(d−2)A(u) (C.5)
where Vol(Sd−2) is the volume of a unit radius (d − 2)-dimensional sphere. To minimise
the area the surface θ(u) has to satisfy the following equation:
α2e2A(u)
[
A˙(u)θ˙(u) sin(θ(u))
{
α2(d− 1)e2A(u)(θ˙(u))2 + d
}
− (d− 2)(θ˙(u))2 cos(θ(u))
+θ¨(u) sin(θ(u))
]
− (d− 2) cos(θ(u)) = 0
(C.6)
subject to the boundary condition
lim
u→−∞ θ(u) =
pi
2
. (C.7)
We also impose regularity on the surface. The solution of the equation (C.6) subject to
the boundary condition (C.7) is:
θ(u) =
pi
2
. (C.8)
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Then the minimal surface area is
γ = αd−2Ωd−2
∫ IR
UV
du e(d−2)A(u) , with Ωn =
2pi
n+1
2
Γ(n+12 )
. (C.9)
Using Ωd =
2pi
d−1α
2Ωd−2 and R =
d(d−1)
α2
the minimal surface area can be written as
γ =
2R
d
1
4pi
Vol(Sd)
∫ IR
UV
du e(d−2)A(u) . (C.10)
The holographic entanglement entropy is then
SEE =
γ
4Gd+1
= Md−1
2R
d
Vol(Sd)
∫ IR
UV
du e(d−2)A(u) , (C.11)
where we also rewrote Newton’s constant as Gd+1 = 1/(16piM
d−1
p ).
D Analytical results for large and small boundary curvature
D.1 Large curvature expansion
RG flows with large dimensionless curvature R are found when the IR end point is very
close to the corresponding UV fixed point ϕUV. In particular, when ϕ0 → ϕUV we find
R → ∞. In this regime we can find solutions analytically by solving perturbatively in
ϕ? ≡ |ϕ0 − ϕUV|.
UV fixed points are associated with extrema of the potential, so that in the vicinity of
ϕUV we can write the potential as
29
V (ϕ) = −d(d− 1)
`2
− ∆−(d−∆−)
2`2
(ϕ− ϕUV)2 +O
(
(ϕ− ϕUV)3
)
. (D.1)
The solutions for A(u) and ϕ(u) can then be organised as an expansion in ϕ? about
the solution associated with the UV fixed point ϕUV, which we will refer to as A0(u) and
ϕ0(u). At the fixed point, the scale factor A(u) is that of AdSd+1 space-time given in (2.8)
and ϕ(u) is constant:
A0(u) = ln
(
− `
α
sinh
u+ c
`
)
, ϕ0(u) = ϕUV = const. (D.2)
We then find that the system of equations (2.5)–(2.7) can be solved self-consistently by
expanding about (A0(u), ϕ0(u)) as follows:
A(u) = A0(u) +O(ϕ2?) , (D.3)
ϕ(u) = ϕ0 + ϕ1(u) +O(ϕ2?) , (D.4)
29The calculation performed here only applies to UV fixed points at maxima of the potential, as these
fixed points come with a family of RG flow solutions with ϕ0 a continuous parameter over this family. In
contrast, UV fixed points at minima only exist as individual solutions with a discrete set of IR end points
ϕ0. Hence the limit of taking ϕ0 → ϕUV is ill-defined in this case.
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and where the subscript indicates the order in the expansion in ϕ?. This has been used
before and analytical results for ϕ(u) in d = 3 and d = 4 have been obtained in [22] and
[24], respectively. Here we continue for general d.
In the following, we will solve explicitly for ϕ1(u). Also, for simplicity, we will set
ϕUV = 0 in the following. By inserting the ansatz (D.3), (D.4) together with (D.2) into
the equation of motion (2.7), we obtain the following differential equation for the function
ϕ1(u):
ϕ¨1(u) +
d
`
coth
(
u+ c
`
)
ϕ˙1(u) + ∆−(d−∆−)ϕ1(u) = 0 . (D.5)
which we need to solve subject to the boundary conditions
ϕ(−c) = ϕ0 , ϕ˙(−c) = 0 , or, equivalently ϕ1(−c) = ϕ? , ϕ˙1(−c) = 0 . (D.6)
This can be solved analytically, which results in the following solution for ϕ(u):
ϕ(u) = ϕ?
2
d
2
−1√pi
sin
(
pi
(
d−2∆−
2
)) Γ (d+12 )
Γ(∆−)Γ(d−∆−) ×
×
(U − 1)∆−2 (U + 1) d−∆−2 Γ(∆−)
Γ
(
2−d+2∆−
2
) 2F1(2− d
2
,
d
2
;
2− d+ 2∆−
2
;
1− U
2
)
−(U − 1)
d−∆−
2 (U + 1)
∆−
2
Γ(d−∆−)
Γ
(
2+d−2∆−
2
) 2F1(2− d
2
,
d
2
;
2 + d− 2∆−
2
;
1− U
2
)
+O(ϕ2?) , (D.7)
where we defined U ≡ − coth(u+c` ).
Analytical relations between UV data
Given the analytical solutions for A(u) and ϕ(u), we can then find how the UV data
(ϕ−, R,B,C) are related to one another and also to the IR quantity ϕ0.
For one, note that both ϕ− and C appear in the near-boundary expansion of ϕ(u)
given in (A.7) and which we reproduce here for convenience:
ϕ(u) = ϕ−`∆−e∆−u/` +
Cd|ϕ−|∆+/∆−
∆−(d− 2∆−) `
∆+e∆+u/` + . . . . (D.8)
We can hence find relations involving ϕ− and C by comparing with the near boundary
behaviour of (D.7) above. The boundary is reached for u → −∞. In this limit the
– 60 –
expression (D.7) becomes:
ϕ(u) =
u→−∞ ϕ?
2d−1
√
pi
sin
(
pi
(
d−2∆−
2
)) Γ (d+12 )
Γ(∆−)Γ(d−∆−) × (D.9)
×
 Γ(∆−)
Γ
(
2−d+2∆−
2
) e∆−c/` e∆−u/` (1 +O(e2u/`) +O(e2∆−u/`))
+
Γ(∆+)
Γ
(
2−d+2∆+
2
) e∆+c/` e∆+u/` (1 +O(e2u/`) +O(e2∆+u/`))
+O(ϕ2?) ,
where c is related to the UV curvature as `2R = 4d(d−1)e2c/`. By comparing the coefficients
of e∆−u/` and of e∆+u/` we can then find
ϕ? ∼ R−
∆−
2
(
1 +O(R−∆−2 )) , (D.10)
where we neglected extracting the exact numerical prefactor, as this will not be important.
This confirms that an expansion in small ϕ? is indeed an expansion for large R. Similarly,
we find
C ∼ O
(
R d2−∆−
)
, (D.11)
where again we ignored numerical prefactors.
Finally, we wish to extract the behaviour of B at large R. While the above analysis is
valid for any d, here it will be convenient to work with d = 3, which is all we need. Here we
will extract B by calculating the entanglement entropy SEE explicitly for large R. Recall
that the unrenormalized entanglement entropy is given by (see e.g. equation (5.12))
SEE(Λ,R) = (M`)2Ω˜3R−1/2
(
Λ-dependent part +B
)
. (D.12)
That is the parameter B corresponds to what we will call the ‘universal contribution’ to
the entanglement entropy, i.e. the part of the entanglement entropy that does not depend
on the cutoff Λ defined in (3.5). This observation will allow us to extract B as follows.
From (5.3) recall that the entanglement entropy (in d = 3) can also be written as
SEE(Λ,R) = 2
3
M2Ω˜3R
−1/2
∫ −c
log 
du eA(u) . (D.13)
The idea is to insert our analytic solution A(u) = A0(u) +O(ϕ2?) into (D.13) and evaluate
the integral. After isolating the cutoff-independent part we can then read off B. One
obtains
SEE(Λ,R) = −2
3
M2Ω˜3R
−1/2
∫ −c
log 
du
`
α
sinh
(
u+ c
`
)(
1 +O(ϕ2?)
)
(D.14)
= −2
3
(M`)2Ω˜3 α
−1R−1/2
[
cosh
(
u+ c
`
)]−c
log 
− 1
α
O(ϕ2?) (D.15)
= −8pi2(M`)2Ω˜3
[
cosh
(
u+ c
`
)]−c
log 
−R1/2O(ϕ2?) , (D.16)
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where we have used R = 6/α2 and Ω˜3 = 12
√
6pi2. Any contribution from the lower
integration limit will depend on  and hence Λ. The universal contribution purely comes
from the upper integration limit −c. Then, comparing with (D.12) one finds
B = −8pi2Ω˜−23 R1/2
(
1 +O(R−∆−)) . (D.17)
where we also used (D.10).
D.2 Small curvature expansion
Here we will derive analytical expressions for rg flow solutions for small values of the
dimensionless curvature R. The results will be obtained by expanding about a flat rg flow
solution. We will derive two expansions, one valid in the vicinity of the UV fixed point,
and one appropriate when close to the IR end point. With the help of these we will then
find expressions for C(R) and B(R) valid for small R.
Expansion in the vicinity of the UV fixed point
This has been discussed to some extent in section 2.3 and we can be brief. Consider a
potential with a maximum at ϕ = ϕUV which gives rise to a UV fixed point. In the vicinity
of ϕUV the potential can then be expanded as in (2.23). We also choose the UV to be
reached for u → −∞. An rg flow solution with R = 0 then has the following well-known
expansion in the vicinity of the UV (see e.g. [43, 44]):
Aflat(u) = A¯− u
`
− ϕ
2−`2∆−
8(d− 1)e
2∆−u/` + . . . , (D.18)
ϕflat(u) = ϕUV + ϕ−`∆−e∆−u/` + ϕ+`∆+e∆+u/` + . . . , (D.19)
with A¯, ϕ− and ϕ+ integration constants and ∆± defined in (2.26).
Once we switch on a small finite value for `2R, we write the solution for (A(u), ϕ(u))
as an expansion in powers of `2R about the flat solution. In particular, one can check that
the equations of motion (2.5)–(2.7) can be solved self-consistently with the ansatz:
A(u) = Aflat(u) + `
2RA1(u) +O
(
(`2R)2
)
, (D.20)
ϕ(u) = fflat(u) + `
2Rϕ1(u) +O
(
(`2R)2
)
. (D.21)
Instead of solving for (A(u), ϕ(u)) we could have equally considered the functions W (ϕ)
and S(ϕ). Again, the solution in the vicinity of ϕUV can be organised as an expansion
about the flat solutions Wflat(ϕ) and Sflat(ϕ), but now expanding in powers of R. Ex-
plicit solutions for (A(u), ϕ(u)) and (W (ϕ), S(ϕ)) in the vicinity of a UV fixed point at a
maximum of the potential are given in appendix A.
However, in the vicinity of the IR end point ϕ0 of an RG flow the above expansion is
not sufficient. As can be seen from the results in section A a power of `2R in (A(u), ϕ(u))
always comes together with e2u/`, so that the effective expansion parameter is `2Re2u/`.
Note that for small R the IR end point will will be at u = u0  1 with u0 → +∞ for
R → 0. As a result, in the vicinity of the IR the combination `2Re2u/` ceases to be a
good expansion parameter. Hence, in the following, we will find a different expansion for
(A(u), ϕ(u)) valid in the vicinity of the IR end point.
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Expansion in the vicinity of the IR end point
Here, we will again expand about the solution for a flat flow. Recall that a flow with
R = 0 has its IR end point ϕIR at a minimum of the potential. In contrast, a flow with
finite R can never reach the minimum and ends at a generic point ϕ0 (see [24] for details).
For R → 0 the IR end point will approach the minimum, i.e. ϕ0 → ϕIR. Here, we will be
interested in solutions valid in the vicinity of ϕ0, and hence close to ϕIR. As we will confirm
later, a good expansion parameter at small R for obtaining solutions perturbatively is then
ϕ∗ ≡ |ϕIR − ϕ0|.
To begin, we record the expressions for the scale factor Aflat(u) and the dilaton ϕflat(u)
for a flat rg flow solution. The IR fixed point ϕIR is reached for u→ +∞ and in its vicinity
one finds [43]:
Aflat(u) = A¯− u
`IR
+O(e2∆IR− u/`IR) , (D.22)
ϕflat(u) = ϕIR + ϕ¯− e∆
IR
− u/`IR +O(e2∆IR− u/`IR) , (D.23)
where A¯ and ϕ¯− are integration constants, `IR and ∆IR− are given in (3.35). On the contrary,
for finite R the IR end point ϕ0 is reached for u→ u0 with u0 finite. The scale factor and
dilaton in the vicinity of the IR are given by (see [24]):
A(u) =
u→u0
ln
(
−`0
α
sinh
u− u0
`0
)
, ϕ(u) = ϕ0 +O
(
(u− u0)2
)
, (D.24)
and
`20 ≡ −
d(d− 1)
V (ϕ0)
. (D.25)
We are now in a position to set up the small-curvature expansion. The idea is to
expand about a solution of the form (D.24) but with `0 → `IR and ϕ0 → ϕIR. That is, we
expand about a curved ansatz in the flat limit. Also, u0 is taken to be large and positive,
i.e. u0  1. The full solution can then be constructed in a perturbative expansion in
ϕ∗ ≡ |ϕIR − ϕ0|  1 about the leading order expressions. In particular, the equations of
motion (2.5)–(2.7) can be solved self-consistently with the following expansion:
A(u) = AIR(u) +O(ϕ2∗) , with AIR(u) = ln
(
−`IR
α
sinh
u− u0
`IR
)
, (D.26)
ϕ(u) = ϕIR + ϕ1(u) +O(ϕ2∗) , (D.27)
subject to the boundary conditions A˙(u)|u→u0 → 1(u−u0) , ϕ(u0) = ϕ0 and ϕ˙(u0) = 0. The
subscript on ϕ1 indicates that this term is of order O(ϕ∗). Furthermore, note that in the
regime of interest, the potential can be expanded as
V = −d(d− 1)
`2IR
+
1
2
m2IR(ϕ− ϕIR)2 +O
(
(ϕ− ϕIR)3
)
. (D.28)
We can now make the following observation. Consider a point u = u1 towards the IR
end of the flow, but not close to u0, that is
u1  1, , with u1 < u0 , and |u0 − u1|  1 . (D.29)
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We choose u1 sufficiently large such that our expansion (D.26) is expected to hold. At the
same time, any flow that reaches u1  1 must be a small correction to a flat flow and
hence the expression (D.22) should also be a good approximation at u = u1. We can then
write two expressions for A(u1). From (D.26) we find
A(u1) = ln
(
−`IR
α
sinh
u1 − u0
`IR
)∣∣∣∣ u01
u1u0
+O(ϕ2∗)
= ln
(`IR
2α
)
+
u0
`IR
− u1
`IR
+O(e−2(u0−u1)/`IR)+O(ϕ2∗) . (D.30)
while from (D.22) one obtains:
A(u1) = A¯− u1
`IR
+O(e2∆IR− u1/`IR) , (D.31)
At leading order, the two expressions for A(u1) for are consistent if we make the following
identification:
u0
`IR
= ln
(
2α
`IR
)
+ A¯ =
1
2
ln
(
4d(d− 1)
`2IRR
)
+ A¯ , (D.32)
i.e. the value of u0 is related to the UV curvature R. It is this observation which will be
useful in the following. Note that, as expected, we find that u0 → +∞ for R→ 0.
We can then make one more observation. For u0  1 we also expect that the flat
solution for ϕ(u) given in (D.23) should be a good approximation to the full result. In
particular, at u = u0 the exact result is given by ϕ(u0) = ϕ0. Comparing this to the flat
expression at u = u0 one finds
ϕ0 = ϕIR + ϕ¯− e∆
IR
− u0/`IR +O(e2∆IR− u0/`IR) .
Using the relation (D.32) between u0 and R this can be rewritten as
ϕ∗ ∼ (`2IRR)−
∆IR−
2 +O((`2IRR)−∆IR− ) . (D.33)
This confirms that an expansion in ϕ∗ is indeed an expansion for small UV curvature R
(recalling that ∆IR− < 0).
Expressions for B(R) and C(R) at small R
While above we have been working with general d here we again specialise to d = 3. To
extract B we use our insight developed in the previous section D.1. There we used the fact
that the parameter B(R) is given by the universal (i.e. cutoff-independent) contribution
to the following integral:
B(R) = 2
3
`−2ϕ1/∆−−
∫ u0
log 
du eA(u) − (Λ-dependent terms) . (D.34)
Here we wish to determine B(R) for small R. In particular, we want to write B(R) in
terms of an expansion about B0 = B(0), which in terms of an integral is given by
B0 =
2
3
`−2ϕ1/∆−−
∫ ∞
log 
du eAflat(u) − (Λ-dependent terms) . (D.35)
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The main difficulty in determining B is to calculate the integral appearing in (D.34).
For small R this can be done perturbatively by using the expansions developed above.
The main idea is to to split the integration interval [log , u0] into two and integrate over
[log , u1] and [u1, u0] separately. Here u1 is an auxiliary parameter and can take any value
as long as it satisfies (D.29). We therefore write the integral in (D.34) as:
I =
∫ u0
log 
du eA(u) =
∫ u1
log 
du eA(u) +
∫ u0
u1
du eA(u) . (D.36)
Then, on the interval [log , u1] we can use the expansion (D.20) for A(u) in powers of R.
On the interval [log , u1] close to the IR we instead use the expansion given in (D.26). This
is summarised below:
A(u) =
{
Aflat(u) +O(R) , u < u1 ,
AIR(u) +O(ϕ2∗) , u > u1 ,
(D.37)
with the two solutions matched at u = u1 up to the required order. Inserting this, the
integral becomes:
I =
∫ u1
log 
du exp (Aflat(u) +O(R)) +
∫ u0
u1
du exp
(
AIR(u) +O(ϕ2∗)
)
=
∫ u1
log 
du eAflat(u) +
∫ u1
log 
duO(R) +
∫ u0
u1
du eAIR(u)+O(ϕ
2∗) . (D.38)
In the next step, we split the first integral in (D.38) into two as follows:
I =
∫ ∞
log 
du eAflat(u) −
∫ ∞
u1
du eAflat(u) +
∫ u1
log 
duO(R) +
∫ u0
u1
du eAIR(u)+O(ϕ
2∗) . (D.39)
Also, as the two solutions for u < u1 and u > u1 are matched at u1, the contributions to
the integrals in (D.39) from the limit u1 will vanish. Hence we need to evaluate
I =
∫ ∞
log 
du eAflat(u) −
∫ ∞
du eAflat(u) +
∫
log 
duO(R) +
∫ u0
du eAIR(u)+O(ϕ
2∗) (D.40)
= I1 + I2 + I3 + I4 .
The first term I1 in the above is then the same integral that appears in the expression for
B0 given in (D.35). Therefore, the first term will indeed contribute a term B0 to B(R)
while the remaining terms will give rise to corrections.
We will then proceed as follows. In the next step we will insert the appropriate
expressions for Aflat and AIR into the 2nd (I2) and 4th term (I4) in (D.40) and perform the
integrations. In particular, in the 2nd integral we replace Aflat by its near IR-expansion
given in (D.22). In the 4th term we insert expression (D.26). To remove clutter we will set
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A¯ = 0 in the following. Then these two integrals become:
I2 + I4 = −
∫ ∞
du eAflat(u) +
∫ u0
du eAIR(u)+O(ϕ
2∗)
= −
∫ ∞
du e
− u
`IR
(
1 +O(e2∆IR− u/`IR))− `IR
α
∫ u0
du sinh
(
u−u0
`IR
) (
1 +O(ϕ2∗)
)
= `IR
[
e
− u
`IR +O(e(2∆IR− −1)u/`IR)]∞ − `2IR
α
[
cosh
(
u− u0
`IR
)]u0
+
`IR
α
O(ϕ2∗)
= − `
2
IR
α
(
1 +O(ϕ2∗)
)
= − `
2
IR√
6
R1/2
(
1 +O(R−∆IR− )) , (D.41)
where in the last step we have used R = 6/α2 and (D.33). Then, putting everything
together, we are left with
I =
∫ ∞
log 
du eAflat(u) +O(R)− `
2
IR√
6
R1/2
(
1 +O(R−∆IR− )) . (D.42)
Inserting this back into (D.34) we obtain
B(R) = 2
3
`−2ϕ1/∆−−
∫ ∞
log 
du eAflat(u) +O(R) (D.43)
− 8pi2Ω˜−23
`2IR
`2
R1/2
(
1 +O(R−∆IR− ))− (Λ-dependent terms) ,
where we also replaced R by R, as B only depends on R via R. As stated before, the first
term contributes B0. Therefore, overall we find
B(R) =
R→0
B0 +O(R)− 8pi2Ω˜−23
`2IR
`2
R1/2
(
1 +O(R−∆IR− )) . (D.44)
We can perform a similar analysis for extracting C(R) for small R. In particular, we
can determine C(R) from the first term in (3.3). After introducing a cutoff Λ as in (3.5)
this term gives rise to the first line in expression (3.12). From this it follows that C(R)
can be determined as
C(R) = −4`−2|ϕ−|−3/∆− e3A(u)A˙(u)
∣∣∣
u=log 
− (Λ-dependent terms) . (D.45)
We define C0 = C(0) as the value of C(R) for R = 0. This can be calculated as
C0 = −4`−2|ϕ−|−3/∆− e3Aflat(u)A˙flat(u)
∣∣∣
u=log 
− (Λ-dependent terms) . (D.46)
In the following, it will be useful to write C(R) in terms of an integral. In particular note
that ∫ u0
log 
du e3A(A¨+ 3A˙2) =
[
e3AA˙
]u0
log 
= − e3AA˙(u)
∣∣∣
u=log 
, (D.47)
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where we observe that the integral does not receive any contributions from its IR limit.
Hence we can write C(R) as
C(R) = 4`−2|ϕ−|−3/∆−
∫ u0
log 
du e3A(A¨+ 3A˙2)− (Λ-dependent terms) . (D.48)
As before, we again split the integration range into the two intervals [log , u1] and [u1, u0]
with u1 satisfying (D.29). We then insert for A(u) with the appropriate expansions as
detailed in (D.37). Then the integral in (D.48) becomes
I =
∫ u0
log 
du e3A(A¨+ 3A˙2)
=
∫ u1
log 
du e3Aflat(A¨flat + 3A˙
2
flat)
+ `2IRR
∫ u1
log 
du e3Aflat
(
A¨1 + 3A˙
2
1 + 3A1(A¨flat + 3A˙
2
flat)
)
+
∫ u1
log 
duO(R2) +
∫ u0
u1
du e3AIR(A¨IR + 3A˙
2
IR)
(
1 +O(ϕ2∗)
)
(D.49)
To make contact with the expression for C0 we rewrite the first integral in (D.49) as∫ u1
log 
du e3Aflat(A¨flat + 3A˙
2
flat)
=
∫ ∞
log 
du e3Aflat(A¨flat + 3A˙
2
flat)−
∫ ∞
u1
du e3Aflat(A¨flat + 3A˙
2
flat) . (D.50)
By ensuring that the solutions for u < u1 and u > u1 match at u = u1 to the appropriate
order, we can ensure that u1 does not appear in the final expression and can therefore be
deleted from (D.49). We are hence left with
I =
∫ ∞
log 
du e3Aflat(A¨flat + 3A˙
2
flat)−
∫ ∞
du e3Aflat(A¨flat + 3A˙
2
flat)
+ `2IRR
∫
log 
du e3Aflat
(
A¨1 + 3A˙
2
1 + 3A1(A¨flat + 3A˙
2
flat)
)
+
∫
log 
duO(R2) +
∫ u0
du e3AIR(A¨IR + 3A˙
2
IR)
(
1 +O(ϕ2∗)
)
=
[
e3AflatA˙flat
]
log 
+ `2IRR
∫
log 
du e3Aflat
(
A¨1 + 3A˙
2
1 + 3A1(A¨flat + 3A˙
2
flat)
)
+O(R2) +
[
e3AIRA˙IR
]u0 − `3IR
α3
O(ϕ2∗) . (D.51)
Inserting for AIR from (D.26) one finds that[
e3AIRA˙IR
]u0
= 0 . (D.52)
Hence we are left with
I =
[
e3AflatA˙flat
]
log 
+ `2IRR
∫
log 
du e3Aflat
(
A¨1 + 3A˙
2
1 + 3A1(A¨flat + 3A˙
2
flat)
)
+O(R2) +O
(
R
3
2
−∆IR−
)
. (D.53)
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where we have also used R = 6/α2 and (D.33). Inserting this back into (D.45) we then find
the following. We identify the first term in (D.53) with C0, while the second term gives a
contribution ∼ RC1. Overall we hence find that for small R we can write
C(R) =
(
C0 +RC1 +O(R2)
)
+O
(
R 32−∆IR−
)
, (D.54)
where we also used that C(R) depends on R only via R.
E Holographic entanglement entropy of a spherical region in flat space
In this appendix, we will calculate the holographic entanglement entropy of a spherical
entangling region in flat space. In this regard, we write the (d+ 1)-dimensional bulk in flat
slicing as
ds2 = du2 + e2A(u)
(−dt2 + dr2 + r2dΩ2d−2) . (E.1)
At constant time slicing we can write the metric in conformal coordinates as
ds2 = ρ2(z)
(
dz2 + dr2 + r2dΩ2d−2
)
(E.2)
where the coordinate z and the scale factor a(z) are defined as
e−A(u)du = dz , ρ(z) = eA(u(z)) . (E.3)
We are interested in computing the entanglement entropy between a ball of radius α ,
r ≤ α, and the rest on the boundary. That means the entangling “surface” is a (d − 2)-
dimensional sphere of radius α on the boundary. To compute the entanglement entropy
holographically, we need to find the minimal (d − 1)-dimensional “surface” in the bulk
which coincides with a (d − 2)-dimensional sphere of radius α on the boundary. To find
this, we take the ansatz: r = r(z) while the angular coordinates coincide. The induced
metric on this “surface” becomes
ds2ind = ρ
2(z)
[(
1 + r′2(z)
)
dz2 + r2(z)dΩ2d−2
]
. (E.4)
From this induced the metric we can find the area functional
S[r(z)] = Ωd−2
∫
dz ρd−1(z)rd−2(z)
√
1 + r′2(z). (E.5)
which needs to be minimized subject to the boundary condition that r() = α, where z = 
is the boundary. Variation of the area functional leads to the equation
ρ(z)
(
(d− 2)r′(z)2 + d− 2− r(z)r′′(z))− (d− 1)r(z)ρ′(z)r′(z) (r′(z)2 + 1) = 0 . (E.6)
This equation needs two boundary conditions. One is fixed by asking that the surface
intersects the (regulated) boundary at z =  on a circle of radius α; The second condition
is that the surface is regular where it closes off: if the minimal surface ends z = z0, we
must impose
z(0) = z0 , z
′(0) = 0 . (E.7)
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for regularity. Near r = 0 we then have
z(r) ≈ z0 + κr2 , (E.8)
where κ can be taken to 1 which is equivalent to a coordinate rescaling. Eq. (E.8) sets the
initial condition for r(z0) and r
′(z0) and then we solve the eq. (E.6) numerically.
Denoting the solution of this equation as r = r0(z), we find the minimal area is
A = Ωd−2
∫
dz ρd−1(z)rd−20 (z)
√
1 + r′20 (z) . (E.9)
The entanglement entropy calculated by this way is divergent near the UV boundary
z =  and requires regularisation. The holographic entanglement entropy is then
SFEE =
A
4Gd+1
= 4piMd−1A . (E.10)
F De Sitter entanglement entropy and thermodynamics
In this appendix we show that the entanglement entropy computed in section 5 is the same
as the bulk gravitational entropy of the space-time which one obtains by writing the slice
metric in de Sitter static coordinates. This gives rise to a horizon in the bulk, with an
associate temperature and entropy. The internal energy is identified with the ADM mass
associated to the timelike killing vector.
Using the thermodynamic relation between free energy, internal energy and entropy,
it is possible to derive relation (5.10) relating the functions B(R) and C(R) which appear
in the F-functions.
F.1 The de Sitter static patch: thermal entropy, and the ADM mass
The metric of dS in the expanding patch is
ζµνdx
µdxν = −dt2 + α2 cosh2(t/α) (dθ2 + sin2 θdΩ2d−2) . (F.1)
On the other hand the dS metric in the static patch is
ζµνdx
µdxν = −
(
1− r
2
α2
)
dτ2 +
(
1− r
2
α2
)−1
dr2 + r2dΩ2d−2 . (F.2)
The coordinate transformations from the expanding patch to the static patch is
τ = α sinh−1
 sinh(t/α)√
1− cosh2(t/α) sin2 θ
 , (F.3)
r = α cosh(t/α) sin θ , (F.4)
and all the other angular coordinates are the same.
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The bulk metric in the static patch coordinates is
ds2 = du2 + e2A(u)
[
−
(
1− r
2
α2
)
dτ2 +
(
1− r
2
α2
)−1
dr2 + r2dΩ2d−2
]
. (F.5)
We can see that there is a horizon at r = α, parametrized by the coordinates (u,Ωd−2).
The associated temperature is
T =
1
2piα
. (F.6)
as can be easily seen by going to Euclidean time and imposing the right periodicity to
demand regularity at r = α, i.e. τ ∼ τ + i2piα.
Entropy
The thermodynamic entropy associated to the horizon is given by
Sth =
Area
4Gd+1
= 4piMd−1Vol(Sd−2) ,
∫ IR
UV
du e(d−2)A(u) (F.7)
where we have also used Gd+1 = (16piM
d−1)−1. Using the fact that α2 = d(d− 1)/R and
the geometric relation Vol(Sd−2) = d−1
2pi α2
Vol(Sd), we obtain
Sth = 2M
d−1R
d
Vd
∫ IR
UV
du e(d−2)A(u) = SEE, (F.8)
where we have used the explicit expression for SEE established in equation (5.3) for the
last identification, and the definition Vd = Vol(S
d).
ADM Mass
For a static metric such as the one in equation (F.5) the internal energy is identified with
the ADM mass, defined as
MADM = −2Md−1P
∫
UV
dd−1x
√
hNKADM
= 2(d− 1)Md−1
[
edA(u)A˙(u)
]
UV
Ωd−2
∫ α
0
drrd−2 . (F.9)
On the fixed time slice and on boundary the metric is
habdx
adxb =
[
e2A(u)
]
UV
[(
1− r
2
α2
)−1
dr2 + r2dΩ2d−2
]
(F.10)
where
[
e2A(u)
]
UV
means e2A(u) evaluated at the UV boundary. The extrinsic curvature of
this hypersurface of codimension 2 is
KADM = −(d− 1)[A˙(u)]UV . (F.11)
and the lapse function is
N = eA(u)
(
1− r
2
α2
)1/2
. (F.12)
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Using the relation Ωd =
2pi
d−1Ωd−2 and evaluating the integral in equation (F.9) we find,
MADM = 2(d− 1)Md−1
[
edA(u)A˙(u)
]
UV
Ωd
αd−1
2pi
. (F.13)
Using the relations β = 2piα and Vd = α
dΩd, we arrive at
βMADM = 2(d− 1)Md−1
[
edA(u)A˙(u)
]
UV
Vd (F.14)
Identifying the ADM mass with the internal energy, MADM = Uth, equation (3.3)
becomes the (integrated) first law.
βFth = βUth − Sth (F.15)
F.2 Identities from thermodynamic relations
We begin with the renormalized stress-tensor, which is computed holographically by
〈T (ren)µν 〉 = −
2√
ζ
δS
(ren)
on-shell
δ ζµν
, (F.16)
where ζµν denotes the metric on S
3. Expressions for both the cutoff-regulated and the
renormalized free energy F = −Son-shell are collected in (3.28) and (3.29). Using these
expressions we obtain
〈T (ren)µν 〉 = −
1
3
R3/2 C(ren) ζµν , (F.17)
with
C = −(M`)2Ω˜3
(
3R−3/2[4Λ3(1 + . . .) + C]+R−1/2[Λ(1 + . . .) +B − 2C ′]− 2R1/2B′) ,
(F.18)
Cren = −(M`)2Ω˜3
(
3R−3/2(C − Cct) +R−1/2(B −Bct)− 2R−1/2C ′ − 2R1/2B′
)
, (F.19)
where (. . .) contain all remaining terms that depend on the cutoff Λ explicitly. Furthermore,
starting with (3.28) and (3.29) one can also show that
R ∂
∂RF
(ren) = −1
2
C(ren) . (F.20)
We now use the thermodynamic identifications discussed in the first part of this ap-
pendix,
βFth = F
(ren) , (F.21)
Sth = S
(ren)
EE , (F.22)
βUth =
∫
d3x
√
ζ 〈T 00 〉 =
1
3
C(ren) . (F.23)
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Then the thermodynamic relation (F.15) implies:
S
(ren)
EE =
1
3
C(ren) − F (ren)
= −2
3
R ∂
∂RF
(ren) − F (ren)
= −D3/2 F (ren) (F.24)
where when going from the 1st to the 2nd line we used (F.20) and where D3/2 is de-
fined in (4.9). Therefore, starting with the thermodynamic relation (F.15) we successfully
reproduced the relations (5.26)–(5.27).
In addition, starting again with the thermodynamic relation (now in terms of the
cutoff-regulated quantities only)
SEE(Λ,R) = 1
3
C − F (Λ,R) , (F.25)
and inserting (5.12), (F.18) and (3.28) one can show that the above reduces to
C ′(R) = 1
2
B(R)−RB′(R) , (F.26)
which we also found to hold numerically in section 4.4.
Note that to arrive at (F.24) and (F.26) it was crucial that the the entanglement
entropy S
(ren)
EE is identified with a thermal entropy as in (F.22). Our numerical evidence
for the validity of (F.24) and (F.26) can therefore be seen as evidence for the validity of
this assertion.
From (F.26) we can make another observation. As shown in app. D.2 for small R the
functions B(R) and C(R) can be expanded as
B(R) = B0 +B1/2R1/2 +O(R) +O(R1/2−∆
IR
− )
C(R) = C0 + C1R+O(R2) +O(R3/2−∆IR− ) .
Then (F.26) implies that
B0 = 2C1 ⇒ B(R)
∣∣
R=0 = 2
∂C(R)
∂R
∣∣∣∣
R=0
. (F.27)
This in turn gives the following relation between the renormalization scheme parameters
Bct,0 and B˜ct,0 defined in (4.11) and (5.21):
Bct,0 = B0 + C1
(F.27)
=
3
2
B0 =
3
2
B˜ct,0 . (F.28)
G Comments on the renormalization scheme
In this section we will give further physical insight into the renormalization scheme em-
ployed in section 4.2. There we found that for constructing good F-function from the
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on-shell action for a theory on S3, we need to choose the two counterterms Cct,0 and Bct,0
as
Cct,0 = C(0) = C0 , Bct,0 = B(0) + C
′(0) = B0 + C1 . (G.1)
Here we will relate (G.1) to a renormalization condition for correlation functions of the
stress tensor for the field theory on S3. The key ingredient will be a set of identities
already derived in [23]. Here we we reproduce the relevant equations, rewriting them using
our notation.
We start by collecting the relevant expressions. The (expectation value of the) renor-
malized stress tensor can be written in terms of the renormalized on-shell action as
〈T renµν (x)〉 = −
2√
ζ(x)
δ Srenon-shell(R|Bct, Cct)
δ ζµν(x)
= −1
3
|ϕ−|3/∆−R3/2 Cren(R|Bct, Cct) ζµν(x) ,
(G.2)
with Cren given in (F.19). We also have the two-point function
〈T renµν (x)T renρσ (y)〉 =
4√
ζ(x)
√
ζ(y)
δ2 Srenon-shell(R|Bct, Cct)
δ ζµν(x) δ ζρσ(y)
. (G.3)
If we consider variations with respect to ζµν respecting the spherical symmetry of S
3
(i.e. restricting to homogeneous Weyl rescalings,) the following holds∫
d3x ζµν(y)
δ
δ ζρσ(y)
= R ∂
∂R . (G.4)
By applying the above operator to (G.2) one can derive the following identity:∫
d3y
√
ζ(y) 〈T ren(y)T renµν (x)〉 − 3〈T renµν (x)〉
=
2
3
|ϕ−|3/∆−R ∂
∂R
(
R3/2 Cren
)
ζµν(x) +
2
3
|ϕ−|3/∆− R3/2 Cren ζµν(x) , (G.5)
where we have also used (G.3) and T ren ≡ ζµνT renµν .
We are now in a position to rewrite the conditions (G.1) as a set of conditions on the
1pt and 2pt-functions of T renµν . To this end we take expression (G.2) and expand Cren for
small R. Using our results from appendix D.2 one finds
〈T renµν (x)〉 = −
1
3
|ϕ−|3/∆−R3/2 Cren(R|Bct, Cct) ζµν(x)
=
R→0
(M`)2|ϕ−|3/∆−
(
(C0 − Cct) +O(R) +O
(R 32−∆IR− )) ζµν(x) .
Rearranging this we find
(C0 − Cct) ζµν(x) = (M`)−2|ϕ−|−3/∆− 〈T renµν (x)〉
∣∣∣
R→0
. (G.6)
If we recall the identification of ϕ− with the source j and C with the (dimensionless) vev
of the deforming operator, equation (G.6) is nothing but the trace identity 〈T 〉 = β(j)〈O〉
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in the R = 0 theory. Equation (G.6) implies that renormalizing with Cct = Cct,0 = C0 is
equivalent to the renormalization condition, that the renormalized stress tensor 〈T renµν (x)〉
(or, equivalently, the renormalized operator vev 〈O〉) of the flat theory (R = 0) vanishes.
For the 2nd renormalization condition, we start with expression (G.5), adding 2〈T renµν (x)〉
on both sides:∫
d3y
√
ζ(y) 〈T ren(y)T renµν (x)〉 − 〈T renµν (x)〉 =
2
3
|ϕ−|3/∆−R ∂
∂R
(
R3/2 Cren
)
ζµν(x) . (G.7)
Inserting for Cren with (F.19) this becomes:∫
d3y
√
ζ(y) 〈T ren(y)T renµν (x)〉 − 〈T renµν (x)〉
= − 2
3
(M`)2|ϕ−|3/∆−
(
R(B + C ′ −Bct)−R2B′ − 2R2C ′′ − 2R3B′′
)
ζµν(x)
=
R→0
− 2
3
(M`)2|ϕ−|3/∆−
(
R(B0 + C1 −Bct) +O(R2) +O
(R 32−∆IR− )) ζµν(x) . (G.8)
This can be rearranged as follows:
(B0 + C1 −Bct) ζµν(x)
=
3
2
(M`)−2|ϕ−|−1/∆−
[ 1
R
(∫
d3y
√
ζ(y) 〈T ren(y)T renµν (x)〉 − 〈T renµν (x)〉
)]
R→0
. (G.9)
Therefore, the choice Bct = Bct,0 = B0 + C1 is again related to a vanishing condition on
correlators involving T renµν for R→ 0.
H Zeta-function renormalization vs. covariant counterterms
Here we calculate the free energy for conformally coupled massive boson on S3 and renor-
malize it with the help of covariant counterterms. We then compare with the corresponding
expression obtained via zeta-function renormalization.
The action for a conformally coupled massive scalar on S3 is given by
S =
1
2
∫
ddx
√
ζ
(
(∇φ)2 + d− 2
4(d− 1)Rφ
2 +m2φ2
)
. (H.1)
where ζµν is a metric on S
3 of radius α. The free energy is then calculated as
FS = − log |Z| = 1
2
log det
(
µ−20 OS
)
, with OS = −∇2 + d− 2
4(d− 1)R+m
2 , (H.2)
and µ0 is a scale introduced to make the functional determinant well-defined.
The determinant of OS can be calculated as the product of its eigenvalues. In d = 3
these are given by (see e.g. [10])
λj =
1
α2
(
j +
3
2
)(
j +
1
2
)
+m2 , j ≥ 0 . (H.3)
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The multiplicity of each level n is
mj = (j + 1)
2 . (H.4)
Putting everything together and defining n = j + 1, we arrive at the following expression
for the free energy:
FS =
1
2
∞∑
n=1
n2 log
(
n2 − 14 + (αm)2
(αµ0)2
)
. (H.5)
To regulate this expression, we cut off the sum at a maximum level nmax = N . Also,
for µ0 we choose the corresponding eigenvalue at this level, i.e.
µ20 = λjmax = λN−1 =
1
α2
(
N2 − 1
4
+ (αm)2
)
. (H.6)
Thus we arrive at an expression for the regulated free energy which is given by
F regS (N,αm) =
1
2
N∑
n=1
n2 log
(
n2 − 14 + (αm)2
N2 − 14 + (αm)2
)
, (H.7)
where we made it manifest that it is a function of the cutoff N and the dimensionless
combination αm.
We will be particularly interested in the divergent terms (i.e. terms with positive powers
of N) and finite terms (∼ O(N0)) in FS for N → ∞. One can extract those explicitly by
rewriting the sum in FS with the help of the Euler-Maclaurin formula:
b∑
n=a
f(n) =
∫ b
a
dx f(x) +
f(a) + f(b)
2
+
bp/2c∑
k=1
B2k
(2k)!
(
f (2k−1)(b)− f (2k−1)(a)
)
+Rp , (H.8)
with
Rp = (−1)p+1
∫ b
a
dx
Bp(x− bxc)
p!
f (p)(x) , (H.9)
where bxc is the largest integer that is not greater than x. Here B2k denote Bernoulli
numbers and Bp(x) is the p-th Bernoulli polynomial.
Then, in the limit N →∞ one finds that
F regS (N,αm) = −
1
9
N3 +
(αm)2
3
N + F finiteS (αm) +O(N−1) , (H.10)
where we denoted the O(N0)-term by F finiteS (αm). It is a function of (αm) and we can
only evaluate it numerically.
Having arrived at a regulated expression for FS , we now renormalize by adding appro-
priate counterterms to the action (H.1). As a fist step, we define a dimensionful cutoff Λ
as
Λ ≡ N
α
. (H.11)
– 75 –
We then add covariant counterterms of the form
Sct,1 =
∫
d3x
√
ζ Λ3 f1(m/Λ) , Sct,2 =
∫
d3x
√
ζ RΛ f2(m/Λ) , (H.12)
where the functions f1(m/Λ) and f2(m/Λ) are to be chosen such that one arrives at a
finite expression for the free energy. Given the divergences in (H.10), the appropriate
counterterms are
Sct,1 =
∫
d3x
√
ζ
(
Λ3
18pi2
− m
2Λ
6pi2
+ cctm
3
)
=
1
9
N3 − (αm)
2
3
N + 2pi2cct(αm)
3 , (H.13)
Sct,2 =
∫
d3x
√
ζ R bctm = 12pi
2bct αm . (H.14)
Here cct and bct are two unspecified coefficients that multiply finite counterterms, i.e. UV-
cutoff-independent terms. Picking values for cct and bct modifies the finite part of FS and
hence a choice of cct and bct amounts to choosing a renormalization scheme.
Hence, we arrive at an expression for the (counterterm-)renormalized free energy. This
is given by
F renS (αm | bct, cct) = lim
N→∞
(
F reg(N,αm) + Sct,1(αm | cct) + Sct,2(αm | bct)
)
, (H.15)
where we also indicated the dependence on the renormalization-scheme parameters bct, cct.
We are now in a position to compare the expression (H.15) with the zeta-function-
renormalized expression for FS given in (6.22). While we cannot do this analytically, a
numerical evaluation shows that
F renS (αm | ζ-function-renormalized) = F renS (αm | bct = 0, cct = 0) . (H.16)
Thus, in the case of the free massive scalar on S3, zeta-function-renormalization is equiva-
lent to adding counterterms with all finite counterterms chosen to vanish (bct = 0, cct = 0).
I Further monotonic functions
We start from the expression of the unrenormalized (cutoff) Euclidean free energy
Son-shell = 2(d− 1)Md−1Vd
[
edAA˙
]
UV
− 2M
d−1R
d
Vd
∫ IR
UV
du e(d−2)A . (I.1)
where the UV cutoff is at u =  and R is the UV curvature of the slices. We recall the first
order evolution equations
W (ϕ) ≡ −2(d− 1)A˙ , (I.2)
S(ϕ) ≡ ϕ˙ , (I.3)
T (ϕ) ≡ Re−2A = d(d− 1)
α2
e−2A . (I.4)
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along with the non-linear equations for W,S, T ,
S2 − SW ′ + 2
d
T = 0 , (I.5)
d
2(d− 1)W
2 − S2 − 2T + 2V = 0 , (I.6)
SS′ − d
2(d− 1)SW − V
′ = 0 . (I.7)
We now consider the free-energy per unit boundary volume evaluated in UV units
f ≡ Son-shell
Vd Λd
= Md−1`d
[
2(d− 1)A˙+ 2R
d
e−dA()
∫ 
uIR
du e(d−2)A
]
(I.8)
= −Md−1`d
[
W (ϕ()) +
2R
d
e−dA()
∫ uIR

du e(d−2)A
]
,
where
Λ ≡ 1
`
eA() , (I.9)
and f is a dimensionless functional of two dimensionless numbers made out of the three
dimensionful numbers of the problem: the cutoff , the relevant coupling ϕ− and the
curvature R.
Consider now the derivative of f with respect to :
df
d
= −Md−1`d
[
dW (ϕ())
d
− 2R A˙()e−dA()
∫ uIR

du e(d−2)A − 2R
d
e−2A()
]
(I.10)
= −Md−1`d
[
dW (ϕ())
d
+
R
d− 1 W () e
−dA()
∫ uIR

du e(d−2)A − 2
d
T ()
]
.
We also use
dW (ϕ())
d
=
dW (ϕ())
dϕ()
ϕ˙() = W ′()S() (I.11)
and (I.5) to rewrite it as
df
d
= −Md−1`d
[
W ′()S() +
R
d− 1 W () e
−dA()
∫ uIR

du e(d−2)A − 2
d
T ()
]
(I.12)
= −Md−1`d
[
S2() +
R
d− 1 W () e
−dA()
∫ uIR

du e(d−2)A
]
.
Using (I.12) we can calculate the invariant dimensionless derivative
Λ
df
dΛ
=
df
dA()
=
1
A˙()
df
d
(I.13)
=
2(d− 1)Md−1`d
W ()
[
S2() +
R
d− 1 W () e
−dA()
∫ uIR

du e(d−2)A
]
≥ 0 .
We also have
df
dϕ()
=
df
dA()
dA()
dϕ(e)
= − W ()
2(d− 1)S()Λ
df
dΛ
. (I.14)
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Equation (I.13) is a version of the F -theorem, as we can use Λ to track the flow:
Λ → ∞ corresponds to the UV fixed point, while Λ → 0 to the IR fixed point. Then the
inequality
Λ
df
dΛ
≥ 0 (I.15)
implies that f decreases along the RG flow. Of course, for finite R, the IR limit Λ → 0
does not correspond to minimum of the bulk potential as the theory is at finite curvature
R.
When Λ→∞ we obtain
lim
Λ→∞
f = −2(d− 1)(M`)d−1 . (I.16)
However, when R 6= 0 the flow does not really fully asymptote to the IR fixed point and
therefore the Λ→ 0 limit is R-dependent. If however we take the R → 0 limit, then
fR→0 = −(M`)d−1W (ϕ()) (I.17)
and
lim
Λ→0
fR→0 = −2(d− 1)(M`)d−1 `
`IR
(I.18)
As expected, this is the wrong answer for the IR limit!
There maybe however a different definition that could lead to an F -function.
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