Abstract. We consider L 2 -critical focusing nonlinear Schrödinger equations with Hartree type nonlinearity
1. Introduction 1.1. Setting of the problem. Nonlinear Schrödinger equations (NLS) with Hartree type nonlinearity i∂ t u + ∆u + (Φ * |u| 2 )u = 0,
arise naturally as effective evolution equations in the mean-field limit of manybody quantum systems; see, e. g., [FL04] for a general overview. An essential feature of Hartree NLS is that the convolution kernel Φ(x) still retains the fine structure of microscopic two-body interactions of the quantum system. By contrast, NLS with local nonlinearities (e. g. the Gross-Pitaevski equation) arise in further limiting regimes where two-body interactions are (more coarsely) modeled by a single real parameter in terms of the scattering length. In particular, NLS with local nonlinearities cannot provide effective models for quantum systems with long-range interactions such as the physically important case of the Coulomb potential Φ(x) ∼ |x| −1 in d = 3, whose scattering length is infinite. Moreover, such slowly decaying convolution kernels lead to long-range effects in blowup and scattering problems for Hartree NLS, which cannot be addressed by merely adapting techniques developed for local NLS. The present paper is intended to serve as a starting point for the blowup analysis of Hartree NLS.
As mentioned above, the convolution kernel Φ(x) = 1 |x| in dimension d = 3 represents Coulomb interactions and it is therefore of considerable physical relevance. has been introduced as a relativistic correction to the classical model for the evolution of boson stars; see [ES07] . Moreover, Fröhlich and Lenzmann [FL07] have proven the existence of finite time blow up solutions for this problem in connection with the Chandrasekhar theory of gravitational collapse. Their proof, however, is based on a viriel type argument and provides no insight into the description of the singularity formation. It would be of considerable interest to extend the analysis of singularity formation for solutions to (1.1). However, from the mathematical point of view, this evolution equation is an L 2 -critical blowup problem with both nonlocal dispersion and nonlocal nonlinearity, which makes its rigorous study a delicate problem.
In this paper, we propose a preliminary investigation of the singularity formation for a problem of a similar L 2 -critical type but with more symmetries: The four dimensional L 2 -critical Hartree NLS (NLS Φ ) i∂ t u + ∆u + (Φ * |u| 2 )u = 0, Φ(x) ∼ 1 |x| 2 , (t, x) ∈ [0, T ) × R 4 , u(0, x) = u 0 (x), u 0 : R 4 → C.
Our aim is to derive some qualitative information on possible blowup regimes. Note that the formal proximity between the relativistic three dimensional problem and its classical four dimensional version was already central in the analysis of a related problem for the gravitational Vlasov equation in astrophysics; see [LMR07] .
Let us recall the main know facts about (NLS Φ ) for the Newtonian potential Φ(x) = 1 |x| 2 in d = 4 dimensions. The Cauchy problem is well-posed and subcritical in H 1 (R 4 ); see, e. g., [GV80, Caz03] . Thus, for any initial datum u 0 ∈ H 1 (R 4 ), there exists 0 < T ≤ +∞ such that u(t) ∈ C 0 t H 1 x ([0, T ) × R 4 ), and we have either T = +∞ and the solution is global, or T < +∞ and then lim t↑T |∇u(t)| L 2 = +∞, i. e., the solution blows up in finite time. Furthermore, the following quantities are conserved by the H 1 -flow:
Energy : E(u(t, x)) = 1 2 |∇u(t, x)| 2 − 1 4 |u(t, x)| 2 ( 1 |x| 2 * |u(t, x)| 2 ) = E(u 0 ).
The existence of finite time blowup solutions follows from the classical virial identity d 2 dt 2 |x| 2 ||u(t, x)| 2 = 16E(u 0 ), which implies finite time blow up for initial data u 0 ∈ Σ = H 1 (R 4 ) ∩ L 2 (R 4 , |x| 2 dx) with negative energy E(u 0 ) < 0. On the other hand, by following Weinstein [Wei83] , we can derive a sharp global well-posedness criterion: For any u 0 ∈ H 1 (R 4 ) with u 0 L 2
, the solution is global and bounded in H 1 . Here Q is the unique radially symmetric positive solution to
(1.2) ∆Q + ( 1 |x| 2 * |Q| 2 )Q = Q, Q(r) > 0, Q ∈ H 1 (R 4 ).
Note that the existence and uniqueness of the ground state has been proved by Lieb [Lie77] in dimension d = 3, but the proof can be adapted to dimension d = 4; see Section 4 for more details. The variational characterization of Q then implies the sharp interpolation estimate:
whence the global well-posedness of H 1 data with u 0 L 2
. Moreover, the sharpness of this criterion follows from the existence of the pseudo-conformal symmetry: If u(t, x) solves (NLS Φ ) with Φ(x) = 1 |x| 2 , then so does:
4t .
By applying this transformation to the solitary wave u(t, x) = Q(x)e it and using the time reflection symmetry, we obtain the critical mass blow up solution (1.3) S(t, x) = 1 t 2 Q( which possess a conformal invariance and an explicit critical mass blow up solution.
Statement of Main
Results. The first question we ask is the persistence of the critical mass blowup solution under a deformation of the convolution kernel, which destroys the conformal invariance. Note that the question of the existence of a critical blowup element is not well understood even for local nonlinearities. In fact, it can be proven that such elements do not exist in some situations; see Martel, Merle [MM02] for the critical KdV problem, and Merle [Mer96] for non-existence results for anisotropic nonlinearities. On the other hand, Burq-Gerard-Tzvetkov [BGT03] have shown the persistence of the critical mass blowup solution for the local (NLS) on a domain with Dirichlet boundary condition. Here the pseudoconformal transformation is destroyed, but only up to an exponentially small in time term. Our first claim is that critical blowup elements persist under a small enough polynomial deformation of the pseudo-conformal symmetry. The precise statement reads as follows.
Theorem 1. (Existence of critical mass blow up solutions). Consider (NLS Φ ) with Φ of the form
for some k > 0. Here we assume that φ : [0, ∞) → R is a differentiable function such that φ(0) = 1 and |φ(r)| + r |φ ′ (r)| ≤ C for some constant C > 0.
where Q ∈ H 1 (R 4 ) is the ground state solution to (1.2).
Comments on Theorem 1
1. Structure of the solution: From the proof, the structure of the critical mass blowup solution is explicit and is seen to converge in some suitable sense to S(t) given by (1.3). Moreover, our proof is very robust and we expect it to carry over to a large class of problems, provided a certain spectral assumption can be verified.
Uniqueness:
Merle proved the uniqueness of the critical mass blow up solution for the local NLS (1.4); see [Mer93] . The proof, however, is very much based again on the existence of the pseudo-conformal symmetry. The same proof would yield uniqueness of the critical mass blow up solution for Φ(x) = 1 |x| 2 , see [LMR07] for a similar result. In the more general setting of Theorem 1, a weak uniqueness statement could be derived simply from the fact that the solution is build by Picard iteration, but a strong general H 1 uniqueness statement following [Mer93] is open. This question is connected to the uniqueness of nondispersive objects, see [Mar05] for a related problem.
The second question we ask is the persistence of the critical type blowup regime. Here we work for the sake of simplicity directly with Φ(x) = 1 |x| 2 . We adapt the analysis of Bourgain and Wang [BW97] who proved some finite codimensional stability of the S(t) dynamics for the local (NLS) in space dimension d = 1, 2.
Theorem 2. (Finite codimensional stability of the S(t) dynamics). Consider (NLS
for N sufficiently large, and define ψ(x) = αψ 0 (x). Then for |α| > 0 and δ > 0 sufficiently small, there exists a blowup solution
and where
In particular, we have
Comments on the Result
Long range issue:
Our result is in the spirit of Bourgain-Wang [BW97] who treated the case of local nonlinearities in d = 1, 2 space dimensions. However, due to the nonlocal nature of the Hartree nonlinearity which is long range in some sense, our proof departs in some respect from Bourgain-Wang method by introducing some modulation theory and by exploiting radial symmetry to decouple the blowup part from radiation. As sketched below, we expect our result to be generalizable to nonradial data, provided that some implicit conditions are imposed on ψ(x); see the remark at the end of Section 3.
2. Scattering: The Bourgain-Wang strategy is based on the construction of some nonlinear wave operator. Undoing the pseudo conformal transformation, the statement is equivalent to proving some finite codimensional stability of Q, i e. we exhibit global solutions with
Herez φ is the scattering wave and ǫ H 1 → 0 as t → +∞. This strategy is very robust and we expect that it would carry over to the case d = 3 and Φ(x) = 1 |x| to construct non-trivial solutions that disperse to Q, which would extend the results in [FTY02] . See also [Côt07] , [KS06] for related results with local nonlinearities.
Let us conclude by saying that both Theorem 1 and Theorem 2 rely on solving in some sense the Cauchy problem from infinity. The strength of this strategy it that is does not require fine dispersive estimates on the propagator of the linearized flow close to the ground state. One should think that the long range structure of the problem actually make this last question quite delicate. However, all we need is to ensure an at most polynomial instability of the flow close to Q, which relies on elliptic nondegeneracy properties of the linearized operator. As initiated by Weinstein [Wei85] , such properties rely on the variational characterization of the ground state and a nondegeneracy result for the linearized operator. For the Hartree equation considered here, the nondegeneracy of the linearized operator does not follow from an adaptation of Weinstein's argument. Rather, our nondegeneracy proof will be based on an argument given by Lenzmann [Len08] for a Hartree NLS in dimension d = 3; see Theorem 4 and Section 4 below.
Outline and Notation. Theorems 1 and 2 will be proven in Sections 2 and 3, respectively. In Section 4, we prove uniqueness of ground states Q and, as a main technical result, the nondegeneracy of the linearized operator L + close to Q, see Theorem 4 below. In Section 5, we construct a modified class of ground state-like profiles called Q (t) . In what follows, we shall employ standard notation. By a b we mean that a ≤ Cb for some positive constant C > 0, which is allowed to depend on k appearing in Theorem 1, as well as some large constant T 0 > 0 to be chosen in Section 2 below. We remind the reader that we work in d = 4 space dimensions throughout the rest of this paper.
Existence of critical mass blowup solutions
This section is devoted to the proof Theorem 1. We shall freely use some results whose proofs are postponed to Sections 4 and 5 below.
2.1. Reformulation of the problem. Let us start with the following observation. Let k > 0 be a fixed number and assume that v = v(t, x) is a sufficiently smooth radial solution of (2.1)
for times t ≥ T 0 , where T 0 > 0 a large constant. An elementary calculation shows that
0 , 0). Our goal is now to construct a global solution v(t, x) to (2.2) such that:
where Q is the ground state solution to (1.2). If we introduce a decomposition
and try to solve for ǫ, we will have in the RHS of the ǫ equation a term like:
if only H 1 control on ǫ is known. This information is not sufficient to counteract losses due to the algebraic degeneracy of the generalized null-space of the linear operator close to Q. For this reason, our first step is to introduce a modified ground state profile called Q (t) . To this end, we let Q (∞) ∈ H 1 (R 4 ) denote the ground state solution to
Then the next result follows from an implicit function argument and the nondegeneracy of the linearized operator at Q ∞ . The proof of this result is postponed to Sections 4 and 5 below. (i) There exists a family {Q (t) } t≥T0 of radial, real-valued solutions to
(ii) We have the following bound We now aim at finding v solution to (2.1) and introduce a decomposition:
Then the equation for ǫ, which we record in vectorial notation so that the linear operator is actually C-linear, is the following
Here H (t) is found to be matrix-valued (non self-adjoint) operator (2.10)
, where V (t) and W (t) are bounded operators on L 2 (R 4 ) (as one easily verifies) which are given by
Note that W (t) is a nonlocal operator. Furthermore, the forcing term F in (2.9) reads
Note that we have the regularity F ∈ H 1 (R 4 ), as can be verified using the HardyLittlewood-Sobolev inequality etc.
Theorem 1 is now a consequence of the following:
for t ≥ T 0 , where δ > 0 can be chosen arbitrarily small, provided that T 0 is sufficiently large.
Remark 2. Observe that the critical mass condition u 0 L 2 = Q L 2 is the consequence of the strong convergence (2.13) and the conservation of the L 2 norm.
2.2. Spectral structure of H (t) . The proof of Proposition 2.1 relies on the algebraic instability of the linearized operator close to Q ∞ . The following proposition is a standard consequence of the variational characterization of Q and some nondenegeracy properties, see Theorem 4 below.
Lemma 2.1 (Spectra structure of
(ii) The generalized null-space
has dimension dim N = 4 and is generated by the following functions:
is the unique solution of
with
Moreover, the function ρ is radial, smooth and exponentially decaying. (iii) We have following bound for the linear evolution associated to H (∞) :
Remarks. 
) which is a well-known fact for self-adjoint operators. Recall that the discrete spectrum σ disc (H (∞) ) is the set of all isolated λ ∈ σ(H (∞) ) with finite algebraic mutliplicity.
Since 
(ii) There exists c > 0 such that the projections
where P (∞) r denotes the projection onto the generalized null-space N of
Remark. The proof of Lemma 2.2 is also relegated to Section 4 below.
2.3. Setting up the Iteration Scheme for ǫ. Let us now turn to the construction of ǫ, as claimed in Proposition 2.1. To this end, we decompose the source term F (t, x, ǫ) in (2.9) into a root part as well as a "non-root" 1 part, both with respect to H (∞) . That is, (2.14)
where
span the generalized null-space of H (∞) (see Lemma 2.1), and
is given by (2.15)
Here P (∞) r denotes (as before) the projection onto the generalized null-space of
Let us reformulate the latter statement in terms of the dual root modes
which generate the generalized null-space associated with the adjoint operator (H (∞) ) * . These modes are given by (2.17)
with ρ from Lemma 2.1. Then (2.16) reads
A calculation shows the essential fact that the coefficients of the b i are all positive numbers. Note that all the numbers on the right are purely imaginary. Also, this linear system for the b i is non-singular, so that we can solve for each b i when the right-hand side is given.
Now we set up an iteration scheme to solve (2.9), where the zeroth iterate is ǫ 0 (t, x) = 0. Assume now we have constructed the ǫ q ; then we define the next iterate ǫ q+1 via a nested iteration procedure as follows: As before, decompose the source term as
1 We use this somewhat awkward terminology rather than the more customary "dispersive" on account of the presence of real eigenvalues in the spectral gap which prevent dispersive behavior of the linear evolution, even when projecting away the root modes.
Then we need to solve
which can be done via a sequence of approximate solutions as follows. First, define ǫ 1 q+1 as a sum of terms according to
Here we define the Root Part
and the Non-root Part
as follows.
Definition of Root Part. Let {a
be the solutions vanishing at infinity of the following coupled system of ODE's (i. e. the modulation equations):
This choice is easily seen to imply that
Definition of Non-root Part. Let P (t) r be the projections given by Lemma 2.2 and put
r . Next, we define
as the solution of the linear inhomogeneous problem
.
Thatǫ
(1,t) q+1 (s) indeed exists will follow from the proof of Proposition 2.3 below. It is important to note that we treat the variable t in (2.30) as a fixed parameter, while the time variable is denoted by s. Furthermore, we note (2.32)
Combining now the definitions of the root and non-root part, we deduce that
Then the higher iterates ǫ l q+1
, for l ≥ 2, are defined inductively as follows:
This completes the definition of our iteration scheme.
Remark. The term ǫ l+1 q+1
is constructed from error l q just like
was constructed from F (t, x, ǫ q ).
2.4. Construction of ǫ q+1 under a bootstrap assumption. We now construct ǫ q+1 form ǫ q under a bootstrapping assumption.
Proposition 2.2. Let k ≥ 5 and choose T 0 > 0 sufficiently large. If
Proposition 2.2 is a direct consequence of the following Lemma used iteratively in l which allows to construct ǫ q+1 ǫ q+1 as the limit of the sequence of iterates
Lemma 2.3. Using the notation from above, assume that ||F (t, x, ǫ q )|| H 1
Here the implied constants are universal (in particular do not depend on l), and δ > 0 can be chosen arbitrarily small, provided that T 0 > 0 is chosen sufficiently large. In particular, the corrections applied to the ǫ 1 q (t, x) decay exponentially in l, whence these functions converge in the H 1 -topology.
Proof. We now prove Lemma 2.3. We first show the bound for ǫ 1 q+1 (t, x), which is split into a root and a non-root part. For the root part, the system (2.28)-(2.29) as well as (2.19)-(2.22) easily imply that (2.36)
Furthermore, since the root modes
are of exponential decay, we infer
provided T 0 is chosen large enough and t ≥ T 0 . Next, we considerǫ
q+1 (s). In view of (2.30), we have
We shall also use the notation (2.39)
q+1 (s) and similarly for P (∞) . Next, we claim the following estimate to be true:
Indeed, recall the definition of H (∞) from (2.10) and let (as before)
Since ker L + = {0} in the radial sector, by Theorem 4 below, an adaptation of a well-known argument by Weinstein [Wei85] for NLS with local nonlinearities yields the coercivity estimate (in the radial sector):
Furthermore, by the continuity properties stated in Theorem 1 and Lemma 2.2,
where in the last line the o(..) means that this quantity vanishes as t → ∞, and we use the notation
Finally, we note that
and the quadratic form L
+ ., . is invariant under the evolution associated with H (t) , whence the claimed estimate (2.40) follows. By assumption on the forcing term, we thus have shown that
whence the first estimate of Lemma 2.3 follows.
Next, consider the error due to ǫ 1,(t)
, which equals
for t ≥ T 0 , provided that T 0 is large enough. Finally, we need to estimate the time derivative. Note that
To handle the second term, we use the following estimates.
Lemma 2.4. For k ≥ 2 and T 0 > 0 sufficiently large, we have
Proof. We start by proving the bound for ∂ t H (t) . Recall the definitions of V (t) and W (t) from (2.11) and observe that (2.50)
For simplicity, let us consider ∂ t V (t) here, and we remark that ∂ t W (t) is estimated in a similar way. We find
Next, we estimate I (t) as follows. Since |x||φ ′ (x)| 1, it follows that (2.51)
Hence, we find
thanks to the uniform bound Q
Thus we have the operator bound I
for all t sufficiently large.
As for proving such a bound for II (t) , we argue as follows. Using |φ(x)| 1 and the Schwarz inequality, we deduce
where we also used
for any z ∈ R 4 , which follows from Hardy's inequality and translational invariance. Also, in the last step, we used the estimate of Lemma 5.2 below. Next, we derive the following estimate:
Here we used the weak Young inequality and Sobolev's embedding
, as well as Lemma 5.2 again. Since k ≥ 2 by assumption, our estimates show that (2.54)
which completes the proof of the claim that, for all t sufficiently large, (2.55)
Again, we remark that an analogous estimate can be derived for the nonlocal operator ∂ t W (t) in a similar way. This completes the proof of the second inequality stated in Lemma 2.4.
It remains to show the first inequality. To this end, we recall that
with P (t) r from Lemma 2.2. This leads to (2.56)
whence the first inequality of Lemma 2.4 follows from the second.
Let us now conclude the proof of Lemma 2.3. Applying Lemma 2.4, we see that
provided t is large enough. Finally, we need to estimate (2.58)
Here we note the identity
Applying Lemma 2.4 again, we conclude that
Putting s = t, we obtain the bound (2.59)
provided that t is large enough. This concludes the proof of Lemma 2.3.
2.5. Control of the nonlinear term. We now need to derive the bootstrap estimate (2.34) by controling the nonlinear terms given by (2.12).
Lemma 2.5. Assume ||ǫ|| H 1 x t −k+4 for t ≥ T 0 with T 0 > 0 sufficiently large. Additionally, suppose that k ≥ 8. Let F (t, x, ǫ) be given by (2.12), then:
Proof of Lemma 2.5. Consider, e. g., the term (2.60)
Using the Hardy's inequality |x|
(−∆) and Hölder's inequality, we conclude
for t sufficiently large. Next, we have
For the first term, we use Hardy's inequality again to conclude (2.63)
for t large. For the second term, Hölder's inequality and the Hardy-Littlewood -Sobolev inequality give us (2.64)
for t large. The remaining nonlinear terms of F (t, x, ǫ) in (2.12) can be estimated similarly. As for the ∂ t Q (t) -term in F (t, x, ǫ), we note that
holds, by Lemma 5.2 below.
2.6. Completing the Proof of Proposition 2.1. We are now in position to conclude the proof of Proposition 2.1. Assume k ≥ 8 and choose T 0 > 0 sufficiently large. Proposition 2.2 and Lemma 2.5 imply the a-priori bounds on the iterates (2.65)
Passing to the difference equations (which eliminates the source terms −i∂ t Q (t) ) and arguing identically to the above, one shows that {ǫ q } ∞ q=0 forms a Cauchy sequence in
. Moreover, differentiating the equation and again recycling the same estimates, smoothness of the limit follows. Define the limit (2.66) ǫ := lim q→∞ ǫ q .
Next, we claim the bound
Indeed, it suffices to prove this bound for each iterate ǫ q . However, in view of (2.24), we have
whence the desired bound follows from our a-priori bounds and integrating from backwards from t = ∞. The proof of Proposition 2.1 is now complete. As previously noted, this also completes the proof of Theorem 1.
Finite codimensional stability of the conformal blow up
This section is devoted to the proof of Theorem 2. We thus consider (NLS Φ ) with 2 convolution kernel Φ(x) = 1 2π 2 |x| 2 , and we ask whether suitable perturbations of the initial data lead to the same blowup as for the explicit solution
Here and for the rest of this section, it is expedient to use the following notation:
Recall that Theorem 3 below (together with a simple scaling argument) ensures the uniqueness of the ground state Q(|x|) solving (3.2). This issue that blowup solutions of the form (3.1) still persist under suitable perturbations of initial data was first addressed by Bourgain-Wang for L 2 -critical NLS with local nonlinearities in [BW97] for space dimensions d = 1, 2. There the authors show that one can construct blowup solutions, which decouple into the bulk part as above and a radiation part with suitable prescribed asymptotic profile at blowup time. More precisely, the profile has to belong to a finite-codimensional manifold. Here, we implement a similar procedure and consider the problem (3.4)
which is equivalent to (NLS Φ ) with d = 4 and Φ(x) = |x| −2 , up to an inessential constant in front of the nonlinearity. For simplicity's sake, we first consider radial solutions of (3.4), and we later sketch the modifications needed for a more general result.
In the spirit of [BW97] , we try to find a solution of the form
where the main perturbation z ψ (t, x) solves the initial-value problem (3.6)
Here the initial datum ψ(x) ∈ C ∞ 0 (R 4 ), say, satisfies a finite number of suitable vanishing conditions. Note that z ψ can always be constructed on some time interval [−δ 0 , δ 0 ] for δ 0 > 0 sufficiently small. However, we immediately face a serious issue here: While the interactions of the bulk term in (3.5) and the modified profile term z ψ can be made small by forcing sufficient vanishing of ψ at the origin in the case of local NLS (see [BW97] ), this is never true for the Hartree equation (3.4). To see this, it suffices to consider terms of the form
The problem here is, of course, that the operator ∆ −1 destroys any localization properties of z ψ . To deal with this, we use some modulation theory combined with the radiality assumption. Indeed, the strength of the interaction between the bulk term and the profile modifier z ψ due to the non-local character of the nonlinearity is seen to lead to non-trivial phase and scale shifts of the bulk term t In what follows, we introduce the notation
so that in particular Q = Q 1 holds. Then Theorem 2 will be a direct consequence of the following result. 
where ǫ, γ, λ satisfy
the initial-value problem (3.6).
By applying a pseudo-conformal transformation, the proof of Proposition 3.1 will follow from: 
The rest of this section is devoted to the proof of Proposition 3.2.
3.1. Setting up the Iteration Scheme. Let us derive the equation satisfied by ǫ when applying the ansatz (3.7). To this end, we use a similar notation as in Section 2, and we write
We then obtain the following equation for ǫ(s, y):
as well as
and finally
In the equation for ǫ(s, y), the last term ∆ λ(s) Lǫ accounts for the error incurred upon replacing Q λ(s) by Q = Q 1 in the linear part, whence it is given by
Note that the unknown ǫ also needs to vanish at infinity:
We shall find ǫ, λ, γ as the limits of a suitable iteration scheme. The purpose of the functions γ(s), λ(s) will be to partly eliminate the root part of the right hand side of (3.10). We first write (3.10) in vectorial form as follows:
(3.12)
Here the operator H = H (∞) is the same as the one used in the preceding section (up to a simple rescaling due to the different choice of coupling constant in the nonlinearity). Also, the expression F (Q λ(s) , z ψ ) refers to the sum of the terms three to six on the right hand side of (3.10). Now, we assume that the iterates ǫ j (s, y), γ j (s), λ j (s) have been defined, with bounds to be specified later. We need to specify how to choose ǫ j+1 (s, y), γ j+1 (s), λ j+1 (s). Assuming γ j+1 , λ j+1 to be chosen, we set
(3.13)
Here the expression F j (Q λj (s) , z ψ ) is defined through the right-hand side of (3.10), but with λ, γ replaced by λ j , γ j , and similarly A j (ǫ j ) is defined as A(ǫ) with ǫ, γ, λ replaced by ǫ j , γ j , λ j . Now we need to specify how to choose γ j+1 , λ j+1 . As for the former, we split
Here the term γ 1,j+1 is chosen to essentially eliminate those terms on the right hand side of (3.13) contained in
, which have Q λj (s) (y) as a third factor. Specifically, we definė
(3.14)
Note that with this choice of γ 1,j+1 , the term
essentially cancels the terms on the right hand side of (3.13) corresponding to the fourth term in (3.10) as well as the 2nd term in A j (ǫ j ). More precisely, we find that
To see this, we note that we have uniform exponential decay |Q λ (x)| e −c|x| for some constant c > 0, provided that λ > 0 varies in a compact set. The above estimate then follows from the radiality assumption and Newton's theorem, see e. g. equation (4.8), as well as the following elementary estimate which follows from finite Taylor expansion of z ψ with respect to t and using the equation for z ψ ; see [BW97] for a similar statement. In order to determine γ 2,j+1 , λ j+1 , ǫ j+1 , we now use the following iteration lemma, which also states the bounds: Lemma 3.2. Let δ > 0 be small enough, and also α 0 = α 0 (δ) as in Proposition 3.1 small enough. Further assume N large enough.Then, assuming the functions ǫ j (s, y), γ j (s), λ j (s) to be C 1 and satisfying the bounds
, such that if we define γ j+1 = γ 1,j+1 + γ 2,j+1 , then γ j+1 , λ j+1 , ǫ j+1 satisfy (3.13). Furthermore, the functions γ 2,j+1 (s), λ j+1 (s), ǫ j+1 (s, y) satisfy identical bounds.
Proof of Lemma 3.2. Given a vector valued function
F (s, y) F (s, y) , we shall invoke the decomposition
Here the root part is defined as in the equations following (2.16), i. e. we have
where the coefficients b j (s) are given by (2.19)-(2.22). Next, we return to (3.13) and rearrange the terms on the right-hand side as follows (recall that Q = Q (∞) ):
We can write this equation schematically as
Now we apply the above decomposition into a root and non-root part to the last term on the right. Thus we write
Here the coefficients α j (s) etc. depend on λ j , λ j+1 , γ j , γ j+1 , ǫ j , and are given by (2.19)-(2.22) applied to N (λ j , λ j+1 , γ j , γ j+1 , ǫ j ). Now we claim the following bound
To see this, we recall (2.19)-(2.22) and the that root modes satisfy a uniform exponential decay. Therefore it suffices to show, for some fixed c > 0,
To see this, we check this separately for the last four terms on the right-hand side of (3.15):
(1) We have
(2) Similarly, we have
(3) Now consider the expression
As for the terms given by F j (Q λj (s) , z ψ ), i. e. terms number three to six on the right-hand side of (3.10), as well as the terms constituting A j (ǫ j ), we deduce
This is of the desired form provided that N ≥ 4. Next, the fourth term in (3.10) is seen to combine with the second term in A j (ǫ j ) to essentially cancel againsṫ γ 1,j+1 (s)Q λj (s) (y). That is, we find
which is again as desired as long as N ≥ 6. Note that we obtain the same type of cancellation for the expression
which contains the first and last term in B j (ǫ 2 j ). Further, all terms in F j (Q λj (s) , z ψ ) and A j (ǫ j ) which contain a product
is again negligible, since it is necessarily of size O(α 0 s −N ), again acceptable if N ≥ 6.
(4) Using the bound for ǫ j (s, y), we easily get
This concludes the proof of the bound above.
Continuing with the proof of the lemma, we now write
We will choose γ 2,j+1 (s), λ j+1 (s) in such fashion that A j+1 (s), B j+1 (s) vanish. To solve for ∆ j+1 (s), Γ j+1 (s), we proceed as in the preceding section: we put
as well asγ
Furthermore, our choices for Γ j+1 (s), ∆ j+1 (s) imply that
Now we choose λ j+1 , γ 2,j+1 as follows:
Of course, the functions Γ j+1 (s), β j (s), α j (s) depend implicitly and linearly (but with small coefficient) onλ j+1 (s),γ 2,j+1 (s), so we use the implicit function theorem here to solve these equations. We immediately obtain the bound
We then set A j+1 (s) = 0, B j+1 (s) = 0, and upon setting
reduce to solving
This we do as in the preceding section by setting
Recall that the operator e itH acts bounded in the H 1 sense on functions which project trivially onto the root part, see e. g. the proof of Proposition 2.3. We now establish the bound
This we do by treating the various components of
(1) The first term, which corresponds to the fourth expression in (3.15), is estimated by
(2) Similarly, we estimate
(3) Recalling the constituents of F j (Q λj (s) (y), z ψ ), we have
Further, as in the proof of the bound further above we take advantage of our choice ofγ 1,j+1 to estimate
which is acceptable if N ≥ 4. The same argument applies to
Also, as in the proof of the bound further above, all terms in F j (Q λj (s) (y), z ψ ) as well as A j (ǫ j ) which contain a product Q λj (s) (y)z ψ ( (4) The terms at least quadratic in ǫ j are all of size O(δ 2 s −6 ). We consider here the cubic term C(ǫ 3 j ). There we can estimate
For the first term on the right, we have
where we have used the Sobolev embedding. Furthermore, by Hardy's inequality, we obtain
The expression ||∆ −1 (|ǫ
The proof of Lemma 3.2 is now concluded by choosing α 0 , δ small enough in the bounds for λ j+1 , γ 2,j+1 , ǫ j+1 (s, y) .
3.2. Proof of Proposition 3.2. In order to complete the proof of Proposition 3.2, we need the convergence of the ǫ j , γ j , λ j . This follows from the next lemma Lemma 3.3. Put ǫ 0 (s, y) = 0, λ 0 (s) = 1, γ 0 (s) = 0, and define ǫ j (s, y), γ j (s), λ j (s) inductively as above. Then if α 0 > 0 is chosen small enough, the sequence {ǫ j (s, y)} j≥0 converges in the H 1 -topology, and satisfies uniform bounds
for suitable δ = δ(α 0 ). Furthermore, the sequences {λ j (s)} j≥0 , {γ j (s)} j≥0 converge in the uniform C 1 topology and satisfy the bounds
The only statement contained in the lemma that requires proof is the convergence of the iterates. However, this follows in standard fashion by forming the equations for the differences ǫ j+1 − ǫ j etc. and repeating the arguments in the proof of the preceding lemma. Details are omitted. Now let ǫ(s, y) := lim j→∞ ǫ j (s, y), and similarly for λ(s), γ(s). To conclude the proof of Proposition 3.2, we need to establish the bound
However, for this we note that yǫ(s, .) satisfies the equation
Then we replace the operator H by the more elementary ∆ − 1 0 0 −∆ + 1 and moving the local linear terms over to the right-hand side. Thus we get the equation
The bound for ||yǫ|| L 2 is now obtained by making the bootstrapping assumption
and recovering it by repeating the same estimates as in lemma 3.2, as well as the already established bound for ||∇ǫ|| L 2 , and using elementary bounds for the linear evolution of ∆ − 1 0 0 −∆ + 1 . This completes the proof of Proposition 3.2.
Remark about Nonradial Setting. We mention here that essentially the same method presented above carries over to the non-radial case. Note that one has additional root modes due to the presence of translational symmetries as well as Galilei transformations, but these do not increase the algebraic degeneracy of the linear operator H. The main difference has to do with the formulation of the vanishing conditions on ψ(x). Note that we crucially use the high-order vanishing of the expression
at the origin y = 0, which in turn follows in the radial case by simply forcing sufficient vanishing for z ψ at the origin. This is a consequence of Taylor expanding z ψ . In the non-radial setting, we then arrive at the conditions
Of course, these conditions can be formulated purely in terms of ψ(x) upon using the equation to eliminate the operators ∂ s . Needless to say, these conditions appear to be rather cumbersome nonlinear vanishing conditions. For example, the simplest one corresponding to k = 1, l = 0 is given by ∆ −1 (ℜ(∇ψψ))(0, 0) = 0.
Ground States and Spectral Properties
In this section, we consider ground state solutions Q ∈ H 1 (R 4 ) of (4.1)
Apart from uniqueness of Q (which follows from adapting an argument by E. Lieb in [Lie77] ), we are mainly concerned with proving spectral properties of the linearized operator (4.2)
Due to the nonlocal term in L + , standard ODE methods (like Sturm's oscillation theorem) are not our disposal to study the behavior of radial eigenfunctions of L + . By contrast, such standard arguments play an important in the study of linearized operators for NLS with local nonlinearities. Here, however, we have to use the very structure of L + , reflected by the fact |x| −2 is (up to multiplicative constant) the Green's function of ∆ in R 4 . The technical main result of this section will be Theorem 4 below, which states that
With the help of this nondegeneracy result, the technical Lemmas 2.1 and 2.2 (used in Section 2 above) about the matrix operators H (∞) and H (t) then follow by standard arguments, as detailed in Subsections 4.2 and 5.2, respectively. Also, the nondegeneracy of L + plays an essential role in Section 5 when constructing the modified profiles Q (t) by means of an implicit function type argument.
4.1. Uniqueness of Ground States. We have the following result.
Theorem 3. The equation
has a unique positive, radial solution Q(r) > 0 in H 1 (R 4 ).
Proof. Existence of a radial, positive solution Q ∈ H 1 (R 4 ) follows from well-known arguments. For example, by standard variational methods and rearrangement inequalities, we deduce that there existst a radial, positive Q ∈ H 1 (R 4 ) such that
where J(f ) is the Weinstein functional given by
One easily checks that any minimizer Q(r) > 0 satisfies (4.4) after a suitable rescaling Q(r) → αQ(βr) with some α, β > 0. The uniqueness proof, however, strongly depends on specific features of equation (4.4). Here, by adapting E. Lieb's uniqueness proof in [Lie77] for ground states
we can deduce the analogous result for (4.4) in d = 4 dimensions. For the reader's convenience and also for later use, we now present our adaptation of Lieb's uniqueness proof to equation (4.4) with some modifications.
Recall that Newton's theorem in R 4 says (note that 2π 2 is the area of the unit sphere in R 4 ):
for radial functions ρ = ρ(|x|) on R 4 . Here (4.9) K(r, s) = 2π 2 s 1 − s 2 r 2 ≥ 0, for r ≥ s. Hence, by Newton's theorem, we find that equation (4.4) for radial, real-valued Q ∈ H 1 (R 4 ) can be written as
where (4.11) e = −1 + 2π
Note that e > 0 follows from multiplying equation (4.4) by Q ≡ 0, integrating, and using that K(r, s) ≥ 0 holds. Furthermore, by rescaling Q(r) → e −1 Q(e −1/2 r) we can assume without loss of generality that e = 1 holds.
Let us now suppose that Q(r) > 0 and R(r) > 0 are two positive, radial solutions of (4.4) in H 1 (R 4 ) such that Q ≡ R. As previously remarked, we can assume (after a rescaling) that both Q and R satisfy (4.10) with e = 1. Therefore Q(r) and R(r) solve the initial-value problem (4.12)
with initial conditions u(0) = Q(0) and u(0) = R(0), respectively. A standard fixed-point argument shows that the initial-value problem (4.12) has unique local C 2 -solution u(r) for given u 0 ∈ R. Moreover, the corresponding solution u(r) exists up to some maximal radius of existence r max ∈ (0, ∞]. In particular, we deduce that Q(0) = R(0) must hold, since otherwise Q ≡ R.
Therefore we can henceforth assume that Q(0) > R(0) holds, say. Then, by continuity, we have Q(r) > R(r) at least on some initial interval. We now claim that in fact (4.13) Q(r) > R(r) for all r ≥ 0.
To show this, we introduce the functions (4.14)
Then an elementary calculation using the equation in (4.12) yields the "Wronskiantype" identity
which, by integration, gives us
Next, we suppose that (4.13) fails to hold, i. e., the function Q(r) intersects R(r) for the first time at r * > 0, say. Then the left-hand side of (4.16) at r = r * satisfies (4.17) r
whereas the right-hand side of (4.16) must obey
since Q(r) > 0 and R(r) > 0, as well as U Q (r) > U R (r) for 0 < r < r * . This contradiction shows that Q(r) and R(r) can never intersect and hence (4.13) must hold. It remains to show that (4.13) also leads to a contradiction, which can be seen as follows. Consider the Schrödinger operators (4.19)
Clearly, the strictly positive functions Q and R are (normalized) ground states (with eigenvalue e = 1) for H Q and H R , respectively. Therefore,
for all φ ∈ H 1 (R 4 ). Moreover, by standard arguments, we have uniqueness of ground states for H Q and H R , so that equality in (4.20) holds if and only if φ = λQ or φ = λR for some constant λ, respectively. Since equation (4.13) implies that U Q (r) > U R (r) for all r > 0, we deduce from (4.20) that
L 2 − δ with some δ > 0, which is a contradiction.
This shows that equation (4.10) cannot have two distinct positive, radial nontrivial solutions Q ∈ H 1 (R 4 ). This completes the proof of Theorem 3.
Nondegeneracy of L + . By linearizing equation (4.4) on the space of real-valued functions, we obtain the scalar nonlocal, self-adjoint operator (4.21)
acting on L 2 (R 4 ) with domain H 2 (R 4 ). We will now prove the important fact that L + has trivial kernel in the radial sector. 
Proof. We argue by contradiction. Suppose that ξ ∈ L 2 rad (R 4 ) with ξ ≡ 0 satisfies
which, by simple bootstrap arguments, implies that ξ ∈ H k (R 4 ) for all k ≥ 0. Furthermore, by Newton's theorem, we can write the left-hand side in (4.22) as
where L + is the linear operator given by
where e > 0 and K(r, s) are the same as in (4.11) and (4.9), respectively. Furthermore, the function V (r) is defined by (4.25) V (r) = − |x| −2 * |Q| 2 )(r).
As previously noted in the proof of Theorem 3, we can henceforth assume that e = 1, which follows by rescaling Q(r) → e −1 Q(e −1/2 r) if e = 1. (Likewise, the operator L + changes, but all its kernel elements are obtained by rescaling also.)
To proceed with the proof of Theorem 4, we need the following auxiliary result. Next, we note that v satisfies
where we set
Clearly, the ground state Q(r) satisfies
Similar as in the proof of Theorem 3, we find by using equations (4.26) and (4.28) the "Wronskian-type" identity
Hence we conclude (keeping in mind that Q(r) > 0) the identity
Since Q(r) > 0 for all r ≥ 0 and v(r) > 0 at least initially, by continuity, we see from (4.27) that W (r) > 0 for r > 0 at least initially. Therefore, by (4.30), we have that (v/Q) ′ > 0 for r > 0 at least initially, and thus (4.31) v(r) > Q(r), for r ≥ 0 at least initially.
Again, by a similar argument as in the proof of Theorem 3, we conclude from (4.30) that v(r) and Q(r) never intersect. Hence, (4.32) v(r) > Q(r), for r ≥ 0.
Furthermore, this fact combined with equation (4.30) yields the lower bound
for r ≥ 0. Next, we note that Q(r) is the (unique) ground state eigenfunction for the Schrödinger operator H = −∆ + V , so that Thus, by using equation (4.23) with Q 1 in place of ξ, we find (4.42)
Since Q 1 ∈ L 2 rad and Q 1 (0) = 0 with Q ′ 1 (0) = 0, we conclude from Lemma 4.1 that L + Q 1 = 0 and hence ρ = 1 must hold. Therefore, we have found a particular solution w given by
Next, suppose that σ = 0 so that w = 0. Then equation (4.40) implies that ξ = v and, by the smoothness of ξ ≡ 0, we deduce that ξ ′ (0) = v ′ (0) = 0. By Lemma 4.1, we deduce that ξ = v ∈ L 
Spectral Properties of H (∞)
. In this brief subsection, we prove Lemma 2.1, by using the nondegeneracy result about L + (i. e. Theorem 4) combined with standard arguments for NLS with local nonlinearities.
Proof of Lemma 2.1. To see that σ ess (H (∞) ) = (−∞, −1] ∪ [1, ∞) holds, one argues (using Weyl's lemma and the fact that the local terms vanish at infinity) in the same way as for linearized operator for ground states of NLS with local nonlinearities; see, e. g., [ES06, HL07] . Note that the nonlocal term
is easily seen to be a Hilbert-Schmidt operator and hence compact. In particular, this operator does not affect the essential spectrum. This shows Part (i).
Thanks to the fact ker L + = {0} in the radial sector by Theorem 4, we conclude that the generalized null-space of H (∞) (in the radial sector) is given by Note that ρ exists and is unique, since L + is invertible in the radial sector. Furthermore, we see that e +δ|·| ρ ∈ L ∞ for some δ > 0, by adapting, e. g., the proof of [FJL07, Lemma 4.9]. (Note that L + is a nonlocal operator, so we cannot directly use standard arguments to deduce exponential decay). Finally, we mention that Part (iii) is a well-known fact for linearized operators in the context of local NLS, and the proof carries over without modification. This completes the proof of Lemma 2.1.
Construction and Properties of Q (t)
In the section, we construct radial and real-valued solutions Q (t) ∈ H 1 (R 4 ) of
for t ≥ T 0 , where T 0 > 0 is sufficiently large and k > 0 denotes some fixed number.
Here φ(r) is supposed to satisfy the assumptions stated in Theorem 1. Note that, if we formally set t = ∞ in (5.1), we obtain that Q (∞) should satisfy
where Q (∞) = Q ∈ H 1 (R 4 ) is the unique ground state given by Theorem 3.
for all f ∈ H 1 r (R 4 ). To show this, we first note {∂ u G(u 1 , τ 1 ) − ∂ u G(u 2 , τ 2 )}f H 1 √ −∆ + 1 −∆ + 1 {∂g(u 1 , τ 1 ) − ∂ u g(u 2 , τ 2 )}f L 2 {∂ u g(u 1 , τ 1 ) − ∂ u g(u 2 , τ 2 )}f L 2 {∂ u g(u 1 , τ 1 ) − ∂ u g(u 2 , τ 1 )}f L 2 + {∂ u g(u 2 , τ 1 ) − ∂ u g(u 2 , τ 2 )}f L 2 (5.10)
Here the first term on the right side is easily estimated as follows (using Hölder's and Hardy's inequality) together with the fact that |φ| 1 holds. For example, the contribution from the first (local) term in (5.7) is bounded by
Likewise, we can estimate the part arising for the second (nonlocal) term in ∂ u g. In summary, we have
To deal with the second term on the right side of (5.10), we just apply the dominated convergence to conclude that (5.12) {∂ u g(u 2 , τ 1 ) − ∂ u g(u 2 , τ 2 )}f L 2 → 0 as τ 1 → τ 2 .
This proves the claimed continuity of ∂ u G(u, τ ). Next, we note that (Q (∞) , 0) satisfies (5.13) G(Q (∞) , 0) = 0.
Furthermore, by Theorem 4, we have that L + = {0} when acting on radial functions. This that the compact operator (−∆ + 1) −1 g u (Q (∞) , 0) does not have −1 in its spectrum. Hence ∂ u G(Q (∞) , 0) is invertible on H 1 r (R 4 ). Therefore, by an implicit function argument, we deduce the existence of the unique C 0 -map (5.6), provided that τ 0 > 0 is chosen sufficiently small. By defining Q (t) = ϕ(1/t) for t ∈ [T 0 , ∞) with T 0 = 1/τ 0 , we complete the proof of Part (i).
To show Part (ii), we observe that the derivative ∂ τ G(u, τ ) exists and is continuous, provided that 0 < τ ≤ τ 0 . Thus, (5.14)
∂ τ ϕ(τ ) = −(∂ u G(ϕ(τ ), τ ) −1 G τ (ϕ(τ ), τ ) exists and is continuous for 0 < τ ≤ τ 0 . By calculation, we find that ∂ τ ϕ H 1
x O(τ −1 ) for τ ∈ (0, τ 0 ]. Since Q (t) = ϕ(1/t), by definition, the chain rule yields (5.15)
which completes the proof of Theorem 5.
Spectral Properties of H (t)
. The proof of Lemma 2.2 is based on Lemma 2.1 and the convergence Q (t) → Q (∞) in H 1 as t → ∞.
where G(x − y) is the kernel of the resolvent (−∆ + 1) −1 . Next, let 0 < δ < 1 be a fixed number and define the functions (5.24) h (t) (x) = R 4 e δ|x−y| |G(x − y)||V (t) (y)| dy.
By well-known estimates for the resolvent kernel and our choice that δ < 1, we see that Our goal is now to show that if R > 0 is sufficiently large, then the maximum in (5.27) is always given by the sup |y|≤R -term for all t ≥ T 0 . The claimed uniform exponential decay for Q (t) then follows easily. We now show that there is indeed such an R > 0. To this end, we first claim that we can take R > 0 sufficiently large such that (5.28) h (t) (x) < 9 10 , for |x| > R and t ≥ T 0 .
Indeed, since |φ(x)| 1, we deduce |V (t) (x)| |x| −2 , by using Newton's theorem and the fact that Q (t) are radial functions with Q 
