Introduction
The term official statistics is used broadly, but as far as I can tell, it has never been defined formally. In this article, I shall refer to official statistics as any set of publications by national statistical offices (NSO), which are based on surveys, censuses, administrative data or combinations of them. But already with an eye to the future, this description is rather limited because there is new extensive research underway on the use of 'big data' for the production of official statistics, and big data is generally not the result of a survey, and is usually much bigger, more dynamic and may appear in very different formats than what is traditionally perceived as administrative data. The use of big data for the production of official statistics (POS) is probably the most intriguing challenge facing NSOs, and I shall discuss this challenge in subsequent sections.
Official statistics is what people hear of more often than any other kind of statistics.
We are exposed every month to new unemployment rates, income and poverty measures, price indexes, education achievements, health and environmental statistics, and many other related figures. For most people, official statistics is what statistics is all about. Moreover, official statistics is what policy makers use (or should use) for planning and decision making, which affects the life of our society. When a central bank decides to change the interest rate, the decision is based on official statistics. The same is true about decisions on Government funding, building of new schools, social and health programs and even political decisions. This being the case, it is obvious how important it is to have timely reliable official statistics for every aspect of our lives. Yet, the world is constantly changing, new advanced technologies are developing and at the same time budgets are constantly tightened.
My aim in the present paper is to discuss what I consider to be some of the major methodological challenges facing producers of official statistics and occasionally, offer ways of dealing with them. In particular, I consider the following challenges:
A-Collection and management of big data for POS B-Integration of computer science for POS from big data C-Data accessibility, privacy and confidentiality more technical) report is the document National Research Council (2013) , produced by the National Academy of Sciences of the U.S.A. While POS is hardly mentioned in these otherwise excellent reports, it is obvious that NSOs cannot ignore the potential benefits of big data for POS, and various initiatives in this direction are already taking place. For example, the UN Statistical Commission established in 2014 a global working group, mandated "to provide strategic vision, direction and coordination of a global programme on Big Data for official statistics, and to promote practical use of sources of Big Data for official statistics" (UN, 2014) . Here are two simple examples of the potential use of big data for POS.
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Example 1: The Israel Central Bureau of Statistics (ICBS) is running annual surveys of all intercity road sections in Israel in order to count the number of vehicles driving through these sections. Many other countries run a similar survey, aimed at measuring traffic volumes, which are used for road construction planning. Currently, the traffic enumeration is carried out by placing a rubber tube across the road, so that every time that a vehicle drives over the tube, it sends a pulse to a counting device attached to the tube. This system is primitive, it is limited to just counting the number of vehicles crossing the section, it requires moving the device from one section to another and is actually quite dangerous when positioning the tube, because it is done while traffic is in motion, often in high speed.
How can big data be used in this case? Cellular phone companies have in principle information on the exact location of every person that has a mobile telephone, at any given point in time. So, at least in developed countries where almost every driver possesses a mobile phone, all the required information on all traffic movements is in principle readily available. In theory, all that is needed is to analyze this extremely high volume data. Looks simple, but several important questions arise: Possible coverage bias; is it true that indeed almost every driver possesses a mobile phone? Data accessibility; are cellular phone companies willing to transfer this information to NSOs? Will it require new legislation? Privacy; will society agree that this confidential information is transferred to NSOs even after applying necessary disclosure control measures? Storage; do NSOs have sufficiently powerful equipment to store such high volume data? Computation and analysis; do NSOs have the appropriate computer algorithms and statistical knowledge to manage, edit and analyze such extremely high volume data? Notice that there might be also a prominent problem of duplicate records, as all passengers in the same vehicle will basically transmit the same signal, possibly to different Cellular phone companies. Remark 1. Statistics Netherland published already in 2011 graphs of traffic volumes in a given day in one minute intervals for about 12,000 locations, tracking basically all the vehicles in the country (a total of 300 million counts). The data included also information on the length of the vehicles, which allowed classifying them by type of car (Daas et al., 2013) . Statistics New Zealand used cellular phone calls and messages in order to collect and publish information on the movements of residents, from and back to the areas hit by the big earthquake in 2011 (New Zealand, 2012) .
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Example 2: Almost every country in the world publishes monthly a consumer price index (CPI). In most countries, the CPI is based on two separate surveys. A family expenditure survey that is used to estimate the weight attached to each commodity and a sample of stores and sale companies where the prices are recorded. Morris
Hansen is one of the key architects in developing these two types of surveys. Can the CPI be computed based on "big data"? Why not get all sales (quantities) and prices directly from the stores and sale companies? Here again, at least in developed countries, all the sales are recorded electronically and the data can be transferred in theory directly to the NSOs. This example seems to be simpler than the first example since in principle, no coverage bias, data accessibility and privacy restrictions are apparently involved. Yet, data storage, computation algorithms and associated statistical analysis are still a major issue.
Remark 2. At the ICBS we are already negotiating to get all the sale data from the big supermarket chains in Israel. A small first step in trying to enhance the computation of the CPI.
Remark 3. The idea of tracking prices electronically is not new. Cavallo and Rigobon (2010) publish the daily Billion Prices Project (BPP), a measure of inflation based on 5 million commodities sold by 300 online retailers in 70 countries. The prices are collected directly from e-commerce websites. This inflation measure is different from the classical CPI produced and published by NSOs, but as shown by economists of Google, it serves as a good predictor of the standard CPI. See also Cavallo (2012) . Vaccari (2014) reviews other attempts of use of big data for official statistics.
Below I discuss some important aspects of the possible use of big data for POS, considering computation problems and confidentiality issues in subsequent sections.
2.1-Type of data:
it is important to distinguish between data obtained from sensors, cameras, cellular phones, satellite images, etc., which is generally structured and accurate, and relates to a particular population or area, and data obtained from social networks, e-commerce, web advertisements and alike, which is very diverse and unstructured, appears irregularly, and no longer relates to a particular population. As advocated in National Research Council (2013), the structure (or no structure) can change over a short time, and NSO's need to be ready for that possibility. In general, data from different sources may be coded in different formats, arriving at different 6 times with different degree of reliability, and possibly defined differently. What I find even more worrying is that some big data may suddenly cease to exist, requiring rapid modifications to the production of statistics that are based on this source. Just think of a Cellular phone company that suddenly goes out of business.
2.2-Publication: a common feature of the data sets in the two examples outlined above and many other potential big data sets, is that the data is basically available for every point in time. At present, official statistics publications are annual, monthly, or they may refer to a specific day. Three interesting questions come forth.
2.2.a-What kind of statistics should be computed and published? Should official publications from big, continuously measured data be primarily in the form of (online) graphs and pictures, the only way that I can think of to publish this kind of data? It should be said in this respect that data visualization is already very developed in NSOs productions, but the source data is usually much simpler.
2.2.b-Assuming that aggregate (average) estimates will continue to form the basis for planning and decision making, how should the dynamic (continuously measurable) input data be transformed to say, monthly aggregates? By first sampling from the continuously measured data? By other, more sophisticated algorithms? 2.2.c-It seems very obvious that random sampling will continue to play a major role in the era of big data, but sampling from big dynamic data will be different from sampling finite populations, requiring the development of new sampling algorithms, which not only reduce storage space but also produce manageable data sets on which algorithms can run to produce estimates, and models can be fitted. Just consider the problem of sampling from social networks. (Whether NSOs should use such data for POS is a separate issue.) See the discussion in National Research Council (2013) . Sampling helps also protecting privacy (Section 4.1 below).
2.3-Algorithmic estimation: in traditional survey sampling, we distinguish between design-based estimators, model-dependent estimators, and model-assisted estimators where the estimator is chosen based on a model but its properties are studied under the sampling randomization distribution. But with the use of big data, a new class of estimators emerges, which could be named algorithmic estimators.
These estimators are the result of a computational algorithm applied to the raw data.
For example, there is an ongoing request in Israel to characterize the degree of 7 religiosity of the Jewish population, and to provide demographic and socio economic information for the different sectors defined by this characterization. In an unpublished manuscript, Portnoi (2007) from the ICBS merged 12 different administrative files with the population register of Israel in early 2006, which contained at that time about 6 million records, and applied a complex hierarchical algorithm that assigned a religiosity score in the range of [1, 3] to every person on the register. The coverage of the merged register was about 95% at the age of (0, 64). 2.5-Bias: the potential for large bias is one of the main concerns in the use of big data for POS. Coverage or selection bias occurs when the available data does not cover or represent correctly the whole population of interest. For example, house sale prices advertised on the internet clearly do not represent all the sale prices in a given month (coverage bias). If the data is collected in a way that favors larger items (say, larger business), selection bias occurs. Opinions expressed in social networks are often very different from opinions held by the general public. A cheap way to deal with coverage bias, when known to exist, is to redefine the population of interest. For example, confine the population of houses put for sale to houses advertised on the internet, but is this the population of interest? In other situations, the existence of coverage or selection bias may not be known and as mentioned above, a possible way to detect and estimate the bias is by comparing estimates obtained from the big data with bias free estimates obtained from traditional surveys (as long as they continue to exist). Big companies managing big data and transferring it to an NSO could possibly manipulate the data, so as to affect official publications that use their data. For example, distort prices used for the computation of the CPI. While this kind of bias is very risky, it may also be very hard to detect, especially in the short run.
2.4-

2.6-Data linkage:
NSOs not only produce and publish aggregate estimates at a national level, but very often produce estimates at much higher resolutions, as defined by age, gender, ethnicity, area of residence, type of industry etc. But the big data in use may not contain all this information, which would require massive linkage if the missing information is available in some other big files. This, however, raises another possible limitation of big data, lack of identifiers that would allow linking different files. For example, data on purchases in supermarkets does not contain any information on the buyers, unlike in data collected in family expenditure surveys. The only identifiers that could possibly link purchases to buyers are credit card numbers, but will credit card companies release the relevant data to NSOs?
As becomes clear from the discussion above, as far as methodology is concerned, the use of big data for POS may require new linkage methods when data are obtained from different sources, new methods of editing and analysis that would allow processing the available (possibly dynamic) information sufficiently fast and accurate, advanced visualization methods, and new methods of estimation and error assessment, to mention only a few milestones on the way. In the next section I discuss computer engineering and software developments without which the use of big data by NSOs would not be possible. Data privacy and disclosure control are discussed in Section 4.
The discussion so far and in the next two sections highlights the huge challenges facing computer scientists and statisticians in the use of big data for POS. On the other hand, it would be irresponsible to ignore the potential advantages of big data for POS in terms of timeliness (potentially in real time in some cases), and much broader versatility, coverage and accuracy (but possibly with coverage bias). Big data is here to stay and it will grow bigger and bigger. The use of big data does not 9 require a sampling frame, questionnaires, interviewers and all other necessary ingredients underlying survey samples, which in the long run could result in large cost reductions. Considering that response rates in traditional surveys are constantly declining, the use of big data as an alternative or complementary source of information for POS seems inevitable in the long run.
Integration of computer science for POS from big data
The very high volume and diversity of big data requires new high power hardware and software technologies for data storage and for processing and analyzing the data, which is generally not currently available at NSOs. When storing data on our Another advanced database system is the graph system, which uses graphs with nodes and edges. This structure is most useful when dealing with highly interconnected data, which are navigated by following these relationships.
A possible solution to the need for such highly demanding computing systems is the use of cloud computing, such as the the Amazon and Microsoft clouds. The cloud provides service options for accessing and managing very large data sets, and supports powerful infrastructure elements (storage facilities and processing power). It creates virtual machines with huge storage space and computer power. The architecture consists of arrays of virtual machines, which allow processing by segmenting into numerous parallel processes. Users (companies) can use the cloud infrastructure for their big data services without having to use their own infrastructure.
In fact, cloud users do not manage the cloud infrastructure and platform where the application runs. It provides all the necessary software, and it can also store and manage voices, which is an attractive option when thinking of POS.
The cloud is likely to become increasingly important for processing big data, both for storage and access, and for analytics, even though it is still restricted at present by difficulties in transferring large data sets. 
Data accessibility, privacy and confidentiality
Preface
NSOs are under constant pressure from researchers, decision makers, journalists, and the general public, to release data at high resolution and if possible, to make available individual data. This, of course, is in contrast to the need to protect privacy and secure confidentiality. Without maintaining this trust, no survey can be carried out, and this obligation is emphasized in every written questionnaire or interview.
There are two different aspects to this issue.
A-Protect the data from intruders, what is known as 'cybersecurity', B-Guarantee that data released to people outside the NSO cannot be used to reveal private confidential data.
The first aspect has to do with computer technology, a huge problem that as we all know and hear of every day, becomes more and more dangerous, and is not restricted of course to data stored at NSOs. I have nothing to add on this aspect except to say that at the ICBS we are currently required to purchase new computer hardware and related equipment at the value of 10 million USD, aiming to increase the protection of our data from intruders. This may not sound like a big expense in American terms, but it constitutes about 16% of our total budget. As always with this kind of problems, I expect that in 3-4 years we will be told again that our data is no longer safe and that we need to purchase new expensive computing devices to protect the data.
The second aspect, known as statistical disclosure control (SDC) engages statisticians and computer scientists for many decades. In what follows I review briefly some of the recent methods and associated quality measures in current use, with emphasis on new challenges associated with the use of big data. 
Disclosure risks
Traditionally, NSOs release outputs either in the form of micro-data, mostly from social surveys, or in the form of tabular data, containing frequency counts or magnitude data typically collected in business surveys, such as total revenues. Much research has been carried out on how to quantify the disclosure risk of each of these traditional outputs under a given SDC method, and how to assess the impact of the method used on data utility, such that the data released still contains the necessary information for research and decision making. Clearly, the further the data is disclosed the less is the utility, and vice versa.
An emerging type of disclosure risk is inferential disclosure, which refers to learning new attributes with high probability. For example, a regression model with very high predictive power may generate inferential disclosure even for individuals who are not in the dataset. Another example of inferential disclosure is disclosure by differencing, when multiple releases are disseminated from the same data source. For example, census tables could be differenced/ manipulated to reveal individual data. This kind of disclosure is best controlled by restricting to a fixed set of variables and categories, thus disallowing differencing non-nested groups of individuals.
A closely related concept to inferential disclosure is differential privacy, which has been widely researched by computer scientists for protecting outputs. See Dinur and Nissim (2003) and Dwork, et al. (2006) for details. Differential privacy aims to avoid inferential disclosure by ensuring that an adversary cannot learn about the attributes of a specific target unit in the database with high probability when only one value in the database has been changed and the adversary has complete information about all the other units in the database (a 'worst case' scenario). This rather demanding definition controls disclosure resulting from differencing or highly predictive models, which becomes more problematic with increasing requests for online query systems to disseminate statistical data, compared to the use of the old hard-copy outputs. The solution offered by computer scientists to guarantee differential privacy is to add noise/perturbation to the outputs of the queries under specific parameterizations, but this of course comes at the expense of reducing data utility for inference.
Consequently, other means of protecting confidentiality are constantly examined and 14 in the next sub-sections I overview some of these means, concluding with a brief discussion.
Data protection by use of data enclaves
Over the last two decades, many NSOs around the world have set up on their premises research (safe) rooms, also known as data enclaves. The data enclave is a secured environment where researchers can access confidential data. The secured servers have no connection to printers or the internet, and only authorized users are allowed to access them. No data can be removed from the enclave and researchers undergo training to understand the security rules. Researchers are provided with software such as SAS, STATA or R, and all information flow is controlled and monitored. All outputs taken out of the data enclave are manually checked for disclosure risks such as small cell counts, residual plots, which may indicate outliers, or Kernel density estimates with small band-widths.
The obvious disadvantages of data enclaves are the need of the researchers to travel to the NSO site and the extra burden to NSO employees to prepare the required data files and manage the enclave. Recently, some NSOs extended the concept of data enclaves to remote access via virtual data enclaves. These virtual data enclaves enable users to log on to secure servers and access the data from their own PC, with all the activity being logged and monitored at the keystroke level.
The secured data lab must be approved by the agencies and outputs are reviewed remotely by confidentiality officers before being sent back to the researchers via a secured transfer file. Obviously, the use of virtual data enclaves requires more trust by the NSO and there is less control than in the 'in house' data enclaves.
SDC for web-based applications
Driven by demand from policy makers and researchers for specialized tailored tables of statistical data and in particular, census data, several NSOs have developed flexible table generating servers that allow users to define and generate their own tables. Users access the servers via the internet and define the tables from a set of accessible variables and categories.
There are basically two approaches of applying an SDC method to the output table:
a pre-tabular approach by which the SDC method is applied to the original data so that all tables generated in the server are deemed safe for dissemination, and a post-tabular approach under which the table is first produced from the original data, and then a SDC method is applied to the table. The post-tabular approach is greatly motivated by the computer science definition of differential privacy, discussed in Section 4.2. A combination of the two approaches is also possible, although it may result in overprotection and thus reduce data utility.
For flexible table generation, the server has to quantify the disclosure risk in the original table, apply a SDC method and then reassess the disclosure risk. Clearly, the disclosure risk will depend on whether the underlying data comes from a census and the zeros are real, or whether the data is from a survey and the zeroes are random. After the table is protected, the server should also calculate the impact of applying the SDC method on data utility, by comparing the perturbed Pre-tabular SDC methods may include record swapping where attributes are swapped between two records having similar characteristics on a set of control variables. Post-tabular methods may include cell perturbation such as random rounding, or the use of a post-randomization method, which perturbs cell counts based on a probability transition matrix. The SDC method should ensure that sufficient statistics such as marginal totals are preserved and that consistency across same cells generated in different tables is maintained to avoid the possibility of recovering the SDC method.
Remote analysis servers
A remote analysis server is an online system which accepts a query from a researcher, runs it in a secure environment on the appropriate data and returns a confidential output, without the need for human intervention to manually check the (2012) compare outputs based on original data and two SDC approaches: outputs from confidential micro-data and confidential outputs obtained from the original data via a remote analysis server.
Synthetic data
In recent years, there has been a move by NSOs to produce synthetic model-based micro-data, which preserves important statistical properties of the original data. The synthetic data are stored as public-use files. The production of synthetic data becomes more and more popular since as discussed in Section 4.3, gaining access to the real data may be very difficult and time-consuming. NSOs attempt to produce synthetic data that mimic properties of the real data so that researchers can develop their research and write appropriate software code before using the real data.
To produce synthetic data, a model is fitted within the agency to the original data, and the synthetic data are sampled from the corresponding posterior distribution, similar to the theory of multiple imputation. Several samples of synthetic data may be drawn to obtain valid variance estimators. See Reiter (2005) and Abowd and Vilhuber (2008) for details and discussion. Synthetic data can be combined with part of the real data so that a mixture of real and synthetic data is released, see Little and Liu (2003 (Dandekar and Cox, 2002) .
Should the use of synthetic data become a routine way of protecting micro data? I personally believe that it is the essence of statistics that analysts should analyze real data, and not data generated from a model, although it could be argued that perturbed data is also not 'real data'. A major problem with synthetic data is that it fully depends on the model fitted to the original data, which is a subjective procedure, 
Discussion
There is an obvious conflict between the demand from researchers for more detailed data and the responsibility of NSOs to protect the confidentiality of respondents. This conflict generates an enormous need for SDC methods that address the dual tasks of guaranteeing confidentiality with very high probability, and preserving the utility of the data released to researchers. This has led to close cooperation between computer scientists who have developed formal definitions of disclosure risk, particularly for inferential disclosure, and statisticians developing SDC methods that guarantee confidentiality. The use of these methods implies that researchers have to cope with perturbed data when carrying out statistical analysis, requiring therefore increased knowledge on statistical inference under measurement errors. There is an obvious need to further explore perturbative methods of SDC that preserve data utility, thus allowing for consistent and unbiased estimation of statistical models.
What about big data? As far as I can tell, the problem of data dissemination becomes bigger, requiring even more tightened cooperation with computer analysts. To begin with, we are faced with much larger volumes of high dimensional complex data, with 18 many more variables and categories than in traditional surveys. Restricting to samples selected from the big data is one way to proceed, not only to reduce the size of the data but also as a mean of preserving data confidentiality.
There are public policy and ethical problems with the dissemination of big data by NSOs, which may require special legislation. When carrying out a survey or a census, there is a clear commitment to preserve the confidentiality of the data. No such commitment is given in conjunction with big data assembled from censors, cell phone companies or social networks. Will companies assembling the big data be required to transfer the data to the NSO? Will the public agree that private data is transferred, and then possibly disseminated to researchers, even when applying strict SDC methods? Furthermore, with potential access to several data sets and the possibility to link them, there is an increased potential for breaking confidentiality.
This is particularly true for data sets tracking human activities, for example, identifying the same person in multiple social media sources.
Possible use of web panels for POS
Web surveys
One of the first things that I learnt when joining the ICBS is that the most difficult and troublesome part of carrying out a survey is the recruitment of interviewers, and then retaining them for a long period. In fact, one of the main reasons for "nonresponse" in surveys carried out at the ICBS is shortage of interviewers, a reason that I don't recall seeing listed in the literature among the possible reasons for nonresponse. In The problem of non-representativeness of a web panel of the target population is discussed and illustrated in numerous articles and several approaches have been proposed in the literature to deal with this problem. A favored approach to correct for web panel bias is the use of propensity scores Rubin, 1983, 1984) , a commonly used approach in observational studies. The application of this approach for reducing the selection bias of web panel estimates is discussed and illustrated in Lee (2006) are not used for estimation of the target total so that the same reference sample can be used for the adjustment of more than one web panel estimate.
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There are two major problems with the use of this approach. First, it requires drawing a large reference sample which can be very costly, although as just noted, the same reference sample can possibly be used for several study variables. (An available sample could also be used if it satisfies the requirements from the reference sample). The two conditions define a strongly ignorable assignment process given the covariates. Rosenbaum and Rubin (1983) show that the conditions PS(a), PS(b) for strong ignorability imply the same conditions when x is replaced by the propensity score (x) Pr( 1| x) eT  , thus validating the use of the propensity scores.
Second
Clearly, the two conditions may hold for some, but not all study variables of interest. Lee (2006) reports the results of a simulation study, using real data with two study variables, illustrating that the use of propensity score adjustment indeed reduced the selection bias but at the expense of increasing the variance of the estimators to a degree that it offset the bias reduction. There are currently no well-founded methods of how to estimate the variances of estimators derived by the use of this approach.
The simulation study also reveals the sensitivity of the success in reducing the bias to the choice of the covariates for the propensity score model. 
, where ( , , ) n N M , define the sample, the web panel and the population size respectively. This is an intriguing approach but it has the same two limitations as the propensity scores approach described above. It requires the existence of a reference sample that allows sufficiently close matching (theoretically, this requires the same support for the web panel and the sample with probability 1), and it assumes the fulfillment of the strong ignorability condition PS(a). will be approximately unbiased for the true population total. This will be the case if Y is highly correlated with some linear combination of the variables z used for the calibration adjustment, but not necessarily in other cases. Lee and Valliant (2009) show that combining propensity score and calibration adjustments could be more effective in reducing the bias of web survey estimates, than the use of one of the approaches alone.
A new alternative approach?
In what follows I sketch another possible approach to obtain estimates for target population parameters from web panels. This approach relies on extensive work of my colleagues and me for dealing with problems such as observational studies, informative sampling and nonignorable nonresponse (see later). Let In particular, it follows from (5.5) that generally, 
Note that unless Pr( 1| , x , 1) Pr( | x , 1) y Pfeffermann, Krieger and Rinott (1998), Pfeffermann and Sverchkov (1999 , 2003 , Pfeffermann, Moura and Silva (2006) and Sverchkov and Pfeffermann (2004) used a reduced variant of the likelihood (5.8) to account for informative sampling, under which the sample selection probabilities are related to the target study variable. Pfeffermann and Landsman (2011) Lee and Berger (2001) refer to as 'practical non-identifiability', depending on the parametric models assumed. See, Rotnitzky and Robins (1997) , Lee and Berger (2001) , and Pfeffermann and
Landsman (2011) .8) is observed directly, the respondents' model (5.7) can nonetheless be tested using classical test statistics, since it relates to the data observed for the responding units.
See Pfeffermann and Landsman (2011 ), Pfeffermann and Sikov (2011 ) and Feder and Pfeffermann (2015 for examples of possible test procedures. 
The model (5.11) is clearly much simpler than (5.7). Rivers (2007) I conclude this section by discussing briefly another interesting method mentioned in the literature for establishing a web panel (Couper, 2000; AAPOR, 2010) . By this method, a proper representative probability sample is selected from the entire population, and then every member in the sample who is not an IU is offered a computing device with Internet access, and proper training. This method seems to overcome the problem of only having IU's in the web panel, and if everyone agrees to participate, the web panel will consist of a proper probability sample from the target population. However, other than being a very expensive operation, the use of this method does not really overcome the problems underlying the use of web panels. Participation in the sample is not mandatory, and there is now a special incentive for participating in the web panel for those with no Internet access. See Rivers (2007) for further discussion.
How to deal with mode effects
Possible approach
In modern traditional surveys, the sample units often have the choice of how to respond, whether by telephone, a personal interview, by mail, or more recently, via The mode effect is defined to be, 
MS(a)-
G and Y are conditionally independent given Z ,
MS(b)-
D and Z are conditionally independent given G .
Assumption MS(a) is the familiar strong ignorability condition of Rubin (1983, 1984) on the selection effect, given the covariates Z . (Condition PS(a) in Section 5.2). Assumption MS(b) states the absence of measurement effects on Z .
Suppose Z is discrete and denote 
(6.10)
Thus, application of the EL approach requires the maximization of the EL (6.9), subject to the constraints (6.10). The EL set-up has a similar form to the EL considered by Feder and Pfeffermann (2015) to account for informative sampling and nonresponse, and their estimation approach is applicable here as well, with appropriate modifications. Having estimated the probabilities i q , the population total is estimated as,
Remark 13. The EL approach outlined above can easily be extended to the case where the sampling is informative. See Feder and Pfeffermann (2015) for details.
The authors illustrate also how the model can be tested.
Summary. Accounting for mode effects obviously requires much more than writing a few model equations and examining how the model can be fitted. In particular, the model needs to be extended to account for possible NMAR nonresponse.
Nonetheless, I tend to believe that the approach outlined in this section provides a worthy alternative to existing approaches, noting that it does not require the availability of covariates that fully capture the selection and measurement effects, and that it does not assume that the responses obtained by one of the modes are correct. As stated before, the model fitted for the responding units can be tested. I encourage researchers to further develop and experiment the use of this approach.
Future censuses and small area estimation
Preface
At first thought, a census and small area estimation (SAE) seem to define almost opposite concepts, as a census deals with big data, whereas the whole essence of SAE is how to estimate area parameters based on very small or even no samples in some of the areas. Notwithstanding, modern population censuses are based more and more on SAE. We are all familiar with the old door to door censuses carried out once in every five or ten years. However, due to severe budget constraints, increasing rates of nonresponse and all kinds of logistic and administrative considerations, door to door censuses are becoming less and less common.
Stephen Fienberg gave the 2013 Morris Hansen lecture, and he devoted his talk to the planning of future U.S. censuses, actually aiming at the 2030 Census. Fienberg's talk focused on the creation of an administrative register via modern methodologies of record linkage from multiple files, the use of new technologies for data collection, assessment of total census error, planning of post enumeration surveys, and privacy and confidentiality issues.
I shall obviously not discuss any of these issues in the present paper, except for repeating the importance of having reliable administrative data with good coverage properties. NSOs in Scandinavian countries claim to have sufficiently accurate population registers and hence, Scandinavian countries do not generally carry out special population censuses. As reflected also in Fienberg's talk, this should be the ultimate target of every country; having sufficiently accurate administrative records so that no population censuses will be needed, at least not for population counts in small domains, which is the main target of any population census. However, a census is not just needed to count the total population size and information about population counts is required for small domains, as defined by Then,
Population Census in Israel
Thus, i N can be estimated from the two samples as, 
Remark 14. The derivation of Eqs. (7.2)-(7.4) is model free. The expectations and variances in (7.3) can easily be estimated using classical design-based estimation techniques, depending on the sampling designs used to select the two samples.
By ( years has enormous operational and budgetary advantages, and we are currently studying this possibility at the ICBS. The prominent concern in the use of a rolling census is the ability to compare between cities, regions or demographic domains at a given year (snapshot comparisons), given that only 1/m of the population is enumerated in that year. On the other hand, with good small area models that allow predicting fairly accurately the counts in domains with no observations at a given year, the use of rolling censuses not only permits concurrent comparisons, but also provides annual time series of counts for each domain, which is an invaluable source of information for short term population projections and the assessment of trends.
Small Area Estimation for population censuses
The estimator ˆi N in (7.2) is known in the SAE literature as a direct estimator, as it only uses data available for domain i . However, due to budget constraints, the actual sizes of the two coverage samples, and in particular the size of the area sample are very small, requiring the use of SAE models that borrow information from other areas and/or over time, if an improvement over the register is to be achieved. Remark 18. We are presently trying fitting this and many other models with different sets of predictors, but so far with mixed success in reducing the error resulting from using the register counts to predict the true counts. An alternative strategy, therefore, that we are also pursuing is to use the predictors for identifying domains for which the register counts can be expected to be sufficiently accurate, and domains where the register counts are not likely to be sufficiently accurate. If successful, we may only draw coverage samples for the latter set of domains, but with much larger sample sizes.
Mean Square Error definition and estimation, an old unresolved challenge
The use of model-dependent predictors such as (7.6) raises the question of how to define and estimate the prediction mean square error (PMSE). Notice that an estimator of the PMSE is required for every domain, and not just an estimator of an average PMSE over all the domains. There exists extensive literature on estimation of the PMSE under an assumed model, accounting for all sources of error and in particular, the variance of the random effects. See Rao (2003) and Pfeffermann (2013) for reviews of available methods, and properties of the PMSE estimators.
My own thought, however, shared by other researchers, is that the PMSE should generally condition on the domain target parameter i  . Returning to the problem of predicting the true domain counts from the integrated census, and assuming for convenience that 
( 
So, it is easy to derive the true randomization PMSE for given 2 u  and  , but the estimator is very poor if
Var   is large, which will typically be the case for small sample sizes, the fundamental problem of SAE. I emphasize again that a PMSE estimator is required for every domain separately.
I realize that the discussion in this section touches on the very basics of inference on finite populations and some (many) readers will object my arguments. 
Integration of statistics and geospatial information
This theme is discussed and illustrated in great depth in Michael Goodchild's Morris
Hansen Lecture in 2006 (Goodchild, 2007) , and I shall therefore confine myself to only a few comments. The use of Geographic Information System (GIS) enables the addition of a spatial dimension to the data collected, and hence the possibility to get new insights into the data. A well-known example is the poverty maps produced by the World Bank and other organizations, where every geographic region on the map is colored, with different colors representing different levels of poverty. Another example is a road accidents map, in which case each section on the road is colored based on the number of road accidents. The prominent advantage of this kind of hot spot maps is that they not only show at a glance which geographic locations (regions, road sections…) require extra attention, but they also show spatial similarities between neighboring locations if they exist. To put it differently, it transforms discrete estimates into a continuum.
The use of GIS has many other important benefits:
1-It enhances the design of sample surveys by defining the borders of strata, sampling cells etc. It also provides all the required information for area sampling.
2-It enables efficient allocation of sampling quotas for interviewers, and the construction of optimal navigation routes to arrive at the sampled locations.
3-The use of GIS permits tracing phenomena such as changes over time in socio economic conditions of individuals or households residing in given areas (Map Algebra), and relate them to geographic measures such as distance from a big city, commuting possibilities and movements to other areas.
4-GIS enhances data resolution very significantly, enabling the exploration and formation of new groupings (clusters) that were not known before.
The rapid advancement of technology opens the way for the collection of new (big) data in very high resolution, and the use of GIS will enable relating this data to very detailed geographical locations.
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9. Are Universities preparing students to work at NSOs?
Preface
In the last paragraph of the introduction, I raised the question of whether universities prepare students to work at NSOs. I assumed that this is generally not the case (otherwise why raise the question), but while I thought that I am the only one to complain about it, I was pleased to notice when studying the matter that the need for more and better training has actually been raised in several other forums, and some positive actions are being taken. My starting point for this discussion is that no one 2-It can be argued that the reason for the shortage of courses on topics related to the work of NSOs is the lack of expert researchers to teach them. But this is exactly the problem. Students are not exposed to survey sampling and other important problems underlying the work of NSOs during their studies, and hence they do not consider these problems for their PhD thesis or later for their academic research.
3-Statistics has changed very dramatically in the last decade or so, with what is known as 'classical statistics' giving way to new sophisticated computer intensive methods of analyzing big data and alike. Survey sampling and time series analysis are also not the same as they used to be, and it is clear that courses on such topics
