Guided by the construction of the unital *-algebra of closed operators which are 'affiliated' with a given unital *-algebra, we introduce the notion of the 'monotone closure' for certain increasing sequences of unital *-algebras. Then we study an example of a unital *-algebra F 0 (A) constructed from a countable number of copies of a unital *-algebra A. We endow F 0 (A) with a quantum semigroup structure, which can be lifted to its 'monotone closure' F(A), using the 'monotone tensor product' F(A)⊗F(A). We show that the quantum semigroup (F(A), ∆, ǫ) is related to the additive free convolution. Namely, if µ, ν are states on A and µ, ν are the associated states on F(A), then the additive free convolution µ ⊞ ν is obtained from the quantum semigroup convolution µ ⋆ ν = ( µ ⊗ ν) • ∆ by restriction. A similar relation is established between the free product of states and the tensor product of their extensions. Finally, monotone closed operators lead to 'quantum orthogonal series' representations of free random variables.
Introduction
The usual convolution of measures on a group G is implemented by a 'quantum group' (Hopf-algebra) structure on some commutative algebra C(G) of functions on G. Namely, if µ, ν are functionals on C(G) corresponding to measures on G, then their convolution is given by
where ∆ is the Hopf-algebra comultiplication on C(G).
For the additive free convolution [V2] , an analogous approach to group-duality was developed by Voiculescu [V3] . Namely, he defined a dual group structure on an algebra A, with tensor products replaced by free products. Then the free convolution of states µ and ν on A is obtained from the formula µ ⊞ ν = (µ * ν) • δ in which the composition of the dual multiplication δ : A → A * A with the free product of states µ * ν replaces the composition of the Hopf-algebra comultiplication with the tensor product of states.
In this paper, we show that if A is a unital *-algebra, then there exists a unital *-algebra F (A) constructed from a countable number of copies of A, which can be endowed with a quantum semigroup (*-bialgebra) structure related to the additive free convolution. Namely, if µ, ν are states on A and µ, ν are the corresponding states on F (A), then µ ⊞ ν is, roughly speaking, a restriction of the quantum semigroup convolution µ ⋆ ν := ( µ ⊗ ν) • ∆ to a certain *-subalgebra F pf (A) of F (A) generated by elements which are called 'prefree random variables' (or 'pre-free monotone closed operators', see below), where ⊗ is an extension of the algebraic tensor product to the *-algebra of certain 'affiliated' operators and ∆ is the bialgebra comultiplication in F (A).
For the m-free convolutions which approximate pointwise the additive free convolution, quantum semigroups can be constructed in a purely algebraic way [L1] . However, a similar treatment of the (additive) free convolution is more subtle and calls for some 'affiliation' procedure for unital *-algebras. For certain unital *-rings (*-algebras) it is well-known how to construct the unital *-ring (*-algebra) of 'affiliated' closed operators [Be1, Be2] . We indicated in [L3] that it should be possible to use strongly dense domains (SDD), operators with closure (OWC) and closed operators (CO) to include the free product in the tensor product with filtration [L2] , which would then lead to a quantum semigroup related to the additive free convolution.
Here, guided by similar ideas as in the case of the usual closure, we introduce a closure for the union B 0 of an increasing sequence of unital *-algebras In order to define a quantum semigroup associated with the additive free convolution, we first introduce a *-bialgebra structure on some 'pre-closed' unital *-algebra F 0 (A) in an appropriate way and then lift the comultiplication and the counit ∆ : F 0 (A) → F 0 (A) ⊗ F 0 (A), ǫ : F 0 (A) → C from F 0 (A) to its 'monotone closure ' F (A) . This can be done once a new type of tensor product, called 'monotone tensor product',
is introduced, where the 'monotone closure' is taken on strongly dense domains (r m ) implemented by the lattice P (2) = ∆(P) Then, to given states µ, ν on A we associate states µ, ν on F (A). We show that there exist a *-subalgebra F pf (A) of F (A) generated by 'pre-free monotone closed operators' [x m , q m ] and a *-homomorphism η : A → F pf (A) such that µ ⋆ ν • η agrees with µ ⊞ ν. In particular, when A = C[X], we obtain in this way the additive free convolution of states on C[X] corresponding to measures on the real line.
Therefore, by using the quantum semigroup structure on F (A), one can 'generate' free variables in free probability. Namely, for [x m , q m ] ∈ F pf (A) associated with some
are 'monotone closed operators' in F (A)⊗F (A) with r m = ∆(q m ) which turn out to be copies of X which are free with respect to µ ⊗ ν. Moreover, writing monotone closed operators as series, we can represent X ′ and X ′′ as 'quantum orthogonal series'
(modulo a certain two-sided ideal contained in ker( µ ⊗ ν)), where (X(m)) are identically distributed random variables which are tensor independent with respect to µ and ν. Rroughly speaking, in this representation, information about freeness is 'shifted from states to variables'. More generally, if (A, φ) and (B, ψ) are noncommutative probability spaces, there exists a *-homomorphism ζ : A * B → F (A)⊗F (B) such that the free product of states φ * ψ [Av, V1] agrees with ( φ ⊗ ψ) • ζ, where φ and ψ are states on F (A) and F (B) associated with φ and ψ, respectively. A generalization of this result to arbitrary families (A l , φ l ) of noncommutative probability spaces is straightforward. So far, a relation of this type has been established only on the level of the GNS contruction [F-L-S] .
In Section 2, we introduce the notions related to the 'monotone closure' B of B 0 and show that it has a unital *-algebra structure. In Section 3, we construct our main example of a unital *-algebra F 0 (A) and its 'monotone closure' F (A) based on free products of countably many copies of a given unital *-algebra A. We also endow F (A) with a quantum semigroup structure. In Section 4, we define the 'monotone tensor product' F (A)⊗F (B) and, using it, we lift the quantum semigroup structure from F 0 (A) to F (A). In Section 5, we show that the free additive convolution is obtained from our quantum semigroup convolution by restriction. Similarly, in Section 6, we establish an analogous relation between the free product of states and the 'monotone' tensor product of states.
Monotone closed operators
In this Section we introduce the notion of the 'monotone closure' for certain sequences of unital *-algebras. We are guided by the construction of the closed *-ring (*-algebra) of operators 'affiliated' with a given unital *-algebra , on which we model our notation and terminology.
The construction of the closed *-ring (*-algebra) of operators consists in taking all sequences (x m , e m ), where x m ∈ B 0 and (e m ) is a strongly dense domain (SDD), i.e. a sequence of projections such that e m ↑ 1 and x n e m = x m e m , x * n e m = x * m e m for n > m. On the set of these sequences called operators with closure (OWC) one introduces a suitable equivalence relation, and the set of the corresponding equivalence classes [x m , e m ] called closed operators (CO) 'affiliated' with B 0 denoted by B, can be made into a unital *-ring (*-algebra). The terminology of this theory is motivated by linear operators in Hilbert spaces. Heuristically, the ranges of the e m are an increasing sequence of closed linear subspaces whose union is a dense linear subspace. In turn, one can think of (x m , e m ) as a linear operator whose restriction to the range of e m is x m e m .
For instance, this can be done if B 0 is a finite Rickart *-ring (*-algebra) or, more generally, a finite Baer *-ring (*-algebra) satisfying LP∼RP, i.e. the left projection of any x ∈ B 0 is equivalent to the right projection of x (equivalence is implemented by a partial isometry from B). This procedure can also be applied to AW * -algebras, i.e. Baer *-algebras which are C * -algebras [Be3] . However, a new type of closure is needed for our purposes since the property LP∼RP is not satisfied in the example which is of interest to us, namely that of a unital *-algebra F 0 (A) related to free products.
Consider an increasing sequence of unital *-algebras
where
. .] is assumed to be the algebra of polynomials in a countable number of orthogonal projections (p m ). Further, we take the union of all algebras B and assume that the sequence (q m ), where q m = p 1 + p 2 + . . . + p m , m ∈ N, is an 'approximate unit' in B 0 , namely q m x = xq m = x for every x ∈ B (m−1) and m > 1.
By adding the unit and the zero projection to the sequence (q m ) we obtain a complete lattice P = {q m ; 0 ≤ m ≤ ∞} where we set q 0 = 0 and q ∞ = 1, which is a sublattice of the lattice of all projections in B (0) and thus a sublattice of the lattice of all projections in B 0 . We have q m ↑ 1, both in the sense of lattice supremum in P and pointwise in B 0 . Note also that all projections in P commute and the meet of any two projections e, f ∈ P is given by their product e ∩ f = min{e, f } = ef . Definition 2.1. A monotone strongly dense domain (MSDD) in B 0 is a sequence of projections (e m ), where e m ∈ P and e m ↑ 1. If x ∈ B and e ∈ P, we write x −1 (e) for the largest pojection g ∈ P such that exg = xg. An operator with monotone closure (OWMC) is a sequence (x m , e m ) with x m ∈ B (m) and (e m ) a MSDD, such that m < n implies x n e m = x m e m and x * n e m = x * m e m .
Example. Of course, (q m ) is a MSDD, but an equally important example for us will be the shifted sequence (q m−k ) = (e m ), where
is also a MSDD -in the sequel the notation (q m−k ) will be used with the understanding that the index m is reserved for the running index, whereas k is fixed and is responsible for the shift. Similarly, the sequence (f m ) = (1 m−k ) defined by
is also a MSDD. This MSDD is used to embed B 0 in B. Namely, if x ∈ B (k) , then the MCO [x m , 1 m−k ], where
can be identified with x (all such embeddings are consistent since the have the same 'tails').
Remark. It is sometimes convenient to write OWMC (and MCO) in the form of series The proof of monotonicity is the same as in the case of SDD and we quote it after only for the reader's convenience. Denote h n = x −1 n (f n ). Thus g n = e n h n and h n is the largest projection from the lattice P such that
which, by maximality of h m , implies that g m ≤ h n . Also, g m ≤ e m ≤ e n since (e m ) is a MSDD. Thus, g m ≤ h n e n = g n , which ends the proof of monotonicity of (g m ).
Let us show that g m ↑ 1. Since (f m ) is a MSDD, we have f m = q l(m) where 0 ≤ l(m) ≤ ∞ and l(m) ↑ ∞. We now use the assumption that each x k ∈ B (k) , which implies that f m acts as an identity when multiplied by
and we have
is satisfied if we take for h m any projection which right-annihilates (x m − x l(m)−1 ).
Note that e l(m)−1 is such a projection by assumption. Therefore, h m ≥ e l(m)−1 . Since l(m) → ∞ and (e m ) is a MSDD, we obtain g m = h m e m ↑ 1.
Remark. One should point out two new features in our definition of OWMC as compared to OWC: we assume that x m ∈ B (m) and we take a more restricted family of SDD. Note that in the theory of closed *-rings (*-algebras) we have y −1 (e) e for any projection e and any y, where is the order implemented by partial isometries. Using this and LP∼RP, one shows that e m ∩ x −1 m (f m ) is a SDD under assumptions similar to those in Lemma 2.2. However, in the main example studied in this paper, we have x −1 m (q m ) ≺ q m , which is one of the obstacles in applying the usual theory.
Lemma 2.3. If (x m , e m ) and (y m , f m ) are OWMC and we define
Proof. Note that x m y m ∈ B (m) since x m , y m ∈ B (m) . Then one shows that the sequences (x m + y m , e m f m ), (x m y m , k m ), (λx m , e m ) and (x * m , e m ) are OWMC. For instance
where we use the definition of y 
are well-defined and make B into a unital *-algebra, where k m is given by (2.2) and λ ∈ C.
Proof. We omit the proof since it is similar to that in the case of closed operators [Be1, Be2] . 2 3. The unital *-algebra F 0 (A) and its monotone closure F (A)
In this Section we give a construction of a unital *-algebra that is related to free products of states in free probability. The main idea of the construction is to extend the free product of a countable number of copies of a given unital *-algebra by a sequence of projections which will provide us with a 'nice' SDD. Let A be a unital *-algebra. We take countably many copies of this algebra which we label by A (k,k) and A (k,k−1) , where k ∈ N, with the condition A (1,0) = {0}. Now, take the free product of all these copies (without identification of units)
i.e. the linear span of all words (we treat the unit from C as the empty word), and extend this product by the *-algebra of polynomials over the sequence (p m ) of orthogonal projections, namely
where p k p l = δ k,l p k , p * k = p k and we assume that the unit in F (A) (the empty word) and the unit in C[p 1 , p 2 , p 3 , . . .] are identified and denoted by 1.
In other words, F 0 (A) can be defined as the linear span of words of the form
with the juxtaposition product, where w 1 , . . . , w n ∈ F(A) are non-empty words and s 1 , . . . , s n+1 ∈ P -here, P and (q m ) are the same objects as in Section 2. For given X ∈ A, we denote by X(k, k) and X(k, k − 1) the corresponding copies of X ∈ A in A (k,k) and A (k,k−1) , respectively. Definition 3.1. Let J be the two-sided ideal in F 0 (A) generated by elements of the form
where X ∈ A. We denote by F 0 (A) = F 0 (A)/J the corresponding quotient algebra.
In other words, we can define F 0 (A) as the linear span of reduced words, which have the same form as (3.1), except that the number of non-trivial projections from P in (3.1) is assumed to be minimal, i.e. after (3.2)-(3.4) have been taken into account. In the particular case, when A is a unital free *-algebra, one can show that F 0 (A) has no projections apart from those which belong to C[p 1 , p 2 , . . .] and no partial isometries apart from those projections.
If we denote by F (m) (A) the unital *-subalgebra of F 0 (A) spanned by reduced words involving projections (q m ) and elements of A (k,k) , A (k,k−1) with 1 ≤ k ≤ m and
is an increasing sequence of unital *-algebras, for which 'monotone closure' can be constructed along the lines of Section 2. In particular, relations (3.2)-(3.3) make (q m ) into a MSDD in F 0 (A). In turn, relation (3.4) will be needed when introducing certain OWMC associated with free random variables.
Denote by F (A) the 'monotone closure' of F 0 (A) consisting of monotone closed operators [x m , e m ], where x m ∈ F 0 (A) and (e m ) is a MSDD in F 0 (A). Of special interest are MCO of the form
for X ∈ A, which may be viewed as 'pre-free MCO' since they contain encoded information, which, after applying an appropriate comultiplication (see Section 4), will give a sum of free random variables. Denote by ∂F pf (A) the (non-unital) *-subalgebra of F (A) generated by MCO of this form. We use this notation to stress that the 'pre-free MCO' do not belong to F 0 (A), but it should be kept in mind that ∂F pf (A) = F (A) \ F 0 (A) and includes only those 'affiliated' operators which represent 'pre-free MCO'. Let us now derive the explicit form of the product of the generators (3.5) (the remaining algebraic operations are straightforward).
Theorem 3.2. The product of non-trivial MCO which generate ∂F pf (A) takes the form
. . , n, are MCO of the form (3.5) associated with non-zero X 1 , . . . , X n ∈ A. 
First, let us find the largest g m ∈ P such that
We claim that if we take g m = q m−2 , then this equation is satisfied. Namely, which implies that g ≥ q m−2 . We need to show that q m−2 is the largest projection from P which satisfies (3.8). Let us check if q m−1 solves (3.8) when substituted for g m . Using (3.2)-(3.4) we get
since we obtained a sum of linearly independent words, each of which is non-zero. In a similar way we show that g m = q m and it is clear that g m = q p for p > m since (1 − q m )x m y m q p = (1 − q m )x m y m = 0. This finishes the proof for the product of three OMC. For products of higher order we continue in a similar way. 2
Remark. Equivalently, we could write the product of 'pre-free MCO' in the form
which is not hard to demonstrate. Heuristcally, the ranges of products of 'pre-free MCO' form a monotone increasing sequence (roughly speaking, the ranges increase when the number of factors increases) -the same feature is exhibited by free random variables acting in the free Fock space.
Quantum semigroup structure on F (A)
In this Section we show that one can endow the unital *-algebra F (A) with a quantum semigroup (*-bialgebra) structure with the tensor product ⊗ replaced by its 'monotone' counterpart ⊗. This is done by first introducing a *-bialgebra structure on F 0 (A) and then lifting the comultiplication ∆ and the counit ǫ from F 0 (A) to F (A). First, let us introduce a suitable *-bialgebra structure on F 0 (A).
Proposition 4.1. The unital *-algebra F 0 (A) becomes a *-bialgebra, when equipped with the comultiplication ∆ :
and the counit ǫ :
Proof. It is easy to verify that ∆ is coassociative on generators since X(k, k) is q kprimitive, X(k, k − 1) is q k−1 -primitive and q k as well as the unit 1 are group-like. Then the coassociativity on all of F 0 (A) easily follows. Moreover, ∆ and ǫ preserve the relations in
thus (3.2) is preserved (an identical proof holds for (3.3)). In turn, if
an thus (3.4) is preserved. Besides, it is easy to show that ǫ is a counit. Thus, the triple (F 0 (A), ∆, ǫ) is a unital *-bialgebra. 2
In order to lift this structure to the 'monotone closure' F (A), we need to define a 'monotone tensor product'. Thus, let (B (m) ) and (C (m) ) be sequences of increasing unital *-algebras with unions B 0 and C 0 , respectively and let Let us specify now how we can lift unital *-homomorphisms from unital *-algebras to their 'monotone closures'. Namely, let B 0 and C 0 be unital *-algebras for which the associated 'monotone closures' are B and C, respectively. If τ : B 0 → C 0 is a unital *-homomorphism, then one can lift τ to a unital *-homomorphism from B to C by the formula
where we adopt the convention that the extended map is denoted by the same symbol -here, we understand that the 'monotone closure' in C is 'compatible' with τ , i.e. is taken w.r.t. MSDD from the lattice τ (P).
In particular, if ∆ is a comultiplication and ǫ is a counit on B 0 , then we can lift these maps to B (in the case of the counit, ǫ(P) = {0, 1}). In order to treat the axioms required from the comultiplication and the counit, we need to define a 'monotone' tensor product of maps τ : B 0 → D 0 and σ : C 0 → E 0 , namely
where the RHS is a MCO in D⊗E. In this way we define ∆⊗id and id⊗∆ and their compositons with ∆, (∆⊗id) • ∆ and (id⊗∆) • ∆ needed for coassociativity.
Using these preparations, we can lift comultiplications and counits from unital *-algebras to their 'monotone' closures. The same axioms hold as in the algebraic case except that the algebraic tensor product ⊗ is replaced by the 'monotone tensor product' ⊗ and thus we can speak of a 'monotone closed quantum semigroup' (*-bialgebra).
Let us study the case of F (A). Note that since all elements of P are in this case group-like w.r.t. ∆ and P (m) = ∆ (m−1) (P), we can view P as a 'group-like lattice'. Let us now define for each natural number n the lattice of projections
where ∆ (n) is the n-th iteration of the comultiplication ∆, namely
and allows us to compare projections from P (n) for each n with the order inherited from P, i.e. if r = ∆ (n−1) (p), s = ∆ (n−1) (q), then r < s iff p < q. Proof. Coassociativity of ∆ on the monotone closure F (A) follows from the coassociativity of ∆ on F 0 (A). Verification of this fact and of the axioms on the counit is routine. 2
Additive free convolution
In this Section we show that the quantum semigroup (F (A), ∆, ǫ) is related to the additive free convolution. Namely, we show that by applying the comultiplication ∆ to 'pre-free MCO' [x m , q m ] associated with X ∈ A one obtains copies of X which are free with respect to a suitably defined state φ⊗ ψ on F (A)⊗F (A).
We begin with two lemmas which will then lead to the main theorem on free random variables. Let j l : A → F (A)⊗F (A), l = 1, 2, be the linear extensions of
where the infinite sums on the RHS are understood as MCO of the form [z m , q m ⊗ q m ].
A connection with the comultiplication is given by
with a 'pre-free MCO' on the LHS and a sum of two MCO on the RHS, which will be shown to be freely independent copies of X w.r.t. φ⊗ ψ. Heuristically, the first lemma says that a certain 'conditional expectation' of alternating mixed moments of j 1 (X)'s and j 2 (X)'s takes values in the two-sided ideal generated by 'singletons'.
Lemma 5.1. Let K be the 'monotone closed' two-sided ideal in F (A) generated by the set {q k X(k, k)q k , where k ≥ 1 and X ∈ A} and let
where X 1 , . . . , X n ∈ A and i 1 , . . . , i n ∈ {1, 2} with i 1 = i 2 = . . . = i n . Then
Proof. To fix attention, we suppose that i n = 1. We claim that
where, if n is odd, a n = X 1 (n, n)X 3 (n − 2, n − 2) . . . X n (1, 1)q 1 a ′ n = X 2 (n − 1, n − 1)X 4 (n − 3, n − 3) . . . X n−1 (2, 2)q 1 and, if n is even,
for all X 1 , . . . , X n ∈ A. We will use induction to prove the claim. For n = 1, the assertion is true since in that case
since X 1 (k)q 1 = 0 for every k > 1. We suppose now that n is odd and that the claim holds for the product of n − 1 factors. Then
Let us analyze the contribution from every term indexed by k, namely
If k > n, then we apply (3.1) and (3.2) to the effect that
since w 1 starts with X 3 (n − 2, n − 2) and thus q k−1 can be inserted to its left since k − 1 ≥ n > n − 2 and we can invoke (3.3). In turn, if k = n, then B k = u n ⊗u ′ n = a n ⊗a ′ n since a n = u n and q n X 2 (n − 1, n − 1) = X 2 (n − 1, n − 1), in view of (3.1), which gives u ′ n = a ′ n , and since
where the word w starts with X 4 (n − 3, n − 3) and thus q n−1 can be inserted between X 2 (n − 1, n − 1) and X 4 (n − 3, n − 3) in view of (3.1). This implies, however, that
Finally, if k < n, then
for some words w, w ′ which start with X 4 (n − 3, n − 3), where we wrote q k = q k q n−1 and q k−1 = q k−1 q n−1 in u ′ k and v ′ k , respectively, and then inserted q n−1 to the right of X 2 (n − 1, n − 1), which can be done since the following letter is X 4 (n − 3, n − 3) and thus we can employ (3.1). This finishes the proof of the claim. After multiplying (4.1) from the left by q 1 ⊗q 1 , we can see that (q 1 ⊗q 1 )A n (q 1 ⊗q 1 ) ⊂ J by using a similar argument. Namely, write q 1 = q 1 q n in the expression q 1 X 1 (n, n)X 3 (n − 2, n − 2) . . . X n (1, 1)q 1 , and X 3 (n − 2, n − 2) = q n X 3 (n − 2, n − 2) to produce q n X 1 (n, n)q n . This completes the proof.
2
Lemma 5.1 paves the way for some free probability -it is now enough to define states φ, ψ on F (A) in such a way that the 'algebraic singletons' of Lemma 5.1 become 'probabilistic singletons' w.r.t. φ⊗ ψ and that j 1 and j 2 become unital *-homomorphisms when composed with some 'identification' *-homomorphism.
We shall define φ and ψ by lifting tensor product states to F (A). For this purpose, let us recall some notions from [L1] . Let φ and ψ be states on A. Extend A by a projection P , namely
with units identified and extend φ and ψ to their boolean extensions φ and ψ [L1] . For instance, φ is the linear extension of
where α, β ∈ {0, 1} and X 1 , . . . , X n ∈ A. It is known that φ is a state [L1] . Now, take the tensor products
and introduce two unital *-homomorphisms, i ('identification') and a ('ampliation'). Namely, let i :
and we denote by a and i their extensions to the closures G(A) and F (A), respectively. Using both homomorphisms, we can define linear functionals
which are states on F 0 (A) since a • i is a unital *-homomorphism. These states can be lifted to states on F (A) -by abuse of notation, in Lemma 5.2 we shall denote these extensions by φ and ψ, too. 
for n > m > p. Therefore, there exists p such that q 1 z n q 1 = q 1 z m q 1 for n > m > p, which implies that the limit on the RHS of (5.5) exists since φ(z m ) = φ(q 1 z m q 1 ) = φ(q 1 z n q 1 ) = φ(z n ) for n > m > p, where we used φ(P uP ) = φ(u) and the definition of φ. Moreover, it does not depend on the choice of representatives of MCO. In fact, choose a different representative for z, say (z Proof. We will only prove that j 
On the other hand,
and notice that
This shows that j
and thus j
Remark. Let us note that i is the mapping which identifies units -a crucial feature in the definition of the free product of states.
Theorem 5.4. Let φ and ψ be states on A and let B 1 and B 2 be the unital *-subalgebras of F (A)⊗F (A) generated by j ′ 1 (X) and j ′ 2 (X), respectively, where X ∈ A. Then, B 1 and B 2 are free with respect to φ⊗ ψ.
Proof. Note that if X ∈ kerφ, where φ is a state on A, then P XP ∈ ker φ, where φ is the boolean extension of φ. Thus, if K φ denotes the two-sided ideal in F (A) generated by the set {q k X(k, k)q k , where k ∈ N and X ∈ A ∩ kerφ} then
It is now enough to remark that φ⊗ ψ(A n ) = φ⊗ ψ((q 1 ⊗q 1 )A n (q 1 ⊗q 1 )) for A n of the form given by Lemma 5.1 since φ(P uP ) = φ(u). Using the very same fact and Lemma 5.1, we get φ⊗ ψ(A n ) = 0 if X 1 ∈ kerφ i 1 , . . . , X n ∈ kerφ in . Using Lemma 5.3 we conclude that B 1 and B 2 are free w.r.t. φ⊗ ψ. 2
Corollary 5.5. For given X ∈ A, the variables j ′ 1 (X) and j ′ 2 (X) are free with respect to φ⊗ ψ and, moreover, they have 'quantum orthogonal series' expansions
where X(k) = X(k, k) are copies of X which are tensor independent w.r.t. φ⊗ ψ and (p m ) is a sequence of orthogonal projections in F (A) given by p m = q m − q m−1 with q 0 = 0.
Proof. It is an immediate consequence of Theorem 5.4. 2
Remark. More generally, let (A, φ) and (B, ψ) be noncommutative probability spaces and let ζ : A * B → F (A)⊗F (B) be the unital *-homomorphism given by
for X ∈ A and Y ∈ B with (p m ) and (p Proof. It is an immediate consequence of Theorem 5.4. 2
In particular, let A = C[X], and let µ, ν be states on C[X] corresponding to measures µ, ν on the real line. Then the additive free convolution µ ⊞ ν corresponds to the additive free convolution of measures. Heuristically, we can view the additive free convolution of measures as a restriction of the additive convolution µ ⋆ ν of 'measures' on the 'quantum R ∞ ' since F (C[X]) can be viewed as a quantum analog of R ∞ as it is constructed from a countable number of copies of C[X].
Free products
In this Section we generalize the results of Section 5 and represent free random variables as MCO for an arbitrary family (A l ) l∈L of unital *-algebras.
This requires a generalization of the construction presented in Section 2. In order to see how this can be done, we write (5.5)-(5.6) in a slightly different form. Namely, using unital *-homomorphisms
we can write
These expressions can be easily generalized to the effect that we obtain representations of free random variables for an arbitrary family of unital *-algebras. Let (A l , φ l ) l∈L be a family of noncommutative probability spaces. First, we extend each space (A l , φ l ) to ( A l , φ l ), where A l = A l * C[P l ]. Then, for each l ∈ L, we form tensor products A l = A ⊗∞ l , φ l = φ ⊗∞ and take the tensor product over the index set L of these objects, namely
to get a noncommutative probability space (A L , Φ L ) called multiple probability space [L2] . The tensor products are understood to be taken with respect to the family {1 l , P l } [F-L-S], by which we mean that only finitely many sites are occupied by elements different from 1 l 's and P l 's. For instance A L = span{ (l,k)∈L×N a l,k : a l,k / ∈ {1 l , P l } for finitely many (l, k)}. with g l,0 = 0, where we denote by 1 l = 1 ∞ l the unit in A l . After these preparations, it is no hard to generalize (6.1)-(6.2) to include free random variables from an arbitrary family of unital *-algebras (A l ) l∈L .
Definifion 6.1. For given X ∈ A l , where l ∈ L is fixed, let X l,k denote its ampliation into the (l, k)-th site of A. We define an associated sequence of elements of B 0 by where (x m ) is the sequence (6.6) associated with X ∈ A l . Then, Φ L • σ agrees with the free product of states * l∈L φ l . In other words, the unital *-algebras B l = σ(A l ) are free w.r.t. Φ L .
Proof. That σ is unital and preserves the relations in each A l , one proves in the same way as Lemma 5.3. In turn, Φ L • σ agrees with * l∈L φ l by reasonings analogous to those which lead to Theorem 5.4 (roughly speaking, Lemma 5.1 and Theorem 5.4 correspond to the case of a two-element index set L = {1, 2}, but it can be observed that analogous proofs hold for general L).
Thus, using series representations, MCO corresponding to free random variables have 'orthogonal series expansions'
where the 'coefficients', X l,1 , X l,2 , X l,3 , . . ., are tensor independent with respect to Ψ L . The restrictions of free random variables to the range of e m are given by the 'truncated orthogonal series'
and represent m-free random variables introduced in [L1] .
