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PARALLEL PROCESSING IN THE ADAPTIVE CONTROL
OF LINEAR SYSTEMS*
ROBERTO CRISTVf
Abstract. The implementation of a direct adaptive control algorithm using parallel processing techniques
is discussed. The controller presented is hybrid in nature (continuous time feedback and discrete time gain
adjustment) and the recursive least squares identification is implemented using a well-known algorithm based
on the Givens rotation.
Key words, parallel processing, adaptive control, systolic arrays
AMS(MOS) subject classification. 93
1. Introduction. The problem of adaptively controlling plants with uncertainties
has received particular attention during the last 15 years. This increase in popularity is
caused by the desire to obtain the best possible performances in spite of uncertainties of
the system and/or changing operating conditions, and the extraordinary increase in com-
puter technology witnessed during the last two decades.
At the present time, the long-standing questions of global and local stability have
been answered ], [2], while we are close to a better understanding in regard to problems
related to robustness in the presence ofoutput disturbances [3] and unmodeled dynamics
[4]. Also, the limitations of early results to minimum phase systems have recently been
overcome in [5], [6], substantiating an early conjecture [7] that global stability can be
guaranteed provided all modes of the plants are excited.
All these refinements of adaptive control algorithms have been obtained at the ex-
pense ofadded complexity with respect to early schemes. For example, it is well recognized
that algorithms based on Recursive Least Squares converge much faster than simpler
Projection Algorithms [8]. The result is an improved convergence rate of the estimated
parameters, and consequently better tracking performances for systems with time varying
parameters, and better robustness [9] at the expense of the need of more comput-
ing power.
Also, a class of adaptive controllers for nonminimum phase systems presented in
[6] requires the estimate of a redundant number of parameters.
From this list of recent results, the need for adequate computing capabilities is
evident. Systems with relatively small time constants need fast sampling rates, and complex
adaptive techniques might require computing speeds inadequate to available microcom-
puters.
A possible answer to this problem can be found in parallel computing structures,
such as systolic arrays or wavefront arrays. In this report the adaptive algorithm presented
in [6] based on recursive least squares with periodic covariance resetting is redesigned,
in order to make it suitable to implementation on a VLSI chip. The motivation is to be
able to obtain a throughput of the data acceptable for high speed operations of systems
with a large number of parameters to be estimated.
The basic idea is common to least squares algorithms found in signal processing
literature 10], ], where the desired parameters are estimated from an upper triangular
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ADAPTIVE CONTROL OF LINEAR SYSTEMS 97
factorization (called QR [18]) of the data matrix. The difference in adaptive control is
that the estimator has to operate recursively on subsequent blocks of data, so that the
estimated parameters converge asymptotically to the respective correct values. Asymptotic
convergence is guaranteed by proper initialization at each block and persistency of ex-
citation of the external input.
This report is divided as follows: the Model Reference Adaptive Control problem
is recalled in {} 2, with its hybrid implementation in {} 3. Parameter estimation with its
parallel implementation are the subjects of {}{} 4 and 5, while global stability and perfor-
mances considerations with regard to the block processing and hybrid approaches are
given in {}{} 6 and 7.
2. Adaptive control of linear systems. The dynamics of a linear Single Input Single
Output (SISO) system can be modeled by the differential equation
(2.1) p(D)y(t) r(D)u(t)
where y, u:R+ -+ R represent output and input signals, respectively, and p and r are
polynomials in the differential operator D d/dt as
(2.2) p(D) D" + a’- _[_... AI_ a.,
r(D) Kp(Dn-m +... + rn).
The following assumptions on the plant (2.1) will be made throughout.
(A 1) The order of the plant n and its relative degree m are known to the designer.
(A2) The values of the plant coefficients ri, pj, KR are unknown while the sign of the
leading coefficient Kp and a lower bound on its magnitude are known to the
designer.
(A3) The polynomial r(D) is Hurwitz (i.e., plant minimum phase).
(A4) r(D) and p(D) are mutually coprime polynomials.
With the above assumptions the aim of the adaptive controller is to determine a
control input u() so that the output of the plant y(t) tracks the output of a linear model
ym(t) defined as
(2.3) p*(O)ym(t) v(t).
The reference model (2.3) with transfer function 1/p*(s) represents the desired asymptotic
performance and p* is assumed to be an arbitrary Hurwitz polynomial of degree m (the
relative degree of the plant).
Remark. In view of recent results [5], [6], the assumptions (A1)-(A3) above can be
considerably relaxed in the sense that the plant can be assumed to be just of order n
(known) and strictly proper. However, this gain in generality is obtained by more complex
adaptive controllers that are beyond the scope of this report.
The structure of the adaptive controller can be easily determined on the basis of
the fixed control problem, by which we seek arbitrary pole placement with the control
input u(t) defined by the differential equation
(2.4) q(D)u(t) h(D)y(t) + k(D)u(t) + q(D)v(t),
or alternatively as





































































The polynomials q, h, k above have degrees n, n 1, n 1, respectively. In particular
q(D) is an arbitrary nth degree Hurwitz polynomial (the observer polynomial) and in the
fixed control case (i.e., plant dynamics assumed to be fully known) h(D) and k(D) are
determined by the Diophantine Equation
(2.6) h(D)r(D) + k(D)p(O) q(O)[p(O) K-lr(O)p*(O)].
The existence ofa unique solution h, k of(2.6) is guaranteed by the assumed coprimeness
of r(D) and p(D) (assumption (A4) above) and by choosing h and k both of degree
n 1. In the expression (2.5) ti(t), 37(t) represent filtered input and output of the plant
defined by the differential equations
(2.7) q(O)(t) y(t), q(D)(t) u(t).
3. Adaptive controller and hybrid structure. When the plant dynamics are not
known, the compensator parameters (i.e., the coefficients of the polynomials h(D) and
k(D)) have to be estimated recursively from input and output measurements ofthe plant.
The particular structure we consider is hybrid in nature, in the sense that the compensator
parameters are updated on a discrete time basis, from samples taken on the signals of
the loop. For this we define the sampling time sequence
{t,;k=0,1,... ;i=0,1,...,N-1}
as
(3.1) tJ, kNT+ iT+
The reasons beyond this definition concern global stability problems and are fully discussed
in [6] and 12]. In particular the adaptive gains are updated at times {t} on the basis of
the samples taken at times {t,_ ; 0, N called the kth time block.
The sequence rk is a random independently and identically distributed sequence
uniformly distributed on any arbitrarily small interval. It is included in (3.1) in order to
guarantee (with probability one) observability of continuous time modes from sampled
values of the loop signals 12].
The compensator parameters are estimated directly from the loop signals, based on
manipulation of the Diophantine Equation and definition of the partial state z(t) 13]
by which we can write (2.1) as
(3.2) p(D)z(t) u(t), y(t) r(D)z(t).
The input and output signals u, y can be viewed as linear combinations of derivatives of
the partial state z(t). It is easy to see that z(t) with its first n derivatives constitute the
entries of the state _x(t) of the controllable canonical form realization of the plant (2.1)
[13]. By operating left- and fight-hand sides of (2.6) on z(t), and keeping (3.2) in mind,
we can relate the polynomials h(D) and k(D) to the signals u(t) and y(t) as
(3.3) h(D)y(t) + k(D)u(t) q(D)u(t)- q(D)K-lp*(D)y(t).
In order to have signals obtainable with proper (and therefore physically realizable)







































































ADAPTIVE CONTROL OF LINEAR SYSTEMS 99
and write (3.3) as
(3.5) h(D)y;(t) + k(D)8(t) + Ky(t) uf(t)
or in compact form
0_* rd(t) uf(t),
(3.6) 0 [hi, ,h_ ,k, ,k_ ,K],
b(t) [(/), ,D y;(t), if(t), ,D- ti(t), y(t)]
with h, k being the coefficients of the respective polynomials. At the sampling instants
t, (3.6) can be treated as a relation between sequences uf(t) and (t), and the parameter
vector * can be recursively estimated on a discrete time basis.
4. Parameter estimation. Several techniques in the literature [8], 14] allow estimates
of * to be computed on line. The paicular one we consider in this repo is based onthe Recursive Least Squares (RLS) with Covafiance Resetting introduced by several
authors [6], [15]. In paicular, by this algorithm the sequence of plant estimates at
times t (beginning of the kth time block) is computed in the fo
(4.1) k+=F(k/(t),uy(t),fori=O, ,N-1)
for some function F ven below, which depends on the previous parameter estimate
and the data in the block.







where 0 is an arbitra positive constant. In (4.2) the quantities , P are computed at
each instant t defined in (3.1).
The relevant feature ofthe RLS algorithm with Covafiance Resetting is the fact that
the covafiance matrix P is periodically reset to its initial condition. This prevents P
from decaying to zero, as in the standard least squares algorithm, which would mean a
loss of sensitivity as time increases.
For the parallel implementation using systolic aays we compute directly from
the minimization of a proper quadratic cost function, disregarding the estimates ,
0, N- within the time block. In paicular the cost function
N-I
4.3) v) E uAtg- %q)l + I1-11
j=0
on which RLS estimation is based [8] is used to define implicitly the estimate + at
instants t+ as





































































From the definition of Vk in (4.3) we can see that the parameter a0 weights the confidence
we have on the initial (for each block) estimate _k.
5. Recursive estimation by systolic arrays. In this section we discuss the recursive
computation of the sequence of parameter estimates _k from (4.3) using systolic arrays
techniques.
Simple algebraic manipulations on (4.3) and definition of the Euclidean norm yield






where the equality is in the least squares sense (minimum square error). The signals in
(5. l) are normalized by the constant a0 as
(5.2) _(t) _(t)/ao, fly(t) uf(t)/ro.
The solution to (5.1) always exists and is unique since the leflmost matrix has full rank
due to the identity block I.
A common way to obtain the least squares solution of (5.1) is by a QR factorization
of the leftmost matrix, which can be carried out using parallel processing and systolic
arrays techniques. The basic idea, as presented originally in [11 ], is to transform a "tall"
matrix into an upper triangular one by successive linear combinations of pairs of rows
and force zeros into desired positions. The transformation can be considered as a succes-
sion of elementary vector rotations (the Givens rotation [16]). Details of the algorithm
can be found in numerous references [10], [l 1].
For any N N matrix A the Givens rotation is characterized by a square matrix
Q(p, q) diag (II, Y(P, q),/)
associated to a pair of indices (p, q) e [2, N] [2, N] with Ii, I2 the identity matrices of
sizes q 2 and N- q, respectively, and 3’(P, q) a 2 2 matrix defined as
c(p, q) s(p, q) ](5.3) ’7(P, q) -s(p, q) c(p, q)
with
aq_ l,p ap,q(5.4) c(p, q) a2_ l,p + a2q,v
s(p, q) a_ l,p + aaq,p
a;d being the entries of the given matrix A. It is easy to see that left multiplication ofA
by Q forces a one and a zero to appear as follows:
p
(5.5) Q(p, q)A







































































ADAPTIVE CONTROL OF LINEAR SYSTEMS 101
As an example ofapplication, and to make the operations described more transparent,
we can see that an almost upper triangular matrix can be made upper triangular by a
succession of Givens rotations as follows:




Q(3, 4)Q(2, 3)Q(1 2) rl r12 r130 r22 r23
0 0 0 0 0 r33
This can be applied to the solution of (5.1) within the kth time block to obtain the
following algorithm:
(5.7)
initialize at t: Rk(-- 1) l; k(-- 1) _k
compute at each t, O, ..., N-
[ ]Rk(i/i-- 1) IRk(i-- 1)
[ uy(t,) ]k(i/i-- 1) /3k(i-- 1)
[Ri)]=Qk(i)Rk(i/i-1),
[[3k(i)]=Qk(i)k(i/i-1)’x
output Rk(N 1) at each t-1.
In the above algorithm the matrices Rk(i), 0, ..., N- are square upper triangu-
lar of dimensions 2n 2n (since the number of parameters in the adaptive algorithm
is 2n), Rk(i/i 1) are (2n + 1) 2n and similarly/3k(i) and k(i/i 1) are 2n and
(2n + 1) 1, respectively. The matrix Qk(i) indicates the rotation matrix at each t, as
the product of the Q matrices in the example (5.6).
After the transformation of the data matrix into the upper triangular Rk(N 1) in
the above algorithm, the parameter estimate _Ok /l can be computed from the system of
equations
(5.8) Rk(N- 1)_k + ilk(N-- l)
solvable by successive substitutions due to the triangular nature ofRk(N- 1).
The two operations (5.7) and (5.8) can be carried out by two distinct systolic array
processors, as shown in Fig. 1. Processor P1 performs the triangularization operations
(5.7) within the time block {t,, 0, N- }, while P2 carries the linear solution
as in (5.8) and it operates at the end of the time block.
The structure of the processor P1 is shown in Fig. 2, and the cell operations are
defined in Table 1. In the actual implementation particular care has to be devoted to the
correct timing of the data, due to the space-time nature of the structure. As shown in
Fig. 2 the regression vector is input to the array in a skewed fashion, by properly delaying
its entries. The reset command must provide for data output at the end ofthe block, and





































































u(t) data input and initialize
y(t)
P2
FIG. 1. Two processor structure.
o(t) b(t) 2(t) 62n(t) W(t)
FIG. 2. Systolic arrayfor triangularization.
6. Global stability and tracking capabilities. The control input to the plant is de-
termined as
(6.1) u(t) h(D)(t) + kk(D)(t) + v(t)
for t e [t, t+ )R, and hk(O), kk(D) polynomials ofdegrees n with piecewise constant
coefficients; these polynomials are estimates ofh(D) and k(D) in the fixed control strategy
and they are defined by the respective entries in k. Definition (6.1) and Fig. 3 show the
hybrid nature of the adaptive controller presented, as the feedback loop operates in
continuous time while the parameters of the adaptive compensator (hk(D) and Ck(D))
are updated at discrete times t.
Also, since the systolic array estimation in the previous section provides the same
estimated sequence {_0k} as the recursive version (4.2), the same well-known stability
arguments found in [6], [8] hold for this adaptive controller. Therefore we can conclude
with the following theorem, which can be proved in a way analogous to [1] and [8].
THEOREM. Theplant (2.1) with the estimation algorithm (5.7), (5.8) and the control
input (6.1) is such that, for any uniformly bounded external input v(t) thefollowing holds
with probability one:
(i) All signals and adaptive gains in the loop are uniformly bounded;
(ii) limt.., y(t) ym(t) 0 for any initial conditions, with Ym(t) the output ofthe
reference model (2.3).
7. Performance considerations and conclusions. The adaptive estimation using sys-
tolic arrays described in the previous sections is particularly suitable to block processing












































































IF reset .NOT. TRUE
THEN
c(k, t) C(1, u(k, k, 1))
s(k, t) S(I, u(k, k, 1))
z(k’ k’ [c(k’ t)





v(k, k, t) u(k, k, 1)
ENDIF
u(k, j, t)
_u2(k, j, t) l(k, j, t)-
y(k, j, t)
z_(k,j,t)
a(k, j, t) F(u(k, j, 1), a(k, j, 1), u_2(k, j, 1))
y(k, j, t) G(u(k, j, 1), a(k, j, 1), u__(k, j, 1))
z_(k,j, t) u_2(k,j, 1)
Definitions C(a, u) u/(u + a2); S(a, u) a/(u + a2)
F(u,,a, U2) _u’[’]
G(Ul ,a, U2) ufra,
has to be estimated. In particular the structure ofthe adaptive controller for multivariable
systems ], 17] is identical to the one presented above, with the difference that the
parameter vector/9* encloses all the parameters of the multivariable compensator. It is
v(t)
+ u(t) _j" r
parameter estimation














































































easy to imagine how the complexity ofthe computations to be executed on line increases
with the order of the system and its number of inputs and outputs.
In a standard RLS implementation as in (4.2) the sampling interval Tin the sequence
(3.1) must take the computation time into account, in order to guarantee a steady
throughput of information without accumulation of data. It is clear that for the RLS
algorithm (3.1) the sampling time interval T cannot be smaller than the time it takes to
compute the new estimate, which is ofthe order O(n2) due to the required on line matrix
manipulations. On the other hand because ofthe very nature ofthe systolic array structure,
new data (t) can enter the array fight after each cell has performed its local computation,
which is independent ofthe complexity ofthe system (its order n). Therefore the sampling
time T is of the order T O(1).
The time-consuming part of the parallel implementation occurs at the end of the
time block, when the data from the array (i.e., the triangular matrix R(N- 1) and
k(N- 1)) are transferred to the processor P2 and the linear system (4.8) is solved. This
time delay, which occurs only once for each time block, increases linearly with the plant
complexity n, as Td O(n). Figure 4 summarizes these considerations.
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