Abstract
Introduction
The portability, expressiveness, and safety of the Java language, supported by rapid progress in Java compiler technology, have created an interest in the High Performance Computing (HPC) community to evaluate Java on computationally intensive problems [8] . Java threads, RMI, and networking capabilities position Java well for programming on Shared Memory Parallel (SMP) computers and on computational grids. On the other hand, lack of light weight objects, intermediate byte code interpretation, and array access overheads create challenges in achieving high performance for Java codes. The challenges are being addressed by work on implementation of efficient Java compilers [10] and by extending Java with classes implementing the data types used in HPC [9] .
In this paper, we describe an implementation of the NAS Parallel Benchmarks (NPB) [1] in Java. The benchmark suite is accepted by the HPC community as an instrument for evaluating performance of parallel computers, compilers, and tools. Our implementation of the NPB in Java is derived from the optimized NPB2.3-serial version [6] written in Fortran (except IS, written in C). The NPB2.3-serial version was previously used for the development of the HPF [3] and OpenMP [6] versions of the NPB. We start with an evaluation of Fortran to Java conversion options by comparing performance of basic Computational Fluid Dynamics (CFD) operations. The most efficient options are then used to translate Fortran to Java. We then parallelize the resulting code by using Java threads and the master-workers load distribution model. Finally, we profile the benchmarks and analyze the performance on five different machines: IBM p690, SGI Origin2000, SUN Enterprise10000, Intel Pentium-III based PC, and Apple G4 Xserver. The implementation is available as the NPB3.0-JAV package from www.nas.nasa.gov.
The NAS Parallel Benchmarks
The NAS Parallel Benchmarks (NPB) were derived from CFD codes [1] . They were designed to compare the performance of parallel computers and are recognized as a standard indicator of computer performance. The NPB suite consists of three simulated CFD applications and five kernels. The simulated CFD applications use different implicit algorithms to solve 3-dimensional (3-D) compressible Navier-Stokes equations which mimic data traffic and computations in full CFD codes. The five kernels represent computational cores of numerical methods routinely used in CFD applications.
BT is a simulated CFD application which uses an Alternating Direction Implicit (ADI) approximate factorization to decouple the Ü, Ý, and Þ dimensions. The resulting system is Block Tridiagonal of 5x5 blocks is solved sequentially along each dimension. SP is a simulated CFD application which employs the Beam-Warming approximate factorization. The resulting system of Scalar Pentadiagonal linear equations is solved sequentially along each dimension. LU is the third simulated CFD application. It uses the symmetric successive over-relaxation (SSOR) method to solve the discrete Navier-Stokes equations by splitting it into block Lower and Upper triangular systems. 
Fortran to Java Translation
We are focused on achieving high performance of the code, hence we opted to do a literal translation of Fortran to Java at the procedural level and we did not attempt to convert the benchmarks into an object-oriented code. In order to compare efficiency of different options in the literal translation and to form a baseline for estimation of the quality of the benchmark translation, we chose a few basic CFD operations and implemented them in Java. We implemented these operations in two ways: by using linearized arrays and by preserving the number of array dimensions. The version that preserves the array dimension was 1.5-2 times slower than the linearized version on the SGI Origin2000 (Java 1.1.8) and on the SUN Enterprise10000 (Java 1.1.3). So we decided to translate Fortran arrays into linearized Java arrays. The performance of the serial and multithreaded versions are compared with the Fortran version, Table 1 .
We can offer some conclusions from the profiling data:
Java serial code is a factor of 3.3 (Assignment) to 12.4 (Second Order Stencil) slower than the corresponding Fortran operations; Java thread overhead (1 thread versus serial) contributes no more than 20% to the execution time;
The speedup with 16 threads is around 7 for the computationally expensive operations (2-4) and is around 5-6 for less intensive operations (1 and 5).
For a more detailed analysis of the basic operations we used an SGI profiling tool called perfex. The perfex uses 32 hardware counters to count issued/graduated integer and floating point instructions, load/stores, primary/secondary cache misses, etc. The profiling with perfex shows that the Java/Fortran performance correlates well with the ratio of the total number of executed instructions in these two codes. Also, the Java code executes twice as many floating point instructions as the Fortran code, confirming that the Just-In-Time (JIT) compiler does not use the "madd" instruction.
Using Java Threads for Parallelization
A significant appeal of Java for parallel computing stems from the presence of threads as part of the Java language. On a shared memory multiprocessor, the Java Virtual Machine (JVM) can assign different threads to different processors and speed up execution of the job if the work is well divided among the threads. Conceptually, Java threads are close to OpenMP threads, so we used the OpenMP version of the benchmarks [6] as a prototype for the multithreading.
The base class (and, hence, all other classes) of each benchmark was derived from java.lang.Thread, so all benchmark objects are implemented as threads. The instance of the main class is designated to be the master that controls the synchronization of the workers. The workers are switched between blocked and runnable states with wait() and notify() methods. The details of our translation method and the resulting code structure can be found in [4] .
Performance and Scalability
We have tested the benchmarks on the classes S, W, and A; the performance is shown for class A as the largest of the tested classes. The tests were performed on three SMP machines: IBM p690 (1.3 GHz, 32 processors, Java 1.3.0), SGI Origin2000 (250 MHz, 32 processors, Java 1.1.8), and SUN Enterprise 10000 (333 MHz, 16 processors, Java 1.1.3). On the SUN Enterprise we also tested Java 1.2.2, but its scalability was worse than that of Java 1.1.3. The performance results are summarized in Tables 2-4 . For comparison, we include Fortran-OpenMP results in Tables 2 and 3 . For a reference we ran the benchmarks on a Linux PC (933 MHz, 2 PIII processors, Java 1.3.0) and on 1 node of Apple Xserver (1GHz, 2 G4 processors, Java 1.3.1), Tables 5,6.
Comparison to Fortran Performance
We offer the following conclusions from the performance results. There are two groups of the benchmarks: the benchmarks working on structured grids (BT, SP, LU, FT, and MG) and the benchmarks involving unstructured computations (IS and CG). For the first group, on the Origin 2000, the serial Java/Fortran execution time ratio is within the interval 8.3-10.8, which is within the 8.2-12.5 interval for the computationally intensive basic CFD operations of Table 1 . This indicates that our implementation of the benchmarks adds little performance overhead to the overhead of the basic operations. On the p690, the ratio for The separation into two groups may be explained by the fact that the f77 compiler optimizes regular-stride computations much better than the Java compilers, while for irregular computations the gap is much smaller.
The benchmarks working on structured grids heavily involve the basic CFD operations and any performance improvement of the basic operations would directly affect performance of the benchmarks. Such improvement can be achieved in three ways. First, JIT needs to reduce the ratio of Java/Fortran instructions (which for Origin 2000 is a factor of 10) for executing the basic operations. Second, the Java rounding error model should allow the "madd" instruction to be used. Third, in the codes where the array sizes and loop bounds are constants, a compiler optimization should be able to lift bounds checking out of the loop without compromising code safety [8] .
Our performance results apparently are in sharp contrast with the results of the Java Grande Benchmarking Group [2] reporting that on almost all Java Grande Benchmarks, the performance of a Java version is within a factor of 2 of the corresponding C or Fortran versions. To resolve the performance gap we obtained the jgf_2.0 from the www.epcc.ed.ac.uk/java_grande website. Since the Fortran version was not available on the website we literally translated the Java version to Fortran and ran both versions on multiple platforms, Table 7 . We have also included results of the LINPACK version of the LU decomposition. From the table we can conclude that the algorithm used in lufact benchmark performs poorly relative to LINPACK. The reason for this is that lufact is based on BLAS1, having poor cache reuse. As a result, the computations always wait for data (cache misses), which obscures the performance comparison between Java and For- tran. Note that our Assignment base operation by the same reason exhibits about the same Java/Fortran performance ratio as the lufact benchmark.
Scalability of Multithreaded Java Codes
Some singlethreaded Java benchmarks outperform the serial versions. That can be explained by the fact that in these singlethreaded versions the data layout is more cache friendly. Overall the multithreading introduces an overhead of about 10%-20%. The speedup of BT, SP, and LU with 16 threads is in the range of 6-12 (efficiency 0.38-0.75). The low efficiency of FT on SUN Enterprise is explained by the inability of the JVM to use more than 4 processors to run applications requiring significant amounts of memory (FT.A uses about 350 MB). An artificial increase in the memory use for other benchmarks also resulted in a drop of scalability. The lower scalability of LU can be explained by the fact that it performs the thread synchronization inside a loop over one grid dimension, thus introducing higher overhead. The low scalability of IS was expected since the amount of work performed by each thread is small relative to other benchmarks, hence, the data movement overheads eclipse the gain in processing time.
Our tests of CG (and IS) benchmark on the SGI Orgin2000 showed virtually no performance gain until 8 processors were used. Even with 10-16 requested threads, only 2-4 processors were used. To investigate this problem, we used "top -T" command to monitor the individual Posix threads and found that the JVM ran all the threads in 1-2 Posix threads. The fact that all the other benchmarks ran each thread in a separate Posix thread suggested that the problem was peculiar to CG. CG's work load is much smaller than the work load of the computationally intensive benchmarks and we assumed that the JVM was attempting to optimize CPU usage by running the threads serially on a few processors. In order to test this assumption, we put an initialization section performing a large work in each thread. This forced the JVM to assign all requested threads to different CPUs. When the actual computations did start, JVM indeed used a separate CPU for each thread. Hence, by initializing the thread load, we were able to get a visible speedup of CG, Table 3 . On the Linux PIII PC we did not obtain any speedup on any benchmark when using 2 threads.
Related Work
In our implementation we parallelized the NAS Parallel Benchmarks using Java threads. The Performance Engineering Group at the School of Computer Science of the University of Westminster used the Java Native Interface to create a system dependent Java MPI library. They also used this library to implement the FT and IS benchmarks using javaMPI [5] .
The Distributed and High Performance Computing Group of the University of Adelaide, has also released the EP and IS benchmarks (FT, CG, and MG are under development) [7] , along with a number of other benchmarks in order to test Java's suitability for grand challenge applications.
The Java Grande Forum have developed a set of benchmarks [2] reflecting various computationally intensive applications which likely will benefit from use of Java. The performance results reported in [2] relative to C and Fortran are significantly more favorable to Java than ours.
Conclusions
The performance of the implemented NAS Parallel Benchmarks in Java is lagging far behind Fortran and C at this time on all architectures except IBM p690, where the performance of Java codes is typically within a factor of 3 of the performance of FORTRAN codes. Efficiency of parallelization with threads is about 0.5 for up to 16 threads and is lower than the efficiency of parallelization with OpenMP, MPI, and HPF on SGI and SUN machines. However, on the IBM p690, the scalability of the Java code is as good as that of OpenMP. The attraction of Java as a language for scientific applications is primarily driven by its ease of use, universal portability, and high expressiveness which, in particular, allows expressing parallelism. If Java code is made to run faster through methods that have already been researched extensively, such as high order loop transformations, semantic expansion, together with an implementation of multidimensional arrays and complex numbers, it could be an attractive programming environment for HPC applications. The implementation of the NAS Parallel Benchmarks in Java is available as the NPB3.0-JAV package from www.nas.nasa.gov.
