Abstract. We present numerical methods for both the direct solution and simulation of the chemical master equation (CME), and, compared to popular methods in current use, such as the Gillespie stochastic simulation algorithm (SSA) and τ -Leap approximations, this new approach has the advantage of being able to detect when the system has settled down to equilibrium. This improved performance is due to the incorporation of information from the associated CME, a valuable complementary approach to the SSA that has often been felt to be too computationally inefficient. Hybrid methods, that combine these complementary approaches and so are able to detect equilibrium while maintaining the efficiency of the leap methods, are also presented. Amongst CME-solvers the recently suggested finite state projection algorithm is especially well suited to this purpose and has been adapted here for the task, leading to a type of "exact τ -Leap." It is also observed that a CMEsolver is often more efficient than an SSA or even a τ -Leap approach for computing moments of the solution such as the mean and variance. These techniques are demonstrated on a test suite of five biologically inspired models, namely, stochastic models of the genetic toggle, receptor oligomerization, the Schlögl reactions, Goutsias' model of regulated gene transcription, and a decaying-dimerizing reaction set. For the gene toggle it is observed that important experimentally measurable traits such as the percentage of cells that undergo so-called switching may also be more efficiently approximated via a CME-based approach.
Introduction.
Recent and rapid advances in molecular biology promise great benefits in areas such as medicine and agriculture, and computational biology is seen as having an important role to play in these advances by modeling cell biology at a systems level [10] . Modeling such vastly complicated systems as living cells is inherently a multiscale exercise due to the vast range of spatial and temporal scales on which these processes occur [8] . This paper focuses on the development of multiscale computational methods for coping with this complexity. In particular, this paper focuses on computational methods for models of gene regulatory networks (GRNs) as continuous-time, discrete-state, Markov processes. We note in passing that there are many other kinds of modeling frameworks for GRNs, such as partial differential equations (PDEs) or Kauffman's Boolean networks [8, 9] .
GRNs have been successfully modeled by Markov processes, a notable example being that of the bacteriophage λ life cycle [2] , and, in this setting, a GRN is modeled via the collection of biochemical reactions of which it is composed. Although under some circumstances, chemical kinetics have been well modeled by ordinary differential equations (ODEs), under many circumstances this is not appropriate. For example, there are only ever integer numbers of molecules so that the continuous approximation breaks down when these are present in small numbers. Under these conditions, a discrete and stochastic framework is more appropriate, and this is provided by the Markov models found in this paper, which are a natural generalization of ODEs to the stochastic setting and are able to capture the inherently discrete and stochastic nature of chemical reactions. Intrinsic noise is known to be especially important in biological systems where small numbers of key regulatory molecules are often involved [13, 3] .
A very popular method for studying and simulating GRNs is Gillespie's stochastic simulation algorithm (SSA) [16, 15] . However, the SSA can become too slow in the presence of large molecular populations or rate constants, motivating Gillespie's τ -Leap [17] approximation and much interest in accelerated leap methods [28, 34, 7] and, more generally, in multiscale methods for simulating biochemical kinetics [22, 8] .
An alternative to the SSA and leap methods would be to solve for the associated probability mass function, which, in the context of models for chemical kinetics, is known as the solution to the chemical master equation (CME), and then simply sample from this. This may be thought of as a sort of "exact" τ -Leaping procedure. Such an alternative has been implemented for this paper. Also implemented for this paper is a hybrid approach that can seamlessly switch between the SSA and the "exact" τ -Leap, so as to maintain the efficiency of simulation methods while also gleaning some information about the associated CME.
Often the SSA or leap methods are used to collect statistical information about the systems being studied such as the mean and variance of the associated distributions, and for this purpose it is observed here that the CME-solver can provide a very efficient approach. This is related to the different perspectives from which a stochastic process may be studied. Three important views are in terms of the trajectories of the system, the probability distribution associated with these, and the moments of this distribution. For the purposes of systems biology, it is necessary to have numerical methods able to cope with each of these, and the new methods described in this paper are capable of incorporating information from all of them.
The rest of this paper is organized as follows. First, the background on the way GRNs are modeled as continuous-time Markov processes is given and then a review of numerical methods for solving them. Next some numerical experiments are performed indicating that the CME approach can be very efficient at computing the mean and variance. A novel approach to τ -Leaping is then explained, followed by a discussion of the methods and the ways they may be extended.
Background to models of biochemical kinetics.
In this section a review of the way that chemical kinetics are modeled as Markov processes is given as well as a summary of the numerical methods that are commonly used to study them. and so must be interpreted as a state in the Markov chain, thus defining the state space, Ω. Transitions between states occur when (and only when) a reaction occurs. Associated with each reaction R j is a stoichiometric vector ν j , of the same dimension as the state vector, that defines the way the state changes when the reaction occurs; if the system is in state x and reaction j occurs, then the system transitions to state x + ν j . Associated with each state is a set of M propensities, α 1 (x), . . . , α M (x), that determine the relative chance of each reaction occurring if the system is in state x. The propensities are defined by the requirement that, given x(t) = x, α j (x)dt is the probability of reaction j occurring in the next infinitesimal time interval [t, t + dt), where the dependence on time has now been made explicit.
One popular way to study this Markov process is by stochastic simulation as we describe next.
The SSA and leap methods.
Gillespie suggested the SSA [16, 15] for simulating a continuous-time, discrete-state Markov process exactly, in the sense of faithfully sampling paths from the model with an appropriate distribution. The SSA simulates the system one reaction at a time. At each step, it samples the waiting time (from an exponential distribution) until the next reaction occurs and, from a uniform distribution, determines the reaction number. However, in situations where there are large numbers of some of the chemical species or large propensities, the time step may become very small, and the SSA becomes too slow. Gillespie proposed the (Poisson) τ -Leap approximation [17] that speeds up the simulation by leaping forward through a much larger interval in time, with the number of times a reaction fires being drawn from the Poisson distribution. Following this idea, the midpoint τ -Leap method [17] , implicit τ -Leap method [29] , and Poisson Runge-Kutta method [8] have been introduced. Poisson random variables are nonnegative but unbounded, and so without very careful step-size strategies [18] it is possible that such a procedure may predict negative numbers of some molecular species. In another approach to avoiding negative molecular numbers, Tian and Burrage [34] sample from the binomial distribution, since binomial random variables have a finite range and may well approximate a Poisson for certain parameter ranges.
Next we describe a complementary approach to the study of the Markov process.
2.3. The CME. Rather than simulating a path through the Markov process, we can, given an initial condition, directly compute the probability of being in state x at time t, denoted by P (x; t), and consider the way that this changes over time. It can be shown that for each state x, the previous description of the model implies that this probability satisfies the following discrete PDE:
Of course this would be subject to appropriate boundary conditions, determined by the model in question. In particular it would depend on an initial state x(t 0 ) = x 0 , but in line with many other authors this dependence has been suppressed in the notation, which would otherwise become cumbersome. This CME may be written in an equivalent matrix-vector form so that the evolution of the probability density p(t) (which is a vector of probabilities P (x; t), indexed by the states x) is described by a system of linear, constant coefficient, ODEs: [33] , for example. The rows and columns of the matrix are indexed by the states, and so the states have now been implicitly enumerated. With this in mind, for i = j, the nonnegative a ij entry of the matrix gives the propensity for the system to transition to state i, given that it is in state j; while the diagonal is a jj = − i =j a ij , which means the matrix has zero column sum, and so probability is conserved. Given an initial distribution p(0), the solution at time t is the familiar matrix-exponential function:
where the exponential of a bounded operator is usually defined via a Taylor series:
The numerical solution of (2.1), for the special class of matrices arising in biological applications, is the focus of this paper. We note that the matrix exponential is well studied [24] and numerical methods for linear ODEs [5] are closely related. There are some technical considerations when the system is infinite, as noted in [23] . For example, the operator may be unbounded and the power-series representation may not be appropriate, as discussed in [21] . Also, the well-known explosive birth process [26] provides an example of an infinite model for which the algorithms used in this paper may not terminate. However, for biological applications, physically reasonable models should be finite and bounded. Despite this, infinite models have been formulated in the literature, perhaps because a bound on the number of molecules in the system is not known. The finite state projection (FSP) algorithm [25] , as we describe next, uses a truncated version of the full operator, which is always finite and bounded and which provides an approximation to the behavior of the model.
Review of the FSP algorithm.
In the FSP algorithm the matrix in (2.1) is replaced by A k , where
i.e., A k is a k × k submatrix of the true operator A. The states indexed by {1, . . . , k} then form the finite state projection, which will be denoted by X k . The FSP algorithm then takes the form
which is an approximation of (2.1) at the final time t f . Here we have used the subscript k to denote the truncation just described and note that a similar truncation is applied to the initial distribution. Munsky and Khammash [25] then consider the column sum
where 1l = (1, . . . , 1) T with appropriate length. Normally the exact solution (2.1) would be a proper probability vector with unit column sum; however, due to the truncation, the sum Γ k may be less than one, because in the approximate system, the probability sum condition is no longer conserved. Munsky and Khammash [25] showed that as k is increased, Γ k increases too, so that the approximation is gradually improved. Additionally it is shown in [25 
This is the basis of the FSP algorithm that is outlined in Algorithm 1. Note that X 0 is used for the set of states forming the initial projection, X k is the projection at the kth step, A k is the corresponding approximating matrix, and p k (0) is the corresponding approximate initial distribution.
In the original example the state-space projection is expanded simply by increasing k. More generally the FSP allows expanding the states in a way that respects the reachability of the model so that, depending on the way the states are enumerated, this may mean that the principal submatrix of the true operator is not simply the intersection of the first k rows and columns.
In summary, given a fixed final time t f and a starting state, the FSP algorithm gradually expands the projection around the initial state via reachability. This method was recently improved to a Krylov-based approach [6, 23] , by adapting Sidje's Expokit codes [30, 31] , and that is the method we employ for the applications in this paper.
The original FSP algorithm of Munsky and Khammash [25] exponentiates a matrix before multiplying it by the initial vector. This is not viable for very large matrices that can typically arise in many realistic biological models. Furthermore, we are often interested in the evolution of the probability distribution over time, and this requires many solutions at intermediate time points as well as at the final time-but the original FSP implementation does not provide for this. Next we describe a very efficient modification of the FSP that uses Krylov methods and inexact matrix-vector products and that can track the support of the distribution adaptively.
The Krylov FSP algorithm.
Repeatedly expanding the finite state projection and computing the associated matrix exponentials is expensive. Understanding where to truncate the state space is one of the keys to a more efficient algorithm. Using a matrix that is too large means wasted computation (where a smaller projection would still have done the job with the desired accuracy). On the other hand, using a matrix that is too small means that the whole process must be repeated, including expanding the state space and again computing a matrix exponential at the final time t f . However, expansion of the state space and evaluation of the exponential may be performed concurrently, making the process optimal in the sense that the exponential would have to be evaluated anyway and our new approach would be at least as fast. This is one of the improvements made to the original FSP. The other improvement is the inexact matrix-vector product. We detail each in turn. [30, 31] . It converts the problem of exponentiating a large sparse matrix to that of exponentiating a small, dense matrix in the Krylov subspace. The dimension m of the Krylov subspace is typically small, and m = 30 was used in this implementation (it may be changed adaptively during the FSP process, but this is not considered here). The Krylov approximation to exp(τ A)v being used is
where β is the 2-norm of v, e 1 is the first unit basis vector, and V m+1 and H m+1 are the orthonormal basis and upper Hessenberg matrix resulting from the well-known Arnoldi process. The exponential in the smaller subspace is computed via the diagonal Padé approximation with degree p = 6, together with scaling and squaring (although note that this is done in a way that is slightly more efficient than usual, as described in [30] ). Another special feature of the Krylov method is that it is matrix-free; i.e., the matrix A (or its submatrices) need not be formed explicitly because the method interacts only through matrix-vector products Av, making it possible to deal with very large problems.
Embedded exponential computation.
Rather than simply being a mere substitution of MATLAB function expm in the original FSP algorithm with the Krylov-based variant, as one may think at first, there is actually a deeper improvement to be stressed in our new solver. Unlike the original FSP algorithm that repeatedly computes exp(t f A k )p k (0) with the same t f , until A k is sufficiently large, our new solver uses the embedded scheme (with vectors padded with zeros to be of consistent sizes as appropriate)
where the {τ k } are step sizes and K denotes the total number of steps needed. Literally, our improved FSP scheme (4.2) is evaluated from right to left, harnessing the built-in step-by-step integration procedure of Expokit, with the special feature that the matrix changes between these internal integration steps. So the solution at the final time t f is arrived at via a sequence of solutions at intermediate times,
Practically, at each step, the current operand vector is padded with zeros as needed, and the exponential operator is effectively evaluated with the Krylov approximation (4.1). The code inherits Expokit's automatic step size control to select step sizes that achieve numerical accuracy so that the Krylov approximation is a good enough approximation for p(t k+1 ). However, this does not cater to the probability sum condition (not even an exact evaluation of (4.3) would provide this guarantee). The reason is that if the suggested time step is too large, the system may evolve into states not yet accounted for in the current finite state projection. Therefore at each stage, the step size may have to be reduced to keep the potential loss of the probability mass sufficiently small. Thus we further compute Γ k given in (3.3) as if the present time t k Downloaded 10/28/15 to 130.102.158.18. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php was actually the final time, and an FSP-like criterion (3.4) is checked. More precisely we require that
If this fails, then the time step τ k is repeatedly halved until the criterion is met. Equation (4.4) is a natural generalization of (3.4), and represents the repeated application of the FSP theorems [25, Theorem 2.2], at intermediate time steps. In order to meet the global accuracy requirement (3.4), the local accuracy requirements (4.4) must be more stringent. This prototype strategy controls how quickly to expand the projection but will be generalized in future work by experimenting with other functions f , which still preserve the properties that f is monotonically decreasing on [0, t f ], f (0) = 1 and
Note that recomputing Γ k for a smaller time step is not expensive since it involves only recomputing a small matrix exponential in the Krylov subspace (via the Padé approximation, combined with scaling and squaring), and in particular it does not require the relatively expensive Arnoldi process to be repeated.
There is a converse situation to the above. Indeed it is also possible for a time step to satisfy the FSP criterion (4.4) but be too big to achieve numerical accuracy. In this case, a normal step-by-size integration can pursue its course without the need to expand the subsystem A k and incur the associated cost of a larger system-recall from (4.2) that each time step brings us closer to t f anyway. Hence a further ingredient in our algorithm is that it only expands the FSP projection if the previous time step has been halved, i.e., if the previous step did not initially satisfy (4.4). The projection is expanded in level sets of reachability [25] , by 10 steps at a time, and is initialized to a minimum size of 2500, although these parameters can be adjusted to suit the problem. Numerical experiments indicate that doubling the size of the projection at each expansion is another effective strategy.
The original FSP algorithm always expands the projection and gives equal importance to all states, even though some regions may no longer contribute much to the total probability of lying inside the projection. This leads to the next improvement.
Inexact matrix-vector product.
In some ways, an implementation of the original FSP algorithm that used a Krylov subspace projection for the computation of the exponential could be thought of as using an inexact matrix-vector product [4, 32] , since a truncated approximation A k is used instead of the full operator A. In biological applications, however, the norm of the difference between the approximation and the true operator may be arbitrarily large, depending on the model. Despite this, the approximation performs quite well, as certified by the FSP approximation [25, Theorem 2.2] and experimental evidence. The reason why it works so well is because it captures the support of the distribution. Taking this idea one step further it is natural to track the support even more closely, forming a nested projection at each stage. This nested projection is used to define another submatrixÂ k within A k (the matrix that would normally be used at the kth step) with rows and columns indexed by the states of the nested projection. This second-level submatrixÂ k is then used to form the approximation (4.3); i.e., it is the matrix effectively used in the matrixvector products required by the Arnoldi process. Since the support is captured, the inexact matrix-vector product may be quite a good approximation, at least for the first few applications of the operator (i.e., at the beginning of the Arnoldi process). It is seen in [4] that good results may be obtained from Krylov methods using inexact Downloaded 10/28/15 to 130.102.158.18. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php matrix-vector products, especially if the first few applications of the operator were relatively faithful.
Overall, therefore, our proposed Krylov FSP algorithm simultaneously keeps track of a pair of projections, X k andX k , with one nested inside the other:X k ⊆ X k . The larger projection, X k , grows monotonically and represents the original FSP projection that would be required if the current time were to be the final time. Inside this is a second projection,X k , essentially capturing a suitably large proportion of the support of the probability distribution at that instant. This latter projection need not grow monotonically; indeed it may also shrink, as seen in section 5.5. The smaller this nested projection, the smaller the corresponding submatrixÂ k , making our algorithm highly efficient in such circumstances.
The nested projection is obtained by sorting the solution at the present step in decreasing order and selecting the states of highest probabilities. The underlying idea is that states whose probabilities quickly sum to one are the most relevant. A partial, heuristic sort is acceptable for the purposes here, and so the sort routine is not nearly as expensive as, say, a full sort implemented via quick-sort or other well-known methods. In general, the selection at each time step can be guided by the distribution at the previous time step as well as the natural geometry and reachability of the model. We select the first componentsp k (t k ) that satisfŷ where we have introduced the functionf , which has all the same properties as f , together with the additional constraint thatf (t k ) ≤ f (t k ). Owing to (4.4), the above criteria ensures that Γ k ≥Γ k . In this paper we use the prototype strategy that
, but another good choice would bef (t k ) ≡ f (t k ).
Numerical results.
In this section we report the results of comparisons between the new methods presented in this paper with the SSA and leap methods, based on their application to five biological models that have been used as test problems. First, we make some general remarks about the way the numerical experiments were conducted and then treat each model separately.
All numerical experiments used FORTRAN with the Intel "ifort" compiler and were conducted on an SGI Altix with 64 Itanium 2 CPUs and 120 GB of memory running the Linux operating system. However, only a single processor was used. Unless otherwise stated, the CME-solver used Expokit and FSP tolerances of 10 −8 and 10 −6 , respectively.
5.1.
Comparison of the SSA and the CME for estimating means and variances. In this section we make some remarks on how we compare the results of the various numerical methods for the purpose of computing means and variances. One approach is based on using a CME-solver, while the other is based on repeating the SSA. One advantage of the CME-solver is that it comes with a certificate of accuracy. On the other hand, sampling with the SSA allows a confidence interval to be computed, which at a 95% level provides quite a reasonable bound on the error. When the number of samples is large, as in the examples in this paper, this interval can be computed easily with the well-known formula μ ± 1.96
by using the sample mean and sample variance. We note that other numerical methods for computing moments of the solution to the CME have also been suggested, such as in [16, 22, 37, 12] , although these are not based on the Krylov methods used here.
Computation of the mean and variance.
Let V denote the estimate to the solution of the CME obtained by performing n simulations with the SSA. The mean of the final states can then be computed, in a componentwise sense, as
, where F denotes the set of final states and x j (t f ) denotes the final state in the jth simulation. Alternatively, the mean may be computed from just one run of a CME-solver. Let the result of the CMEsolver be denoted by W . Thus the mean is computed as μ W ≡ x∈F xW (x), where this time F denotes the set of final states in the FSP projection. The corresponding vectors of variances σ 2 V and σ 2 W are computed in a similar way. Note that computing the means and variances in either of these two ways gives the same result as computing the marginal distribution for each species and computing the mean and variance of each of these resulting one-dimensional distributions.
The two approaches are now compared on a test suite of five models, as described below. In order to compare their accuracy we would usually compare them both with the true solution. However, in some cases the true solution may not be known. In this case the two approximate solutions can be compared, and a result about the accuracy of the FSP can be used. Recall that, in the componentwise sense, the FSP approximation [25, Theorem 2.2] is a lower bound on the true solution to within a prescribed tolerance; i.e., for each state x, p(x) ∈ [W (x), W (x) + ]. Hence, if the result obtained from repeating the SSA is less than that obtained by the CMEsolver, then the former is less accurate. Alternatively if the result obtained from the SSA is larger than that obtained via the CME-solver by more than twice the Downloaded 10/28/15 to 130.102.158.18. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php tolerance, then again it is known to be less accurate; i.e., the SSA is less accurate when V (x) < W (x) or when V (x) > W (x) + 2 . In between these two cases, i.e., when V (x) ∈ [W (x), W (x) + 2 ], no conclusion can be drawn about the relative accuracy of the two approaches-in order to compare them, either the true solution is required, or the FSP approach would need to be repeated with a stricter tolerance. Another reasonable approach would be to run the SSA many more times and observe the trend in the estimates obtained.
The previous remarks apply to comparisons, in a componentwise sense, between the vectors representing the solution to the CME. In order to compare the means and variances, which are then derived from these distributions, there are additional considerations. What follows is an approach based on the accuracy certificate of the FSP algorithm. Again, all equations hold in the componentwise sense, and the maximum is taken componentwise too. Let μ T denote the vector of means of the true solution p and compute
This bound may be improved slightly, a posteriori, by replacing the tolerance with 1 − 1l T W . Even this is likely to be far too pessimistic, and numerical experiments indicate the algorithm is generally much more accurate than indicated by this bound. Hence if μ V < μ W , then it is immediately known that the mean obtained via the CME-solver is more accurate (since the FSP approximation is a lower bound on the true solution [25, Theorem 2.2]). Likewise if μ V > μ W + 4 (max x∈Ω {x}), then again it is immediately known that the CME-solver is the more accurate method.
The presence of the maximum in the above formula reminds us to bear in mind the extra considerations of infinite models, for which the above formula does not apply. For example, if the population of a particular species is unbounded, then it is possible that the moments are not finite. As before we argue that, in the context of biological applications, physically reasonable models should be bounded. Figure 5 .1 provides a concise visual summary of the results. For each model, the plot shows the change in the 2-norm of the difference between the vector of means obtained by the CME-solver (using a fixed time), and the corresponding vector of means obtained by repeating the SSA, for various runtimes. The results of a similar comparison for the variances are also plotted. As the number of simulations is increased (so that the SSA-based approach uses a larger runtime than the CMEsolver), the estimates of the SSA converge to values much closer to those of the approximation of the CME-solver. Thus, the CME approach is more computationally efficient.
Schlögl reactions.
The so-called Schlögl reactions [16] are a well-known example of a chemical system with a bimodal distribution. The four reactions are described in Table 5 .1.
The Schlögl reactions were used to demonstrate work on τ -Leap methods in [28] , where it was noted that estimates of the mean and variance alone do not give sufficient insight into the behavior of the system since the CME solution is bimodal; with this in mind, the authors give an approximation to the CME solution obtained by repeating the SSA roughly one million times [28, Figure 5 .8]. This motivates the demonstration of the fact that, unsurprisingly, the direct CME approach can also be more efficient Downloaded 10/28/15 to 130.102.158.18. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php [16, p. 520] . In these experiments the parameters were chosen to match [28] [28] and [16] , the "B" species are buffered and assumed constant so that the system may be regarded as effectively one-dimensional.
for computing the CME solution. Although it was previously felt that the associated CME would not be tractable numerically because the state space is infinite (see the section beginning on [16, p. 520]), the CME has in fact recently been solved [23] , which is an example of the utility of the Krylov FSP methods. In a numerical experiment one million SSA runs took between 2 to 3 hours of computer runtime; by contrast, solving the CME directly takes only a few seconds. The results of using each method for the same runtime of about 3 seconds are presented in Figure 5 .2. The figure indicates that a projection size of only about 800 is sufficient to capture the bimodal behavior with reasonable accuracy. From these results, we find that ||V − W || is approximately 0.9, 0.05, and 0.009 in the 1-norm, 2-norm, and ∞-norm, respectively. Although the true solution is not available, this discrepancy is larger than the tolerance of the CME-solver. Using the CME-solver, the results for the mean and variance, at [28] . Left: Result of 3 seconds of computer runtime with the CME-solver. Middle: Estimate after the same runtime with the SSA ( 316 simulations). Right: Differences between the two solutions. The CME-solver can be deduced to be more accurate for those points below zero or above 2 × 10 −6 . t f = 4, are 310 and 46660, respectively. Using the SSA, the results are 317 (±24, for a 95% confidence interval, as described in section 5.1) and 48049, respectively. Repeating the SSA many more times (and thus allowing it a much greater runtime), the estimates converge to values much closer to those obtained via the CME-solver. This can be seen in Figure 5 .1.
Stochastic models of receptor oligomerization.
This model is given a more detailed treatment in section 7. It was described recently in [1] , where it was used to model receptor oligomerization on a cell surface, and consists of three chemical species and four reactions, which are summarized in Table 5 .2. The species are denoted by the letters "U ," "B," and "X" and correspond to an unbound receptor, a bound receptor, and an oligomer of receptors and ligand, respectively. The CME-solver took 3.4 seconds, while for the same runtime 750 simulations with the SSA were performed giving the following results: Performing an analysis similar to section 5.2 confirms that the CME-based approach is more accurate.
The decaying-dimerizing system.
The original model used to demonstrate the τ -Leap procedure is taken from [17] , where it is given the name of "decayingdimerizing reaction set," with three species, labeled S 1 , S 2 , and S 3 , and four reaction channels, as described in Table 5 
vectors of 1.2606 and 1.2312, respectively. Using the SSA for the same runtime allows 980,800 simulations, and the third component of the mean and variance are estimated to be 1.2604 (±0.0022, for a 95% confidence interval, as described in section 5.1) and 1.2294, respectively. In both cases, the first two components of these vectors are so small in magnitude that we may effectively regard them as zero. Performing an analysis similar to section 5.2 confirms that the CME-based approach is more accurate. The model was found suitable for an application of the inexact Krylov method, and this resulted in about a 20% reduction in runtime, while maintaining quite a good certified accuracy of 10 −5 for the FSP tolerance. For this example, the size of the projection is initialized to be about 2,500, but this quickly expands to be the full reachable state space of size 348,551 (by t ≈ 3). After an initial transient, however, most of the support is concentrated in a much smaller region. In the implementation used for this paper the nested projection is, by default, initialized to have a minimum size of 2000. We observed in this example that the inexact matrix-vector product used a nested projection of the default minimum size of 2000 for all of the integration beyond t ≈ 7. This is closely related to the structure of the Markov model, which includes multiple absorbing states, corresponding to situations where only species S 3 remains. The parameter defining the default minimum size of the nested projection can be changed to suit the problem, and further numerical experiments indicate that the nested projection could be allowed to be even smaller for this example; indeed if this is done, then the nested projection even shrinks in size during the course of the computation. [36] as a stochastic model of the gene toggle, which has two chemical species, denoted by u and v, and four chemical reactions, with modified propensity functions as shown in Table 5 .4. It is given a more detailed treatment in section 8. 
Stochastic model of the gene toggle. This was described recently in
This model was investigated with initial state [30, 10] T , final time t f = 1000, and remaining parameters scale = 10 and s = 0.1. Using the CME-solver for a runtime These are the values that were used to produce Figure 5 .1. The projection size used for the Krylov FSP computation was of the order of 10,000. Further numerical experiments, with the larger parameter value scale = 100, involve a projection of size well over 100,000, and although this increases the computational requirements for both the SSA and the CME-solver, a comparison shows a similar trend to Figure 5 .1.
Goutsias model of regulated transcription.
This model is taken from [19] , and it represents a simplified component of the λ-phage virus and is used to demonstrate novel numerical methods for simulation. It is described in Table 5 .5 and has 10 chemical reactions with six species. Note that this model is larger than the previous models. This makes it more challenging for the CME-solver. This model is larger than the others and is not as suitable for an application of the inexact Krylov version of the CME-solver since the distribution tends to gradually spread to include a very large support. Using the CME-solver for a runtime of less than 1 second, with an FSP tolerance of 10 −5 and a projection size of approximately 10,000, and using the SSA for a slightly longer runtime of approximately 1.4 seconds, which allows 10,000 simulations, gives Performing an analysis similar to section 5.2 confirms that the CME-based approach is more accurate.
The above results show that for small values of t f the CME-solver provides a more computationally efficient approach, but for much larger values, we are already seeing Downloaded 10/28/15 to 130.102.158.18. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the effects of the curse of dimensionality creeping in, and it must be acknowledged that this is one of the limitations of the CME approach. In the case of t f = 100, t f = 200, and t f = 300 the size of the projection grew to over 200,000, 2 million, and 10 million, respectively, and the solution took about 25 seconds, 56 minutes, and 10 hours to compute. In each of these cases a plot similar to Figure 5 .1 shows a similar trend, but the comparison with the SSA gradually becomes less favorable for larger t f . Observe that this larger model provides a good example of where the original FSP approach [25] probably would not work, since it involves such large matrices.
Comparison with the (Poisson) τ -Leap method.
In this subsection we report on the results of applying the τ -Leap method, as described in [17] , to two of the previous models: the Schlögl reactions and the model on which the τ -Leap method was originally demonstrated. This allows the comparison of the new methods with the τ -Leap method too. For these experiments, the implementation of the τ -Leap method carefully follows the recipe in [17] , which uses = 0.03 for the control parameter. However, as shown in Figure 5 .3, this gave poor results for the Schlögl reactions so that the control parameter had to be significantly reduced, giving much stricter control on the step size. This example highlights the sensitivity of the τ -Leap method to the choice of the control parameter and that there are some subtleties to this choice when trying to appropriately capture the dynamics of the system as discussed in [28, 29, 34] . [28] . Left: = 10 −2 . 341,000 simulations; misses the bimodal behavior. Middle: = 10 −3 . 73,300 simulations; detects the bimodal behavior, although the second peak is still much too small. Right: = 10 −5 . 14,000 simulations; slower than SSA.
We now report the results of applying the τ -Leap method to the decayingdimerizing reaction set. After 1,000,000 simulations the τ -Leap method produces 1.2759 and 1.2490 for the mean and variance, respectively. These results may be compared to those obtained by the CME-solver in section 5.5, since they took approximately the same runtime. We can compare the accuracy of the two methods by comparing them both to the result obtained after 2,000,000 simulations with the SSA, which gives 1.2611 and 1.2321. Alternatively, since it is known that the species S 3 is bounded in number by 100, we can also apply the bound derived in section 5.2: 0.015 0.0004 = 4 × 10 −6 × 100. Thus for these modest-sized examples, it seems that the CME-solver is more computationally efficient and more accurate than the τ -Leap method in computing means and variances. This is not surprising since the probability mass function associated with the τ -Leap method will not in general be the same as that associated with the CME so that the results are converging to the mean and variance of some slightly different distribution. We now turn our attention to developing a method Downloaded 10/28/15 to 130.102.158.18. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php of simulation that is capable of incorporating the extra information provided by a CME-solver.
The FSP-Leap method.
We now describe what will be called the FSP-Leap method, a novel leap algorithm that is outlined in Algorithm 3. Beginning with some initial state, a variation of the Krylov FSP is used to obtain a solution to the CME after a time step τ , and then a new state is chosen by sampling from the resultant distribution. The process is then repeated until the desired final time point is reached. The procedure is thus named because a modified FSP algorithm, as described in [6] , is used for the CME-solver at each step, and note that the step size is adaptive and automatic. Each leap would, of course, be subject to the accuracy of the Krylov FSP solver so that, as usual, a desired global tolerance may be achieved by controlling the local tolerances.
Algorithm 3: The "KrylovFSP2" subroutine is a slight variation of the KrylovFSP described in Algorithm 2. The main difference is that it now takes a tentative final time τ and is able to return early, and return a correspondingly smaller value of τ , in the event that the size of the projection becomes too large: for this implementation a default maximum size of one million was used. The other difference is that for clarity of presentation we have suppressed the remaining parameters, such as m, the dimension of the Krylov subspace.
Comparison of the SSA and FSP-Leap method.
For the purpose of comparison the FSP-Leap method was applied to the decaying-dimerizing model and the stochastic model of receptor oligomerization. The SSA was significantly faster on these examples, and so this identifies one of the limitations of the approach. While the runtimes of both the SSA and the FSP-Leap methods are random variables, the FSPLeap method is based around a deterministic algorithm, and in general which of these two algorithms is faster will depend on the magnitude of the propensity functions, the required accuracy, and the dimension of the problem.
Despite the above limitation, the FSP-Leap has the advantage of being able to detect when the system has settled down to equilibrium, a point that will be explained in section 7. Furthermore, a hybrid method that incorporates both the SSA and the FSP-Leap has also been implemented. This is similar to the leap algorithm just described, except that at each leap it can choose to use either the SSA or the FSPLeap method. As a prototype strategy for choosing which method to employ at each step, we simply alternate between them. Specifically, we begin with the FSP-Leap and, as usual, continue while the size of the projection in the embedded CME-solver is not too large: for this implementation a default maximum size of one million was used. If this is exceeded, we switch to the SSA, for a default time interval of max{10, t f − t}, Downloaded 10/28/15 to 130.102.158.18. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php before switching back to the FSP-Leap. We remark that since the new method is able to detect when the system settles down to equilibrium, it can, from that point on, merely repeatedly sample from the equilibrium distribution that it has already computed. This is not strictly the same as a sample path generated via the SSA, but it does give an approximation to a sample path generated by a leap method, and the FSP-Leap would generally be faster than the SSA or leap methods, from this point onwards. The new FSP-Leap method has a second advantage over existing leap methods: it can assign a probability to the path that it generates, together with a certificate of accuracy, a point that will be demonstrated in section 8. A third advantage of the FSP-Leap method is that it is robust, whereas unless great care is taken, existing methods can lead to negative population numbers. In particular FSPLeap does not depend on the "Leap condition" [17] , whereas other Leap methods, including a Langevin approximation, do.
7.
Using the CME to investigate receptor oligomerization. In this section we revisit the stochastic model of section 5.4 , that appeared recently in [1] , with the new CME-based methods. Although there are three species so that with a bound of, say, K molecules for each species, a naïve upper bound on the size of the state space is K 3 , in fact the conservation law U + B + 2X = K-where K ≡ U 0 + B 0 + 2X 0 is a constant defined by the initial state-is a constraint that reduces the size of the state space to precisely 2 otherwise.
Detecting when the stationary distribution is reached.
The Krylov methods employed in this paper have the advantage of allowing us to detect equilibrium at no extra cost, during the Arnoldi process when an invariant subspace is found, a situation that is commonly referred to as "happy breakdown" [30] . T and t f ≈ 1,000,000. It is found here that the system settles down to equilibrium, to within a prescribed tolerance, after only a very short time (of the order of t ≈ 10). With this initial state, the reachable state space is of size 676 = 1 4 (50 + 2) 2 (computed from the formula above), and the norm of the corresponding matrix is ||A|| 2 ≈ 6.7786 × 10 4 . With break tolerances of 10 −7 and 10 −8 , equilibrium is reached at t ≈ 10 and t ≈ 16, respectively. We remark that the same methods described here detect that the decaying-dimerizing model also reaches equilibrium relatively quickly (at t ≈ 60), but this data is not shown.
The previous results for equilibrium detection are based on using the CME-solver. However, both the FSP-Leap method and the hybrid method can also be used. When trying to detect equilibrium, the longer the leap, the greater the chance of detection, but this also increases the reliance on the underlying CME-solver and hence the computational complexity. Thus there is a trade-off between taking a longer leap in order to detect equilibrium or taking more, smaller, steps to progress further through the simulation.
Analytic solution for the stationary distribution.
By making the ansatz that this model satisfies the special criteria of detailed balance [37] , an analytic formula for the stationary distribution may be obtained for the model in section 5.4. In this analysis we allow the possibility that A x depends on X, although this is more general than the original model. The equilibrium solution has the following simple form (up to a constant of normalization): Since the previous results showed that the system had settled down to equilibrium well before t f = 70, it is legitimate to compare these results with those from the CME-solver and the SSA obtained in section 5.4.
8.
Using the CME to investigate switching: The genetic toggle. An important property of GRNs, which has attracted much attention in the field of systems biology recently, is the potential for switching behaviors in response to various environmental stimuli. Notable examples of this are the studies of the genetic toggle [14] and the λ-phage virus [2, 35] life cycle. In this section the toggle model of Tian and Burrage [36] is revisited from the perspective of the novel methods presented in this paper. With parameters and initial state as in section 5.6, the toggle reaches equilibrium at t ≈ 25,000, with a break tolerance of 10 −7 . Another advantage of using a CME-solver for this model is that the percentage of cells that undergo switching may be computed quite efficiently via the CME.
In [36] , switching is deemed to occur if, in the final state, v > u. The switching percentage thus corresponds to the sum of the probability mass concentrated in such states, and this is how the CME-solver can estimate the percentage so accurately. With the same parameters as in section 5.6, using the CME-solver for a runtime of 13 seconds gives the approximation: 47.6%. For the same runtime, with 325 simulations, the SSA gives the estimate: 48.6%. With 100,000 simulations (but now using a much larger runtime of 3973 seconds) the SSA gives the estimate of 47.8%, which is closer to the estimate of the CME-solver. Numerical results for other parameter ranges can be seen in the figures in this section, which record the switching percentage next to the parameter s that was used.
The original model in [36] sets the parameter scale = 500, but here we consider a scaled version of this model with the parameter scale = 10. It is observed that the scaled model exhibits behavior that is qualitatively similar to the original model, and that the mean of the peaks in the (bimodal) solution to the CME depends smoothly on the parameter scale, while the relative share of the total probability mass of each peak depends smoothly on the parameter s. This scaling property and smooth dependence on the parameters are shown in Figures 8.1, 8.2, 8.3 , and 8.4. Since the CME solution appears to depend so smoothly on both of these parameters, one can imagine solving a small-scale version and then extrapolating to obtain a solution for the fullscale model. This may provide a way to cope with some high-dimensional models. The following discussion gives some insight into this scaling property and provides a plausible argument for its use numerically. Consider the ODE model corresponding to the gene toggle: 
where, in the analogous way,
. Here we consider the special case that scale ≡ K 1 = K 2 , as in [36] . If one were working with ODEs, then the behavior of the scaled model would be equivalent to the original, giving some motivation for considering this approach. Here we are not working with ODEs but instead within a discrete and stochastic modeling framework, and the scaled models do not give exactly the same results. This is an example of the importance of considering a discrete and stochastic framework when modeling chemical kinetics. However, as shown in Figures 8.1-8.4 , the scaled models do show a strong correspondence, and in particular it appears that the main difference is the range of the parameter s over which the model exhibits switching.
In order to provide some physical motivation for the following discussion, suppose that, after performing a simulation using a leap method, an experimentalist is then interested in the likelihood of observing measurements that match the simulation, for the purpose of parameter estimation. As mentioned in section 6.1, the FSPLeap method computes the probability of observing a sample of the SSA that is consistent with the information recorded by the FSP-Leap method. To demonstrate this, the FSP-Leap method has been applied to the genetic toggle, and the results are presented in Figure 8 .5. As well as recording the states, which appear as asterisks in the figure, at the end of each leap, the plots record nearby states too, which appear as bands in the figure. The sum of the probability mass concentrated in the states of each band is 20%, according to the CME solution obtained at the end of the leap interval. The plot on the left has the following interpretation: given that the system is in the state sampled at the end of the last interval (asterisk), then about 20% of simulations will end up in the band of states at the end of the next interval. The figure shows that the size of the bands becomes smaller as time progresses. It appears that at the beginning of the simulation there is a relatively higher degree of entropy in the system (the toggle could go either way), but later, as the toggle settles into one of its stable configurations, the system is more predictable. In order to generate the plot on the right a slight modification of Algorithm 3 was made. Instead of beginning each new leap with a single state, the embedded CME-solver is given the distribution corresponding to the states in the selected band (i.e., states not in the band have their corresponding component of the distribution set to zero, and then what is left is normalized). The bands spread more significantly for this plot but allow the computation of the probability of observing a path that is consistent with the plot, which is approximately (20%) 4 = 0.16%.
9.
Conclusions. The CME-solver and FSP-Leap methods provide complementary approaches to existing simulation methods such as the SSA and leap methods. The new methods bring benefits in the form of extra information or, in some cases, a more efficient method of obtaining the same information. In particular it has been demonstrated that statistics such as the mean and variance may, in some cases, be computed more efficiently and that the detection of when the system has settled down to equilibrium is possible. Additionally the CME approach can more efficiently compute the percentage of cells that undergo switching, in the example of the gene toggle. It also more efficiently estimates the solution to the CME in the example of the Schlögl reactions. However, it must be acknowledged that there are some limitations to a CME-based approach, due to the high-dimensional nature of the problems being considered, and truly scalable methods require further research. For example, applying a CME-solver to the full-scale model of the gene toggle with large time parameters, or to the decaying-dimerizing system with very large molecular populations, remain challenging problems. Some significant progress has been made, though, and this paper has presented solutions to some problems that were previously felt to be Downloaded 10/28/15 to 130.102.158.18. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php out of reach. Furthermore, there have recently been many advances in methods for approximating the CME, such as the QSSA [20, 19] and dimensionality reduction [22, 27] , and these methods could be incorporated into the techniques described here via the embedded CME-solver. This paper has also demonstrated that extra information from the CME can be incorporated into simulation algorithms, and that this can always be done in a way that does not significantly impair their efficiency, via the FSP-Leap and hybrid methods.
