A new method to quantify changes in El Niño/Southern Oscillation (ENSO) variability is presented, using the overlap between probability distributions of the wavelet spectrum as measured by the 'wavelet probability index' (WPI). Examples are provided using long integrations of two coupled climate models (CCSM3.5 and CM2.1); when subsets of NINO3.4 time series are compared, the width of the confidence interval on WPI has an exponential dependence on the length of the subset used, with a statistically identical slope for both models. This relation may be used to calculate the necessary run length for a given accuracy 
Introduction
Predicting changes to the El Niño/Southern Oscillation (ENSO) has important societal implications, including drought management in the American Southwest (Seager 2007; Trenberth et al. 1998; Ropelewski and Halpert 1996) . However, accurate prediction is limited by the short extent of observations in the tropical Pacific (Guilyardi et al. 2009 ); both modeling (Wittenberg 2009 ) and observational (Meinen and McPhaden 2000; McPhaden 1999; Zhang and McPhaden 1995) studies agree that modulations in ENSO dynamics occur on long timescales, meaning that longer records are necessary to capture the full behavior of the system.Paleoproxies are often used to extend the temporal baseline, but their use may be complicated by observational effects (McGregor and Gagan 2004; Brown et al. 2008) .
Long coupled climate model integrations are presently one of the few remaining options for studying long-term ENSO variability. Coupled models suffer from some biases (Capotondi et al. 2006) , but the present generation of coupled models shows increased accuracy. In particular, the updated version of NCAR's Community Climate System Model (hereafter CCSM3.5) (Neale et al. 2008 ) is much improved relative to the IPCC AR4-class climate models at both fine and coarse resolutions (Jochum et al. 2009a) ; the T31x3 CCSM3.5 is therefore relatively inexpensive while still as accurate as any present model. This paper uses long integrations of the T31x3 CCSM3.5 to illustrate a new, waveletbased probabilistic model validation method, capable of dealing with skewed and temporally variable distributions and useful both for ENSO and for other climate indices. Traditional tests (χ 2 or Kolmogorov-Smirnov) are not suitable for non-Gaussian distributions; however, wavelet probability analysis can provide quantitative statistical measures even for highly nonnormal distributions of spectral power. This method is extremely versatile: it may be used to predict the necessary length for a model run (Section a), to quantify agreement between a model and observations (Section b), or to examine the relative performance of multiple models compared to observations (Section c).
Wavelet Probability Analysis
This method relies on the probability distribution function (PDF) of wavelet power.
Here, NINO3.4 SST from a 1200-year integration of the CCSM3.5, hereafter 'CCSMcontrol', forms the primary dataset. CCSMcontrol is configured as in (Jochum et al. 2009b ) and validated against the monthly gridded SST product of Large and Yeager (2004) (hereafter the CORE hindcast), covering the period from 1949-2003 and chosen for convenience; other data products can easily be used as well. Figure 1 shows the PDF of wavelet power, generated using the wavelet toolkit of Torrence and Compo (1998). The CORE hindcast lies close to the median for the model run: the model and data compare well. Some offsets do remain at long periods, most likely due to errors in CCSM3.5's representation of ENSO or other decadal variability (i.e. the Pacific Decadal Oscillation) but with some potential contribution from undersampling the true range of ENSO dynamics. Wavelet probability analysis allows us to distinguish data/model offsets from what would be expected due to natural variability.
Let f 1 (σ, ν) and f 2 (σ, ν) be two PDFs of wavelet power σ at frequency ν. Then the joint PDF F (σ, ν) is the probability that a given level of wavelet power is observed in both datasets at frequency ν, and the integral of F (σ, ν) is the overlap between the two. We refer to the latter quantity as the wavelet probability index, or WPI 1 :
assuming that the two wavelet PDFs f 1 and f 2 are independent. By definition, WPI lies between 0 and 1, and measures statistical agreement between time series. WPI can be used to measure internal variability ("self-overlap"; Section a), or to quantify agreement between records: for example, model simulations, or a model vs. data (Sections b and c).
The choice of wavelet basis has a minor effect on the results; here, we use the Mexican hat, or 'derivative of Gaussian', wavelet, of degree 2 (Daubechies 1990 ):
where η is the nondimensionalized time parameter. We note that the known bias in the wavelet spectrum (Liu et al. 2007) does not affect the results of later tests.
The relevant steps for this analysis are as follows:
i. Choose the two time series to compare (e.g., subsets of a model vs. entire run, subsets of a model vs. data).
ii. Create a time series for the region of interest.
iii. Perform a wavelet analysis on the two time series.
iv. Compute the probability distribution function of the wavelet power, for all time series of interest. Tables 2 and 3 may be used where subsampling is impractical (i.e. for short data records).
Steps 1-6 yield a quantitative measure of spectral agreement between time series, accompanied by well-defined significance levels. In this sense, the wavelet probability method is a natural extension of the qualitative estimates of model/observed ENSO agreement of Neale et al. (2008) .
Three examples of using wavelet probability analysis are presented here using the NINO3. 
a. Self-Overlap
Measuring the WPI range between subsamples of a time series yields the expected degree of self-agreement as a function of time series length, which allows a prediction of the length needed for a given level of accuracy. The 90% confidence interval is then the distance between the 5th and 95th percentiles of the resulting WPI distribution (shown for CCSMcontrol in Figure 2 , upper left).
Subintervals of a time series are by definition drawn from the same distribution. Therefore, the upper limit of the WPI distribution should approach 1 for long subintervals, a behavior which is indeed observed in Figure 2 . It is also found that the width of the confidence interval on WPI (W im ) and the model subinterval length L are exponentially related (Figure 2 , upper right-hand panel):
This relation holds across climate models, as demonstrated using a 2000-year integration of the GFDL CM2.1, a fully coupled GCM similar to CCSMcontrol but with higher resolution and different physics Wittenberg 2009 ). Due to internal model physics, the intercept β 0 is itself a function of run length; however, the slope of Equation 3 is statistically indistinguishable between CCSM3.5 and GFDL CM2.1. Equation 3 may be used to predict the necessary run time for a given coupled model, for any desired level of self-agreement. For example, to sample 90% of the true ENSO variability, find the value of L in Equation 3 where W im = 0.1 (ln W im = −2.3). This is roughly 250 years for both models, indicating that 250 years is a good baseline for long simulations. As a rule of thumb, if the self-overlap WPI distribution is too wide relative to Table 2 by a factor of 2, then the model must run an additional 80 years.
Typical WPI ranges are given in Table 2 Table 2 , will change if a different index is used.) β 1 from Table 1 can also yield the self-overlap confidence interval for any arbitrary model length, given β 0 from a shorter, calibration run. New versions of coupled climate models (for example, those currently in development for the IPCC AR5 report) can thus be validated against long integrations according to their WPI distributions; using hypothesis testing to find more precise significance levels is discussed in Section c.
b. Validation Against Data
Estimating the expected agreement between distinct time series (for example, a model and observations) as a function of their lengths is another use of wavelet probability analysis, which helps prevent 'overtuning' models to a short observational record. The method follows Section a, except that now the WPI values are derived from the entirety of the CORE hindcast to subintervals of various lengths taken from the model integrations. offsets, a result which will be made more precise in the next section. In general, rather than tuning as closely as possible to observations, tuning the model to lie inside of the range of acceptable agreement (Table 3 ) may be most appropriate.
c. Empirical Hypothesis Testing
The power of this method is the ability to specify the significance level at which two time series disagree, which is done through hypothesis testing on WPI distributions (i.e. confidence intervals on the two WPI distributions. If these intervals overlap, the distributions are equivalent; otherwise, they differ.
c(2). To determine the level of confidence one may have in differences between distributions, repeat step c at many values of α.The largest α for which the confidence intervals overlap is then equivalent to the smallest significance level at which the distributions differ. Where α max ≤ 0.1 (1 -α max ≥ 0.9), for example, the null would be rejected at the 90% level. In the limit of identical distributions, α max (minimum significance) approaches 1 (0); when there is no overlap, α max (minimum significance) approaches 0
(1).
The end result of Steps a-c (1) CCSMcontrol at 85% significance throughout the ENSO band. We expect this method to usefully quantify true physical differences between models.
Conclusions
Wavelet probability analysis is a robust method of measuring agreement between one or more data sets. Using the PDF of the NINO3.4 wavelet power, CCSM3.5 is seen to agree well with the ocean hindcast product of Large and Yeager (2004) , lending credence to the use of this model as a baseline for the study of long-term ENSO variability.
Self-agreement depends on the record length; the 90% confidence interval on the selfoverlap WPI distribution narrows exponentially with record length, and in general halves every 80 years. Using a 1,200 year run of the CCSM3.5 and a 2,000 year run of the GFDL CM2.1, statistically identical regressions are found; this property may be exploited to provide the expected level of agreement for a model run of arbitrary length. 250 years is typically sufficient to illustrate 90% of the range of ENSO behavior, and should be viewed as a minimum length for future 'long' baseline simulations.
Tuning shorter model runs is demonstrated using an empirical hypothesis testing procedure on CCSM and CM2.1, using the ocean hindcast of Large and Yeager (2004) as a reference. CCSM is more likely to agree with the instrumental record than the GFDL CM2.1 at short periods; however, CCSM and CM2.1 are consistent at periods longer than 12 years.
Differences between CCSM3.5 and CM2.1 at some frequencies are detectable only for model subintervals longer than 200 years; this is the suggested minimum length for model intercomparison studies. More dramatic changes to model parameters lead to more dramatic inter-model differences, providing evidence that the method is sensitive to the degree of physical changes.
Wavelet probability analysis is a simple but powerful tool which provides robust statistical limits on the expected level of agreement between time series of any length, from any source; this technique should prove to be very useful for the development of future climate models. Table 3 . WPI values for CCSMcontrol model/data calculation at a variety of confidence levels, averaged over the 2-6 year band. . In all panels, confidence levels plotted range from 0 (agreement) to 1 (disagreement).
