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ON INFINITESIMAL DEFORMATIONS AND OBSTRUCTIONS
FOR RATIONAL SURFACE SINGULARITIES
JAN ARTHUR CHRISTOPHERSEN AND TROND STØLEN GUSTAVSEN
Introduction
The purpose of this paper is to prove dimension formulas for T 1 and T 2 for ratio-
nal surface singularities. These modules play an important role in the deformation
theory of isolated singularities in analytic and algebraic geometry. The first may
be identified as the Zariski tangent space of the versal deformation of the singu-
larity; i.e. it is the space of infinitesimal deformations. The second contains the
obstruction space – in all known cases it is the whole obstruction space for rational
surface singularities.
The dimension formulas for T 1X and T
2
X relate these dimensions to similar in-
variants on the blow up, X̂ , of X . An important result of Tjurina, which we state
below (Theorem 1.1), shows that the minimal resolution X˜ may be gotten by a
series of blow-ups. Thus, in principle, the formulas allow one to compute these
dimensions via blowing up. In fact, the nature of the formulas allows one in many
cases to compute these dimensions from the graph.
Computing T 1 and T 2 for rational surface singularities has a history which we
briefly recall. (The terms involved here are explained in Section 1.) Of course for
the rational double points T 2 = 0 and T 1 is easily computed. We will from now on
assume that singularities are not hypersurfaces; i.e. the embedding dimension e is
not 3. In the 80’s much work was done in Hamburg on computing T 1 for quotient
surface singularities, a sub-set of the rationals, and the general form turned out to
be dimT 1X = (e − 4) + dimH
1(X˜,ΘX˜) ([BKR88]). Behnke and Kno¨rrer ([BK87])
where able to prove the same formula for a larger, but still very restricted class
of rational surface singularities. In 1987, J. Arndt and the first author proved
independently that for a cyclic quotient singularity dimT 2X = (e− 2)(e− 4). Later,
using hypersurface sections, Behnke and the first author proved this formula for
rational surface singularities with reduced fundamental cycle and T 2
X̂
= 0 and for
all quotient singularities ([BC91]). Finally, de Jong and van Straten ([dJvS94]), gave
the correct formulas for all rational surface singularities with reduced fundamental
cycle.
Let I be an index set for all singularities Xν (including X itself) that appear
in the process of resolving a rational surface singularity with reduced fundamental
cycle by blowing up points. Let e(ν) be the embedding dimension of Xν and set
I4 = {ν ∈ I : e(ν) ≥ 4}; i.e. the indices of non-hypersurface singularities. What de
Jong and van Straten proved ([dJvS94, Theorem 3.16]) was that
dimT 1X =
∑
ν∈I4
(e(ν) − 4) + dimH1(X˜,ΘX˜)
dimT 2X =
∑
ν∈I4
(e(ν) − 2)(e(ν)− 4) .
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On X̂ we have the groups T 1
X̂
and T 2
X̂
(see Section 1.2). Since rational surface
singularities are absolutely isolated, dim T 1
X̂
=
∑
p∈X̂ dimT
1
X̂,p
+ dimH1(X̂,ΘX̂)
and dimT 2
X̂
=
∑
p∈X̂ dimT
2
X̂,p
. It is well known that for a rational double point
dimT 1X = dimH
1(X˜,ΘX˜). Thus, using the Leray spectral sequence for p : X˜ → X̂
and that p⋆ΘX˜ ≃ ΘX̂ we see that the de Jong–van Straten result is equivalent to
saying that for all rational surface singularities with reduced fundamental cycle
dimT 1X = (e − 4) + dimT
1
X̂
dimT 2X = (e − 2)(e− 4) + dimT
2
X̂
.
The results in this paper originated from a wish to find a direct relationship
between the T i and blowing up for rational singularities. This is described in
Section 1.2. This allows us to compute the T i in terms of the cohomology of
certain sheaves on X̂ . What we get (Theorem 3.13 and Theorem 3.8) is that for all
rational surface singularities (with e ≥ 4)
dimT 1X = (e− 4) + dimT
1
X̂
+ c(X)
dimT 2X = (e− 2)(e − 4) + dimT
2
X̂
+ c(X)
where c(X) is the dimension of the H1 of a certain sheaf (in fact several) on X̂
(Definition 3.7). We give some partial results on c(X) in Section 4, in particular
we show that c(X) = 0 when the fundamental cycle is reduced, reproving the de
Jong–van Straten result.
Acknowledgment. The results in this paper have developed through continuous
discussions with Kurt Behnke, Theo de Jong, Jan Stevens and Duco van Straten.
Jan Stevens pointed out a serious mistake in the first version of this paper. We are
grateful to Olav Arnfinn Laudal for patiently answering questions and explaining
the cohomology theory involved and to Kristian Ranestad for helping us out with
the geometry.
1. Preliminaries
1.1. Results on rational singularities. The singularities we study are algebraic
over C, i.e. of the form X = SpecA where A = P/I and P is a regular local C
algebra essentially of finite type. A normal surface singularity X with minimal
resolution f : X˜ → X is rational if H1(X˜,OX˜) = 0 ([Art66]). The exceptional
divisor E ⊂ X˜ is a union of irreducible components Ei ≃ P
1. There is a fundamental
cycle Z, supported on E, defined by mOX˜ . Here m is the maximal ideal in OX .
This divisor may be constructed as the unique smallest positive divisor Z =
∑
riEi
satisfying Z · Ei ≤ 0 for all irreducible components Ei. The embedding dimension
of X , e = dimC m/m
2, equals −Z2 + 1 and the multiplicity m(X) = e− 1 = −Z2.
There are three theorems on rational surface singularities which are essential for
our results. We collect them and partially rephrase them here. The first is a result
from [Tju68] which shows how the blow up X̂ may be obtained from X˜.
Theorem 1.1 (Tjurina). If X is a rational surface singularity, then the blow up
of X is isomorphic to the surface obtained from X˜ by contracting all components
Ei with Z ·Ei = 0.
In [Wah77] we find the basic algebraic property of rational surface singularities
that we will need.
Theorem 1.2 (Wahl). Let A = P/I be the local ring of a rational surface singu-
larity, where P is a regular local algebra of dimension e over an algebraically closed
INFINITESIMAL DEFORMATIONS AND OBSTRUCTIONS 3
field k. Let P¯ and A¯ be the associated graded rings with respect to the maximal
ideal. Then there exist minimal projective resolutions:
0 −→ P be−2
φe−2
−−−→ . . . −→ P b2
φ2
−→ P b1
φ1
−→ P −→ A −→ 0 ,
0 −→ P¯ be−2
φ¯e−2
−−−→ . . . −→ P¯ b2
φ¯2
−→ P¯ b1
φ¯1
−→ P¯ −→ A¯ −→ 0 ,
so that
(i) the second resolution is the associated graded complex attached to the first;
(ii) φ¯i is homogeneous, of degree 1 (i > 1) or 2 (i = 1);
(iii) bi = i
(
e−1
i+1
)
.
Actually we will only need part (i) and (ii) for i = 1, 2, 3. These imply that the
ring of a rational surface singularity is something we call a QL ring (see Section 2.2),
making it easy to compare the equations and relations defining the blow up locally
with those of X .
The only result from previous work on T 2 we need is about the module struc-
ture. This is [BC91, Theorem 5.1.1 (1)], but the statement in that paper about
annihilators of T 2 is incorrect. What actually is proven is
Theorem 1.3 (Behnke–Christophersen). If X is a rational surface singularity with
e ≥ 4 and x ∈ m \ m2 is generic (i.e. projects onto a general element of m/m2),
then dimT 2X/mT
2
X = (e− 2)(e− 4) and xT
2
X = mT
2
X.
In other words dim T 2X/xT
2
X = (e − 2)(e − 4). This will be important in Sec-
tion 3.2.
1.2. Cotangent cohomology. We review some properties of the cotangent com-
plex. For our later use it is enough to assume that we have a noetherian ring S and
an S algebra A of essentially finite type. There exists a complex of free A modules;
the cotangent complex L
A/S
· . See [And74, p. 34] for a definition. For an A module
M we get the cotangent cohomology modules T i(A/S;M) := Hi(HomA(L
A/S
· ,M)).
If S is the ground field we abbreviate T i(A/S;M) =: T iA(M) and T
i
A(A) =: T
i
A =:
T iX if X = SpecA.
The first three modules are important in deformation theory and we could have
given an ad hoc definition as follows. Let P be a polynomial S algebra (or the
localization of such an algebra) mapping onto A so that A ≃ P/I for an ideal I.
Let
0→ R→ F
j
→ P → A→ 0
be an exact sequence presenting A as a P module with F ≃ Pm free. We have
T 0(A/S;M) = DerS(A,M), the module of S derivations into M . The cokernel of
the natural map DerS(P,M)→ HomA(I/I
2,M) is T 1(A/S;M). Let R0 be the sub-
module of R generated by the trivial relations; i.e. those of the form j(x) y− j(y)x.
Then R/R0 is an A module and we have an induced map HomA(F/R0⊗P A,M)→
HomA(R/R0,M). The cokernel is T
2(A/S;M). Notice that HomA(F/R0⊗P A,M)
is just the sum of m copies of M and the map is
(α1, . . . , αm) 7→ [r¯ 7→
∑
ri αi]
where r ∈ F represents r¯ ∈ R/R0.
If A is a smooth S algebra then T i(A/S;M) = 0 for i ≥ 1 and all A modules
M . As usual a short exact sequence of A modules induces a long exact sequence in
the T i(A/S; ⋆). More importantly, two ring homomorphisms S → A→ B induce a
long exact sequence called the Zariski–Jacobi long exact sequence;
· · · → T i(B/A;M)→ T i(B/S;M)→ T i(A/S;M)→ T i+1(B/A;M)→ · · ·
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where M is a B module. (See [And74, The´ore`me 5.1].)
If Y is a scheme we may globalise the above local construction. (See for ex-
ample [And74, Appendice], [Buc81, 2.2.3] and [Lau79, 3.2] for details and proofs.)
If S is a sheaf of rings and A an S algebra we set L
A/S
· to be the complex of
sheaves associated with the presheaves U 7→ L
A(U)/S(U)
· . Let F be an A module.
We get the cotangent cohomology sheaves Ti
A/S(F) as the cohomology sheaves of
HomA(L
A/S
· ,F) and the cotangent cohomology groups T
i
A/S(F) as the cohomology
of HomA(L
A/S
· ,F).
Because of the functoriality of these constructions: Ti
A/S(F) is the sheaf as-
sociated to the presheaf U 7→ T i(A(U)/S(U);F(U)) and T ⋆
A/S(F) is the hyper-
cohomology of HomA(L
A/S
· ,F). In particular there is a “local-global” spectral
sequence
Hp(Y,Tq
A/S(F))⇒ T
n
A/S(F) .(1.1)
If A is the structure sheaf OY and S is the ground field, then (abbreviating as
above) the T iY play a role in the deformation theory of Y similar to the local case.
The spectral sequence (1.1) becomes Hp(Y,TqY ) ⇒ T
n
Y and shows how local and
global deformations contribute to the total.
1.3. Cotangent cohomology and modifications of rational singularities.
Consider first any morphism of schemes f : Y → X . Let f−1 be the sheaf theoretical
adjoint functor of f⋆ as defined in for example [Har77, II,1]. We have the for us
very important result in [And74, Appendice. Proposition 56] which we translate
to our notation. (Notice that the f⋆ in [And74] is f−1 and not the f⋆ in standard
algebraic geometry notation).
Proposition 1.4. If f : Y → X is a morphism of schemes, A is an S algebra on
X and F is an f−1A module on Y such that Rkf⋆(F) = 0 for k ≥ 1, then there are
natural isomorphisms
T if−1A/f−1S(F) ≃ T
i
A/S(f⋆F)
for all i ≥ 0.
Assume now that X = SpecA is a normal singularity and f : Y → X is a
modification; i.e. f is proper and birational. We will slightly abuse notation and
write f−1A for f−1OX . From the spectral sequence (1.1) and Proposition 1.4 we
get immediately
Theorem 1.5. If f : Y → X = SpecA is a modification and F is a coherent sheaf
on Y with Rkf⋆(F) = 0 for k ≥ 1, then there is a spectral sequence {E
p,q
r } with
Ep,q2 = H
p(Y,Tqf−1A(F)) such that
Ep,q2 ⇒ T
n
A(f⋆F) .
Remark 1.6. The results we have compiled from the literature to get Theorem 1.5
involve injective resolutions to compute hyper-cohomology etc.. In the computa-
tional part of this paper it will be important to know some of the maps from the
spectral sequence explicitly, and therefore in terms of Cˇech cohomology. We will
state these descriptions without proof. For a proof of Theorem 1.5 using Cˇech
cohomology (done before we found the relevant known results) and explaining the
maps see [SG94].
Corollary 1.7. If f : Y → X = SpecA is a modification of a rational surface
singularity then there are exact sequences
0→ H1(Y,Ti−1f−1A(OY ))→ T
i
X → H
0(Y,Tif−1A(OY ))→ 0
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for all i ≥ 0.
Proof. The spectral sequence in Theorem 1.5 is derived from a double complex
for computing the hyper-cohomology T nf−1A(OY ). On the other hand, since X is
affine, Hi(Y,G) = 0 for i ≥ 2 for any coherent G. Thus the Ep,q2 consists of two
adjacent non-zero rows. The result follows from standard arguments. Notice that
f⋆OY ≃ OX by normality.
We will use Corollary 1.7 when the modification is the blow-up π : X̂ → X to
prove our formulas. To shorten notation we define the sheaves on X̂
F
i := Tiπ−1A(OX̂) .
Notice that there are natural maps TiY → T
i
f−1A(OY ) that induce, with the help of
the exact sequences, natural maps T iY → T
i
X . If i = 1 these are the tangent maps
to the contraction of deformations of Y to deformations of X . They behave very
sporadically, and we have not found them useful for proving the formulas. Instead
we will have to make some unnatural maps relating the Fi to the T i
X̂
.
2. QL-rings and blowing up
2.1. Associated graded rings and standard bases. We recall some facts re-
garding associated graded rings and standard bases.
Definition 2.1. Let R be a noetherian local ring with maximal ideal m and let M
be a finitely generated R-module. Let N ⊂M be a submodule. We set
G(m,M) := ⊕
i≥0
m
iM/mi+1M
G(m, N ⊂M) := ⊕
i≥0
m
iM ∩N +mi+1M/mi+1M
B(m,M) := ⊕
i≥0
m
iM .
Also, for any nonzero m ∈M we put
ord(m,M)(m) = sup {n|m ∈ mnM} ,
and if m 6= 0 and ord(m,M)(m) = d we define the initial form
in(m,M)(m) = m+mdM/md+1M
Let m1, . . . ,mt be generators for N . Then m1, . . . ,mt is called a standard basis for
N if the submodule G(m, N ⊂M) is generated by in(m,M)(m1), . . . , in(m,M)(mt).
We will write ord(m) for ord(m,M)(m) and in(m) for in(m,M)(m) when no
misunderstanding is likely to occur.
We will need the following result – see e.g. [HIO88, Theorem 13.7].
Theorem 2.2. Let R be a noetherian local ring with maximal ideal m, let M be a
finitely generated R-module and let N ⊂M be a submodule. Then m1, . . . ,mt is a
standard basis for N if and only if for any z ∈ N there are a1, . . . , at ∈ R such that
z = a1m1 + · · ·atmt and ord(z) ≤ ord(ai) + ord(m) for all i.
2.2. QL-rings. Let P = C [x1, . . . , xe]m be the polynomial ring with e generators
localized in m = (x1, . . . , xe). We let m denote both the maximal ideal in P and
quotients of P unless this causes confusion.
Definition 2.3. We will say that A is a QL-ring (quadratic generators and linear
relations) if A = P/I where I ⊂ P is a prime ideal such that
(i) The ideal I has a standard basis f1, . . . , fm with ord(fi) = 2 for i =
1, . . . ,m.
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(ii) The relation module R = {(p1, . . . , pl) ∈ P
m|
∑
pifi = 0} has a standard
basis r1, . . . , rs with ord(ri) = 1 for i = 1, . . . , s.
(iii) The in(fi) and in(r
i) are linearly independent.
We say that X = SpecA is a QL singularity if A is a QL-ring.
Rational surface singularities with e ≥ 4 are QL singularities by Theorem 1.2.
Another example is the class of minimal elliptic surface singularities with e ≥ 5
([Wah77, Theorem 2.8]).
QL-singularities have an algebraic property that will be very important for us in
the proof of the formulas. We state it here for future reference.
Lemma 2.4. Suppose A is a QL-ring and assume f1, . . . , fm and r
1, . . . , rs are
standard bases as in Definition 2.3. Let x ∈ m \m2.
(i) Every fj is involved in some relation r = (r1, . . . , rm) with rj ∈ m \m
2.
(ii) Every fj is involved in some relation r = (r1, . . . , rm) with rj /∈ (x).
Proof. The first statement is proven in [Wah87, 2.5] and the second one follows from
the same argument, so we repeat it here. We may assume j = 1 and consider the
trivial relation (f2,−f1, 0, . . . , 0) =
∑
qir
i. Thus all qi ∈ m and f2 =
∑
qir
i
1 /∈ m
3.
Also – f2 /∈ (x) since x /∈ m
2 and A is a domain. So some ri1 /∈ m
2 and some
rj1 /∈ (x).
As a consequence we get a slight generalization of [Wah87, Lemma 2.6].
Lemma 2.5. If A = P/I is a QL-ring and x ∈ (m \ m2) ∪ {0}, then every φ ∈
HomA(I/I
2, A/(x)) has Im(φ) ⊆ mA/(x).
Proof. Assume φ(f1) = 1 and let hi ∈ P represent φ(fi) ∈ A/(x). After changing
fi to fi − hif1 we may assume φ(fi) = 0 for i ≥ 2. (Remember that the in(fi) are
independent.) This contradicts Lemma 2.4, since for all relations
∑
riφ(fi) = r1 ≡
0 mod (x).
2.3. QL singularities and blowing up. Let A = P/I be a QL-ring. Let π : X̂ =
ProjB(m, A) → SpecA be the blow up of SpecA. Recall that the blow-up X̂ is
covered by SpecB(m, A)(xt) for x ∈ mA ⊂ A, where we consider B(m, A) as A[mt].
For x ∈ P, x /∈ I we denote by P
[
m
x
]
the subring of C(x1, . . . , xe) generated by
the image P and the elements of the form ax where a ∈ m. Similarly we denote
by A
[
m
x
]
the subring of A’s quotient field generated by the image of A and the
elements of the form ax where a ∈ m. For the covering of the blow-up we have
B(m, A)(xt) ≃ A
[
m
x
]
and the restriction of π to SpecB(m, A)(xt) is induced by the
inclusion A ⊂ A
[
m
x
]
.
Lemma 2.6. Suppose A = P/I is a QL-ring and assume f1, . . . , fm and r
1, . . . , rs
are standard bases as in Definition 2.3. Then
(i) A
[
m
x
]
≃ P
[
m
x
]
/IB where IB is generated by f1/x
2, . . . , fm/x
2.
(ii) The relation module
S =
{
(p1, . . . , pm) ∈ P
[
m
x
]m
|
∑
pi
fi
x2
= 0 in P
[
m
x
]}
is generated by r1/x, . . . , rs/x.
Proof. The first statement is a special case of a well known property of blow-ups,
see e.g. [HIO88, Proposition 13.13].
We prove the second statement for lack of reference. Let R be the relation
module for the fi, and set
R
x to be the P
[
m
x
]
module generated by r1/x, . . . , rs/x.
Clearly Rx ⊂ S. Choose some p = (p1, . . . , pm) ∈ S. We may find an n such
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that xn−2pi ∈ P for all i = 1, . . . ,m. Thus
∑
xnpifi = 0, so x
np ∈ R. Since
xnp ∈ R, we are by Theorem 2.2 able to find q1, . . . , qs such that x
np =
∑
qjr
j
and ord(m, P )(qj) + ord(m, P
m)(rj) ≥ ord(m, Pm)(xnp). Now ord(rj) = 1 and
ord(xnp) ≥ n, hence ord(qj) ≥ n− 1. We end up with p =
∑
(qj/x
n−1)(rj/x) with
qj/x
n−1 ∈ P
[
m
x
]
, which shows that p ∈ Rx .
3. The formulas
3.1. Computation of the Fi. Let A = P/I be a QL-ring, where P is as above
with e = dimmA/m
2
A. Let X̂
π
→ X be the blow up of X = SpecA and M the
blowup of SpecP , so that we may view X̂ as the strict transform of X in M . Let
C ⊂ X̂ be the exceptional divisor defined by mOX̂ . Thus C = ProjG(m, A).
Notation. Throughout the following proofs we will be working locally on X̂ with
affine charts SpecB with B = A
[
m
x
]
as in Lemma 2.6. Set PB = P
[
m
x
]
. We
use variables x, x1, . . . , xn (n = e − 1) for P , so ti := xi/x and x generate PB .
Generators for I will be denoted f1, . . . , fm and g1, . . . , gm will be generators of IB
as in Lemma 2.6; i.e. x2gi = fi(x, t1, . . . , tn) . We view the xi = xti as elements of
PB as well.
Let NX̂/M be the normal sheaf of X̂ in M and set NA(OX̂) = T
1
π−1A/π−1P (OX̂).
Let ΘX̂ be the tangent sheaf on X̂. Let DerC(X̂) be the subsheaf of ΘX̂ consisting
of derivations D with D(IC) ⊆ IC . Finally define A
1
C/X̂
to be the cokernel of the
map ΘX̂ → OC(C) defined locally – where C is defined by x – as D 7→ D(x) ⊗
1
x
mod (x). Notice that there is an exact sequence
0→ DerC(X̂)→ ΘX̂ → OC(C)→ A
1
C/X̂
→ 0(3.1)
with the maps as above.
First we compare the Fi with the Ti
X̂
.
Proposition 3.1. If X is a QL-singularity, then
(i) F0 ≃ DerC(X̂)(C).
(ii) NA(OX̂) ≃ NX̂/M (2C).
(iii) There is an exact sequence 0→ A1
C/X̂
(C)→ mF1 → T1
X̂
(C)→ 0.
(iv) mF2 ≃ T2
X̂
.
The isomorphisms and maps are non-canonical.
Proof. Consider an affine chart SpecB of X̂ with B = A
[
m
x
]
as above. The isomor-
phism in (i) is given by the map DerC(X̂)(C)→ F
0 which is locally D⊗ 1x 7→
1
xD|A.
This is easily checked to be injective, and if δ ∈ Der(A,B) then it comes from a
derivation D determined by D(x) = xδ(x) and D(ti) = δ(xi)− tiδ(x).
Let J be the ideal sheaf of X̂ in M and V the exceptional divisor of π : M →
SpecP . Lemma 2.6 implies that π⋆I ≃ J(−2V ); this induces the isomorphism in
(ii).
The chain rule and the fact that x is not a zero divisor, yields the following
equalities in B:
∂fj
∂x
= x(x
∂gj
∂x
−
∑
i
ti
∂gj
∂ti
)(3.2a)
∂fj
∂xi
= x
∂gj
∂ti
.(3.2b)
The isomorphism (ii) takes φ ∈ HomP (I, B) to the morphism determined by
gj 7→ φ(fj). In particular (3.2) shows that it induces (after a twist) a map
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F1(−C) → T1
X̂
(C) which must be surjective. We claim that this factors through
mF1. Indeed, if x[φ] = 0 in T 1A(B), then xφ(fj) = b ∂fj/∂x+
∑
bi ∂fj/∂xi, so by
(3.2), φ(fj) = b (x∂gj/∂x −
∑
ti ∂gj/∂ti) +
∑
bi ∂gj/∂ti. Thus [φ] ⊗ x 7→ 0. This
gives the right surjection in (iii).
Let K be the kernel of this map locally, i.e. of xT 1A(B)→ T
1
B. We have x[φ] ∈ K
iff φ(fj) = b ∂gj/∂x+
∑
bi ∂gj/∂ti. But then xφ(fj) = bx ∂gj/∂x+
∑
bix∂gj/∂ti =
xb ∂gj/∂x +
∑
bi ∂fj/∂xi, so x[φ] equals the class of the map fj 7→ bx ∂gj/∂x in
T 1A(B). In particular K is a cyclic B module generated by the class of the map
fj 7→ x∂gj/∂x.
This yields a surjection B ։ K. The kernel of this map is
{b ∈ B : bx
∂gj
∂x
= b0
∂fj
∂x
+
∑
bi
∂fj
∂xi
for some bi ∈ B, j = 1, . . . ,m}
= {b ∈ B : b
∂gj
∂x
= b0x
∂gj
∂x
+
∑
(bi − b0ti)
∂gj
∂ti
} = a+ (x) .
where a = {b : b ∂gj/∂x =
∑
bi ∂gj/∂ti}. But clearly this last condition is the same
as b = D(x) for some D ∈ Der(B). This gives an exact sequence
0→ B/a+ (x)→ xT 1A(B)→ T
1
B → 0
which globalizes to the one in (iii).
Let R and S be as in Lemma 2.6 and let R0 and S0 be the submodules of Koszul
relations. Thus R ⊗P PB ≃ x · S and R0 ⊗ PB ≃ x
2 · S0. Now HomA(R/R0, B)
is the kernel of the natural map HomA(R/IR,B) → HomA(R0/IR,B), so it is
isomorphic to the kernel of HomPB (x · S,B) → HomPB (x
2 · S0, B). This kernel is
again isomorphic to HomB(S/S0, B) since S0/xS0 is annihilated by the non-zero
divisor x.
This isomorphism induces a surjection T 2A(B)։ T
2
B. One checks that the kernel
is {[φ] ∈ T 2A(B) : x · [φ] ≡ 0} which is also the kernel of the multiplication map
T 2A(B)
·x
→ T 2A(B). This induces the isomorphism (iv) locally.
3.2. The T 2 formula.
Proposition 3.2. If X is a rational surface singularity, then H0(X̂,F1|C) = H
0(X̂,F2|C) =
0.
Proof. From the quotient map OX̂ → OC and Theorem 1.5 we get the following
commutative diagram with surjective horizontal maps;
T 2X −−−−→ H
0(X̂,F2)
α
y yβ
T 2X(π⋆OC) −−−−→ H
0(X̂,T2π−1A(OC))
Now π⋆OC ≃ A/m. For a rational singularity with e ≥ 5 the “relations among
relations” are generated by independent linear ones (Theorem 1.2). We may argue
as in Lemma 2.5 to show that the images of all φ ∈ HomA(R/R0, A) are in m. So
α is the zero-map and therefore β is the zero-map. On the other hand β factors
H0(F2) → H0(F2|C) → H
0(T2π−1A(OC)). The second map is injective and the
cokernel of the first map is contained in H1(mF2) which is zero by Proposition 3.1.
This proves that H0(X̂,F2|C) = 0.
In the case of F1|C we can make a direct calculation relying only on the QL
property. As above we consider the injective map H0(F1|C) →֒ H
0(T1π−1A(OC)).
Since the π−1A module structure on OC is defined by A ։ A/m ≃ C →֒ OC , we
have T1π−1A(OC) ≃ mOC where m is the minimal number of generators for I. In
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particular H0(T1π−1A(OC)) ≃ C
m. A global section of H0(F1|C) must therefore be
locally represented by a homomorphism that looks like fj 7→ λj + IC with λj ∈ C.
We claim that for every fj there exists a chart with coordinate ring B = A
[
m
x
]
,
such that there are no φ ∈ HomA(I/I
2, B) with φ(fj) ≡ λ mod (x) and λ 6= 0 a
constant. To prove this consider for fj a relation as in Lemma 2.4 and set x = rj .
If any of the other rk ∈ (x), say rk = hkx, change fj to fj +
∑
k hkfk. Thus
we may assume all other rk ∈ m \ (x). We must have
∑
riφ(fi) = 0 in B, so
φ(fj) = −
∑
i6=j(ri/x)φ(fi) in B, but by the assumption on these ri, none of the
(ri/x) are constants.
The following result follows immediately from Proposition 3.1 and Proposi-
tion 3.2.
Corollary 3.3. If X is a rational surface singularity then
H0(X̂,F2) ≃ H0(X̂,T2
X̂
)
and the sequence
0→ H1(X̂,mF1)→ H1(X̂,F1)→ H1(X̂,F1|C)→ 0
is exact.
Let us now concentrate on H1(X̂,F1). Using Theorem 1.3 we will prove via two
lemmas that dimCH
1(X̂,F1|C) = (e − 2)(e − 4). (We view cohomology groups on
X̂ as A modules by their isomorphisms with Riπ⋆’s).
Lemma 3.4. Suppose X is a rational surface singularity and x ∈ m is generic.
If K is a submodule of T 2X containing the kernel of multiplication by x, then
dimCK/xK = (e − 2)(e− 4).
Proof. Let L be the kernel of the multiplication map K
·x
→ K and M the kernel
of multiplication by x on T 2X . Clearly L = M ∩ K, but we have assumed that
M ⊆ K, so L = M . Thus dimCK/xK = dimC T
2/xT 2 which equals (e− 2)(e− 4)
by Theorem 1.3.
Lemma 3.5. Suppose X is a rational surface singularity and x ∈ m is generic.
If we identify H1(X̂,F1) with the kernel of T 2X → H
0(X̂,F2), then H1(X̂,F1)
contains the kernel of multiplication by x.
Proof. We may assume by genericity of x that a global section vanishes if and only
if it vanishes in the chart SpecA
[
m
x
]
. (We know for example thatH0(F2) ≃ H0(T2)
and T2 has support at points.) Thus we need to show that the local maps T 2A →
T 2A(B) map an element of the kernel of multiplication by x to zero if B = A
[
m
x
]
.
If [φ] is in this kernel we may find a1, . . . , am ∈ A such that xφ(r) =
∑
airi in A
for all relations r = (r1, . . . , rm). We claim that a1, . . . , am ∈ m. This is because
the application fj 7→ aj defines an element of HomA
(
I/I2, A/(x)
)
, so Lemma 2.5
applies. But then ai/x ∈ B and φ(r) =
∑
(ai/x)ri in B, thus [φ] 7→ 0.
Proposition 3.6. If X is a rational surface singularity, then dimCH
1(X̂,F1|C) =
(e− 2)(e − 4).
Proof. Since x is generic, the cokernel of F1
·x
−→ mF1 has support at points, so
xH1(F1) ≃ H1(mF1). The result now follows from Corollary 3.3, Lemma 3.4 and
Lemma 3.5.
Putting all of this together we get the formula for dimC T
2
X . We first define
the “correction term”. We will see several other ways of defining this number in
Section 4.
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Definition 3.7. If X is a rational surface singularity, we define the invariant
c(X) := dimCH
1(X̂,mF1) .
Theorem 3.8. If X is a rational surface singularity of embedding dimension e and
X̂ is the blow up of X, then
dimC T
2
X = (e− 2)(e− 4) +
∑
p∈X̂
dimC T
2
(X̂,p)
+ c(X) .
Proof. This follows from Corollary 1.7, Corollary 3.3 and Proposition 3.6.
3.3. The T 1 formula. First notice that Proposition 3.1 implies that the exact
sequence (3.1) extends (after a twist) to an exact sequence
0→ F0 → ΘX̂(C)→ OC(2C)→ mF
1 → T1
X̂
(C)→ 0 .(3.3)
Only the two first sheaves have support outside C; i.e. have an infinite dimen-
sional H0. On the other hand, the sequence induces an exact sequence
0→ H0(X̂,F0)→ H0(X̂,ΘX̂(C))→ H
0(X̂,OC(2C)) .
Now C is an arithmetically Cohen-Macaulay curve in Pe−1,(see e.g. [Wah77]). In
particular H0(X̂,OC(2C)) = H
0(C,OC(−2)) = 0. Thus the sequence (3.3) induces
an isomorphism H0(X̂,F0) ≃ H0(X̂,ΘX̂(C)). (They are actually isomorphic to
Der(A), which is seen immediately from Theorem 1.5.)
Proposition 3.2 tells us that h0(F1) = h0(mF1). Since T1
X̂
is a skyscraper sheaf
h0(T1
X̂
) = h0(T1
X̂
(C)) and h1(T1
X̂
(C)) = 0. Using all this information and Corol-
lary 1.7 the sequence (3.3) yields the formula
dimC T
1
X = h
1(F0) + h0(F1)
= h1(ΘX̂(C)) + χ(OC(2C)) + h
0(T1
X̂
) + c(X) .
(3.4)
Consider now the minimal resolution X˜ of X which factors X˜
p
→ X̂
π
→ X .
Clearly OX˜(−Z) ≃ p
⋆OX̂(−C), so we also have OX˜(kZ) ≃ p
⋆OX̂(kC).
If we use the projection formula on ΘX˜(Z) we find that
Rip⋆ΘX˜(Z) ≃ R
ip⋆ΘX˜ ⊗ OX̂(C) .(3.5)
It is also true for rational surface singularities that p⋆ΘX˜ ≃ ΘX̂ ([BW74]), so in
particular, p⋆ΘX˜(Z) ≃ ΘX̂(C). Since H
2’s vanish, the Leray spectral sequence
gives in our situation, an exact sequence
0→ H1(X̂,ΘX̂(C))→ H
1(X˜,ΘX˜(Z))→ H
0(X̂, R1p⋆ΘX˜(Z))→ 0 .
Also by (3.5) we see that h0(R1p⋆ΘX˜(Z)) = h
0(R1p⋆ΘX˜).
Consider the exact sequence
0→ ΘX˜ → ΘX˜(Z)→ ΘX˜ ⊗ OZ(Z)→ 0 .(3.6)
We state and prove for lack of reference the following
Lemma 3.9. If X is a rational surface singularity, then the induced map
H0(X˜,ΘX˜)→ H
0(X˜,ΘX˜(Z))
is an isomorphism.
Proof. There is a well known exact sequence on the resolution of a normal singu-
larity
0→ DerE(X˜)→ ΘX˜ →
⊕
OEi(Ei)→ 0
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(see [Wah76, Proposition 2.2]). After tensoring this sequence with OX˜(Z) and
applying H0 we get a commutative diagram
H0(X˜,DerE(X˜)) −−−−→ H
0(X˜,ΘX˜)
α
y yβ
H0(X˜,DerE(X˜)(Z)) −−−−→ H
0(X˜,ΘX˜(Z))
where all the maps are injective. The sheaves OEi(Ei) and OEi(Ei+Z) on Ei ≃ P
1
have negative degree, so the horizontal maps are also surjective. The cokernel
of α sits in H0(X˜,DerE(X˜) ⊗ OZ(Z)) which is trivial by a vanishing result –
H1E(DerE(X˜)) = 0 – of Wahl. See [BK87, Corollary 2.6] for an argument. So
α, and therefore β, is an isomorphism.
Remark 3.10. There is something to prove, since H0(X˜,ΘX˜ ⊗OZ(Z)) is in general
non-trivial. In fact, if Z is reduced, then it has dimension equal to dimCH
1
E(ΘX˜)
which again equals the number of −2 components of E ([Wah75, Theorem 6.1]).
In any case we now get from the sequence (3.6), the equality h1(ΘX˜(Z)) =
h1(ΘX˜) − χ(ΘX˜ ⊗ OZ(Z)). From the Leray spectral sequence for ΘX˜ , we get
h1(ΘX̂) = h
1(ΘX˜)− h
0(R1p⋆ΘX˜). So finally
h1(ΘX̂(C)) = h
1(ΘX˜(Z))− h
0(R1p⋆ΘX˜(Z))
= h1(ΘX˜)− χ(ΘX˜ ⊗ OZ(Z))− h
0(R1p⋆ΘX˜)
= h1(ΘX̂)− χ(ΘX˜ ⊗ OZ(Z)) .
Since p⋆OX˜(kZ) = OX̂(kC) and R
1p⋆OX˜(kZ) = 0 by the projection formula, we
have p⋆OZ(2Z) = OC(2C) and R
1p⋆OZ(2Z) = 0. Thus χ(OC(2C)) = χ(OZ(2Z)).
Putting all this into formula (3.4) we get a new version
dimC T
1
X = h
1(ΘX̂)− χ(ΘX˜ ⊗ OZ(Z)) + χ(OZ(2Z)) + h
0(T1
X̂
) + c(X)
= dimC T
1
X̂
− χ(ΘX˜ ⊗ OZ(Z)) + χ(OZ(2Z)) + c(X) .
(3.7)
Lemma 3.11. If X is a rational surface singularity, then
χ(OZ(2Z))− χ(ΘX˜ ⊗ OZ(Z)) = e− 4 .
Proof. We have χ(OZ(2Z)) = 2Z
2 + 1 = −2e+ 3 by Riemann–Roch.
We compute χ(ΘX˜⊗OZ(Z)) in a standard manner (see e.g. [BK87, page 109] for
another example). Since X is rational we may construct a “computation sequence”
Z0, . . . , Zl = Z where Z0 = Ei0 , Z1 = Z0 + Ei1 , . . . , Zl = Zl−1 + Eil with the
property Zk−1 · Eik = 1. If we tensor the exact sequence
0→ OZk(Zk)→ OZk+1(Zk+1)→ OEik+1 (Zk+1)→ 0
with ΘX˜ , we may compute recursively if we know χ(ΘX˜ ⊗ OEik+1 (Zk+1)). To
compute this consider the standard exact sequence
0→ ΘEi
k
→ ΘX˜ ⊗ OEik → OEik (Eik)→ 0 .
If k > 0, then after twisting with Zk, we get this sequence on Eik ≃ P
1:
0→ OEi
k
(3 − bik)→ ΘX˜ ⊗ OEik (Zk)→ OEik (−2bik + 1)→ 0
where bi = −E
2
i . If k = 0 subtract 1 from the degrees of the left and right sheaves.
After adding everything up we get
χ(ΘX˜ ⊗ OZ(Z)) = 3
l∑
k=0
(2− bik)− 2 .
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If K is a canonical divisor, then by the adjunction formula we find that −e+ 1 =
Z2 = −2 − K · Z = −2 +
∑l
k=0(2 − bik). So χ(ΘX˜ ⊗ OZ(Z)) = −3e + 7 and we
have proven the lemma.
Remark 3.12. It may be just a curiosity, but the number e− 4 comes from sheaves
of more deformation theoretical interest. Notice that
χ(OZ(2Z))− χ(ΘX˜ ⊗ OZ(Z)) = χ(T
1
Z(Z))− χ(ΘZ(Z)) .
This follows from the standard sequence for T1Z .
If we plug the result of Lemma 3.11 into formula 3.7 we get
Theorem 3.13. If X is a rational surface singularity of embedding dimension e
and X̂ is the blow up of X, then
dimC T
1
X = (e− 4) + dimC T
1
X̂
+ c(X) .
4. About the correction term c(X).
4.1. Alternative definitions. We have not been able to compute c(X) in general,
though there are partial results which we present here. First let us list several other
H1s which have dimension c(X).
Proposition 4.1. If X is a rational surface singularity, then c(X) equals the di-
mension of
(i) H1(X̂,mF1/m2F1)
(ii) H1(X̂,NA(OX̂)(−C))
(iii) H1(X̂,F1(−C))
(iv) H1(X̂,NX̂/M (C)).
Proof. To prove (i) it is enough to show that m2F1 has support at points. We
claim that the isomorphism in Proposition 3.1 (iii) induces locally a surjection
T 1B ։ x
2T 1A(B). Indeed if [φ] is in the kernel K of T
1
A(B) → T
1
B, then x
2φ(fj) =
bx2 ∂gj/∂x+
∑
bix
2 ∂gj/∂ti = b(∂fj/∂x+
∑
ti ∂fj/∂xi)+
∑
bix∂fj/∂xi by (3.2).
Thus x2[φ] = 0 in T 1A(B) and K is contained in the kernel of the multiplication
map T 1A(B)
·x2
→ T 1A(B).
Consider the commutative diagram with exact rows and surjective vertical maps.
0 −−−−→ NA(OX̂)(−C) −−−−→ NA(OX̂) −−−−→ NA(OX̂)|C −−−−→ 0yα yβ yγ
0 −−−−→ mF1 −−−−→ F1 −−−−→ F1|C −−−−→ 0
The argument in the proof of Proposition 3.2 shows that H0(NA(OX̂)|C) = 0 as
well, so H0(Ker(γ)) = 0 and H1(Ker(α)) injects into H1(Ker(β)). But Ker(β) is
an image of π⋆Der(P ) ≃ eOX̂ so H
1(Ker(β)) = 0. This proves (ii).
On the other hand α factors surjectively through F1(−C), which gives (iii). We
have H1(NX̂/M (C)) ≃ H
1(NA(OX̂)(−C)) by Proposition 3.1.
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4.2. Partial results. The exact sequence in Proposition 3.1 sits in the following
large commutative diagram of exact rows and columns.
0 0y y
m
2F1 −−−−→ mT1
X̂
(C) −−−−→ 0y y
0 −−−−→ A1
C/X̂
(C) −−−−→ mF1 −−−−→ T1
X̂
(C) −−−−→ 0y y y
0 −−−−→ T1
C⊂X̂
(C) −−−−→ T1C(C) −−−−→ T
1
X̂
(OC)(C) −−−−→ 0y y y
0 −−−−→ T2
X̂
−−−−→ T2
X̂
−−−−→ 0
(4.1)
We will not prove this, only explain the sheaves and some of the sequences. We use
the notation of Section 3.1.
The sheaf T1
C⊂X̂
is the cokernel of Der(OX̂ ,OC) → OC(C) defined locally by
D 7→ D(x). The sheaf T1
X̂
(OC) is locally T
1
B(B/(x)). The right vertical sequence is
induced from the exact sequence 0 → OX̂ → OX̂(C) → OC(C) → 0 and the next
to bottom row is from the Zariski–Jacobi sequence for C → OX̂ → OC . The map
mF1 → T1C(C) is locally the map xT
1
A(B)→ T
1
B/(x) which takes x[φ] to the class of
the homomorphism gj 7→ φ(fj) + (x). Here gj is the image of gj in PB/(x).
With the help of this diagram we can prove
Proposition 4.2. If X is a rational surface singularity, then
(i) c(X) = 0 if the fundamental cycle is reduced.
(ii) c(X) ≥ dimCH
1(X̂,T1C(C)).
(iii) If T2
X̂
= 0, i.e. the singularities on X̂ all have embedding dimension ≤ 4,
then c(X) = dimCH
1(X̂,T1C(C)).
Proof. If the fundamental divisor is reduced, then C is reduced ([Wah77, Proof of
Corollary 3.6]). In this case A1
C/X̂
has support at points so H1(A1
C/X̂
(C)) = 0.
From the diagram we get an exact sequence 0 → mF1/m2F1 → T1C(C) → T
2
X̂
,
and c(X) = h1(mF1/m2F1) by Proposition 4.1. This proves the last two statements.
Proposition 4.2 allows us to generate examples where c(X) > 0.
Proposition 4.3. If X is a rational surface singularity, X̂ is smooth and C is
non-reduced, then c(X) > 0.
Proof. In this case X̂ = X˜ , C = Z is the fundamental divisor and c(X) =
h1(T1Z(Z)). It follows from [Wah79, 2.6] that H
1(T1Z(Z)) ≃ H
1(OZ−E(2Z)) where
E = Zred.
We claim that H0(OZ−E(2Z)) = 0. In [Wah75] Wahl proves that H
1
E(OX˜(E)) =
0. The proof actually shows that H1E(OX˜(E + Z
′)) = 0 for any cycle Z ′ with
Z ′·Ei ≤ 0 for all irreducible components Ei of E. In particularH
1
E(OX˜(E+Z)) = 0,
and we may use [Wah76, Lemma B.2] to conclude that H0(OZ(E + 2Z)) = 0. But
H0(OZ−E(2Z)) injects into this last H
0.
Thus h1(T1Z(Z)) = −χ(OZ−E(2Z)) = (Z − E) · (K − Z) using Riemann–Roch.
(See [Wah79, Proof of Proposition 2.15] for a similar argument.) If we set bi = −E
2
i ,
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Z =
∑
niEi and ri = −Z ·Ei we find (Z −E) · (K − Z) =
∑
(ni − 1)(bi − 2 + ri).
Now we have assumed X̂ = X˜, so all the ri > 0 by Theorem 1.1. Thus c(X) > 0
in this case if Z 6= E; i.e. at least one ni ≥ 2.
It is a purely combinatorial problem to make dual graphs for rational singularities
satisfying the conditions in Proposition 4.3. The one with lowest multiplicity is the
“standard counter example” to the T 1 and T 2 formulas appearing before this paper
– see e.g. [BK87]. Here is the dual graph:
•
where
≃ P1 with self-intersection− 3.
• ≃ P1 with self-intersection− 2.
In fact any exceptional configuration of 4 components with this type of intersection
will have c(X) > 0, as long as the central curve has self-intersection −2 and the
other self-intersections are ≤ −3.
If one extends the three arms off the central −2 curve, then these singularities
will also have c(X) > 0 as long as neighbors of the −2 curve have self-intersection
≤ −4 if the arm has length > 1 and non-end nodes have self-intersection ≤ −3.
Here is an example with e = 7.
• × •
where
× ≃ P1 with self-intersection− 4.
≃ P1 with self-intersection− 3.
• ≃ P1 with self-intersection− 2.
References
[And74] Michel Andre´, Homologie des alge`bres commutatives, Springer-Verlag, 1974.
[Art66] Michael Artin, On isolated rational singularities of surfaces, Amer. J. Math. 88 (1966),
129–136.
[BC91] Kurt Behnke and Jan Arthur Christophersen, Hypersurface sections and obstructions
(rational surface singularities), Compositio Math. 77 (1991), 233–268.
[BK87] Kurt Behnke and Horst Kno¨rrer, On infinitesimal deformations of rational surface sin-
gularities, Compositio Math. 61 (1987), 103–127.
[BKR88] Kurt Behnke, Constantin Kahn, and Oswald Riemenschneider, Infinitesimal deforma-
tions of quotient surface singularities, Singularities (Warsaw, 1985), Banach Center
Publ., no. 20, PWN, Warsaw, 1988.
[Buc81] Ragnar O. Buchweitz, Deformations de diagrammes, deploiments et singularite´s tre`s
rigides, liaison alge´brique, The`ses, Universite´ Paris VII, 1981.
[BW74] D.M. Burns, Jr. and Jonathan M. Wahl, Local contributions to global deformations of
surfaces, Invent. Math. 26 (1974), 67–88.
[dJvS94] Theo de Jong and Duco van Straten, On the deformation theory of rational surface
singularities with reduced fundamental cycle, J. Alg. Geom. 3 (1994), 117–172.
[Har77] Robin Hartshorne, Algebraic geometry, Springer-Verlag, 1977.
[HIO88] M. Herrmann, S. Ikeda, and U. Orbanz, Equimultiplicity and blowing up, Springer-
Verlag, 1988.
[Lau79] Olav Arnfinn Laudal, Formal moduli of algebraic structures, Lecture Notes in Mathe-
matics, no. 754, Springer-Verlag, 1979.
[SG94] Trond Stølen Gustavsen, Algebrakohomologi via modifikasjoner, Cand. scient. thesis,
Universitetet i Oslo, 1994.
[Tju68] G.N. Tjurina, Absolute isolatedness of rational singularities and triple rational points,
Functional Anal. 2 (1968), 324–332.
[Wah75] Jonathan M. Wahl, Vanishing theorems for resolutions of surface singularities, Invent.
Math. 31 (1975), 17–41.
[Wah76] Jonathan M. Wahl, Equisingular deformations of normal surface singularities,I, Ann.
of Math. 104 (1976), 325–356.
[Wah77] Jonathan M. Wahl, Equations defining rational singularities, Ann. Sci. E´cole Norm.
Sup. 10 (1977), 231–264.
INFINITESIMAL DEFORMATIONS AND OBSTRUCTIONS 15
[Wah79] Jonathan M. Wahl, Simultaneous resolution and discriminantal loci, Duke Math. J. 46
(1979), 341–375.
[Wah87] Jonathan M. Wahl, The Jacobian algebra of a graded Gorenstein singularity, Duke
Math. J. 55 (1987), 843–871.
Department of Mathematics, P.O. 1053 Blindern, N-0316 OSLO, Norway
E-mail address: christop@math.uio.no
Department of Mathematics, P.O. 1053 Blindern, N-0316 OSLO, Norway
E-mail address: stolen@math.uio.no
