Extending our previous work Monteiro and Pang (1996) , this paper studies properties of two fundamental mappings associated with the family of interior-point methods for solving monotone nonlinear complementarity problems over the cone of symmetric positive semide nite matrices. The rst of these maps lead to a family of new continuous trajectories which include the central trajectory as a special case. These trajectories completely \ ll up" the set of interior feasible points of the problem in the same way as the weighted central paths do the interior of the feasible region of a linear program. Unlike the approach based on the theory of maximal monotone maps taken by and Shida, Shindoh, and Kojima (1995) , our approach is based on the theory of local homeomorphic maps in nonlinear analysis.
Introduction
In a series of recent papers (see Kojima, Shida and Shindoh 1995a, Kojima, Shida and Shindoh 1995b, Kojima, Shida and Shindoh 1996, Kojima, Shindoh and Hara 1997, Shida and Shindoh 1996, Shida, Shindoh and Kojima 1995, Shida, Shindoh and Kojima 1996), Hara, Kojima, Shida and Shindoh have introduced the monotone complementarity problem in symmetric matrices, studied its properties, and developed interior-point methods for its solution. A major source where this problem arises is a convex semide nite program which has in the last couple years attracted a great deal of attention in the mathematical programming literature (see Alizadeh 1995 Vandenberghe and Boyd 1996, Zhang 1995) . Our goal in this paper is to extend our previous work Monteiro and Pang (1996) to the monotone complementarity problem in symmetric matrices and to apply the results to a convex semide nite program. Although the present analysis is signi cantly more involved (for one thing, a great deal of matrix-theoretic tools is employed), we obtain a large set of conclusions that extend those in Monteiro and Pang (1996) . Similar to the motivation in this reference (which the reader is advised to consult), we undertook the present study in order to gain an in-depth understanding of the interior point methods, in particular the limiting behavior of certain solution trajectories, both new and known, for solving these important mathematical programs de ned on the cone of positive semide nite matrices. Let M n denote the vector space of n n matrices with real entries; let S n denote the subspace of M n consisting of the symmetric matrices; and let < m denote the m-dimensional Euclidean space of real vectors. Let S n + denote the subset of S n consisting of the positive semide nite matrices. Let F : S n S n < m ! S n < m be a given mapping which we assume to be continuous on S n (which is isomorphic to the Euclidean space < n(n+1)=2 ). The complementarity problem which we shall study in this paper is to nd a triple (X; Y; z) 2 S n S n < m satisfying 
where \tr" denotes the trace of a matrix. Associated with these equivalent conditions, we can de ne mappings that will help us understand the limiting behavior of certain path-following interior point methods for solving the problem (1) . In this paper, we focus on the rst two conditions and the associated mappings. Speci cally, a main objective of this paper is to examine properties of the mapping H : S n + S n + < m ! S n S n < m de ned by 
Associated with this map, we de ne the set U f (X; Y ) 2 S n ++ S n ++ : XY + Y X 2 S n ++ g: (4) We will give conditions on the mapping F which guarantee that the system H(X; Y; z) = (A; B); (X; Y; z) 2 S n + S n + < m : (5) has the following properties:
(P1) it has a solution for every (A; B) 2 S n + F(U < m ); (P2) the solution, denoted (X(A; B); Y (A; B); z(A; B)), is unique when (A; B) 2 S n ++ F(U < m ); (P3) if a sequence f(A k ; B k )g S n ++ F(U < m ) converges to a limit (A 1 Clearly (P1) implies the existence of a solution of (1) when 0 2 F(U < m ).
We also consider the mapH : S n + S n + < m ! M n S n < m given bỹ H(X; Y; z) 0 B @ XY F(X; Y; z) 1 C A ; for (X; Y; z) 2 S n + S n + < m ; (6) and prove under suitable conditions that for every 0 and B 2 F(S n ++ S n ++ < m ), the system H(X; Y; z) = ( I; B); (X; Y; z) 2 S n + S n + < m : (7) has a solution, which is is unique when > 0. Clearly, this latter result implies that (1) has a solution under the weaker assumption that 0 2 F(S n ++ S n ++ < m ).
A major di erence between the mappings H andH lies in their ranges. Comparing the systems (5) and (7) with varying right-hand sides, we see that we are able to obtain results for a broader class of solution trajectories in the case of H thanH, with the right-side matrix A in (5) being an arbitrary symmetric matrix versus the restriction to a positive multiple of the identity matrix in (7) . The main tool used to derive the above results is a known theory of local homeomorphic maps summarized in Monteiro and Pang (1996) that has been applied to a standard mixed complementarity problem de ned on < n + < n + < m . As judged from the papers on semide nite programming, the extension of the previous analysis Monteiro and Pang (1996) to the case of complementarity problems in symmetric positive semide nite matrices is nontrivial; this thus necessitates our present investigation.
The complementarity problem (1) arises as the set of rst-order necessary optimality conditions for the following nonlinear semide nite program (see Shapiro 1997):
minimize (x) subject to G(x) 2 ?S n + h(x) = 0; (8) where : < m ! <, G : < m ! S n and h : < m ! < p are given smooth mappings. Indeed, it is well-known (see for example Shapiro 1997) that, under a suitable constraint quali cation, if x is a local optimal solution of the semide nite program, then there must exist 2 < p and U 2 S n + such that r x L(x ; U ; ) = 0; U G(x ) = 0; (9) where L : < m S n < p ! < is the Lagrangian function de ned by L(x; U; ) (x) + U G(x) ? T h(x); for (x; U; ) 2 < m S n < p ; (10) where A B tr A T B = P i;j a ij b ij denotes the scalar product of A; B 2 M n . Letting 1 C C C C C A ; for (U; V; x; ) 2 S n S n < m < p ; (11) we see that the rst-order necessary optimality conditions for problem (8) are exactly in the form of the complementarity problem (1) . For the mapping F in (11), our principal result is Theorem 4 which shows that under some fairly standard assumptions on the functions , G, and h, the mapping H de ned by (3) maps U < m+p homeomorphically onto the convex set S n ++ F(U < m+p );
moreover, H(S n + S n + < m+p ) S n + F(U < m+p ).
Before proceeding further, we should relate the formulation (1) with the formulation in Kojima, Shida and Shindoh (1995a), Kojima, Shida and Shindoh (1995b), Kojima, Shida and Shindoh (1996) , Kojima, Shindoh and Hara (1997), , Shida, Shindoh and Kojima (1995), Shida, Shindoh and Kojima (1996) . Speci cally by de ning the set F f(X; Y ) 2 S n S n : F(X; Y; z) = 0 for some z 2 < m g; (12) the problem (1) is of the form (X; Y ) 2 F \ (S n + S n + ); XY = 0; which is exactly the central problem studied in the cited references. So in principle the results in these references (especially Shida and Shindoh 1996, Shida, Shindoh and Kojima 1995 which deal with nonlinear problems) could be applied to the problem (1), provided that we can demonstrate that F is a \maximal monotone" subset of S n S n . By assuming that a certain monotonicity condition on F holds everywhere on S n S n < m , the maximal monotonicity of F follows from Theorem 8 in Monteiro and Pang (1996) . In this case, the existence and continuity of the solutions of system (7) follow from the theory presented in Shida, Shindoh and Kojima (1995) . However, the requirement that the function F satisfy the monotonicity condition everywhere on S n S n < m is quite restrictive; for example, the function F given by (11) satis es the monotonicity condition only on the set S n + S n + < m . Our analysis assumes that the monotonicity condition holds only on the latter set, and thus is valid for the special map F given by (11) . Incidentally, under the weaker monotonicity condition imposed on F, we are able to establish that the set F de ned by (12) is maximal monotone only in a restricted sense, namely with respect to the set U (see Section 6). Section 7 of this paper establishes the results of Shida, Shindoh and Kojima (1995) about the existence and continuity of the solutions to the system (7) under the weaker monotonicity condition on F. As far as the system (5) is concerned, properties (P1){(P4) are shown to be valid here for the rst time.
The following notation is used throughout this paper. The symbols and denote, respectively, the positive semide nite and positive de nite ordering over the set of symmetric matrices; that is, for X; Y 2 S n , X Y (or Y X) means X ? Y is positive semide nite, and X Y (or Y X) means X ? Y is positive de nite. We let M n + and M n ++ denote the set of matrices X 2 M n such that X + X T 0 and X + X T 0, respectively. Given U 2 M n and a di erentiable function G : < m ! M n , we let rG(x) U denote the m-vector whose i-th entry is (@G(x)=@x i ) U, where @G(x)=@x i 2 M n is the partial derivative of G with respect to x i . Finally we let < + I f I : 0 g; and < ++ I f I : > 0 g:
Preliminaries
In this section, we introduce some further notation and describe some background concepts and results needed for the subsequent developments. The section is divided into two subsections. The rst subsection summarizes a theory of local homeomorphic maps de ned on metric spaces; the discussion is very brief. We refer the reader to Section 2 of Monteiro and Pang (1996) , Chapter 5 of Ortega and Rheinboldt (1970) , and Chapter 3 of Ambrosetti and Prodi (1993) for a thorough treatment of this theory. The second subsection introduces the key conditions on the mapping F in (1) and establishes some basic properties of the set U de ned in (4). In the rest of this subsection, we will assume that M and N are two metric spaces and that 
Local homeomorphic maps

Some key concepts
We introduce the key conditions on the map F that will be assumed throughout the paper. In the following two de nitions, we assume that W, Z and N are three normed spaces and that (w; z) is a function de ned on a subset of W Z with values in N.
De nition 3 The function (w; z) is said to be z-bounded on a subset V dom ( ) if for every sequence f(w k ; z k )g V such that fw k g and f (w k ; z k )g are bounded, the sequence fz k g is also bounded. When V = dom ( ), we will simply say that is z-bounded.
De nition 4 The function (w; z) is said to be z-injective on a subset V dom ( ) if the following implication holds: (w; z) 2 V, (w; z 0 ) 2 V and (w; z) = (w; z 0 ) implies z = z 0 . When V = dom ( ), we will simply say that is z-injective.
In the next result, we collect a few technical facts which will be used later. Parts Proof. We give a simple proof of (c). Let X; Y 2 S n + be such that XY + Y X 0. Then XY must be a P-matrix, and thus it has positive determinant. Hence X and Y are both nonsingular, and thus positive de nite.
By applying the proof of Theorem 3.1(iii) in Shida, Shindoh and Kojima (1996), we can establish part (d). The details are omitted.
For part (e), observe that (I; I) 2 U. Now let (X; Y ) be an arbitrary element in U. We will show that the line segment connecting (I; I) to (X; Y ) is contained in U, from which part (e) follows. Indeed, any point on this segment is of the form (X t ; Y t ) (tI + (1 ? t)X; tI + (1 ? t)Y ) = t(I; I) + (1 ? t)(X; Y ) for some t 2 0; 1]. It is easy to see that
Since (X; Y ) 2 U and S n ++ is a convex cone, it follows that (X t ; Y t ) 2 U. We have thus shown that U is star-shaped.
The next lemma gives a consequence of the concepts introduced in the previous de nitions.
Lemma 2 Let F : S n + S n + < m ! S n < m be a continuous map and let H : S n + S n + < m ! S n S n < m be the map de ned by (3) . Assume that the map F is (X; Y )-equilevel-monotone and z-bounded. If the map H restricted to U < m is a local homeomorphism, then H is proper with respect to S n F(U < m ).
Proof. Let K be a compact subset of S n F(U < m ). We will show that H ?1 (K) is compact, from which the result follows. The continuity of H implies that H ?1 (K) is a closed set. Hence, it remains to show that H ?1 (K) is bounded. Indeed, suppose for contradiction that there exists a 
for every k k 0 . Using the fact that fH(X k ; Y k ; z k )g K and K is bounded, we conclude that f(X k Y k +Y k X k )=2g, and hence fX k Y k g, is bounded. This fact together with the above inequality implies that the sequences fX k g and fY k g are bounded.
3 The A ne Case
Beginning in this section, we develop our main theory for the complementarity problem (1) and the associated mapping H de ned in (3). This section pertains to the case where F is a ne; the treatment of the general case of a nonlinear map F is given in the next section. Apart from the fact that an a ne map F considerably simpli es the analysis, through this case, we will be able to obtain a technical result (Lemma 5) that will play an important role in the analysis of a nonlinear map F, which is the subject of the next section. The derivation of this technical lemma is de nitely the main reason for us to consider the case of an a ne map separately. We begin with a lemma that contains some elementary properties of a ne maps.
Lemma 3 Assume that F : S n S n < m ! S n < m is an a ne map and let F 0 : S n S n < m ! S n < m denote its linear part. Then the following statements hold: Proof. The proofs of (a) and (b) are straightforward. We next prove (c). Assume rst that F is z-injective. To show that F is z-bounded assume for contradiction that f(X k ; Y k ; z k )g is a sequence in S n S n < m such that f(X k ; Y k )g and fF(X k ; Y k ; z k )g are bounded and lim k!1 kz k k = 1. By passing to a subsequence if necessary, we may assume that lim k!1 z k =kz k k = z for some z 2 < m such that k zk = 1. Hence, we obtain
Since z 6 = 0, this contradicts the fact that F is z-injective. Hence, the \only if" part of (c) follows. Assume now that F is not z-injective. Then there exists z 2 < m such that F 0 (0; 0; z) = 0 and z 6 = 0. The sequence f(X k ; Y k ; z k )g de ned by X k = 0, Y k = 0 and z k = k z for every k has the property that F 0 (X k ; Y k ; z k ) = 0 for every k. Hence, f(X k ; Y k )g and fF(X k ; Y k ; z k )g are bounded and lim k!1 kz k k = 1, showing that F is not z-bounded. The`if' part of c) follows.
The next lemma is an important step toward the main result in the a ne case.
Lemma 4 Assume that F : S n S n < m ! S n < m is an a ne map which is (X; Y )-equilevelmonotone and z-injective. Then the map H restricted to U < m is a local homeomorphism. Proof. Since U < m is an open set, it is su cient to show that the derivative map H 0 (X; Y; z) : S n S n < m ! S n S n < m is a isomorphism for every (X; Y; z) 2 U < m . For this purpose, 
By (17) and Lemma 3(a), we have X Y 0. In view of Lemma 1(d), this relation together with (18) imply that X = Y = 0. This conclusion together with (17) and Lemma 3(b) imply that z = 0. We have thus shown that the implication (16) holds and the result follows.
We are now ready to present the main result of this section.
Theorem 1 Assume that F : S n S n < m ! S n < m is an a ne map which is (X; Y )-equilevelmonotone and z-injective. Then, the following statements hold:
(a) H maps U < m homeomorphically onto S n ++ F(U < m );
(b) H(S n + S n + < m ) S n + F(U < m ). Proof. The proof of the theorem follows from Proposition 2 as follows. Let M S n + S n + < m , N S n S n < m , M 0 U < m , N 0 S n ++ F(U < m ), and E S n F(U < m ). We will show that these sets together with the map G Hj M satisfy the assumptions of Proposition 2. Indeed, rst observe that Gj M 0 = Hj M 0 is a local homeomorphism due to Lemma 4. The assumption that The theorem now follows from the two last conclusions, the fact that M 0 is path-connected, N 0 is simply-connected, and Proposition 1.
We use the above result to prove the following very important technical lemma. 
Then, (X 0 ; Y 0 ) = (X 1 ; Y 1 ).
Proof. Let By Theorem 1(a), it follows that the associated map H (with m = 0) restricted to U is one-to-one.
Moreover, (19) 
The Nonlinear Case
In this section we establish results for nonlinear maps F which are similar to Theorem 2. We also consider the case of a nonlinear map that arises from the mixed nonlinear complementarity problems in symmetric matrices.
Theorem 2 Assume that F : S n + S n + < m ! S n < m is a continuous map which is (X; Y )-equilevel-monotone, z-bounded (on S n + S n + < m ), and z-injective on S n ++ S n ++ < m . Then, the following statements hold for the mapping H given by (3):
(a) H is proper with respect to S n F(U < m ); Remark. The z-injectiveness of F is assumed only on S n ++ S n ++ < m (and not on S n + S n + < m ).
In the application to convex semide nite programming to be discussed in the next section, we show that under appropriate convexity assumptions, the mapping F de ned by (11) satis es the former (restricted) z-injectiveness property; thus Theorem 2 is applicable. Nevertheless, we do not know if this special map F is z-injective on the larger set. Corollary 1 Assume that F : S n + S n + < m ! S n < m is a continuous map which is (X; Y )-equilevel-monotone, z-bounded (on S n + S n + < m ), and z-injective on S n ++ S n ++ < m . Assume further that 0 2 F(U < m ). Let 
(t)Y (t) + Y (t)X(t) = P(t); F(X(t); Y (t); z(t)) = Q(t); for all t 2 (0; 1]:
Moreover, every accumulation point of (X(t); Y (t); z(t)) as t tends to 0 is a solution of the complementarity problem (1).
Corollary 2 Assume that F : S n + S n + < m ! S n < m is a continuous map which is (X; Y )-equilevel-monotone, z-bounded (on S n + S n + < m ), and z-injective on S n ++ S n ++ < m . If there exists (X 0 ; Y 0 ; z 0 ) 2 U < m such that F(X 0 ; Y 0 ; z 0 ) = 0, then, for every A 2 S n + , the system Next, we introduce a strengthening of the equilevel-monotonicity concept and show that under this strengthened monotonicity property, the image F(U < m ) is a convex set in S n < m .
De nition 5 The map F : S n + S n + < m ! S n < m is (X; Y )-everywhere-monotone if there exist continuous functions : S n + S n + < m ! S n < m and c : (S n < m ) (S n < m ) ! < such Theorem 3 Suppose that F : S n + S n + < m ! S n < m is a continuous map which is (X; Y )-everywhere monotone, z-bounded (on S n + S n + < m ), and z-injective on S n ++ S n ++ < m . Then, in addition to statements (a), (b) and (c) of Theorem 2, it holds that the set F(U < m ) is convex.
Proof. It su ces to establish the convexity of F(U < m ). The proof is based on Proposition 3. Consider the set M U < m and the map G Hj U < m. With M and G de ned this way, the convexity of F(U < m ) follows from Proposition 3, provided that M and G satisfy the hypotheses of the corollary. The rest of proof is devoted to the veri cation of these hypotheses. First observe that G is a local homeomorphism due to Lemma 4. It remains to show that for any two triples (X;Ỹ ;z) and (X;Ŷ ;ẑ) in U < m , the set G ?1 (E) is compact, where E is the line segment connecting the points H(X;Ỹ ;z) and H(X;Ŷ ;ẑ). It is enough to show that any sequence f(X k ; Y k ; z k )g G ?1 (E) has an accumulation point in G ?1 (E). Indeed, let f(X k ; Y k ; z k )g G ?1 (E) be given. Then, for every k 0 we have (20) F k = kF + (1 ? k )F; (21) for some sequence f k g 0; 1], whereF F(X;Ỹ ;z),F F(X;Ŷ ;ẑ) and F k F(X k ; Y k ; z k ).
By the (X; Y )-everywhere monotonicity of F and (21) (24) By (20) and (21) and the fact that f k g is bounded, we see that the sequences fX k Y k g and fF k g are bounded. This observation, the fact that f k g is bounded and the function c( ; ) is continuous imply that the right hand side of (24), and hence its left hand side, is bounded. A simple argument now shows that fX k g and fY k g are also bounded. This conclusion, the fact that fF k g is bounded and the map F is z-bounded imply that fz k g is bounded. Hence, the sequence f(X k ; Y k ; z k )g is bounded and must have an accumulation point ( X; Y ; z). It remains to show that ( X; Y ; z) 2 G ?1 (E). Observe that G ?1 (E) = H ?1 (E) \ (U < m ) and that H ?1 (E) is closed since (b) F is z-injective on S n ++ S n ++ < m whenever is z-injective on S n ++ < m ; (c) F is z-bounded on S n + S n < m whenever is z-bounded on S n + < m . Proof. We rst prove (a). To prove that the mapping H is (X; Y )-everywhere-monotone, de ne h : S n + S n + < m ! S n < m and c : (S n + < m ) (S n + < m ) ! < by (X; Y; z) ( The proofs of (b) and (c) are straightforward and therefore we omit the details.
Convex Semide nite Programming
In this section, we discuss the application of Theorem 3 to the mapping F given by (11) . We wish to specify some conditions on the functions , G, and h in order for the resulting function F to satisfy the assumptions of this theorem, and thus for the conclusions of the theorem to hold. The following correspondence of variables should be used to cast the mapping F de ned by (11) 
The following technical result is useful for the analysis of this section.
Lemma 6 Assume that G : < m ! S n is psd-convex and h : < m ! < p is an a ne function. Then the following statements hold:
(a) for every W 2 S n + , the function x 2 < m 7 ! W G(x) is convex; (b) the function x 2 < m 7 ! max (G(x)) is convex; (c) if the set X fx 2 < m : G(x) 0; h(x) = 0g is nonempty and bounded then, for every A 2 S n and 2 <, the set fx 2 < m : G(x) A; kh(x)k g is bounded.
Proof. In the next three lemmas we study properties of the mapping : S n + < m+p ! S n < m+p de ned by
; for (U; x; ) 2 S n + < m+p ; (26) where the map L is de ned in (10).
Lemma 7 Suppose that : < m ! < is continuously di erentiable and convex, G : < m ! S n is continuously di erentiable and psd-convex and h : < m ! < p is an a ne function. Then, the map de ned by (26) is monotone in the sense of Proposition 4(a).
Proof. We have to show that for any (U; x; ); (U 0 ; x 0 ; 0 ) 2 S n + < m+p , there holds (U 0 ? U) (G(x) Adding these two inequalities, using the de nition of L and simplifying, we obtain (27).
Lemma 8 Suppose that : < m ! < is continuous di erentiable and convex, G : < m ! S n is continuously di erentiable and psd-convex and h : < m ! < p is an a ne function such that the (constant) gradient matrix rh(x) has full column rank. Then, de ned by (26) is (x; )-injective on S n ++ < m+p if any one of the conditions below is satis ed:
(a) is strictly convex;
(b) for every U 2 S n ++ , the map x 2 < m 7 ! U G(x) 2 < is strictly convex; (c) the feasible set X fx 2 < m : G(x) 0; h(x) = 0g is bounded and each G ij (x) is an analytic function.
Proof. Let U 2 S n ++ and (x; ); (x 0 ; 0 ) 2 < m+p be such that (U; x; ) = (U; x 0 ; 0 ), that is G(x) = G(x 0 ); r x L(x; U; ) = r x L(x 0 ; U; 0 ); and h(x) = h(x 0 ):
We have to show that (x; ) = (x 0 ; 0 ). Note that if x = x 0 then the relation r x L(x; U; ) = r x L(x 0 ; U; 0 ) implies that rh(x) = rh(x) 0 and, since rh(x) has full column rank, we have 
The assumption of the lemma implies that the functions L( ; U; ) and L( ; U; 0 ) are convex on < m .
Hence, the two bracketed expressions in the right hand side of (29) Lemma 9 Suppose that the function : R m ! R is continuously di erentiable, G : < m ! S n is continuously di erentiable and psd-convex and h : < m ! < p is an a ne function such that the (constant) gradient matrix rh(x) has full column rank. Suppose also that the set X de ned in Lemma 8(c) is nonempty and bounded. Then the map de ned by (26) is (x; )-bounded on S n + < m+p . Proof. Assume that f(U k ; x k ; k )g is a sequence in S n + < m+p such that fU k g and f (U k ; x k ; k )g are bounded. By the de nition of , it follows that fG(x k )g, fr x L(x k ; U k ; k )g and fh(x k )g are bounded. Hence, there exists > 0 such that maxf max (G(x k )); kh(x k )k g ; for all k 0; (31) or equivalently, fx k g fx 2 < m : G(x) I; kh(x)k g. By Lemma 6(c), we conclude that fx k g is bounded. This fact together with the fact that fU k g and fr x L(x k ; U k ; k )g are bounded imply that frh(x k ) k g is bounded. Since rh(x) is constant and has full column rank, we conclude that f k g is bounded. We have thus shown that f(x k ; k )g is bounded, and hence that is (x; )-bounded on S n + < m+p .
Combining the above lemmas with Theorem 3, we obtain the following theorem which is the main result of this section.
Theorem 4 Suppose that the function : R m ! R is continuously di erentiable and convex, G : < m ! S n is continuously di erentiable and psd-convex, h : < m ! < p is an a ne function such that the (constant) gradient matrix rh(x) has full column rank and the feasible set X de ned in Lemma 8(c) is bounded. If any one of the following conditions holds:
(a) is strictly convex; (b) for every U 2 S n ++ , the map x 2 < m 7 ! U G(x) 2 < is strictly convex;
(c) each G ij is an analytic function, then the following statements hold for the maps F and H given by (11) and (3), respectively:
(i) H is proper with respect to S n F(U < m+p );
(ii) H maps U < m+p homeomorphically onto S n ++ F(U < m+p ); (iii) the set F(U < m+p ) is convex; (iv) H(S n + S n + < m+p ) S n + F(U < m+p ). Proof. In view of Lemmas 7, 8 and 9, the map given by (26) is monotone on S n + < m+p , (x; )-injective on S n ++ < m+p and (x; )-bounded on S n + < m+p . By Proposition 4, it follows that the map F given by (11) is (U; V )-everywhere-monotone on S n + S n + < m+p , (x; )-injective on S n ++ S n ++ < m+p and (x; )-bounded on S n + S n + < m+p . The result now follows immediately from Theorem 3.
By Theorem 4, if 0 2 F(U < m+p ) then the system F(U; V; x; ) = 0; UV + V U = A; (U; V ) 2 S n + S n + ; (x; ) 2 < m+p ; has a solution for every A 2 S n + ; moreover, this solution is unique when A 2 S n ++ . Clearly, a solution of this system when A = 0 yields a feasible solution of (8) satisfying the stationary condition (9).
We henceforth give conditions on problem (8) for 0 to be an element of F(U < m+p ). It turns out that the existence of a Slater point for (8) is one of the conditions required by the next result.
Lemma 10 Suppose that the function : R m ! R is continuously di erentiable, G : < m ! S n is continuously di erentiable and psd-convex, h : < m ! < p is an a ne function. Suppose also that the feasible set X de ned in Lemma 8(c) is bounded and there exists a vectorx 2 X such that G(x) 0. Then, 0 2 F(U < m+p ) where F is given by (11).
Proof. Let " ? max (G(x))=2 > 0 and consider the problem
By Lemma 6(c) and the assumption that X is bounded, it follows that the set of feasible solutions of (32) is compact. Since its objective function is de ned and continuous over the whole feasible region, we conclude that (32) has an optimal solution x . Observe that (32) satis es the Slater constraint quali cation since G(x) ?"I, h(x) = 0, G is psd-convex and h is a ne. Hence, there exist multipliers U 2 S n + and 2 < p such that r (x ) ? rG(x ) G(x ) ?1 + rG(x ) U ? rh(x ) = 0; Clearly, this implies that (U 0 ; V 0 ) 2 U.
Maximal Monotonicity
In this section, we show that a mapping F satisfying the assumptions of Theorem 2 de nes a family of set-valued maps from S n + into itself which are maximal monotone in a restricted sense. For this purpose, we introduce some de nition and notation. Observe that the set F given by (12) is equal to the set Gr(A B ) with B = 0; hence F is a maximal monotone set with respect to set U. We end this section by giving the following close version of Theorem 5 for maps F de ned over the whole space S n S n < m .
Theorem 6 Suppose that F : S n S n < m ! S n < m is a continuous map which is (X; Y )-monotone, z-bounded and z-injective. Then, for every B 2 F(S n S n < m ), the set-valued map A B de ned in Theorem 5 is maximal monotone.
Proof. This follows immediately from Theorem 8 in Monteiro and Pang (1996) by using the fact that S n is isomorphic to < n(n+1)=2 . for every B 2 F(M n ++ S n ++ < m ) and > 0. We rst establish two useful lemmas. Lemma 11 Suppose that F : M n + S n + < m ! S n < m is a continuous map which is (X; Y )-equilevel-monotone and z-injective on M n ++ S n ++ < m . Then, the map H de ned by (36) maps M n ++ S n ++ < m homeomorphically onto H(M n ++ S n ++ < m ).
Proof. Since 
where the penultimate equality follows from the fact that tr AB = tr AB T whenever A 2 S n and B 2 M n . Since X + X T 0, the matrix Y (X + X T ) Y 0. This observation, the fact that Y 0, and Lemma 1(b) imply that Y (X + X T ) Y = 0. Since X + X T 0, it follows that Y = 0. Hence, we have X = 0. We thus shown that X =X and Y =Ŷ . This conclusion together with (38) and the assumption that F is z-injective on M n ++ S n ++ < m imply that z =ẑ.
Lemma 12 Suppose that F : M n + S n + < m ! S n < m is a continuous map which is (X; Y )-equilevel-monotone, z-bounded on S n + S n + < m , and z-injective on M n ++ S n ++ < m . Then the map H de ned by (36) satis es the following two properties:
(a) H is proper with respect to (< ++ I) F(M n ++ S n ++ < m ); and (b) H restricted to S n + S n + < m is proper with respect to (< + I) F(M n ++ S n ++ < m ). Proof. The proof of part (a) is very close to the one given for Lemma 2. Let K be a compact subset of (< ++ I) F(M n ++ S n ++ < m ). We will show that H ?1 (K) is compact, from which the result follows. 
for every k k 0 . Using the fact that fH(X k ; Y k ; z k )g K and K is bounded, we conclude that fX k Y k g, and hence fX k Y k g, is bounded. This fact together with the above inequality implies that the sequences fX k g and fY k g are bounded. Since lim k!1 k(X k ; Y k ; z k )k = 1, we must have lim k!1 kz k k = 1, which implies that lim k!1 kF(X k ; Y k ; z k )k = 1 due to the fact that F is z-bounded. But this last conclusion contradicts (39). This establishes part (a).
The proof of part (b) requires only a slight modi cation of a couple steps in the above proof. Indeed let K be a compact subset of (< + I) F(M n ++ S n ++ < m ); let the sequence f(X k ; Y k ; z k )g H ?1 (K) be such that (X k ; Y k ) 2 S n + S n + and lim k!1 k(X k ; Y k ; z k )k = 1. We follow the above argument. Although we can not deduce that (X k ; Y k ) 2 S n ++ S n ++ , but utilizing the fact that f(X k ; Y k )g S n + S n + , we can still establish the boundedness of the sequence f(X k ; Y k ; z k )g. The details are not repeated. Thus (b) holds.
Based on the above two lemmas, we can establish two additional properties of the mapping H.
Theorem 7 Suppose that F : M n + S n + < m ! S n < m is a continuous map which is (X; Y )-equilevel-monotone, z-bounded on S n + S n + < m , and z-injective on M n ++ S n ++ < m . Then, in addition to the conclusions of Lemmas 11 and 12, we have: Consequently, a simple limit argument completes the proof.
As the nal result of this paper, we present a corollary of the above theorem which summarizes the essential properties of the mappingH de ned in (6) . This corollary is the analog of Theorem 2 for the alternative interior-point mapH.
Corollary 3 Suppose thatF : S n + S n + < m ! S n < m is a continuous map which is (X; Y )-equilevel-monotone, z-bounded on S n + S n + < m , and z-injective on S n ++ S n ++ < m . Then, the mapH : S n + S n + < m ! M n S n < (a)H is proper with respect to (< + I) F (S n ++ S n ++ < m ); and (b)H maps S n ++ S n ++ < m homeomorphically ontoH(S n ++ S n ++ < m );
(c)H(S n + S n + < m ) (< + I) F (S n ++ S n ++ < m ). Proof. Consider the map F : M n + S n + < m ! S n + < m de ned by F(X; Y; z) =F ((X + X T )=2; Y; z) for every (X; Y; z) 2 M n + S n + < m . Using the assumptions about the mapF, it is easy to see that F is (X; Y )-equilevel-monotone, z-bounded on S n + S n + < m , and z-injective on M n ++ S n ++ < m . Hence, it follows that the associated map H : M n + S n + < m ! M n S n + < m de ned by (36) satis es the conclusions of Lemma 11, Lemma 12 and Theorem 7, which easily imply the desired conclusions (a), (b), and (c).
Corollary 4 Suppose thatF : S n + S n + < m ! S n < m is a continuous map which is (X; Y )-equilevel-monotone, z-bounded on S n + S n + < m , and z-injective on S n ++ S n ++ < m . Then, F (U < m ) =F (S n ++ S n ++ < m ). Proof. Let 
