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APUNTES DE MATRICES 
• •' ' Introducción 
Las matrices constituyen un instrumento muy valioso para tratar con 
modelos 1lineales- En los últimos años los modelos matemáticos lineales 
han desempeñado un papel importante en casi todas las ciencias físicas 
y sociales«, 'El objeto de un modelo matemático es el de tener una des -
cripción más objetiva de un determinado fenómeno» 
Para definir matemáticamente cualquier cosa del mundo real es nece-
sario diseñar un. modelo matemático apropiado que relacione ias varia -
bles que intervienen» 
No pretendemos dar la definición de lo que se entiende por un mode-
lo linéalj. sin embargo,'podríamos indicar que todos los modelos linea -
les^ poseen propiedades de aditividad y homogeneidad. 
a) t Aditividad».- . .'. - • • ' ' 
; fji una variable. x^ produce un efecto''t^ y otra variable x^ produ 
ce un efecto t^ cuando dichas variables intervienen solas, debe te-
nerse entonces que x^ y x^ actuando juntas produzcan un efecto 
b)-Homogeneidad. ? 
... . Sí una variable x^ produce un efecto t^ cuando actúa sola, enton 
£es para cualquier número real k," la- variable kx^ debe producir ' el 
efecto kt^. 
Por eso cuando se tiene:un modelo lineal en un conjuntó de varía -
bles dado no pueden existir potencias superiores a 1 en las varia-
bles; ni funciones tales como log x^ , exp x.. f etc. 
1. El espacio vectorial 3RD 
En la exposición de nuestro curso utilizaremos muchos resultados, 
sin demostración, que son propios del Algebra Lineal; sí estaremos inte 
resados en la interpretación correcta de los mismos y su aplicación. 
hasta donde nos sea posible» 
Antes de entrar de lleno en la parte de la teoría de matrices que 
nos 'interesa, creemos conveniente introducir algunas propiedades sobre 
el conjunto de vectores ]Rn, que pasamos a definir: 
Con el símbolo IR denotamos al conjunto de los números reales, y con 
C al conjunto de los números complejos« En la mayoría de.los casos tra 
bajaremos con números reales, sin embargo gran parte de los resultados 
donde intervengan seguirán siendo validos si- trabajamos con C» Aquí n 
denota un número natural ( n = 1 , 2, 3, .«o). Para un n dado,3R n denota 
el conjunto de todos los elementos (n - tupies) de la forma (a^, a.^, . 
donde l o e a. son números reales» Por ejemplo si n = 3, ( 1, 0, -2) 
es un elemento de 3H , también serían (0, 0, 0) y (128, 0.57» -592). 
,a) Igualdad de tupies 
En ]Rn (n fijo) dos n - tupies (a^, a^, a^) y (b^, b 2»..,b n) 
son iguales si y solamente si = a.^  - b^, • • o ,a n = b n; y en este 
caso escribiremos (a^, a^, a n) = (b^, b^, . „», b'n) si n = 3i en-
•2 
tonces en R los 3 - tupies (1, 3,*-^) y O * x) son iguales sola-
mente sí x=-k; sin embargo,no podríamos decir que (1, 0, 1) sea 
• i g u a l a d , 1, 0) ,entonces tenemos que (1, 0, 1)=?¿ £1, 1, 0) 
. b) Operaciones en K n 
Para un n fijo, esto n - tupies se pueden sumar y multiplicar 
por un número real, como sigue: 
i. Suma en 3Rn • ' '• ' ' > . , . • • • . . 
(a^ , . . . a )+: (b;j ¿'••-'v. i", b^) = (a^ + b^ , a ^ + b ^ , „„., a n + 
Ejemplo: (n = 3) 
- ( 1 , - k , 0 ) + ( 3 , 6, - 1 ) = ( i + 3 j - W 6 ¿ 0 - ' í ) = (^¿ 2, - 1 ) 
es decir ; 
(.1, o) + (3, 6, -1) = 2, -1) 
Observamos que al sumar dos n - tupie el resultado es también 
un n - tupie 
ii. Multiplicación por un escalar en ]Rn (aquí escalar significa un 
número real) 
Si k E R entonces k.Ca^, . „., a^) = k(ka,p ka^, . k a n ) 
3 -T • • 
Ejemplo: En E : k = - 2 , entonces 
k (1, -k, 0) = (k.1, k(-*0, k.o) = (-2, 8, 0) 
es decir -2(1, -k, o) = (-2, 8, o) 
Observe que al multiplicar un n - tupie por un número real el 
' resultado es un n - tupié 
c) Propiedades de las operaciones en ]Rn ... . 
Cada una de las operaciones en 3Rn goza de ciertas propiedades, a-
demás de otras propiedades que relacionan una operación con la otra, 
i. La suma en 3Rn es asociativa. . 
Significa que se verifica, la. siguiente igualdad cualesquiera 
que sean los n - tupies en cuestión 
(a1t a2, „.., an)+(b1, b^, . = b^) J+ (c1, c2> . . c n ) = 
( a 1 ? a ¿ , ..o, a R ) + ( b ^ , b 2 , b ^ ) +. ( c ^ , c 2 c n ) 
3 
Ejemplo en l : 
Sumar (1, 2, -2) con ^(-1, 0, 1 ) + (2, 3, 0) J da el mismo re 
sültado que sumar [(1, 2, -2) + (-1, 0, 1 )Jcon (2, 3, 0) 
En efecto: 
:(-1, 0, l) + (2, 3, 0) = (1, 3, 1), así 
( 1 , 2 , ~2 ) + ( ( - 1 , 0 , 1) + ( 2 , 3 , 0 ) ] = ( 1 , 2 , - 2 ) + ( 1 , 3 , D 
= (2t 5, -I) 
Por otra parte: 
(1, 2, -2) + (-1, 0, 1) = (0, 2, -1), así 
, ( ( . 1 , 2 , - 2 ) + ( - 1 , 0 , 1 ) ] + ( 2 , 3 , 0 ) = ( 0 , 2 , - 1 ) -h ( 2 , 3 , 0 ) = 
(2, 5 , - 1 ) 
de donde se obtiene la igualdad: 
(1, 2, -2) +[(-1, 0, 1) + (2, 3, 0)J= (1, 2, -2) + (-1, 0, 1)j. 
(2, 3, 0)o 
ii« La suma en JH es conmutativa» 
Significa que en cualesquiera que sean los n - tupies (a^ , ,, t,a 
y (b^, . b ^ ) en ]Rn se tiene siempre la igualdad: 
3 
Ejemplo en ]R <. 
(1, -2, 0) + (¿t-, 7, -1) = (5, 5, - D 7 pero . también 
7, -1) + (1, -2, 0) = (5, 5, -1) 
iii. Existencia de un "cero" en ]Rn v 
El n - tupie (0, 0, 0) (hemos colocado n veces el cero ) 
satisface la siguiente propiedad respecto a la suma en R n : 
cualquiera que sea el elemento (a^, a^, ..«, a R) en ]R
n se tie 
ne que: , 
( a ^ , a ^ j o » . , a ^ ) + ( 0 , .<,.<.0) = ( 0 , • « . „ , 0 ) + (a^ , . « „ i a n ) = 
iVo Existencia de inversos en 3?n con respecto a la suma 
Esto significa que dado un elemento (a^, a R) en IR
n es po-
sible encontrar otro n - tupie , digamos (b^, o.., b^.) que sa-
tisfacen la siguiente igualdad: 
(a^, .«., + (b^, b ) = (0, 0, . , 0) 
En efecto, dado (a., .o», a ), el n - tupie (-a„,-a~, .„°, -a 
i n i c. n 
satisface esa propiedad de acuerdo a la definición de suma en 
jRn„ . • : • 
E.jemplo en ÜR^ 
1 
Consideremos (-2, - — — ) entonces el 3 - tupie, que sumado 
5 . 1 
con este nos da el cero en ]R es precisamente (2, .->4, -—) pues 
1 1 ^ 
se tiene que (-2, - - — ) + (2, ) = (0, 0, 0) 
5 5 n 
Las anteriores son propiedades exclusivamente de la suma en 3R . 
Veamos ahora las propiedades de la multiplicación por escalares en 
]Rn. ' 
v. La multiplicación por escalares en HR11 es asociativa, signifi-
ca que si k, t son números reales y (a^, . a R ) un n - tu 
pie en J?n, entonces se tiene siempre la igualdad: 
k ( a ^ a n> ) = (kt) (a^ , a 2, . . ., a^) 
Ejemplo en : 
con k = 5 , t = -1 
5. f(-1)(l, -2, 0)) = (-1, 2, 0 ) = (-5, 10, 0) } pero 
[5o (-1)] . ( 1 , -2, 0) = (-5)o(1, -2, 0 ) = (-5, 10, 0) 
vi. El número real 1 tiene la siguiente propiedad en la multipli-
cación por escalares en]S n .. . I , . -
Cualquiera que sea el n - tupie (a^, .<,., e n ® n se tiene 
que • 1 o (a^, c. o,
 = ' ° ° °' ^n^ 0 
Las siguientes exhiben propiedades donde se relacionan las dos 
operaciones entre si. 
6 o 
vii. La multiplicación por escalares en ]Rn es distributiva respec-
to a. la suma en 3Rn ••• - ; A • . ' „••• 
_ - .-•.-. Significa que si k es un número real y (a^ -,- a^s a n ) y 
(b^, b^, .»o, b ) n - tupies en.JRn se tiene siempre la si 
guíente igualdad 
ko í (a -, .00, a ) +• (b* , .... b. )] = k. (a,,, .. „, a ) + . 
L 1 n 1 n 1 ' n 
k (b., . ..., b- ) 
I n " 
Ejemplo en 3R ; k = 2 
(a 1 f a 2 , a^) = (-1, 2, -4, 5) ; (b,,, b ¿ , b^, b^) = 
( O , - 2 , - 1 , 1) 
entonces 
.2 {(-1, 2, 5) + (O, -2, -1, 1)) = 2. (-1, O, -5, 6) = 
(-2, O, -10, 12) 
Por otra parte: 
2 ( - 1 , 2 , - k , 5 ) + 2 ( 0 , - 2 , - 1 , 1) = 
( - 2 , - 8 , 10) + (O, - 2 , 2 ) " = ( - 2 , O, - 1 0 , 12) . 
viii. Si k, t son números reales y (a^, a R) un n - tupie en ]R
n 
se tiene que 
(k+t)„ (a., a ) = k(a^, ..., a ) + t (a^, ..., a. ) 
1 ' n 1 n 1 ir 
k 
Ejemplo en 3Q 
k = -1 t = 2 
entonces (-1+2)(3, 2, -1, 1) = 1 . ( 3 , 2, -1, 1) = (3, 2, -1, 1) 
Por otra parte: 
(-1) . (3, 2, - 1 , 1) + 2 (3, 2, - 1 , 1) = 
( - 3 , . - 2 , . 1, - 1 ) + ( 6 , k , - 2 , 2 ) = ( 3 , 2 , - 1 , 1) . . 
Definición 
]Rn provisto de la suma y multiplicación por escalares (con las 8 pro 
piedades ya citadas) constituye un ESPACIO VECTORIAL SOBRE IR; diremos 
simplemente el espacio vectorial 3Rn.' - Los, elementos del ESPACIO VECTO -
7. 
d) Combinación lineal de vectores. 
•z 
Para simplificar, consideremos el espacio vectorial E y obser -
vemos que:el vector (6, 5,'10) se puede expresar también como 
-1 t.(2, -1, O j + ^ C ^ v 2, 5),(de acuerdo a la suma y multiplicación 
por escalares en 38^),entonces diremos que (6, 5, 10) está expresado 
cotno. COMBINACION LINEAL.de los véctores (2, -1, 0) y (4, 2, 5) don-
de. los coeficientes de esta combinación lineal son -1 y 2 respecti-
vamente». •.'.-.•: ; 
En. general una combinación lineal de vectores en ]Rn no éá más que 
una expresión de la forma k (a^, a n ) + t (b^, .'. „, t>B") + = = = + 
h/.Cd^, -v.»,..-d^) donde los k, t, h son números reales. 
Es de'.sumo interés, cuando tengamos un con junto: de vectores- en ]Rn , 
determinar/un número mínimo de vectores para tal conjunto que tenga 
la propiedad de que cualquier otro vector de ese mismo conjunto se 
exprese combinación, lineal de aquellos. -Z. 
Por-.e jemplo en B , todo vector, (a, b, c^)se puede expresar como com-
binación lineal de los.3 vectores (1., 0, 0), (0, 1,'-0) y (0, 0, 1); 
en.efecto ,(a, .b, c) = a „ ( l , 0, 0) + b. (0, 1, 0) + c. (0, 0, 1) co-
mQ el lector-.puede fácilmente verificar. 
Ejemplo en (-2, ¿f, -1") = -2 (1,. 0, 0) + M O , 1, 0) - 1(0, 0, 1). 
•z • - • ' ' 
i . Base del espacio vectorial ]R 
- • " ' • - ' 
Analicemos el caso del vector (0, 0, 0) en IB y de los vecto-
res (2, -1, 0) y (1, - , 0). Se tiene que el vector (0,0,0) 
3 2 - . • 
en R se puede expresar, evidentemente como (0, 0, 0) = 
0« (2, -1, 0) + 0. (1, - — L , 0), pero también como (0, 0, 0) = 
- 1 ( 2 , -1, 0) + 2(1, - , 0), Hemos expresado en' dos for -
2 3 mas diferentes el vector: cero en R como combinación lineal de 
1 los vectores (2, -1, 0) y (1, - - — , o); en un caso los coefi 
2 
ficientes de esta combinación lineal son el cero y el cero; en 
otro caso son -1 y 2» Esto es debido a la naturaleza de los 
vectores (2, -1, 0) y (1, - , 0) ya que uno de ellos se-pue 
2 i 
de expresar en términos del otro (2, -1, 0) = 2(1, - • , 0). 
2 
Esto no sucede con los vectores (2, 0, 0) , (0, 1, 0), (0,0,1) 
pues la única forma de expresar al (0, 0, 0) en términos de 
ellos dos es por medio de la combinación lineal (0, 0, 0) "•"•= 
0. (1, 0, 0) + 0.(0, 1, 0) + 0.(0, 0, 1),(con coeficientes i-
guales a cero!) - - ' 
Cualesquiera 3 elementos de IR , que como los 3 vectores (1,0,0) , 
(0, 1, 0) y (0, 0, 1) tienen las dos propiedades siguientes': 
a) Todo elemento de IR3 se expresa como combinación lineal de 
ellos 0 " ' 
b) La única forma de expresar al vector (0, 0, 0) como combi-
• . nación lineal de ellos es con coeficientes todos iguales a 
• c e r o (lo que equivale-a decir que ninguno de ellos se ex -
. presa como combinación lineal de las otras dos), constitu-
yen lo que se llama una base del espacio vectorial IR (evi 
dentemente esto se generaliza a IRn ). 
ii. Dependencia lineal - Independencia lineal 
Cuando un conjunto de vectores en IRn es tal que ninguno de ellos se 
puede expresar como combinación lineal de algunos de los restan-
tes diremos que tal con junto es LINEALMENTE INDEPENDIENTE, en ca 
so contrario, diremos que es linealmente dependiente. 
Ejemplos 
1) Los vectores (2, 3, 1), (1, 0, (2, 1) y (0, 3, 2) son 
linealmente dependientes (en I R 3 ) 
9 . 
Podemos cerciorarnos de esto por dos caminos: 
- El vector (0, 0, 0) se puede expresar como una combina -
ción lineal de esos cuatro vectores con coeficientes no 
todos cero: 
....(o, 0, 0) = - 29 (2, 3, ,1 ).+ >.( 1, 0 , 4 ) + 2 ? (2, 4,1,)--
..; , 7 ( 0 , 3 , 2 ) , . .. . . .. .. 
como el lector puede verificar fácilmente. 
- - Uno de ellos se expresa como combinación lineal de loé 3 
restantes: 
" " ( 1 , o, 4 ) = - 2 2 - (2, 3, 1) - b, D + - Z - ( 0 , ' 3 , 2) 
• f - - •:.•.. • : k • • b 1 ••'••' : •-••if-'-
NOTA 
En realidad el hecho de que estos cuatro vectores en ÜR^sean 
linealmente dependientes no depende de los vectores en sí, 
sino que es debido a un resultado que estipula: En 3?n, to 
do conjunto de más de n vectores es linealmente dependien 
te. En el caso particular que estamos considerando, tene-
~ mos cuatro vectores en luego ellos son L.D.(linealmen-
te dependientes) 
2) EnJR^ los vectores (0, b, 0, 7), (2, 3, -1, 6) son L. I. 
(linealmente independientes), en efecto si el vector cero 
- !3e se expresara en términos de ellos (0, 0, 0) '••"• = 
• ^ kíO, 0, 7) + t (2, 3, -1, 6) entonces de acuerdo a las' 
íf , . . . . . 
operaciones en I? se tendría : 
(0, 0, 0) = (0, 0, 7k) + (2t, 3t, -t, 6 t ) V 
- (0, 0, 0, 0) = (2t, bk + 3t, -t, 7k, + 6t) que por defini-
, i* 
ción de igual de 4 - tupies en ]R • se tiene qué 
2 t " ' = O ' "" : : 1 '• ' 
'•"'•• - kk+ 3 t = O -' ' " • • ' 
: • t ' = o - " - ' ' ' " '•' " 
7 k + 6 t = O : " 
evidentemente esto implica que A'=0 , k = 0 ; luego hemos de 
mostrado que la única forma de expresar al vector cero de 
4 . . . • 
3R como combinación lineal de (0, ^ , 0 , 7) , (2, 3» -1, 6) 
es con ¡coeficientes iguales a cero»- ;> 
NOTAS 
a) No debemos olvidar que este es el mecanismo que se uti-
liza para probar la independencia lineal de un cierto nú 
mero de vectores, pero más importante es tener presente el 
significado de esta noción (independencia lineal). En núes 
tro caso particular tenemos que ninguno de estos dos vecto-
res puede expresarse en términos del otro. 
b) Generalmente, el estudio de la independencia o dependen 
cia lineal de un cierto número de vectores conduce a la 
solución de un cierto sistema de ecuaciones. 
e) Ejercicios .. - •. 
i. Expresar el vector x = •(*»•,•> 5) como combinación lineal de los 
vectores (1, 3) y (2, 2). Si esto fue.ra posible .que. podría 
conducir respecto a la independencia o dependencia lineal de 
los vectores (*f, : 5>> (2*-3>-, .(2., 2) .? • 'r f- , 
ii. Si" a = (3, - 2, 1) ,; -b;= (1., -5». &) (e.ncontrar x en (por, supues-
to) para que se cumpla la siguiente igualdad 3 & + 2x = 3 b \ 
11. 
iii. Sin cálculos previos, podría asegurar que los vectores ( 1 2 , 1), 
* , 
(2, -k, 2) son L. I. o L. D.? 
5 iv0 Cuál es el número máximo de vectores en ÜR que sean L. I. ? 
v. Cuáles de los siguientes conjuntos de vectores en forman 
3 
una base de ÜR : 
- (3, o, 2) ; 
- ( 1 , 1, 0 ) ; 
- (1, 5, 7) ; 
( 7 , o , 9 ) ; ( 4 , 1, 2 ) 
(3, 1, 1) ; (5, 2, 1) 
( 4 , 0 , 6 ) ; ( 1 , 0 , 0 ) 
12. 
2® Matrices; definxción primeras propiedades 
a) Definición 
Una matriz se define como un "arreglo rectangular" de números orde_ 




. o c, O & . 
12 1n 
O . O a 
22 2n 
m1 
el _ O O O C 9. ' 
m2 mn 
Los elementos a^. son en general números (pueden ser también poli-
nomios, etc), y su doble subíndice indica la fila y columna de la ma-
triz A donde se encuentra. El primer índice indica la fila, el segun-
do la columna. Kn el caso anterior la matriz A posee m filas y n co-
lumnas en tal caso diremos que A es una matriz de tamaño m x n» Los 
elementos a.. se llaman las entradas de la matriz A, más específica -
i j 
mente a. . es la entrada (i,j) de la matriz A. 
^ 0 
Observe pues que en una matriz de tamaño 3 ^  ^ (con 3 filas y k co-
lumnas) el primer subíndice de sus entradas toma los valores 1, 2, 3i 
mientras que el segundo subíndice toma los valores 1, 2, 3» 
E.jemplo: 
Sea A = 
1 3 - 5 0 
2 0 - 1 1 
k 0 -2 2 
13. 
entonces A es una matriz 3 x 4 donde: 
a 11 1 a 13 5 
Estudiaremos las m atrices desde un punto de vista general con el ola 
jeto de que los estudiantes de Demografía tengan a mano un instrumento 
de trabajo que les pueda ser útil en muchas circunstancias. 
Todos estamos familiarizados con el problema de resolver un siste-
ma homogéneo de ecuaciones del tipo, por ejemplo,: 
Uno de los métodos de solución de ( x ) consiste en simplificar el 
sistema de tal manera que se puedan llevar a otro donde los valores de 
x, y, z que satisfacen el sistema sea más fácil de obtener. La simpli 
ficación se efectúa sumando una ecuación a otra, o multiplicando una 
ecuación por un número distinto de cero, etc, péro en realidad en este 
proceso solo utilizamos los coeficientes- del sistema*' por tal razón se 
trabaja con la matriz 
2x + 3y - 4z = 0' 
-x + 2z = 0 C x ) 
5y - Yzz = 0 J 
2 3 4' 
-1 0 2 
0 5 - 1 / 2 
que es "la matriz asociada" al sistema y sobre ella efectuamos cierto 
tipo de operaciones, como veremos luego, que son las que haríamos di-
rectamente sobre el sistema (*) 
b) Igualdad de Matrices 
Para que dos matrices sean iguales deben satisfacer: 
i o Ser del mismo tamaño. 
ii. Cada entrada (i,j) en una de ellas debe ser igual a la en-










solamente si x=2, y=1 
ii. Las matrices 2 0 
1 - 1 
2 0 
1 - 1 
0 
0 






y. B = 
1- 3 
-1 ' 1' 2 
no son. iguales pues aunque tiene el mismo tamaño 2 x 3 lá. en-
trada (2,2) de A es o, mientras que la misma entrada (2,2) dé 
B es 1. 
Notación: si una matriz la denotamos con A, entonces la en-
trada (i,j) de A la denotaremos por (A). .. 
• 13 
Nota: Una matriz queda perfectamente definida si conocemos cada 
una de las entradas que la forman« 
) Operaciones con matrices . .. • 
Esencialmente trabajaremos con 3 operaciones, en el conjunto de 
matrices: suma, producto y multiplicación por un escalar, las 
cuales pasamos a definir inmediatamente» 
i. Suma de matrices: (Sólo se pueden sumar matrices del mismo ta-
ño) „ , ; , . 
Si A y B son matrices de tamaño m x n la matriz suma de A con B 
notada A+B, está definida por (Á+B).. = (A).. + (B).., donde 
1 i j i j 13 
i = 1, . . . , m ; j = 1 , . . . , n , e s decir, la entrada 




-1 0 - 3 ~ X 5 6~ 
A = 0 0 -2 B = 0 - z 6 
1 
— 
-1 2 > k . . .0 . -2 
-1+x 5 3 
A+B = 0 -z k 
5 -1 0 
Observe que al sumar dos matrices de tamaño m x n , el resulta 
do es otra matriz del mismo tamaño, m x n » 
16 
iio Producto de matrices (El número de columnas de la primera de • 
be ser .igual.al número de filas de la segunda). 
Si A es una matriz de tamaño m x p y B es matriz de tamaño 
p x n entonces el producto de A con B, notado A.B es una ma 
triz de tamaño de m x n y definida por: 
(A.B).. = 
k = 1 
para cada (i,j) con i = 1 , « . « • » m 
j = 1 , • a • s | Q 















• A . B 
1 7 . 
Ejemplo:' 
Sea A= 
- 1 0 3 
k - 2 1 
2 - 1 0 
B a 
3 k 0 -1 . 1 
2 0 0 1 2 
0 0 0 - 1 - 1 
A es de tamaño J x 3i B es de tamaño 3 x 5 , luego se pueden multi 
plicar y'A o B será una matriz 3 x 5 (observe que no se puede muí. 
tiplicar B por A ) 
-1«3 + 0*2 + 3*0 -1*4 + 0*0 i 3»0 -1*0-4- 0*0 + 3*0 -1«1 + 0 - 1 + 3 «(1) -1*4 +0*2 + 3 *(1) 
4.3 + («2)%+1«0 W + ( - 2 ) ' 0 * 1 ' 0 H + ( - 2 > ' 0 + 1 « 0 4*1 +(-2)«1 + 1*(- l) 4*1 + ( - 2 > 2 +1»(-1) 
2.3 + C-íO'2 + 0«0 2»4 + ( - l ) ' 0 + 0«0 2 '0+(- l )«0 +0*0 2<1 + (-1)«1 + 0«( - l ) 2 A + ( -1) -2 + 0-C-1) 
AoB = 














iii. Multiplicación de una matriz por un escalar (ninguna restric 
ción). : 
Si A es una matriz de tamaño p x q , y k es un número real en 
tonces k oA denota tina matriz tal que (k . A) . . = k (A) .". 
Ejemplo: 







k = - 3 
Entonces 
k . A = - 3 
r-
-3(1) -3o0 -3.3 
-3.0 -3.2 -3(-5) 
un 
- 1 0 3 
0 2 - 5 
3 0 - 9 
0 -6 15 
Observe que al multiplicar una matriz de -tamaño p x q por 
escalar, la matriz que resulta es también de tamaño p x q 
d) Propiedades de las 3 operaciones entre matrices. 
i. Si A, B, C, son matrices del mismo tamaño se tienen las si -
guiéntes igualdades: 
. a) A + ( B + C ) = (A+ B ) + C (asociatividad de la suma) 
ii. A + B = B + A (conmutatividad de la suma) 
iii. k (A + B ) = k A + kB , donde k es un número real arbitrario. 
Si A, B, son matrices tales que-pueda efectuarse la suma de 
B y C, y el producto de A con B + C entonces 
ivo A « ( B + C) = - A » B + A . C (distributividad) 
v* (P + Q) . T = P . T + Q . T cuando P, Q, T, sean matrices de ta -
maños convenientes (distributividad) 
vi. (P . Q). C = P „ (Q.C) cuando P, Q, T, sean matrices de tamaños 
convenientes (asociatividad de la multiplicación) 
NOTA 
En general se tiene que A „ B B . A (la multiplicación de ma-
trices no es conmutativa) 
Evidentemente también podemos restar matrices del mismo tamaño: 
2 0 . 
v i , 






















Calcule A de dos maneras distintas (A significa (AÁ).A o 















encontrar una matriz D, 3 x 2 tal que A + B - D = 0 
x. De acuerdo a la definición de igualdad de matrices .muestre 
(A + B)(C + D) = AC + A D + B C + BD donde A, B, C y D, son matrices 
de tamaños apropiados. Muestre también la ley conmutativa de 
la suma y de las leyes distributivas 

























; : ;. ... ,. .  21. 
Muestre que A' . B = A C , Observe entonces que A . B = A C no im-

















Muestre que ( A . B ) . C = A c (B . C)« (como ya sabiamos!) 
xa. i. 
Si 
X1 = a11 y1 + a12 y 2 
= a 2 i + y 22 a 2 
x 3 = a 3 1 y<| + a 3 2 y 2 . 
es un sistema de ecuaciones en las incógnitas y^ s y 2 (se su -
pone que x^, x 2 , x^ y los a ^ son números conocidos), tal sis 
don tema puede escribirse en forma matricial como-] A « Y = X 
de: 
A = 







Si ahora efectuamos un cambio de variable (en las incógnitas) 
= b 1 1 z i + b 1 2 Z 2 
y 2 =/ b 2 l Z l . ••+ b 2 2 z 2 
el sistema original;se escribe ; 
/ X1 = ( a 1 1 b 1 1 + a i 2 b 2 1 ) z 1 + ( a 1 1 b 1 2 + a 1 2 b 2 2 } Z 2 
x 2 = ( a 2 1 b i n + a 2 2 b 2 1 ) Z l > ( a 2 1 b^ +'&22 b ^ ) ^ 
J x 3 = < a 3 . i b l 1 + a 3 2 b 2 1 ) z 1 + ( a 3 1 b 1 2 + a 3 2 b 2 2 } z 2 
2 2 . 
En notación matricial este sistema (en Z/J y z ) se escribe 
X = C . Z donde C = 
a l 1 b 1 1 + a 1 2 b 2 1 a 1 1 b 1 2 + a 1 2 b 2 2 
a 21 b 11 * a 2 2 b21 a 2 1 b 1 2 + a 2 2 b 2 2 
l _ a 3 1 b 11 f a 3 2 b21 b 1 2 + a 3 2 V 
y 
z = 










B . Z ; pero C = A . B 
(A . B) Z 
H = y i - 2 y 2 + 
•2 = 2 y 1 + y 2 - 3 y , 
( 1 ) 
con 
.y. 
Z1 + 2 z 2 
2 z 1 - z 2 
2 Z l + 3Z 2 -
verifique que el sistema (1). puede escribirse en forma matri -
cial como 
- 2 - 2 
-3 
1 
: : 2 Z1 
e 
r 
2 -1 • 
2 3 Z 2 
23. 
xivo Dada una matriz A de tamaño n x n (matriz cuadrada)" ée llama tra 
za de A, a la suma de las entradas de A que tienen los dos sub 
índices iguales (elementos de la; diagonal de A). 
Ejemplo: 1 -b 5 
A = 2 6 7 
3 0 0 
entonces la traza de A. es 1 + 6 + 0 = 7 : Tr(A) = 7 
Muestre entonces que si A y B son dos matrices y k es un núme-
„ ro real se tiene siempre que: 
1) Tr(A + B) = Tr(A) + Tr(B) 
, ;2) Tr(k . A) = k . Tr(A) 
xv. Determinar las matrices B que satisfacen la igualdad 
0 1 
. B = 
0 0 
2 0 0 
Determinar todas las matrices que- conmutan con la. matriz A 
, 0 1 
A = 
f ) Algunos tipos de matrices 
i . Matriz diagonal 
Es una matriz cuadrada ( n x n ) de la forma 
0 : ; - ó . é 0 







« • • o 
© , A 
O C O 





es decir tal que todas aquellas entradas a., con i j s o n cero 
Muy frecuentemente se escribe A - = diag (a^^, a.^* • • • a n n ) • 
1.) ~ 0 0 0 " 
A = 0 . 1 0 = diag (0, 1, -2) 
0 0 - 2 
2) U n a matriz diag (1, 1, * • * 1) de tamaño 












O ' ' 1 
Propiedad de la matriz identidad : Si A es una matriz n x ] 
entonces se tiene siempre las dos igualdades siguientes: 
(1) : I . A = A 
n 
A . I = A 
P 
Evidentemente, en el caso en que A sea cuadrada, n x n en -
tonces I <>A = A « I = A 
n n 
A manera de ilustración, vamos a hacer la demostración de 
(1) : I . A = A : 
n ,. s . 
- I . A tiene tamaño n x p , A es n x p 
n 
- U n a entrada arbitraria (i, j) de la matriz I . A debe ser 
igual a la correspondiente entrada (i, j) de la matriz A, 
En efecto (I . A). . = 
n i j 
n 
k = 1 < V i k ' ^ r ' V Í ^ ' I J 
< V i 2 < A ' 2 3 + - • •/• ' V i . ( f t ) n d = 0 + 0 + - ' + " n ' i i ^ i 
0 • o . + 0 = 1(A). . = (A). . (de acuerdo a la definición 
J P" 0 .. • " . 
de matriz identidad I ) 
n . 
3) Si/f es un número real entonces Á 
gonal: Á I = diag {/( , /f , . . . , A. ) y es llamada ma 
I es una matriz dia-
n 
n 
" • ' triz 'esbalar 
iie La matriz cero de tamaño m x n 




0 0 0 
0 0 0 
es la matriz cero, 2 x 3 
, Propiedades de la matriz cero 
1) Si A es una matriz de tamaño p x q y B es la matriz- r . cero 
f - ..... p x q se tiene la siguiente igualdad: A + B =-B'+A.= A: 
i 
_ , Pemostración: .••• • . .',•>•'.>' -•' 
Es suficiente mostrar que A + B = A (porqué?) 
• - A + B y A tienen el mismo tamaño : p x q 
-(A + B). . = (A) + (B) . = (A). . + 0 = A. . , es decir , « . .0 ; 1,3 . : 
(A + B). . = A. . , cualesquiera que sean los subíndices (i,j), 
i 3 i j : . 
i variando de 1 a p y j variando de 1 a q» 
2) Si P es una matriz m x n y B la matriz cero p x m , C la matriz 
. . ' • • IT.-'"- • * 
cero n x t se tiene que B . P es la matriz cero p x n y P „ C 
es la matriz cero m x t . 
Para simplificar, se escribe B . P = 0 , P . C = 0 o , aún más 
0 . P = 0 , P o 0 = 0 
iii. Matriz triangular ..... . A L : 
c^j Triangular Superior : es una matriz cuadrada"a cuyos elemen 
tos a ^ = 0 para i > j. Tiene la forma siguiente 
A = 






a 2 2 a 2 3 
0 a 3 3 
0 0 
o • • 








c^)Triangular inferior: Matriz cuadrada B cuyos elementos 




0 0 . . c 0 
a21 a 2 2 
0 0 0 c 0 
a3l 
a 3 2 ^ 0 0 0 33 
0 
an1 
a 0 n2 & «7 0 0 0 n3 
a 
nn 
Observe que una matriz diagonal es triangular superior y trian 
guiar inferior; reciprocamente, una matriz cuadrada que sea 
simultáneamente triangular superior y triangular inferior es 
necesariamente diagonal0 
Tanto la matriz triangular como la diagonal son de gran utili 
dad pues su forma relativamente simple facilita muchos cálcu-
los o 
iv. Transpuesta de una matriz 
Dada una matriz A, de tamaño m x n , la matriz notada A 1, cuyas 
columnas son las filas de A se llama la transpuesta de A; más 
precisamente ( A ' ) ^ = Observe que entonces A' tiene ta-
maño n x m. 
E.jemplo 
r 1 







4 5 6 
Propiedades de la transpuesta: 
1) (A + B)' = A' + B' . 
2) (A1)* = A ' . 
3) ( k . A ) ' - k . A1 , k número real, (escolar) 
4) (A . B)' = B' . A' donde A y B son matrices de tamaños a-
propiados. 
27. 
Demostración de 1): 
f(Á + B) * ) . . = (A + B) .. = (A) .. + (B) .."= (A*)!. + (B1). . = 
* / 13 '31 ' j i '13 / 1 3 
(A« + B') . . 
- 13 '. -
Instamos al lector que trate de demostrar las r-estantes pro 
piedades pues no ofrecen dificultad alguna«, •• 
Matrices elementales 
Operaciones elementales sobre una matriz; estas serán de im -
portancia en la búsqueda de la inversa de una matriz cuadrada: 
Esencialmente consideraremos 6 tipos de operaciones elementa-
les, 3 de ellas que se efectúan sobre las filas de una matriz 
y las otras 3 son las correspondientes efectuadas sobre las 
columnas de la misma. 
f 
1) Multiplicar el vector fila i de la matriz por un escalar k 
distinto de cero (tal operación, la denotamos por.. 0^(k)). 
2) Intercambiar las filas i, j de la matriz (tal operación la 
denotamos por 0. .). 
3) Sumar al vector fila i de la matriz, t veces el vector fi-
la j de la misma matriz, (tal operación la denotamos por 
. : 
5) ( las correspondientes a las columnas 
.6). 
Gr o? 
























(02(-1)(A) significa la matriz obtenida, aplicando a A la ope 
ración 0 2(-Í) : multiplicar el vector fila 2 de A por 0-1). 
2 8 ; 
-1 2 0 0 1 b~ 
O31(A) = 5 0 3 '; 0 2 3 ( -4 ) (A) = 9 - 8 3 
0 1 b -1 2 0 
Matriz elemental : Es la matriz obtenida de la matriz identi -
dad, aplicando a ésta alguna operación elemental» 
Notación: 
E^(k) la matriz elemental correspondiente a operación 1) 
la matriz elemental correspondiente a operación 2) 
E ^ ( t ) l a matriz elemental correspondiente a operación 3) 
K.(t) la matriz elemental correspondiente a operación b) para 
«J - • . : 
columnas; etc« 
E.jemplos 
" E^C-2) de tamaño bxb es: 
Para el mismo tamaño se tiene: 
11 0 0 0 
0 1 0 0 
0 0 -2 0 
0 0 0 1 
1 0 0 0 1 0 0 0 
* ' . 
0 0 0 1 0 1 0 0 
E2b = 0 0 1 0 
? E 5 l ( - 2 ) =. 
- 2 0 1 0 
0 1 0 0 0 0 0 1 
Efecto de las matrices elementales sobre una matriz cualquie-
ra: Si una matriz A se multiplica a la izquierda (respectiva-
mente a la derecha) por una matriz elemental (de f i l a ) la ma-
triz que resulta es la que se obtiene de aplicar a A la opera 
ción elemental ( f i l a ) correspondiente a esa matriz elemental, 
más específicamente. Si A es de tamaño mxn y E^(k), E „ (k), 
E. . son las matrices elementales de tamaño mxn (cuadradas l ) i j 
se tiene que: 
29. 
E.(k) . A = O.(k)(A) i i 
E. , (k) .A = O. .(k)(A) , 0. \ J 
E. .A 13 
Ejemplo 
A = 
= V A ) 
- 2 
entonces A . 
k 2 1 (2) = 
2 3 
















4 13 - 2 
que no es otra que la matriz obtenida de A aplicando la opera 
ción 0 ^ ( 2 ) sobre las columnas: 
.2 
, E 1 2 ( 2 ) = ; así E 1 2(2) . A = 
O O 1 
1 2 3 
^ 5 - 2 
9 1 ' 2 - 1 
k 5 - 2 
que es precisamente la matriz que se obtiene al aplicar a A la 
operáción f i l a 0 1 2 ( 2 ) . 
Cálculo de la inversa de una matriz cuadrada: Las operaciones 
elementales serán de gran utilidad para calcular la inversa de 
una matriz y además para determinar un número asociado a cada 
matriz y que se llama su rango. 
Nos basamos en lo siguiente: Dada una matriz cuadrada A, ta-
maño n'xm, sí existe una matriz B., también cuadrada, que sa -
tisfagá las dos igualdades A . B = B . A = entonces B es, 
por definición laiinversa de A, y como depende de A la denota 
- 1 , - 1 ' mos por B=A ; asi A , la inversa de A, es tal que A „ A = 
-1 
A . A = In„ Se demuestra en Algebra Lineal que darda una ma -
30« 
triz A cuadrada, es suficiente encontrar una matriz cuadrada B 
que satizfaga B 0 A = I (o A „ B = 1^) para que B sea. la inver 
sa de A (es decir, automáticamente se satisface la otra pro -
piedad)0 " 
Partimos de la matriz A, tamaño nxn ; sean B , i- = 1 . . , k 
que representan matrices elementales ( f i las ) de tamaño n x n 
que satisfacen 
c . o » " ^
 = ' ' e n ^ o n c e s 
ÍB, o o o <> B, . BJ » A = I es decir B, o e e B. DO« B. es v k 2 1 n k i 1 
la inversa de A; pero como multiplicar por matrices elementa-
les es lo mismo que efectuar las operaciones correspondientes 
sobre la matriz, es suficiente de ir aplicando sucesivamen 
te las operaciones elementales correspondientes á laó B^ , so-
bre la matriz como se ilustra en el ejemplo 
V ( 





Efectuamos operaciones elementales sobre las f i las de Q (o so 
bre las columnas - pero no mezcladas!) hasta obtener la matriz 
identidad 3 x 3 , y simultáneamente efectuamos las mismas opera 
ciones sobre las f i las de (o las columnas, si este fuera el 
caso)o 
Q = 3 • 3 
4 3 
, 3 










3 1 . 
o 2 1 ( - : j 
i 3 ' 3 
0 2 1 ( - 1 ) 
1 0 0 
0 " 1 " 0 * 1 - 1 1 0 
„ 1 5 _0 0 . 1 . 
( ° 3 i ( - 1 } > > o 3 1 ( - r ) 
1 3 3 1 0 0 
0 1 0 • ? - 1 1 0 
0 0 1 - 1 0 1 
0 1 2 ( - 3 ) 
0 1 3 ( - 3 ) 
1 0 3 
0 0 
0 0 1 




1 0 0 
0 1' 0 = 
0 0 1 
0 1 3 < - 3 ) 











1 3 3 
1 if 3 
1 3 V 
NOTAS 
" 7 - 3 - 3 
- 1 1 0 
- 1 0 1 
- 7 _ 3 
- 1 1 




1 3 3 
1 ^ 3 
1 3 ^ 
= B = Q' - 1 
= I. 
a) No toda matriz cuadrada:, posee inversa 
b) La inversa de una matriz es única 
c) Para que una matriz cuadrada posea inversa es necesario y 
suficiente que todos sus vectores f i las (o sus vectores co 
lumnas) sean linealmente independientes 
d) Si en el proceso de obtención de la inversa de una matriz 
descrito anteriormente, nos encontramos con una matriz que 
tiene un vector f i l a (o un vector columna) igual al cero , 
no vale la pena continuar en la búsqueda de la inversa pues 
esta no existe (vea parte a) de esta nota), es el mismo ca 























13 -2) i 
0 0 0 
1. b • •3 i . • i 
1 - 3 ' b 
entonces À no posee inversa. " Observe que la f i l a 1 de A es 
combinación lineal de las otras dos f i l a s : 
(3, 10, 11) = (1, 3) + 2 (1, 3, b) 
Resultado: Si A y E son dos matrices cuadradas inversi -
bles (que poseen inversa) y tales que se pueden multipli-
33. 
car, entonces 
_ i i i 
(A . B) 1 = B . A 
Existen ..otros métodos para determinar la inversa de una 
matriz; entre ellos uno utilizando la.noción de determinan 
te 
G) Ejercicios 
. i . Muestre que las matrices elementales poseen inversa; determi-
nar éstas para un tamaño particular que usted eligirá 
i i » Determine la.inversa.de las siguientes matrices: 
"2 3 1 
1 2 3 
3 1 2 
2 4 3 2' 
3 6 5 2 
2 5 2 - 3 
k 5 14 i4 
(tomados de Theory and Problems of Matrices by Ayres» Colec-
ción Schaum) . . 
Inversas de matrices especiales 
1), Matriz diagonal: Una matriz diagonal. con todas sus entra-
das distintas de cero, posee inversa. 
Si A = diag (d^ , d^ , «... , d^) entonces 
1 
d 
—1 1 1  A = diag ( , - 3 - ) pues "dn ' ' • • - ' 
en A = 
l1 O 
o n 
las operaciones elementales que tenemos que aplicar para re 
ducirla a la identidad I n , es multiplicar cada f i la i por 
— 9 ! 1 = 1 9 •««) n • 
d. 
2) La inversa de la identidad es ella misma 
3) Matriz involuntaria: matriz cuadrada A tal que A = 1 , e n -
tonces = A 
4) Matriz permutación : matriz cuadrada en la que existe un e 
lemento y sólo uno, igual a 1 en cada línea y cada colum -
na o 
Ejemplo - — • • • • 
0 1 0'" ~1 0 0 
1 0 0 1 0 0 1 
0 0 1 0 1 0 
0 1 0~ 1 0 0 
0 0 1 > 0 1 0 
0 0 0 0 0 1 
0 0 1 
0 1 Ó 
1 0 0 
0 0 1 
1 0 0 
0 1 0 
En general, hay n . n matrices permutación de tamaño n x n„ 
Estas matrices, son siempre inversibles. Cómo podría jus-
t i f icarlo sin hacer los cálculos? ; -
5) Matricés triangulares:'su inversa es fáci l de calcular 
Ejemplo 
4 1 1 
A = 0 2 3 
0 0 4 
determinamos su inversa en forma directa: 
a b e 




tal que A . A~ = I = 
1 0 0 
0 1. . 0. 
0 0 1 
3 5 . 
entonces se tiene el siguiente sistema 
4a + d.+ g = 1 • 2d + 3g = .0 4g = 0 
4b+.e+h = 0 2c+.3h = 1 " 4h = 0 
4c.+ f + i , = 0 2f + 3i = 0 4i = 1 
g = 0 
h = 0 
i 
i = entonces 2f + 3i = 0 da f = 3 3 5 T 2 = IT" 
2e + 3h = 1 con h = 0 e = % 
2d + 3g = 0 con g = 0 d = 0 
4 á + f + i = 0' con i = ji , f = -g-
1 
4c = -% + 3 1 T = T " 
c = 32 
4b + e + h - 0 con h = 0 , e = 
4a + d + g = 1 con g = 0 , d = 0 





4b = - Yz 





a =: + 







Rango de una matriz«, (Noción asociada a' cualquier tipo de 
matriz) 
Matrices equivalentes : Dos matrices de igual tamaño se di-
cen ser equivalentes, s i una se obtiene de la otra median-
te aplicación de operaciones elementales (sobre f i las y co-
lumnas ) . 
Es fáci l ver que toda matriz es equivalente a si misma y 
que A equivalente a B y B equivalente a C implica que A es 
también equivalente a C. (transitividad) 
Definición 
El rango de una matriz A es un número que representa al ma-
yor número de vectores líneas de A que son linealmente in-
dependientes (se demuestra, y no es fáci l de hacer aquí , 
que es exactamente el número máximo de columnas linealmen-
te independientes de A). Aceptamos el siguiente resultado 
Dos matrices del mismo tamaño son equivalentes si y solo s i 
tienen e l mismo rango. 
Esto nos permite obtener el rango de una matriz A reducien 
do esta a una forma más simple (equivalente a ella) donde 
s i se., pueda,.leer más. fácilmente su RANGO ; Efectuamos ope-
raciones elementales sobre las f i las de A(o/y sobre las co 
lumnas) como en el proceso para obtener su inversa (las ma 
trices que se van obteniendo son equivalentes a A y por lo 
tanto tienen el mismo rango) 
Ejemplo 
~2 0 
A = 3 3 6 
2 . 2 k 
1 1 


























i 0 0 
y en esta matriz las dos primeras f i las son L. I . , la otra 
f i l a es cero; si ahora reducimos esta última por columnas 
(no hay necesidad para efecto de averiguar su rango) llega 
raos a una matriz de la forma 
1 0 0 
B = 0 1 0 
0 0 0 
37 
y se llama la forma canónica de la matriz original A o 
El número de "unos" que aparece en su forma canónica es 
el rango de la matriz A, en este caso es 2« 
La matriz B es de la forma 0 
0 0 
Ejercicio 
Determinar el rango de las siguientes matrices 
2 k 3 2 1 1 2 3 
1 2 ; 3 2 . 1 ; k 5, 6 
0 0 0 7 8 9 
3 8 / 
3o Sistemas de ecuaciones lineales 
Vamos a utilizar la noción de rango de una matriz para analizar to-
do lo concerniente a la existencia de soluciones de sistemas de ecuaci£ 
nes lineales, tanto en el caso homogéneo como en el no homogéneo adelan 
tando qiie en el proceso clásico de obtención de soluciones de tales sis 
temas (eliminación) únicamente intervenían los coeficientes del sistema, 
con los cuales formábamos una matriz. 
Dado un sistema de ecuaciones lineales como: 
1 
a ^ x1 + a>|2 + »»• + a1n xn = y1 
a21 X1 + a22 x2 + 0 0 0 + a2n Xn ~ y 2 
° > (1) 
am1 X1 + a m 2 x2 + + amn xn = yn 
con m ecuaciones y EL incógnitas (las , X j , . . . , xn) diremos que es HO 
MOGENEO si y- = y - = o o o = y = 0 y diremos que es NO HOMOGENEO en caso i c. m 
contrario. Se supone que los a-•, para i=1, o . . , ^ ; j= 1, n son i J 
números conocidos, lo mismo que y^, y 2 , •>«<>, ym; si x^ son las incógni. 
tas cuyos valores debemos determinar; así , determinar una solución de 
(1) es encontrar valores de x^, xn q u e s u s t i t u i d o s en el sistema y 
efectuadas las operaciones indicadas, satisfagan cada una de lasmecua 
ciones que constituyen el sistema. 
39 
Ejemplo : En el sistema ( 2x^ + = 1 
-x1 + 2X2 = 0 ' 
x^ = 2, x2 = constituyen una solución del sistema puesto ';que 
2.2+3„(-l)=1 
-2+2o 1=0 
(Este es un caso particular donde el sistema posee una sola solución, p_e 
ro en general puede poseer más de una). 
Notación matricial para "un sistema de ecuaciones lineales 












por los coeficientes_de v„la§./incógnitas,'de.l sistema (1.) será llamada " ?la 
matriz del sistema (1) (atención a la colocación de los coeficientes!).; 
y la matriz 
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mn y m> 
ko 
(hemos considerado una columna más con respecto a la anterior) se llama. 
rá la MATRIZ AUMENTADA DEL SISTEMA o 
Ejemplo: 
-
- 2X2 + 7X3 -- = - 2 
. Es el sistema < 
+ 8X3 „ 25^  = 7 
X1 + 1 / 2 X , = 0 
\ 3 X 2 + x 3 = 2 
La matriz asociada es: 
3 - 2 7 0 
0 8 - 2 
1 0 1 / 2 - 1 / 5 
0 3 1 0 
y la matriz aumentada es: 
3 - 2 7 0 - 2 
0 8 - 2 7 
1 0 1 / 2 - 1 / 5 0 
j ? " 3 1 0 • 2_ 
Notación matricial para un sistema de ecuaciones 
Si A denota la matriz del sistema (1) ; 
x = 
: x n . 
y = 
.4» i 
entonces de acuerdo a la definición de la multiplicación se tiene que 
A . X = Y y esto se llama " la notación matricial del sistema (1)"< 
¿f1 
Entonces en un sistema dado, se conoce A y Y nuestro problema es deter_ 
minar X tal que AX.= X es una solución del.sistema! 
El caso de (*) 2x + 3x = 1 
S -x + 2x = 0 
se tiene que 
• 2 . 1 
0 
y entonces X = 
2 
- 1 
es una'solución de (*) puesto que ~2 3 ~2 "i" 
-1 2 -1 0 
Método para determinar las soluciones 
a) Caso Homogéneo : AX = 0 , 
-AquíO denota a la matriz m x 1 con todas sus entradas cero, 
. o al vector columnar cero en 3Rm o 
-Si la matriz A del sistema homogéneo es cuadrada (tantas ecua 
ciones como incógnitas) y además es inversible entonces la tí-
nica solución de AX = 0 es 
X = 




siempre es solución del sistema homogéneo 
AX = 0 
iio En general las soluciones las obtendremos de acuerdo al si . 
guiente criterio: sobre la matriz del sistema efectuamos 
operaciones elementales como para la obtención de su rango 
(pero sólo operaciones sobre las f i l a s ! ) y una vez que l ie 
gamos a la forma más reducida, volvemos a escribir el s is -
tema original pero con la matriz reducida, las incógnitas 
que no corresponden a la columna donde aparecen los • unos 
(los unos indicadores del rango cuando se reduce por f i las) 
serán incógnitas independientes, es decir a ellas asigna-
mos valores arbitrarios, los valores de las otras quedan 
automáticamente determinados por las ecuaciones y así ob-
tenemos una solución del sistema» 
Si n es el número de incógnitas del sistema, r el rango de 
la matriz asociada al sistema, entonces n-r es el número de 
incógnitas independientes. 
Ejemplo: resolver el siguiente sistema: 
+ x2 + x^ + xj^  = 0 
- x 2 + - x^ = 0 
x^ + 2X2 - x^ + X^ = 0 
Matriz asociada: 
A = 
2 1 1 1 
3 - 1 1 - 1 
1 2 - 1 1 




2 1 1 1 0 ~3 3 -1 1 2 -1 1 
3 -1 1 -1 0 - 7 4 - 4 0 3 -1 
1 2 -1 1 1 2 -1 1 0 -7 4 - 4 
1 2 • 1 1 1 2 -1 1 1 0 -5 - 3 
0 - 3 3 -1 r- 0 1 2 2 0 1 2 2 
0 -1 -2 - 2 0 - 3 3 -1 0 0 9 5_ 
T 0 •5 . 
• — - 3 1 0 0 - 2 / 9 
0 1 2 2 r- 0 1 0 8/9 
0 0 1 •5/9 0 0 1 5/9 
Por lo tanto el rango de A es 3j hay pues, 4-3=1 incógnita 
independiente: x^. 
El sistema original es equivalente (es decir posee las mis= 
mas soluciones) al sistema. 
x. ...-• -2/.9xk = .0 
+8/9X4 = 0 
x 3 +5/9xif = 0 
entonces x^= 2/9x^; x2= -8/9x^ x^= •-5/9xif', así dando 
valores arbitrarios a x^ obtenemos los correspondientes va-, 
lores de x^, x^y xit® Si x^ = 9, entonces x ^ - 5 , x2=~^> 





Otra podría ser que x. = 1: 
2 /9 
- 8 / 9 
- 5 / 9 . 
1 
En general las soluciones del sistema son de la forma 
— " 
2/9 k 
- 8 / 9 k 
- 5 / 9 k -
k 
donde k puede tomar cualquier valor. En particular, obser-
ve que obtenemos la solución trivial cuando tomamos k=0 , 
Es fáci l ver que el rango r de una matriz de tamaño m x n 
siempre es menor o igual que m y n simultáneamente, por lo 
tanto si m es estrictamente,menor que n (menos ecuaciones 
que incógnitas) el ;sistema de ecuaciones homogéneo siempre 
tendrá (al menos una) solución distinta de la tr iv ia l . 
Observe que si X es solución de un sistema AX = 0 entonces 
cualquiera que sea el número k, también kX es solución ya 
4 5 
que A (kX) = k (AX) = kO = 0 . Además si X' , X" son solu-
ciones de AX ra O, se tiene que X' + X" también lo es pues 
A (X' + X») = AX' + AX" = Oc 
b) Caso No Homogéneo AX = Y, c<?n Y / 0. 
io Si A es cuadrada (igual número de ecuaciones que de incógni 
tas) y además inversible entonces AX = Y posee una única so_ 
lución: X = A~1Y. 
i i „ A diferencia de un sistema homogéneo, un sistema no homogé-
i 
neo puede no poseer solución; es el caso de 
2xn = 0 
2x1 + 3X2 = 1 p 
-1 /5X 2 = 2 
i i i « Soluciones de un sistema no homogéneo: para obtenerlas uti_ 
lizamos el siguiente cri terio . 
Consideramos la matriz aumentada del sistema y mediante op_e 
raciones elementales sobre las f i l a s la reducimos a una ma-
triz equivalente como se hizo para el caso no homogéneo, el 
criterio que seguimos para la existencia de soluciones es: 
s i la matriz del sistema y su matriz aumentada poseen el mis 
mo rango, entonces existe solución para el sistema, en caso 
contrario no existe solución. 
Ejemplo. Resolver: x^ + x^ - 2x^ + x^ + 3x^ = 1 .., 
2x^ - x 2 + 2x^ +2x^ + 6x^ = 2 
3x 1 +2x2 - kxj -3x^ - 9x^ = 3 
La matriz aumentada de este sistema es 
r— 
1 ... 1 ' - 2 • 1 • 3 1 
2 -1 2 2 6 • 2 
3 2 - 3 -9 3 
— 
que es equivalente a i 
i-""*' ' . - . — — 
1 1 -2 1 3 1 1 1 - 2 1 3 1 
0 -3 6 0 0 0 0 1 -2 0 0 0 
0 -1 2 -6 -18 0 0' -1 2 --6 - 18 0 
1 0 0 1 3 1 1 0 0 1 3 r 
0 1 -2 0 0 0 ífw 0 1 -2 0 0 0 
_0 0 0 -6 -18 0 0 0 0 1 3 0 
1 0 0 0 0 T 
0 1 -2 0 0 0 rv r 
0 0 0 1 3 0 
por lo tanto el rango de la matriz.aumentada es 3 y es el 
mismo.que el de la matriz del.sistema por lo. tanto existe so_ 
lución, las cuales se pueden obtener del-sistema determina-
do: .por la. última"*inatriz; 
,.X1 . ' = \ ... • ; 
; . X2 " 2 x 3 = ° . - i 
+ 3 x 5 = 0 
Hay dos incógnitas independientes (5-3=2) que pueden ser 
y x_ pues están en las columnas que no contienen los "unos" 
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que determinan el rangoa 
Podemos dar valores arbitrarios a x , y x_. 3 5 
si x^ = a, Xj. = b entonces x^ = 1, x^ = 2a, x^ = -3b. 
í. 






con a y b arbitrarios. 







es una solución. 
a) x, + 
2x„ + 
x2 + 2x^ + x^ = 5 b) x<| - 2 X 2 + x^ « ^x^ = 
3X2 - - 2x^ = 2 
4xi + 5X2 + 3x, = 7 
c) x-] + X2 + x^ + x^ = 
x1 + x 2 + x 3 * x^ 
+ x 2 - X j + x^ 






Relación entre las soluciones de un sistema no-homogéneo y las de el 
homogéneo asociado 
Existe una importante relación entre las soluciones de un sistema de 
la forma AX = Y y las soluciones del sistema AX = 0 (llamado sistema ho 
mogéneo asociado al AX = Y). Dada una solución Xq f i ja del si'stema AX=Y 
todas las demás se obtienen sumando a X las soluciones del sistema AX=0. o 
1 En efecto si XQ es solución de AX = Y que supondremos f i j a , sea Xq otra 
solución de AX = Y, entonces X - X ' es solución de AX = 0 pues o o 
A(X '-X ) = Y - Y =0; así X ; , = X + H donde H = X » - Xni H solu -o o o o o O' 
ción de AX = O» Por otra parte, si T es solución de AX = 0, entonces 
X + T es solución de AX = Y pues A(X + T) = AX + AT = Y + 0 =- Y. o o o 
Dicho de otra manera: para determinar todas las soluciones de un siste-
ma mo homogéneo, basta encontrar una de ellas y las demás se obtienen 
sumando a ésta, soluciones del sistema homogéneo asociado. 
Determinantes 
Esta importante noción asociada a una matriz cuadrada nos va a per-
mitir entre otras cosas, obtener más información sobre la naturaleza de 
una matriz; para su formulación necesitamos de la noción de permutación. 
a) Permutación "de n símbolos (n es un entero natural) 
Consideramos los n símbolos 1, 2, 3, n en su orden natural; 
los mismos n símbolos considerados en otro orden constituye lo 
que se llama una permutación de orden n.• En general para un n 
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!;dador.hay exactamente n! (n! = 1 ; 2- . . .¿ . (n-l)n) permutaciones 
de símbolos. Por ejemplo: si n=3, las 3! = 1 . 2 . 3 = 6 pérmuta 
cioiies de 3 símbolos son: á) 1, 2, 3; b) 1, 3. 2 ; c) 2, 1 , 3; 
c) 2, 3, 1; e) 3, 2, 1; f ) 3, 1, 2. 
Una permutación arbitraria de n símbolos puede notarse en gene-
ral con i 1 , i p , i-, , , i n , donde aparecen todos los . símbolos 
de 1 a n (sin repetirse); i^ significa el símbolo colocado en el 
primer lugar, i^ el símbolo colocado en el segundo lugar, etc . 
Si tenemos símbolos a„. a_, . . . , a (no necesariamente los núme V 2 n — 
ros naturales de 1 a n) a cada premutación de los símbolos de 
1 a n corresponde una permutación de los símbolos a^, a g , . » . ) an ; 
así por ejemplo, si n=3, a la permutación 3> 11 2, corresponde 
la permutación a^, a^, ag" 
Otro ejemplo: (permutación asociada a los subíndices de las en-
tradas de una matriz). 
Consideramos la matriz A= 
- 2 4 5 6 
5 0 • 4 .. 1 
2 0 3 . .1 
0 - 1 4 ' 0 
Para una f i la dada, la 2 por ejemplo, el segundo subíndice de 
sus entradas varía de 1 a 4 ; estas entradas son: A ^ = 5, A 2 2 = 0 , 
A23=4, A2^=1; entonces, con estos segundos subíndices (el pri-
mer subíndice es constante en cada fila)podemos considerar per-
mutaciones de orden 4 . Diremos por ejemplo, que el vector 
( 5s 0 , 4 , 1) corresponde a la permutación 1 , 2 , 3 , 4 de la f i l a 
2.y que el vector (O, 4, 5, 1) corresponde a la permutación 
2, 5, 1, 4 de la f i l a 2 pues A22=0, A23=4, A21=5,. A2if=1„ . 
Qué vector corresponde a la permutación 1, 4, 3, 2 de ••la f i l a 2? 
Respuesta: (5, 1, O) = (A2 1 , A 2 i f , - A ^ , A22^° C ° 9 a • s i m i l a r 
podríamos hacer con las columnas» 
Permutaciones pares e impares 
Dada una permutación de n símbolos, llamaremos inversión el in-
tercambio de 2 símbolos en la permutación; por ejemplo para n=4 
consideramos la permutación 2, 1, 3? 4, entonces la permutación 
4, 1, 3, 2 la hemos obtenido de la anterior mediante una inver-
sión; intercambiando los elementos 4 y (Los demás quedan f i -
jos! ) o 
Ahora dada una permutación, estaremos interesados en saber el nú 
mero-de inversiones que tenemos qué efectuar sucesivamente so-
bre ella para llevarla a su orden natural; esto determina la pa-
ridad de la permutación. 
Por, ejemplo, si n=5 y tenemos la permutación 2, 3i 5, 1, pa-
ra ¿Llevarla a su orden natural necesitamos efectuar sucesivameii 
¡ • 
te (por ejemplo) las inversiones: 2, 3, 1) 4, 5 luego 2, 1 3 ,4, 5 
luego 2, 3 , 5 que.es la permutación .natural, .hemos efec -
.tuado 3 inversiones.para llevarla a su orden natural (3 es núme^  
.ro impar) entonces la permutación origihal se llamará IMPAR, ca 
so contrario se. llamará PAR« •• •. • v. •• • .- • • • 
Es'necesario poner en evidencia que la permutación 2, 3, 4, 5, 1 
•$údo llevarse a'su forma natural Jpor otro camino: 2,' 3»: 5, 4, 1 
5 1 
; 2, 5, 3, 1 2, 1, 3, k, 5 1, 2, 3, 5, 
pero siempre el número de inversiones necesario es impar (lo 
mismo sucederá con las permutaciones pares). 
La permutación 5, 3, 1, 2 es par. ( b, 5, 3, 1, 2, 
2, 3, 1, 5 5, 2, 3, 1, b 1, 2, 3, 5, 4 
1, 2, 3, 5)o 
Definición de determinante de una matriz cuadrada 
Dada una permutación i„ , . „ « , i , denotaremos con E.„. • n i1 ; i 2 , . . . , ín 
(E: léase Epsilon!) al siguiente número: 
. 1 si i^, „«„, i n es permutación par 
l1« l2i ose« lü - . , . - • 
-1 si , o . . , i n es permutación impar 
1) E2> 3 i 5 . ^ 1 = -1 ; E4 j 5 < ? f 1 f 2 = 1 
o«p f n j Sea A una matriz n x n ; A = ( ( a: . ) > ,. - i= 1, . 0 0 , n j= 1, ^ 0 
para cada permutación i , o». , i consideremos el producto a - . a-,-1 n 1' 2 
• a ^ (losprimeros subíndices en su orden natural y los segundosson 
los de la permutación i/.« i , . ) , ahora E^- A-r, ( a * 1* • . ' 1 > «•«! l n *>a1i» a2ip» • • « 
ani ) Y para las n! permutaciones de los n símbolos hacemos lo mismo 
n 
y luego efectuamos la suma 'y llegamos a la expresión : 
: E,- -i ,• -> a,„ a ; Ji1, i2 , o o„, in in, 2±¿, . . o , anin = det (A) donde 
significa que la suma se extiende a los n! permutaciones de los n 
símbolos; (1) es un "número" llamado el determinante de la matriz A y 
denotado por det (A) O A 
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Ejemplo: 
- 1 4 2 
Sea A = 0 -1 4 . , matriz 3 x 3 
- 1 2 1 
las 3! = 1 .2 .3 = 6 permutaciones de 3 símbolos son: 1, 2, 3 , ; 1, 3, 2, 
2 i 1» 3,5 2, 3, 1,5 3, 2, 1 , ; 3, 1, 2 , . Entonces ^ ; B, ^ ? = 
E2, 1, 3 = E2, 3, 1 = 1 ; E3, 2, 1= E3, 1, 2= 1 « 
(Siempre existe igual"núm'ér"ó""de' permutaciones pares ~que "impares). 
En'la matriz dada se tiene: 
' a11 = ~1» a12 = a 13 = 2 ; a21 = 0 ; a22 = a 23 = ^ 
a-^ = -1 ; a ^ = 1» a-j-j = 1? asociados a cada permutación teñe 
mos los siguientes productos: 
a i r a22° a33 = 1. - 1 . 1 = 1 ; E 1 , 2 , 3 ^ . . . ^ 2 2 ^ 3 3 = 1 
a H > a23° a32 = " 1 k° 1 = - k ."»:• E i , 3 , 2 ° a . . . - a 2 3 ° a 3 2 = k 
a 1 2 . a 2 1 . a 3 3 = k. 0 . 1 = 0 E ^ ^ . a ^ = 0 
¿12° a23° a3i — 4o( = l)= = 16 5 ®2 3 l ° a 12 °a23<,a31 — ""^6 
al3* a22° a31 = 2. ( - Í ) . ( -1 ) - 2 ; E 3^ 2^.a,| 3 . a ^ . a ^ = -2 
a13° a21 ° a32 = 2. 0 . 1 = 0 E 3 e 1 e 2 . a 1 3 - a ^ . a ^ = 0 
De manera que Det (A) = 1+4+0-16-2 = -13 . 
Observe que, mientras una matriz no tiene valor numérico en determinan 
té será en general un húmero. ' " ' ' " """ 
53. 
Ejemplo: 
Muy familiar es el determinante de orden 2 (de una matriz 2 x 2 ) : 
Sea : À = 
Nota: 
&11 a12 
a 21 a22 
; entonces det (A) = a ^ a22 &12 * a 21 
Si A es nxn , entonces también podémos escribir det (A)= g;.^ , 
, . - . . . . . - r 
n 3-jl' *** ajnn * e s efectuando permutaciones so-
bre los primeros subíndices; además puede observar que en cada tér-
mino de esta suma se ha tomado exactamente una entrada de cada f i -
la y una de cada columna. 
Ejemplo: .---.... 
„Si A=diag (d^, d^, . . . , dn> entonces'det (A) s d^. . . . , dn» pues 
en la suma (1) todos los términos a ^ - . . »a ^ -que no correspondan a la 
permutación natural se anulan. Podemos concluir que det (A)=0 si y só-
lo si algunas de las entradas diagonales es cero. 
i . Propiedades del determinante :+•" " 
1) De acuerdo a la definición (1) si A es una matriz tal que 
todas las entradas de una f i l a , o una columna son cero t 
entonces det (A)= 0 (ver nota precedente) 
2) Si A es, n x n entonces det (A) = det (A' ) ; una matriz y su 
transpuesta poseen el mismo determinante 
3) Gomo se comportan los determinantes de matrices equiva -
lentes? 
a. Consideremos la operación elemental (k) aplicada a 
matriz A, n x n ; se tiene que |(X(k)(A)[ = k. {A j . es de-
cir si una f i l a de A se multiplica por un escalar en-
tonces se'obtiene una matriz B tal que |B| = ^(Aj. 
b. (Resultado similar por columnas); por consecuencia se 
tiene que si j k. A | = kn lA^. 
i < ; . 
c. ¡ 0 . , . _x(A) = - lAj, es decir si se intercambian dos I; 3A1 + 1/ ' 1 , 
f i las adyacentes de A, la matriz resultante tiene un 
d e terminante que es el opuesto del determinante de A 
( idem para columnas) 
do ¡0. .(k) (A)! = ¡A); es decir, si multiplicamos las en 
tradas de una f i l a por un escalar y la sumamos a otra 
f i l a entonces el determinante de la matriz resultante 
es el mismo que el de la matriz original (idem para co 
lumnas) 
e. Si todo elemento de la i - ava f i l a (o columna) de A es 
. . . la suma de p términos entonces det (A).puede éxpresár-
se como, la suma.de p determiná.ntes.¿ 
. . Ejemplo • • • .- i 
r _ 2 . , ... .1 -•• :.• 0 
A =- 4+x -5+2 3+z entonces 




















a).Esta última propiedad no significa que det(A + B) = 
det A + det B(Falso en general!) 
.. . • ' f 2 1 b) Daba una matriz; por e j e m p l o ^ 
2 1 - ' • :"•* r- " ' se escribe en lugar de det presión 4 3 
entonces la ex-
2 1 ¡ 
4 3| 
Si A y B son dos matrices cuadradas, n xn, entonces 
det (A. B) = det (A) det (B) 
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Ejercicios: Calcular los siguientes determinantes: 
3 4 
8.. 7 














0 1 i 
1 - i - i 1 
1 + i 
a b e 
o d e 
o o f 
cost sent 
•sent cost 
i i . Métodos de evaluación de un determinante: 
1) Desarrollo por cofactores: 
.... Si A es matriz n x n , A = (a^.) :1 en la expresión de det (A) = 
. E-i-] « '•"•> i n a ; 1 i 1 . a 2 i 2 a n¿n» podemos reagru-
par todos los términos que contiene a a ^ , luego a a^2 , 
. . . , a^n, en esa forma, det (A) se escribe: 
(2) det (A) = a 1 1 A ^ + A ^ + . . . + a 1 n A 1 n donde 
1+j H^  .. siendo H^  ^ el determinante de la subma 
triz de A que resulta de eliminar a A su f i l a 1 y colum-
na j ; y diremos que (2) es el desarrollo por eofactores, 
de det (A) siguiendo los elementos de la primera f i l a . 
Si en lugar de considerar los elementos de la primera f i 
•la, consideramos los de la f i l a i , o columna j tenemos 
lo siguiente: 
k) det (A) = a . -A - .+a .^ A.^ + . . . + a. A. i1 ¿1 i2 12 m m 
5) det (A) = a. . A„ . + a_ . A. . + . . . + a . A . . ... 10 1J 2 j i j no nj 
donde A. . = H. . donde.H. . es el determinante de i j i j , . J. j 
la submatriz que resulta eliminando la i - ava f i l a y j -
ava columna de A. A. . se llama el cofactor del elemento 
^ 0 
a i j • 
En k) tenemos el desarrollo por cofactores de A siguien-
do los elementos de la f i l a i ; en 5) "desarrollo por co -
factores siguiendo los elementos de la columna jo 
Ejemplo: . 
Sea A = 
a 11 12 .a 13 
a21.,. 
31 
a 2 2 . a 2 3 
a32 a33 
.El desarrollo por cofactores de det(A) siguiendo los ele 
mentos de la f i l a 2 ( i =2) res: 
det (A) = &21 A 21 + a 22 A 22 + a 2 3 A23 1 donde 
A21 = ( - D 1 + 2 H 2 1 
a 2 2 = C - 0 2 + 2 H22 H 21 
r 
. a 12 13 
a32 a33 












= a 1 l a 32~ a 31 a 12 
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det(A)=a 2 1 | a ^ - a 1 3 - a 1 2 a 3 3 j 
a23 r ^ 3 1 a 1 2 ~ a 1 1 a 3 2 ] 
+ a 2¿ ; í a f l a 33 " a 3 1 a 1 3 
= a2ia32a13 ~ a21a12a33 + a22a11a33 " a22a31a13 
a23a31a12 " a 23 a H a 32 
- a 1 3 a 2 1 a 3 2 - a-|2a21a33 + a11a22&33 " a13a22a31 + 
a12a23a31 " a 11 a 23 a 32 
(esta última siendo la definición de det(A) para A, 3x3. 
y la hemos obtenido a partir del desarrollo por cofacto-
res según los elementos de la 2a. f i l a ) 
= a 13 I > 1 a 32~ a 22 a 31 
+ a 23.. a12a31 ""a11a32 
a33 [ a 1 1 a 2 2 "*a12a21 ü 
= a 1 3 / ( - 1 ) 1 + ^ 
• a 3 3 ( - 1 ) 5 + 3 
a2.1 . t a 22 
a31 a32 
a 1 1 &12 
a 2 1 a22 
+ a 23Í-1) 2+3 
l11 12 
a. 31 "32 
que.es el desarrollo por cofactores.de det(A) siguiéndo-
los elementos de la columna j5 de A. 





5 d e t A = ^.11A11+ a l2A12 = a l 1 ( - l ) a22 
a 1 2 ( - i ) 1+2 21 
= a 1 1 a 2 2 " a 1 2 a 2 1 
•Ejercicio: 
a) Evaluar 






- Según los elementos de 1a. f i l a 
- Según los elementos de 2a. f i l a 
b) Evaluar 1 x - y 
. 2 2 1 • x . -• y 
1 . x 3 . f 
- De dos formas distintas 
c) Evaluar 
0 1 + i 1 + 2i 
i A í = 1 - i 0 . 2 - 3i 
1 - 2i . 2 + * i 0 
2) Expansión de Lp.plece: 
'Es un método más general que el anterior en el cual se 
efectúa a la evaluación del determinante siguiendo los 
elementos de una (sólo una) f i l a a. una columna. En la ex 
pansión por el método de Laplace se utiliza simultánea -
tóente varias f i l a s o varias columnas; aquí el determinan 
te se escribe como suma de términos cada uno de los cua 
Íes es producto de dos determinantes. 
Antes de introducir la fórmula para det(A) utilizando el 
; método de Laplace consideremos las siguientes nociones : 
Menor complementario y Cofactor complementario. 
Sea A una matriz dada de orden n (tamaño n x n ) , fijemos-
m<n, y consideremos m f i l a s de A, de subíndices i^ , Í2» 
. . . . i con i-i <" . . . < i , consideremos también-! m 1 N 2 N N m ' 
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ra columnas de A de subíndices j „ , . . . . j con < . ...... i . m i 2 N 
. . . < j » Sea P la submatriz de A de tamaño (n-m) • x 
.. m .. . - . . • • • . , . . 
(n-m) obtenida al eliminar en A las entradas de las f i -
las i ^ i 2 , . i m y columnas j^, j 2 , . . . , . . jm* 
Sea N la submatriz mxm formada por las f i las i^ , i 2 , . . . 
im y columnas j^, j^; entonces t,P) se llama el me 
ñor complementario de la submatriz N. 
Ahora consideremos ( - 1 ) 1 2 m d ' °m • iPí= 
j,Mj que es, por definición el cofactor complementario de 
N en A. 
Ejemplo: 
A = 
a 1 1 a l 2 '. i a 1 3 , t - • 
£ 2 3 
a l 4 a 1 5 
& 2 1 a 2 2 a 2 4 ' a 2 5 
a 3 l a 3 2 " a 3 3 '• 
%2 a 4 3 ^ 
Consideremos" f i l a s 1 y 3 , columnas 2 y 5: = i 2 = 3 j 
3^  - 2, ¿2= 5» aquí m - 2 , entonces N park este caso es : 
N = 
.12 a 1 5 
"32 
El menor complementario de K- es : 
a 2 1 a 2 3 a 2 4 
a 4 3 
a 5 1 a 5 3 
por lo tanto el cofactor complementario de N en A es, en 
este ejemplo, 
• + Sp) = " 
Dé estás consideraciones podemos deducir una nueva mane-
ra de evaluar un determinante: Se escogen m f i las cuales 
quiera de A, de estas m f i l a s podemos formas n!/m!(n-m)f 
súbmatrices distintas dé orden m. (que juegan el papel de 
N) donde n ! /m! (n -m) ! define el número de combinaciones 
de n columnas dé A al tómár:m a la vez (pero manteniendo 
el orden natural). Para cada•submatriz N" calculamos i j i 
y su correspondiente cofactor complementario LM|; luego 
-formamos-el producto ÍN( . ÍMj; hay exactamente n!/m! 
(n -m) ! productos ¡Ni- . (M! y luego sumamos todos ellos pa 
ra obtener det(A). 
u i = 2 1 ' 
| N(i , . . . , i J j . , . . . jm)| . i Mi donde-
j1<'j2.<^jn 
N(i^, . . . , i | j ^ , . . . , j ) es la submatriz mx® formada por 
las entradas de f i l a s i „ , . . . . i y columnas j . , . . . . j . 1' m 1 m 
La suma se efectúa sobre todas las n! /m!<n-m)! escogen-
cias de j 1 ? . . . , La notación, j 1 < < . • • < 3ffl in-
dica que la suma se toma sobre las elecciones de las co-
lumnas conservando el orden de el las . 
Ejemplo 
> a l 2 a l 3 a l 4 
Evaluar det A = 
a21 a22 a23 a24 
a31 a32 
fA 
a) . a34 
a 4i a42 a43 a44 
utilizando las f i l a s 1 y 4 
Aquí m = 2, n = 4 entonces habrá 4 í / 2 í 1 ! = 6 términos en la 
suma, i^ = 1, i 2 = 4; las 6 escogencias posibles de 2 co -













b) j . = 1 -e) j = 1 d) j =2 . 
= 3 
f ) 3^=3 
32 = 4 
1 .. . 
j 2 - 32 =3 
submatrices (N) correspondientes, con sus respec -
cofactores complementarios son: 
[Ni 
w = 
Ìm 3 } = 
11 
I41 






















a32 , a33 
,lM2f = -
K f = 
22 
32 




















Luego det (A) = fN1} . J.M1 j + [Ng | . (Mg | + j N3} . |M3| 
(N^I o (M^) + U 3 J . . IM5} +(M6] . IM6J 
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Evaluar 2 •-1 :4 ' 
• - '. •. •• 
- 0 
"2 
.1 ... 1 » , 
utilizando el mètodo de Laplace de acuerdo a f i l a s 2 y 3» 
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i i i . Adjunta'de una matriz: 
En lá obtención de det(A) mediante expansión por cofacto 
res se tenía que: 
ti T> -
det a. . A. . 
3-3 13 
donde cada término de la. suma.está multiplicado por su co -
factor; si en lugar de efectuar la suma de los productos de 
las fentí-adas de una f i l a (o columna) por sus respectivos co 
factores, vamos multiplicando cada entrada en f i l a i , por 
ejemplo por los cofactores de otra f i l a , entonces la suma es 
siempre cero, es decir 
0 si i j 
a. „A. '. + a.,.A + a. A. i1 0 i2 j2 in jn 0 
,det (A) si i = j 
lo que podemos resumir con el delta de Kronecker en 
(*) a., + l . , + , e + a . A. - det (A)tTij , donde ¿Ti j =-íl j 1 m jn ' • 
O s i / j 
1 si i = j 
Esta última expresión corresponde a la entrada ( i , j ) de un 
producto de matrices; en efecto: consideremos la matriz C, 
nxn , cuya entrada general C. . está dada por C. . = A.. (C. . . . & • i j • • * . i j j ! i j 
es el cofactor de la entrada (J , i ) de A); entonces si efec-
tuamos el producto (A . C) y consideramos su entrada ( i , j ) s e 
tiene que . :• -
(AoC). . = a. „ C , . + a. _C_ . + . «+..a. C . = • . 13 i1 '13 i2 23 in nj 
a. . A.. + a. _A. _ + . » .+ a. A. que no es otra cosa 11 3" 3 ¿ l n 3n 
que la expresión en (*)., así , (AC). = (A ' cíij = ( ( a ! . I ) . . 
13 3.3 
63. 
quiere decir AC y j.Aj.1 son dos matrices de igual tamaño que 
tienen iguales sus entradas, entonces son iguales: 
A . C = lA{ . I 
Similarmente se demuestra que C . A = lA) . I ; en definitiva 
tenemos: 
A . C = C . A = [A| . I ; la matriz C se llama adjun-
ta de A y se denota por A : 
A . A+ = A+ . A = 1 A| . I 
(Observe que A+ una matriz formada por los cofactores de A 
pero invirtiendo los subíndices, es la transpuesta de los co 
factores de A). 
Pe la última igualdad se deducen importantes resultados. 
1) Una matriz A es inversible si y sólo si su determinante 
es distinto de oero. 
2) La inversa de una matriz A, nxn , se puede obtener en tér 
minos de su determinante y su adjunta por: 
, A - 1 = - J i l • -
i A) 
5» Matrices Congruentes y Matrices Semejantes 
Definición: Sean A y B matrices cuadradas, nxn , diremos que A es 
• - . c 
congruente a B y escribiremos A'^ B, si existe una ma -
triz P, nxn , inversible tal que B = P'AP (1) 
Como P debe ser inversible y tales matrices son siempre producto de 
matrices elementales, entonces la igualdad (1) puède interpretarse de 
la manera siguiente: B se obtiene de A aplicando a esta pares de ope 
raciones elementales (cada par de operaciones consiste de una opera -
ción sobre las f i las y la correspondiente operación sobre las colum -
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ñas)o Podemos observar que matrices congruentes son también equiva 
lentes y por lo tanto matrices congruentes poseen el mismo rango. 
El caso que más nos interesa de la noción de congruencia es con res 
pecto a matrices simétricas, donde tenemos 3 resultados importantes: 
a) Toda matriz simétrica A, de rango r es congruente a una matriz 
diagonal cuyos primeros r elementos diagonales son distintos de 
cero, y cero los demás. 
Ejemplo 
Consideremos la matriz simétrica 
1 2 3 2 
2 3 5 8 
3. 5 8 10 
2 , 8 10 -8 
.... A -
encontremos una matriz P inversible, 4 x 4 , tal que P' AP=D ; 
para encontrar P, aplicamos pares de operaciones elementales so 
bre las f i las y columnas de A, hasta obtener una forma diagonal. 
Con las operaciones efectuadas sobre las f i las de (A!I^) obtene 
mos P1 luego obtenemos la transpuesta de P! y tenemos P: 
1 2 3 2 « 1 0 0 0 1 0 0 0 1 1 0 0 0 
2 3 5 8 1 0 1 
1 " •<f "ó 0 -1 ~ -1 4 »-2 
\ 
1 0 0 
3 5 8 10 » . . 0 0 1 . 0 ru 0 -1 -1 4 ' - 3 i 
0 1 0 
2 ' 8 10 -8 
s' 
1 0 0 0 1 0 4 4 -12 •-2 0 0 1 
* l . [ . . 
1 0 0 0 ' 1 0 0 0 1 0 0 0 1 1 0 0 0 
0 -1 0 0 • -2 1 0 0 0 -1 0 0 »-2 1 0 0 
•i.,- c i 
0 0 0 0 ' -1 - 1 1 0 ru 0 0 4 c »-10 4 0 1 
0 0 0 4 -10 4 0 1 0 © 0 0 ' - 1 -1 1 0. l 
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entonces A ^ 
1 0 ; 0 0 
0 -1 ' 0 ' 0 
0 0 if 0 
0 . 0 0 0 
que es diagonal 
(la matriz A tiene rango 3 - ) 
1 0 0 0 • • - - . 1 •-2 -10 
-2 " 1 0 0 Ó" • • n - if 
de manera que P =(P' ) '= 
-10 ' if N 0 - 1 • - * - " - ' • - • 0 0 0 
-1 -1 1 0 0 u 1 
La: matriz diagonal obtenida anteriormente puede aún"réducireetl 
más hasta tener una matriz diagonal con'las primeras tres entra 
das de la diagonal 1 6 y el resto ceros; entonces tenemos: 
b) Toda matriz A simétrica de rango r con entradas números reales 





- r- H .'• - r - i . r-p •o 
0 0 O 
p es llamado el índice de A. 
Continuando con nuestro ejemplo: 
1 0 0 0 1 1 0 0 0 1 0 0 0 1 , • 1 0 0 0 
0 ' G 0 ' : —2 1 0" - 0 0" •Y - Q- 0 - 5 - 2 0 K 








-2' 1 0 . 0 
0 0 0 0 -1 1 0 0'" 0- 0 0- 1' ' - 1 - 1 1 0 
i 
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Aquí H = 
1 o : • 0 0. 
0 
• 
i : 0 0 
0 0 
• o • • 
• *• I • • o o « 0 
0 0 0 0 
p ~ ~ h-t = = ( - 1 ) con = I 2 , 
En la forma (2) se supone que trabajamos con operaciones que uti 
lizan únicamente números reales; pero si trabajamos con números 
complejos, el resultado'en 2) puede ser aún. más refinado. 
D = (3) 
c) Toda matriz A, n x n , con entradas.números complejos, de rango r -
es congruente una matriz diagonal D cuyas primeras r entra -
das son todas iguales a 1 y cero las demás, es,decir 
0 0 
Ejemplo: .. 
Consideremos el caso de la matriz A del ejemplo anterior, que, 
ya teníamos,,es congruente a la matriz 
1, 0 0 o 
0 1 , o o 
0 . . 0 . : -1 : 0 
0 0 . 0 .0 
pero utilizando números complejos podemos reducirla a la forma 
t 
D en (3) , es suficiente multiplicar f i l a 3 por i , seguido de es 
ta misma operación y la columna 3; . tenemos así : 
1 0 0 0 
0 1 0 0 
0 0 - 1 0 
0 0 0 0 
1 0 0 0 
- 5 2 o y¿ 
- 2 1 0 0 
-1 - 1 1 0 
c OJ 
1 0 0 0 » 1 0 0 0 
0 1 0 0 • - 5 2 0 # • 
0 0 1 0 « - 2 i i 0 0 
i 
0 0 0 0 ' -1 -1 1 o 
67. 
1 -5 - 2 i -1 
0 2 i -1 
0 o. 0 1 
0 .. y* 0 0 
1 0 .0. . 0 
0 1 o. 0 
0 0 1 0 
0 ' 0 0 _ , 9_ 
Aquí la matriz Q = 
es inversible y además 
Q' AQ 
Otro tipo de equivalencia que será de gran utilidad posterior -
mente es la semejanza . •. 
Definición; Dos matrices A y B, nxn, se dicen ser semejantes si 
- 1 S P inversible, nxn tal que B = P AP ; escribiremos A ^ B. 
S -1 Observe que A B implica que det(A) = det(B) pues B,= P.... A Pee 
tiene que det(B) .= det (P""1 AP)=det (P~1) . det(A) . det (P).= . = 
v.-... . i - . . . — ~ V ; d e t (P"1> det (P)Vdet(A) ; 
, =.\ det (P) ~1-.rdet-(P). . det A. - j; '- ..'_.« 
- I . det (A) = det (A) . - • ' 
Ejercicios • " ' ' 













"para los 3 tipos de "diagonalización"-indicados antes" 
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6. Ecuación característica 
Muchas de las más importantes aplicaciones de Matrices en las cien 
cias sociales están intimamente relacionadas con el siguiente proble -
ma: Dada una matriz cuadrada A, n x n , encontrar escalares y vectores 
x distintos de cero que satisfagan simultáneamente la ecuación: 
(1) A . X = » X; es el: llamado problema de valores propios. 
i 
Nuestro interés es ahora, indicar bajo que condiciones: el problema 
• • ' 
se puede resolver. 
Evidentemente para x = 0 , cualquiera que sea 
X ' (1) se satisface , 
"sin embargo esta solución tr iv ia l no tiene interés alguno. 
La ecuación (1) puede escribirse en la forma: ( 2 ) ' ( A - . / I ) X = O • •" ; * n 
y visto aquí el problema planteado se reduce a encontrar (número real 
o complejo) tal que el sistema homogéneo (2) tenga soluciones no tri -
viales; pero esto se cumple (ya lo sabemos) si y solamente si la ma -
triz A (matriz asociada al sistema homogéneo (2) ) es no inver-
sible , lo cual, dado que A e s cuadrada, se cumple si y solo si 
det (A - /\ I q ) = 0; más explícitamente • 
(3) det ( A - X I ) = c. i . ..c-c. —y\ c-ii 
debe ser cero p a r a ^ sea un escalar para el cual existen x ^ 0 que sa-
tisfacen a (1) 
Polinomio característico y ecuación característica de una matriz. El 
desarrollo del determinante (3.) conduce a un polinomio de grado n en X. 
tal polinomio lo representamos por 0 ( X ) y se llama: Polinomio ca-
racterístico de la matriz A y la ecuación 0 ( X ) = 0 es la ecuación ca-
r a c t e r í s t i c a rtfi 1 n m a t r i » A 
-11 - X 12e o 0' a-* 1n 
'21« 2n 
n1 a „ a n2 . nn 
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Así pues: los J\ para los cuales existen x 0 tales que A X = X x , son 
exactamente los ceros del polinomio 0 ( X ) , de manera que para encon ~ 
trar estos es suficiente resolver la ecuación característica de-A 
Las soluciones de esta ecuación pueden ser números complejos no ñecesa 
riamente reales aún cuando la matriz A tenga todas sus entradas en IR. 
Raíces o ceros de un polinomio. Recordamos que un polinomio p(x) = 
a^x11 + . . . + a,x + ao de grado n 0) , se factoriza completa -
mente en la forma 
(k) p(x) = b(x - J n ) ( x - ^ 2 ) ( x - X -
n factores lineales, y que por lo tanto cy ,^ . . . , son sus raices que 
pueden ser números complejos aún cuando los a^ de p(x) sean todos reales 
en la expresión (4) algunos factores pueden aparecer repetidos, tal 
es el caso del polinomio r \ 
p(x) = ( x - 2 ) 3 (x + 3)^ (x - 7) ; aquí sus raices son 2, -3 y 
7; y diremos 2 es una raiz de multiplicidad 3 , -3 es raíz de multi -
plicidad 4 y 7 es raíz de multiplicidad 1. 
En el caso del polinomio ( / O este se puede factorizar por: 
C|J( / )^ - Á ) ( , f 2 - - / i ) . . . r • 
en términos de sus raíces, pero 
i'": 
= .+ an - 1 { - Á ) + _ + a, ( - ( { ) + a si 
- - ; V v. I — . .. 1} ' • • -' •.— I .- - O' ' 
e desarrolló (3) ; se demuestra entonces que 
- i = y /(. = (( + 06„ +Á n . i , 1 2 ; n • . 
a 
_ i j , ( 
n~ r t (N ^ ™ «•«rV (cada término es' producto de^de los 
k o „. j i ¿ j . K 
,ca a tey ^ ) 1 
o 
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Vectores Característicos y raices características 
Dada una matriz A, mxm; si existe A y X ^=0 tal que 
AX = X decimos que^ e s raíz característica de la ma-
triz A y que X es vector característico de A asociado a la raíz carac -
terística /\ . 
También se usa la expresión valor propio'y vector propio' respectivamen-
te. £1 nombre valor latente por raíz latente es de uso habitual entre 
los sociólogos. 
Tenemos entonces: las raíces características de una "matriz A se obtie-
nen resolviendo su ecuación característica. 
Ejemplo: Encontrar los valores propios y vectores propios correspon -




1 ~ X 2 
2 1-/ 
Su polinomio característico es ^ ( /\ ) = 
( 1 - / ) (1- ^ ) - 4 = - 2 / - 3 . 
(p (•/ ) = X 2 - 2 f x - 3 ( Á ) = 0 . . . .(a) 
Su ecuación característica tiene las soluciones f\ ^ = - 1 » f\ 2 = 3 
pues 2 - 2 j\ -3 = Cy( + 1) ( A - 3 ) ; así pues -1 y 3 son los valores 
característicos de A. Cuáles son sus vectores propios? 
/ 
Vectores propios asociados al valor propio /\ = -1 : son los X 0. ta -




= ( - 1 ) se obtiene: 
71. 
x1 + 2X2 = -xn 
2 X1 + x a = ~X2 
- o sea 
2x + 2x2 = 0 
2x1 .+ 2 X 2 = 0 
de donde x^ + x2 = 0, así pues x^ = - x 2 , entonces la forma general de 
la solución de este sistema es 
— . —r * 
1 
X = a 
-1 
donde a es cualquier número, 
Particularizando a=2, por ejemplo, tendríamos que' 
2 T 
X = . 
ciando al valor característico 
- 2 
es vector característico de A aso 
K = En general todos los vectores 
característicos de A asociados a = -1 son múltiplos de ^ 
Vectores propios asociados al .valor propio = 3 son los X 0 tales 
que Ax = 3 x; si 
X = y resolvemos 
= 3 tenemos que 
y1 + 2 y2 = 3 y, 
2 y 1 + y 2 = 5 y 2 
-2y1 + 2y2 = 0 
2yn - 2y2 = 0 
—• o sea 
de donde - y-, + y o = 0 l o que d a y-i = y? ; 
la forma general de las soluciones de este sistema es X = a 
a es cualquier número. - •:•' ' ' ' ' 
donde 
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Particularizando a= 3i se tiene X = 
correspondiente al valor propio X = 3 
3 
3 
es un vector propio de 
fin el ejemplo anterior podemos observar que los vectores 
3 
Y = , que son vectores propios de A, asociados X = 
2. 
- 2 
^ = - 1 , J\ - 3 respectivamente, son lineal-
mente independientes; esto es cierto en general de acuerdo al siguiente 
Resultado: 
Sean J^^ f\ j\v- valores característicos distin -
tos de una matriz A, y sean X^ , X^ , . . . , X^ cualesquier vectores c_a 
racterísticos respectivamente asociados con estas raíces, entonces 
X- , X^ constituyen un conjunto linealmente independientes. 
Ejercicios: . 
a) Determinar vectores característicos y raíces características de 
las matrices: 
1 1 1 1 0 0 0 1 2 
A = 0 1 0 5 B = 0 • 1 0 ! C = 1 0 -1 
_1 1 1 v _0 0 2 _ 2 -1 0 
2 3~ ~0 i i 0 1 0 
H = 0 1 2 5 D = i 0 i » E = _ 0 0 1 
0 0 1 i i i -1 -3 -3 
b) Muestre J^  = 0 es raíz característica de A sí y solo sí es no inve_r 
sible. 
c) Demuestre qué matrices semejantes tienen la misma ecuación caracte-
rística y por lo tanto los mismos valores característicos. 
d) Para qué valores de 3R las matrices 




tienen raíces i ) reales y distintas, i i ) reales e iguales i i i ) com-
plejas? 
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Raíces características de las matrices diagonales J triangulares: 
Sea A = diago ( d^ , d2 , . . . , d ) , matriz diagonal n x n; considere 
mos A - A l = ( A ) el polinomio característico de A, enton -
ees se tiene que 
A - X 1 
V A ° ' 




0 ' 0 
0 
o 
d -/. n ^ 
= <dl - A . ) (d2 -A 
de manera qué las raíces de la ecuación característica de A,íji ( / s ) = 0, 
son precisamente las entradas diagonales de A. 
Lo mismo diríamos para una matriz triangular, pues si B triangular, 






» a 1n 
2n 
nn 
entonces B - /\ I es también una matriz triangular de manera que 
B - A I = ( a*--, -f\ ) ( - L ) . . . . ( k1'1 ^ ' x 22 A, - nn 
y de nuevo tenemos que las raíces características de B, matriz triangu 
lar, son precisamente las entradas diagonales. 
En el caso de la matriz diagonal A = diag ( d ^ , . . , d^ ) investiguemos 
cuáles serán sus propios vectores. 
Como cada d^ es un valor propio, calculemos los vectores propios aso -
ciados a éste': 




O . . . o 
o 
«• o d 
de donde 
n 
d. x„ = d. x. 1 1 i 1 
d. x. = d. x. i a. 1 1 
d x = d. x n i n 
n 
1 1 
d2 X 1 
d x n n 




(d, - d . ) ^ 
(d2 - d i )x 2 
(d. - d. )x. i í i 
(d - d.)x , n i n 
entonces un vector característico asociado a d. es: 






X = 1 
o 
o 
con 1 en el lugar i 
Ejemplo: los valores propios de la matriz 
X , = 1t Á o = 
1 0 0 
B = 0 "2 0 son 
0 0 Ó 
3 . 
= 0 
y son exactamente los .mismos valores propios de la matriz 
B = 
1 , 0 .0 
- 2 -2 0 
3 k 0 
Valores propios de Matrices Simétricas: . .... 
En gran parte de los problemas de valor propio de Matrices cuyas entra, 
das son números reales son también Matrices Simétricas y en este caso la 
teoría es mucho más simple. Los resultados que se tienen para matrices 
simétricas son los siguientes: 
a) Cada valor propio de una matriz simétrica es real y de aquí se con-
75. 
cluye que los vectores propios de tal matriz están constituidos por 
entradas que son todas números reales. 
b) Los vectores propios correspondientes a valores propios distintos 
forman un conjunto ortogonal de vectores (en general teníamos que 
eran linealmente independientes, pero ortogonalidad implica indepen 
dencia l ineal) . 
Ejemplo: 
Consideremos la matriz A = 
\¡2 • 1 




A - A l -
ios valores propios de A son = 0 , / p = 3 
2 - A V2 
( 1 - Á 
= A 2 - 3 k - o; 
Los correspondientes vectores propios: 
x. 
X l = 0 : A = 0 
x . 0 1 
X- 0 2 
de donde 2 x^ + n/2 x ¿ = 0 
X|2 X,, x^ = 0 
— que es una sola ecuación 
2 x1 + \¡2 x2 = • 0 cuyas soluciones'son también las so 
luciones de 
X1 + •/2 
x2 = 0 o sea Xi = " 
En particular X = 
- 1 
V2 
es vector propio 
de A asociado a J\ ¡ = 0 
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Resolviendo el sistema 
— • : — 
' X1 , X1. - = 3 
X2 
_ X 2_ 
tenemos que: 
x 1 . = \ / 2 x2 
y entonces Y = 
' /2 
1 
es vector propio de H 
io de X ' = 3„ asociado al valor prop  
Como X, Y, son vectores propios de A correspondientes a valores, propios 
distintos, de acuerdo a 2) ellos deben ser ortogonales: 
X . Y = (1 -1 ) . s/F + ( v/E ) . 1 = O. í 
1 
Por el contrariò si tomamos X = 
- 1 
que es otro vector propio de A asociado.a J^  = 0 entonces 
X . X = ( -1 ) 
V 2 
- V" 2 . ( -1 ) ^ 0 es decir no son ortogo-
nales (corresponden a .un mismo valor propio). 
t 
c) En el ejemplo anterior los vectores X y X no constituyen un conjun-
to linealmente independiente pues \/2 X = X; en general no vserá po 
sible encontrar dos vectores en UaP que sean vectores propios de A a-
sociados al mismo valor propio J\ = 0 de acuerdo al siguiente resul 
tado (aquí • = 0 tiene multiplicidad 1 ) : ' " 
/ 
Sin un valor- propio J\ , de la matriz simétrica A, tiene multiplici -
dad k ^ 2 entonces existen X^, X^ , k vectores propios de A 
correspondientes al mismo valor J\ , con X^, « . . , X^ . ortonormales 
(y por lo tanto, linealmente independientes). No puede haber más de 
77. 
k vectores propios de A, linealmente independientes y asociados a X 
Ejemplo: Encontrar un conjunto de tres vectores propios ortonormales 
.de la matriz 
~3 0 0 
.A - 0 k v T 
_0 4 1 6_ 
Su polinomio característico es fñ ( A ) = (3 - X ) (/{- 3) ( J\ - 7 ). 
Í 
.= ( A - 3) ( 7 - x ) 
J?ar. lo tanto, su ecuación característica C¡) ( í\ ) = 0 tiene por raí-
066 í\ 2. ~ ^ P e s o 3 con multiplicidad 2; 3 y 7 son 
pues los valores propios de A. 
j\ 2. ~ ^' v e c t ° r e s propios asociados a este valor propio se ob-
tienen de resolver: A X = 7 X , X = . . 
x3 
el sistema que se obtiene es 
- k xn = 0 
3 x-j + \l lì 0 
s / 3 x2 - X, = o 







1 • es ..la forma general de 
los vectores propios de A correspondientes a 2 = 7; existen muchos 
vectores X con esta propiedad, es cuestión de dar valores a ja", pero' 
de acuerdo a 3) no podemos encontrar dos de estos y que sean ortogona 
78. 
les ni. siquiera linealmente independientes pues 7 es una raíz de multi-
plicidad 1 . . . . . . . . . . . . 
ver: 
o sea el sistema: 
- r ~r 
X1 X1 
A = X2 = 3 X2 
*3 *3 
o sea: 
x2 + \fj Xj .= 0 
\J 3 x 2 +: 3 x ^ = o con x^ arbitrario 





es la forma general 
de los vectores característicos de A correspondientes al valor propio 
j\ - 3« De acuerdo a 3) podemos encontrar 2 vectores propios ortogona-












Tenemos X = 
0 
v f T 
, Y. . Y- = 0 J..V 
evidentemente se tiene X . Y = 0 , X . Y_ = 0. de acuerdo al. resultado ; I *t 
2) ; así ... , . ; . 
X , Y^ , Y2 forman un conjunto de tres vectores propios de A 
que son ortogonales,: si los queremos ortonormales entonces consideramos 
79. 






z 3 = = 
o 
2 
« satisfacen las condiciones pedidas. 
Diagonalización de matrices simétricas. 
Si A es matriz simétrica, n x n, y .X-ji ••» A n s u s valores propios 
(cada valor propio X. ^ está repetido tantas veces cuantas sea su mul-
tiplicidad) entonces dé acuerdo a 3) existe por lo menos un conjunto 
, . . . , xn de vectores propios de A, asociados respectivamente a 
los J^  ^ , . . . , X n » formando un conjunto de vectores ortonormales 
es decir: . . 
x i . x. = c f i j (para todo i , j ) 
©onsideremos la matriz Q , cuyas columnas son los vectores x ^ , . . , x n ; 
entonces la matriz Q tiene las siguientes propiedades: 
Q es inversible 
q"*1 = Q' . . . . 
f'»-> decir Q es ortogonal' 
i 
Q A Q es una matriz diagonal cuyos elementos diagonales son 
precisamente los valores propios de A. 
2 VI" 
Si A = 
v/2 ' 




, Y = son vectores 
propios de A ; normalizados resultan: __ 












entonces » - 1 Q A Q = -r-
- 1 V 2 
J_ 
3 
, 4 3 
- 1 r x¡2 
vil" 1 
o 3 \j~2~' 










• 0 A 2 A; 
En- este ejemplo, las raíces características tienen multiplicidad 1< 
Más general es el siguiente ejemplo: 
En el caso de la matriz simétrica A = 
3 0 0 
0 b 
0 n/T 6 
ya tratada anteriormente, tenemos: 
0 







; ^ = o 
o 
81. 
jomo vectores propios de A, Z^ asociado al valor propio /\ = 7 y , Z^ 
•jsociado al valor propio j( = 3 este último de multiplicidad 2. 
Considerando la matriz 
Q = 
o o 





entonces se tiene que 
7 0 0 
q' A q = 0 3 0 (efectuando las multi 
0 0 3 plicaciones) 
De acuerdo a punto 4) y a la definición de semejanza, tenemos que: toda 
matriz A simétrica es semejante a una matriz diagonal (d , . . . d ) donde 
los d^ son los valores propios de A. 
Definición: Decimos que una matriz cuadrada B (no necesariamente simé -
trica) es diagonalizable por semejanza si B es semejante a una matriz 
diagonal, 
t 
SI problema de diagonalizar una matriz por semejanza es de suma importan 
cia, -y la teoría d e valores propios nos da criterio, como veremos l ü e g O j 
para saber cuándo tal diagonalización existe. - f . ; 
Ejercicios: 
Valores y Vectores Propios de Matrices no simétricas: •.:•• • 
El problema de valores propios de matrices no simétricas, no ofrece re-i 
sultados tan concretos como en el caso de matrices simétricas, ya trata 
do anteriormente. 
Podríamos indicar, a manera de ejemplo, que si A es una matriz nxn no 
•ximétrica, se tiene que: 
«) Los valores propios de A no necesariamente son reales 
b) Vectores propios de A correspondientes a valores propios distintos no 
serán ortogonales, en general 
o) Si ^ es valor propio de A, con multiplicidad k entonces no existi -
rá, en general, k vectores propios ortogonales de A, asociados aese 
d) A no necesariamente es diagonalizable por semejanza 
Desde luego, siempre tendremos para A el resultado ya enunciado: vec -
tores propios de A correspondientes a valores propios distintos son l i 
nealmente independientes (no necesariamente ortogonales!)» 
Ejemplo: 
Consideremos la matriz: 2 2 1 
A = 1 3 1 
1 2 2 
su polinomio característico es cp (/( ) = 
H 2 1 
1 3-A 1 = - í\ 3 + 7 k 2 - 11 A + 5 
1 2 2-A 
Su ecuación característica ( A ) = 0 tiene 3 raíces que son:• 
.| = 5 i (\ 2 = ^ ' í\ 3 = ^ que s o n l ° s valores característicos de 
A.- ;... • 
Para /\ = 5: los vectores propios de A asociando a 5 vienen dados^por 
X = 
x„ 
r X 2 
*3 
tal que 
2 2 1 
i ' 3 1 
1 2 2 
x. 
_ x 3 . 
= 5 
y resolviendo este sistema tenemos que X = satisface la condi-
ción. 
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•ae es raíz de multiplicidad 2, los vectores propios co-
vienen dados por 
X 1 
*3J 
con x„ + 2 x~ + x-, = 0 t ¿ 3 
lo es posible encontrar un conjunto de dos vectores pro-






Sea B = 
0 
¿p ( f\ ) = (1 - h ) 2 ent onces 
r.íz característica de B. de multiplicidad 2 y los vectores 
0 " 
sos de B asociados a f\ = 1 son de la forma X = 
to no es posible encontrar un conjunto dé 2 vectores pro-
taimente independientes (a pesar de ser = 1 raíz de 
s 2 ) . 
¿6n de matrices no simétricas 
ible diagonalizar por semejanza una matriz no simétrica?; 
'-"os el siguiénte resultado: 
'<'• A de orden n tiene n vectores propios linealmente inde -
-'»tonces existe una matriz P inversible, n x n tal que 
-Conal,' con entradas diagonales que son los valores pro-
P : si x„ , xn , x son n vectores propios de A, ' ' n 
-pendientes entonces podemos tomar como P la matriz 
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cuyos vectores columnas son los x^ t x^,.., ~xn (la matriz P no será en 
general ortogonal, como en el caso de matrices simétricas!)« 
Entonces tenemos también lo siguiente: si una matriz A, n n tiene sus " x 
valores propios todos distintos, entonces A es diagonalizable por seme 
janza, pues existen n vectores propios linealmente independientes (uno 
correspondiente a cada valor propio)« . 
Pero si los valores propios de A no son todos distintos, no estamos se 
guros de encontrar n vectores propios de A linealmente independientes, 
y en este caso, se presenta cuando existe por lo menos un valor pro -
pió de A con multiplicidad superior a 1. Si sucede como en el casode 
la matriz _ ^ 
A = 1 3 1, 
1 2 2 
que.no es simétrica, donde J\ = 1 es raíz de multiplicidad 2, sin embar 
go, fue posible encontrar 2 vectores propios de A asociados a = 1 j 
formando un conjunto linealmente independiente, entonces A es diagoni-
zable por semejanza y 
P = 
1 2 1. 
1 -1 0 es inversible y 
1 0 -1 diagonalizá ' A . 
En general podemos usar el siguiente criterio para saber si una matriz 
no simétrica, con raíces características de multiplicidad superior a.. 1. 
es diagonizable por semejanza: 
Sea A una matriz no simétrica, n x. n; si para cada /\ valor propio de 
A con multiplicidad k 1, se cumple que n - r = k con r= rango 
(A - J\ I) entonces A es diagonalizable por semejanza pues en este ca-
so es posible encontrar n vectores propios de A, formando un conjunto-
linealmente independiente. . . . . . . . 
8 5 . 
r.: pío: 
r c i c i o s resueltos: 
Determinar los valores propios de las matrices A y B, e investigar 
s i s o n o no d i a g o n a l i z a b l e s 
1 - 2 








0 1 0 
1 0 0 
0 0 1 
• Consideremos la matriz A 
Su polinomio característico es (j) ( X, ) = 
•1- k . "2 
- I a - A I 3 | = , 
o 
3 2 - X : 3 , 
0 .. 2 1-J\ 
r a r e s o l v e r l o , sumemos l a ú l t i m a l í n e a a l a p r i m e r a 
1- K 0 1-A 
| A - X l 3 1 = 3 2 - A 3 
• ' ' " ' :0 2 1 - X 
ego l a p r i m e r a r e s t a d a de l a ú l t i m a : 
k - /\ I 3 = (1- k f (2- A > =( 1- À ) 2 (2- /C ) 
1 - / \ 0 0 
3 2-j\ 0 
0 2 
; valores propios de A son /C. ^  = 1 ' 2 = » JY3 = 2 
'¡atriz A será diagonalizable si 3- rango ( A - L ) = 2 ó sea 
r'*'ngo ( A' - I 3 ) "= 1, pero 
"3 
•'••'í.ctíc A x ^ es de r a n g o 2 y 3 - r a n g o (A - 1 ^ ) = 1 ^ 2 
t a n t o A no es d i a g o n a l i z a b l e p o r s e m e j a n z a . 
0 .. - 2 0 0 - 2 " •0 3 ' 0 
3 . • . 1 : 3 3 1 " 0 0 ó 0 
0 2 - " 0 0 2 0 0 2 0 
86. 
b) Consideremos la matriz B: su polinomio característico es; 
- X 1 0 
cf¡ C í\ ) = B - < I j = 1 - í\ 0 
0 o \-<K 
Busquemos el rango de B - I, : 3 
-Cl-/\ )2 . (Á+ 1) 
-1 1 0 -1 1 • 0 
B - b = 1 -1 0 rvy 0 0 . 0 
0 0 0 0 0 
jpor lo tanto 3 - rango (B - Ij ) . = 3 -• 1 = 2 que 
: tiene rango 1 
de la raíz A = 1, así que B es diagonizable. 
1 0 0 
2) Dada la matriz A = 0 1 n 
1 0 m 
I a - X * = ( 1 - í\ ) 2 ( m - k ) 
estudiar las condiciones sobre n , m para que A sea diagonalizable. 
Consideremos el polinomio característico de A 
1-X, 0 0 
0 1-A .n 
1 0 m-A 
i ) m = 1 , entonces J\= 1 es valor propio de multiplicidad 3, y así 
la matriz es diagonalizable si rango ( A - I^) = 0 pero rango 
( A - I^) = 1 ó 2 según que n sea distinto de cero o no. De manera 
/ 
que para m = 1 la matriz,A no es diagonalizable. 
ii) m 1 : La matriz A será diagonalizable si la matriz ( A - ) 
es de rango 1 (( 3 - 1) = 2 que es la multiplicidad de /\ = 1 ) 
Consideremos dos posibilidades para n. (siempre m 1 ) 
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a) n t¿ O : El rango de A - es dos entonces la matriz A no es dia-
gonalizable « 
b) n = 0 : El rango de A - I es igual a 1 entonces 3 - 1 = 2 que es 
la multiplicidad de X = 1= 
Luego con n = 0 la matriz A si es diagonizable; busquemos la 
matriz P que diagonaliza A: 
Los vectores propios de A asociados a A = 1 se obtienen de 
y la solución viene 
— — r— -r-
0 0 ' 0 X 0 
0 ' 0 0 " y = 0 
1 0 m-1 z 0 
— 
— 




k^ , k 0 son números arbitrarios, particularizando se tiene 
— — —» 
0 - 1-m 
1 y 0 
.-0 . 1 
— — 
forman un conjunto de vectores propios de A linealmente independientes, 
Los vectores propios de A asociados a la raíz /\= m. (u ^ 1 ) se ob -
tienen de 




1-m . 0 0 X 
0 1-m 0 y = 0 
1 0 0 z 0 
' ' _ . —1 
Viene dada por el conjunto de vectores de la forma 
k = 1 , obtenemos 
, y tomando 
88, 
— _ • — 
0 0 1-m 
1 J 0 s 0 
_ 0 _ 1 _ 1 
un conjunto, de J> vectores 




Considere P = 
entonces P 





0 1-m 0 
-1 0 1-m 
1 0 0 
, m 1 . 
1 0 0 
P" 1 . A» P = 0 m 0 matriz 
0 0 1 








en caso afirmativo encontrar una matriz diagonal D y matriz P in-
versible tal que P . M . P = D» ..•• •-
La ecuación característica de M viene dada por: ... \ •-. 
2 - Á 1 
( * ) 1 1-A 1 
-1 1 • i - A 
= 0 , lo que podemos 
3-A -1 0 3- A -1 0 
(2 - A ) -i -i-A . i = 0 ; (2- ,< ) 2 - A . 1 
-i i i 0 0 1 
= 0 
de donde ( 2 - A ) e s I a ecuación en ( * ). 
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„ propios de M son: ^ = ^ ' Á 2 = 1 
2 valor propio de multiplicidad 2 
- 1 
,-2onalizable si rango de M-2 I = 1 - 1 
- 1 1 
¿0 1, y en efecto es así : 
. 1 1 1 0 o ~ 
- 1 1 1 0 0 es 




de rango 1 
•>3 dos vectores propios de M que sean linealmente independien -
t/sociados- a la raíz /\ = 2 ; estos vienen dados por la solución 
- 1 1 








X m^ - m 2 
íorma general es: y m 1 




























, en particular 
es vector propio de M asociado a = 1, 
2 0 0 1 -1 1 
Tome D = 0 2 0 II 
cu 1 0 1 
0 0 1 0 1 -1 
• 1 0 1 
0 
- 1 1 - 1 
entonces 
• — 1 * 
y además se tiene D = P . . M. P como se quería . 
k) El objeto de este ejercicio es presentar en un ejemplo un intere -
sante-resultado que se estipula en el llamado Teorema de CAYLEY-
HAMILTON que estipula lo siguiente: Si A es una matriz cuadrada nxn , 
y í^ 1 ( f\ ) su ecuación característica, se tiene que (j) ( A ) = 0 
(es decir toda matriz satisface su propia ecuación característica). 
En efecto, de la conocida relación 
( A I - A ) Ad j ( A I - A' ) = Á I - A j . 1 
o. sea ( I - A ) ( /\ I - A )f = (|> ( í\ ) . I 
se obtiene que ( A ) = 0 








f e (\ 
3 , 2 
) = - / \ + 7 Jn - 11 A + 5 = 0 es su ecuación caraeterís 
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pero f '(.A ) = - A3+ 7 A2 - 11 A + S . 
7 12 
— 
6 32 62 31" 
6 13 6 > aK 31 63 31 
6 12 7 31 62 32 




62 31 7 12 6~ 2 2 1 •1 0 0 
63 31 + 7 6 13 6 - 11 1 3 1 + 5 0 1 0 
62 ' 3 2 _ 12 7 _1 2 2 _ 
0 0 1 
•¿i-mgularizacion de matrices médiante sus vectores propios. 
uchas veces no es posible diagonizar por semejanza una matriz•sin em-
puede "triangulizarse" y es un problema que también ofrece in-
ores. Se tiene el siguiente resultado: 
íM?a matriz cuadrada A es semejante a una matriz triangular cuyos ele-
tutos diagonales son los valores característicos de A. 
^.procedimiento a seguir es el siguiente: 
tan , X 2 ' 0 * ° ' n """as r a ^ c e s características de A, y sea X^ un 
ector propio de A asociado a 
-insidere ahora una matriz Q, n x n cuya primera columna es X^ y tal 
i Ó ; se tiene que "i o 
-A. -Q = 
M B i 
o A ; 
donde A^ es de tamaño ( n - l ) x ( n - 1 ) ; 
~ = 2, entonces Á^  = k \ 2 | y se tiene la matriz triangular si no, 
un vector característico de A^ correspondiente a la raíz »y 
'•deremos Q? matriz_cuya primera columna es X_ y tal que Q 0. 




con A^ de orden n - 2. 
92. 
Si n = 3 entonces A^ =j A ^ 
tr is que trianguliza es 
Q = Q 




, en caso contrario 
continuamos el proceso y después de n - 1 etapas a lo sumo, obtenemos 
una matriz 







-1 tal que Q A Q es triangular con entradas diagonales que son los val£ 
res característicos de A. 
Ejemplo: 























es un vector característico de A asociado a 
5 . 0 • o. 0 • 1 0 0 " 0 
5 1 0 0 _ i -5 5 0 0 
— y entonces 0 . = . 0 0 - 1 0 1 . 0 i 1 • • 5. 
_ 3 0 1 -3 .0 o 5 
5 • _1 8 -9 1 B. 
A Q1 -
0 0 - 15 20 _ . 
1 
i 0 - 12 16 0 A1_ 
* 
0 3 1 7 -
93. 
0 -15 20 
A1 = 4 -12 16 »una raíz característica de A ,e's 
3 ~"1 7 




; sea Q2= 
4 0 • 0 0 0 
0 1 0 , entonces (¿^  = 0 1 0 
-1 0 1 > 0 1 
-1 1 
'2 A1Q2= ~2TT 
-20 -15 20 
-1 B2 0 -48 64 — con A_= 
0 A2 
2 
0 -11 48 
-48 
- 1 1 
64 
48 
^ = 2 es raíz característica de y un vector propio de A C£ .ora 
cido a 2 es: 8 
11 
; considere entonces Q^  = 
8 
11 
•i Qi 1 "8" 
1 
- 1 1 
o 
8 


























































- 9 / 5 
1 
- 2 / 5 
- 2 
es triangular! 
