A robust statistics approach to isochron calculations is presented, accompanied by an implementation in Python. It allows isochrons to be calculated for a wider range of datasets than the standard classical statistics approach, assuming that the distribution of uncertainties on the data is slightly fatter-tailed than Gaussian. The robust approach advocated reduces to the classical approach for "good" datasets.
below). In addition, we require the approach to converge to YORK for a "good" dataset, one with a near-Gaussian uncertainty distribution. The approach adopted will be referred to as HUBER (Maronna et al., 2006) , as originally developed in Huber (1981) .
In HUBER, as in YORK, a straight line is fitted to a dataset by minimising a function of the residuals, a measure of the distance 60 of a datapoint to the line. Since isochron data are generally bivariate with correlated analytical uncertainties in x and y, the analytical uncertainty in datapoint k can be represented as an ellipse as in Fig. 1 . The residual for datapoint, k, used, denoted r k , is the scaling factor on the size of the ellipse required to expand it until it touches the best-fit line (Fig. 1) . The residual r k is derived from the x and y uncertainties in Appendix A.
The function that is minimised to find the best-fit line can be written ρ(r k ) for both YORK and HUBER. Whereas in 65 YORK, ρ(r k ) = r 2 k for all r k (equivalent to the method of least squares), HUBER minimises ρ(r k ) = r 2 k near the centre of the uncertainty distribution, then downweights datapoints for which the absolute value of the residual is greater than a cut-off value, h. Formally, the HUBER algorithm minimises ρ(r) where Given a line, y = a + b x (in blue), the ellipse must be drawn at the r k σ level (in red) to touch the line, in this case r k = 5.73. The data point is x k = 529.14, y k = 0.5614, and σx k = 1.870, σy k = 0.00127 and ρx k y k = −0.967.
as in Fig. 2 . In HUBER, for smaller residuals that have an absolute value less than an adjustable constant, h, the contribution to 70 the sum being minimised is the same as for YORK, but is linear in the residual for larger absolute value. Note that as h becomes larger and larger, HUBER converges to YORK. Although not obvious from the form of ρ(r k ), HUBER is equivalent to bringing datapoints in to ±h if |r k | > h, in other words truncating the residual (Maronna et al., 2006, Sect. 9.1) . The value to use for h is discussed in Maronna et al. (2006) , Sect. 2.2.2.
The algorithm developed in Appendix A minimises k ρ(r k ) with respect to the unknown, θ, a two-element column vector, 75 {a, b} T in the line equation, y = a + bx. The algorithm is applicable to HUBER and also YORK. The minimisation is iterative.
As a starting point, it uses an estimate for θ using least absolute deviations, L 1 , as advocated by Maronna et al. (2006) , Sect.
4.4.2. L 1 is a resistant estimator, meaning that it is not sensitive to extra scatter in the data. However it is much less efficient than HUBER (see below), so HUBER is a better ultimate estimator. A full iteration is envisaged in Appendix A, rather than 1-step reweighted least squares (w-form, as in Maronna et al., 2006, Sect. 9 .1).
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The algorithm converges in less than 5 iterations for all the simulations run (see Appendix B). Once θ is calculated, the measure of scatter used to distinguish an isochron from an errorchron can be calculated. In the case of YORK this is just mswd.
In the case of HUBER, a robust alternative is needed, and this is developed in the next section. If an isochron is deemed to have been calculated, the uncertainty on θ, V θ , can be found, as outlined in Appendix A.
Isochrons and errorchrons 85
In YORK, assuming that the data uncertainties are strictly Gaussian distributed, the probability distribution of mswd provides bounds that can be used to distinguish isochrons from errorchrons (e.g. Wendt & Carl, 1991) . These bounds come from the 95% confidence interval on mswd. Datasets whose scatter give mswd outside the bounds are deemed to be errorchrons, not isochrons. Although focus is usually on mswd that is too large (extra scatter), mswd that is too small identifies the case where analytical uncertainties have been over-estimated. Mswd is defined as
whether the dataset has a linear spine of "good" data within it. The measure suggested, s, coined the spine width, is robust, and is defined as
in which nmad(r) is the median of the absolute values of r, normalised to be the same as the standard deviation for Gaussiandistributed r. Given that s is based on a median, its magnitude depends on that half of the data that have the smallest absolute 100 values of r , in other words those that would define a spine. If the data were in fact Gaussian-distributed, it is expected that s should be about 1, given that r already involves the analytical uncertainties. The larger is s, greater than 1, the less pronounced is the linear spine in the data (or the uncertainties have been underestimated). If s, less than 1, is small it suggests that the uncertainties have been overestimated. Whereas the 95% confidence interval (95%ci) on mswd for Gaussian-distributed uncertainties comes from a well-established probability distribution (e.g. Wendt & Carl, 1991) , the confidence interval on s 105 needs to be found by simulation (see Appendix B). The intervals are given in this For example, for a dataset with 10 datapoints (n = 10), the dataset is deemed to yield an isochron if the observed s lies in the range 0.37 to 1.56. If s is outside this range the dataset gives an errorchron. For isochrons, the age uncertainty is calculated as in Appendix A. For errorchrons, the age uncertainty is not calculated. 
Application of HUBER to simulated datasets
Assessing algorithms for data fitting is best done using simulated datasets. Datasets were generated by drawing data points from a range of uncertainty distributions, all centred on a linear trend reflecting an age of 4 Ma. Full details are provided in Appendix B. Two features of the datasets are varied: the number of datapoints in the dataset, and the uncertainty structure adopted, the latter via varying c and d in c%dN. The algorithm is assessed in terms of its ability to retrieve the specified age of 115 the linear trend on which the simulated datasets are built, and on the uncertainty in the age.
Given that the datasets investigated have fat-tailed contaminated-Gaussian uncertainty distributions, the focus is on the effect of extra scatter in the data, in other words, data scatter over and above what is expected for Gaussian data uncertainties.
Nevertheless a small proportion of datasets do have small scatter, giving s which is below the lower bound for that number of datapoints.
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The analysis below compares the results of YORK, applied only to those simulated datasets that lie within the mswd bounds, with the results of HUBER, applied to those datasets that lie within the spine width (s) bounds. The greatest majority of the former are included in the latter, e.g. > 97% for n = 10). However, HUBER typically identifies the age information in many more datasets than YORK. In the following The 95% confidence interval on age using HUBER is the same or slightly less than from using YORK for all dataset sizes 130 and uncertainty structures studied, noting that this is from a (much) larger proportion of the dataset simulations. Such a 95% confidence interval is calculated from an ordered list of the ages, with the lower limit at the 2.5% point in the list, and the upper limit at the 97.5% point.
Even if the age comparison is favourable, it might be expected that the age uncertainty suffers from the extra scatter in the data. This appears not to be the case, but there is a small degradation in the age uncertainties retrieved caused by an 135 unavoidable efficiency loss. Efficiency relates to the number of datapoints that is required in a dataset in order to estimate the age to a given uncertainty. HUBER has optimal efficiency for all |r k | < h, when it is identical to YORK, but there is an efficiency loss associated with using HUBER for an isochron-yielding dataset with any |r k | > h. Figure 3 illustrates the efficiency loss via kernel density estimate (kde) plots of the age uncertainties calculated for simulated datasets with n = 10. Kde plots are probability distributions akin to smoothed histograms (Wand & Jones, 1995) . The red curve 140 is the kde for datasets that have all |r k | < h, for which efficiency is optimal. The blue curve is the kde for all datasets with at least one |r k | > h. The efficiency loss is seen in the displacement of the blue curve to slightly higher age uncertainty than the red curve. The overall kde, in black, is the kde of all of the datasets in the red and blue kde, in proportion about 30% to 70%. Gaussian-distributed uncertainties. In each case, the kde for those datasets for which all |r k |<h is in red and the overall kde is in black.
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The ability of HUBER to retrieve age uncertainty information for data with uncertainties from contaminated Gaussian distributions varies with the probability and scale of the contamination, as shown in Figure 5 . Not unexpectedly the more seriously contaminated distributions (25%3N and 10%10N) involve a greater displacement of the kde to higher age uncertainty than the more weakly contaminated 5%3N distribution. Although the displacement of the blue curves from the black curve is real, 150 nevertheless the ability of HUBER to retrieve age uncertainties from datasets with contaminated distributions is good. . Kernel density estimates for age uncertainty calculated with HUBER on 10,000 simulated datasets with n=10 and several uncertainty structures. The kde for those datasets for which all |r k |<h is in red, the kde for datasets with Gaussian-distributed uncertainties is in black, and the kde for all of the datasets for 5%3N, 25%3N and 10%10N respectively are in blue.
Application of HUBER to a natural dataset
Sample 0708 is a carbonate flowstone from the Riversleigh World Heritage fossil site in Queensland, Australia. Isotope dilution U-Pb data for the bulk sample were previously published by Woodhead et al. (2016) providing a Model 2 isochron with an age of 13.72 ± 0.12 Ma with a mswd of 3.7. The new data presented here were obtained by laser ablation icpms using methods 155 outlined in Woodhead & Petrus (2019) . Such datasets are typically larger with little error correlation (round error ellipses), but with larger uncertainties than isotope dilution data. These data define an errorchron under the YORK assumptions, with mswd = 1.68. With HUBER, s = 1.19, well within the s range for an isochron. The age is 13.69 ± 0.26 Ma (± is 2σ). The data for 0708 is plotted in Fig. 6 , with 95% confidence ellipses on the datapoints.
Discussion
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This work was motivated by the belief that many isochron datasets contain meaningful age information that cannot be identified using classical statistical methods. In such datasets, the age information is contained in a linear spine in the data, but the dataset also contains additional scatter that is inconsistent with a Gaussian uncertainty distribution. A suitably calibrated, statisticallyrobust method is able to identify this age information.
Contaminated Gaussian distributions provide a model for a type of dataset with extra scatter relative to a strictly Gaussian-165 distributed one. The robust isochron method presented in this work can however be applied in general to data which is Gaussiandistributed only in the central spine of the uncertainty distribution, with non-Gaussian scatter occurring in the tails, arising from analytical or geological uncertainty.
In most robust statistics data fitting approaches, the formal uncertainties output during data measurement are ignored. Instead, the scale used in the data fitting is derived from the scatter in the data themselves, an approach used by Powell et al. 170 (2002) . The approach advocated here does include the data measurement uncertainties, and this allows the results to converge on those of the YORK method when the data have little excess scatter.
Appendix A: HUBER algorithm
The HUBER algorithm involves minimising k ρ(r k ) with respect to the unknown, θ, a two-element column vector, {a, b} T in the line equation, y = a + bx, in order to fit the data. The residual, r k on datapoint k and the function ρ are defined in the 175 following below. The HUBER algorithm subsumes YORK.
Writing the kth datapoint as {x k , y k }, generally the isotopic data used in age calculations involve uncertainties in both x k and y k , and commonly the x k and y k are also correlated. These can be represented by a covariance matrix, V k ,
in which σ x k is the standard deviation on x k , σ y k the standard deviation on y k , σ x k σ y k ρ x k y k the covariance between x k and 180 y k , and ρ x k y k the correlation coefficient between x k and y k . The covariance matrix can be represented by an ellipse around the data point in an x-y diagram, as illustrated in Fig. 1 . The residual, r k , a measure of the distance of the point {x k , y k } to the line, is calculated from the coordinates of the data points, {x k , y k }, and their uncertainties in V k , by
in which e k is the distance of the datapoint from the line, e k = a + b x k − y k , and σ e k is the standard deviation on e k . The 185 standard deviation, σ e k , is calculated by error propagation using V k :
with the term in curly brackets evaluating to {b, −1}. The residual is then
The minimisation of k ρ(r k ) in the HUBER algorithm is iterative, starting from a resistant estimate of the line, for example 190 using least absolute deviations, L 1 , as advocated by Maronna et al. (2006) . At each iteration, the algorithm provides an update of θ, ∆θ, so that at the ith iteration, θ i = θ i−1 + ∆θ.
The minimisation of ρ(r k ) is undertaken using the fact that, at the minimum, the derivative of ρ(r k ) with respect to θ is zero. Defining 2 ψ(r k ) = ∂ρ(r k ) ∂r k (A5) 195 this quantity, for HUBER, is
For YORK, ψ(r k ) = r k , equivalent to HUBER with large h. Then, at the minimum
Defining the kth row of a matrix C, C k , to be the derivative of r k with respect to θ then
with B k the kth row of B, given by 1/σ e k ∂e k /∂θ, then at the minimum ) or in matrix form, C T ψ(r) = 0, in which ψ(r) is a column vector whose kth element is ψ(r k ). This constitutes two non-linear equations requiring iteration to solve.
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Now, at iteration i, progressing towards the minimum
and ψ i (r k )| |r k |>h = ψ i−1 (r k ) otherwise. This can be written
in whichψ(r k ) = ∂ψ(r k )/∂r k . So, for HUBER,ψ(r k ) = 1 for |r k | < h, andψ(r k ) = 0 otherwise. Substituting (A10) into (A8)
210
gives
or, in matrix form, dropping iteration subscripts
with I = diag(ψ(r)) a modified identity matrix with its kkth element equal toψ(r k ). Equation (A12) can then be rearranged 215 to give ∆θ at the current iteration
The iteration works because the changes in B and C between iterations are small, particularly when a good starting guess is used at the beginning of the iterations. This is the iteration implemented in the python code.
Accepting that an isochron has been calculated, the covariance matrix of θ, V θ , can be calculated by error propagation of r 220 to θ
assuming that θ is approximately linear in r k around the minimum in ρ(r k ). Then, using (A14) with (A13)
If it is assumed that the uncertainty on a datapoint has the form c%dN, with unknown c and d, then V r is not specified. However 225 those residuals with |r k | > h are likely to be those where d > 1, but these residuals are the ones withψ(r k ) = 0. Therefore a good approximation involves taking V r = I . This is identically true in the case of YORK, when V r = I as then I = I. Then (A15) becomes
In YORK (or if all |r k | < h in HUBER), then I = I and ψ(r) = r. So
If, in addition, all σ x k = 0 then C = B and, as in this case, B does not depend on θ, iteration is not involved, r is replaced by −y, and
These are the results for fitting data by simple weighted least squares.
Appendix B: Simulation setup 240
This work was originally motivated by the dating of speleothems using the lower intercept with a U-Pb Concordia in Tera-Wasserburg style plots (e.g. Woodhead et al. 2012 ). This paper therefore discusses {x, y} data with the expectation that x = 238 U/ 206 Pb and y = 207 Pb/ 206 Pb, but the logic and the algorithm are in no way restricted to this system. 10,000 simulated datasets, each containing 5, 6, 8, 10 and 15 datapoints, respectively, were used to assess the HUBER algorithm. Each dataset corresponds to an age of 4 Ma, with an underlying trend chosen to be y = 0.811 − 0.000474737x.
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For each dataset, the x-values were drawn from a uniform probability distribution with bounds, {400, 1100} (so the x are not equi-spaced). Datapoints are assigned uncertainty with σ x k = 0 and a fixed σ y k = 0.00125, the latter representing the analytical uncertainty, propagated from both the x and y measurement into y. In a real { 238 U/ 206 Pb, 207 Pb/ 206 Pb} dataset, σ x k and σ y k would be finite and correlated. However, this makes no difference to the calculations once data is processed into r k form as in Fig. 1 . For a given dataset, scatter is introduced into the data by drawing the y values from an uncertainty distribution, centred on 250 the underlying trend, that may be either Gaussian (N) or one of three contaminated Gaussian distributions-5%3N, 25%5N, or 10%10N-as in Powell et al. (2002) . For n = 10 and gaussian-distributed uncertainties, the age uncertainty obtained is approximately σ t = 0.01 Ma.
Results are presented in terms of kernel density estimates using an Epanetchnikov kernel (Wand & Jones, 1995) . Kernel density estimates (kde) are a way of presenting data that could otherwise be plotted as a histogram, normally normalised 255 so that-like a probability distribution-the area under the kde curve is 1. The smoothness of the kde is controlled by a smoothing constant whose value was chosen to be just large enough for the kde to appear smooth, given that 10,000 datasets are used in each kde. 
