Extreme learning machine (ELM) has been developed for single hidden layer feedforward neural networks (SLFNs) training in the past decade. ELM theory claims that the hidden node parameters of SLFNs can be randomly generated and need not be updated. All the hidden node parameters are independent of the target functions or the training datasets. Benefitting from the tuning-free framework, ELM not only learns up to thousand times faster than conventional gradient descent methods for SLFNs and the support vector machine (SVM) but also preserves a reasonable generalization performance. For most applications, it has been shown that the learning phase of ELM is almost real-time processing in an ordinary PC. Therefore, ELM shows superiority over conventional gradient based methods and SVM on high dimensional applications and large data processing. This is especially important since nowadays data are explosive with the rapid development of the Internet, computer, and electronic equipment.
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In the light of these considerations, this special issue was launched. We received papers from worldwide researchers in interdisciplinary research fields and high quality peer reviewed papers are selected to include in this special issue.
An overview paper which summarizes the recent developments on ELM and its applications in high dimensional and large data processing presented by the Guest Editors J. Cao and Z. Lin is also published in the special issue. These papers present the recent developments in ELM algorithms applications in high dimensional and large data. The accepted papers can be broadly categorized into six groups: image and video processing, target tracking and predictions, control and estimation application, ELM algorithms, web and document applications, and other applications. In the following, we give a brief description of the papers in each of the six groups.
In image and video processing, W. Xiao and Y. Lu developed a highly efficient approach for human activity recognition based on ELM and using only one triaxial accelerometer. S. Ding et al. combined multilayer ELM (MLELM) and ELM with kernel (KELM) to put forward deep extreme learning machine (DELM) and apply it to EEG classification. T. Xiao et al. 
