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VELOCITY ESTIMATES FOR SYMMETRIC RANDOM WALKS AT LOW
BALLISTIC DISORDER
CLÉMENT LAURENT, ALEJANDRO F. RAMÍREZ, CHRISTOPHE SABOT AND SANTIAGO SAGLIETTI
Abstract. We derive asymptotic estimates for the velocity of random walks in random environ-
ments which are perturbations of the simple symmetric random walk but have a small local drift
in a given direction. Our estimates complement previous results presented by Sznitman in [Sz03]
and are in the spirit of expansions obtained by Sabot in [Sa04].
1. Introduction and Main Results
The mathematical derivation of explicit formulas for fundamental quantities of the model of
random walk in a random environment is a challenging problem. For quantities like the velocity, the
variance or the invariant measure of the environment seen from the random walk, few results exist
(see for example the review [ST16] for the case of Dirichlet environments, [DR14] for one-dimensional
computations and also [Sa04, CR16] for multidimensional expansions). In [Sa04], Sabot derived an
asymptotic expansion for the velocity of the random walk at low disorder under the condition that
the local drift of the perturbed random walk is linear in the perturbation parameter. As a corollary
one can deduce that, in the case of perturbations of the simple symmetric random walk, the velocity
is equal to the local drift with an error which is cubic in the perturbation parameter. In this article
we explore up to which extent this expansion can be generalized to perturbations which are not
necessarily linear in the perturbation parameter and we exhibit connections with previous results
of Sznitman about ballistic behavior [Sz03].
Fix an integer d ≥ 2 and for x = (x1, . . . , xd) ∈ Zd let |x| := |x1|+ · · · + |xd| denote its l1-norm.
Let V := {x ∈ Zd : |x|1 = 1} be the set of canonical vectors in Zd and P denote the set of all
probability vectors ~p = (p(e))e∈V on V , i.e. such that p(e) ≥ 0 for all e ∈ V and also
∑
e∈V p(e) = 1.
Furthermore, let us consider the product space Ω := PZd endowed with its Borel σ-algebra B(Ω).
We call any ω = (ω(x))x∈Zd ∈ Ω an environment. Notice that, for each x ∈ Zd, ω(x) is a probability
vector on V , whose components we will denote by ω(x, e) for e ∈ V , i.e. ω(x) = (ω(x, e))e∈V .
The random walk in the environment ω starting from x ∈ Zd is then defined as the Markov chain
(Xn)n∈N0 with state space Z
d which starts from x and is given by the transition probabilities
Px,ω(Xn+1 = y + e|Xn = y) = ω(y, e),
for all y ∈ Zd and e ∈ V . We will denote its law by Px,ω. We assume throughout that the space of
environments Ω is endowed with a probability measure P, called the environmental law. We will call
Px,ω the quenched law of the random walk, and also refer to the semi-direct product Px := P⊗ Px,ω
defined on Ω × ZN as the averaged or annealed law of the random walk. In general, we will call
the sequence (Xn)n∈N0 under the annealed law a random walk in a random environment (RWRE)
with environmental law P. Throughout the sequel, we will always assume that the random vectors
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(ω(x))x∈Zd are i.i.d. under P. Furthermore, we shall also assume that P is uniformly elliptic, i.e.
that there exits a constant κ > 0 such that for all x ∈ Zd and e ∈ V one has
P(ω(x, e) ≥ κ) = 1.
Given l ∈ Sd−1, we will say that our random walk (Xn)n∈N0 is transient in direction l if
lim
n→∞
Xn · l = +∞ P0 − a.s.,
and say that it is ballistic in direction l if it satisfies the stronger condition
lim inf
n→∞
Xn · l
n
> 0 P0 − a.s.
Any random walk which is ballistic with respect to some direction l satisfies a law of large numbers
(see [DR14] for a proof of this fact), i.e. there exists a deterministic vector ~v ∈ Rd with ~v · l > 0
such that
lim
n→+∞
Xn
n
= ~v P0 − a.s..
This vector ~v is known as the velocity of the random walk.
Throughout the following we will fix a certain direction, say e1 := (1, 0, . . . , 0) ∈ Sd−1 for example,
and study transience/ballisticity only in this fixed direction. Thus, whenever we speak of transience
or ballisticity of the RWRE it will be understood that it is with respect to this given direction e1.
However, we point out that all of our results can be adapted and still hold for any other direction.
For our main results, we will consider environmental laws P which are small perturbations of the
simple symmetric random walk. More precisely, we will work with environmental laws P supported
on the subset Ωǫ ⊆ Ω for ǫ > 0 sufficiently small, where
Ωǫ :=
{
ω ∈ Ω :
∣∣∣∣ω(x, e) − 12d
∣∣∣∣ ≤ ǫ4d for all x ∈ Zd and e ∈ V
}
. (1)
Notice that if P is supported on Ωǫ for some ǫ ≤ 1 then it is uniformly elliptic with constant
κ =
1
4d
. (2)
Since we wish to focus on RWREs for which there is ballisticity in direction e1, it will be necessary
to impose some further conditions on the environmental law P. Indeed, if for each x ∈ Zd we define
the local drift of the RWRE at site x as the random vector
~d(x) :=
∑
e∈V
ω(x, e)e
then, in order for the walk to be ballistic in direction e1, one could expect that it is enough to have
λ := E(~d(0)) · e1 > 0, where E here denotes the expectation with respect to the law P (notice that
all local drift vectors (~d(x))x∈Zd are i.i.d. so that it suffices to consider only the local drift at 0).
However, as shown in [BSZ03], there are examples of environments for which there exists a direction
in which the expectation of the local drift is positive but the velocity of the corresponding RWRE is
negative. Therefore, we will need to impose stronger conditions on the local drift to have ballisticity,
specifying exactly how small we allow λ to be. In the sequel, we will consider two different conditions,
the first of which is quadratic local drift condition.
Quadratic local drift condition (QLD). Given ǫ ∈ (0, 1), we say that the environmental law P
satisfies the quadratic local drift condition (QLD)ǫ if P(Ωǫ) = 1 and, furthermore,
λ := E(~d(0)) · e1 ≥ ǫ2.
Our second condition, the local drift condition, is weaker for dimensions d ≥ 3.
Local drift condition (LD). Given η, ǫ ∈ (0, 1), we say that an environmental law P satisfies the
local drift condition (LD)η,ǫ if P(Ωǫ) = 1 and, furthermore,
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λ := E(~d(0)) · e1 ≥ ǫα(d)−η , (3)
where
α(d) :=


2 if d = 2
2.5 if d = 3
3 if d ≥ 4.
(4)
Observe that for d = 2 and any ǫ ∈ (0, 1) condition (LD)η,ǫ implies (QLD)ǫ for all η ∈ (0, 1),
whereas if d ≥ 3 and η ∈ (0, 12) it is the other way round, (QLD)ǫ implies (LD)η,ǫ. It is known that
for every η ∈ (0, 1) there exists ǫ0 = ǫ(d, η) > 0 such that any RWRE with an environmental law P
satisfying (LD)η,ǫ for some ǫ ∈ (0, ǫ0) is ballistic. Indeed, for d ≥ 3 this was proved by Sznitman in
[Sz03] whereas the case d = 2 was shown in [R16] (and is also a consequence of Theorem 2 below).
Therefore, any RWRE with an environmental law P which satisfies (LD)η,ǫ for ǫ sufficiently small
is such that P0-a.s. the limit
~v := lim
n→∞
Xn
n
exists and is different from 0. Our first result is then the following.
Theorem 1. Given any η ∈ (0, 1) and δ ∈ (0, η) there exists some ǫ0 = ǫ0(d, η, δ) ∈ (0, 1) such that,
for every ǫ ∈ (0, ǫ0) and any environmental law satisfying (LD)η,ǫ, the associated RWRE is ballistic
with a velocity ~v which verifies
0 < ~v · e1 ≤ λ+ c0ǫα(d)−δ (5)
for some constant c0 = c0(d, η, δ) > 0. We abbreviate (5) by writing 0 < ~v · e1 ≤ λ+Od,η,δ(ǫα(d)−δ).
Our second result is concerned with RWREs with an environmental law satisfying (QLD).
Theorem 2. There exists ǫ0 ∈ (0, 1) depending only on the dimension d such that for all ǫ ∈ (0, ǫ0)
and any environmental law satisfying (QLD)ǫ, the associated RWRE is ballistic with a velocity ~v
which verifies
|~v · e1 − λ| ≤ ǫ
2
d
.
Combining both results we immediately obtain the following corollary.
Corollary 3. Given δ ∈ (0, 1) there exists some ǫ0 = ǫ0(d, δ) ∈ (0, 1) such that, for all ǫ ∈ (0, ǫ0)
and any environmental law satisfying (QLD)ǫ, the associated RWRE is ballistic with a velocity ~v
which verifies
λ− ǫ
2
d
≤ ~v · e1 ≤ λ+Od,δ(ǫα(d)−δ).
Observe that for dimension d = 2 all the information given by Theorem 1 and Corollary 3 is
already contained in Theorem 2, whereas this is not so for dimensions d ≥ 3. To understand better
the meaning of our results, let us give some background. First, for x ∈ Zd and e ∈ V let us rewrite
our weights ω(x, e) as
ω(x, e) =
1
2d
+ ǫξǫ(x, e), (6)
where
ξǫ(x, e) :=
1
ǫ
(
ω(x, e)− 1
2d
)
.
Notice that if P(Ωǫ) = 1 then P-almost surely we have |ξǫ(x, e)| ≤ 14d for all x ∈ Zd and e ∈ V .
In [Sa04], Sabot considers a fixed environment p0 ∈ Ω together with an i.i.d. sequence of bounded
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random vectors ξ = (ξ(x))x∈Zd ⊆ [−1, 1]V where each ξ(x) = (ξ(x, e))e∈V satisfies
∑
e∈V ξ(x, e) = 0.
Then, he defines for each ǫ > 0 the random environment ω on any x ∈ Zd and e ∈ V as
ω(x, e) := p0(e) + ǫξ(x, e).
In the notation of (6), this corresponds to choosing p0(e) =
1
2d and ξǫ(x, e) := ξ(x, e) not depending
on ǫ. Under the assumption that the local drift associated to this RWRE does not vanish, it satisfies
Kalikow’s condition [K81] and thus it has a non-zero velocity ~v. Sabot then proves that this velocity
satisfies the following expansion: for any small δ > 0 there exists some ǫ0 = ǫ0(d, δ) > 0 such that
for any ǫ ∈ (0, ǫ0) one has that
~v = ~d0 + ǫ~d1 + ǫ
2~d2 +Od,δ
(
ǫ3−δ
)
, (7)
where
~d0 :=
∑
e∈V
p0(e)e, ~d1 :=
∑
e∈V
E[ξ(0, e)]e,
and
~d2 :=
∑
e∈V
(∑
e′∈V
Ce,e′Je′
)
e,
with
Ce,e′ := Cov(ξ(0, e), ξ(0, e
′)) and Je := gp0(e, 0) − gp0(0, 0).
Here gp0(x, y) denotes the Green’s function of a random walk with jump kernel p0. It turns out that
for the particular case in which p0 is the jump kernel of a simple symmetric random walk (which is
the choice we make in this article), we have that ~d0 = 0 and also ~d2 = 0. In particular, for this case
we have λ = ǫ~d1 · e1 = O(ǫ) and
~v · e1 = λ+Od,δ
(
ǫ3−δ
)
. (8)
Even though this expansion was only shown valid in the regime λ = O(ǫ), from it one can guess that,
at least at a formal level, the random walk should be ballistic whenever λ ≥ ǫ3−η for any η > δ.
This was established previously by Sznitman from [Sz03] for dimensions d ≥ 4, but remains open
for dimensions d = 2 and d = 3. In this context, our results show that under the drift condition
(LD), which is always weaker than the λ = O(ǫ) assumption in [Sa04], for d = 2 the random walk
is indeed ballistic and the expansion (8) is still valid up to the second order (Theorem 2), whereas
for d ≥ 3 we show that at least an upper estimate compatible with the right-hand side of (8) holds
for the velocity (Theorem 1).
The proof of Theorem 1 is rather different from the proof of the velocity expansion (7) of [Sa04],
and is based on a mixture of renormalization methods together with Green’s functions estimates,
inspired in methods presented in [Sz03, BDR14]. As a first step, one shows that the averaged velocity
of the random walk at distances of order ǫ−4 is precisely equal to the average of the local drift with
an error of order ǫα(d)−δ . To do this, essentially we show that a right approximation for the behavior
of the random walk at distances ǫ−1 is that of a simple symmetric random walk, so that one has
to find a good estimate for the probability to move to the left or to the right of a rescaled random
walk moving on a grid of size ǫ−1. This last estimate is obtained through a careful approximation
of the Green’s function of the random walk, which involves comparing it with its average by using
a martingale method. This is a crucial step which explains the fact that one loses precision in the
error of the velocity in dimensions d = 2 and d = 3 compared with d ≥ 4. As a final result of
these computations, we obtain that the polynomial condition of [BDR14] holds. In the second step,
we use a renormalization method to derive the upper bound for the velocity, using the polynomial
condition proved in the first step as a seed estimate. The proof of Theorem 2 is somewhat simpler,
and is based on a generalization of Kalikow’s formula proved in [Sa04] and a careful application of
Kalikow’s criteria for ballisticity.
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The article is organized as follows. In Section 2 we introduce the general notation and establish
some preliminary facts about the RWRE model, including some useful Green’s function estimates.
In Section 3, we prove Theorem 2. In Section 4, we obtain the velocity estimates for distances of
order ǫ−4 which is the first step in the proof of Theorem 1. Finally, in Section 5 we finish the proof
of Theorem 1 through the renormalization argument described above.
2. Preliminaries
In this section we introduce the general notation to be used throughout the article and also review
some basic facts about RWREs which we shall need later.
2.1. General notation. Given any subset A ⊂ Zd, we define its (outer) boundary as
∂A := {x ∈ Zd −A : |x− y| = 1 for some y ∈ A}.
Also, we define the first exit time of the random walk from A as
TA := inf{n ≥ 0 : Xn /∈ A}.
In the particular case in which A = {b} × Zd−1 for some b ∈ Z, we will write Tb instead of TA, i.e.
Tb := inf{n ≥ 0 : Xn · e1 = b}.
Throughout the rest of this paper ǫ > 0 will be treated as a fixed variable. Also, we will denote
generic constants by c1, c2, . . . . However, whenever we wish to highlight the dependence of any of
these constants on the dimension d or on η, we will write for example c1(d) or c1(η, d) instead of c1.
Furthermore, for the sequel we will fix a constant θ ∈ (0, 1) to be determined later and define
L := 2[θǫ−1] (9)
where [·] denotes the (lower) integer part and also
N := L3, (10)
which will be used as length quantifiers. In the sequel we will often work with slabs and boxes in Zd,
which we introduce now. For each M ∈ N, x ∈ Zd and l ∈ Sd−1 we define the slab
Ul,M(x) :=
{
y ∈ Zd : −M ≤ (y − x) · l < M
}
. (11)
Whenever l = e1 we will suppress l from the notation and write UM (x) instead. Similarly, whenever
x = 0 we shall write UM instead of UM (0) and abbreviate UL(0) simply as U for L as defined (9).
Also, for each M ∈ N and x ∈ Zd, we define the box
BM (x) :=
{
y ∈ Zd : −M
2
< (y − x) · e1 < M and |(y − x) · ei| < 25M3 for 2 ≤ i ≤ d
}
(12)
together with its frontal side
∂+BM (x) :=
{
y ∈ ∂BM,M ′(x) : (y − x) · e1 ≥M
}
,
its back side
∂−BM (x) :=
{
y ∈ ∂BM,M ′(x) : (y − x) · e1 ≤ −M
2
}
,
its lateral side
∂lBM (x) :=
{
y ∈ ∂BM,M ′(x) : |(y − x) · ei| ≥ 25M3 for some 2 ≤ i ≤ d
}
,
and, finally, its middle-frontal part
B∗M (x) :=
{
y ∈ BM (x) : M
2
≤ (y − x) · e1 < M , |(y − x) · ei| < M3 for 2 ≤ i ≤ d
}
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together with its corresponding back side
∂−B
∗
M (x) :=
{
y ∈ B∗M (x) : (y − x) · e1 =
M
2
}
.
As in the case of slabs, we will use the simplified notation BM := BM (0) and also ∂iBM := ∂iBM (0)
for i = +,−, l, with the analogous simplifications for B∗M (0) and its back side.
2.2. Ballisticity conditions. For the development of the proof of our results, it will be important
to recall a few ballisticity conditions, namely, Sznitman’s (T ) and (T ′) conditions introduced in
[Szn01, Szn02] and also the polynomial condition presented in [BDR14]. We do this now, considering
only ballisticity in direction e1 for simplicity.
Conditions (T ) and (T ′). Given γ ∈ (0, 1] we say that condition (T )γ is satisfied (in direction e1)
if there exists a neighborhood V of e1 in S
d−1 such that for every l′ ∈ V one has that
lim sup
M→+∞
1
Mγ
log P0
(
XTU
l′,M
· l′ < 0
)
< 0. (13)
As a matter of fact, Sznitman originally introduced a condition (T )γ which is slightly different from
the one presented here, involving an asymmetric version of the slab Ul′,M in (13) and an additional
parameter b > 0 which modulates the asymmetry of this slab. However, it is straightforward to
check that Sznitman’s original definition is equivalent to ours, so we omit it for simplicity.
Having defined the conditions (T )γ for all γ ∈ (0, 1], we will say that:
• (T ) is satisfied (in direction e1) if (T )1 holds,
• (T ′) is satisfied (in direction e1) if (T )γ holds for all γ ∈ (0, 1).
It is clear that (T ) implies (T ′), although it is not yet known whether the other implication holds.
Condition (P )K . Given K ∈ N we say that the polynomial condition (P )K holds (in direction e1)
if for some M ≥M0 one has that
sup
x∈B∗M
Px
(
XTBM /∈ ∂+BM
)
≤ 1
MK
,
where
M0 := exp
{
100 + 4d(log κ)2
}
(14)
where κ is the uniform ellipticity constant, which in our present case can be taken as κ = 14d , see (2).
It is well-known that both (T ′) and (P )K imply ballisticity in direction e1, see [Szn02, BDR14].
Furthermore, in [BDR14] it is shown that
(P )K holds for some K ≥ 15d + 5⇐⇒ (T ′) holds ⇐⇒ (T )γ holds for some γ ∈ (0, 1).
2.3. Green’s functions and operators. Let us now introduce some notation we shall use related
to the Green’s functions of the RWRE and of the simple symmetric random walk (SSRW).
Given a subset B ⊆ Zd, the Green’s functions of the RWRE and SSRW killed upon exiting B
are respectively defined for x, y ∈ B ∪ ∂B as
gB(x, y, ω) := Ex,ω
(
TB∑
n=0
1{Xn=y}
)
and g0,B(x, y) := gB(x, y, ω0),
where ω0 is the corresponding weight of the SSRW, given for all x ∈ Zd and e ∈ V by
ω0(x, e) =
1
2d
.
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Furthermore, if ω ∈ Ω is such that Ex,ω(TB) < +∞ for all x ∈ B, we can define the corresponding
Green’s operator on L∞(B) by the formula
GB [f ](x, ω) :=
∑
y∈B
gB(x, y, ω)f(y).
Notice that gB , and therefore also GB , depends on ω only though its restriction ω|B to B. Finally, it
is straightforward to check that if B is a slab as defined in (11) then both gB and GB are well-defined
for all environments ω ∈ Ωǫ with ǫ ∈ (0, 1).
3. Proof of Theorem 2
The proof of Theorem 2 has several steps. We begin by establishing a law of large numbers for
the sequence of hitting times (Tn)n∈N.
3.1. Law of large numbers for hitting times. We now show that, under the condition (P )K ,
the sequence of hitting times (Tn)n∈N satisfies a law of large numbers with the inverse of the velocity
in direction e1 as its limit.
Proposition 4. If (P )K is satisfied for some K ≥ 15d+ 5 then P0-a.s. we have that
lim
n→∞
E0(Tn)
n
= lim
n→∞
Tn
n
=
1
~v · e1 > 0, (15)
where ~v is the velocity of the corresponding RWRE.
To prove Proposition 4, we will require the following lemma and its subsequent corollary.
Lemma 5. If (P )K holds for some K ≥ 15d+ 5 then there exists c1 > 0 such that for each n ∈ N
and all a > 1v·e1 one has that
P0
(
Tn
n
≥ a
)
≤ 1
c1
exp
{
−c1
((
log
(
a− 1
~v · e1
)) 2d−1
2
+ (log(n))
2d−1
2
)}
. (16)
Proof. By Berger, Drewitz and Ramírez [BDR14], we know that since (P )K holds for K ≥ 15d+5,
necessarily (T ′) must also hold. Now, a careful examination of the proof of Theorem 3.4 in [Szn02]
shows that the upper bound in (16) is satisfied. 
Corollary 6. If (P )K holds for some K ≥ 15d+ 5 then
(
Tn
n
)
n∈N
is uniformly P0-integrable.
Proof. Note that, by Lemma 5, for K > 1v·e1 and n ≥ 2 we have that
∫
{Tn
n
≥K}
Tn
n
dP0 ≤
∞∑
k=K
(k + 1)P0
(
Tn
n
≥ k
)
≤ 1
c1
∞∑
k=K
(k + 1)e
−c1
(
log
(
k− 1
~v·e1
)) 2d−1
2 −c1(log(2))
2d−1
2
.
From here it is clear that, since d ≥ 2, we have
lim
K→∞
[
sup
n≥1
∫
{Tn
n
≥K}
Tn
n
dP0
]
= 0
which shows the uniform P0-integrability. 
Let us now see how to obtain Proposition 4 from Corollary 6. Since (P )K holds for K ≥ 15d+5,
by Berger, Drewitz and Ramírez [BDR14] we know that the position of the random walk satisfies a
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law of large numbers with a velocity ~v such that ~v · e1 > 0. Now, note that for any ε > 0 one has
P0
(∣∣∣∣ nTn − ~v · e1
∣∣∣∣ ≥ ε
)
= P0
(∣∣∣∣XTn · e1Tn − ~v · e1
∣∣∣∣ ≥ ε
)
≤
∞∑
k=n
P0
(∣∣∣∣Xk · e1k − ~v · e1
∣∣∣∣ ≥ ε
)
≤
∞∑
k=n
e−C(log k)
2d−1
2 ,
where in the last inequality we have used the slowdown estimates for RWREs satisfying (T ′) proved
by Sznitman in [Szn02] (see also the improved result of Berger in [B12]). Hence, by Borel-Cantelli
we conclude that P0-a.s.
lim
n→∞
n
Tn
= ~v · e1,
from where the second equality of (15) immediately follows. The first one is now a direct consequence
of the uniform integrability provided by Corollary 6.
3.2. Introducing Kalikow’s walk. Given a nonempty connected strict subset B ( Zd, for x ∈ B
we define Kalikow’s walk on B (starting from x) as the random walk starting from x which is killed
upon exiting B and has transition probabilities determined by the environment ωB ∈ PB given by
ωxB(y, e) :=
E(gB(x, y, ω)ω(y, e))
E(gB(x, y, ω))
. (17)
It is straightforward to check that by the uniform ellipticity of P we have 0 < E(gB(x, y, ω)) < +∞
for all y ∈ B, so that the environment ωxB is well-defined. In accordance with our present notation,
we will denote the law of Kalikow’s walk on B by Px,ωxB and its Green’s function by gB(x, ·, ωxB).
The importance of Kalikow’s walk, named after S. Kalikow who originally introduced it in [K81],
lies in the following result which is a slight generalization of Kalikow’s formula proved in [K81] and
of the statement of it given in [Sa04].
Proposition 7. If B ( Zd is connected then for any x ∈ B with Px,ωxB(TB < +∞) = 1 we have
E(gB(x, y)) = gB(x, y, ω
x
B) (18)
for all y ∈ B ∪ ∂B.
Proof. The proof is similar to that of [Sa04, Proposition 1], but we include it here for completeness.
First, let us observe that for any ω ∈ Ωǫ and y ∈ B ∪ ∂B we have by the Markov property
gB(x, y, ω) = Ex,ω
(
TB∑
n=0
1{Xn=y}
)
=
∞∑
n=0
Px,ω (Xn = y, TB ≥ n)
= 1{x}(y) +
∞∑
n=1
∑
e∈V
Px,ω (Xn−1 = y − e,Xn = y, TB > n− 1)
= 1{x}(y) +
∑
e∈V
∞∑
n=1
Px,ω (Xn−1 = y − e, TB > n− 1)ω(y − e, e)
= 1{x}(y) +
∑
e∈V
1B(y − e)gB(x, y − e, ω)ω(y − e, e),
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so that
E(gB(x, y)) = 1{x}(y) +
∑
e∈V : y−e∈B
E(gB(x, y − e))ωxB(y − e, e).
Similarly, if for each k ∈ N0 we define
g
(k)
B (x, y, ω
x
B) := Ex,ωxB
(
TB∧k∑
n=0
1{Xn=y}
)
then by the same reasoning as above we obtain
g
(k+1)
B (x, y, ω
x
B) = 1{x}(y) +
∑
e∈V : y−e∈B
g
(k)
B (x, y − e, ωxB)ωxB(y − e, e). (19)
In particular, we see that for all k ∈ N0
E(gB(x, y)) − g(k+1)B (x, y, ωxB) =
∑
e∈V : y−e∈B
(
E(gB(x, y − e))− g(k)B (x, y − e, ωxB)
)
ωxB(y − e, e)
which, since ωxB is nonnegative and also g
(0)
B (x, y, ω
x
B) = 1{x}(y) ≤ E(gB(x, y)) for every y ∈ B∪∂B,
by induction implies that g
(k)
B (x, y, ω
x
B) ≤ E(gB(x, y)) for all k ∈ N0. Therefore, by letting k → +∞
in this last inequality we obtain
gB(x, y, ω
x
B) ≤ E(gB(x, y)) (20)
for all y ∈ B ∪ ∂B. In particular, this implies that
Px,ωxB (TB < +∞) =
∑
y∈∂B
gB(x, y, ω
x
B) ≤
∑
y∈∂B
E(gB(x, y)) = Px(TB < +∞) ≤ 1. (21)
Thus, if Px,ωxB (TB < +∞) = 1 then both sums on (21) are in fact equal which, together with (20),
implies that
gB(x, y, ω
x
B) = E(gB(x, y))
for all y ∈ ∂B. Finally, to check that this equality also holds for every y ∈ B, we first notice that
for any y ∈ B ∪ ∂B we have by (19) that
gB(x, y, ω
x
B) = 1{x}(y) +
∑
e∈V : y−e∈B
gB(x, y − e, ωxB)ωxB(y − e, e)
so that if y ∈ B ∪ ∂B is such that E(gB(x, y)) = gB(x, y, ωxB) then
0 =
∑
e∈V : y−e∈B
(E(gB(x, y − e))− gB(x, y − e, ωxB))ωxB(y − e, e).
Hence, by the nonnegativity of ωxB and (20) we conclude that if y ∈ B ∪ ∂B is such that (18) holds
then (18) also holds for all z ∈ B of the form z = y− e for some e ∈ V . Since we already have that
(18) holds for all y ∈ ∂B and B is connected, by induction one can obtain (18) for all y ∈ B. 
As a consequence of this result, we obtain the following useful corollary, which is the original
formulation of Kalikow’s formula [K81].
Corollary 8. If B ( Zd is connected then for any x ∈ B such that Px,ωxB (TB < +∞) = 1 we have
Ex(TB) = Ex,ωxB(TB)
and
Px(XTB = y) = Px,ωxB(XTB = y)
for all y ∈ ∂B.
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Proof. This follows immediately from Proposition 7 upon noticing that, by definition of gB , we have
on the one hand
Ex(TB) =
∑
y∈B
E(gB(0, y)) =
∑
y∈B
gB(x, y, ω
x
B) = Ex,ωxB(TB)
and, on the other hand, for any y ∈ ∂B
Px(XTB = y) = E(gB(x, y)) = gB(x, y, ω
x
B) = Px,ωxB(XTB = y).

Proposition 4 shows that in order to obtain bounds on ~v · e1, the velocity in direction e1, it might
be useful to understand the behavior of the expectation E0(Tn) as n tends to infinity, provided that
the polynomial condition (P )K indeed holds for K sufficiently large. As it turns out, Corollary 8
will provide a way in which to verify the polynomial condition together with the desired bounds for
E0(Tn) by means of studying the killing times of certain auxiliary Kalikow’s walks. To this end,
the following lemma will play an important role.
Lemma 9. If given a connected subset B ( Zd and x ∈ B we define for each y ∈ B the drift at y
of the Kalikow’s walk on B starting from x as
~dB,x(y) :=
∑
e∈V
ωxB(y, e)e
where ωxB is the environment defined in (17), then
~dB,x(y) =
E
(
~d(y,ω)∑
e∈V ω(x,e)fB,x(y,y+e,ω)
)
E
(
1∑
e∈V ω(x,x+e)fB,x(y,y+e,ω)
) .
where fB,x is given by
fB,x(y, z, ω) :=
Pz,ω(TB ≤ Hy)
Px,ω(Hy < TB)
and Hy := inf{n ∈ N0 : Xn = y} denotes the hitting time of y.
Proof. Observe that if for y, z ∈ B ∪ ∂B and ω ∈ Ω we define
g(y, z, ω) := Pz,ω(Hy < TB)
then by the strong Markov property we have for any y ∈ B
E(gB(x, y, ω)) = E
(
Ex,ω
(
TB∑
n=0
1{Xn=y}
))
= E
(
g(y, x, ω)Ey,ω
(
TB∑
n=0
1{Xn=y}
))
.
Now, under the law Py,ω, the total number of times n ∈ N0 in which the random walk X is at y
before exiting B is a geometric random variable with success probability
p :=
∑
e∈V
ω(y, y + e)(1− g(y, y + e, ω)),
so that
Ey,ω
(
TB∑
n=0
1{Xn=y}
)
=
1∑
e∈V ω(y, y + e)(1 − g(y, y + e, ω))
.
It follows that
E(gB(x, y, ω)) = E
(
1∑
e∈V ω(y, y + e)fB,x(y, y + e, ω)
)
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where fB,x is defined as
fB,x(y, z, ω) :=
1− g(y, z, ω)
g(y, x, ω)
=
Pz,ω(TB ≤ Hy)
Px,ω(Hy < TB)
.
By proceeding in the same manner, we also obtain
E(gB(x, y, ω)ω(y, e)) = E
(
ω(y, e)∑
e∈V ω(y, y + e)fB,x(y, y + e, ω)
)
,
so that
~dB,x(y) =
E
(
~d(y,ω)∑
e∈V ω(y,y+e)fB,x(y,y+e,ω)
)
E
(
1∑
e∈V ω(y,y+e)fB,x(y,y+e,ω)
) .

As a consequence of Lemma 9, we obtain the following key estimates on the drift of Kalikow’s walk.
Proposition 10. If P satisfies (QLD)ǫ for some ǫ ∈ (0, 1) then for any connected subset B ( Zd
and x ∈ B we have
sup
y∈B
[
|~dB,x(y) · e1 − λ|
]
≤ ǫ
2
d
.
Proof. First, let us decompose
E
(
~d(y, ω) · e1∑
e∈V ω(y, e)fB,x(y, y + e, ω)
)
= E
(
(~d(y, ω) · e1)+ − (~d(y, ω) · e1)−∑
e∈V ω(y, e)fB,x(y, y + e, ω)
)
.
Now, notice that since P(Ωǫ) = 1 we have
1∑
e∈V ω(y, e)fB,x(y, y + e, ω)
≤ 1∑
e∈V
(
1
2d − ǫ4d
)
fB,x(y, y + e, ω)
≤ 2d∑
e∈V fB,x(y, y + e, ω)
· 1
1− ǫ2
and also
1∑
e∈V ω(y, e)fB,x(y, y + e, ω)
≥ 2d∑
e∈V fB,x(y, y + e, ω)
· 1
1 + ǫ2
.
In particular, we obtain that
E
(
(~d(y, ω) · e1)±∑
e∈V ω(y, e)fB,x(y, y + e, ω)
)
≤ 2d
1− ǫ2
· E
(
1∑
e∈V fB,x(y, y + e, ω)
· (~d(y, ω) · e1)±
)
and
E
(
(~d(y, ω) · e1)±∑
e∈V ω(y, e)fB,x(y, y + e, ω)
)
≥ 2d
1 + ǫ2
· E
(
1∑
e∈V fB,x(y, y + e, ω)
· (~d(y, ω) · e1)±
)
Furthermore, since
∑
e∈V fB,x(y, y + e, ω) is independent of ω(y) it follows that
E
(
1∑
e∈V fB,x(y, y + e, ω)
· (~d(y, ω) · e1)±
)
= E
(
1∑
e∈V fB,x(y, y + e, ω)
)
· E
(
(~d(y, ω) · e1)±
)
.
Finally, by combining this with the previous estimates, a straightforward calculation yields
λ− 4
4− ǫ2 · ǫ · E(|
~d(y, ω) · e1|) + 2ǫ
2
4− ǫ2 · λ ≤
~dB,x(y) ≤ λ+ 4
4− ǫ2 · ǫ · E(|
~d(y, ω) · e1|) + 2ǫ
2
4− ǫ2 · λ
Since P(Ωǫ) = 1 implies that |λ| ≤ E(|~d(y, ω) · e1|) ≤ ǫ2d , by recalling that ǫ < 1 we conclude that if
(QLD)ǫ is satisfied then
λ− 2
3d
· ǫ2 + 2
3
ǫ4 ≤ ~dB,x(x) ≤ λ+ 2
3d
· ǫ2 + 1
3d
· ǫ3
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from where the result immediately follows. 
3.3. (QLD) implies (P )K . Having the estimates from the previous section, we are now ready to
prove the following result.
Proposition 11. If P verifies (QLD)ǫ for some ǫ ∈ (0, 1) then (P )K is satisfied for any K ≥ 15d+5.
Proposition 11 follows from the validity under (QLD) of the so-called Kalikow’s condition. Indeed,
if we define the coefficient
εK := inf{~dB,0(y) · e1 : B ( Zd connected with 0 ∈ B , y ∈ B}.
then Kalikow’s condition is said to hold whenever εK > 0. It follows from [SZ99, Theorem 2.3],
[Szn00, Proposition 1.4] and [Szn02, Corollary 1.5] that Kalikow’s condition implies condition (T ).
On the other hand, from the discussion in Section 2.2 we know that (T ) implies (P )K forK ≥ 15d+5
so that, in order to prove Proposition 11, it will suffice to check the validity of Kalikow’s condition.
But it follows from Proposition 10 that, under (QLD)ǫ for some ǫ ∈ (0, 1), for each connected
B ( Zd and y ∈ B we have
~dB,0(y) ≥ λ− ǫ
2
d
≥ d− 1
d
ǫ2 > 0
so that Kalikow’s condition is immediately satisfied and thus Proposition 11 is proved.
Alternatively, one could show Proposition 11 by checking the polynomial condition directly by
means of Kalikow’s walk. Indeed, if κ denotes the uniform ellipticity constant of P then ωxB(y, e) ≥ κ
for all connected subsets B ( Zd, x, y ∈ B and e ∈ V . In particular, it follows from this that
Px,ωxBM
(TBM < +∞) = 1 for all x ∈ BM and boxes BM as in Section 2. Corollary 8 then shows that,
in order to obtain Proposition 11, it will suffice to prove the following lemma.
Lemma 12. If P verifies (QLD)ǫ for some ǫ ∈ (0, 1√
2(d−1)
) then for each K ∈ N we have
sup
x∈B∗M
Px,ωxBM
(
XTBM /∈ ∂+BM
)
≤ 1
MK
if M ∈ N is taken sufficiently large (depending on K).
Proof. Notice that for each x ∈ B∗M we have
Px,ωxBM
(
XTBM /∈ ∂+BM
)
≤ Px,ωxBM
(
XTBM ∈ ∂lBM
)
+ Px,ωxBM
(
XTBM ∈ ∂−BM
)
(22)
so that it will suffice to bound each term on the right-hand side of (22) uniformly in B∗M .
To bound the first term, we define the quantities
n+ := #{n ∈ {1, . . . , TBM } : Xn−Xn−1 = e1} and n− := #{n ∈ {1, . . . , TBM } : Xn−Xn−1 = −e1}.
and notice that on the event {XTBM ∈ ∂lBM} we must have n+ − nl ≤ M2 since otherwise X
would reach ∂+BM before ∂lBM . Furthermore, on this event we also have that TBM ≥ 24M3 since,
by definition of B∗M , starting from any x ∈ B∗M it takes X at least 24M3 + 1 steps to reach ∂lBM .
It then follows that
Px,ωxBM
(
XTBM ∈ ∂lBM
)
=
∞∑
n=24M3
Px,ωxBM
(
n+ − n− ≤ M
2
, TBM = n
)
. (23)
Now, observe that the right-hand side of (23) can be bounded from above by∑
n=24M3
[
Px,ωxBM
(n+ + n− ≤ κN, TBM = n) + Px,ωxBM
(
n+ + n− > κn, n+ − n− ≤ M
2
, TBM = n
)]
.
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But since for all y ∈ BM and e ∈ V we have ωxBM (y, e) ≥ κ = 14d by the uniform ellipticity of P
and, furthermore, by Proposition 10
ωxBM (y, e1)− ωxBM (y,−e1)
ωxBM (y, e1) + ω
x
BM
(y,−e1) =
~dBM ,x(y) · e1
ωxBM (y, e1) + ω
x
BM
(y,−e1) ≥
λ− ǫ2d
2κ
≥ 2(d− 1)ǫ2 > 0, (24)
it follows by coupling with a suitable random walk (with i.i.d. steps) that for n ≥ 24M3 and ǫ < 1√
2(d−1)
(so as to guarantee that 12 + (d− 1)ǫ2 ∈ (0, 1)) we have
Px,ωxBM
(n+ + n− ≤ κn, TBM = n) ≤ F (κn;n, 2κ)
and
Px,ωxBM
(
n+ + n− > κn, n+ − n− ≤ M
2
, TBM = n
)
≤ F
(
κ
2
n+ 3
√
n;κn,
1
2
+ (d− 1)ǫ2
)
where F (t; k, p) denotes the cumulative distribution function of a (k, p)-Binomial random variable
evaluated at t ∈ R. By using Chernoff’s bound which states that for t ≤ np
F (t;n, p) ≤ exp
{
− 1
2p
· (np− t)
2
n
}
we may now obtain the desired polynomial decay for this term, provided that M is large enough
(as a matter of fact, we get an exponential decay in M , with a rate which depends on κ and ǫ).
To deal with second term in the right-hand side of (22), we define the sequence of stopping times
(τn)n∈N0 by setting {
τ0 := 0
τn+1 := inf{n > τn : (Xn −Xn−1) · e1 6= 0} ∧ TBM
and consider the auxiliary chain Y = (Yk)k∈N0 given by
Yk := Xτk · e1
It follows from its definition and (24) that Y is a one-dimensional random walk with a probability
of jumping right from any position which is at least 12 + (d− 1)ǫ2. Now recall that, for any random
walk on Z starting from 0 with nearest-neighbor jumps which has a probability p 6= 12 of jumping
right from any position, given a, b ∈ N the probability E(−a, b, p) of this walk exiting the interval
[−a, b] through −a is exactly
E(−a, b, p) =
1−
(
1−p
p
)b
1−
(
1−p
p
)a+b ·
(
1− p
p
)a
.
Thus, we obtain that
Px,ωxBM
(
XTBM ∈ ∂−BM
)
≤ E
(
−M, M
2
,
1
2
+ (d− 1)ǫ2
)
=
1−
(
1−2(d−1)ǫ2
1+2(d−1)ǫ2
)M
2
1−
(
1−2(d−1)ǫ2
1+2(d−1)ǫ2
) 3
2
M
·
(
1− 2(d− 1)ǫ2
1 + 2(d− 1)ǫ2
)M
from where the desired polynomial decay (in fact, exponential) for this second term now follows.
This concludes the proof. 
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3.4. Finishing the proof of Theorem 2. We now show how to conclude the proof of Theorem 2.
First, we observe that by Proposition 11 the polynomial condition (P )K holds for all K ≥ 15d+5
if (QLD)ǫ is satisfied for ǫ sufficiently small, so that by Proposition 4 we have in this case that
lim
n→+∞
E0(Tn)
n
=
1
~v · e1 .
On the other hand, it follows from Proposition 10 that if for each n ∈ N we define the hyperplane
Bn := {x ∈ Zd : x · e1 ≤ n},
then P0,B0n(TBn < +∞) = 1. Indeed, Proposition 7 yields that infy∈Bn ~dBn,0(y)·e1 > 1dǫ2 > 0 which,
for example by suitably coupling Kalikow’s walk with a one-dimensional walk with i.i.d. steps and
a drift 1dǫ
2 to the right, yields our claim. Hence, by Corollary 8 we obtain that
lim
n→+∞
E0,ω0Bn
(Tn)
n
=
1
~v · e1 . (25)
Now, noting that for each n ∈ N the stopped process M (n) = (M (n)k )k∈N0 defined as
M
(n)
k := Xk∧Tn −
k∧Tn∑
j=1
~dSn,0(Xj−1)
is a mean-zero martingale under P0,ω0Sn
, by Proposition 10 and the optional stopping theorem for M (n),
we conclude that
n = E0,ω0Sn
(XTn · e1) ≤
(
λ+
ǫ2
d
)
E0,ω0Sn
(Tn)
and analogously that
n = E0,ω0Sn
(XTn · e1) ≥
(
λ− ǫ
2
d
)
E0,ω0Sn
(Tn).
Together with (25), these inequalities imply that
|~v · e1 − λ| ≤ ǫ
2
d
from where the result now follows.
4. Proof of Theorem 1 (Part I): seed estimates
We now turn to the proof of Theorem 1. Let us observe that, having already proven Theorem 2
which is a stronger statement for dimension d = 2, it suffices to show Theorem 1 only for d ≥ 3.
The main element in the proof of this result will be a renormalization argument, to be carried out
in Section 5. In this section, we establish two important estimates which will serve as the input for
this renormalization scheme. More precisely, this section is devoted to proving the following result.
As noted earlier, we assume throughout that d ≥ 3.
Theorem 13. If d ≥ 3 then for any η ∈ (0, 1) and δ ∈ (0, η) there exist c2, c3, c4 > 0 and θ0 ∈ (0, 1)
depending only on d, η and δ such that if:
i. The constant θ from (9) is chosen smaller than θ0,
ii. (LD)η,ǫ is satisfied for ǫ sufficiently small depending only on d, η, δ and θ,
then
sup
x∈B∗NL
Px
(
XTBNL /∈ ∂+BNL
)
≤ e−c2ǫ−1 (26)
and
P
({
ω ∈ Ω : sup
x∈∂−B∗NL
∣∣∣∣Ex,ω (TBNL)NL/2 − 1λ
∣∣∣∣ > c4λ2 ǫα(d)−δ
})
≤ e−c3ǫ−δ . (27)
VELOCITY ESTIMATES FOR RWRE 15
We divide the proof of this result into a number of steps, each occupying a separate subsection.
4.1. (LD) implies (P )K . The first step in the proof will be to show (26). Notice that, in particular,
(26) tells us that for any K ≥ 1 the polynomial condition (P )K is satisfied if ǫ is sufficiently small.
This fact will also be important later on. The general strategy to prove (26) is basically to exploit
the estimates obtained in [Sz03] to establish the validity of the so-called effective criterion. First,
let us consider the box B given by
B := (−NL,NL)×
(
−1
4
(NL)3,
1
4
(NL)3
)d−1
(28)
and define all its different boundaries ∂iB for i = +,−, l by analogy with Section 2.1. Observe that
if for x ∈ B∗NL we consider B(x) := B + x, i.e the translate of B centered at x, then by choice of B
we have that for any ω ∈ Ω
Px,ω
(
XTBNL /∈ ∂+BNL
)
≤ Px,ω
(
XTB(x) /∈ ∂+B(x)
)
. (29)
Thus, from the translation invariance of P it follows that to obtain (26) it will suffice to show that
P0 (XTB /∈ ∂+B) ≤ e−c2ǫ
−1
(30)
for some constant c2 = c2(d, η) > 0 if ǫ is sufficiently small. To do this, we will exploit the results
developed in [Sz03, Section 4]. Indeed, if for ω ∈ Ω we define
qB(ω) := P0,ω (XTB /∈ ∂+B) and ρB(ω) :=
qB(ω)
1− qB(ω)
then observe that
P0(XTB /∈ ∂+B) = E(qB) ≤ E(
√
qB) ≤ E(√ρB).
But the results from [Sz03, Section 4] show that there exists a constant c > 0 and θ0(d), ǫ˜0(d, η) > 0
such that if (LD)η,ǫ is satisfied for ǫ ∈ (0, ǫ˜0) and L from (9) is given by L = 2[θǫ−1] with θ ∈ (0, θ0)
then
E(
√
ρB) ≤ 80
cǫα(d)−ηL
exp
(
− c
20
ǫα(d)−ηNL
)
+ 2d exp
(
NL
[
log 4d
2
− 50log 4d
log 2
(
3
4
− 7
100
)2])
.
However, since for ǫ < θ2 we have that
ǫα(d)−ηNL ≥ 16ǫα(d)−η(θǫ−1 − 1)4 ≥ θ4ǫα(d)−η−4 ≥ θ4ǫ−(1+η)
together with
ǫα(d)−ηL ≥ θǫα(d)−η−1 ≥ θǫ
and
log 4d
2
− 50log 4d
log 2
(
3
4
− 7
100
)2
< 0,
it is straightforward to check that if ǫ < ǫ0(d, η, θ) then (30) is satisfied.
4.2. Exit measure from small slabs. The second step is to obtain a control on the probability
that the random walk exits the slab U “to the right”. For this we will follow to some extent Section 3
of Sznitman [Sz03]. We begin by giving two estimates: first, a bound for the (annealed) expectation
of GU (~d(0) · e1) in terms of the annealed expectation of TU , and then a bound in P-probability for
the fluctuations of E0,ω(TU ) around its mean E0(TU ).
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Proposition 14. If d ≥ 3 and ǫ ∈ (0, 18d) then there exist positive constants c5, c6, c7 and c8
such that if ǫ, θ ∈ (0, 1) are such that L ≥ 2 and ǫL ≤ c5 then one has∣∣∣E(GU [~d · e1](0))− λE0(TU )∣∣∣ ≤ c6ǫ logL, (31)
and also
c7L
2 ≤ E0 (TU ) ≤ c8L2. (32)
Furthermore, given any η ∈ (0, 1) there exists ǫ0 = ǫ0(d, η, θ) ∈ (0, 1) such that if (LD)η,ǫ is satisfied
for ǫ ∈ (0, ǫ0) then
E
(
GU [~d · e1](0)
)
≥ 2
5
dλL2. (33)
Proof. A careful inspection of the proof of [Sz03, Proposition 3.1] yields the estimates (31) and (33).
On the other hand, inequalities (2.28) and (3.6) of [Sz03] give us the bounds in (32). 
The next estimate we shall need is essentially contained in Proposition 3.2 of [Sz03], which gives
a control on the difference between the random variable GU (~d(0) · e1) and its expectation for d ≥ 3.
We include it here for completeness and refer to [Sz03] for a proof.
Proposition 15. If d ≥ 3 then there exist constants c9, c10 > 0 such that if ǫ, θ, α ∈ (0, 1) satisfy
L ≥ 2 and ǫL < 12 · 1−α2−α · c9, one has for all u ≥ 0 that
P
[∣∣∣GU [~d(·, ω) · e1](0) − E(GU [~d · e1](0))∣∣∣ ≥ u] ≤ c10 exp
{
− u
2
cα,L
}
, (34)
where
cα,L := c11ǫ
2
∑
y∈U
g0,U (0, y)
2/(2−α)
for some constant c11 = c11(d) > 0 and
cα,L ≤


c1,2ǫ
2L1+(2(1−α)/(2−α)) for d = 3
c1,2ǫ
2L(4(1−α)/(2−α)) for d = 4
c1,2ǫ
2 for d ≥ 5 and α ≥ 45
for some c1,2 = c1,2(α, d) > 0.
Finally, we establish a control of the fluctuations of the quenched expectation E0,ω(TU ) analogous
to the one obtained in Proposition 15.
Proposition 16. If d ≥ 3 then for any α ∈ [0, 1) and ǫ, θ ∈ (0, 1) with L ≥ 2 and ǫL < 12 · 1−α2−α · c9
where c9 is the constant from Proposition 15, one has for all u ≥ 0 that
P [|E0,ω(TU )−E0(TU )| ≥ u] ≤ c12 exp
{
− u
2
c′α,L
}
(35)
for some c12 = c12(d) > 0, where
c′α,L := c13
∑
y∈U
g0,U (0, y)
2/(2−α)
for some constant c13 = c13(d) > 0 and
c′α,L ≤


c′1,2L
1+(2(1−α)/(2−α)) for d = 3
c′1,2L
(4(1−α)/(2−α)) for d = 4
c′1,2 for d ≥ 5 and α ≥ 45
for some c′1,2 = c
′
1,2(α, d) > 0.
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Proof. We follow the proof of [Sz03, Proposition 3.2], using the martingale method introduced there.
Let us first enumerate the elements of U as {xn : n ∈ N}. Now define the filtration
Gn :=
{
σ(ω(x1), . . . , ω(xn)) if n ≥ 1
{∅,Ω} if n = 0
and also the bounded Gn-martingale (Fn)n∈N0 given for each n ∈ N0 by
Fn := E (GU [1](0)|Gn)
where 1 is the function constantly equal to 1, i.e. 1(x) = 1 for all x ∈ Zd. Observe that
GU [1](0, ω) = E0,ω(TU )
by definition of GU . Thus, if we prove that for all n ∈ N
|Fn − Fn−1| ≤ c14g0,U (0, xn)
1
2−α =: γn (36)
for some c14 = c14(d) > 0 then, since F0 = E0(TU ) and F∞ = E0,ω(TU ), by using Azuma’s inequality
and the bound for cα,L in Proposition 15 (see the proof of [Sz03, Proposition 3.2] for further details)
we obtain (35) at once. In order to prove (36), for each n ∈ N and all environments ω, ω′ ∈ Ωǫ
coinciding at every xi with i 6= n define
Γn(ω, ω
′) := GU [1](0, ω
′)−GU [1](0, ω).
Since Fn−Fn−1 can be expressed as an integral of Γn(ω, ω′) with respect to ω and ω′, it is enough to
prove that Γn(ω, ω
′) is bounded from above by the constant γn from (36). To do this, we introduce
for u ∈ [0, 1] the environment ωu defined for each i ∈ N by
ωu(xi) = (1− u) · ω(xi) + u · ω′(xi).
If we set
Hxn := inf{j ≥ 0 : Xj = xn} and Hxn := inf{j ≥ 1 : Xj = xn}
then, by the strong Markov property for the stopping time Hxn , a straightforward computation
yields that
GU [1](0, ωu) = E0,ωu (Hxn ∧ (TU − 1) + 1) + P0,ωu(Hxn < TU )Exn,ωu(TU ). (37)
Similarly, by the strong Markov property for the stopping time Hxn we have
Exn,ωu(TU ) = Exn,ωu(Hxn ∧ (TU − 1) + 1) + Pxn,ωu(Hxn < TU )Exn,ωu(TU ), (38)
so that
GU [1](0, ωu) = E0,ωu (Hxn ∧ (TU − 1) + 1) +
P0,ωu(Hxn < TU )
Pxn,ωu(Hxn > TU )
Exn,ωu(Hxn ∧ (TU − 1) + 1). (39)
Notice that P0,ωu(Hxn < TU ) and the first term in the right-hand side of (39) do not depend on u.
Furthermore, by the Markov property for time j = 1, we have
Pxn,ωu(Hxn > TU ) =
∑
e∈V
ωu(xn, e)Pxn+e,ωu(Hxn > TU )
and
Exn,ωu(Hxn ∧ (TU − 1) + 1) =
∑
e∈V
ωu(xn, e)(1 + Exn+e,ωu(Hxn ∧ (TU − 1) + 1)),
so that differentiating GU [1](0, ωu) with respect to u yields
∂uGU [1](0, ωu) =
P0,ωu(Hxn < TU )
Pxn,ωu(Hxn > TU )
∑
e∈V
(ω′(xn, e)− ω(xn, e))(Ae −Be)
where
Ae := 1 + Exn+e,ωu(Hxn ∧ (TU − 1) + 1)
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and
Be :=
Pxn+e,ωu(Hxn > TU )
Pxn,ωu(Hxn > TU )
Exn,ωu(Hxn ∧ (TU − 1) + 1).
Now, by a similar argument to the one used to obtain (37) and (38), we have that
Exn+e,ωu(Hxn ∧ (TU − 1) + 1) = GU [1](xn + e, ωu)− Pxn+e,ωu(Hxn < TU )GU [1](xn, ωu)
and
Pxn,ωu(Hxn > TU )GU [1](xn, ωu) = Exn,ωu(Hxn ∧ (TU − 1) + 1),
from which we conclude that
Ae −Be = 1 +∇eGU [1](xn, ωu),
where for any bounded f : Zd → R, x ∈ Zd and ω ∈ Ω we write
∇eGU [f ](x, ωu) := GU [f ](x+ e, ωu)−GU [f ](x, ωu).
Furthermore, by the proof of [Sz03, Proposition 3.2] we have
P0,ωu(Hxn < TU )
Pxn,ωu(Hxn > TU )
= gU (0, xn, ωu) ≤ c′g0,U (0, xn)
1
2−α and |∇eGU [1](xn, ωu)| ≤ c′′L
where L is the quantifier from (9). Since for ω′, ω ∈ Ωǫ we have∑
e∈V
|ω′(xn, e) − ω(xn, e)| ≤ ǫ,
we conclude that for all u ∈ [0, 1]
|∂uGU [1](0, ωu)| ≤ c′g0,U (0, xn)
1
2−α ǫ(1 + c′′L) ≤ c14g0,U (0, xn)
1
2−α
since ǫ ≤ 1 and ǫL < 12 · 1−α2−α · c9 ≤ c94 by hypothesis. From this estimate (36) immediately follows,
which concludes the proof. 
4.3. Exit measures from small slabs within a seed box. The next step in the proof is to show
that, on average, the random walk starting from any z ∈ BNL sufficiently far away from ∂lBNL
moves at least ±L steps in direction e1 before reaching ∂lBNL. The precise estimate we will need
is contained in the following proposition.
Proposition 17. There exist three positive constants c15, c16 = c16(d) and ǫ0 = ǫ0(d) verifying that
if ǫ, θ ∈ (0, 1) are such that L ≥ 2, ǫL ≤ c16 and ǫ ∈ (0, ǫ0), then one has that
sup
ω∈Ωǫ
∣∣Ez,ω(TUL(z))− Ez,ω(TUL(z) ∧ T∂lBNL)∣∣ ≤ e−c15L (40)
for all z ∈ B′NL, where
B′NL :=
{
z ∈ BNL : sup
2≤i≤d
|z · ei| ≤ 25(NL)3 −N
}
.
To prove Proposition 17 we will require the following two lemmas related to the exit time TU .
The first lemma gives a uniform bound on the second moment of TU .
Lemma 18. There exist constants c17, c18 = c18(d) > 0 such that if ǫ, θ ∈ (0, 1) are taken such that
L ≥ 2 and ǫL ≤ c18 then one has that
sup
z∈Zd, ω∈Ωǫ
Ez,ω(T
2
UL(z)
) ≤ c17L4.
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Proof. Let us fix x ∈ Zd and write Uz := UL(z) in the sequel for simplicity. Notice that
Ez,ω(T
2
Uz) = Ez,ω



∑
x∈Uz
∞∑
j=0
1x(Xj)1(j < TUz)


2

= 2
∑
x∈Uz
∑
y∈Uz
∞∑
j=0
∞∑
k>j
Ez,ω (1x(Xj)1y(Xk)1(k < TUz)1(j < TUz)) + Ez,ω (TUz) . (41)
Now, by the Markov property, for each j < k we have that
Ez,ω (1x(Xj)1y(Xk)1(k < TUz)1(j < TUz)) = Ez,ω (1x(Xj)1(j < TUz))Ex,ω (1y(Xi)1(i < TUz)) ,
where i := k − j. Substituting this back into (41), we see that
Ez,ω(T
2
Uz) ≤ 2
∑
x∈Uz
∑
y∈Uz
∞∑
j=0
∞∑
i=1
Ez,ω (1x(Xj)1(j < TUz))Ex,ω (1y(Xi)1(i < TUz)) + Ez,ω(TUz)
≤ 2
∑
x∈Uz
∞∑
j=0
Ez,ω (1x(Xj)1(j < TUz))Ex,ω (TUz) + Ez,ω(TUz)
= 2Ez,ω(TUz)
(
sup
y∈Zd
Ey,ω(TUz)
)
+Ez,ω(TUz)
≤ 2c2L4 + cL2
for some constant c > 0, where for the last line we have used inequality (2.28) of Sznitman in [Sz03],
which says that
sup
z,y∈Zd,ω∈Ωǫ
Ey,ω(TUz) ≤ cL2
whenever L ≥ 2 and ǫL ≤ c18(d). From this the result immediately follows. 
Our second auxiliary lemma states that, with overwhelming probability, the random walk starting
from any x ∈ BNL far enough from ∂lBNL is very likely to move at least ±L steps in direction e1
before reaching ∂lBNL.
Lemma 19. There exist constants c19, c20 > 0 such that if ǫ, θ ∈ (0, 1) satisfy L ≥ 2 and ǫL ≤ c20
then for any a ∈ (0, 25(NL)3) and z ∈ BNL verifying sup2≤i≤d |z · ei| ≤ a one has
sup
ω∈Ωǫ
Pz,ω(T∂lBNL ≤ TUL(z)) ≤ 2e−c19
25(NL)3−a
L2 .
Proof. Note that for any z ∈ BNL with sup2≤i≤d |z · ei| ≤ a one has that
Pz,ω(T∂lBNL ≤ TUL(z)) ≤ Pz,ω(TUL(z) ≥ 25(NL)3 − a).
Furthermore, by Proposition 2.2 in [Sz03], there exist constants c19, c20 > 0 such that if ǫL ≤ c20
then for any z ∈ Zd
sup
x∈Zd,ω∈Ωǫ
Ex,ω
(
e
c19
L2
TUL(z)
)
≤ 2.
Hence, by the exponential Tchebychev inequality we conclude that
Pz,ω(T∂lBNL ≤ TUL(z)) ≤ e−c19
25(NL)3−a
L2 Ez,ω
(
e
c19
L2
TUL(z)
)
≤ 2e−c19 25(NL)
3
−a
L2 .

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We are now ready to prove Proposition 17. Indeed, notice that
Ez,ω(TUL(z)) = Ez,ω(TUL(z)1(TUL(z) < T∂lBNL)) + Ez,ω(TUL(z)1(TUL(z) ≥ T∂lBNL))
= Ez,ω((TUL(z) ∧ T∂lBNL)1(TUL(z) < T∂lBNL)) + Ez,ω(TUL(z)1(TUL(z) ≥ T∂lBNL))
≤ Ez,ω(TUL(z) ∧ T∂lBNL) + Ez,ω(TUL(z)1(TUL(z) ≥ T∂lBNL)).
Hence, since sup2≤i≤d |z · ei| ≤ 25(NL)3 −N for any z ∈ B′NL, by the Cauchy-Schwarz inequality
and Lemmas 18 and 19 it follows that
|Ez,ω(TUL(z))− Ez,ω(TUL(z) ∧ T∂lBNL)| ≤
√
Ez,ω(T 2UL(z))Pz,ω(TUL(z) ≥ T∂lBNL) ≤
√
2c17L
2e−
c19
2
L.
From this estimate, taking c16 := min{c18, c20} and ǫ sufficiently small yields (40).
4.4. Renormalization scheme to obtain a seed estimate. Our next step is to derive estimates
on the time spent by the random walk on slabs of size NL.
Let us fix ω ∈ Ω and define two sequences W = (Wk)k∈N0 and V = (Vk)k∈N0 of stopping times,
by setting W0 = 0 and then for each k ∈ N0
Wk+1 := inf{n > Wk : |(Xn −XWk) · e1| ≥ L} and Vk := Wk ∧ TBNL .
Now, consider the random walks Y = (Yk)k∈N0 and Z = (Zk)k∈N0 defined for k ∈ N0 by the formula
Yk := XWk (42)
and
Zk := XVk . (43)
Notice that at each step, the random walk Y jumps from x towards some y with (y − x) · e1 ≥ L,
i.e. it exits the slab UL(x) “to the right”, with probability pˆ(x, ω), where
pˆ(x, ω) := Px,ω (Tx·e1+L < Tx·e1−L) .
Observe also that pˆ verifies the relation
pˆ(x, ω) =
1
2
+
1
2L
GUL(x)[
~d · e1](x, ω) (44)
which follows from an application of the optional sampling theorem to the Pω-martingale (Mk,ω)k∈N
given by
Mk,ω = Xk −
k−1∑
j=0
~d(Xj , ω).
Now, for each p ∈ [0, 1] let us couple Y (e1) := (Yk·e1)k∈N0 with a random walk y(p) := (y(p)k )k∈N0 on Z,
which starts at 0 and in each step jumps one unit to the right with probability p and one to the left
with probability 1−p, in such a way that both Y (e1) and y(p) jump together in the rightward direction
with the largest possible probability, i.e. for any k ≥ 0, x ∈ Zd and m ∈ Z
Pω(Y
(e1)
k+1 ≥ x · e1 + L , y(p)k+1 = m+ 1|Yk = x , y(p)k = m) = min{pˆ(x, ω), p}.
The explicit construction of such a coupling is straightforward, so we omit the details. Call this the
coupling to the right of Y (e1) and y(p). Now, consider the random walks y− := y(p−) and y+ := y(p+),
where
p− :=
(
1
2
+
E(GU [~d · e1](0)) − ǫα(d)−2−δ
2L
)
∨ 0 (45)
and
p+ :=
(
1
2
+
E(GU [~d · e1](0)) + ǫα(d)−2−δ
2L
)
∧ 1, (46)
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and assume that they are coupled with Y (e1) to the right. Let us call E−0 and E
+
0 the expectations
defined by their respective laws. Next, for each M ∈ N define the stopping times T YM , S+M and S−M
given by
T YM := inf {k ≥ 0 : Yk · e1 ≥ LM} and S±M := inf
{
k ≥ 0 : y±k ≥M
}
.
Finally, if for each subset A ⊂ Zd we define the stopping time
T ZA := inf {k ≥ 0 : Zk /∈ A} ,
we have the following control on the expectation of T ZBNL .
Proposition 20. If d ≥ 3 then for any given η ∈ (0, 1) and δ ∈ (0, η) there exist c21, c22 > 0 and
θ0 ∈ (0, 1) depending only on d, η and δ such that if:
i. The constant θ from (9) is chosen smaller than θ0,
ii. (LD)η,ǫ is satisfied for ǫ sufficiently small depending only on d, η, δ and θ,
then for any z ∈ ∂−B∗NL we have
P
({
ω ∈ Ω : N/2
2p+ − 1 − e
−c22ǫ−1 ≤ Ez,ω
(
T ZB′NL
)
≤ Ez,ω
(T ZBNL) ≤ N/22p− − 1
})
≥ 1− e−c21ǫ−δ .
Proof. Define the event
B :=
⋂
x∈BNL
{
ω ∈ Ω :
∣∣∣GU [~d · e1](x, ω)− E(GU [~d · e1](x))∣∣∣ ≤ ǫα(d)−2−δ} . (47)
Let us observe that for any ω ∈ B we have p− ≤ pˆ(x, ω) for all x ∈ BNL. In particular, since Y (e1)
is coupled to the right with y−, if Y
(e1)
0 =
NL
2 and y
−
0 = 0 then for any ω ∈ B we have
Y
(e1)
k ≥ Ly−k +
NL
2
for all 0 ≤ k ≤ T ZBNL so that, in particular, for any ω ∈ B
T ZBNL ≤ S−N
2
and thus
Ez,ω
(T ZBNL) ≤ E−0 (S−N
2
).
Similarly, since Y (e1) is coupled to the right with y+ and pˆ(x, ω) ≤ p+ for all x ∈ BNL when ω ∈ B,
if y+0 = 0 then for any ω ∈ B we have
Y
(e1)
k ≤ Ly+k +
NL
2
for all 0 ≤ k ≤ T ZBNL , so that for any such ω on the event {T YNL = T ZB′NL} we have
T ZB′NL ≥ S
+
N
2
.
Therefore, we see that for each z ∈ ∂−B∗NL
Ez,ω
(
T ZB′NL
)
= Ez,ω
(
T ZB′NL1(T
Z
B′NL
< T YNL)
)
+ Ez,ω
(
T ZB′NL1(T
Y
NL = T ZB′NL)
)
≥ Ez,ω
(
S+N
2
1(T YNL = T ZB′
NL
)
)
= E+0
(
S+N
2
)
− Ez,ω
(
S+N
2
1(T ZB′NL < T
Y
NL)
)
. (48)
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Now, by the Cauchy-Schwarz inequality we have that
Ez,ω
(
S+N
2
1(T ZB′
NL
< T YNL)
)
≤
√√√√E+0
((
S+N
2
)2)
Pz,ω
(
XTB′
NL
/∈ ∂+B′NL
)
≤
√√√√E+0
((
S+N
2
)2)
Pz,ω
(
XTB(z) /∈ ∂+B(z)
)
(49)
where B(z) := B+z for B as defined in (28) and, to obtain the last inequality, we have repeated the
same argument used to derive (29) but for B′NL instead of BNL (which still goes through if L ≥ 2).
On the other hand, using the fact that the sequences M± = (M±n )n∈N0 and N
± = (N±n )n∈N0 given
for each n ∈ N0 by
M±n = y
±
n − n(2p± − 1)
and
N±n =
(
y±n − n(2p± − 1)
)2 − n(1− (2p± − 1)2)
are all martingales with respect to the natural filtration generated by their associated random walks,
and also that by Proposition 14 if ǫ is sufficiently small (depending on d, θ, η and δ)
2p± − 1 = 1
L
(E(GU [~d · e1](0)) ± ǫα(d)−η/2) > 0
since (LD)η,ǫ is satisfied and δ < η, we conclude that
E±0 (S
±
N
2
) =
N/2
2p± − 1 ,
and
E+0
((
S+N
)2)
=
(N/2)2
(2p+ − 1)2 +
(N/2)
2p+ − 1(1− (2p
+ − 1)2) ≤ C+N2
if ǫ ∈ (0, 1), where C+ > 0 is a constant depending on p+. Inserting these bounds in (48) and (49),
we conclude that for ω ∈ B one has
N/2
2p+ − 1 −
√
C+N2Pz,ω
(
XTB(z) /∈ ∂+B(z)
)
≤ Ez,ω
(
T ZB′NL
)
≤ Ez,ω
(T ZBNL) ≤ N/22p− − 1 . (50)
But, by the proof of (26) in Section 4.1 and Markov’s inequality, we have that
P
(
Pz,ω
(
XTB(z) /∈ ∂+B(z)
)
≥ e− 12 c2ǫ−1
)
≤ e 12 c2ǫ−1Pz
(
XTB(z) /∈ ∂+B(z)
)
≤ exp
(
−1
2
c2ǫ
−1
)
, (51)
where c2 = c2(d, η) > 0 is the constant from (26). Furthermore, Proposition 15 implies that θ from
(9) can be chosen so that for any ǫ sufficiently small (depending on d, δ and θ)
P(Bc) ≤ C(d)(NL)3(d−1)+1 exp
(
−cǫ−δ
)
(52)
for some constants C(d), c > 0. Combining the estimates (51) and (52) with the inequalities in (50),
we conclude the proof. 
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4.5. Proof of (27). We conclude this section by giving the proof of (27). The proof has two steps:
first, we express the expectation Ex,ω(TBNL) for x ∈ ∂−B∗NL in terms of the Green’s function of Z
and the quenched expectation of TUL ∧ TBNL , and then combine this with the estimates obtained
in the previous subsections to conclude the result. The first step is contained in the next lemma.
Lemma 21. If we define Z := {z ∈ BNL : z · e1 = kL for some k ∈ Z} and the Green’s function
gZ(x, y, ω) :=
∞∑
i=0
Ex,ω(1{y}(Zi)1{i<T ZBNL}
),
where Z is the random walk in (43), then for any x ∈ ∂−B∗NL we have that
Ex,ω (TBNL) =
∑
z∈Z
gZ(x, z, ω)Ez,ω
(
TUL(z) ∧ TBNL
)
. (53)
Proof. Note that
Ex,ω (TBNL) =
∑
y∈BNL
Ex,ω
(
∞∑
n=0
1{y}(Xn)1{n<TBNL}
)
=
∑
y∈BNL
∞∑
i=0
Ex,ω

Wi−1∑
n=Wi
1{y}(Xn)1{n<TBNL}


=
∑
y∈BNL
∞∑
i=0
Ex,ω
(
1{Wi<TBNL}
EXWi ,ω
(
W1−1∑
n=0
1{y}(Xn)1{n<TBNL}
))
=
∑
y∈BNL
∞∑
i=0
∑
z∈BNL
Ez,ω
(
W1−1∑
n=0
1{y}(Xn)1{n<TBNL}
)
Ex,ω
(
1{z}(Yi)1{Wi<TBNL}
)
=
∑
z∈Z
gZ(x, z, ω)Ez,ω
(
TUL(z) ∧ TBNL
)
,
where in the third equality we have used the Markov property for X valid under the probability Pω
and, in the last one, that Y visits only sites in Z before the time TBNL . 
Now, to continue with the proof let us define the event
A2 :=
⋂
z∈Z
{
ω ∈ Ω : ∣∣Ez,ω(TUL(z))− E0(TUL)∣∣ ≤ ǫ−α∗(d)−δ} ,
where
α∗(d) := 3− α(d) =
{
0.5 if d = 3
0 if d ≥ 4. (54)
By Lemma 21, Proposition 14 and (53) we have for any x ∈ ∂−B∗NL and ω ∈ A2 that
Ex,ω(TBNL) ≤
∑
z∈Z
gZ(x, z, ω)Ez,ω(TUL(z))
≤
∑
z∈Z
gZ(x, z, ω)(E0(TUL) + ǫ
−α∗(d)−η)
≤ Ex,ω(T ZBNL)(E0(TUL) + ǫ−α
∗(d)−δ)
≤ Ex,ω(T ZBNL)
(
1
λ
E(GU [~d · e1](0)) + c6
λ
ǫ logL+ ǫ−α
∗(d)−δ
)
VELOCITY ESTIMATES FOR RWRE 24
if ǫ, θ ∈ (0, 1) are taken such that L ≥ 2 and ǫL ≤ c5. In a similar manner, since for every z ∈ Z
we have TUL(z) ∧ TBNL = TUL(z) ∧ T∂lBNL , by using also Proposition 17 we obtain that
Ex,ω(TBNL) ≥
∑
z∈Z∩B′NL
gZ(x, z, ω)Ez,ω
(
TUL(z) ∧ TBNL
)
≥
∑
z∈Z∩B′
NL
gZ(x, z, ω)(Ez,ω(TUL(z))− e−c15L)
≥
∑
z∈Z∩B′NL
gZ(x, z, ω)
(
E0(TUL)− ǫ−α
∗(d)−δ − e−c15L
)
≥ Ex,ω(T ZB′NL)
(
E0(TUL)− ǫ−α
∗(d)−δ − e−c15L
)
≥ Ex,ω(T ZB′NL)
(
1
λ
E(GU [~d · e1](0))− c6
λ
ǫ logL− ǫ−α∗(d)−δ − e−c15L
)
for any ω ∈ A2 provided that ǫ, θ ∈ (0, 1) are taken such that L ≥ 2, ǫL ≤ c16 and ǫ ∈ (0, ǫ0), where
ǫ0 is the one from Proposition 17. Next, consider the event
A3 :=
{
ω ∈ Ω : N/2
2p+ − 1 − e
−c22ǫ−1 ≤ Ex,ω
(
T ZB′NL
)
≤ Ex,ω
(T ZBNL) ≤ N/22p− − 1
}
,
where p± are those defined in (45) and (46), respectively. Since 2p±− 1 > 0 by (LD)η,ǫ, we see that
for ω ∈ A2 ∩ A3
Ex,ω(TBNL) ≤
N/2
2p− − 1
(
1
λ
E(GU [~d · e1](0)) + c6
λ
ǫ logL+ ǫ−α
∗(d)−δ
)
≤ NL/2
E(GU [~d · e1](0)) − ǫα(d)−2−δ
(
1
λ
E(GU [~d · e1](0)) + c6
λ
ǫ logL+ ǫ−α
∗(d)−δ
)
=
NL
2
(
1
λ
(
1 +
ǫα(d)−2−δ + c6ǫ logL+ λǫ
−α∗(d)−δ
E(GU [~d · e1](0)) − ǫα(d)−2−δ
))
.
Furthermore, if ǫ is chosen sufficiently small (depending on η, δ and θ) so as to guarantee that L ≥ 2
together with
1
θ2
· ǫη−δ < 1
5
d
then by Proposition 14 we have E(GU [~d · e1](0)) − ǫα(d)−2−δ ≥ 25dλL2 − λǫ−2+η−δ ≥ 15λL2, so that
Ex,ω(TBNL)
NL/2
− 1
λ
≤ 5
λ2L2
(
ǫα(d)−2−δ + c6ǫ logL+ λǫ
−α∗(d)−δ
)
≤ 5
λ2
(
1
θ2
ǫα(d)−δ + 2c6
logL
L3
+
1
2dθ2
ǫ−α
∗(d)+3−δ
)
≤ C(d, θ)
λ2
ǫα(d)−δ
if ǫ is taken sufficiently small depending on δ, where:
i. To obtain the second inequality we have used that θǫ−1 ≤ L ≤ 2ǫ−1 whenever ǫ < θ and
also that the inequality λ ≤ ǫ2d holds in our case since P(Ωǫ) = 1.
ii. For the third inequality we have used that L−3 logL ≤ θ−3ǫ3−δ ≤ θ−3ǫα(d)−δ when ǫ is
sufficiently small so as to guarantee that ǫ < θ and logL ≤ ǫ−δ.
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By performing also the analogous computation but for the lower bound instead, we conclude that
if θ, ǫ are chosen appropriately then for any ω ∈ A2 ∩ A3 and x ∈ ∂−B∗NL we have∣∣∣∣Ex,ω(TBNL)NL/2 − 1λ
∣∣∣∣ ≤ c4λ2 ǫα(d)−δ .
We can now finish the proof by using Propositions 16 and 20 to obtain an exponential upper bound
of the form e−c3ǫ
−δ
for the probability P(Ac2 ∪ Ac3).
5. Proof of Theorem 1 (Part II): the renormalization argument
We now finish the proof of Theorem 1 by using the results established in Sections 3.1 and 4. To
conclude, we only need to show the following proposition.
Proposition 22. If d ≥ 3 then for any given η > 0 and δ ∈ (0, η) there exists ǫ0 = ǫ0(d, η, δ) > 0
such that if (LD)η,ǫ holds for ǫ ∈ (0, ǫ0) then we have P0-a.s. that
lim inf
n→∞
E0 (Tn)
n
≥ 1
λ
+
1
λ2
Od,η,δ
(
ǫα(d)−δ
)
. (55)
Indeed, let us recall from Section 4.1 that if our RWRE satisfies (LD)η,ǫ for ǫ sufficiently small
so as to guarantee that NL ≥ M0 and (NL)−(15d+5) ≥ e−c2ǫ−1 , where M0 and c2 are respectively
the constants from (14) and (26), then the polynomial condition (P )15d+5 is satisfied and therefore,
by Proposition 4, we have that our RWRE is ballistic with velocity ~v ∈ Rd − {0} verifying
lim
n→+∞
E0(Tn)
n
=
1
~v · e1 > 0.
Together with (55), this implies that
1
~v · e1 ≥
1
λ
+
1
λ2
Od,η,δ
(
ǫα(d)−δ
)
.
Taking the reciprocal of this inequality then yields Theorem 1. Thus, the remainder of the section
is devoted to the proof of Proposition 22.
5.1. The renormalization scheme. The general strategy to prove Proposition 22 will be to apply
a renormalization argument similar to the one developed by Berger, Drewitz and Ramírez in [BDR14]
to show that the polynomial condition (P )K forK sufficiently large implies condition (T
′) in [Szn02].
We outline the construction of the different scales involved in the argument below.
We start by introducing two sequences (Nk)k∈N0 and (N
′
k)k∈N0 specifying the size of each scale.
These sequences will depend on ǫ and are defined by fixing first
N0 := NL
and then for each k ∈ N0 setting
Nk := akN
′
k and N
′
k+1 := bkN
′
k,
where (ak)k∈N0 and (bk)k∈N0 are two sequences of natural numbers to be chosen appropriately.
Observe that, with this definition, for each k ∈ N0 we have
Nk+1 = αkNk
for αk :=
ak+1
ak
bk. For the renormalization argument to work, we will require (ak)k∈N0 and (bk)k∈N0
to satisfy the following conditions:
C1. a0 = 2, i.e. N
′
0 :
NL
2 .
C2. (ak)k∈N0 is increasing.
C3. ak ≤ 122bk for all k ∈ N0, i.e. Nk ≤ 122N ′k+1 for all k.
C4. supk∈N0
logαk
ak
< +∞
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C5. For each k ∈ N one has that
2
ak
+
1
12
· log ak−1
ak−1
+
NL
αk−1
<
1
(k + 1)2
.
C6. There exists a constant c∗ > 0 (independent of k and ǫ) such that for all j ∈ N
j∑
i=1
logαi−1 ≤ c∗j2 log ǫ−1.
C7. There exists a constant c∗ > 0 (independent of k and ǫ) such that
∞∏
k=1
(
1− 8ak−1
bk−1
)
≥ 1− c∗ǫ3.
Notice that, in particular, (C1),(C2) and (C3) together imply that ak ≤ αk and αk ≥ 22 for all k.
One possible choice of sequences is given for each k ∈ N0 by
ak+1 := (k + 1 +K)
3 and bk := ak(k + 1 +K)
2,
for K := 22[ǫ−6]. Indeed, (C1), (C2) and (C3) are simple to verify if ǫ ∈ (0, 1). On the other hand,
we have that
αk = ak+1(k + 1 +K)
2 = (k + 1 +K)5
so that (C4) is also satisfied because log(k+1+K)k+K → 0 as k → +∞. Moreover, since we have K ≥ 22
by definition, if k ∈ N then
2
ak
=
1
(k +K)2
· 1
22
<
1
3
· 1
(k + 1)2
,
1
12
· log ak−1
ak−1
≤ 1
12
∧
(
1
12
· 1
(k +K)2
· 3 log(k +K)
k +K
)
≤ 1
3
· 1
(k + 1)2
and
NL
αk−1
≤ 16ǫ
−4
(k + 1 +K)5
≤ 1
3
· 1
(k + 1)2
if ǫ is sufficiently small so as to guarantee that 16K ≤ 13 , so that (C5) follows at once. Furthermore,
for each j ∈ N one has that
j∑
i=1
log αi−1 ≤ 5
j∑
i=1
log(i+K) ≤ 5
j∑
i=1
(log i+ log(K + 1)) ≤ 5(j2 + j log(K + 1)) ≤ 5j2 log(K + 1)
from where (C6) easily follows provided that ǫ is sufficiently small. Finally, since log(1−x) ≥ −2x2
for x ≤ 12 , we obtain
∞∑
k=1
log
(
1− 8ak−1
bk−1
)
=
∞∑
k=1
log
(
1− 8
(k +K)2
)
≥
∞∑
k=1
128
(k +K)4
≥ −128
22
· 1
[ǫ−6]
·
∞∑
k=1
1
k3
≥ −c∗ǫ6
for c∗ = 12811
∑∞
k=1
1
k3
, from which (C7) readily follows.
Next, we introduce the concept of boxes of scale k ∈ N0. Given k ∈ N0 we say that a set Qk ⊆ Zd
is a box of scale k (or simply k-box to abbreviate) if it is of the form Qk = BNk(x) for some x ∈ Zd,
where for M ∈ N the box BM (x) is defined as in (12). For any k-box Qk we define its boundaries
∂iQk for i = +,−, l as in Section (2.1). However, for our current purposes we will need to consider
a different definition of its middle-frontal part. Indeed, for any given k-box Qk = BNk(x) we define
its middle-frontal k-part as
Q˜k :=
{
y ∈ BNk(x) : Nk −N ′k ≤ (y − x) · e1 < Nk , |(y − x) · ei| < N3k for 2 ≤ i ≤ d
}
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together with its corresponding back side
∂−Q˜k :=
{
y ∈ Q˜k : (y − x) · e1 = Nk −N ′k
}
.
Observe that for 0-boxes this definition coincides with the previous one of plain middle-frontal parts.
For the sequel it will be necessary to introduce for each k ∈ N0 the partition Ck = (C(z)k )z∈Zd of Zd
by middle-frontal k-parts defined as
C
(z)
k :=
{
y ∈ Zd : z1N ′k ≤ y1 < (z1 + 1)N ′k , zi(2N3k − 1) ≤ yi < (zi + 1)(2N3k − 1) for 2 ≤ i ≤ d
}
.
Given this partition Ck, for each x ∈ Zd we define
i. z(x) as the unique element of Zd such that x ∈ C(z(x))k .
ii. Qk(x) as the unique k-box having C
(z(x))
k as its middle-frontal k-part.
iii. Uk(x) as the symmetric slab around x given by
Uk(x) :=
⋃
z:|(z−z(x))·e1|≤
3
2
ak−1
C
(z)
k
together with its corresponding (inner) boundaries
∂−Uk(x) :=
{
y ∈ Uk(x) : y1 =
(
z(x)−
(
3
2
ak − 1
))
N ′k
}
and
∂+Uk(x) :=
{
y ∈ Uk(x) : y1 =
(
z(x) +
(
3
2
ak − 1
))
N ′k
}
.
Observe that, with this particular choice of boundaries, we have ∂−Qk(x) ⊆ ∂−Uk(x).
Finally, we need to introduce the notion of good and bad k-boxes. Given ω ∈ Ω, k ∈ N0 and ǫ > 0,
we will say that:
• A 0-box Q0 is (ω, ǫ)-good if it satisfies the estimates
inf
x∈Q˜0
Px,ω(XTQ0 ∈ ∂+Q0) ≥ 1− e−
c2
2
ǫ−1 (56)
and
inf
x∈∂−Q˜0
Ex,ω(TQ0) >
(
1
λ
− c4
λ2
ǫα(d)−δ
)
N ′0, (57)
where c2, c4 are the constants from Theorem 13. Otherwise, we will say that Q0 is (ω, ǫ)-bad.
• A (k+1)-box Qk+1 is (ω, ǫ)-good if there exists a k-box Q′k such that all k-boxes intersecting
Qk+1 but not Q
′
k are necessarily (ω, ǫ)-good. Otherwise, we will say that Qk+1 is (ω, ǫ)-bad.
The following lemma, which is a direct consequence of the seed estimates proved in Theorem 13,
states that all 0-boxes are good with overwhelming probability.
Lemma 23. Given η ∈ (0, 1) there exist positive constants c23 and θ0 depending only on d and η
such that if:
i. The constant θ from (9) is chosen smaller than θ0,
ii. (LD)η,ǫ is satisfied for ǫ sufficiently small depending only on d, η and θ,
then for any 0-box Q0 we have that
P({ω ∈ Ω : Q0 is (ω, ǫ)-bad}) ≤ e−c23N
δ
4
0 .
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Proof. Notice that, by translation invariance of P, it will suffice to consider the case of Q0 = BNL.
In this case, (27) implies that the probability of (57) not being satisfied is bounded from above by
e−
c3
2
N
δ
4
0 , (58)
since N
δ
4
0 = L
δ ≤ 2δ · θδ · ǫ−δ ≤ 2ǫ−δ. On the other hand, by Markov’s inequality and (26) we have
P
(
sup
x∈Q˜0
Px,ω(XTQ0 /∈ ∂+Q0) > e−
c2
2
ǫ−1
)
≤ e c22 ǫ−1
∑
x∈Q˜0
Px(XTQ0 /∈ ∂+Q0) ≤ |Q˜0|e−
c2
2
ǫ−1 . (59)
Combining (58) with (59) yields the result. 
Even though the definition of good k-box is different for k ≥ 1, it turns out that such k-boxes
still satisfy analogues of (56) and (57). The precise estimates are given in Lemmas 24 and 26 below.
Lemma 24. Given any η ∈ (0, 1) there exists ǫ0 > 0 satisfying that for each ǫ ∈ (0, ǫ0) there exists
a sequence (dk)k∈N0 ⊆ R>0 depending on d, η, δ and ǫ such that for each k ∈ N0 the following holds:
i. dk ≥ Ξkd0, where Ξk ∈ (0, 1) is given by
Ξk :=
k∏
j=1
(
1− 1
(j + 1)2
)
,
with the convention that
∏0
j=1 := 1.
ii. If Qk is a (ω, ǫ)-good k-box then
inf
x∈Q˜k
Px,ω(XTQk ∈ ∂+Qk) ≥ 1− e
−dkNk . (60)
Proof. First, observe that if for k = 0 we take
d0 :=
c2
2ǫN0
(61)
then condition (i) holds trivially since Ξ0 =
1
2 and (ii) also holds by definition of (ω, ǫ)-good 0-box.
Hence, let us assume that k ≥ 1 and show that (60) is satisfied for any fixed (ω, ǫ)-good k-box Qk.
To this end, for each x ∈ Q˜k we write
Px,ω(XTQk /∈ ∂+Qk) ≤ Px,ω(XTQk ∈ ∂lQk) + Px,ω(XTQk ∈ ∂−Qk). (62)
We will show that if ǫ is sufficiently small (not depending on k) and there exists dk−1 > 0 satisfying
that:
i’. dk−1 ≥ Ξk−1d0,
ii’. For any (ω, ǫ)-good (k − 1)-box Qk−1 and all y ∈ Q˜k−1
max{Py,ω(XTQk−1 ∈ ∂lQk−1), Py,ω(XTQk−1 ∈ ∂−Qk−1)} ≤ e
−dk−1Nk−1 ,
then there also exists dk > 0 with dk ≥ Ξkd0 such that for all x ∈ Q˜k
max{Px,ω(XTQk ∈ ∂lQk), Px,ω(XTQk ∈ ∂−Qk)} ≤
1
2
e−dkNk . (63)
From this, an inductive argument using that (i’) and (ii’) hold for d0 as in (61) will yield the result.
We estimate each term on the left-hand side of (63) separately, starting with the leftmost one.
For this purpose, we recall the partition Ck−1 introduced in the beginning of this subsection and
define a sequence of stopping times (κj)j∈N0 by fixing κ0 := 0 and then for j ∈ N0 setting
κj+1 := inf{n > κj : Xn /∈ Qk−1(Xκj )}.
VELOCITY ESTIMATES FOR RWRE 29
Having defined the sequence (κj)j∈N0 we consider the rescaled random walk Y = (Yj)j∈N0 given by
the formula
Yj := Xκj∧TQk . (64)
Now, since Qk is (ω, ǫ)-good, there exists a (k−1)-box Q′k−1 such that all (k−1)-boxes intersecting
Qk but not Q
′
k−1 are also (ω, ǫ)-good. Define then BQ′k−1 as the collection of all (k−1)-boxes which
intersect Q′k−1 and also set Q′k−1 as the smallest horizontal slab S of the form
S = {z ∈ Zd : ∃ y ∈ Q′k−1 with |(z − y) · ei| < M for all 2 ≤ i ≤ d}
which contains BQ′
k−1
. Observe that, in particular, any (k − 1)-box which does not intersect Q′k−1
is necessarily (ω, ǫ)-good. Next, we define the stopping times m1, m2 and m3 as follows:
• m1 is the first time that Y reaches a distance larger than 7N3k from both Q′k−1 and ∂lQk,
the lateral sides of the box Qk.
• m2 is the first time that Y exits the box Qk.
• m3 := inf{j > m1 : Yj ∈ Q′k−1}.
Note that on the event {XTQk ∈ ∂lQk} we have Px,ω-a.s. m1 < m2 < +∞ so that the stopping time
m′ := m2 ∧m3 −m1
is well-defined. Furthermore, notice that on the event {XTQk ∈ ∂lQk} for each m1 < j < m′ +m1
(such j exist because m′ > 1, see (65) below) we have that at time κj our random walk X is exiting
Qk−1(Xκj−1). This box is necessarily good since it cannot intersect Q′k−1, being j < m3. Moreover,
X can exit this box Qk−1(Xκj−1) either through its back, front or lateral sides. Hence, let us define
n−, n+ and nl as the respective number of such back, frontal and lateral exits, i.e. for i = −,+, l
define
ni := #{m1 < j < m′ +m1 : Xκj ∈ ∂iQk−1(Xκj−1)}.
Furthermore, set n∗+ as the number of pairs of consecutive frontal exits, i.e.
n∗+ := #{m1 < j < m′ +m1 − 1 : Xκi ∈ ∂+Qk−1(Xκj−1) for i = j, j + 1}.
Note that with any pair of consecutive frontal exits the random walk moves at least a distance N ′k−1
to the right direction e1, since it must necessarily traverse the entire width of some C
(z)
k−1. Similarly,
with any back exit the random walk can move at most a distance 32Nk−1 to the left in direction e1,
which is the width of any (k − 1)-box. Therefore, since our starting point x ∈ Q˜k is at a distance
not greater than N ′k from ∂+Qk, we conclude that on the event {XTQk ∈ ∂lQk} one must have
N ′k−1 · n∗+ −
3
2
Nk−1 · n− ≤ N ′k.
On the other hand, by definition of m1 it follows that
m′ ≥ 7N
3
k
25N3k−1
=
7
25
α3k−1 =: m
′′
k. (65)
Furthermore, observe that n++n−+nl = m
′− 1 and also that n+−n∗+ ≤ n−+nl since n+−n∗+ is
the number of frontal exits which were followed by a back or lateral exit. Thus, since Nk−1 ≥ 2N ′k−1
by assumption, from the above considerations we obtain that
N ′k
N ′k−1
+ 3
Nk−1
N ′k−1
· (n− + nl) ≥ m′ − 1.
From here, a straightforward computation using the definition of Nj and N
′
j for j ≥ 0 shows that
n− + nl ≥ 1
3ak−1
· (m′ −m′′k) +Mk
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where
Mk :=
1
3ak−1
(
7
25
α3k−1 − bk−1 − 1
)
≥ 1
15ak−1
α3k−1
since bk−1 ≤ αk−1 and 1 ≤ αk−1 ≤ 125α3k−1. Thus, by conditioning on the value of m′−m′′k it follows
that
Px,ω(XTQk ∈ ∂lQk) ≤ Px,ω
(
n− + nl ≥ 1
3ak−1
· (m′ −m′′k) +Mk
)
≤
∑
N≥0
P
(
UN ≥ 1
3ak−1
·N +Mk
)
,
where each UN is a Binomial random variable of parameters n := m
′′
k + N and pk := e
−dk−1Nk−1 .
Using the simple bound P (UN ≥ r) ≤ prk2N+m
′′
k for r ≥ 0 yields
Px,ω(XTQk ∈ ∂lQk) ≤

 1
1− 2p
1
3ak−1
k

 pMkk 2m′′k ≤

 1
1− 2p
1
3ak−1
k

 e−dk−1Nk−1Mk+m′′k log 2.
Now, since
inf
k∈N0
Ξk =
∞∏
j=1
(
1− 1
(j + 1)2
)
=
1
2
,
it follows that dk−1N
′
k−1 ≥ 14d0N0 because one then has dk−1 ≥ Ξk−1d0 ≥ 12d0 and N ′k−1 ≥ 12N0.
Hence, we obtain that
p
1
3ak−1
k = e
− 1
3
dk−1N
′
k−1 ≤ e− 112d0N0 ≤ e− c224 ǫ−1 (66)
and also
−dk−1Nk−1Mk +m′′k log 2 = −dk−1Nk
(
1
3ak−1αk−1
Ml − 7
25
log 2
dk−1Nk−1
α2k−1
)
≤ −dk−1Nk
((
1
15ak−1
− 28
25
log 2
d0N0ak−1
)
α2k−1
)
≤ −dk−1Nk
((
1
15
− 56
25
log 2
c2
ǫ
)
α2k−1
ak−1
)
≤ −dk−1Nk
((
1
15
− 56
25
log 2
c2
ǫ
)
αk−1
)
(67)
since ak−1 ≤ αk−1. Thus, if ǫ is taken sufficiently small so as to guarantee that
1
1− 2e− c224 ǫ−1
≤ 2 and 1
15
− 56
25
log 2
c2
· ǫ ≥ 1
16
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then, since αk−1 ≥ 16 and ǫ ∈ (0, 1) by construction, we conclude that
Px,ω(XTQk ∈ ∂lQk) ≤ 2e
−dk−1Nk ≤ 1
2
exp {−dk−1Nk + log 4}
≤ 1
2
exp
{
−dk−1Nk
(
1− log 4
dk−1Nk
)}
≤ 1
2
exp
{
−dk−1Nk
(
1− log 4
ak
· 1
dk−1N
′
k
)}
≤ 1
2
exp
{
−dk−1Nk
(
1− log 4
ak
· 4
d0N0
)}
≤ 1
2
exp
{
−dk−1Nk
(
1− log 4
ak
· ǫ · 8
c2
)}
≤ 1
2
e−dˆkNk , (68)
for dˆk > 0 given by the formula
dˆk := dk−1
(
1− 1
ak
)
,
provided that ǫ is also small enough so as to guarantee that
8 log 4
c2
· ǫ < 1.
We turn now to the bound of the remaining term in the left-hand side of (63). Consider once again
the partition Ck−1 and notice that ifX0 = x ∈ Q˜k then, by construction, we have Qk−1(x) ⊆ Uk−1(x).
We can then define a sequence Z = (Zn)n∈N0 ⊆ R as follows:
i. First, define κ′0 := 0 and for each j ∈ N set
κ′j := inf{n > κ′j−1 : Xn ∈ ∂−Uk−1(Xκ′j−1) ∪ ∂+Uk−1(Xκ′j−1)}.
ii. Having defined the sequence (κ′j)j∈N0 , for each j ∈ N0 define Zj := z(Xκ′j∧TQk ) · e1.
The main idea behind the construction of Z is that:
• Z starts inside the one-dimensional interval [lk, rk], where
lk = min{z · e1 : C(z)k−1 ∩Qk 6= ∅} and rk = max{z · e1 : C(z)k−1 ∩Qk 6= ∅},
and moves inside this interval until the random walk X first exits Qk. Once this happens,
Z remains at its current position forever afterwards.
• Until X first exits Qk, the increments of Z are symmetric, i.e. Zj+1 − Zj = ±
(
3
2ak−1 − 1
)
for all j with κ′j+1 < TQk .
• Given that Xκ′j = y ∈ Qk, if X exits Qk−1(y) through its back side then Xκ′j+1 ∈ ∂−Uk−1(y),
so that Zj+1 − Zk = −
(
3
2ak−1 − 1
)
.
Thus, it follows that
Px,ω(XTQk ∈ ∂−Qk) ≤ Px,ω(T
Z
lk
< T
Z
rk
) (69)
where TZlk and T
Z
rk
respectively denote the hitting times for Z of the sets (−∞, lk] and (rk,+∞).
To bound the right-hand side of (69), we need to obtain a good control over the jumping probabilities
of the random walk Z. These will depend on whether the corresponding slab Uk−1 which Z is exiting
at each given time contains a (ω, ǫ)-bad (k − 1)-box or not. More precisely, since Qk is (ω, ǫ)-good
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we know that there exists some (k− 1)-box Q′k−1 such that all (k− 1)-boxes which intersect Qk but
not Q
′
k−1 are necessarily (ω, ǫ)-good. Define then{
Lk−1 := min{z · e1 : C(z)k−1 ∩Qk−1 6= ∅} − 2ak−1
Rk−1 := max{z · e1 : C(z)k−1 ∩Qk−1 6= ∅}+ 2ak−1
and observe that, with this definition, if y ∈ Zd satisfies y ∈ C(z)k−1 for some z = (z1, . . . , zd) ∈ Zd
with z1 /∈ [Lk−1, Rk−1] then all (k − 1)-boxes contained in the slab Uk−1(y) are necessarily good.
From this observation and the uniform ellipticity, it follows that the probability of Z jumping right
from a given position z1 ∈ [lk, rk] is bounded from below by
pk−1(z1) :=


(1− e−dk−1Nk−1) 32ak−1−1 if z1 /∈ [Lk−1, Rk−1]
κ
3
2
Nk−1 if z1 ∈ [Lk−1, Rk−1].
Hence, if we write TZ[Lk−1,Rk−1] to denote the hitting time of [Lk−1, Rk−1] and ΘZ := {TZlk < T
Z
rk
}
then we can decompose
Px,ω(ΘZ) = Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] = +∞}) + Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] < +∞}). (70)
Now, recall that if (Wj)j∈N0 is a random walk on Z starting from 0 with nearest-neighbor jumps
which has probability p 6= 12 of jumping right then, given a, b ∈ N, the probability E(−a, b, p) of
exiting the interval [−a, b] through −a is exactly
E(−a, b, p) = (1− p)a · p
b − (1− p)b
pa+b − qa+b ≤
(1− p)a
pa+b − (1− p)a+b =: E(−a, b, p).
Furthermore, if a, b ∈ N are such that
Nk − 2N ′k
Nk−1
≤ a ≤ 2 · Nk
Nk−1
and a+ b ≤ 4 · Nk
Nk−1
then for p′k−1 := (1− e−dk−1Nk−1)
3
2
ak−1−1 and ǫ sufficiently small (but not depending on k) one has
E(−a, b, p′k−1) ≤ 2e−d˜kNk . (71)
for
d˜k := dk−1
(
1− 2
ak
− 1
12
· log ak−1
ak−1
)
≥ dk−1
(
1− 1
(k + 1)2
)
> 0.
Indeed, by Bernoulli’s inequality which states that (1 − p)n ≥ 1 − np for all n ∈ N and p ∈ (0, 1),
for ǫ sufficiently small so as to guarantee that 32c2 · ǫ < 112 we have that
(1− p′k−1)a ≤
((
3
2
ak−1 − 1
)
e−dk−1Nk−1
)a
≤ exp {−adk−1Nk−1 − 2a log ak−1}
≤ exp
{
−dk−1Nk
(
a
Nk−1
Nk
+ 2a
log ak−1
dk−1Nk
)}
≤ exp
{
−dk−1Nk
(
Nk − 2N ′k
Nk
− 4 log ak−1
dk−1Nk−1
)}
≤ exp
{
−dk−1Nk
(
1− 2
ak
− 16 · log ak−1
ak−1
· 1
d0N0
)}
≤ exp
{
−dk−1Nk
(
1− 2
ak
− 32
c2
· ǫ · log ak−1
ak−1
)}
≤ e−d˜kNk
VELOCITY ESTIMATES FOR RWRE 33
where we use that 32 ≤ ak−1 in the second line and dk−1N ′k−1 ≥ 14d0N0 in the second-to-last one.
Similarly, by (C4) we can take ǫ sufficiently small so as to guarantee that
32
c2
· ǫ · sup
j∈N
(
log αj−1
aj−1
)
<
1
2
,
in which case we have that
(p′k−1)
a+b ≥ 1− 2ak−1(a+ b)e−dk−1Nk−1
≥ 1− exp
{
−dk−1Nk−1
(
1− log 2ak−1(a+ b)
dk−1Nk−1
)}
≥ 1− exp
{
−dk−1Nk−1
(
1− 16
c2
· ǫ ·
(
log ak−1
ak−1
+
log αk−1
ak−1
))}
≥ 1− exp
{
−dk−1Nk−1
(
1− 32
c2
· ǫ · logαk−1
ak−1
)}
≥ 1− exp
{
− c2
16
ǫ−1
}
, (72)
where we have used that 2 ≤ ak−1 and 4 ≤ αk−1 to obtain the third line. Finally, we have
(1− p′k−1)a+b ≤ 1− p′k−1 ≤
(
3
2
ak−1 − 1
)
e−dk−1Nk−1 ≤ 2ak−1(a+ b)e−dk−1Nk−1 ≤ exp
{
− c2
16
ǫ−1
}
where, for the last inequality, we have used the bound (72). Hence, by choosing ǫ sufficiently small
(independently of k) so as to guarantee that
(p′k−1)
a+b − (1− p′k−1)a+b ≥
1
2
,
we obtain (71).
With this, from the considerations made above it follows that
Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] = +∞}) ≤ E(−a, b, p′k−1)
for
a :=
[
(z(x) · e1)− lk
3
2ak−1 − 1
]
and b :=
[
rk − (z(x) · e1)
3
2ak−1 − 1
]
+ 1,
where [·] here denotes the (lower) integer part. Recalling that the width in direction e1 of any C(z)k−1
is exactly N ′k−1 and also that N
′
j−1 ≤ Nj−1 ≤ 18N ′j holds for all j ∈ N, by using the fact that x ∈ Q˜k
it is straightforward to check that
Nk −N ′k
Nk−1
≤
3
2Nk −N ′k −N ′k−1 − (32Nk−1 −N ′k−1)
3
2Nk−1 −N ′k−1
≤ a ≤
3
2Nk +N
′
k−1
3
2Nk−1 −N ′k−1
≤ Nk +N
′
k
Nk−1
≤ 2 · Nk
Nk−1
and
a+ b ≤ a+ N
′
k +
3
2Nk−1
3
2Nk−1 −N ′k−1
≤ 2 · Nk +N
′
k
Nk−1
≤ 4 · Nk
Nk−1
so that (71) in this case yields
Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] = +∞}) ≤ 2e−d˜kNk . (73)
To bound the remaining term in the right-hand side of (70), we separate matters into two cases:
either z(x) · e1 ≤ Rk−1 or z(x) · e1 > Rk−1. Observe that if z(x) · e1 ≤ Rk−1 and we define

l(x) := inf
{
j ≥ 0 : z(x) · e1 − j
(
3
2ak−1 − 1
)
< Lk−1
}
< +∞
zl(x) := z(x) · e1 − l(x)
(
3
2ak−1 − 1
)
VELOCITY ESTIMATES FOR RWRE 34
then Z necessarily visits the site zl(x) on the event ΘZ ∩{TZ[Lk−1,Rk−1] < +∞}. On the other hand,
if z(x) · e1 > Rk−1 and we define

r(x) := sup
{
j ≥ 0 : z(x) · e1 − j
(
3
2ak−1 − 1
)
> Rk−1
}
< +∞
zr(x) := z(x) · e1 − r(x)
(
3
2ak−1 − 1
)
then Z necessarily visits the site zr(x) on the event ΘZ ∩ {TZ[Lk−1,Rk−1] < +∞}. In the first case,
by the strong Markov property we can bound
Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] < +∞}) ≤ PZzl(x),ω(TZlk < T
Z
rk
).
where PZzl(x),ω denotes the quenched law of Z starting from zl(x). Using the strong Markov property
once again, we can check that
PZzl(x),ω(T
Z
lk
< T
Z
rk
) ≤
PZzl(x),ω(D
−)
PZzl(x),ω(D
− ∪D+) ≤
PZzl(x),ω(D
−)
PZzl(x),ω(D
+)
where
D− := {TZlk < HZzl(x)} and D+ := {T
Z
rk
< HZzl(x)}
and we define HZy := inf{j > 1 : Zj = y} for each y ∈ Z. Now, by forcing Z to always jump right,
using that (rk −Rk−1) ·N ′k−1 ≤ N ′k holds whenever z(x) · e1 ≤ Rk−1 and also that
|Rk−1 − Lk−1| ≤ 3
2
ak−1 + 2 + 4ak−1 ≤ 8ak−1
we obtain
PZzl(x),ω(D
+) ≥ κ8Nk−1 (p′k−1)
N′
k
3
2Nk−1−N
′
k−1 ≥ κ8Nk−1 (p′k−1)NkN k−1 ≥ 12κ8Nk−1 ,
where we have used (72) to obtain the last inequality. On the other hand, by the Markov property
at time j = 1, we have that
PZzl(x),ω(T
Z
lk
< HZzl(x)) ≤ E(−a′, b′, p′k−1)
for
a′ :=
[
zl(x)− lk
3
2ak−1 − 1
]
and b′ := 1.
Using the facts that x ∈ Q˜k, z(x) · e1 ≤ Rk−1, |Rk−1 − Lk−1| ≤ 8ak−1 and N ′k−1 ≤ Nk−1 ≤ 122N ′k,
it is easy to check that
Nk −N ′k
Nk−1
≤ a′ ≤ 2 · Nk
Nk−1
and a+ b ≤ 4 · Nk
Nk−1
,
so that (71) immediately yields
PZzl(x),ω(D
−) ≤ 2e−d˜kNk ,
and thus
Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] < +∞}) ≤ 4κ−8Nk−1e−d˜kNk . (74)
It remains only to treat the case in which z(x) · e1 > Rk−1. Recall that in this case we had that Z
necessarily visits zr(x) so that, by the strong Markov property, we have
Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] < +∞}) ≤ PZz(x)·e1,ω(TZzr(x) < T
Z
rk
) · PZzr(x),ω(TZlk < T
Z
rk
).
Notice that, by proceeding as in the previous cases, we obtain
PZz(x)·e1,ω(T
Z
zr(x)
< T
Z
rk
) ≤ E(−a′′, b, p′k−1)
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for
a′′ :=
[
(z(x) · e1)− zr(x)
3
2ak−1 − 1
]
and b :=
[
rk − (z(x) · e1)
3
2ak−1 − 1
]
+ 1.
Now, we have two options: either |lk − zr(x)| ≤ 11ak−1 or |lk − zr(x)| > 11ak−1. In the first case,
we have that
a′′ ≤ a :=
[
(z(x) · e1)− lk
3
2ak−1 − 1
]
≤ a′′ + 1 + 11ak−13
2ak−1 − 1
≤ a′′ + 9
so that, by the bound previously obtained on a and a+ b, we conclude that
Nk − 2N ′k
Nk−1
≤ a′′ ≤ 2 · Nk
Nk−1
and a′′ + b ≤ 4 · Nk
Nk−1
,
which implies that
Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] < +∞}) ≤ PZz(x)·e1,ω(TZzr(x) < TZrk) ≤ E(−a′′, b, p′k−1) ≤ 2e−d˜kNk . (75)
On the other hand, if |lk − zr(x)| > 11ak−1 then, since |zr(x) − zl(x)| < 11ak−1 holds because
|Rk−1 − Lk−1| ≤ 8ak−1, the walk Z starting from zr(x) must necessarily visit zl(x) if it is to reach
(−∞, lk] before (rk,+∞). Therefore, using the strong Markov property we obtain that
Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] < +∞}) ≤ PZz(x)·e1,ω(TZzr(x) < T
Z
rk
) · PZzl(x),ω(TZlk < T
Z
rk
).
Since it still holds that 1 ≤ a′′ + b ≤ a+ b ≤ 4 · NkNk−1 in this case, then
(p′k−1)
a′′+b − (1− p′k−1)a
′′+b ≥ (p′k−1)
4·
Nk
Nk−1 − (1− p′k−1) ≥
1
2
so that
PZz(x),ω(T
Z
zr(x)
< TZrk) ≤ E(−a′′, b, p′k−1) ≤ 2(1− p′k−1)a
′′
.
On the other hand, as before we have
PZzl(x),ω(T
Z
lk
< T
Z
rk
) ≤
PZzl(x),ω(D
−)
PZzl(x),ω(D
+)
but now the distance of zl(x) from the edges lk and rk has changed. Indeed, one now has the bounds
PZzl(x),ω(D
+) ≥ κ8Nk−1(p′k−1)
[
rk−lk
3
2ak−1−1
]
+1 ≥ κ8Nk−1(p′k−1)
4·
Nk
Nk−1 ≥ 1
2
κ8Nk−1
and
PZzl(x),ω(D
−) ≤ E(−aˆ, b′, p′k−1)
for
aˆ :=
[
zl(x)− lk
3
2ak−1 − 1
]
and b′ := 1.
Since clearly aˆ+ b′ ≤ a+ b ≤ 4 · NkNk−1 because z(x) · e1 ≥ zl(x) by definition, we obtain that
(p′k−1)
aˆ+b′ − (1− p′k−1)aˆ+b
′ ≥ 1
2
,
so that
PZzl(x),ω(D
−) ≤ 2(1 − p′k−1)aˆ.
We conclude that
Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] < +∞}) ≤ 8κ−8Nk−1(1− p′k−1)a
′′+aˆ.
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Now, recalling that 11ak−1 > |zr(x)− zl(x)|, we see that
4 · Nk
Nk−1
≥ a′′ + aˆ ≥ (z(x) · e1)− zr(x) + zl(x)− lk − 2
(
3
2ak−1 − 1
)
3
2ak−1 − 1
≥ (z(x) · e1)− lk −
(
3
2ak−1 − 1
)
3
2ak−1 − 1
− zr(x)− zl(x)3
2ak−1 − 1
− 1
≥ Nk −N
′
k
Nk−1
− 9
≥ Nk − 2N
′
k
Nk−1
so that
Px,ω(ΘZ ∩ {TZ[Lk−1,Rk−1] < +∞}) ≤ 8κ−8Nk−1e−d˜kNk . (76)
In conclusion, gathering (73),(74),(75) and (76) yields
Px,ω(XTQk ∈ ∂−Qk) ≤ 10κ
−8Nk−1e−d˜kNk ≤ 1
2
e−d
′
k
Nk ,
where
d′k := d˜k − 8 log 20κ−1 ·
1
αk−1
.
Together with (68), this gives (63) for dk := min{dˆk, d′k}. It only remains to check that dk ≥ Ξkd0.
To see this, first notice that (C5) implies that
dˆk = dk−1
(
1− 1
ak
)
≥ dk−1
(
1− 2
ak
)
≥ dk−1
(
1− 1
(k + 1)2
)
≥ Ξkd0
since dk−1 ≥ Ξk−1d0. Thus, it will suffice to check that d′k ≥ Ξkd0 holds if ǫ is sufficiently small.
This will follow once again from (C5). Indeed, if ǫ is such that 32 log 20κ
−1
c2
· ǫ < 1 then we have that
d′k : = dk−1
(
1− 2
ak
− 1
2
· log ak−1
ak−1
− 8 log 20κ
−1
dk−1
· 1
αk−1
)
= dk−1
(
1− 2
ak
− 1
12
· log ak−1
ak−1
− 32 log 20κ
−1
c2
· ǫ · NL
αk−1
)
≥ dk−1
(
1− 1
(k + 1)2
)
≥ Ξkd0.
This shows that dk ≥ Ξkd0 and thus concludes the proof. 
Lemma 25. Given any η ∈ (0, 1) and δ ∈ (0, η) there exists ǫ0 = ǫ0(d, η, δ) > 0 such that if Qk is
a (ω, ǫ)-good k-box for some ǫ ∈ (0, ǫ0) and k ∈ N0 then
inf
x∈∂−Q˜k
Ex,ω(TQk) >
(
1
λ
− c4
λ
ǫα(d)−δ
)
N ′k

 k∏
j=1
(
1− 8aj−1
bj−1
)
2
(77)
with the convention that
∏0
j=1 := 1.
Proof. We will prove (77) by induction on k ∈ N0. Notice that (77) holds for k = 0 by definition of
(ω, ǫ)-good 0-box. Thus, let us assume that k ≥ 1 and that (77) holds for (ω, ǫ)-good (k− 1)-boxes.
Consider a (ω, ǫ)-good k-box Qk and let x ∈ ∂−Q˜k. Observe that if for j = 0, . . . , bk−1 we define
the stopping times
Oj := inf{n ∈ N0 : (Xn −X0) · e1 = jN ′k−1} ∧ TQk
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then TQk =
∑bk−1
j=1 Oj −Oj−1. Furthermore, if for each j we define Yj := XTOj then it follows from
the strong Markov property that
Ex,ω(TQk) =
bk−1∑
j=1
Ex,ω(Oj −Oj−1)
≥
bk−1∑
j=1
Ex,ω((Oj −Oj−1)1{Oj−1<TQk})
≥
bk−1∑
j=1
Ex,ω(EYj−1,ω(O1)1{Oj−1<TQk , d(Yj ,∂lQk)>25N
3
k−1}
)
≥
bk−1∑
j=1
Ex,ω(EYj−1,ω(TQˆk−1(Yj−1))1{XTQ′
k
∈∂+Q′k}
), (78)
where d(·, ∂lQk) denotes the distance to the lateral side ∂lQk and we define the box Q′k as
Q′k := {y ∈ Qk : d(y, ∂lQk) > 25N3k−1},
together with its frontal side
∂+Q
′
k := ∂+Qk ∩Q′k
and the (k − 1)-box Qˆk−1(y) for any y ∈ Zd through the formula
Qˆk−1(y) := BNk−1(y − (Nk−1 +N ′k−1)e1).
Observe that if Yj ∈ Q′k then Qˆk−1(Yj) ⊆ Qk so that EYj ,ω(O1) ≥ EYj ,ω(TQˆk−1(Yj)), which explains
how we obtained (78). Now, since there can be at most |Rk−1 − Lk−1| ≤ 8ak−1 boxes of the form
Qˆk−1(Yj−1) for j = 1, . . . , bk−1 which are (ω, ǫ)-bad, it follows from the inductive hypothesis that
Ex,ω(TQk) ≥
(
1
λ
− c4
λ
ǫα(d)−δ
)
N ′k

k−1∏
j=1
(
1− 8aj−1
bj−1
)
2(
1− 8ak−1
bk−1
)
Px,ω
(
XTQ′
k
∈ ∂+Q′k
)
. (79)
But, by performing a careful inspection of the proof of Lemma 24, one can show that
Px,ω
(
XTQ′
k
∈ ∂+Q′k
)
≥ 1− e− 14d0Nk
so that, using that e−x ≤ 1x for x ≥ 1 and also that Nk ≥ N ′k ≥ bk−1N ′k−1 ≥ bk−1ak−1Nk−1 ≥
bk−1
ak−1
N0,
for ǫ < c2 we obtain
Px,ω
(
XTQ′
k
∈ ∂+Q′k
)
≥ 1− e− 14d0Nk
≥ 1− 4
d0Nk
≥ 1− 4
d0N0
· ak−1
bk−1
= 1− 8
c2
· ǫ · ak−1
bk−1
≥ 1− 8ak−1
bk−1
which, combined with (79), yields (77). 
Finally, we need the following estimate concerning the probability of a k-box being (ω, ǫ)-bad.
Lemma 26. Given η ∈ (0, 1) and δ ∈ (0, η) there exists θ0 depending only on d, η and δ such that
if:
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i. The constant θ from (9) is chosen smaller than θ0,
ii. (LD)η,ǫ is satisfied for ǫ sufficiently small depending only on d, η, δ and θ,
then there exists c24 = c24(d, η, δ, θ, ǫ) such that for all k ∈ N0 and any k-box Qk one has
P({ω ∈ Ω : Qk is (ω, ǫ)-bad}) ≤ e−c242k .
Proof. For each k ∈ N0 and ǫ > 0 define
qk(ǫ) := P({ω : Qk is (ω, ǫ)-bad})
Notice that qk does not depend on the particular choice of Qk due to the translation invariance of P.
We will show by induction on k ∈ N0 that
qk ≤ e−mk2k (80)
for mk given by
mk := c23N
δ
4
0 − 12d
k∑
j=1
logNj
2j
with the convention that
∑0
j=1 := 0. From (80), the result will follow once we show that infkmk > 0.
First, observe that (80) holds for k = 0 by Lemma (23). Therefore, let us assume that k ≥ 1
and (80) holds for k− 1. Notice that if Qk is (ω, ǫ)-bad then necessarily there must be at least two
(ω, ǫ)-bad (k − 1)-boxes which intersect Qk but not each other. Since the number of (k − 1)-boxes
which can intersect Qk is at most
3
2
Nk ·
(
50N3k
)d−1 ≤ (2Nk)6d,
then by the union bound and the product structure of P we conclude that
qk ≤ (2Nk)6dq2k−1 ≤ exp
{
6d log 2Nk −mk−12k
}
≤ e−mk2k .
Thus, it only remains to check that
inf
k
mk = c23N
δ
4
0 − 12d
∞∑
j=1
logNj
2j
> 0. (81)
But notice that by (C6) we have that
∞∑
j=1
logNj
2j
≤ logN0 +
∞∑
j=1
(
1
2j
j∑
i=1
logαi−1
)
≤ c log ǫ−1
for some constant c > 0, from where (81) follows if ǫ sufficiently small (depending on δ and θ). 
Let us now see how to deduce Proposition 22 from Lemmas 25 and 26. For each k ∈ N0 consider
the k-box given by
Qk :=
(
−3
2
Nk +N
′
k, N
′
k
)
× (−25N3k , 25N3k )d−1 .
Using the probability estimate on Lemma 26, the Borel-Cantelli lemma then implies that if ǫ, θ are
chosen appropriately small then for P-almost every ω the boxes Qk are all (ω, ǫ)-good except for a
finite amount of them. In particular, by Lemma 25 we have that for P-almost every ω
lim inf
k→+∞
E0,ω(TN ′
k
)
N ′k
≥
(
1
λ
− c4
λ
ǫα(d)−δ
) ∞∏
j=1
(
1− 8aj−1
bj−1
)
2
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By Fatou’s lemma, the former implies that
lim inf
k→+∞
E0(TN ′
k
)
N ′k
≥
(
1
λ
− c4
λ
ǫα(d)−δ
) ∞∏
j=1
(
1− 8aj−1
bj−1
)
2
which in turn, since limn→+∞
E0(Tn)
n exists by Proposition 4, yields that
lim inf
n→+∞
E0(Tn)
n
≥
(
1
λ
− c4
λ
ǫα(d)−δ
) ∞∏
j=1
(
1− 8aj−1
bj−1
)
2
.
Recalling now that by (C7) we have
∞∏
j=1
(
1− 8aj−1
bj−1
)
= 1 +O(ǫ3),
we conclude the result.
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