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Sommario
La virtualizzazione negli ultimi anni sta suscitando un rinnovato e notevo-
le interesse, specialmente nell’ambito della sicurezza informatica. Questa
tecnologia, infatti, permette di astrarre dalle risorse fisiche per creare de-
gli ambienti software, detti macchine virtuali, che possono essere usati per
aumentare il livello di sicurezza di un sistema. Infatti, la virtualizzazione
offre degli strumenti che permettono ad una macchina virtuale di ottene-
re informazioni, a piu` livelli, sullo stato di un host eseguito all’interno di un
ambiente implementato da un’altra macchina virtuale. Tutte queste informa-
zioni sono utili per identificare eventuali attacchi diretti all’host virtualizzato
e, grazie all’isolamento fornito dal software di virtualizzazione, i rischi di ma-
nomissione di queste informazioni da parte di un attaccante sono fortemente
ridotti.
Questa tesi presenta uno strumento software che utilizza la virtualizza-
zione per difendere i processi da attacchi che ne modificano il comporta-
mento. Lo strumento e` basato sul tracciamento delle invocazioni al sistema
operativo generate dal processo. Tramite modelli di identita` dei processi e
controlli dinamici, esso verifica a tempo di esecuzione che il processo soddisfi
una specifica del comportamento corretto del processo generata staticamen-
te. L’architettura proposta prevede due macchine virtuali: una che esegue il
processo ed una che implementa i controlli. La macchina che effettua i con-
trolli monitora l’esecuzione del processo e, in caso di attacco, puo` sospendere
o terminare l’esecuzione del processo sull’altra macchina. Dopo aver de-
scritto l’architettura complessiva dello strumento, la tesi presenta una prima
valutazione delle prestazioni del prototipo realizzato.
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CAPITOLO 1
INTRODUZIONE
La crescente complessita` dei sistemi informatici e la presenza di vulnerabilita`
nelle applicazioni rende sempre piu` critica la disponibilita` di strumenti per
la scoperta e la difesa da attacchi. Questa tesi presenta un nuovo strumen-
to per la difesa da attacchi che alterano il normale flusso di esecuzione di
un processo, che integra strumenti di analisi statica e strumenti dinamici.
L’approccio adottato e` basato sulla definizione statica di una specifica del
comportamento atteso, che e` generato da una corretta esecuzione del proces-
so. La descrizione del processo e` definita in termini di sequenze di invocazioni
al sistema operativo prodotte dal processo stesso. A tempo di esecuzione, la
specifica e` controllata rispetto al comportamento attuale del processo ed ogni
discrepanza provoca la terminazione forzata del processo stesso.
Le principali strategie che stanno alla base di questo lavoro sono la vir-
tualizzazione dei sistemi di elaborazione, il tracciamento delle invocazioni al
sistema operativo e la definizione dell’identita` di un processo. L’integrazione
di queste strategie ha permesso la realizzazione di PsycoTrace, uno strumento
per il controllo del flusso di esecuzione di un processo tramite il tracciamento
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delle system call e la valutazione di invarianti.
Nel seguito, descriviamo brevemente le nozioni piu` importanti che sono
alla base di questo lavoro e presentiamo l’organizzazione complessiva della
tesi.
1.1 Virtualizzazione
In informatica, la virtualizzazione rappresenta un concetto generale, forte-
mente correlato all’astrazione di risorse hardware. In qualunque campo di
applicazione, l’elemento comune a tutte le tecnologie di virtualizzazione e` la
creazione di un ulteriore livello tra la risorsa virtualizzata e lo strato soft-
ware di livello superiore che la utilizza. Il compito di questo livello e` quello
di permettere e gestire l’accesso concorrente al componente da parte di piu`
sistemi. Questa tecnologia permette di creare, su una stessa macchina fisica,
piu` ambienti di esecuzione virtuali, noti come macchine virtuali (VM), che
riproducono il comportamento della macchina reale sottostante ed offrono
quindi ai livelli superiori l’interfaccia esportata della macchina hardware.
La virtualizzazione, introdotta negli anni 60, e` stata recentemente rivalu-
tata grazie ai recenti sviluppi tecnologici, che hanno prodotto nuovi strumenti
molto piu` potenti e performanti che sfruttano al meglio le potenzialita` della
tecnologia, come quelle di eseguire simultaneamente diverse istanze di siste-
mi operativi sulla stessa macchina fisica. Ad esempio, e` possibile eseguire
sistemi Linux, Windows o BSD sulla stessa macchina in maniera concorren-
te, senza modifiche significative ai sistemi ospitati (fig. 1.1). Per fare questo,
le tecniche di virtualizzazione introducono un livello software, detto Vir-
tual Machine Monitor o Hypervisor, che da` l’illusione a ciascuna macchina
virtuale di essere eseguita su una macchina fisica dedicata.
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Figura 1.1: Architettura virtualizzata (Type I ).
Questa tecnologia offre una serie di vantaggi rispetto ai sistemi tradiziona-
li dove il sistema operativo e` eseguito direttamente sull’ hardware/firmware
della macchina. I principali riguardano:
• l’isolamento tra le VM;
• la protezione delle VM;
• il consolidamento su una stessa macchina fisica di piu` servizi software;
• la sospensione e la migrazione delle VM, per semplificare il trasfe-
rimento su macchine fisiche diverse senza perdita di informazioni.
I numerosi benefici descritti, hanno convinto i principali produttori di hard-
ware ad includere nei loro componenti dei supporti fisici per facilitare l’in-
tegrazione della virtualizzazione nei sistemi. Gli esempi piu` importanti so-
no la Intel Virtualization Technology (I-VT) [47] e la AMD Virtualization
(AMD-V), nota anche come AMD Pacifica [1], che discuteremo in seguito.
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1.2 Tracciamento e identita` di un processo
Tradizionalmente, gli attacchi al codice di un processo, come quelli basati
su buffer o stack overflow, sono stati descritti come attacchi all’identita` del
processo. Approcci diretti alla rilevazione di tali attacchi differiscono per la
strategia utilizzata per definire l’identita` del processo. Nel caso dell’approccio
descritto in questa tesi, l’identita` del processo da difendere e la cui esecuzione
viene monitorata e` definita da una analisi statica del codice sorgente.
Come discusso in seguito, l’analisi statica produce quelle informazioni
che permettono di valutare a runtime l’integrita` dell’esecuzione del processo.
Il comportamento corretto, generato da un codice integro, e` definito dal-
la sequenza legale di invocazioni al sistema operativo generata a tempo di
esecuzione dal processo.
Le possibili sequenze sono quelle descritte da una grammatica che rap-
presenta il modello di riferimento per il controllo dell’esecuzione del processo
e che definisce tutte e sole le sequenze di invocazioni legali. Ogni compor-
tamento del processo che non e` coerente con la grammatica definita statica-
mente, e` interpretato come un possibile attacco al processo o al sistema che
lo ospita. Per controllare la correttezza dell’esecuzione, e` necessario che siano
tracciate le invocazioni generate dal processo. In particolare, poiche´ nel caso
dell’approccio considerato il processo da proteggere e` in esecuzione su una
macchina virtuale, e` stato adottato un approccio kernel-based, dove il kernel
della macchina virtuale monitorata e` modificato per raccogliere informazioni
sulle invocazioni generate, compresi i parametri trasmessi.
Oltre alla grammatica, l’analisi statica del processo puo` produrre un in-
sieme di asserzioni sul valore delle variabili del processo che possono essere
utilizzate per definire ulteriori vincoli sulla correttezza dell’esecuzione. Que-
ste asserzioni sono valutate sfruttando tecniche di introspezione nel caso in
4
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cui il processo sia in esecuzione su una macchina virtuale diversa da quella
che valuta questi vincoli.
Il modello integra, quindi, strumenti statici e dinamici per monitorare
l’esecuzione di un processo e valutarne la correttezza. La definizione del
comportamento corretto di un processo adottata permette di minimizzare il
numero di falsi positivi, ovvero comportamenti non coerenti con il modello
di riferimento segnalati dallo strumento ma che non sono dovuti ad attacchi.
1.3 PsycoTrace
PsycoTrace, lo strumento descritto in questa tesi, permette di proteggere
un processo da attacchi che alterano il normale flusso di esecuzione definito
dal codice sorgente. Esso integra strumenti statici, che analizzano il codice
sorgente del programma da monitorare e restituiscono una serie di vincoli
da verificare a tempo di esecuzione, e strumenti dinamici, che permettono di
intercettare le system call generate da un processo.
I vincoli sull’identita` del processo generati dall’analisi statica sono rap-
presentati da:
• una context-free grammar che descrive le sequenze delle invocazioni al
sistema operativo che il processo puo` generare;
• un insieme di asserzioni sullo stato del processo, ognuna associata ad
ogni invocazione della sequenza. Ogni asserzione puo` riguardare il valo-
re di alcune variabili del programma oppure i parametri delle chiamate
di sistema.
Per ogni chiamata generata dal processo, gli strumenti dinamici verificano
che la sequenza prodotta fino a quell’istante sia coerente con la grammatica e
valutano l’asserzione associata all’attuale invocazione del sistema operativo.
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Gli strumenti dinamici sfruttano la tecnologia di virtualizzazione, che e`
utilizzata introducendo due VM:
• VM Monitorata (Monitored Virtual Machine, Mon-VM ): VM che
esegue il processo monitorato P e che ne conserva e gestisce lo stato;
• VM Introspezione (Introspection Virtual Machine, I-VM ): VM che
controlla l’esecuzione del processo ed accede, tramite introspezione, allo
stato di P.
L’uso di un’architettura basata su macchine virtuali permette di aumentare
la robustezza dell’intero sistema, poiche´ tutti i controlli sono implementati su
una macchina diversa e, quindi, non sono direttamente soggetti ad attacchi
diretti alla macchina monitorata. In questo modo, e` quindi possibile ottenere
un elevato grado di isolamento tra P ed il processo che controlla l’esecuzione
senza introdurre soluzioni di separazione a livello hardware.
Oggetto di questa tesi sono gli strumenti dinamici per l’intercettazione
delle invocazioni generate da P e tutto il sottosistema di comunicazione e
sincronizzazione tra le due VM necessario per il monitoraggio. Inoltre, la
tesi discute alcune soluzioni per la generazione e la valutazione a tempo di
esecuzione degli invarianti riguardanti il codice di P.
1.4 Organizzazione della Tesi
I capitoli successivi esaminano in maniera piu` approfondita i concetti pre-
sentati in questa introduzione. La struttura dei capitoli e` la seguente:
Capitolo 2 - Stato dell’arte
Presenta una rassegna dello stato dell’arte sulla sicurezza su macchine
virtuali.
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Capitolo 3 - Chiamate di sistema e tracciamento
Questo capitolo descrive l’organizzazione e l’importanza delle chiama-
te di sistema nei sistemi Linux. Inoltre, analizza alcune tecniche di
tracciamento delle invocazioni ed i problemi posti da tale operazione.
Capitolo 4 - Virtualizzazione e Xen
Questo capitolo descrive la virtualizzazione ed il Virtual Machine Moni-
tor Xen, con particolare attenzione agli strumenti per la comunicazione
tra VM.
Capitolo 5 - Architettura di PsycoTrace
Questo capitolo presenta l’architettura generale di PsycoTrace, le sue
componenti e le principali scelte implementative.
Capitolo 6 - Strumenti statici
Questo capitolo analizza gli strumenti statici, in particolare quelli uti-
lizzati per la generazione degli invarianti e per l’estrazione delle infor-
mazioni di debug relative al processo monitorato.
Capitolo 7 - Strumenti dinamici
Questo capitolo descrive i dettagli implementativi degli strumenti di-
namici di PsycoTrace per il controllo del processo monitorato.
Capitolo 8 - Test e conclusioni
Questo capitolo presenta i test sulle prestazioni del prototipo di Psy-
coTrace, condotti per verificare l’effettivo overhead dei controlli intro-
dotti dal modello presentato. Inoltre, riassume le conclusioni del lavoro
svolto in questa tesi.
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STATO DELL’ARTE
Il lavoro descritto in questa tesi e` stato fortemente influenzato dall’attuale
panorama della ricerca in sistemi di sicurezza e sulle relazioni di tali sistemi
con il concetto di macchina virtuale e di virtualizzazione.
Attualmente, la ricerca sugli strumenti per la sicurezza informatica e` fo-
calizzata principalmente su sistemi per l’analisi e l’individuazione in real-time
di attacchi ai processi. La maggior parte delle strategie utilizzate da questi
strumenti si basa su modelli che descrivono il corretto comportamento di un
processo, ovvero il comportamento atteso a tempo di esecuzione. I model-
li di riferimento per queste strategie di controllo possono essere costruiti in
funzione di molti criteri ma, principalmente, vengono considerati quei para-
metri che permettono di distinguere e di identificare in maniera piu` rigorosa
un processo. Per queste ragioni, i principali approcci sfruttano le sequenze
di invocazioni al sistema operativo generate dal processo ed il valore dei loro
parametri per definire i modelli che identificano in modo piu` rigoroso il flusso
di esecuzione di un’applicazione e l’identita` di un processo.
Il modello che identifica un’applicazione puo` essere definito staticamente
8
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o dinamicamente. Mediante un’analisi statica, il comportamento atteso, e
quindi legale, del processo controllato e` definito a partire da una analisi del
codice sorgente del processo. La costruzione del modello tramite un metodo
dinamico, invece, si basa su osservazioni del comportamento del processo a
tempo di esecuzione. Entrambe le tecniche presentano aspetti positivi e ne-
gativi. Per poter sfruttare il metodo statico, ad esempio, deve essere noto il
codice sorgente dell’applicazione, codice che non sempre e` disponibile. Il me-
todo dinamico e` di piu` semplice implementazione, pero` richiede una quantita`
maggiore di risorse per l’apprendimento e la memorizzazione delle informa-
zioni relative al processo. Inoltre, puo` accadere che il modello prodotto da
un’analisi dinamica possa essere poco accurato a causa delle condizioni par-
ticolari in cui e` stato eseguito il processo durante la fase di apprendimento.
Ad esempio, se nella fase di costruzione del modello il processo considerato
fosse attaccato con successo, l’attacco eseguito verrebbe interpretato come
un comportamento corretto e, quindi, non verrebbe rilevato successivamente.
Questo capitolo presenta i principali approcci all’analisi di un processo
presenti in letteratura.
2.1 Tracciamento delle invocazioni
In letteratura esistono numerose proposte sul controllo dell’esecuzione di pro-
cessi mediante il tracciamento delle loro invocazioni. Due tra i piu` impor-
tanti lavori sono descritti in [17, 23], che presentano un metodo per anomaly
detection che permette di individuare attacchi che redirigono il flusso di ese-
cuzione analizzando le sequenze di invocazioni generate dal processo. Questo
approccio definisce l’identita` del processo, il concetto di “self ”, in termini
di sequenze di system call. L’algoritmo proposto prevede una prima fase
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di analisi, che traccia le invocazioni generate dal processo monitorato e le
struttura in sequenze di lunghezza k prestabilita. L’insieme delle invocazioni
raccolte e` memorizzato in un database, organizzato in modo da contenere
tutte le sequenze di invocazioni legali possibili. Il database corrisponde al
modello del processo. A tempo di esecuzione, si controlla che la sequenza di
k invocazioni generata appartenga al modello, altrimenti viene segnalato un
attacco. Il segnale e` errato, e quindi abbiamo un falso positivo, se la sequenza
e` stata generata dal processo ma non era stata inserita nel database. Quindi,
ogni sequenza non legale identificata viene considerata come un segnale di
possibile intrusione. Questo metodo permette di identificare comportamenti
anomali di un processo, che differiscono dalla normale esecuzione osservata in
fase di analisi. L’approccio proposto non prende in considerazione le variabili
del processo ed i parametri delle invocazioni, rendendo l’algoritmo vulnera-
bile ad attacchi “mimicry” [49, 36]. Questi attacchi producono sequenze
di invocazioni legali per il modello ma non previste dal codice dell’applica-
zione controllata perche´ sono modificati i parametri delle invocazioni. In
questo caso abbiamo quindi un falso negativo, cioe` un attacco non rilevato.
L’approccio basato su sequenze raccolte da esecuzioni diverse puo`, quindi,
generare falsi positivi, cioe` allarmi che non corrispondono ad attacchi, e falsi
negativi, cioe` attacchi non rilevati.
[45] propone un nuovo strumento di intrusion detection, basato sul lavoro
di Forrest et al [23], che utilizza un automa a stati finiti (FSA) per definire
il concetto di self del processo, sempre specificato in termini di sequenze
di invocazioni al sistema operativo. Per rappresentare piu` accuratamente lo
stato del processo, l’automa e` generato in una fase di learning ed esteso con
informazioni riguardanti lo stato di esecuzione. Il metodo proposto permet-
te di memorizzare sequenze senza alcun limite di lunghezza e, soprattutto,
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non richiede l’analisi del codice sorgente del programma. Per contro, la so-
luzione proposta e` vulnerabile ad attacchi di tipo “mimicry” e di tipo “data
modification”, che possono modificare i parametri delle invocazioni. Quindi
nuovamente sono possibili sia falsi positivi che falsi negativi.
[9] presenta un Host-based Intrusion Detection System (HIDS) per il con-
trollo di un processo mediante l’analisi dei parametri delle chiamate di si-
stema invocate. La soluzione proposta non valuta le invocazioni generate in
termini di sequenze ne´ le possibili relazioni tra le diverse chiamate. Infat-
ti, per ogni chiamata invocata dal processo, crea un profilo che comprende
una serie di modelli relativi ai parametri della chiamata ed una funzione di
valutazione. Utilizzando le informazioni che descrivono il profilo di ogni chia-
mata, viene calcolato un “anomaly score”, un punteggio che indica il grado di
anomalia. Durante l’esecuzione controllata del processo, ogni anomaly score
calcolato e` confrontato con un valore di soglia e, nel caso in cui sia maggiore,
si memorizza in un log l’evento che ha causato questa anomalia. Il sistema
prevede una fase di “training”, dove vengono generati i profili ed i valori
di soglia relativi alle invocazioni generate dal processo. La soluzione propo-
sta offre dei vantaggi per l’identificazione di comportamenti anomali, pero` e`
soggetta alle vulnerabilita` note riguardanti gli HIDS. In caso di attacco al
sistema che ospita il processo controllato, gli HIDS sono a rischio perche´ sono
allocati sulla stessa macchina del sistema che controllano. Di conseguenza,
una volta eseguito con successo un attacco al sistema che ospita il processo,
l’attaccante puo` facilmente eludere tutti i controlli di sicurezza. [34] estende
questo lavoro definendo dei controlli relativi al contesto di ogni invocazione
generata dal processo monitorato. I modelli di valutazione delle chiamate di
sistema generate considerano non solo i parametri della chiamata, ma anche
il contesto nel quale la chiamata viene invocata. Il nuovo sistema, oltre alla
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fase di “training”, prevede una “threshold learning phase”, nella quale sono
calcolati i valori di soglia per i modelli generati in precedenza, ed una fase di
“detection”, dove viene controllata l’esecuzione del processo per individuare
comportamenti anomali. Il nuovo sistema di controllo risulta piu` accurato e
diminuisce il numero di falsi positivi, perche´ considera il contesto in cui le
chiamate di sistema vengono invocate.
2.2 Xen e architetture virtualizzate
Gli ambienti virtuali offrono una serie di vantaggi per la sicurezza dei sistemi,
specialmente per le proprieta` di isolamento e di separazione, per contro, essi
introducono un notevole overhead. I recenti sistemi virtualizzati, come Xen,
sono molto piu` efficienti ed e` quindi possibile sfruttare queste architetture
per lo sviluppo di sistemi di sicurezza senza penalizzare eccessivamente le
prestazioni.
Di seguito, discutiamo i principali lavori che riguardano sistemi di sicurez-
za in architetture virtualizzate. Se non diversamente specificato, assumiamo
che il Virtual Machine Monitor (VMM) che supporta le varie macchine vir-
tuali sia eseguito direttamente sul livello hardware/firmware della macchina,
quindi che sia un Unhosted VMM.
[52] presenta una panoramica dettagliata delle tecnologie e dei proget-
ti che utilizzano la virtualizzazione per l’implementazione di strumenti di
sicurezza. L’articolo analizza le principali tecniche di virtualizzazione ed i
vantaggi che permettono l’implementazione di sistemi sicuri. Infine, propone
un’analisi dei principali progetti che utilizzano questa tecnologia.
[30] propone un’architettura analoga alla soluzione di Forrest et al. [17]
per il controllo dell’esecuzione di un processo, che sfrutta anche le proprieta`
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della virtualizzazione. Il lavoro presenta un Intrusion Detection System (IDS)
che implementa lo stesso algoritmo di controllo proposto in [17], ma dove il
processo monitorato ed il sistema di rilevazione di intrusioni sono eseguiti su
macchine virtuali distinte. Questa soluzione aumenta la robustezza dell’inte-
ra architettura perche´ l’IDS non e` soggetto ai rischi derivanti da un attacco
al sistema che esegue il processo monitorato. I controlli riguardano esclusi-
vamente le sequenze di invocazioni, mentre i parametri trasmessi non sono
controllati.
Livewire [20] e` un HIDS che sfrutta un’architettura virtualizzata ed uti-
lizza due macchine virtuali distinte: una che esegue il processo controllato ed
una che esegue l’IDS. Questo tipo di approccio permette di mantenere una
visione trasparente di cosa avviene sull’host controllato, offrendo maggior
robustezza all’IDS. Quest’ultimo, infatti, non e` a rischio in caso di attacchi
alla macchina controllata. Livewire usa il Virtual Machine Monitor (VMM)
VMWare, opportunamente modificato per permettere l’accesso alla memoria
ed ai registri dell’host monitorato da parte dell’IDS. Le politiche di controllo
del sistema vengono implementate tramite moduli ed i controlli vengono ef-
fettuati in corrispondenza di operazioni prestabilite, ad esempio alla ricezione
di alcuni tipi di interruzioni o all’aggiornamento di aree di memoria note.
[39] presenta Xenprobes, un framework per controllare contemporanea-
mente piu` kernel guest di macchine virtuali. Questo framework sfrutta l’ar-
chitettura di Xen per permettere l’implementazione dei gestori dei controlli
dei processi a livello utente, mediante una particolare versione di Kprobes.
Quest’ultimo e` stato opportunamente modificato per permetterne l’intera-
zione con gli ambienti virtuali. I controlli relativi ai kernel guest riguardano
principalmente il monitoraggio delle esecuzioni per l’analisi delle prestazioni
ed il tracciamento delle invocazioni, per fornire dei breakpoint sulle esecu-
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zioni. [25] illustra una tecnica per effettuare il debug di un guest kernel di
una macchina virtuale sfruttando il gdb in ambiente Xen. Questo lavoro ha
prodotto una versione modificata di gdb, integrata con l’ambiente fornito da
Xen. Sfruttando le librerie di gestione messe a disposizione dal VMM, come
la Xen Control Library, e` possibile accedere alla memoria ed ai registri della
VM controllata senza dover modificare il sistema operativo controllato. Una
limitazione di questo approccio e` l’impossibilita` di effettuare debugging su
una periferica arbitraria, dato che i sistemi guest hanno accesso solamente ai
device hardware che Xen emula.
[33] presenta una tecnica sicura di logging delle chiamate di sistema in-
vocate da un’applicazione. Il prototipo proposto, Xen-based Secure Logging
System call (XSLS), sfrutta le proprieta` di separazione e di isolamento for-
nite da Xen per definire uno strumento utile per sistemi IDS, resistente ad
attacchi verso l’host monitorato. L’architettura di XSLS comprende una se-
rie di componenti che si integrano con l’architettura del VMM, per registrare
le invocazioni effettuate dal processo monitorato. I dati tra i domini vengono
scambiati tramite buffer di memoria condivisa. Il principale limite e` l’assen-
za di controlli sui parametri ed i valori di ritorno delle chiamate di sistema.
Inoltre, la soluzione proposta richiede la modifica del codice di Xen per poter
effettuare correttamente le operazioni di logging.
XenFIT [40] e` uno strumento per la verifica in tempo reale dell’integrita`
di un file system. Esso sfrutta Xen e la virtualizzazione per offrire una
robustezza maggiore rispetto ai tradizionali HIDS. L’architettura di XenFIT
prevede un processo demone, in esecuzione a livello utente nel Dominio0, con
il compito di gestire un insieme di eventi riguardanti il dominio monitorato
tramite una serie di breakpoint nel kernel della macchina controllata, relativi
ad operazioni di I/O. Quando viene raggiunto un breakpoint, il controllo
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passa al processo in esecuzione sul Dominio0, il quale controlla le informazioni
associate a quel determinato breakpoint ed esegue dei controlli in base ai
valori definiti nelle policy dichiarate. Superati con successo questi controlli,
l’esecuzione della VM controllata riparte dal punto in cui si era interrotta.
In caso di violazione delle politiche di sicurezza, viene attivato un allarme.
2.3 Sanboxing di applicazioni
In [18] Garfinkel propone una panoramica dei problemi tipici posti da siste-
mi che effettuano l’interposizione delle chiamate di sistema. Tali problemi
riguardano la corretta replicazione del sistema operativo, il controllo dei pa-
rametri delle invocazioni e le conseguenze della mancata esecuzione di alcune
chiamate al processo controllato.
Janus [21] e` un ambiente di esecuzione sicuro per applicazioni potenzial-
mente critiche per la sicurezza del sistema, basato sulla tecnica del sand-
boxing. E` stato ideato per controllare l’esecuzione di “helper application”,
ovvero applicazioni esterne utilizzate, ad esempio, dai browser per la visua-
lizzazione di contenuti multimediali. L’ambiente proposto prevede un fra-
mework per la definizione delle politiche di sicurezza ed una serie di moduli
dinamici per il controllo dei processi monitorati. Le operazioni di monitoring
dei processi si basano sul supporto al tracciamento offerto dal sistema ope-
rativo Solaris, il quale sfrutta il virtual file system /proc. Janus permette
la definizione dinamica delle politiche di sicurezza ed implementa il princi-
pio dell’assenza di privilegi di default: i processi controllati possono quindi
effettuare solamente richieste che sono state espressamente autorizzate. Le
limitazioni di questo strumento riguardano la sua usabilita`, perche´ puo` es-
sere utilizzato quasi esclusivamente per una ristretta classe di applicazioni.
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Inoltre, l’implementazione fornita e` fortemente dipendente dal sistema ope-
rativo utilizzato, quindi difficilmente portabile su altre piattaforme. In [24]
e` proposta una infrastruttura, simile a quella di Janus, per l’interposizione
delle chiamate di sistema invocate da un processo. Essa migliora Janus per
aspetti relativi a performance, portabilita` e flessibilita`. Lo strumento pre-
sentato permette ad un processo di livello utente di controllare le invocazioni
generate da un altro processo. Inoltre, e` definito un framework per la ge-
nerazione di politiche di sicurezza. Controllare l’esecuzione a livello utente
semplifica la scrittura delle policy di sicurezza e migliora la portabilita` dello
strumento, liberandolo dalla diretta dipendenza dall’architettura del sistema.
La soluzione proposta prevede un “monitoring process” a livello utente, che
controlla l’esecuzione, e un “supervisor object” a livello kernel, che intercetta
le invocazioni al sistema operativo generate dall’applicazione.
In [19] viene proposto Ostia, un sistema per il “sandboxing” di appli-
cazioni basato sull’interposizione delle chiamate di sistema. L’architettura
proposta e` di tipo “delegating”, dove i servizi critici per la sicurezza del si-
stema non sono gestiti direttamente dall’applicazione, ma sono delegati ad
un componente sicuro del sistema. Il prototipo e` composto da un componen-
te a livello kernel, che implementa una politica per prevenire l’esecuzione di
chiamate critiche, e da un componente a livello utente che esegue l’accesso a
risorse critiche per conto del processo controllato, purche´ esso sia permesso
dalle politiche implementate.
Systrace [38] e` un ulteriore strumento di sandboxing di applicazioni che
permette l’esecuzione di istruzioni critiche senza dover eseguire il processo in
un contesto privilegiato. Systrace permette al processo controllato di essere
eseguito senza elevati privilegi e di richiedere ed ottenere servizi critici in base
a politiche di sicurezza appositamente specificate per l’applicazione. L’archi-
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tettura proposta sfrutta il tracciamento delle invocazioni generate dal proces-
so controllato e permette la generazione di due tipi di politiche di sicurezza:
(i) automatiche, generate in base ad esecuzioni corrette dell’applicazione; (ii)
dinamiche, generate a runtime.
2.4 Modelli di analisi statica
[48] storicamente e` uno dei primi framework presentati che prevede una me-
todologia statica, basata sull’analisi del codice sorgente, per produrre una
specifica del comportamento corretto di un processo. La traccia delle chia-
mate di sistema generate dall’applicazione e` confrontata con il sistema di
transizioni che modella l’applicazione e, in caso di incoerenze, si genera un
allarme perche´ si e` in presenza di un attacco. Questo lavoro presenta una
serie di modelli basati sul control-flow graph del processo monitorato, che
permettono di descrivere il comportamento di un processo con precisione
crescente. Il primo modello introdotto e` il callgraph model, costruito analiz-
zando solamente il grafo control-flow del programma. Questo modello non
memorizza la storia delle invocazioni generate e quindi risulta vulnerabile
ad attacchi che generano degli impossible path, ovvero sequenze legali per
il modello ma che violano il flusso di esecuzione del processo. Ad esempio,
puo` non essere segnalato il caso in cui il punto di ritorno di una procedura
sia diverso da quello di invocazione. Il callgraph model viene esteso dallo
abstract stack model, che sfrutta uno stack per memorizzare le sequenze delle
invocazioni generate dal processo controllato. Questo modello genera, pero`,
un notevole overhead in termini di prestazioni. Il diagraph model rappresenta
un compromesso tra gli i due modelli precedenti, che e` stato sviluppato per
semplificare l’implementazione del secondo modello. Infatti, sfrutta ancora
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lo stack ma, invece di analizzare ogni volta la storia di tutte le invocazioni,
prende in considerazione solamente una sequenza di lunghezza k prestabilita.
[31] propone un approccio per prevenire attacchi di tipo code injection
[35], cioe` gli attacchi che cercano di ingannare un’applicazione tramite codice
atto a sfruttare le vulnerabilita` che permettano all’attaccante di acquisire il
controllo del sistema. L’approccio adottato prevede di utilizzare una tabella,
la Interrupt Address Table (IAT), contenente un’entrata per ogni invocazione
ad una chiamata di sistema presente nel codice dell’applicazione. Ogni riga
della tabella contiene due campi: (i) l’indirizzo del program counter (PC)
dell’applicazione corrispondente alla invocazione della chiamata stessa; (ii) il
numero della chiamata invocata. Queste informazioni sono ricavate in una
fase di analisi statica del codice sorgente dell’applicazione e sono utilizzate in
fase di controllo dell’esecuzione. Infatti, ogni volta che il processo monitorato
genera una invocazione, si controlla se l’indirizzo del PC relativo alla richiesta
e` presente nella IAT e, in caso contrario, si interpreta la richiesta come un
possibile segnale di intrusione. Inoltre, sono presentate alcune tecniche atte a
sfruttare questo metodo di controllo per individuare attacchi di tipo mimicry.
PAID [28, 29] (Program semantic-Aware Intrusion Detection) e` un com-
piler-based IDS che genera un modello delle sequenze di system call a partire
dal codice sorgente e dal binario di un’applicazione. Sfrutta sia strumenti
statici, per l’analisi del codice, sia strumenti dinamici, per il controllo del-
l’esecuzione del processo. PAID sfrutta la sequenza degli indirizzi di ritorno
dalle funzioni, estratti dal kernel e dallo stack utente, per identificare in
modo univoco le invocazioni generate dall’applicazione. L’automa generato
dall’analisi statica viene utilizzato per il parsing delle invocazioni generate
dal processo. Inoltre, l’analisi statica restituisce anche dei vincoli sui valori
dei parametri delle invocazioni da verificare a tempo di esecuzione. Questi
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vincoli sono introdotti come contromisura per attacchi mimicry, cos`ı come il
meccanismo delle “null system call”, ovvero chiamate di sistema fittizie in-
serite nel codice sorgente dell’applicazione per aumentare il numero di infor-
mazioni riguardanti l’applicazione a tempo di esecuzione. Per la segnalazione
di eventi non determinabili in fase di analisi statica, l’architettura di PAID
prevede delle “notify system call”, apposite chiamate atte a segnalare questi
eventi alla parte di controllo dinamica. L’approccio adottato non e` quindi
trasparente per il processo da controllare.
[42] propone un guarded model per la rilevazione di attacchi mimicry che
implementa sia controlli sul flusso di esecuzione che sul flusso dei dati dell’ap-
plicazione, generando e propagando invarianti. Il modello che si ottiene e` un
CFG, generato sfruttando una serie di strumenti noti, come Daikon [3] e Bla-
st [2], per la generazione degli invarianti e delle asserzioni in corrispondenza
di ogni chiamata di sistema. Il controllo sul flusso di esecuzione e` imple-
mentato nella struttura stessa del modello ed i controlli sul flusso dei dati
sono rappresentati dall’insieme di invarianti associato ad ogni invocazione
generata dall’applicazione.
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CHIAMATE DI SISTEMA E TRACCIAMENTO
I sistemi operativi definiscono un insieme di interfacce per permettere ai
processi utente l’interazione con dispositivi hardware, come CPU, dischi e
stampanti. Questo insieme definisce un livello software intermedio, tra il
livello utente e il livello supervisore di un sistema, che comprende le chiamate
di sistema, o invocazioni al sistema operativo o system call.
Una chiamata di sistema e` definita come “uno speciale tipo di funzione che
viene eseguita all’interno del kernel e che fornisce accesso corretto e sicuro alle
risorse del sistema” [50]. Relativamente ai sistemi Unix/Linux, una chiamata
di sistema, in maniera formalmente non corretta, si definisce come “una
richiesta esplicita al kernel sotto forma di interruzione software” [13].
Il concetto di chiamata di sistema e` molto simile a quello di chiamata
di funzione, ma mentre la prima richiede di transire a “livello kernel” per
eseguire il servizio richiesto, cio` non e` necessario per una funzione qualsiasi.
Un processo di livello utente puo` quindi accedere a risorse o a servizi critici
solamente invocando una chiamata di sistema.
L’esistenza di un livello intermedio tra le applicazioni e l’hardware offre un
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Figura 3.1: Strato software delle chiamate di sistema.
insieme di vantaggi. In primo luogo, si puo` semplificare la scrittura del codice
delle applicazioni, liberando i programmatori dalla necessita` di conoscere i
dettagli e le caratteristiche di “basso livello” relative ai dispositivi hardware.
Il livello intermedio aumenta notevolmente anche la sicurezza del sistema,
poiche´ il kernel puo` controllare le varie richieste prima di soddisfarle. Infine,
l’esistenza di questa ulteriore interfaccia permette di compilare ed eseguire
applicazioni su tutti i sistemi che adottano lo stesso insieme di chiamate di
sistema, migliorando la portabilita` del software applicativo.
Questo capitolo analizza l’organizzazione generale delle system call nei
sistemi operativi Linux e discute la loro importanza ed il loro ruolo per il
controllo delle esecuzioni di processi. Inoltre, il capitolo introduce la tecnica
del tracciamento delle invocazioni al sistema operativo, descrivendo anche
le possibili implementazioni. Infine, l’approccio e` esemplificato nel caso di
alcuni semplici strumenti disponbili per una prima analisi delle invocazioni
generate da un’applicazione.
3.1 Ruolo delle chiamate di sistema
L’insieme delle system call rappresenta l’unica interfaccia che le applicazioni
possono usare per accedere a servizi privilegiati o a periferiche. Infatti, tutto
cio` che e` critico in un sistema, ad esempio la scrittura di aree di memoria o
l’accesso a determinati dispositivi, viene gestito tramite uno o piu` livelli di
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funzioni, l’ultimo dei quali e` rappresentato proprio dalle system call.
Per quanto riguarda la sicurezza del sistema, quindi, e` fondamentale che
le invocazioni generate da un’applicazione di livello utente siano eseguite
solamente se l’applicazione stessa possiede i diritti appropriati. Un processo
in esecuzione a livello utente puo`, infatti, recare danno al sistema solo se
riesce ad accedere illegalmente ad una funzione critica.
Il controllo delle invocazioni di un processo, ad esempio tramite il traccia-
mento, permette di individuare anomalie nell’esecuzione del processo, quindi
situazioni critiche per la sicurezza del sistema. Le informazioni relative alle
invocazioni effettuate da un processo, insieme al valore dei parametri della
chiamata, restituiscono una visione completa del comportamento del proces-
so stesso, permettendo la rilevazione di eventuali attacchi al sistema. Le sole
informazioni relative alle sequenze di invocazioni non sono pero` sufficienti,
poiche´, per determinare comportamenti anomali e potenzialmente pericolosi
da parte di un processo di livello utente, e` necessario conoscere anche quali
valori vengono trasmessi al kernel. Ad esempio, potrebbe essere fondamen-
tale conoscere il valore letto da un socket oppure il percorso reale di un link
simbolico richiesto al sistema o, ancora, i diritti di accesso ad un preciso file,
per riconoscere un comportamento potenzialmente critico per il sistema.
La traccia completa delle invocazioni permette quindi di identificare il
comportamento corretto del processo controllato. Infatti, le system call ge-
nerate, insieme al valore dei loro parametri, sono i parametri che meglio
permettono di creare un modello di valutazione del concetto di self di un pro-
cesso. Questi modelli, come evidenziato dalla letteratura in materia, vengono
utilizzati come termini di confronto per identificare e gestire i comportamenti
anomali, che rilevano attacchi al sistema.
PsycoTrace sfrutta la traccia delle invocazioni per generare un modello di
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Figura 3.2: Livelli di invocazione delle chiamate di sistema in sistemi Linux.
riferimento e controllare l’esecuzione di un processo mediante un framework
che integra aspetti dinamici, che comprendono il controllo delle invocazioni,
ed aspetti statici, per la verifica dei vincoli derivanti da un’analisi statica del
processo.
Per questi motivi, come vedremo in seguito, la definizione di PsycoTrace
e` correlata sia all’organizzazione delle system call in un sistema reale che ai
possibili metodi di interposizione delle invocazioni.
3.2 System call in Linux
In Linux e nei sistemi Unix in generale, le chiamate di sistema vengono or-
ganizzate in livelli (fig. 3.2). Per le applicazioni utente viene definita un’in-
terfaccia, detta Application Programmer Interface (API), composta da un
insieme di funzioni, chiamate wrapper routine. Il compito delle wrapper rou-
tine e` quello di offrire un’interfaccia alle applicazioni utente per le invocazioni
del sistema operativo. L’insieme di queste librerie fa parte del livello utente,
mentre il livello supervisore e` costituito dalle system call vere e proprie.
Quando un’applicazione di livello utente deve invocare il sistema opera-
tivo, non invoca direttamente il codice del kernel che implementa la system
call, ma una funzione della API che funge da interfaccia.
Generalmente, nell’organizzazione adottata, abbiamo una corrispondenza
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tra wrapper routine e chiamate di sistema, ma non e` detto che una funzione
di interfaccia corrisponda necessariamente ad una sola chiamata di sistema
in modo biunivoco. Talvolta, una funzione di interfaccia non invoca una
di sistema perche´ le librerie offrono servizi a livello utente che non sempre
richiedono servizi critici. Si pensi, ad esempio, a funzioni che effettuano
solamente calcoli matematici. In secondo luogo, una singola funzione di
libreria puo` eseguire piu` chiamate di sistema e piu` funzioni possono invocare
la stessa chiamata.
Dal punto di vista del programmatore, la distinzione tra API e chiamata
di sistema e` irrilevante. Le uniche differenze sono il nome della funzione,
i parametri da passare e il significato del valore restituito. La differenza e`
invece importante per il kernel, perche´ esso comprende le system call ma non
le funzioni di libreria.
Molte funzioni wrapper restituiscono un intero che indica l’esito della
chiamata di sistema eseguita. Il kernel ritorna il valora −1 per indicare che
non e` stato in grado di eseguire la chiamata correttamente. Cio` puo` essere
dovuto a fattori diversi, ad esempio un parametro non valido per la chiamata,
la mancanza di risorse disponibili o errori di componenti hardware. Il codice
di errore specifico viene restituito nella variabile errno, definita nella libc.
Ogni codice di errore e` definito come una costante, che corrisponde ad un
intero. I valori degli errori e il nome delle costanti sono specificati dallo
standard POSIX.
3.2.1 Dinamica delle invocazioni
Quando un processo utente invoca una chiamata di sistema, la CPU entra in
modalita` supervisore e inizia l’esecuzione di una funzione del kernel. Nelle
architetture x86, questa invocazione puo` essere effettuata in due modi diversi
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anche se, fondamentalmente, in entrambe i casi viene eseguita un’istruzione
jump al gestore della chiamata (system call handler). Visto il numero consi-
stente di chiamate che il kernel implementa, al momento dell’invocazione il
processo utente deve trasmettere anche il numero corrispondente alla chia-
mata di sistema che vuole eseguire, per permettere al kernel di identificare
la funzione richiesta. Il numero della chiamata, il system call number, viene
trasmesso dallo stato utente a quello supervisore tramite il registro eax della
CPU.
L’associazione di un numero ad ogni system call avviene mediante la
system call dispatch table, implementata da un array di NR syscalls: la
sys call table. L’n-esima entrata della syscall table contiene l’indiriz-
zo della service routine della chiamata di sistema numero n. Il numero
NR syscalls e` solo una macro che indica il limite “statico” delle system call
disponibili nel sistema, e non il numero delle chiamate realmente implemen-
tate. Per le chiamate non implementate si sfrutta la funzione sys ni syscall,
ovvero la service routine delle chiamate di sistema non implementate.
L’esecuzione di ogni chiamata invocata restituisce un numero che rappre-
senta l’esito della chiamata che, per convenzione, e` diverso dal valore ritor-
nato dalla wrapper routine che la ha invocata. Nel caso del kernel, un valore
maggiore o uguale a zero indica la terminazione con successo della chiamata
invocata, mentre un valore negativo rappresenta un errore nell’esecuzione.
In questo caso, il valore di errore deve essere restituito tramite la variabile
errno al processo utente che ha invocato inizialmente la funzione del kernel.
La gestione di eventuali errori e` a carico delle funzioni di libreria.
Le principali operazioni del system call handler sono:
a. salvare il contenuto dei registri nello stack del kernel;
b. gestire la chiamata di sistema invocata eseguendo la corrispondente
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Figura 3.3: Dinamica di una invocazione al sistema operativo.
funzione C, detta system call service routine;
c. all’uscita dall’handler, ripristinare i valori dei registri salvati sullo stack
e far passare la CPU dallo stato supervisore a quello utente.
La service routine rappresenta la chiamata di sistema vera e propria di
livello kernel. L’associazione tra i nomi delle chiamate in questi due livelli
utilizza una convenzione che prevede di adottare il prefisso sys per la chia-
mata di livello kernel. La Figura 3.3 illustra la relazione tra i vari livelli in
cui le chiamate di sistema sono organizzate, mostrando lo stato della CPU
(utente, supervisore).
3.2.2 Tipi di invocazioni
Vi sono due modi di invocare una chiamata di sistema:
a. tramite l’istruzione int $0x80;
b. tramite l’istruzione sysenter.
Il primo e` il metodo tradizionale, usato dalle prime versioni del kernel.
La sysenter e` stata introdotta dalla Intel con i processori Pentium II ed e`
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un metodo di invocazione alternativo a quello tradizionale. Per la termina-
zione di una chiamata di sistema, il kernel puo` utilizzare, analogamente, due
istruzioni, rispettivamente: iret e sysexit.
3.2.2.1 Invocazioni con int $0x80
Il metodo principale per invocare una system call utilizza l’istruzione assem-
bly int. Il valore passato all’istruzione, il numero 128, rappresenta l’entra-
ta della tabella dei descrittori delle interruzioni, Interrupt Descriptor Table
(IDT), relativa all’entry point del kernel che e` inizializzato in fase di cari-
camento. Una volta effettuata l’invocazione da parte di un processo uten-
te, la CPU passa in modalita` supervisore ed esegue le istruzioni a partire
dall’indirizzo system call del system call handler.
3.2.2.2 Invocazioni con sysenter
L’istruzione sysenter, presentata dalla Intel come “Fast System Call”, offre
un modo piu` veloce rispetto al metodo tradizionale per passare dallo stato
utente a quello supervisore. Essa utilizza tre registri specifici della CPU che
contengono, rispettivamente, il segmento di codice del kernel, il puntatore allo
stack e l’entry point del kernel. Quando l’istruzione viene eseguita, la CPU
copia i valori nei registi standard e passa in stato supervisore, elaborando la
prima istruzione presente all’entry point del kernel.
3.2.3 Passaggio e controllo dei parametri
Tutte le chiamate hanno in comune un parametro: il syscall number, che
identifica univocamente la chiamata considerata. Questo parametro viene
trasmesso attraverso il registro eax ed e` scritto dalla wrapper routine di
livello utente prima che la int o la sysenter siano invocate.
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Nr Argomento Registro
1 EBX
2 ECX
3 EDX
4 ESI
5 EDI
6 EBP
Tabella 3.1: Registri usati per passare parametri ad una system call
I parametri delle chiamate non possono essere trasmessi tramite uno stack,
come nel caso generale, perche´ ne´ lo stack utente ne´ quello kernel possono
essere utilizzati. La soluzione adottata e` la stessa che si usa per passare il
system call number, copiando i parametri nei registri della CPU prima di
eseguire la chiamata di sistema. I valori vengono copiati dai registri allo
stack del kernel prima che venga invocata la service routine corrispondente
alla chiamata generata.
Il passaggio dei parametri via registri pone due vincoli:
• la lunghezza dei parametri non deve superare la capacita` dei registri
(32 bit);
• il numero dei parametri non puo` essere superiore a sei, a causa del
numero di registri limitato dei processori x86.
La prima condizione e` sempre soddisfatta dallo standard POSIX, che pre-
vede che le strutture superiori ai 32 bit vengano passate per riferimento. Puo`
capitare, invece, che una chiamata di sistema richieda piu` di sei parametri.
In questo caso, la soluzione adottata memorizza in un singolo registro un
puntatore ad un’area di memoria che contiene tutti gli altri valori. Prima
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di eseguire una chiamata di sistema, il kernel deve controllare i parametri
trasmessi. Questi controlli permettono di prevenire errori e di verificare i
permessi di accesso, impedendo ad un processo di leggere o scrivere in aree
di memoria riservate. Esiste un insieme di controlli comuni a tutte le invo-
cazioni, ad esempio quello sugli indirizzi passati come parametro. Quando
un processo invoca una chiamata di sistema trasmettendo come parametro
un indirizzo, il kernel deve controllare che esso appartenga allo spazio di
indirizzamento del processo invocante. Questo tipo di controllo puo` essere
implementato in due modi:
1. verificare che l’indirizzo lineare appartenga al processo e che il processo
possieda gli appropriati diritti sulla regione di memoria che lo include;
2. sapendo che la memoria viene mappata a partire dall’indirizzo PAGE
OFFSET in modo decrescente, controllare solamente che l’indirizzo li-
neare sia minore di PAGE OFFSET, cioe` che non appartenga al range di
indirizzi riservati al kernel.
Le prime versioni del kernel utilizzavano il primo tipo di controllo che, pero`,
risulta molto oneroso, poiche´ deve essere eseguito per ogni indirizzo trasmesso
ad ogni chiamata di sistema invocata. Il secondo tipo di controllo e` molto piu`
efficiente perche´ non richiede alcuna scansione di descrittori della memoria
del processo. Ovviamente, il controllo e` meno accurato del primo, ma e`
sufficiente a garantire la sicurezza del sistema, dato che gli altri controlli il
kernel li implementa in altri momenti.
3.3 Tracciamento delle invocazioni
In informatica, il tracciamento, o tracing, rappresenta un caso particolare
della registrazione, o logging, di informazioni riguardanti l’esecuzione di ap-
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plicazioni. Con il verbo log in inglese si intende “registrare su un giornale”,
quindi le operazioni di logging in informatica rappresentano la registrazione
delle azioni eseguite da un’applicazione. Queste operazioni possono esse-
re automatizzate e sono atte a fornire un insieme di dati significativi sulle
attivita` del sistema o di uno specifico processo. Generalmente, queste in-
formazioni vengono utilizzate dai programmatori per individuare eventuali
errori durante il debug di applicazioni. In alcuni casi, a seconda del livello di
astrazione, queste informazioni possono essere utilizzate dagli amministratori
per la diagnostica di un sistema.
L’event-logging (vedi tab. 3.2) di un’applicazione e` tipicamente imple-
mentato per soddisfare un requisito funzionale dell’applicazione stessa, men-
tre il tracciamento e` un’operazione che viene eseguita per ottenere quelle
informazioni che non possono essere dedotte in altro modo. La difficolta` di
distinguere i due casi nasce anche dal fatto che entrambi utilizzano le stes-
se tecnologie e molti dei criteri che dovrebbero caratterizzare i due metodi
hanno forti intersezioni.
La tecnica del logging delle system call e` un metodo molto diffuso nei
sistemi di rilevazione delle intrusioni (IDS), anche se non ha sempre risultati
completamente affidabili [33]. Infatti, poiche´ le operazioni di logging vengono
eseguite dall’applicazione stessa o dal sistema, se almeno uno dei due e` com-
promesso da un attacco, le operazioni possono essere facilmente manomesse
dall’attaccante. Il tracciamento, invece, non soffre di questa vulnerabilita`,
poiche´ le operazioni di raccolta di informazioni relative alle invocazioni sono
eseguite da un processo esterno. Quindi, in caso di anomalie nel comporta-
mento del processo tracciato, siamo in grado di rilevare e, in certi casi, di
prevenire la compromissione dello stesso.
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Event logging Tracing
Utile a amministratori di sistema Utile a sviluppatori SW
Raccoglie informazioni di “alto livello” (es.
errori su file)
Raccoglie informazioni di “basso livello”
(es. eccezioni)
Ridondanza non e` utile Ridondanza utile a basso livello
Usa formattazione standard dell’output Poche limitazioni sul formato dell’output
I messaggi di log sono sempre localizzati Non ci sono restrizioni sui log
Aggiunta di messaggi senza restrizioni Aggiunta di messaggi deve essere immedia-
ta
Tabella 3.2: Distinzioni tra logging e tracing.
Per identificare tutte le anomalie e` importante che il tracciamento delle in-
vocazioni comprenda anche i parametri delle chiamate, come dimostrato dai
mimicry attack.
Il tracciamento di programmi fornisce agli sviluppatori informazioni utili
per il debugging e che possono essere usate sia in fase di svilluppo software
che, successivamente, al rilascio di un’applicazione. Non sono presenti con-
cetti di classi o codici di eventi poiche´ una gestione delle informazioni di
tipo event code genererebbe un notevole overhead per l’applicazione traccia-
ta, senza produrre particolari vantaggi, dato che l’output del tracciamento e`
utilizzato dagli sviluppatori stessi. Tracciare un processo puo` risultare par-
ticolarmente utile in quei casi dove le funzionalita` di logging non possono
essere applicate, ad esempio durante il boot di un sistema operativo. Le
prestazioni sono un aspetto importante perche´ il tracciamento, lavorando a
basso livello, genera dei messaggi di output di dimensioni notevoli.
Un vantaggio del tracing nel controllo dell’esecuzione di un programma e`
la sua trasparenza, infatti non richiede modifiche al codice processo tracciato.
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Un controllo trasparente di un processo permette, quindi, di poter raccoglie-
re tutte le informazioni necessarie senza che il processo ne sia a conoscenza.
Questa condizione e` importante perche´ annulla il rischio che, in caso di at-
tacco, i controlli attivi sul processo monitorato siano disabilitati. Inoltre,
tramite la traccia delle invocazioni generate da un processo, siamo in grado
di identificare il comportamento a tempo di esecuzione e di confrontarlo con
i modelli che definiscono il comportamento corretto atteso dal processo.
Le operazioni di tracciamento delle invocazioni sono, quindi, alla base del
framework di controlli dinamici implementato da PsycoTrace.
3.3.1 Tipi di tracciamento
Le operazioni di tracciamento possono essere eseguite in modo trasparente
o non trasparente all’applicazione o al sistema operativo. Nel secondo caso,
l’applicazione o il sistema sono a conoscenza del fatto che le invocazioni del
processo sono controllate. Questo puo` rappresentare uno svantaggio in caso
di attacco, poiche´ l’attaccante e` consapevole dell’operazione di tracciamento
e puo` manometterne l’esecuzione, eludendo cos`ı i controlli.
Nel caso di tracciamento trasparente delle invocazioni, ne´ il processo ne´
il sistema operativo sono a conoscenza dell’operazione di tracing in atto. In
genere, questo metodo risulta piu` sicuro, perche´ riduce la probabilita` che un
attaccante, una volta compromesso un processo, conosca il fatto che questo
e` controllato. La trasparenza fa s`ı che i controlli non siano vulnerabili ad
attacchi diretti al processo, aumentando la robustezza dell’intero sistema di
controllo.
I sistemi Unix/Linux offrono due soluzioni principali per implementare
strumenti di tracing:
a. mediante l’interfaccia del kernel ptrace;
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b. mediante uno specifico modulo del kernel.
La prima soluzione e` preferibile nel caso generale, poiche´ tramite la ptrace
il kernel Linux fornisce un meccanismo semplice da utilizzare. La limitazione
principale riguarda le prestazioni, che risentono del maggior overhead che
questa interfaccia genera per le commutazioni di contesto dipendenti da ogni
invocazione intercettata. Inoltre, sfruttando la ptrace, il tracciamento e`
non trasparente, poiche´ la chiamata deve necessariamente impostare alcuni
parametri del sistema operativo visibili esternamente. Quindi, la semplicita`
dell’implementazione ha come controparte l’aumento della vulnerabilita` dello
strumento. Alcuni semplici strumenti di controllo, come strace e ltrace,
sfruttano questa interfaccia.
Per ovviare alla perdita di prestazioni dovuta all’uso della ptrace, e` pos-
sibile delegare al kernel il controllo delle invocazioni. Il modo piu` immediato
per spostare questi controlli nel kernel del sistema e` tramite un modulo che
implementi queste operazioni. Questa soluzione offre prestazioni migliori ma,
per contro, e` di difficile implementazione, perche´ richiede la modifica del si-
stema operativo. Un vantaggio offerto e` la possibilita` di tracciare un processo
in modo completamente trasparente. Infatti, il kernel-based tracing non ne-
cessita modifiche a particolari strutture del sistema visibili esternamente, ma
richiede che il kernel faccia parte del Trusted Computing Base del sistema di
sicurezza e che, quindi, sia un componente affidabile.
Di seguito, vengono presentate nel dettaglio le due tecniche presenta-
te, descrivendo una possibile implementazione ed i vantaggi e gli svantaggi
dell’adozione di queste soluzioni.
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3.3.2 Kernel-based tracing
Un metodo per poter tracciare le invocazioni di un processo e` tramite la de-
finizione di un modulo del kernel che si interpone tra la chiamata ed il codice
del sistema operativo. Le prestazioni di questo metodo sono migliori rispetto
a quelle offerte dalla ptrace perche´, a livello kernel, e` possibile accedere a
tutte le strutture del sistema e a tutti gli spazi di indirizzamento di tutti i
processi in esecuzione. Le prestazioni possono essere ulteriormente miglio-
rate perche´ questa tecnica permette di selezionare solamente le chiamate di
sistema di interesse. L’interfaccia ptrace, invece, traccia ogni invocazione
generata.
Questo metodo richiede la modifica del sistema operativo, caratteristica
per molti aspetti problematica a causa dell’ambiente di esecuzione ridotto che
offre il kernel. Di conseguenza, molti costrutti e funzioni validi per il livello
utente non possono essere utilizzati dal kernel. Inoltre, puo` essere complesso
accedere a strutture del livello utente, per la mancanza di informazioni per
la decodifica di queste strutture all’interno del kernel.
Complessivamente, questa soluzione e` risultata la piu` soddisfacente per
l’architettura di PsycoTrace, a causa della maggiore flessibilita` e delle migliori
prestazioni, nonostante le maggiori difficolta` implementative.
3.3.3 Tracciamento con ptrace
La tecnica principale per tracciare le chiamate di sistema prevede di collo-
carsi tra l’invocazione ed il codice della system call, per poter intercettare
la chiamata ed i suoi parametri [26]. Il supporto che il kernel Linux offre
per il tracing e` dato dalla ptrace, una invocazione di sistema che permette
ad un processo sia di monitorare l’esecuzione di un altro che di modificarne
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l’immagine di memoria [43]. Il processo tracciato continua la sua esecuzione
fino all’invio di un segnale. A questo punto, il processo si blocca ed informa
il tracciante, che decide come gestire l’esecuzione del tracciato.
Il processo tracciato puo` entrare in stato di “stop” anche in risposta
ad eventi predefiniti durante la sua esecuzione, purche´ il tracciante abbia
settato dei flag di eventi nel contesto del processo. Il processo controllore, che
effettua il tracing, puo` decidere se terminare il processo tracciato impostando
direttamente il valore dell’exit code.
ptrace e` un meccanismo integrato nel kernel e questo lo rende fortemen-
te dipendente dall’architettura, a scapito della portabilita`. Questi aspetti
ne possono limitare l’impiego perche´, alla forte dipendenza della chiamata
dall’architettura del sistema, corrisponde la necessita` di avere un numero di
implementazioni diverse. A sua volta cio` implica che il comportamento della
ptrace non sia totalmente indipendente dal sistema e che, quindi, essa non
venga mai perfettamente documentata ed integrata. Inoltre, tracciare un
processo con la ptrace richiede al processo controllore di divenire “padre”
del processo monitorato. Questa limitazione e` significativa se si vuole svilup-
pare un’applicazione che permetta di tracciare un processo gia` in esecuzione,
a causa del degrado delle prestazioni che l’operazione provoca.
3.3.3.1 ptrace: Funzionamento e dettagli implementativi
Il prototipo della chiamata e`:
#include <sys/ptrace.h>
long int ptrace(enum __ptrace_request request, pid_t pid,
void * addr, void * data)
Il significato dei parametri e`:
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• il valore di request decide il comportamento della chiamata;
• pid rappresenta il process ID del processo da monitorare;
• addr rappresenta l’offset nello spazio utente del processo tracciato dove
vengono scritti i dati puntati dal parametro data.
Con l’istruzione int $0x80 si entra in modalita` kernel e si invoca la 128-
esima entrata del vettore IDT. Questa viene inizializzata all’entry point del
kernel, definito nel file entry.S. L’istruzione testb $0x02, tsk ptrace-
(%ebx) permette di controllare se ptrace e` gia` attivato. In caso positivo,
viene invocata la funzione tracesys, altrimenti l’esecuzione prosegue al codice
della chiamata invocata. E` in questo punto che il kernel controlla l’interfaccia
di supporto al tracciamento dei processi.
3.3.3.2 Parametri principali
La prima operazione eseguita dalla ptrace sospende l’esecuzione del proces-
so tracciato, per permettere di impostare alcuni parametri. Dualmente, la
riattivazione del processo e` l’ultima operazione della chiamata prima di ter-
minare. Il comportamento tra queste due operazioni dipende principalmente
dal valore del parametro request. I principali valori che esso puo` assumere
sono:
• PTRACE TRACEME: questo valore viene utilizzato quando un processo
viene tracciato dal padre. Ogni segnale, escluso SIGKILL, inviato dal
processo padre provoca la sospensione del figlio;
• PTRACE ATTACH: questo valore trasforma il processo invocante nel “pa-
dre” del processo con ID uguale a pid. Si controlla la validita` del
pid richiesto e, in caso di successo, si setta il flag di tracciamento e si
aggiornano i campi del processo tracciato.
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• PTRACE DETACH: questo valore permette di interrompere il tracciamen-
to di un processo, annullando tutti gli effetti provocati dalla ptrace
descritti precedentemente;
• PTRACE PEEKTEXT, PTRACE PEEKDATA, PTRACE PEEKUSER: questi valo-
ri permettono di leggere dalla memoria del processo tracciato o dallo
spazio utente.
Una invocazione di ptrace eseguita con successo ritorna zero. In caso di
errori durante l’esecuzione, ritorna invece −1 e setta il codice di errore nella
variabile errno. I possibili codici di errore sono:
• EPERM: il processo richiesto non si puo` tracciare.
• ESRCH: il processo richiesto non esiste o e` gia` tracciato.
• EIO: la richiesta effettuata non e` valida, oppure e` stata fatta una
read/write su un’area di memoria non valida.
• EFAULT: sono state fatte read/write in aree di memoria che non sono
state mappate.
3.3.4 Esempi di strumenti di tracing: strace e ltrace
Per completare la discussione dei problemi posti dal tracciamento, presentia-
mo due strumenti comunemente utilizzati per raccogliere informazioni sul-
l’esecuzione di un processo o di un’applicazione e che sfruttano la chiamata
ptrace. Di seguito, verranno descritte le loro principali funzionalita` e opzio-
ni.
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strace e` uno strumento di debugging per Linux, usato per monitorare
le chiamate di sistema invocate e i segnali ricevuti da un processo. Lo stru-
mento sfrutta l’interfaccia ptrace per interagire con il kernel per fermare
un processo ogni volta che questo invoca o termina una chiamata di siste-
ma. Sostanzialmente strace e` pensato per l’investigazione di problemi che
riguardano l’interazione con il sistema operativo. Cio` non implica necessa-
riamente che il problema sia interno al sistema stesso, ma che esso ne sia
in qualche modo coinvolto. Un tipico esempio e` quello di un processo che
fallisce perche´ non puo` allocare memoria. In un caso del genere, la traccia
delle chiamate di sistema invocate dal processo puo` permettere di risalire alla
causa del problema. La strace notifica ogni volta che il processo traccia-
to inizia o termina una chiamata di sistema. E` possibile specificare diverse
opzioni per diversi tipi di investigazione, come:
• tracciare un processo e tutti i figli che genera;
• associare un timestamp ad ogni riga di output, utile per individuare le
cause di degrado delle prestazioni;
• tracciare processi gia` in esecuzione, tramite il pid del processo che vo-
gliamo tracciare.
Il funzionamento di ltrace e` analogo a quello della strace, ma esso e`
usato principalmente per tracciare invocazioni a funzioni di libreria invece che
a chiamate di sistema. ltrace sfrutta la ptrace per inserire dei breakpoint
all’invocazione ed all’uscita di ogni chiamata. E` uno strumento molto utile,
ma, cos`ı come strace, ha problemi di prestazioni.
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Il concetto di virtualizzazione risale agli anni 60, quando per la prima volta
venne introdotta la nozione di macchina virtuale come interfaccia software
per un insieme di funzioni implementate da una macchina fisica. L’appli-
cazione di questo concetto alle risorse, ha portato ai sistemi time sharing,
dove veniva utilizzato per gestire la condivisione di risorse hardware tra i
vari processi in esecuzione per quanti di tempo. Le prime implementazioni
della virtualizzazione riguardavano solamente le risorse di un sistema, intese
come componenti hardware, quali dischi e periferiche.
Questo concetto e` stato ripreso e sviluppato alla fine degli anni 90 e ha
riguardato in massima parte la virtualizzazione legata ai server [41]. Grazie
alla continua diffusione della virtualizzazione, attualmente la tecnologia e`
applicata anche ad aspetti piu` diversi dell’informatica ed esistono sempre
piu` applicazioni e sistemi che supportano questa tecnica, come, ad esempio
la Java Virtual Machine. Una possibile definizione di virtualizzazione, molto
generale, e` la seguente [51]:
Un framework, una metodologia, per condividere le risorse anche
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Figura 4.1: Architettura virtualizzata.
hardware di un computer tra piu` istanze di esecuzione, applicando
concetti o tecnologie come partizionamento hardware o software,
time sharing, emulazione, quality of service. Ognuna di queste
istanze verra` indicata nel seguito come macchina virtuale (VM).
Concettualmente, la virtualizzazione e` molto simile all’emulazione, ma
mentre l’emulazione ha come obiettivo la definizione di una interfaccia diversa
da quella originale, la virtualizzazione e` adottata quando interessa eseguire
concorrentemente due o piu` istanze di uno stesso sistema non necessariamente
diverso da quello originale.
Nei moderni sistemi operativi, la virtualizzazione ha molteplici campi di
applicazione. Memoria e CPU vengono infatti virtualizzati e condivisi tra
le applicazioni per fare s`ı che le risorse a disposizione vengano sfruttate al
meglio, dando inoltre ad ogni sistema l’illusione di essere l’unico in esecuzione.
Anche le risorse hardware vengono spesso virtualizzate dal sistema ope-
rativo. Ad esempio, le interfacce di rete vengono gestite in modo da permet-
terne l’accesso a piu` programmi in modo concorrente, cos`ı come i dispositivi
di input e video.
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Questi sono solo alcuni semplici esempi di forme di virtualizzazione uti-
lizzate comunemente nei sistemi odierni, che mostrano l’utilita` di questa
tecnologia anche in contesti molto generali.
4.1 Virtual Machine Monitor
Il Virtual Machine Monitor (VMM) e` un livello software intermedio che per-
mette di eseguire concorrentemente piu` sistemi operativi sulla stessa macchi-
na fisica in modo indipendente ed isolato. Questo software di virtualizzazione,
detto anche Hypervisor, ha il compito di creare, gestire e controllare le VM.
Si possono individuare due tipi principali di VMM (fig. 4.2):
a. Unhosted VMM (Type-I VMM ): il software di virtualizzazione si in-
terpone tra il livello hardware/firmware della macchina ed il sistema
operativo. Xen e` un esempio di questa tecnologia;
b. Hosted VMM (Type-II VMM ): il software di virtualizzazione e` a sua
volta un processo all’interno del sistema operativo. Il VMM si interpone
tra il sistema operativo e le applicazioni che esso esegue. User Mode
Linux (UML) [14] e` un esempio di questa tecnologia.
Il VMM e` in grado di gestire lo stato di ogni sistema operativo in esecuzio-
ne nelle VM, in modo simile a come un sistema operativo tradizionale tiene
traccia dello stato dei processi. Infatti, il VMM puo` creare piu` macchine
virtuali su una singola macchina reale e permette di eseguire i programmi
scritti per la macchina fisica, poiche´ esporta la stessa interfaccia definita dal
livello hardware sottostante. Quindi, un componente software eseguito su
una macchina virtuale si comporta come se fosse eseguito direttamente sul-
l’architettura fisica e ne avesse pieno controllo. Per gli Unhosted VMM, la
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Figura 4.2: Tipi di VMM: Hosted VMM (a); Unhosted VMM (b).
performance effettiva di un sistema guest e` molto vicina a quella originale,
cioe` a quella che si puo` ottenere senza utilizzare il software di virtualizzazio-
ne. L’interfaccia virtuale e` identica, o molto simile, a quella reale e questo
permette di ridurre l’overhead dovuto al trasferimento delle richieste tra le
due interfacce. Il VMM interviene solamente quando necessario per mantene-
re il controllo della macchina virtuale, ad esempio per garantire l’isolamento
tramite la gestione degli spazi di indirizzamento del guest e dei processi in
esecuzione. Negli altri casi, la VM utilizza le risorse in modo diretto poiche´
le istruzioni non privilegiate possono essere eseguite direttamente sulla mac-
china reale. Inoltre, la dimensione ridotta, in termini di numero di istruzioni,
di un VMM rispetto ad un sistema operativo, rende il VMM stesso piu` effi-
ciente nell’esecuzione delle operazioni e permette di verificarne formalmente
la correttezza.
4.2 Virtualizzazione CPU
Virtualizzare la CPU e`, sotto alcuni punti di vista, molto semplice. Un
processo viene eseguito con accesso esclusivo per un determinato periodo
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di tempo e quindi viene interrotto. La CPU salva il proprio stato interno
ed inizia l’esecuzione di un nuovo processo. Dopo un uguale intervallo di
tempo, queste azioni sono ripetute. La durata dell’intervallo e` nota e fissata
dal sistema operativo.
E` chiaro che una CPU virtuale e quella fisica non sono identiche. Ad
esempio, quando un sistema operativo e` in esecuzione la CPU viene usata a
livello privilegiato (privileged mode). Questo permette l’esecuzione di ope-
razioni che comunemente non sono permesse, come l’accesso alla memoria
mediante indirizzi fisici.
Per poter virtualizzare completamente la CPU, si partizionano le istru-
zioni del linguaggio macchina in quattro insiemi [37]:
1. Privileged : comprende le istruzioni che devono essere eseguite in pri-
vileged mode e che generano un errore in caso di esecuzione in modi
diversi;
2. Control sensitive: comprende le istruzioni che modificano la configura-
zione delle risorse del sistema. Ad esempio, esse permettono di aggior-
nare il mapping tra memoria fisica e virtuale, comunicare coi dispositivi,
manipolare i registri di configurazione;
3. Behaviour sensitive: comprende le istruzioni che si comportano in mo-
do diverso in base alla configurazione delle risorse. A questo insieme
appartengono tutte le operazioni di load/store sulla memoria virtuale;
4. Tutte le istruzioni che non appartengono a nessuno degli insiemi pre-
cedenti.
Per poter virtualizzare un’architettura, e` necessario che tutte le istruzioni
critiche siano anche istruzioni che devono venire eseguite in privileged mo-
de. Intuitivamente, questo permette di definire un Virtual Machine Monitor
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(fig. 4.1), che possa intercettare ogni istruzione che modifichi lo stato del-
la macchina ed in grado di eseguire l’istruzione in un modo da rendere il
cambiamento visibile a tutti gli altri processi.
4.3 Virtualizzazione I/O
Il funzionamento di un sistema operativo dipende non solo dalla CPU ma an-
che da altre risorse, come ad esempio, la memoria principale e l’insieme delle
periferiche. La virtualizzazione della memoria e` un’operazione meno comples-
sa perche´ e` sufficiente partizionarla e rimpiazzare ogni istruzione che accede
alla memoria fisica con una che traduca l’indirizzo dell’istruzione precedente.
Le moderne CPU includono una MMU (Memory Management Unit), che
effettua questa traduzione e che, tipicamente, utilizza informazioni generate
e trasmesse dal sistema operativo.
Per quanto riguarda gli altri dispositivi, la gestione e` piu` complessa, spe-
cialmente perche´, al momento della progettazione, spesso un dispositivo non e`
stato costruito tenendo anche conto della virtualizzazione. Non esiste quindi
una maniera ovvia di virtualizzare alcuni dispositivi. Ad esempio, un dispo-
sitivo a blocchi come un hard disk, puo` potenzialmente essere trattato come
la memoria, cioe` diviso in partizioni da allocare a macchine virtuali. Invece,
non e` altrettanto semplice definire una soluzione adeguata per una scheda
grafica. Infatti, le moderne schede grafiche sono molto complesse, forniscono
accelerazione 3D e hanno uno stato interno molto complesso e, generalmente,
non forniscono alcun meccanismo per il salvataggio e il ripristino di questo
stato.
Un altro problema legato alla virtualizzazione dei dispositivi riguarda co-
me essi interagiscono con il sistema. Infatti, i dati vengono spesso trasferiti
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dai dispositivi tramite tecniche particolari, come il DMA (Direct Memory
Access), che associa alla periferica un indirizzo di memoria nel quale leggere
o scrivere direttamente i dati da trasferire. Poiche´ questi dispositivi sono
definiti indipendentemente dal sistema operativo, non utilizzano indirizzi di
memoria virtuale, ma solo indirizzi di memoria fisica. Questa tecnica funzio-
na correttamente perche´ il sistema operativo ha il controllo completo della
piattaforma. In un ambiente virtualizzato, il kernel viene eseguito in uno
spazio di indirizzamento fornito dal supervisore ed i processi utente in spazi
di indirizzamento forniti dal kernel. Permettere che un kernel di un sistema
operativo usi gli indirizzi fisici per gestire le operazioni dei dispositivi e` pero`
un problema critico per la sicurezza, che diventa ancora piu` critico se ne´
il kernel ne´ il driver della periferica sono informati di essere eseguiti in un
contesto di macchine virtuali.
In teoria, il supervisore puo` intercettare le scritture sui dispositivi e tra-
durre gli indirizzi trasmessi via DMA, sostituendoli con altri di un range
corretto. In pratica, una soluzione di questo tipo non e` realizzabile, in primo
luogo, per il degrado di prestazioni che genererebbe ed anche per la difficolta`
di riconoscere quali istruzioni fanno riferimento alla comunicazione via DMA.
Cio` richiede che il supervisore conosca il protocollo che i driver dei dispositivi
utilizzano per scambiare i dati e sappia analizzare la sequenza di istruzioni
e tradurre gli indirizzi. Un comportamento simile provoca pero` la perdita di
ogni vantaggio offerto dalla tecnica del DMA ed e` estremamente complesso
da implementare.
Alcune piattaforme utilizzano una unita` ausiliaria per le operazioni di
input/output, la IOMMU (Input/Output Memory Management Unit) che ha
un compito molto simile a quello della MMU standard, ovvero la traduzione
di indirizzi virtuali in indirizzi fisici. La differenza sta nel soggetto che esegue
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le traduzioni: la MMU traduce gli indirizzi per le applicazioni in esecuzione
sulla CPU, la IOMMU per i dispositivi.
4.4 Tecniche di virtualizzazione
Per quanto riguarda le tecniche di virtualizzazione, faremo riferimento ai
sistemi x86, vista la loro importanza dovuta alla loro maggiore diffusione.
Le soluzioni per virtualizzare un sistema sono direttamente dipendenti
dall’architettura considerata, vi possono essere quindi dei casi relativamente
semplici ed altri piu` complessi per costruire un ambiente virtualizzato. Esi-
stono una serie di soluzioni per la virtualizzazione dei sistemi x86, anche se
essi appartengono alla seconda categoria. Le principali tecniche utilizzate
sono la paravirtualizzazione e la virtualizzazione con supporto hardware.
4.4.1 Paravirtualizzazione
La paravirtualizzazione adotta un approccio alla virtualizzazione di un siste-
ma X che considera il problema “Cosa di piu` vicino a un sistema X si puo`
virtualizzare?”. Quindi, invece di cercare soluzioni per ogni istruzione difficile
da virtualizzare, con la paravirtualizzazione, queste vengono semplicemente
ignorate. Di conseguenza, se un sistema ospite, o guest, esegue un’istru-
zione che non fa parte dell’insieme delle istruzioni controllate dal sistema
paravirtualizzato, sara` il guest stesso a dover gestire questa situazione. Con-
cettualmente, questa soluzione e` vicina all’idea del binary rewriting, dove le
istruzioni privilegiate che un’applicazione richiede vengono identificate e mo-
dificate a runtime in modo che esse facciano riferimento alla versione emulata
dal sistema. L’unica differenza sta nel fatto che, con la paravirtualizzazione,
46
CAPITOLO 4. Virtualizzazione e Xen
le modifiche vengono eseguite a tempo di compilazione o addirittura in fase
di progetto dell’applicazione.
Di conseguenza, per ridurre la complessita` dello sviluppo, l’ambiente che
viene proposto ad un sistema guest non e` esattamente lo stesso del sistema
da virtualizzare, ma e` comunque molto simile.
Dal punto di vista del sistema operativo ospitato, la differenza piu` im-
portante e` che esso viene eseguito nel ring 1 di privilegio invece che nel ring
0 (fig. 4.6). Di conseguenza, il sistema ospitato non puo` eseguire alcune
operazioni privilegiate. Per permettere comunque di eseguire questo tipo di
operazioni, il sistema paravirtualizzato mette a disposizione un insieme di
chiamate, dette hypercall, che corrispondono alle istruzioni richieste.
Nel caso di un’architettura x86, sostanzialmente, una hypercall e` analoga
ad una system call di Linux per il modo in cui essa e` invocata e per il suo fun-
zionamento. La differenza principale sta nell’interrupt number : per le system
call e` 80, per le hypercall e` 82. La Figura 4.3 evidenzia la differenza della
dinamica delle chiamate di sistema in un sistema standard e in uno paravir-
tualizzato. Nel caso paravirtualizzato, il gestore delle interruzioni fa parte
dell’hypervisor e non del sistema operativo. Quindi, quando viene invocata
una int $0x80, l’esecuzione passa all’hypervisor che trasferira` il controllo al
kernel del guest che ha invocato la chiamata. Il livello ulteriore tra la ge-
stione delle invocazioni al sistema provoca una contenuta penalita` in termini
di prestazioni ma, come controparte, permette di eseguire le applicazioni su
un sistema guest senza doverla modificare. Inoltre, Xen offre un meccanismo
per chiamate dirette, anche se cio` richiede che vengano modificate le funzioni
della libc.
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Figura 4.3: Dinamica delle invocazioni di system call in ambiente standard
e paravirtualizzato
4.4.2 Supporto hardware
Le versioni recenti dei processori x86, sia Intel che AMD, offrono una serie
di istruzioni che semplificano l’implementazione della virtualizzazione. AMD
ha introdotto la tecnologia AMD-V, conosciuta anche come Pacifica [1]. In-
tel ha distribuito la propria estensione alla virtualizzazione sotto il nome di
Virtualization Technology (VT o IVT) [47]. L’idea alla base di queste tecno-
logie e` quella di estendere il set di istruzioni corrente, introducendo un livello
di privilegio in un ring inferiore al ring 0 (noto come ring -1 ), per permette-
re al sistema operativo di poter accedere direttamente all’hardware quando
richiesto. Viene aggiunto quindi un ring e, cosa importante, un livello di
privilegio dove l’hypervisor puo` essere eseguito per richiedere operazioni che
precedentemente non era possibile eseguire.
IVT aggiunge un nuovo stato al processore, chiamato VMX. L’hyper-
visor puo` essere eseguito in VMX mode ed essere cos`ı invisibile ai sistemi
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operativi, eseguiti nel ring 0. Quando la CPU e` in VMX mode viene vista
come “normale” dai sistemi operativi guest non modificati. Quindi, tutte
le istruzioni richieste da un sistema guest vengono eseguite e si comportano
“normalmente” finche` l’hypervisor le emula. Inoltre, e` definito un insieme
di istruzioni, eseguibili in VMX root mode, che implementano operazioni per
ottimizzare l’esecuzione di una VM, come allocare pagine di memoria dove
copiare completamente lo stato della CPU, eseguire o fermare una VM.
Rispetto a quanto fornito dalla tecnologia Intel, AMD-V mette a di-
sposizione anche alcune funzioni, legate direttamente all’architettura x86-64
Opteron.
In alcuni casi, ma non sempre, la virtualizzazione hardware e` piu` veloce
rispetto alle soluzioni a software. Se paragonata con la paravirtualizzazione,
la Hardware Virtual Machine (HVM) offre dei compromessi. Da una parte,
permette di eseguire sistemi operativi non modificati come guest, per contro,
questo vantaggio viene pagato in termini di prestazioni. Infatti, un sistema
non modificato non puo` sapere di essere in esecuzione su un sistema virtuale,
quindi non puo` sfruttare gli strumenti che esso fornisce e cio` puo` penalizzare
le prestazioni.
4.5 Vantaggi della virtualizzazione
Il motivo principale che spinge alla virtualizzazione e` lo stesso che ha portato
ai sistemi multitasking: i computer offrono una potenza di calcolo superiore
a quanto richiesto da un singolo processo o applicazione. Da quando i com-
ponenti hardware sono cos`ı potenti da permettere l’esecuzione di piu` appli-
cazioni contemporaneamente, il multitasking ha permesso di poter sfruttare
maggiormente le risorse a disposizione e la potenza di calcolo non utilizzata.
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Figura 4.4: Principali vantaggi della virtualizzazione
I principali vantaggi di un sistema virtualizzato sono [47]:
• consolidamento (Figura 4.4 (a)): si possono installare piu` sistemi
operativi sulla stessa macchina fisica, potendo allocare singoli servizi
su una macchina virtuale piuttosto che su una macchina fisica dedicata;
• risparmio: sfruttando il consolidamento offerto dalla virtualizzazio-
ne e` possibile ridurre il numero di macchine fisiche dedicate a servizi
specifici, riducendo i consumi energetici e lo spazio necessario per le
risorse;
• ottimizzazione delle risorse: e` possibile sfruttare in modo migliore
le risorse hardware a disposizione, sostituendo con macchine virtuali le
macchine fisiche sottoutilizzate;
50
CAPITOLO 4. Virtualizzazione e Xen
• affidabilita` e sicurezza: il malfunzionamento di una macchina virtua-
le non influenza le altre in esecuzione sulla stessa risorsa fisica. Inoltre,
una eventuale intrusione viene confinata sulla macchina stessa;
• cloning e migrazione (Figura 4.4 (b)): e` possibile ottenere una co-
pia identica di una macchina virtuale oppure trasferire una macchina
tra host diversi, riprendendo l’esecuzione dal punto in cui era stata
interrotta;
• isolamento (Figura 4.4 (c)): e` possibile garantire un alto livello di
protezione tra le macchine virtuali.
4.6 Architettura di Xen
Xen e` un hypervisor, o Virtual Machine Monitor (VMM), Open Source,
sviluppato dall’Universita` di Cambridge [15], disponibile per architetture a
32 e 64 bit. E` eseguito direttamente sull’hardware del sistema e permette di
eseguire in parallelo piu` sistemi guest sulla stessa macchina. I sistemi guest
vengono eseguiti in maniera sicura ed efficiente, con performance vicine a
quelle dei sistemi standard.
Xen supporta due modi di virtualizzazione: paravirtualizzazione e virtua-
lizzazione completa. Come gia` visto, la prima richiede di modificare i sistemi
guest per supportare l’interazione con il VMM. La virtualizzazione completa
richiede un supporto hardware per essere sfruttata, ma permette l’esecuzione
di sistemi guest non modificati, con ridotte penalita` in termini di prestazioni.
Xen si colloca tra il livello hardware della macchina e quello del sistema
operativo e fornisce un ambiente virtuale nel quale eseguire un kernel. Ogni
sistema che utilizza Xen comprende tre componenti principali: hypervisor,
kernel e applicazioni utente [12].
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Figura 4.5: Architettura di Xen.
La differenza principale di un kernel eseguito su Xen riguarda il ring di
privilegio sul quale e` in esecuzione. Il nuovo ring dipende dall’architettura:
su sistemi x86, il sistema operativo verra` eseguito nel ring 1, su architetture
x86-64 nel ring 3, insieme alle applicazioni.
Dal punto di vista di un kernel paravirtualizzato, vi sono poche differenze
tra essere eseguito direttamente sull’hardware della macchina ed essere ese-
guito su Xen. La prima sorge durante il boot della CPU: i processori x86 in
fase di boot sono in real mode. Uno dei primi compiti del sistema operativo
e` quello di passare in protected mode, che offre alcuni strumenti per isolare
lo stato della memoria dei processi e permette di eseguire istruzioni assem-
bly. Poiche´ il boot di una macchina e` a carico di Xen, la modifica del modo
di esecuzione deve essere eseguita da Xen stesso e non dal sistema operati-
vo. Questa operazione e` importante per l’isolamento tra Xen e il sistema
operativo ospitato.
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Figura 4.6: Organizzazione dei livelli di privilegio in sistemi standard e
paravirtualizzati.
L’altra importante differenza e` la sostituzione delle chiamate di sistema
con le hypercall.
4.6.1 Hypervisor e Dominio0
Xen esegue i sistemi guest all’interno di domini, che comprendono l’intero
ambiente virtuale. Quando e` attivato, Xen deve inizialmente caricare il kernel
del Dominio0 (dom0). Il dom0 e` il primo sistema guest che viene eseguito
ed e` un sistema privilegiato, mentre gli altri sistemi, denominati Domini U
(domU), dove “U ” sta per unprivileged, non sono privilegiati.
Il Dominio0 e` una delle componenti piu` importanti per Xen perche´ for-
nisce i driver delle periferiche e le interfacce utente per i dispositivi presenti.
Infatti, uno dei suoi compiti principali e` quello di gestire i dispositivi ed es-
so viene eseguito ad un alto livello di privilegio proprio per poter accedere
direttamente all’hardware.
Il Dominio0 e` inoltre responsabile della gestione dei compiti amministra-
tivi dell’intero sistema perche´ Xen crea e la gestisce i nuovi domini uten-
te in risposta a hypercall invocate da dom0. Quindi, dom0 fornisce anche
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un’interfaccia d’uso all’hypervisor, tramite due processi demone:
• xend: fornisce un’interfaccia amministrativa all’hypervisor, permetten-
do agli utenti di definire precise policy.
• xenstored: fornisce un’interfaccia per lo XenStore database.
4.6.1.1 Gestione dei driver dei dispositivi
La gestione dei driver dei dispositivi comprende anche la gestione e l’assegna-
zione della risorsa alle varie VM. Infatti, molti componenti non supportano
nativamente l’accesso concorrente da parte di piu` sistemi operativi ed e` quindi
necessario fornire ad ogni sistema guest il proprio device virtuale.
Per migliorare la portabilita`, Xen offre un’interfaccia semplificata a questi
dispositivi. Per ogni driver sono presenti tre componenti:
1. Split driver : ha il compito di trasmettere dati dal domU al dom0,
usando buffer circolari e memoria condivisa. Questa parte dovrebbe
essere il piu` semplice possibile.
2. Multiplexer : gestisce l’allocazione della risorsa. Puo` essere parte di
Xen.
3. Real driver : e` il driver vero e proprio della periferica. Di solito, e`
implementato nel sistema operativo del dom0 e quindi non fa parte
dell’hypervisor.
4.6.2 Domini utente
Un dominio utente e` un sistema molto piu` limitato del Dominio0 perche´, in
generale, non puo` invocare hypercall o accedere direttamente all’hardware
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della macchina. Tipicamente, un domU implementa le interfacce degli split
drivers dei dispositivi che utilizza, come quelle per dispositivi a blocchi e
per la scheda di rete. Dato che le periferiche in questione sono virtuali e
generiche, e` sufficiente che un domU implementi un driver per ogni diversa
categoria di dispositivi. Questo e` un vantaggio della virtualizzazione, poiche´
permette anche a sistemi per cui pochi driver sono stati implementati, di
essere eseguiti come sistemi guest non privilegiati, sfruttando i driver del
dom0.
Xen supporta l’esecuzione di un solo dom0 e di piu` domini utente non
privilegiati sulla stessa macchina fisica. E` inoltre possibile far migrare un
dominio utente da una macchina fisica ad un’altra in tutti quei casi in cui una
VM non sia strettamente dipendente dall’hardware. Per i casi piu` comuni,
dove le macchine virtuali fanno uso di device che supportano la migrazione
come i dispositivi a blocchi, e` possibile sospendere l’esecuzione, salvando
l’intero stato della VM, e riprenderla dallo stesso punto su un’altra macchina
fisica.
4.6.3 Domini HVM
I piu` recenti chip x86 includono direttamente un supporto per la virtualiz-
zazione. Un guest HVM e` definito per sfruttare questo supporto hardware,
ma non e` possibile eseguire un sistema di questo tipo su un’architettura
precedente a quelle con supporto per la virtualizzazione.
Per virtualizzare un’architettura x86 senza supporto per la virtualizza-
zione, e` necessario che il VMM emuli l’architettura della macchina. Xen
introduce la paravirtualizzazione per far fronte a questo problema.
Le differenze tra un sistema paravirtualizzato ed uno HVM sono numero-
se, a partire dal boot. Nel caso paravirtualizzato si inizia in protected mode,
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con alcune pagine di memoria contenenti informazioni di boot mappate dal-
l’hypervisor. Con HVM, il sistema inizia il boot in real mode e riceve le
informazioni di boot da un BIOS emulato.
Per sfruttare tutti gli strumenti specifici che Xen offre, un sistema guest
HVM deve usare l’istruzione CPUID per accedere sia ai registri specifici della
CPU (virtuale) che alla pagina delle hypercall. In questo modo, puo` invoca-
re una hypercall come se fosse un sistema paravirtualizzato, utilizzando un
preciso offset nella pagina delle hypercall.
4.7 Xen Event Channel
Gli event channel sono dei canali di comunicazione definiti da Xen per offrire
un meccanismo primitivo per lo scambio di messaggi per la notifica asincrona
di eventi. Insieme a buffer circolari e memoria condivisa, permettono di
implementare un metodo di comunicazione efficiente tra gli split drivers dei
dispositivi.
Sono importanti per l’implementazione delle interruzioni relative alle VMs
e per notificare e gestire particolari eventi all’interno di un’architettura vir-
tualizzata.
4.7.1 Eventi ed interruzioni
Gli eventi sono il meccanismo standard per l’invio di notifiche tra hypervisor
e guest o tra sistemi guest. Concettualmente, sono molto simili ai segnali
dei sistemi UNIX e l’informazione che porta un evento e` semplicemente che
“qualcosa e` accaduto”.
Il metodo standard per inviare un segnale e` l’invocazione di una chiamata
all’hypervisor. Come per i segnali, un evento puo` essere notificato durante
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la gestione di un altro, anche se, comunemente, durante la gestione di un
evento si disabilita la ricezione di nuovi eventi.
Diversamente dai segnali UNIX, gli eventi in Xen non vengono mai persi,
anche se la ricezione e` stata temporaneamente disabilitata. Quando si ria-
bilita la ricezione, gli eventi che non sono stati ancora ricevuti non vengono
inviati direttamente, ma e` possibile controllare quali devono essere gestiti
tramite un campo definito nella struttura Virtual CPU (VCPU) di Xen.
Per molti aspetti, gli eventi in Xen sostituiscono le interruzioni hard-
ware. Una interruzione e` una notifica asincrona che qualcosa e` accaduto nel
sottosistema I/O dell’architettura fisica della macchina. Un evento e` una
notifica asincrona che qualcosa e` accaduto in una VM. Ad esempio, quan-
do la scheda di rete riceve un nuovo pacchetto, in un sistema standard essa
solleva un’interruzione mentre, in un sistema virtualizzato, la sua interfaccia
virtuale genera un evento.
4.7.1.1 Gestione delle Trap
Oltre agli eventi, Xen mette a disposizione un meccanismo di basso livel-
lo per la notifica di eventi asincroni, denominato trap. A differenza degli
eventi, che possono essere creati e associati dinamicamente, le trap corri-
spondono direttamente alle interruzioni hardware, quindi sono organizzate
staticamente.
Il meccanismo per inviare una trap e` piu` semplice di quello degli eventi.
Quando un sistema guest viene eseguito su una particolare CPU, l’hypervisor
installa una Interrupt Descriptor Table (IDT) a nome del dominio guest. In
questo modo, la gestione delle interruzioni non coinvolge l’hypervisor per
tutte quelle interruzioni gestite dal guest.
Poiche´ le trap di Xen corrispondono direttamente alle interruzioni hard-
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ware, si puo` riutilizzare lo stesso codice per la loro gestione. L’unica diffe-
renza e` rappresentata dal metodo di accesso ai registri. Infatti, nel caso di
macchine virtuali, non sono utilizzati i reali del processore ma quelli definiti
dalla struttura che gestisce la VCPU (Virtual CPU ).
4.7.2 Tipi di eventi
Gli eventi si dividono in quattro principali categorie:
1. Interdomain events : sono utilizzati principalmente per gestire i dispo-
sitivi paravirtualizzati (paravirtual IRQs). I dispositivi usano questo
tipo di interruzioni per informare un dominio dei dati in attesa. Questi
canali sono bidirezionali.
2. Physical IRQ : mappano IRQ reali ad event channels. Gli eventi ven-
gono accodati anche quando il dominio non e` schedulato e vengono re-
capitati quando torna in esecuzione. Vengono utilizzati principalmente
per la comunicazione con dispositivi hardware.
3. Virtual IRQ : sono simili ai physical, ma sono associati a device vir-
tuali, che sono trattati come quelli reali e quindi hanno generalmente
associato un determinato IRQ.
4. Intradomain events : servono per gestire casi particolari di interdomain
events dove mittente e destinatario appartengono allo stesso dominio.
Sono l’equivalente delle Inter-Processor Interrupts (IPI) di un sistema
fisico.
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4.7.3 Operazioni sui canali
Per poter richiedere un evento, e` sufficiente allocare un event channel ad una
“sorgente” di eventi (event source), come un IRQ, reale o virtuale, oppure
un event channel di un dominio. Questa allocazione puo` essere decomposta
in due fasi:
a. associare il canale ad un event source;
b. configurare un gestore per l’evento.
Il primo passo, semplicemente, associa il canale per ricevere eventi. Il se-
condo passo avviene completamente nel guest e non coinvolge l’hypervisor.
Ogni evento viene trasmesso ad un gestore nel kernel del guest, che e` re-
sponsabile dell’allocazione nella corretta posizione. Prima di inizializzare un
event channel per ricevere eventi, e` necessario interagire con il gestore per
comunicare la modalita` di gestione dei nuovi eventi.
Una volta creato un canale, l’utilizzo piu` comune e` per segnalare l’ar-
rivo di nuovi eventi. Questa operazione e` semplice: poiche´ i canali sono
connection-oriented, l’unica informazione necessaria e` il numero di porta re-
lativo al canale. L’altra operazione possibile e` la chiusura di un canale allo-
cato, operazione che elimina il canale stesso e non permette l’ulteriore invio
di eventi sullo stesso ma che libera e rende riutilizzabile il numero di porta.
4.8 XenStore
XenStore e` uno strumento di memorizzazione condiviso tra sistemi guest
in Xen. E` organizzato in maniera gerarchica e viene gestito dal dom0 e vi
si accede tramite l’uso di memoria condivisa e di event channels. E` uno
strumento molto importante per l’ambiente di Xen, poiche´ molte funzioni
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lo usano per comunicazioni e scambio di dati. L’indirizzo della pagina di
memoria condivisa usata da XenStore per comunicare viene scritto in una
struttura condivisa in Xen (shared info page). Un guest mappa questa pa-
gina nel proprio spazio di indirizzamento e comunica con lo storage tramite
buffer circolari, ring buffer, nella pagina condivisa.
XenStore fornisce alle applicazioni di livello utente un’interfaccia ben de-
finita per le comunicazioni, in modo da ridurre la dipendenza dello strumento
dal sistema operativo guest.
4.8.1 L’interfaccia di XenStore
L’hypervisor non e` a conoscenza dell’esistenza di XenStore, poiche´ questo
viene gestito da un processo demone in esecuzione sul dom0 con cui si puo`
interagire come con un qualsiasi dispositivo.
L’interfaccia fornita da XenStore comprende due ring buffers. Le richie-
ste di lettura o di aggiornamento di particolari valori vengono inviate tramite
uno dei due ring. L’altro viene usato per ricevere sia le risposte che le noti-
fiche asincrone di aggiornamenti dello storage. Il primo ring viene usato in
scrittura dai domU e in lettura dal dom0. Il secondo e` usato in modo duale:
in lettura dai domU e in scrittura dal dom0.
XenStore e` strutturato in directory ed ognuna puo` contenere o altre sot-
todirectory oppure chiavi (key). Ad ogni chiave e` associato un valore. Anche
se la struttura e` simile a quella di un file system, esso e` usato in modo diffe-
rente, perche´ non e` stato pensato per la memorizzazione o per lo scambio di
grandi quantita` di dati. Infatti, esso e` sostanzialmente utilizzato per scam-
biare piccole informazioni tra domini, quali la locazione di un device virtuale
o il numero di porta di un event channel tra guest.
XenStore e` anche utilizzato per fornire informazioni sui domini in esecu-
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zione, infatti, tramite strumenti di amministrazione, vi si possono recupe-
rare informazioni sullo stato del sistema e sui guest in esecuzione utili per
l’amministratore di sistema.
A differenza dei file system tradizionali, XenStore permette l’uso di tran-
sazioni. E` possibile raggruppare le richieste in transazioni, con la garan-
zia che esse saranno eseguite atomicamente. Questo garantisce una visione
consistente dell’intero sistema di storage.
4.8.2 XenStore Device
La pagina di memoria usata da XenStore per le comunicazioni viene mappata
nello spazio di indirizzamento di un guest in fase di creazione del dominio. Il
guest accede all’indirizzo di questa pagina, necessario per le comunicazioni,
tramite Xen, il quale, nella struttura condivisa shared info page, fornisce
il machine frame number della pagina. Per tradurre questo numero in un
indirizzo, un guest moltiplica il numero per la dimensione di una singola
pagina, tipicamente 4K. Calcolato l’indirizzo, esso viene utilizzato come
puntatore ad una struttura, xenstore domain interface, che permette di
comunicare con il sistema di storage.
Le richieste inviate sono, concettualmente, simili a pacchetti di rete. In-
fatti, per inviare un messaggio si usa la struttura xsd sockmsg, che definisce
un header contenente quattro campi principali:
- il tipo di pacchetto
- un identificatore unico del messaggio
- un identificatore di transazione di cui fa parte il messaggio
- la lunghezza del corpo del messaggio
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Dopo l’header, segue il corpo del messaggio che, generalmente, e` una stringa.
Se il messaggio contiene piu` stringhe, esse sono separate dal carattere NULL.
Se una richiesta di lettura e` andata a buon fine, il corpo del messaggio
conterra` il valore associato alla chiave richiesta. Una richiesta di scrittura
viene gestita in modo simile ma il corpo del messaggio conterra` due strin-
ge, separate da NULL, che rappresentano la coppia chiave-valore modificata
dall’operazione.
4.8.3 Accesso a XenStore
Xen comprende una serie di strumenti da linea di comando per accede-
re a XenStore e che si possono usare dal dom0. Tutti hanno il prefisso
xenstore-*, seguito dalla parola chiave che specifica un’operazione. Ad
esempio, xenstore-ls permette di ottenere la lista completa delle chiavi
contenute in XenStore.
La gerarchia di directory ha tre elementi principali:
a. tool : e` usata dagli strumenti di XenStore per salvare informazioni ed
offre agli strumenti un meccanismo di comunicazione isolato dal file
system del dom0;
b. vm: contiene un’entrata per ogni VM in esecuzione, ognuna delle quali
viene identificata con un unico ID globale. Questo percorso generalmen-
te e` statico. Molte delle informazioni presenti in /vm vengono replicate
anche in /local/domain, dove le VM in esecuzione sono indicizzate dal
numero di dominio;
c. local : e` simile concettualmente alla gerarchia /proc dei sistemi UNIX.
La directory rappresenta un file system virtuale, che contiene una
sottodirectory per ogni processo in esecuzione nel sistema.
62
CAPITOLO 5
ARCHITETTURA DI PSYCOTRACE
Questo capitolo presenta l’architettura generale di PsycoTrace e ne descrive
le componenti principali, che sono anche quelle implementate nel prototipo.
Inizialmente il capitolo descrive l’applicazione dei concetti presentati nei
capitoli precedenti, come il tracciamento e la virtualizzazione, alla definizione
dell’architettura di PsycoTrace. In seguito, si considera come gli strumenti
descritti sono stati utilizzati, esaminando anche i vari problemi implementa-
tivi affrontati.
5.1 Strumenti
PsycoTrace e` uno strumento realizzato per rilevare gli attacchi contro un pro-
cesso che alterano il normale flusso d’esecuzione definito dal codice sorgente.
Da un punto di vista formale, lo strumento definisce il comportamento
normale di un processo P, ovvero la sua “identita`”, considerando i seguenti
aspetti:
a. L’ordine di invocazione delle chiamate di sistema.
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b. Il valore dei parametri delle chiamate e delle altre variabili del pro-
gramma.
La metodologia alla base dello sviluppo di PsycoTrace assume che sia pos-
sibile identificare ogni tipo di attacco di redirezione del esecuzione flusso di
esecuzione osservando l’ordine delle chiamate di sistema generate da un pro-
cesso a tempo di esecuzione. Questa ipotesi sfrutta il fatto che le system
call sono il mezzo principale per eseguire operazioni privilegiate e che ta-
li operazioni sono fondamentali per modificare lo stato di sicurezza di un
sistema.
Poiche´ e` stato dimostrato che e` possibile portare attacchi ad un processo
mantenendo inalterata la sequenza di invocazioni al sistema operativo [46]
e cambiando i soli valori trasmessi all’invocazione, occorre integrare questa
metodologia con controlli di consistenza sul valore delle variabili del processo.
Ad esempio, e` possibile imitare la sequenza di chiamate di sistema definita
nel codice sorgente di un programma e modificare i valori dei parametri delle
system call per effettuare operazioni privilegiate non previste [49]. In questo
caso, un attacco puo` alterare i parametri di chiamate di sistema legali, come
write o seteuid, in modo da scrivere valori non corretti su un file o su uno
stream o cambiando arbitrariamente l’ID reale del processo in esecuzione.
PsycoTrace implementa un’efficace contromisura per questo tipo di at-
tacchi, applicando dei controlli di consistenza sulle variabili del programma
monitorato e quindi anche sui valori dei parametri delle chiamate di sistema.
Dunque, PsycoTrace integra strumenti statici e dinamici :
• Gli strumenti statici analizzano il codice sorgente del programma da
monitorare e restituiscono:
– Una context-free grammar, CFG(P), che descrive le sequenze le-
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gali delle system call che il processo P puo` generare. La scelta
di una grammatica di questo tipo permette di descrivere in mo-
do fedele le possibili sequenze di chiamate di sistema definite in
un programma, individuando un maggior numero di inconsistenze
rispetto, ad esempio, a grammatiche regolari.
– Un set di invarianti Inv(P) = { I (P,1) , ... , I (P,n) } dove ogni
coppia I (P,i) rappresenta un’invariante per il processo P che de-
ve valere se e quando P raggiunge il punto d’esecuzione i. Ad
esempio, I (P,i) definisce un vincolo sul valore dei parametri delle
system call o su altre variabili del programma, quando l’esecuzione
di P raggiunge il punto i.
• Gli strumenti dinamici permettono di intercettare le chiamate di si-
stema generate da un processo, verificano che la sequenza intercetta-
ta sia coerente con la grammatica e valutano gli invarianti mediante
introspezione.
La tecnologia di virtualizzazione permette di definire una implementazio-
ne che utilizzata due Macchine Virtuali :
• VM Monitorata (Monitored Virtual Machine, Mon-VM ): VM che segue
il Monitored Process (P) e ne conserva e gestisce lo stato.
• VM Introspezione (Introspection Virtual Machine, I-VM ): VM che mo-
nitora l’esecuzione del processo ed accede, tramite introspezione, allo
stato di P.
L’adozione di due VM permette di incrementare notevolmente la robustezza
di PsycoTrace implementando tutti i controlli su una VM separata da quella
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monitorata. In questo modo, e` possibile ottenere un elevato grado di isola-
mento fra il Monitored Process e l’Analyst Process, senza ricorrere a soluzioni
di separazione hardware.
La virtualizzazione, tramite il Virtual Machine Monitor (VMM ), permet-
te di implementare l’introspezione a livello software definendo una soluzione
flessibile e potente rispetto all’uso di appositi componenti hardware.
La I-VM e` una Virtual Machine “privilegiata” che sfrutta la tecnologia di
virtualizzazione per accedere ai componenti della Mon-VM, quali la memoria
fisica o il contesto della CPU virtuale, per valutare gli invarianti sullo stato
corrente del processo. L’eventuale compromissione della Mon-VM non ha
impatti sull’I-VM, che ha comunque il pieno controllo della Mon-VM ed e` in
grado di sospenderla, distruggerla o riavviarla.
Durante l’esecuzione di P, la Mon-VM trasferisce il controllo alla I-VM
ogni volta che P invoca una system call. A questo punto, la I-VM applica
due tipi di controlli previsti dall’approccio adottato:
1. Verifica che l’ordine delle chiamate di sistema eseguite da P sia coerente
con la CFG(P).
2. Se P ha raggiunto il punto d’esecuzione i, valuta l’invariante I (P,i)
accedendo alla memoria e/o ad altre componenti della Mon-VM.
Oltre a quelle gia` citate, sono necessarie altre assunzioni per applicare cor-
rettamente quest’approccio:
• Il codice sorgente eseguito da P deve essere noto.
• Il VMM e la libreria d’introspezione devono poter essere considerati
componenti trusted che estendono il Trusted Computing Base (TCB).
Nel nostro caso, il VMM ha completa visibilita` della Mon-VM poiche´
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puo` accedere a tutti i suoi componenti ed e` particolarmente robusto,
poiche´ mette a disposizione ai livelli superiori una semplice interfaccia.
Inoltre, le dimensioni ridotte del VMM rispetto ad un comune sistema
operativo permettono di validare la sua correttezza attraverso analisi
formali.
Come riportato in Figura 5.1, l’architettura di PsycoTrace comprende i se-
guenti strumenti:
Monitored-VM:
• HiMod : e` un modulo del kernel che intercetta le chiamate di sistema
invocate da P e le notifica alla I-VM.
Introspection-VM:
• Analyst : implementa l’interfaccia per lo scambio d’informazioni con
HiMod tramite comunicazione a memoria condivisa. E` costituito dalle
seguenti componenti:
– Introspection Library : libreria d’introspezione utilizzata per acce-
dere ai componenti della Mon-VM, come la memoria o i registri
della CPU virtuale.
– Lexical Analyzer : verifica che la system call ricevuta appartenga
all’alfabeto delle chiamate di sistema che P puo` invocare.
– Parser : verifica che l’ordine delle chiamate di sistema invocate sia
coerente con la CFG(P).
– Assertion Checker : verifica l’invariante I (P,i) utilizzando la In-
trospection Library in base ai controlli da effettuare.
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Figura 5.1: Architettura di PsycoTrace.
5.2 Run-time
Al caricamento, HiMod alloca una pagina condivisa con l’Analyst, in spazio
kernel, dove salva il numero ed i parametri delle system call intercettate.
Ogni volta che P esegue una system call, HiMod notifica l’evento all’Analyst
che legge dalla pagina condivisa la chiamata di sistema intercettata e la passa
all’input del Lexical Analyzer. La comunicazione fra Analyst ed HiMod e` a
rendez-vous esteso: ogni volta che l’Analyst riceve una notifica, sospende
l’esecuzione della Mon-VM finche` non sono terminati i controlli di sicurezza.
Un funzionamento di questo tipo non fornisce all’attaccante alcuna fine-
stra temporale di attacco e permette di valutare le prestazioni del prototipo
considerando il massimo livello di sicurezza ottenibile. E` possibile rendere
asincrona la cooperazione tra Analyst ed HiMod, evitando di sospendere la
Mon-VM ad ogni invocazione del sistema operativo. Questa soluzione rappre-
senta un compromesso tra prestazioni e sicurezza, poiche´ una comunicazione
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asincrona permette di migliorare le prestazioni ma, in pratica, riducendo la
sicurezza complessiva del sistema. In questo modo, infatti, si fornisce all’at-
taccante una “finestra di attacco” di dimensioni proporzionali al grado di
asincronia scelto.
Il Lexical Analyzer verifica se la system call ricevuta appartiene all’al-
fabeto delle chiamate di sistema che P puo` invocare e trasmette il relativo
token corrispondente al Parser che controlla se la sequenza e` coerente rispetto
a CFG(P).
Il Parser restituisce un syntax error, o propaga un errore lessicale, se la
chiamata di sistema corrente non puo` essere derivata da alcuna produzione
sintattica di CFG(P) o non appartiene all’insieme delle system call invocabili
da P. Se non si verifica alcun errore, il Parser memorizza l’attuale chiamata di
sistema e modifica il proprio stato interno in modo che, alla prossima invoca-
zione, il parsing riprenda dal punto in cui si e` arrestato. Di conseguenza, Psy-
coTrace implementa una soluzione di parsing stream-oriented molto diversa
dalla situazione standard in cui il Parser conosce tutta la sequenza di token
da analizzare gia` all’atto della sua invocazione. Questo permette di evitare
di ripetere il parsing di tutta la sequenza di system call ad ogni invocazione
dell’Analyst, migliorando considerevolmente la performance complessiva.
Tramite la Introspection Library, l’Analyst puo` conoscere i registri del
processore virtuale della Mon-VM, il numero della chiamate di sistema, i
suoi parametri e recuperare i valori di qualsiasi variabile nella memoria del
processo monitorato. Di conseguenza, l’Assertion Checker puo` valutare gli
invarianti in Inv(P) mappando nel proprio spazio di indirizzamento le aree
di memoria del Monitored Process che contengono i valori d’interesse, e acce-
dendo ai registri della CPU virtuale associata alla Mon-VM. La Introspection
Library supporta architetture x86 32-bit con Paginazione Regolare e PAE e
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permette di tradurre qualsiasi indirizzo virtuale appartenente a P nel cor-
rispondente indirizzo fisico, che viene successivamente mappato nello spazio
di indirizzamento dell’Assertion Checker. Inoltre, e` possibile effettuare in-
trospezione anche a livello del contesto della CPU Virtuale per verificare il
contenuto dei registri come, ad esempio, quelli utilizzati per salvare i valori
dei parametri delle system call. Sfruttando la tecnologia di virtualizzazio-
ne e` quindi possibile implementare l’introspezione sulla Mon-VM in modo
flessibile e potente, senza dover utilizzare apparati hardware dedicati.
Coerentemente con l’adozione di un approccio di tipo default deny, il
processo monitorato viene terminato appena PsycoTrace verifica che una
system call non e` coerente con la grammatica o quando un invariante non e`
verificato.
La terminazione del processo monitorato P viene gestita in due modi:
a. se P termina la sua esecuzione normalemente, ad esempio tramite le
chiamate exit o exit group, HiMod ed Analyst terminano la loro
esecuzione automaticamente;
b. se P termina in maniera inattesa, ad esempio con un errore o con
un’eccezione imprevista, HiMod notifica la fine dello stream di invoca-
zioni all’Analyst, il quale, a sua volta, gestisce la terminazione delle sue
componenti.
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PsycoTrace sfrutta l’analisi statica del codice del processo da monitorare
per definire un modello che ne descriva accuratamente l’identita`. In questo
modo, e` possibile evitare che il sistema generi dei falsi positivi garantendo
una corretta estrazione del modello di riferimento. Infatti, la presenza della
grammatica per il controllo del flusso di esecuzione del processo fa s`ı che, ogni
volta che una invocazione intercettata risulta incoerente con quanto definito
dal modello, il processo viene terminato senza possibilita` che venga generato
un falso allarme.
Per aumentare la robustezza dell’architettura, e per migliorare le informa-
zioni relative al processo, il modello che descrive l’identita` del processo viene
integrato con asserzioni sul valore dei parametri delle invocazioni e delle va-
riabili del programma. Dall’analisi statica, anche mediante l’uso di strumenti
automatici, e` possibile estrarre degli invarianti sul valore delle variabili che
permettono di verificare il comportamento del programma, specialmente in
quei casi in cui la grammatica da sola non riesce a garantire la completa
sicurezza dell’esecuzione, ad esempio, per la possibilita` di attacchi mimicry.
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I vincoli definiti dagli invarianti vengono controllati a tempo di esecuzione
sfruttando la libreria di introspezione, come vedremo in seguito.
Non tutti gli strumenti statici presentati sono oggetto del lavoro di tesi.
In seguito si presentano gli strumenti statici utilizzati per la realizzazione di
PsycoTrace.
6.1 PsycoTrace: Strumenti statici
L’architettura di PsycoTrace prevede una serie di strumenti statici, atti prin-
cipalmente alla definizione dell’identita` del processo da monitorare. Questi
strumenti sono i seguenti:
a. Grammar Generating Algorithm (GGA): e` l’algoritmo di generazione
della grammatica che specifica la sequenza legale di invocazioni al si-
stema operativo generate dal processo P monitorato. La grammatica
prodotta dal GGA e` di tipo context-free e permette di definire in mo-
do accurato la sequenza di system call legale prodotta da P. Questo
strumento e` stato sviluppato per un’altra tesi di laurea, quindi viene
solamente citato.
b. Generatore di Asserzioni (AG): come gia` anticipato, PsycoTrace inte-
gra nella definizione di identita` di P anche un insieme di invarianti,
nella forma I (P, i) che devono valere all’istante definito da i nell’e-
secuzione di P. Questo insieme viene prodotto dall’analisi statica del
codice di P e riguarda il valore dei parametri delle invocazioni e delle
variabili del programma. Nel seguito del capitolo si presentano i tipi
di invarianti e gli strumenti utilizzati per la generazione dell’insieme
usato per i controlli a tempo d’esecuzione.
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6.2 Invarianti
Gli invarianti sono dei particolari predicati, relativi ad un programma, che
mantengono il loro valore nel corso dell’esecuzione. Tipicamente, sono asso-
ciati a frammenti di codice e si utilizzano per rappresentare cio` che, all’interno
del frammento, non cambia in esecuzioni diverse. Gli invarianti sono rappre-
sentati esplicitamente con delle asserzioni, ovvero predicati che riguardano
principalmente variabili e che devono essere sempre verificati. La genera-
zione di invarianti e la verifica delle asserzioni a tempo di esecuzione sono
operazioni importanti per garantire e verificare la correttezza dell’esecuzione
di un processo.
PsycoTrace integra la definizione dell’identita` di P in termini di system
call con un insieme di invarianti I (P, i) che devono essere verificate in punti
predefiniti del programma. L’insieme I si ottiene da una analisi statica del
programma, che puo` anche sfruttare strumenti automatici.
La verifica dei vincoli riguardanti parametri delle chiamate e variabili del
programma espressa dagli invarianti e` necessaria soprattutto in quei casi in
cui la grammatica da sola non riesce a garantire la rilevazione di ogni attacco.
Infatti, e` noto che, almeno in linea teorica, sono possibili attacchi mimicry
che non alterano la sequenza di invocazioni ma che implementano un attacco
cambiando i parametri delle invocazioni. In uno scenario del genere, la gram-
matica accetterebbe una sequenza di invocazioni apparentemente corretta e
non rileverebbe l’attacco. Mediante opportuni vincoli riguardanti i parame-
tri trasmessi e le varibili del programma, e` possibile identificare attacchi di
questo tipo.
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6.2.1 Formato degli invarianti
Nell’architettura del prototipo, le istruzioni a cui e` associato un invariante
rappresentano i punti in cui P effettua un’invocazione al sistema operativo.
Questi punti sono i piu` indicati dove introdurre dei controlli, dato che sono
quelli in cui l’applicazione monitorata passa da livello utente a livello kernel
e, quindi, sono i punti del codice in cui un attaccante puo` sfruttare delle
vulnerabilita` per acquisire il controllo della macchina.
Per integrare l’insieme di vincoli ottenuto staticamente con la parte di
controllo dinamica, si associa ogni invariante al Program Counter di P rela-
tivo all’invocazione in atto. Quindi, il valore di i sara` lo stesso del PC di P
relativo all’invocazione corrente.
Il modello di PsycoTrace prevede che l’insieme I degli invarianti abbia la
forma:
[i, {nome var : ind var : tipo var} {expr var}]
Il significato dei simboli e`:
- i: e` il punto di esecuzione di P dove devono essere effettuati i controlli
di consistenza. Nel prototipo, i rappresenta il valore del PC di P
relativo ad un’invocazione;
- {nome var : ind var : tipo var}: e` l’insieme dei nomi simboli-
ci, degli indirizzi virtuali e dei tipi delle variabili di P coinvolte nei
controlli. Le variabili possono essere anche i parametri dell’invocazione
identificata da i. L’indirizzo (ind var), ovviamente, non puo` essere
estratto direttamente dal codice sorgente di P, ma puo` essere ottenuto
da un’analisi statica del file binario del processo controllato;
- {expr var}: e` l’insieme delle relazioni sulle variabili.
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Le relazioni sulle variabili possono essere di due tipi:
• Relazioni assolute:
<variable (OP variable)* REL value>
In questo caso, OP e` un operatore aritmetico/logico e REL un operatore
relazionale.
Ad esempio: a > 10; a + b > 0; c && d == TRUE;.
• Relazioni tra variabili :
<variable (OP variable)* REL variable>
In questo caso, OP e` un operatore aritmetico/logico e REL un operatore
relazionale.
Ad esempio: a + b > c; e + d == f;.
L’insieme dei vincoli sulle variabili cos`ı espresso, viene trasmesso all’Assertion
Checker che, a tempo di esecuzione, verifica la consistenza dell’esecuzione di
P.
6.2.2 Categorie di invarianti
L’insieme di invarianti che PsycoTrace valuta a tempo di esecuzione per il
processo P si puo` partizionare in tre categorie:
a. invarianti sui tipi ;
b. invarianti sui parametri delle invocazioni ;
c. invarianti sui valori.
75
CAPITOLO 6. Strumenti statici
Gli invarianti sui tipi riguardano le variabili ed i parametri delle invocazioni
generate da P. Con questi vincoli si controlla che i tipi delle variabili dedotti
staticamente siano rispettati a tempo di esecuzione, aumentando cos`ı i con-
trolli di consistenza per il processo monitorato. Ad esempio, appartengono a
questa categoria i controlli per verificare che l’indice di un array sia un intero
e che sia compreso tra zero e la dimensione massima dell’array.
Le color table sono uno strumento di controllo per verificare la correttezza
dei parametri delle invocazioni a tempo di esecuzione [8]. Con questo metodo
si costruiscono due tabelle, una per le invocazioni generate da P ed una
per i parametri e ad ogni parametro e ad ogni invocazione, si assegna un
colore. A tempo di esecuzione, per ogni invocazione intercettata, si controlla
che i colori dei parametri trasmessi all’invocazione abbiano lo stesso colore
dell’invocazione corrente. Questo tipo di controllo permette di verificare che
non siano alterati i parametri delle invocazioni durante l’esecuzione di P,
permettendo, ad esempio, di identificare attacchi di tipo mimicry.
Infine, gli invarianti riguardanti i valori dei parametri servono per au-
mentare la robustezza dei controlli dinamici, permettendo di controllare il
valore delle variabili di P durante la sua esecuzione. Ad esempio, controllare
che i path del filesystem a cui accede P siano coerenti con una politica di
sicurezza definita per il programma.
6.2.3 Strumenti automatici: Daikon
Daikon [16] e` uno strumento per la generazione dinamica di invarianti per
un’applicazione. Gli invarianti vengono generati a partire da osservazioni
dinamiche di un processo e riguardano le proprieta` che si mantengono per
l’applicazione a tempo di esecuzione. Le asserzioni generate sono relative alle
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variabili del programma e sono generate prima e dopo ogni invocazione di
una funzione.
Daikon osserva l’esecuzione dell’applicazione e valuta le proprieta` che
si mantengono a tempo di esecuzione. Le traccie generate da Daikon so-
no analizzate in un secondo momento e rappresentano le informazioni sul-
le quali si basa la generazione dinamica delle asserzioni riguardanti il pro-
cesso analizzato. L’analisi dell’esecuzione dell’applicazione si esegue con il
comando:
kvasir-dtrace ./my_program
Daikon richiede che il programma sia compilato, nel caso di applicazioni
scritte in C, con le opzioni di debugging in formato DWARF [4]. L’osser-
vazione dell’esecuzione genera delle informazioni riguardanti l’applicazione,
necessarie a loro volta per la generazione degli invarianti. Le traccie vengono
analizzate tramite il comando:
java daikon.Daikon
--config_option <opzioni>
daikon-output/my_program.dtrace
L’analisi delle informazioni sull’esecuzione dell’applicazione genera gli inva-
rianti per l’applicazione stessa. Un esempio di invarianti generati da Daikon
e` riportato in Codice 1.
Nell’architettura di PsycoTrace, gli invarianti sono generalmente associati
ai punti nei quali P genera invocazioni al sistema operativo. Visto che Daikon
genera invarianti solamente agli entry/exit point di invocazioni di funzioni, si
e` fatto ricorso ad una opportuna tecnica per ottenere invarianti riguardanti le
chiamate di sistema. Questa tecnica, consigliata anche nella documentazione
di Daikon per la generazione di invarianti per le guardie dei cicli, consiste
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Codice 1 Esempio di invarianti generati da Daikon.
..fake_bind():::ENTER
/SERVERPORT == 80
/SERVERROOT == "/usr/local/ghttpd"
...
/defaulthost.DOCUMENTROOT == "/usr/local/ghttpd/htdocs"
/defaulthost.DEFAULTPAGE == "index.html"
...
my_addr has only one value
addrlen == 5
nell’inserimento nel codice di P di invocazioni a funzioni “fake”, con gli
stessi parametri della chiamata di sistema. Per ogni system call invocata
da P, quindi, si inserisce una chiamata di funzione fittizia, che serve per
ottenere vincoli sui parametri della chiamata di sistema successiva. I vincoli
sulla funzione inserita, infatti, valgono per la chiamata, dal momento che i
parametri sono gli stessi ed il codice aggiunto non modifica l’esecuzione ne´
aggiunge vulnerabilita` a P.
6.3 Lettura degli indirizzi
Gli invarianti ottenuti dall’analisi statica di P si utilizzano per verificare
la correttezza dell’esecuzione del processo. I vincoli ottenuti devono essere
utilizzabili a runtime, per questa ragione i siti delle invocazioni ed i parame-
tri devono essere identificabili univocamente. Per identificare invocazioni e
parametri si analizza staticamente il file binario dell’applicazione e si estrag-
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gono gli indirizzi. Questa analisi sfrutta strumenti comuni per l’analisi di
file binari per l’estrazione di informazioni necessarie per la valutazione degli
invarianti a tempo di esecuzione.
6.3.1 Analisi dei binari
L’estrazione degli indirizzi relativi alle invocazioni generate da P e` eseguita
utilizzando strumenti comuni per l’analisi di file binari, quali objdump e rea-
delf. Questi strumenti permettono di analizzare il binario di un’applicazione
in disassembly e, quindi, di ottenere gli indirizzi delle invocazioni e delle
variabili.
objdump permette di analizzare informazioni riguardanti i file oggetto di
un’applicazione e permette di visualizzare il formato disassembly, un misto
di codice, assembly ed informazioni di debugging dell’applicazione. Analo-
gamente, readelf permette di analizzare file eseguibili in formato ELF [7], il
formato standard degli eseguibili in Linux. Di seguito sono riportati esempi
di output generato da questi strumenti (cod. 2, 3). Le informazioni prodotte
Codice 2 Esempio di output generato da objdump.
# objdump -DS ghttpd
...
8048fdf: 89 04 24 mov %eax,(%esp)
8048fe2: e8 d9 79 01 00 call 80609c0 <__libc_send>
8048fe7: 83 f8 ff cmp $0xffffffff,%eax
8048fea: 75 1d jne 8049009 <serveconnection+0x6d5>
...
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Codice 3 Esempio di output generato da readelf.
# readelf ghttpd -a
ELF Header:
...
1730: 080c50a0 4 OBJECT GLOBAL DEFAULT 21 SERVERPORT
...
1948: 080c51c0 255 OBJECT GLOBAL DEFAULT 21 SERVERROOT
...
da questi strumenti riguardano l’organizzazione dei file binari di un processo
e sono utili per l’analisi statica. Infatti, e` possibile ottenere gli indirizzi di
interesse semplicemente analizzando le informazioni di debug prodotte.
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STRUMENTI DINAMICI
Gli strumenti statici definiti dall’architettura di PsycoTrace producono una
serie di vincoli atti a verificare la corretta esecuzione del processo P monitora-
to. Il framework dinamico ha il compito di monitorare l’esecuzione, traccian-
do le invocazioni generate da P, di comunicare con l’Analyst e di integrare
tutti i vincoli, come la grammatica e gli invarianti, relativi all’esecuzione del
processo.
La Figura 7.1 illustra l’architettura dettagliata dello strumento, gia` de-
scritta nel Capitolo 5. Si e` scelto Xen [15] come VMM, principalmente per
la sua completa integrazione con il kernel Linux e per le elevate prestazioni.
Il tracciamento delle invocazioni generate da P e` di tipo kernel-based, con
un modulo del kernel guest (HiMod) che effettua l’interposizione tra le invo-
cazioni ed il codice del kernel. Le informazioni raccolte da HiMod vengono
trasmesse alla parte di controllo, l’Analyst, sfruttando gli strumenti di comu-
nicazione offerti da Xen, quali XenStore, memoria condivisa ed event channel.
L’Analyst riceve queste informazioni ed effettua i controlli sui parametri del-
l’invocazione generata. Inoltre, valuta i vincoli derivanti dall’analisi statica,
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Figura 7.1: Architettura dettagliata di PsycoTrace.
come la coerenza del flusso dell’esecuzione alla grammatica e la correttezza
dei parametri rispetto agli invarianti ottenuti staticamente.
Per ragioni di efficienza e correttezza, il codice per intercettare le chiamate
e per la gestione dei parametri e` stato generato automaticamente mediante
uno script Perl.
Riassumendo, le componenti principali dell’architettura sono le seguenti:
• HiMod: il modulo che effettua il tracciamento;
• Analyst: la parte di controllo dell’esecuzione del processo;
• interfaccia di comunicazione e sincronizzazione: gli strumenti e le
strutture dati utilizzate per far comunicare le componenti dell’architet-
tura;
• Assertion Checker: il modulo che controlla gli invarianti sui para-
metri e sulle variabili di P ;
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• Parser: il modulo che verifica a tempo di esecuzione la coerenza del
flusso di esecuzione di P, in termini di invocazioni al sistema operativo,
con la grammatica ottenuta dall’analisi statica;
• Libreria di introspezione: lo strumento dinamico per l’accesso ai
valori di P, come variabili e parametri, e ai valori della Mon-VM, come
valore dei registri e memoria;
• code script: il generatore del codice di tracciamento/gestione delle
invocazioni.
Come per gli strumenti statici presentati nel capitolo precedente, non tut-
ti i componenti di PsycoTrace sono oggetto di questa tesi. Di seguito, si
presentano i dettagli implementativi relativi ad ogni componente sviluppato,
facendo riferimento a strumenti e strutture utilizzate nella realizzazione.
7.1 Tracciamento: Scelte progettuali
Nella fase di progettazione dell’architettura sono state valutate una serie
di soluzioni per l’interposizione tra le invocazioni ed il codice delle chia-
mate. Non potendo disporre di architetture con supporto per macchine
virtuali HVM, le soluzioni possibili riguardano quasi unicamente sistemi
paravirtualizzati.
Come gia` anticipato, le principali soluzioni discusse riguardano l’uso di
un supporto gia` esistente, come la ptrace di Linux oppure altri strumenti
esistenti come il Linux Trace Toolkit [5]. I principali problemi riguardan-
ti la chiamata ptrace derivano dalle prestazioni non elevate e dalla scarsa
flessibilita`. Uno strumento di questo tipo avrebbe permesso una serie di van-
taggi in fase di implementazione, semplificando notevolmente la scrittura del
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codice, ma avrebbe reso necessari dei controlli accurati sulle strutture dati
introdotte e sul funzionamento, per garantirne la sicurezza all’interno dell’ar-
chitettura. Inoltre, come gia` visto, non avrebbe permesso di implementare il
tracciamento in modo completamente trasparente a P.
Un’altra soluzione, analoga a quella adottata, prevede di modificare il
system call handler aggiungendo una callback per informare la parte di con-
trollo della chiamata appena invocata. Questa soluzione ha come vantaggio
l’essere stilisticamente piu` elegante, perche´ piu` vicina al reale funzionamen-
to di Xen, e, inoltre, richiede una quantita` di codice inferiore rispetto alla
soluzione implementata. Per contro, vi sono alcuni dubbi sulla sua effettiva
implementabilita` ed efficienza, poiche´ le modifiche richieste sono a basso livel-
lo e coinvolgono il codice del VMM, influendo cos`ı sulle prestazioni dell’intero
sistema.
Un’ulteriore alternativa e` quella di implementare l’interposizione a livel-
lo della hypercall che Xen usa per impostare la IDT, inserendo una callback
prima dell’invocazione di ogni handler relativo alla chiamata invocata. I van-
taggi di questa soluzione sono, ancora, la minore quantita` di codice richiesta
e l’implementazione dell’interposizione in un punto centralizzato. Questa so-
luzione, pero`, non e` utilizzabile in caso di invocazioni tramite la sysenter ed
inoltre richiede modifiche a basso livello che, anche in questo caso, influiscono
sulle prestazioni dell’intero sistema.
Nel caso di macchine HVM, una soluzione di questo tipo puo` essere im-
plementata grazie al supporto dei processori AMD. Infatti, alcuni processori
[1] permettono di disabilitare le invocazioni sysenter e di notificare le invo-
cazioni di una VM tramite la funzione VMEXIT. Per contro, una soluzione di
questo tipo richiede uno specifico modello di processore AMD con supporto
per la virtualizzazione.
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7.2 HiMod
Per intercettare le chiamate invocate dal processo P, in esecuzione sulla Mon-
VM, e` stata adottata una soluzione di tipo kernel-based, modificando il si-
stema operativo della macchina tramite un modulo del kernel che effettua
l’interposizione tra le invocazioni ed il codice del kernel. HiMod (Hijacking
Module) e` il componente sviluppato per compiere questa operazione. Il tipo
di soluzione basata su modifiche al kernel del sistema guest e` stata preferi-
ta all’uso della chiamata ptrace principalmente per la maggiore flessibilita`
nella selezione e nella gestione delle chiamate da intercettare ed anche per la
trasparenza dell’operazione di tracciamento, importante per la sicurezza del
sistema.
7.2.1 Descrizione e funzionamento
La prima operazione effettuata da HiMod al caricamento in memoria e` l’hi-
jacking della system call table, operazione necessaria per poter effettuare il
tracciamento delle invocazioni. Successivamente, HiMod alloca una pagina di
memoria in spazio kernel per il passaggio dei parametri alla parte di controllo.
Inoltre, crea l’interfaccia di comunicazione con la parte di controllo e pubblica
i parametri, numero di canale ed indirizzo della pagina, tramite l’interfaccia
di XenStore.
Per la scrittura del modulo, si e` scelto il linguaggio C, che permette una
migliore integrazione con le componenti del sistema operativo, in particolare
per l’accesso alla system call table, dato che il kernel Linux e` scritto quasi
interamente in C.
L’hijacking della system call table che avviene durante l’inizializzazione
del modulo puo` essere implementato in vari modi [22]:
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Figura 7.2: Metodi di system call hijacking.
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a. reindirizzando i singoli puntatori a system call (Figura 7.2 a);
b. reindirizzando il puntatore all’intera system call table (Figura 7.2 b);
c. sovrascrivendo il codice delle system call (Figura 7.2 c).
Nel primo caso, si modifica l’indirizzo di una chiamata nella system call table
del sistema, sostituendolo con quello della nuova chiamata. Nel secondo caso,
si modifica il puntatore alla system call table all’interno della IDT, all’indi-
rizzo 0x80, reindirizzandolo su una nuova system call table che contiene gli
indirizzi delle nuove chiamate. Infine, nel terzo caso, si sovrascrive il codi-
ce di ogni singola chiamata di sistema direttamente in memoria, quindi le
strutture ed i puntatori del sistema operativo rimangono inalterati.
HiMod implementa il primo dei metodi di hijacking presentati, ridichia-
rando le nuove system call e reindirizzando i puntatori alle chiamate nella
system call table. Ad ogni chiamata e` aggiunto del codice per implementare
la copia dei parametri e la comunicazione con il lato di controllo dell’archi-
tettura. La chiamata di sistema originale viene invocata dal modulo dopo
aver effettuato la comunicazione con l’Analyst, in caso di esito positivo dei
controlli. In questo modo, una volta individuato un comportamento non le-
gale di P, l’esecuzione puo` essere bloccata prima che la sicurezza del sistema
sia compromessa.
L’indirizzo della system call table del sistema, necessario per effettuare
l’hijacking, viene letto dal file System.map. Al momento della rimozione del
modulo dalla memoria, sono ripristinate le entrate originali della system call
table. Per questo motivo, nel codice viene mantenuta una copia degli indirizzi
originali delle chiamate reindirizzate. Il modulo, al caricamento, prende come
parametro il pid del processo monitorato, ad esempio:
modprobe writer my_pid=1001
87
CAPITOLO 7. Strumenti dinamici
7.2.2 Moduli del kernel
Questo paragrafo presenta i moduli del kernel Linux, la loro organizzazione
nel sistema e gli strumenti disponibili per la loro gestione.
Il kernel Linux e` modulare, poiche´ permette l’inserimento e la rimozione
di codice dal kernel a tempo di esecuzione. Funzioni, variabili e indirizzi
vengono raggruppati in un’unica immagine binaria, caricabile dal kernel detta
modulo. L’implementazione di un modulo deve rispettare alcune regole per
garantire la compatibilita` con il sistema, infatti, devono essere definite una
serie di funzioni [32]:
• module init: e` la funzione di inizializzazione eseguita al caricamento
del modulo, tipicamente e` usata per inizializzare le variabili ed allocare
le strutture utilizzate dal modulo;
• module exit: analoga alla funzione precedente ma definisce l’exit point
del modulo, eseguito al momento della rimozione dal kernel. Essa viene
tipicamente utilizzata per liberare quanto allocato dal modulo durante
l’esecuzione;
• MODULE LICENSE: questa macro definisce il tipo di licenza del modulo.
La scelta della licenza e` importante, dato che moduli non-GPL non
possono invocare simboli dichiarati con licenza GPL;
• MODULE AUTHOR: questa macro specifica l’autore del codice, quindi e`
usata unicamente per scopi informativi.
Passaggio di parametri
Il kernel Linux permette di specificare il valore di alcune variabili in fase di ca-
ricamento del modulo. A questo scopo si utilizza la macro module param(),
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che permette di dichiarare i parametri del modulo a cui vengono assegnati i
valori trasmessi dall’utente. La macro ha tre parametri:
• name: il nome della variabile, sia internamente al modulo che esterna-
mente;
• type: il tipo del parametro definito;
• perm: i permessi sul parametro, possono essere definiti in forma ottale
oppure usando specifiche macro.
Inoltre, altre macro definite dal kernel permettono di specificare parametri
con nomi diversi internamente ed esternamente dal modulo, ed e` possibile
trasmettere come parametri array o stringhe.
Compilazione ed installazione
La compilazione di un modulo puo` utilizzare due strategie principali perche´
il modulo puo` essere inserito come parte del kernel oppure mantenuto come
componente esterna. Nel caso di aggiunta del modulo al source tree del
kernel, sono necessari tre passi:
a. scelta del path dove aggiungere il modulo. Di solito si usa suddividere
il codice in categorie il piu` precise possibile;
b. modifica del Makefile del path scelto per il modulo;
c. aggiunta del nuovo Makefile per il modulo aggiunto.
Se un modulo e` mantenuto come componente esterna, e` necessario solo
l’ultimo passo.
Il nuovo modulo creato verra` compilato ed installato insieme al kernel
tramite il comando make. L’estensione dei moduli compilati e` .ko, anche se
nei Makefile occorre indicare .o.
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7.3 Analyst
L’Analyst ottiene l’indirizzo della pagina allocata dal modulo e legge i para-
metri di ogni chiamata di sistema invocata dal processo. E` possibile control-
lare i parametri delle invocazioni definiti in base al comportamento previsto
del processo monitorato.
I principali compiti dell’Analyst riguardano la comunicazione con HiMod,
e quindi la lettura delle invocazioni intercettate e dei loro parametri. Inol-
tre, l’Analyst integra gli altri componenti per la verifica dei vincoli, quali la
coerenza del flusso di esecuzione di P con la grammatica e la verifica degli
invarianti sulle variabili e sui parametri delle invocazioni.
7.3.1 Comunicazione e sincronizzazione
Per far comunicare le due VM, sono stati utilizzati gli strumenti che Xen
mette a disposizione per la comunicazione tra domini. Durante l’inizializza-
zione, il modulo crea un nuovo event channel, di tipo interdomain, utilizzato
per sincronizzare la comunicazione e la trasmissione dei parametri dal mo-
dulo all’Analyst. Dopo aver allocato il canale, il modulo pubblica il numero
ad esso associato tramite la chiave port in XenStore. HiMod inserisce an-
che il token pageaddr, relativo all’indirizzo della pagina di memoria usata
per il passaggio dei parametri e per la sincronizzazione. Infine, aggiunge
la chiave state, usata per controllare se il modulo e` in esecuzione e se e`
stato correttamente inizializzato. Queste nuove chiavi vengono aggiunte al-
la gerarchia di XenStore sotto il path relativo alla Mon-VM, ad esempio in
/local/domain/1/.
Per ogni invocazione intercettata, HiMod esegue alcune operazioni:
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• accede alla pagina di memoria allocata e vi copia i parametri della
chiamata;
• notifica all’Analyst l’avvenuta invocazione;
• attende una comunicazione di sblocco da parte dell’Analyst.
Il passaggio dei parametri, per quanto riguarda i tipi primitivi, avviene per
valore. Nel caso di puntatori, invece, si evita la copia nella pagina di memoria
e si trasmette solamente il valore dell’indirizzo relativo al parametro. Questa
soluzione e` piu` efficiente e la sua adozione e` possibile grazie alla libreria di
introspezione, che permette l’accesso alla memoria di una VM.
La sincronizzazione tra le due componenti avviene in due passi:
a. notifica del modulo;
b. comunicazione di sblocco.
La notifica viene implementata con l’invio di un evento sul canale pre-
cedentemente allocato. Successivamente, il modulo attende che l’Analyst
legga i parametri e che risponda con una comunicazione di sblocco, per far
riprendere l’esecuzione del processo.
La comunicazione di sblocco utilizza l’ultimo bit della pagina di memoria
condivisa. Infatti, il kernel della Mon-VM attende che l’Analyst imposti il bit
a 1, sfruttando la hypercall HYPERVISOR sched op(SCHEDOP YIELD, NULL).
Se il controllo ha successo, la Mon-VM invoca la chiamata originale e P
riprende l’esecuzione fino alla prossima invocazione, altrimenti il processo
deve essere terminato.
Di seguito, vengono descritti alcuni dettagli implementativi riguardanti
le interfacce degli event channel e di XenStore utilizzate per le operazioni di
comunicazione e sincronizzazione nell’architettura di PsycoTrace.
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Constant Channel Status
EVTCHNSTAT closed Non in uso
EVTCHNSTAT unbound In attesa di connessione
EVTCHNSTAT interdomain Connesso a un dominio remoto
EVTCHNSTAT pirq Associato a un IRQ fisico
EVTCHNSTAT virq Associato a un IRQ virtuale
EVTCHNSTAT ipi Associato per uso intradomain
Tabella 7.1: Valori di stato di un event channel
7.3.2 Event channel: stato di un canale e scheduling
Si puo` ottenere lo stato di un canale tramite il comando EVTCHNOP status
trasmesso alla event channel hypercall. Questo comando utilizza una strut-
tura dati complessa, contenente parametri di ingresso e di output. Vi sono
due parametri in ingresso: il numero del dominio e quello della porta relativa
al canale. Tra i parametri di output della struttura, il primo e` lo stato, che
puo` assumere valori precisi, riportati in Tabella 7.1. Il secondo e` il nume-
ro di VCPU che riceve gli eventi relativi. L’ultimo parametro di output e`
una union [27], con valori dipendenti dallo stato del canale. Per canali in
attesa (unbound), viene assegnato il valore del dominio; per canali associati
ad un dominio remoto (interdomain), viene assegnato il valore una coppia
(dominio, porta). Per canali associati a IRQ si restituisce il numero di IRQ
relativo.
L’invio di eventi e` correlato allo scheduling della macchina virtuale. Sono
disponibili quattro operazioni di scheduling, due delle quali direttamente
connesse con la notifica di eventi. Tutti questi comandi sono implementati
dalla stessa hypercall che ha due parametri: un comando e un’operazione.
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• L’operazione eseguibile piu` semplice e` la yield, equivalente alla sleep(0)
per i processi UNIX. Questa operazione comunica all’hypervisor che il
dominio non vuole usare il resto del suo quanto di tempo ed essa e`
sfruttata da HiMod per attendere la comunicazione di sblocco da parte
dell’Analyst. Un esempio della chiamata e`:
HYPERVISOR_sched_op(SCHEDOP_yield, NULL);
• La block e` una versione piu` potente della yield, infatti, in questo caso,
il dominio viene deschedulato fino all’invio di un altro evento.
• L’operazione di shutdown ha come parametro un valore che indica la ra-
gione dello spegnimento. Sono disponibili altri valori oltre a poweroff,
per riavviare, sospendere o riportare un errore relativo al dominio.
• L’ultima operazione disponibile riguarda il polling. Essa e` molto simile
alla block e puo` essere eseguita solo se il guest ha disabilitato la ricezione
degli eventi.
7.3.3 XenStore: lettura e scrittura di una chiave
Questo paragrafo presenta le interfacce di XenStore utilizzate nella comuni-
cazione tra le due VM.
Per leggere o scrivere valori in XenStore si possono utilizzare:
1. gli strumenti da linea di comando;
2. le funzioni esportate dalla API del C;
3. l’interfaccia di livello kernel.
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I primi due metodi sfruttano gli strumenti di livello utente, l’ultimo, invece,
quelli di livello kernel. XenStore esporta le interfacce di comunicazione per le
applicazioni di livello utente tramite la libreria libxenstore. Per comunicare
con XenStore, la API definisce alcune strutture che devono essere gestite pri-
ma di effettuare richieste di lettura o scrittura. Inizialmente, si deve stabilire
una connessione con XenStore, tramite la struttura xs handle e le funzio-
ni xs daemon open() e xs domain open(). Per creare una transazione, si
usa la struttura xs transaction t e la funzione xs transaction start(),
che restituisce l’identificatore della transazione. Conclusa una transazio-
ne, per terminarla ed aggiornare i dati nello storage, si usa la funzione
xs transaction end(), che restituisce l’esito della transazione. All’inter-
no di una transazione e` possibile leggere e scrivere chiavi tramite le funzioni
xs read() e xs write().
XenStore prevede anche un’interfaccia specifica per permettere l’accesso
al kernel di un sistema guest che sfrutta, in particolare, il fatto che XenStore
venga gestito tramite memoria condivisa ed event channels. Le informazio-
ni necessarie per interagire con XenStore a livello di kernel guest sono il
riferimento alla pagina condivisa e il numero di porta del canale. Queste
informazioni si possono recuperare dalla struttura shared info page e sono
rappresentate dai parametri store mfn, il machine frame number della pa-
gina condivisa, e store evtchn, il numero di porta del canale. La struttura
di XenStore, come gia` anticipato, e` molto simile a quella di un device che
comunica a scambio di pacchetti. Quindi, le operazioni con lo storage si tra-
ducono, in generale, nell’invio di un pacchetto e nella notifica tramite l’event
channel.
I passi per richiedere la scrittura di una chiave a XenStore sono:
1. preparazione dell’header del messaggio;
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2. invio dell’header;
3. invio della coppia chiave-valore;
4. segnalazione tramite l’event channel;
5. lettura della risposta.
Le scritture vengono eseguite sequenzialmente, mediante la funzione xenstore-
write request(), le notifiche, invece, vengono inviate sull’event channel
tramite l’hypercall HYPERVISOR event channel op. La risposta e` ricevuta
mediante la funzione xenstore read response(), che restituisce l’esito su
un buffer creato dal richiedente.
7.4 Assertion Checker
Il compito dell’Assertion Checker nell’architettura di PsycoTrace e` quello
di controllare gli invarianti associati ai vari punti dell’esecuzione di P. Per
fare questo, utilizza la Introspection Library per accedere alle informazioni
relative allo stato di esecuzione di P, come, ad esempio, il valore del PC.
L’Assertion Checker ottiene l’insieme di invarianti, nella forma descritta nel
capitolo precedente, e, a tempo di esecuzione, controlla che questi vincoli
siano verificati.
Ogni volta che P invoca una chiamata di sistema, il controllo viene pas-
sato alla I-VM, dove l’Analyst legge quale invocazione e` stata generata, i
parametri trasmessi e, successivamente, effettua i controlli relativi alla gram-
matica e alle asserzioni. L’Assertion Checker, sfruttando l’introspezione del
contesto della VCPU della Mon-VM (VCPU-Context), ottiene il valore del
PC di P. Inoltre, sempre utilizzando la Introspection Library, legge il valo-
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Figura 7.3: Operazioni dell’Assertion Checker per l’identificazione dei punti
del programma per la valutazione degli invarianti.
re delle variabili da controllare e valuta le asserzioni relative a quel punto
dell’esecuzione.
I passi effettuati dall’Assertion Checker, nel dettaglio, sono i seguenti
(vedi fig. 7.3):
a. accede al VCPU-Context per leggere il valore del registro kernel sp,
che punta in cima allo stack del kernel;
b. mappa lo stack del kernel;
c. legge il valore del registro ESP, che punta alla base dello stack utente;
d. mappa lo stack utente;
e. identifica nello stack utente di P l’indirizzo di ritorno dall’invocazione
corrente. Questo passo e` necessario perche´, in base al tipo di chiamata
di sistema invocata, l’indirizzo di ritorno puo` essere salvato in punti
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diversi dello stack. Per fare questo, l’Assertion Checker controlla il
registro EAX per riconoscere il numero dell’invocazione corrente;
f. mappa le pagine di memoria che contengono le variabili relative all’in-
vocazione corrente, per ottenerne i valori;
g. infine, valuta gli invarianti relativi all’invocazione corrente.
Se gli invarianti sono soddisfatti, l’Assertion Checker passa nuovamente il
controllo all’Analyst che, se i controlli del Parser hanno un esito positivo,
comunica a HiMod di riprendere l’esecuzione di P. In caso di errore P o la
Mon-VM vengono terminati.
7.5 Code script
Per l’implementazione del tracing e` stato necessario scrivere un numero di
istruzioni proporzionale al numero di system call da intercettare. Infatti, per
ogni chiamata si e` dovuto definire:
1. il nuovo codice della chiamata;
2. il codice di gestione dei parametri nell’Analyst.
Visto l’elevato numero di chiamate critiche implementate dal kernel Linux,
si e` scelto di scrivere un apposito script per la generazione automatica del
codice. Questa scelta e` stata dettata principalmente dal notevole numero
di istruzioni necessario per implementare tracciamento e controlli, e perche´
le funzionalita` di copia e di gestione dei parametri dipendono solamente dal
numero e dal tipo di essi e, quindi, hanno in comune tra loro la struttura
base del codice.
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ssize t sys read(unsigned int fd, char user *buf, size t count);
ssize t sys write(unsigned int fd, const char user *buf, size t count);
long sys chmod(const char user *filename, mode t mode);
. . .
Tabella 7.2: Esempi di signature di chiamate di sistema richieste dallo script
Per l’implementazione dello script si e` scelto il linguaggio Perl [6] per la
migliore gestione delle stringhe che offre. Lo script legge da un file di testo
la sequenza delle chiamate da tracciare, ordinate una per riga e scritte nella
loro completa signature (vedi Tabella 7.2). Successivamente, genera il codice
C per il tracing e per la gestione dei parametri su file separati, incluso il
codice relativo all’hijacking e al ripristino della system call table.
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I test hanno avuto lo scopo di validare il prototipo di PsycoTrace, per va-
lutarne sia il corretto funzionamento che la funzionalita`, dal punto di vista
delle prestazioni, delle soluzioni progettuali. Sono state valutate le prestazio-
ni del prototipo realizzato e l’efficacia dei controlli di sicurezza implementati
dagli strumenti dinamici.
Mediante alcuni test mirati, e` stato possibile valutare l’overhead intro-
dotto dai controlli a tempo di esecuzione, mettendo a confronto i tempi di
esecuzioni controllate ed esecuzioni standard di uno stesso processo. I con-
trolli sugli aspetti di sicurezza riguardano, invece, scenari tipici come, ad
esempio, il controllo degli accessi al filesystem da parte di un processo.
Il sistema utilizzato per i test ha le seguenti caratteristiche:
a. processore: Intel Pentium Centrino Duo T2250 con frequenza di clock
1.73GHz;
b. memoria fisica: 1GB;
c. memoria virtuale allocata al dominio utente: 128MB;
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d. sistema operativo del Dominio0 : Ubuntu Linux con kernel 2.6.18-
xen;
e. sistema operativo dei Domini utente: Debian Etch con kernel 2.6.18-
xenU ;
f. versione di Xen utilizzata: 3.1.0, compilata dai sorgenti.
8.1 Valutazione delle prestazioni
Per testare le prestazioni di PsycoTrace sono stati utilizzati dei comandi
caratterizzati da un elevato carico computazionale, ad esempio l’operazione
bunzip, per scompattare i sorgenti del kernel Linux (circa 300MB), oppure
l’operazione grep, per cercare un pattern in un insieme molto grande di fi-
le. In Tabella 8.1 sono riportate le chiamate di sistema monitorate durante
l’esecuzione di questi test. Questo sottoinsieme di chiamate e` significativo,
poiche´ contiene tutte le invocazioni piu` critiche che un processo puo` generare
[10].
La Tabella 8.2 riporta i valori medi di esecuzione relativi alle operazioni
di bunzip e grep effettuate su una macchina virtuale nel caso standard, cioe`
senza tracciamento, e nel caso con il modulo di tracciamento gia` attivato. Per
questo tipo di test, le operazioni di PsycoTrace sono limitate al tracciamento
del comando lanciato e alla comunicazione e sincronizzazione con la parte
Analyst.
I grafici in Figura 8.1 e 8.2 descrivono l’overhead dei controlli sui comandi
generati da una serie di tre prove consecutive sul prototipo.
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Monitored Syscalls
sys exit sys mknod sys setfsgid sys setfsuid
sys read sys chmod sys lchown sys setresgid
sys write sys vhangup sys symlink sys mkdir
sys open sys stat sys chown sys ioctl
sys close sys lseek sys setgid sys ftruncate
sys waitpid sys getpid sys setgroups sys flock
sys creat sys mount sys setresuid sys brk
sys link sys fchown sys rename sys reboot
sys unlink sys setuid sys fchmod sys swapoff
sys chdir sys setregid sys setreuid sys stime
sys delete module sys mlock sys settimeofday sys setdomainname
sys truncate sys setrlimit sys ioperm sys sched setparam
sys swapon sys mlockall sys nice sys sethostname
sys socketcall sys syslog sys rmdir sys dup2
sys nfsservctl sys kill sys setpriority sys adjtimex
sys umount sys sysctl sys sched setscheduler sys quotactl
sys exec sys time
Tabella 8.1: Insieme delle chiamate di sistema monitorate per i test.
Command Standard Traced
kernel tarball bunzip 19.896 sec 24.268 sec
grep -ir ’unistd’ /linux-src/ /usr/lib/ 6.837 sec 10.802 sec
Tabella 8.2: Prestazioni del framework su operazioni ad elevato carico
computazionale.
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Figura 8.1: Prestazioni del framework per l’operazione di bunzip del kernel.
Figura 8.2: Prestazioni del modulo di tracciamento per l’operazione di grep.
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System call Standard Traced Traced & Introspection
time 2 µsec 55 µsec 141 µsec
open 3 µsec 58 µsec 116 µsec
write (1 Kbyte) 8 µsec 67 µsec 177 µsec
Tabella 8.3: Overhead sulle singole chiamate.
8.1.1 Overhead sulle invocazioni
Un altro test condotto ha valutato l’overhead introdotto da singole invoca-
zioni. Sono state scelte tre chiamate di sistema tra le piu` comuni: time,
open e write e, per ognuna, sono stati calcolati i tempi di esecuzione relati-
vamente al caso standard e al caso monitorato. Per caso standard si intende
l’esecuzione della chiamata su una macchina virtuale senza alcun controllo
in esecuzione. La Tabella 8.3 illustra i tempi delle singole chiamate nei vari
casi. Sono anche presenti i tempi riguardanti il caso dell’Analyst con l’uso
della Introspection Library per il controllo dei parametri.
Infine, l’overhead dei controlli dinamici e` stato valutato all’aumentare
del numero di invocazioni consecutive generate dal processo controllato. A
questo scopo, e` stato scritto un semplice programma (vedi Codice 4), che im-
plementa un ciclo di invocazioni consecutive, e sono stati calcolati i tempi di
esecuzione nel caso standard e nel caso monitorato. In Figura 8.3 e` riportato
l’andamento dei tempi dei due casi al variare della lunghezza della sequenza
di invocazioni.
Questi test sono stati utili per la valutazione complessiva dell’overhead,
in termini di prestazioni, introdotta dal framework dinamico sull’esecuzione
di un processo controllato. Il caso considerato puo` essere considerato come
un caso peggiore, dato che in applicazioni comuni la frequenza di invocazioni
al sistema operativo non e` tanto elevata da averne fino a cento consecutive.
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Codice 4 Ciclo che genera la sequenza consecutiva di invocazioni.
...
for( i = 0; i < loop_guard; i++ ) {
fd = open( file, O_CREAT | O_RDWR | O_APPEND );
read( fd, &buff, (size_t)size );
write( fd, writeme, strlen( writeme ) );
close( fd );
getpid();
}
...
Figura 8.3: Overhead dei controlli su sequenze di system call consecutive.
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Nr. Richieste Standard [sec] Monitored [sec] Overhead (%)
15 0.1870 0.2110 12.83
20 0.2490 0.2760 10.84
25 0.3190 0.3640 14.11
30 0.4300 0.6350 47.67
Tabella 8.4: Overhead dei controlli sugli invarianti per GHTTPD.
8.2 Controlli di sicurezza
L’efficacia dei controlli dinamici e` stata verificata prendendo in esame alcuni
scenari critici per la sicurezza, come, ad esempio, il controllo dell’accesso al
filesystem ed il controllo sul flusso di esecuzione di un processo. Il framework
dinamico permette, come gia` visto, di ottenere informazioni sulle invocazioni
generate da un processo e sui parametri. Inoltre, tramite la Introspection Li-
brary, e` possibile recuperare il valore delle variabili del processo per valutare
vincoli a tempo di esecuzione. Queste informazioni sono state sfruttate per
verificare il funzionamento del prototipo, valutando anche le prestazioni in
ogni scenario.
8.2.1 Valutazione di invarianti
Per verificare l’efficacia dei controlli in cui si valutano degli invarianti, e` stato
usato il server GHTTPD, un webserver di piccole dimensioni (circa 1K linee
di codice) e con note vulnerabilita` di sicurezza [44]. Le vulnerabilita` sono
state utili per verificare la capacita` di rilevazione dei controlli in casi noti. In
particolare, nel codice che gestisce l’esecuzione di script CGI, e` presente una
vulnerabilita` di stack buffer overflow che, se sfruttata con successo, permette
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Codice 5 Frammento di codice vulnerabile per GHTTPD.
if( strstr(filename, "/..") )
return ... /*richiesta rifiutata*/
Log( ... );
if( strstr(filename, "cgi-bin") )
execlp( filename, ... ); /*esecuzione script*/
...
all’attaccante di eseguire una shell con privilegi di root sulla macchina che
esegue il server. I dettagli di questo attacco sono descritti in [11].
Il frammento di codice vulnerabile e` riportato in Codice 5. La variabile
filename e` un puntatore ad una stringa che rappresenta il nome dello script
richiesto al server. I controlli effettuati sulla stringa riguardano l’assenza
di path relativi e la presenza del path “cgi-bin” nella URL richiesta. La
vulnerabilita` del codice e` nella funzione Log, che permette ad un attaccante
di effettuare un overflow per cambiare il valore della stringa richiesta con uno
generato per far eseguire una shell al server, ad esempio, un valore del tipo
/cgi-bi/../../../../bin/sh [11]. Sfruttando questo overflow, la guardia
del secondo frammento di codice, sarebbe verificata ed il server eseguirebbe
una shell credendo di eseguire un CGI.
Un primo invariante valutato dall’Analyst verifica che filename non con-
tenga la sottostringa “../”. Esso e` controllato ad ogni invocazione per verifi-
care l’assenza di un path potenzialmente critico. Inoltre, per ogni invocazione
generata dal server per gestire le richieste HTTP, sono stati inseriti degli in-
varianti su altre variabili. Ad esempio, si controlla che non siano stati aggior-
nati i valori della server root directory ed il numero di porta dove accettare
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Figura 8.4: Overhead dei controlli sugli invarianti per GHTTPD.
connessioni. In caso di fallimento degli invarianti, l’Analyst riporta un erro-
re e termina l’esecuzione della macchina controllata. Nella valutazione delle
prestazioni si e` tenuto conto di tutti i controlli introdotti sull’esecuzione del
webserver. In Tabella 8.4 ed in Figura 8.4 sono riportati i tempi di risposta
del webserver per il servizio di un certo numero di richieste nel caso standard
e nel caso controllato. L’overhead introdotto da questo tipo di controlli e`
accettabile e paragonabile a quello di altri strumenti allo stato dell’arte. Va
considerato che questi tempi rappresentano un caso pessimo di carico del
server, infatti i tempi sono valutati su richieste generate consecutivamente
e con tempo di elaborazione nullo del client tra le richieste. In caso di un
carico medio, quindi, l’overhead introdotto potrebbe ridursi ulteriormente.
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8.2.2 Controllo sui path
Per verificare l’efficacia dei controlli sui parametri delle invocazioni, e` stato
implementato un semplice programma di test (Codice 6) che effettua accessi
al filesystem con permessi di lettura e scrittura. La politica di sicurezza
implementata nell’Analyst definisce gli accessi consentiti al processo in base
ai path richiesti ed ai permessi di accesso. La politica adottata definisce una
serie di regole di accesso che il processo monitorato deve rispettare:
a. nessun limite di accesso ai file /tmp/test.txt e /tmp/test.log;
b. accesso in sola lettura al file /etc/modules.
Nell’Analyst la politica viene implementata nelle funzioni di gestione delle
invocazioni tracciate. In questo caso, nel codice della open, si leggono i
parametri dell’invocazione e, tramite la Introspection Library, si ottiene il
path completo del file richiesto. In base al path, si controllano i permessi e si
decide sulla correttezza dell’esecuzione dell’operazione richiesta. Nel caso di
richieste legali, l’operazione viene eseguita e il processo continua l’esecuzione
normalmente; in caso contrario, la Mon-VM viene bloccata o disattivata
e l’Analyst genera un errore per segnalare la violazione della politica. In
caso di violazione, l’operazione non permessa non e` eseguita. Nel caso del
test, quindi, l’ultima write che deve scrivere in /etc/modules non viene mai
raggiunta.
In questo test il tempo di esecuzione passa da 0.15msec a 3.5msec, l’o-
verhead e` dovuto all’elevato numero di chiamate generate rispetto alle altre
istruzioni del programma.
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Codice 6 Frammenti di codice del test per l’accesso ai file.
...
char *file_txt = "/tmp/test.txt";
char *file_etc = "/etc/modules";
char *evil_module = "my_evil_module";
...
fd1 = open( file_txt, O_RDONLY );
...
fd3 = open( file_etc, O_APPEND|O_RDWR );
write( fd3, &evil_module, (size_t)(strlen(text)) );
...
8.3 Conclusioni
PsycoTrace e` un sistema per la rilevazione di attacchi ai processi che integra
le tecnologie di virtualizzazione e quelle per il controllo dell’esecuzione per
fornire un’architettura robusta, capace di rilevare attacchi che alterano il
corretto flusso di esecuzione di applicazioni su macchine virtuali.
Il modello proposto integra strumenti statici, per la definizione dell’identia`
di un processo da monitorare, e strumenti dinamici, che a tempo di esecuzione
verificano che il comportamento del processo sia coerente con le specifiche
prodotte dall’analisi statica. L’identita` del processo viene definita da una
grammatica che descrive il flusso di esecuzione in termini di invocazioni al
sistema operativo, e da un insieme di invarianti, ognuno dei quali deve essere
verificato in corrispondenza di un’invocazione generata dal processo.
A tempo di esecuzione, ogni volta che il processo monitorato invoca il
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sistema operativo, gli strumenti dinamici verificano la coerenza dell’invoca-
zione utilizzando la grammatica generata staticamente, validando il flusso di
esecuzione, e valutano l’invariante associato all’invocazione corrente. In caso
di esito negativo per uno dei due controlli, viene identificato un possibile
attacco al sistema e l’esecuzione del processo viene arrestata.
La definizione statica del comportamento corretto del processo tramite la
grammatica permette di evitare l’individuazione di falsi positivi, mentre la
valutazione degli invarianti in corrispondenza di ogni invocazione permette
di ridurre fortemente il numero falsi negativi.
La virtualizzazione e` stata sfruttata per ottenere maggior robustezza e
per separare l’ambiente di esecuzione della parte di controllo da quello del
processo monitorato. Infatti, l’architettura di PsycoTrace utilizza due mac-
chine virtuali che eseguono, rispettivamente, il processo ed i controlli. Questa
separazione fa s`ı che la macchina che implementa i controlli sia piu` robusta
perche´ non soggetta ad attacchi diretti verso il sistema monitorato.
Il prototipo realizzato ha dimostrato la fattibilita` del modello proposto.
Inoltre, i test di performance effettuati hanno mostrato che l’overhead intro-
dotto dai controlli e` accettabile sia in termini assoluti sia rispetto alle altre
tecniche di controllo esistenti che offrono lo stesso grado di sicurezza.
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CODICE DEL MODULO
/∗ wr i t e r . c
∗ t r a c i n g k e r n e l g u e s t module
∗
∗ Francesco Tamberi 2007/2008
∗/
#include <l i nux / ve r s i on . h>
#include <l i nux / ke rne l . h>
#include <l i nux / uni s td . h>
#include <l i nux /module . h>
#include <l i nux / reboot . h>
#include <l i nux / sysrq . h>
#include <asm/ hyperv i so r . h>
#include <xen/xenbus . h>
#include <l i nux / kthread . h>
#include <l i nux /mman. h>
#include <l i nux / smp lock . h>
#include <l i nux /pagemap . h>
#include <l i nux / vmalloc . h>
#include <asm/ hyperv i so r . h>
#include <asm/ pga l l o c . h>
#include <xen/ evtchn . h>
#define SCHEDOP BLOCK 1
#define SCHEDOP YIELD 0
#define ASYNC FLAG 0 /∗ sync l e v e l ∗/
#define DOM0ID 0
#define PRINT 0 /∗ debug p r i n t f ∗/
int r e t r i e s = 0 ;
int a sync s t a t e = 0 ;
/∗ s t r u c t s ∗/
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struct s y s c t l a r g s {
int u s e r ∗name ;
int nlen ;
void u s e r ∗ o ldva l ;
s i z e t u s e r ∗ o ld l enp ;
void u s e r ∗newval ;
s i z e t newlen ;
unsigned long unused [ 4 ] ;
} ;
unsigned int out por t ; /∗ po r t a l l o c a t e d f o r t h e even t channe l ∗/
unsigned long page base addre s s ; /∗ page base address , t o be pas sed v i a x en s t o r e to dom0
∗/
/∗
∗ roo t@ga ia : / usr / s r c /xen−3.1.0− s r c# ca t / boo t /System .map−2.6.18−xenU | grep
s y s c a l l t a b l e
∗ c02ea498 R s y s c a l l t a b l e
∗
∗/
void ∗∗ s y s c a l l t a b l e = (void ∗∗) 0 xc02ea498 ; /∗ s y s c a l l t a b l e addr e s s ∗/
stat ic int my pid ; /∗ moni tor ing p ro c e s s ID ∗/
/∗ module params ∗/
module param (my pid , int , S IRUSR | S IWUSR | S IRGRP | S IROTH) ;
MODULE PARMDESC(my pid , ”Monitoring proce s s id ” ) ;
/∗ f u n c t i o n s ∗/
int notify vmm (void ) ;
int s y s c a l l t a b l e h i j a c k (void ) ;
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗
∗ ORIGINAL SYSCALL LINKS DECLARATIONS
∗
∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
stat ic asmlinkage long (∗ o r i g i n a l s y s e x i t ) ( int ) ;
stat ic asmlinkage s s i z e t (∗ o r i g i n a l s y s r e a d ) (unsigned int , const char u s e r
∗ , s i z e t ) ;
stat ic asmlinkage s s i z e t (∗ o r i g i n a l s y s w r i t e ) (unsigned int , const char u s e r
∗ , s i z e t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s o p e n ) ( const char u s e r ∗ , int , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s c l o s e ) (unsigned int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s wa i t p i d ) ( p id t , int u s e r ∗ , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s c r e a t ) ( const char u s e r ∗ , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s l i n k ) ( const char u s e r ∗ , const char
u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s u n l i n k ) ( const char u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s c h d i r ) ( const char u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s t im e ) ( t ime t u s e r ∗) ;
stat ic asmlinkage long (∗ or i g ina l sy s mknod ) ( const char u s e r ∗ , int , unsigned ) ;
stat ic asmlinkage long (∗ o r i g ina l sy s chmod ) ( const char u s e r ∗ , mode t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s l c hown16 ) ( char u s e r
∗ , o l d u id t , o l d g i d t ) ;
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stat ic asmlinkage long (∗ o r i g i n a l s y s n i s y s c a l l ) (void ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s t a t ) (char u s e r ∗ , struct
o l d k e r n e l s t a t u s e r ∗) ;
stat ic asmlinkage o f f t (∗ o r i g i n a l s y s l s e e k ) (unsigned int , o f f t , unsigned int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s g e t p i d ) (void ) ;
stat ic asmlinkage long (∗ o r i g i na l s y s mount ) (char u s e r ∗ ,
char u s e r ∗ ,char u s e r ∗ ,unsigned long ,
void u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s f c h own ) (unsigned int , u i d t , g i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t u i d ) ( u i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t r e g i d ) ( g i d t , g i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t f s g i d ) ( g i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s l c h own ) ( const char u s e r
∗ , u i d t , g i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s ym l i n k ) ( const char u s e r ∗ , const char
u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i na l s y s chown ) ( const char u s e r ∗ , u i d t , g i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t g i d ) ( g i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t g r o u p s ) ( int , g i d t u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t r e s u i d ) ( u i d t , u i d t , u i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s r ename ) ( const char u s e r ∗ , const char
u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i na l s y s f chmod ) (unsigned int , mode t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t r e u i d ) ( u i d t , u i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t f s u i d ) ( u i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t r e s g i d ) ( g i d t , g i d t , g i d t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s mkd i r ) ( const char u s e r ∗ , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s i o c t l ) (unsigned int ,unsigned int ,unsigned
long ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s f t r u n c a t e ) (unsigned int ,unsigned long ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s f l o c k ) (unsigned int ,unsigned int ) ;
stat ic asmlinkage unsigned long (∗ o r i g i n a l s y s b r k ) (unsigned long ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s r e b o o t ) ( int , int ,unsigned int ,void
u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s sw ap o f f ) ( const char u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s t im e ) ( t ime t u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s o c k e t c a l l ) ( int ,unsigned long u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s y s l o g ) ( int , char u s e r ∗ , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s rmd i r ) ( const char u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s dup2 ) (unsigned int ,unsigned int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s q u o t a c t l ) (unsigned int ,
const char u s e r ∗ , q i d t ,void u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s n f s s e r v c t l ) ( int ,
struct n f s c t l a r g u s e r ∗ ,void u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s k i l l ) ( int , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t p r i o r i t y ) ( int , int , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s a d j t im ex ) ( struct timex u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i na l s y s vhangup ) (void ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s d e l e t e modu l e ) ( const char u s e r ∗ ,
unsigned int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s m l o c k ) (unsigned long , s i z e t ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t t im e o f d a y ) ( struct t imeval u s e r ∗ ,
struct timezone u s e r ∗) ;
stat ic asmlinkage long (∗ or ig ina l sys se tdomainname ) (char u s e r ∗ , int ) ;
stat ic asmlinkage long (∗ o r i g ina l sy s umount ) (char u s e r ∗ , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s t r u n c a t e ) ( const char u s e r ∗ ,
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unsigned long ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t r l i m i t ) (unsigned int , struct
r l im i t u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s i o p e rm ) (unsigned long ,
unsigned long , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s ch ed s e tpa r am ) ( p id t , struct
sched param u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s c h e d s e t s c h e d u l e r ) ( p i d t , int ,
struct sched param u s e r ∗) ;
stat ic asmlinkage long (∗ o r i g i na l s y s swapon ) ( const char u s e r ∗ , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s m l o c k a l l ) ( int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s n i c e ) ( int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s e t ho s tname ) (char u s e r ∗ , int ) ;
stat ic asmlinkage long (∗ o r i g i n a l s y s s y s c t l ) ( struct s y s c t l a r g s u s e r ∗) ;
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗
∗ FAKE SYSCALLS
∗/
/∗ 1 ’ s y s e x i t ’ ∗/
asmlinkage long f a k e s y s e x i t ( int e r r o r c ode )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR exit ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &er ro r code , s izeof ( int ) ) ; /∗ e r r o r c o d e ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s e x i t (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” e r r o r c ode : %d ” , e r r o r c ode ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s e x i t ( e r r o r c ode ) ;
}
/∗ 2 ’ s y s r e a d ’ ∗/
asmlinkage s s i z e t f a k e s y s r e ad (unsigned int fd , char u s e r ∗buf ,
s i z e t count )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR read ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &fd , s izeof (unsigned int ) ) ; /∗ f d ∗/
page addr += s izeof (unsigned int ) ;
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memcpy( page addr , &buf , s izeof (void ∗) ) ; /∗ bu f ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &count , s izeof ( s i z e t ) ) ; /∗ count ∗/
page addr += s izeof ( s i z e t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sy s r ead (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” fd : %d ” , fd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”buf : %p ” , buf ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” count : %lu ” , ( long unsigned int ) count ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s r e a d ( fd , buf , count ) ;
}
/∗ 3 ’ s y s w r i t e ’ ∗/
asmlinkage s s i z e t f a k e s y s w r i t e (unsigned int fd , const char u s e r ∗buf ,
s i z e t count )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR write ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &fd , s izeof (unsigned int ) ) ; /∗ f d ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &buf , s izeof (void ∗) ) ; /∗ bu f ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &count , s izeof ( s i z e t ) ) ; /∗ count ∗/
page addr += s izeof ( s i z e t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s w r i t e (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” fd : %d ” , fd ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”buf : %p ” , buf ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” count : %lu ” , ( long unsigned int ) count ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s w r i t e ( fd , buf , count ) ;
}
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/∗ 4 ’ s y s open ’ ∗/
asmlinkage long f ake sy s open ( const char u s e r ∗ f i l ename , int f l a g s ,
int mode)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR open ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &f i lename , s izeof (void ∗) ) ; /∗ f i l e name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &f l a g s , s izeof ( int ) ) ; /∗ f l a g s ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &mode , s izeof ( int ) ) ; /∗ mode ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys open (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” f i l ename : %p ” , f i l ename ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” f l a g s : %d ” , f l a g s ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ”mode : %d ” , mode ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s o p e n ( f i lename , f l a g s ,mode) ;
}
/∗ 5 ’ s y s c l o s e ’ ∗/
asmlinkage long f a k e s y s c l o s e (unsigned int fd )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR close ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &fd , s izeof (unsigned int ) ) ; /∗ f d ∗/
page addr += s izeof (unsigned int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s c l o s e (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” fd : %d ” , fd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
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}
return o r i g i n a l s y s c l o s e ( fd ) ;
}
/∗ 6 ’ s y s w a i t p i d ’ ∗/
asmlinkage long f a k e s y s wa i t p i d ( p i d t pid , int u s e r ∗ s tat addr ,
int opt ions )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR waitpid ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &pid , s izeof ( p i d t ) ) ; /∗ p id ∗/
page addr += s izeof ( p i d t ) ;
memcpy( page addr , &stat addr , s izeof (void ∗) ) ; /∗ s t a t a d d r ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &options , s izeof ( int ) ) ; /∗ op t i on s ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sy s wa i tp id (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” pid : %lu ” , ( long unsigned int ) pid ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” s ta t addr : %d ” ,
(unsigned int ) s t a t addr ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” opt ions : %d ” , opt ions ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s wa i t p i d ( pid , s tat addr , opt ions ) ;
}
/∗ 7 ’ s y s c r e a t ’ ∗/
asmlinkage long f a k e s y s c r e a t ( const char u s e r ∗pathname , int mode)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR creat ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &pathname , s izeof (void ∗) ) ; /∗ pathname ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &mode , s izeof ( int ) ) ; /∗ mode ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s c r e a t (%d) \n” , s y s c a l l n r ) ;
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{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”pathname : %p ” , pathname ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”mode : %d ” , mode ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s c r e a t ( pathname ,mode) ;
}
/∗ 8 ’ s y s l i n k ’ ∗/
asmlinkage long f a k e s y s l i n k ( const char u s e r ∗oldname ,
const char u s e r ∗newname)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR l ink ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &oldname , s izeof (void ∗) ) ; /∗ oldname ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &newname , s izeof (void ∗) ) ; /∗ newname ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s l i n k (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”oldname : %p ” , oldname ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”newname : %p ” , newname ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s l i n k ( oldname , newname) ;
}
/∗ 9 ’ s y s u n l i n k ’ ∗/
asmlinkage long f a k e s y s un l i n k ( const char u s e r ∗pathname )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR unlink ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &pathname , s izeof (void ∗) ) ; /∗ pathname ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
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pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s un l i nk (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”pathname : %p ” , pathname ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s u n l i n k ( pathname ) ;
}
/∗ 10 ’ s y s c h d i r ’ ∗/
asmlinkage long f a k e s y s c hd i r ( const char u s e r ∗ f i l ename )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR chdir ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &f i lename , s izeof (void ∗) ) ; /∗ f i l e name ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s chd i r (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” f i l ename : %p ” , f i l ename ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s c h d i r ( f i l ename ) ;
}
/∗ 11 ’ s y s t ime ’ ∗/
asmlinkage long f a k e s y s t ime ( t ime t u s e r ∗ t l o c )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR time ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &t loc , s izeof (void ∗) ) ; /∗ t l o c ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sy s t ime (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” t l o c : %x ” , (unsigned int ) t l o c ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
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return o r i g i n a l s y s t im e ( t l o c ) ;
}
/∗ 12 ’ sys mknod ’ ∗/
asmlinkage long fake sys mknod ( const char u s e r ∗ f i l ename ,
int mode , unsigned dev )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR mknod ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &f i lename , s izeof (void ∗) ) ; /∗ f i l e name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &mode , s izeof ( int ) ) ; /∗ mode ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &dev , s izeof (unsigned ) ) ; /∗ dev ∗/
page addr += s izeof (unsigned ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys mknod (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” f i l ename : %p ” , f i l ename ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”mode : %d ” , mode ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ”dev : %lu ” , ( long unsigned int ) dev ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return or i g ina l sy s mknod ( f i l ename ,mode , dev ) ;
}
/∗ 13 ’ sys chmod ’ ∗/
asmlinkage long fake sys chmod ( const char u s e r ∗ f i l ename , mode t mode)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR chmod ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &f i lename , s izeof (void ∗) ) ; /∗ f i l e name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &mode , s izeof (mode t ) ) ; /∗ mode ∗/
page addr += s izeof (mode t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys chmod (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” f i l ename : %p ” , f i l ename ) ;
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pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”mode : %d ” , mode ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g ina l sy s chmod ( f i l ename ,mode) ;
}
/∗ 14 ’ s y s s t a t ’ ∗/
asmlinkage long f a k e s y s s t a t (char u s e r ∗ f i l ename , struct
o l d k e r n e l s t a t u s e r ∗ s t a tbu f )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR stat ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &f i lename , s izeof (void ∗) ) ; /∗ f i l e name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &statbuf , s izeof (void ∗) ) ; /∗ s t a t b u f ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s t a t (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” f i l ename : %p ” , f i l ename ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” s t a tbu f : %p ” , s t a tbu f ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s t a t ( f i l ename , s t a tbu f ) ;
}
/∗ 15 ’ s y s l s e e k ’ ∗/
asmlinkage o f f t f a k e s y s l s e e k (unsigned int fd , o f f t o f f s e t ,
unsigned int o r i g i n )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR lseek ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &fd , s izeof (unsigned int ) ) ; /∗ f d ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &o f f s e t , s izeof ( o f f t ) ) ; /∗ o f f s e t ∗/
page addr += s izeof ( o f f t ) ;
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memcpy( page addr , &or i g in , s izeof (unsigned int ) ) ; /∗ o r i g i n ∗/
page addr += s izeof (unsigned int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s l s e e k (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” fd : %d ” , fd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” o f f s e t : %lu ” , o f f s e t ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” o r i g i n : %d ” , o r i g i n ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s l s e e k ( fd , o f f s e t , o r i g i n ) ;
}
/∗ 16 ’ s y s g e t p i d ’ ∗/
asmlinkage long f a k e s y s g e t p i d (void )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR getpid ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s g e tp i d (%d) \n” , s y s c a l l n r ) ;
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s g e t p i d ( ) ;
}
/∗ 17 ’ sys mount ’ ∗/
asmlinkage long fake sys mount (char u s e r ∗dev name , char u s e r ∗dir name ,
char u s e r ∗ type , unsigned long f l a g s , void u s e r ∗data )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR mount ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &dev name , s izeof (void ∗) ) ; /∗ dev name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &dir name , s izeof (void ∗) ) ; /∗ dir name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &type , s izeof (void ∗) ) ; /∗ t ype ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &f l a g s , s izeof (unsigned long ) ) ; /∗ f l a g s ∗/
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page addr += s izeof (unsigned long ) ;
memcpy( page addr , &data , s izeof (void ∗) ) ; /∗ data ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys mount (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”dev name : %p ” , dev name ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”dir name : %p ” , dir name ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” type : %p ” , type ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
{ char pr int params 4 [ 2 0 ] ;
s p r i n t f ( pr int params 4 , ” f l a g s : %lu ” , f l a g s ) ;
p r intk (KERN INFO ”%s\n” , pr int params 4 ) ; }
{ char pr int params 5 [ 2 0 ] ;
s p r i n t f ( pr int params 5 , ”data : %p ” , data ) ;
pr intk (KERN INFO ”%s\n” , pr int params 5 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i na l s y s mount ( dev name , dir name , type , f l a g s , data ) ;
}
/∗ 18 ’ s y s f chown ’ ∗/
asmlinkage long f ake sys f chown (unsigned int fd , u i d t user , g i d t group )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR fchown ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &fd , s izeof (unsigned int ) ) ; /∗ f d ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &user , s izeof ( u i d t ) ) ; /∗ user ∗/
page addr += s izeof ( u i d t ) ;
memcpy( page addr , &group , s izeof ( g i d t ) ) ; /∗ group ∗/
page addr += s izeof ( g i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys fchown (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” fd : %d ” , fd ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” user : %lu ” , ( long unsigned int ) user ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ”group : %lu ” , ( long unsigned int ) group ) ;
pr in tk (KERN INFO ”%s\n” , pr int params 3 ) ; }
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#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s f c h own ( fd , user , group ) ;
}
/∗ 19 ’ s y s s e t u i d ’ ∗/
asmlinkage long f a k e s y s s e t u i d ( u i d t uid )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR setu id ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &uid , s izeof ( u i d t ) ) ; /∗ uid ∗/
page addr += s izeof ( u i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t u i d (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” uid : %lu ” , ( long unsigned int ) uid ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t u i d ( uid ) ;
}
/∗ 20 ’ s y s s e t r e g i d ’ ∗/
asmlinkage long f a k e s y s s e t r e g i d ( g i d t rgid , g i d t eg id )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR set r eg id ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &rgid , s izeof ( g i d t ) ) ; /∗ r g i d ∗/
page addr += s izeof ( g i d t ) ;
memcpy( page addr , &egid , s izeof ( g i d t ) ) ; /∗ e g i d ∗/
page addr += s izeof ( g i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t r e g i d (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” rg id : %lu ” , ( long unsigned int ) rg id ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” eg id : %lu ” , ( long unsigned int ) eg id ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
124
Appendice A. Codice del modulo
}
return o r i g i n a l s y s s e t r e g i d ( rgid , eg id ) ;
}
/∗ 21 ’ s y s s e t f s g i d ’ ∗/
asmlinkage long f a k e s y s s e t f s g i d ( g i d t g id )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR se t f s g i d ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &gid , s izeof ( g i d t ) ) ; /∗ g i d ∗/
page addr += s izeof ( g i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t f s g i d (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” g id : %lu ” , ( long unsigned int ) g id ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t f s g i d ( g id ) ;
}
/∗ 22 ’ s y s l c hown ’ ∗/
asmlinkage long f ake sy s l chown ( const char u s e r ∗ f i l ename ,
u i d t user , g i d t group )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR lchown ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &f i lename , s izeof (void ∗) ) ; /∗ f i l e name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &user , s izeof ( u i d t ) ) ; /∗ user ∗/
page addr += s izeof ( u i d t ) ;
memcpy( page addr , &group , s izeof ( g i d t ) ) ; /∗ group ∗/
page addr += s izeof ( g i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys lchown (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” f i l ename : %p ” , f i l ename ) ;
pr in tk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” user : %lu ” , ( long unsigned int ) user ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ”group : %lu ” , ( long unsigned int ) group ) ;
pr in tk (KERN INFO ”%s\n” , pr int params 3 ) ; }
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#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s l c h own ( f i l ename , user , group ) ;
}
/∗ 23 ’ s y s s ym l i n k ’ ∗/
asmlinkage long f ak e sy s syml ink ( const char u s e r ∗old ,
const char u s e r ∗new)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR symlink ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &old , s izeof (void ∗) ) ; /∗ o l d ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &new , s izeof (void ∗) ) ; /∗ new ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys syml ink (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” o ld : %p ” , o ld ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”new : %p ” , new ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s ym l i n k ( old , new) ;
}
/∗ 24 ’ sys chown ’ ∗/
asmlinkage long fake sys chown ( const char u s e r ∗ f i l ename ,
u i d t user , g i d t group )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR chown ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &f i lename , s izeof (void ∗) ) ; /∗ f i l e name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &user , s izeof ( u i d t ) ) ; /∗ user ∗/
page addr += s izeof ( u i d t ) ;
memcpy( page addr , &group , s izeof ( g i d t ) ) ; /∗ group ∗/
page addr += s izeof ( g i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys chown (%d) \n” , s y s c a l l n r ) ;
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{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” f i l ename : %p ” , f i l ename ) ;
pr in tk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” user : %lu ” , ( long unsigned int ) user ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ”group : %lu ” , ( long unsigned int ) group ) ;
pr in tk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i na l s y s chown ( f i l ename , user , group ) ;
}
/∗ 25 ’ s y s s e t g i d ’ ∗/
asmlinkage long f a k e s y s s e t g i d ( g i d t g id )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR setg id ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &gid , s izeof ( g i d t ) ) ; /∗ g i d ∗/
page addr += s izeof ( g i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t g i d (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” g id : %lu ” , ( long unsigned int ) g id ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t g i d ( g id ) ;
}
/∗ 26 ’ s y s s e t g r o u p s ’ ∗/
asmlinkage long f a k e s y s s e t g r oup s ( int g i d s e t s i z e , g i d t u s e r ∗ g r oup l i s t )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR setgroups ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &g i d s e t s i z e , s izeof ( int ) ) ; /∗ g i d s e t s i z e ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &group l i s t , s izeof (void ∗) ) ; /∗ g r o u p l i s t ∗/
page addr += s izeof (void ∗) ;
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#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t g r oup s (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” g i d s e t s i z e : %d ” , g i d s e t s i z e ) ;
p r intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” g r oup l i s t : %p ” , g r o up l i s t ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t g r o u p s ( g i d s e t s i z e , g r o up l i s t ) ;
}
/∗ 27 ’ s y s s e t r e s u i d ’ ∗/
asmlinkage long f a k e s y s s e t r e s u i d ( u i d t ruid , u i d t euid , u i d t su id )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR set r e su id ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &ruid , s izeof ( u i d t ) ) ; /∗ ru i d ∗/
page addr += s izeof ( u i d t ) ;
memcpy( page addr , &euid , s izeof ( u i d t ) ) ; /∗ eu id ∗/
page addr += s izeof ( u i d t ) ;
memcpy( page addr , &suid , s izeof ( u i d t ) ) ; /∗ s u i d ∗/
page addr += s izeof ( u i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t r e s u i d (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” ru id : %lu ” , ( long unsigned int ) ru id ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” euid : %lu ” , ( long unsigned int ) euid ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” su id : %lu ” , ( long unsigned int ) su id ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t r e s u i d ( ruid , euid , su id ) ;
}
/∗ 28 ’ sys rename ’ ∗/
asmlinkage long f ake sys rename ( const char u s e r ∗oldname ,
const char u s e r ∗newname)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
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/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR rename ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &oldname , s izeof (void ∗) ) ; /∗ oldname ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &newname , s izeof (void ∗) ) ; /∗ newname ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys rename (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”oldname : %p ” , oldname ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”newname : %p ” , newname ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s r ename ( oldname , newname) ;
}
/∗ 29 ’ sy s f chmod ’ ∗/
asmlinkage long f ake sys fchmod (unsigned int fd , mode t mode)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR fchmod ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &fd , s izeof (unsigned int ) ) ; /∗ f d ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &mode , s izeof (mode t ) ) ; /∗ mode ∗/
page addr += s izeof (mode t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys fchmod (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” fd : %d ” , fd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”mode : %d ” , mode ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i na l s y s f chmod ( fd ,mode) ;
}
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/∗ 30 ’ s y s s e t r e u i d ’ ∗/
asmlinkage long f a k e s y s s e t r e u i d ( u i d t ruid , u i d t euid )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR set reu id ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &ruid , s izeof ( u i d t ) ) ; /∗ ru i d ∗/
page addr += s izeof ( u i d t ) ;
memcpy( page addr , &euid , s izeof ( u i d t ) ) ; /∗ eu id ∗/
page addr += s izeof ( u i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t r e u i d (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” ru id : %lu ” , ( long unsigned int ) ru id ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” euid : %lu ” , ( long unsigned int ) euid ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t r e u i d ( ruid , euid ) ;
}
/∗ 31 ’ s y s s e t f s u i d ’ ∗/
asmlinkage long f a k e s y s s e t f s u i d ( u i d t uid )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR se t f su id ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &uid , s izeof ( u i d t ) ) ; /∗ uid ∗/
page addr += s izeof ( u i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t f s u i d (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” uid : %lu ” , ( long unsigned int ) uid ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t f s u i d ( uid ) ;
}
/∗ 32 ’ s y s s e t r e s g i d ’ ∗/
asmlinkage long f a k e s y s s e t r e s g i d ( g i d t rgid , g i d t egid , g i d t sg id )
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{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR se t r e sg id ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &rgid , s izeof ( g i d t ) ) ; /∗ r g i d ∗/
page addr += s izeof ( g i d t ) ;
memcpy( page addr , &egid , s izeof ( g i d t ) ) ; /∗ e g i d ∗/
page addr += s izeof ( g i d t ) ;
memcpy( page addr , &sgid , s izeof ( g i d t ) ) ; /∗ s g i d ∗/
page addr += s izeof ( g i d t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t r e s g i d (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” rg id : %lu ” , ( long unsigned int ) rg id ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” eg id : %lu ” , ( long unsigned int ) eg id ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” sg id : %lu ” , ( long unsigned int ) sg id ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t r e s g i d ( rgid , egid , sg id ) ;
}
/∗ 33 ’ s y s mkd i r ’ ∗/
asmlinkage long f ake sy s mkd i r ( const char u s e r ∗pathname , int mode)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR mkdir ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &pathname , s izeof (void ∗) ) ; /∗ pathname ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &mode , s izeof ( int ) ) ; /∗ mode ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys mkdir (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”pathname : %p ” , pathname ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”mode : %d ” , mode ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
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#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s mkd i r ( pathname ,mode) ;
}
/∗ 34 ’ s y s i o c t l ’ ∗/
asmlinkage long f a k e s y s i o c t l (unsigned int fd , unsigned int cmd ,
unsigned long arg )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR ioc t l ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &fd , s izeof (unsigned int ) ) ; /∗ f d ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &cmd , s izeof (unsigned int ) ) ; /∗ cmd ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &arg , s izeof (unsigned long ) ) ; /∗ arg ∗/
page addr += s izeof (unsigned long ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s i o c t l (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” fd : %d ” , fd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”cmd : %d ” , cmd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” arg : %lu ” , arg ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s i o c t l ( fd , cmd , arg ) ;
}
/∗ 35 ’ s y s f t r u n c a t e ’ ∗/
asmlinkage long f a k e s y s f t r u n c a t e (unsigned int fd , unsigned long l ength )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR ftruncate ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &fd , s izeof (unsigned int ) ) ; /∗ f d ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &length , s izeof (unsigned long ) ) ; /∗ l e n g t h ∗/
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page addr += s izeof (unsigned long ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s f t r un c a t e (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” fd : %d ” , fd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” l ength : %lu ” , l ength ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s f t r u n c a t e ( fd , l ength ) ;
}
/∗ 36 ’ s y s f l o c k ’ ∗/
asmlinkage long f a k e s y s f l o c k (unsigned int fd , unsigned int cmd)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR f lock ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &fd , s izeof (unsigned int ) ) ; /∗ f d ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &cmd , s izeof (unsigned int ) ) ; /∗ cmd ∗/
page addr += s izeof (unsigned int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s f l o c k (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” fd : %d ” , fd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”cmd : %d ” , cmd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s f l o c k ( fd , cmd) ;
}
/∗ 37 ’ s y s b r k ’ ∗/
asmlinkage unsigned long f a k e s y s b rk (unsigned long brk )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR brk ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
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memcpy( page addr , &brk , s izeof (unsigned long ) ) ; /∗ brk ∗/
page addr += s izeof (unsigned long ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sy s brk (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”brk : %lu ” , brk ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s b r k ( brk ) ;
}
/∗ 38 ’ s y s r e b o o t ’ ∗/
asmlinkage long f a k e s y s r e boo t ( int magic1 , int magic2 , unsigned int cmd , void u s e r
∗arg )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR reboot ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &magic1 , s izeof ( int ) ) ; /∗ magic1 ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &magic2 , s izeof ( int ) ) ; /∗ magic2 ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &cmd , s izeof (unsigned int ) ) ; /∗ cmd ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &arg , s izeof (void ∗) ) ; /∗ arg ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sy s r eboo t (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”magic1 : %d ” , magic1 ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”magic2 : %d ” , magic2 ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ”cmd : %d ” , cmd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
{ char pr int params 4 [ 2 0 ] ;
s p r i n t f ( pr int params 4 , ” arg : %p ” , arg ) ;
pr intk (KERN INFO ”%s\n” , pr int params 4 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s r e b o o t (magic1 , magic2 , cmd , arg ) ;
}
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/∗ 39 ’ s y s sw a p o f f ’ ∗/
asmlinkage long f a k e s y s swapo f f ( const char u s e r ∗ s p e c i a l f i l e )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR swapoff ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &s p e c i a l f i l e , s izeof (void ∗) ) ; /∗ s p e c i a l f i l e ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sy s swapo f f (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” s p e c i a l f i l e : %p ” , s p e c i a l f i l e ) ;
p r intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s sw ap o f f ( s p e c i a l f i l e ) ;
}
/∗ 40 ’ s y s s t im e ’ ∗/
asmlinkage long f a k e s y s s t ime ( t ime t u s e r ∗ tp t r )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR stime ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &tptr , s izeof (void ∗) ) ; /∗ t p t r ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sy s s t ime (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” tp t r : %p ” , tp t r ) ;
p r intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s t im e ( tp t r ) ;
}
/∗ 41 ’ s y s s o c k e t c a l l ’ ∗/
asmlinkage long f a k e s y s s o c k e t c a l l ( int c a l l , unsigned long u s e r ∗ args )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
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void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR socke t ca l l ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &ca l l , s izeof ( int ) ) ; /∗ c a l l ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &args , s izeof (void ∗) ) ; /∗ arg s ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s o c k e t c a l l (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” c a l l : %d ” , c a l l ) ;
p r intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” args : %p ” , args ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s o c k e t c a l l ( c a l l , a rgs ) ;
}
/∗ 42 ’ s y s s y s l o g ’ ∗/
asmlinkage long f a k e s y s s y s l o g ( int type , char u s e r ∗buf , int l en )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR sys log ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &type , s izeof ( int ) ) ; /∗ t ype ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &buf , s izeof (void ∗) ) ; /∗ bu f ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &len , s izeof ( int ) ) ; /∗ l e n ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s y s l o g (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” type : %d ” , type ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”buf : %p ” , buf ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” l en : %d ” , l en ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
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}
return o r i g i n a l s y s s y s l o g ( type , buf , l en ) ;
}
/∗ 43 ’ s y s rmd i r ’ ∗/
asmlinkage long f a k e sy s rmd i r ( const char u s e r ∗pathname )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR rmdir ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &pathname , s izeof (void ∗) ) ; /∗ pathname ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys rmdi r (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”pathname : %p ” , pathname ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s rmd i r ( pathname ) ;
}
/∗ 44 ’ s y s dup2 ’ ∗/
asmlinkage long f ake sys dup2 (unsigned int oldfd , unsigned int newfd )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR dup2 ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &oldfd , s izeof (unsigned int ) ) ; /∗ o l d f d ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &newfd , s izeof (unsigned int ) ) ; /∗ newfd ∗/
page addr += s izeof (unsigned int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys dup2 (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” o ld fd : %d ” , o ld fd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”newfd : %d ” , newfd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
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return o r i g i n a l s y s dup2 ( oldfd , newfd ) ;
}
/∗ 45 ’ s y s q u o t a c t l ’ ∗/
asmlinkage long f a k e s y s qu o t a c t l (unsigned int cmd , const char
u s e r ∗ sp e c i a l , q i d t id , void u s e r ∗addr )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR quotact l ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &cmd , s izeof (unsigned int ) ) ; /∗ cmd ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &spe c i a l , s izeof (void ∗) ) ; /∗ s p e c i a l ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &id , s izeof ( q i d t ) ) ; /∗ i d ∗/
page addr += s izeof ( q i d t ) ;
memcpy( page addr , &addr , s izeof (void ∗) ) ; /∗ addr ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s quo t a c t l (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”cmd : %d ” , cmd ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” s p e c i a l : %p ” , s p e c i a l ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” id : %lu ” , ( long unsigned int ) id ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
{ char pr int params 4 [ 2 0 ] ;
s p r i n t f ( pr int params 4 , ”addr : %p ” , addr ) ;
pr intk (KERN INFO ”%s\n” , pr int params 4 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s q u o t a c t l (cmd , sp e c i a l , id , addr ) ;
}
/∗ 46 ’ s y s n f s s e r v c t l ’ ∗/
asmlinkage long f a k e s y s n f s s e r v c t l ( int cmd , struct
n f s c t l a r g u s e r ∗arg , void u s e r ∗ r e s )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
// ∗ s a l v a t a g g i o parametr i ∗ /
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR n f s s e r v c t l ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ;
page addr += s izeof ( int ) ;
memcpy( page addr , &cmd , s izeof ( int ) ) ;
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page addr += s izeof ( int ) ;
memcpy( page addr , &arg , s izeof (void ∗) ) ;
page addr += s izeof (void ∗) ;
memcpy( page addr , &res , s izeof (void ∗) ) ;
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s n f s s e r v c t l (%d) \n” , s y s c a l l n r ) ;
{char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”cmd : %d ” , cmd ) ;
pr in tk (KERN INFO ”%s\n” , pr int params 1 ) ;}
{char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” arg : %p ” , arg ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 2 ) ;}
{char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” r e s : %p ” , r e s ) ;
p r in tk (KERN INFO ”%s\n” , pr int params 3 ) ;}
#end i f
// ∗ n o t i f y to vmm ∗ /
notify vmm () ;
}
return o r i g i n a l s y s n f s s e r v c t l (cmd , arg , r e s ) ;
}
/∗ 47 ’ s y s k i l l ’ ∗/
asmlinkage long f a k e s y s k i l l ( int pid , int s i g )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR k i l l ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &pid , s izeof ( int ) ) ; /∗ p id ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &s ig , s izeof ( int ) ) ; /∗ s i g ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s k i l l (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” pid : %d ” , pid ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” s i g : %d ” , s i g ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s k i l l ( pid , s i g ) ;
}
/∗ 48 ’ s y s s e t p r i o r i t y ’ ∗/
asmlinkage long f a k e s y s s e t p r i o r i t y ( int which , int who , int n i c eva l )
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{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR se tp r i o r i t y ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &which , s izeof ( int ) ) ; /∗ which ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &who , s izeof ( int ) ) ; /∗ who ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &n iceva l , s izeof ( int ) ) ; /∗ n i c e v a l ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t p r i o r i t y (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”which : %d ” , which ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”who : %d ” , who ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ” n i c eva l : %d ” , n i c e va l ) ;
p r intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t p r i o r i t y (which ,who , n i c e va l ) ;
}
/∗ 49 ’ s y s a d j t im e x ’ ∗/
asmlinkage long f a k e sy s ad j t imex ( struct timex u s e r ∗ txc p )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR adjtimex ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &txc p , s izeof (void ∗) ) ; /∗ t x c p ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys ad j t imex (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” txc p : %p ” , txc p ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s a d j t im ex ( txc p ) ;
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}
/∗ 50 ’ sy s vhangup ’ ∗/
asmlinkage long fake sys vhangup (void )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR vhangup ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys vhangup (%d) \n” , s y s c a l l n r ) ;
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i na l s y s vhangup ( ) ;
}
/∗ 51 ’ s y s d e l e t e mo d u l e ’ ∗/
asmlinkage long f a k e sy s d e l e t e modu l e ( const char u s e r ∗name user ,
unsigned int f l a g s )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR delete module ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &name user , s izeof (void ∗) ) ; /∗ name user ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &f l a g s , s izeof (unsigned int ) ) ; /∗ f l a g s ∗/
page addr += s izeof (unsigned int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sy s de l e t e modu l e (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”name user : %p ” , name user ) ;
p r intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” f l a g s : %d ” , f l a g s ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s d e l e t e modu l e ( name user , f l a g s ) ;
}
/∗ 52 ’ s y s m lo c k ’ ∗/
asmlinkage long f ake sy s mlock (unsigned long s ta r t , s i z e t l en )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
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/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR mlock ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &sta r t , s izeof (unsigned long ) ) ; /∗ s t a r t ∗/
page addr += s izeof (unsigned long ) ;
memcpy( page addr , &len , s izeof ( s i z e t ) ) ; /∗ l e n ∗/
page addr += s izeof ( s i z e t ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys mlock (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” s t a r t : %lu ” , s t a r t ) ;
p r intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” l en : %lu ” , ( long unsigned int ) l en ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s m l o c k ( s ta r t , l en ) ;
}
/∗ 53 ’ s y s s e t t im e o f d a y ’ ∗/
asmlinkage long f a k e s y s s e t t imeo f day ( struct t imeval u s e r ∗tv ,
struct timezone u s e r ∗ tz )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR sett imeofday ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &tv , s izeof (void ∗) ) ; /∗ t v ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &tz , s izeof (void ∗) ) ; /∗ t z ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sy s s e t t imeo fday (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” tv : %p ” , tv ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” tz : %p ” , tz ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t t im e o f d a y ( tv , tz ) ;
}
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/∗ 54 ’ sys se tdomainname ’ ∗/
asmlinkage long fake sys setdomainname (char u s e r ∗name , int l en )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR setdomainname ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &name , s izeof (void ∗) ) ; /∗ name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &len , s izeof ( int ) ) ; /∗ l e n ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys setdomainname (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”name : %p ” , name ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” l en : %d ” , l en ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return or ig ina l sys se tdomainname (name , l en ) ;
/∗ 55 ’ sys umount ’ ∗/
asmlinkage long fake sys umount (char u s e r ∗name , int f l a g s )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR umount ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &name , s izeof (void ∗) ) ; /∗ name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &f l a g s , s izeof ( int ) ) ; /∗ f l a g s ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys umount (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”name : %p ” , name ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” f l a g s : %d ” , f l a g s ) ;
p r intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
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/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g ina l sy s umount (name , f l a g s ) ;
}
/∗ 56 ’ s y s t r u n c a t e ’ ∗/
asmlinkage long f a k e s y s t r un c a t e ( const char u s e r ∗path ,
unsigned long l ength )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR truncate ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &path , s izeof (void ∗) ) ; /∗ path ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &length , s izeof (unsigned long ) ) ; /∗ l e n g t h ∗/
page addr += s izeof (unsigned long ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s t runca t e (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ”path : %p ” , path ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” l ength : %lu ” , l ength ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s t r u n c a t e ( path , l ength ) ;
}
/∗ 57 ’ s y s s e t r l i m i t ’ ∗/
asmlinkage long f a k e s y s s e t r l i m i t (unsigned int resource ,
struct r l im i t u s e r ∗ r l im )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR se t r l im i t ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &resource , s izeof (unsigned int ) ) ; /∗ r e s ou r c e ∗/
page addr += s izeof (unsigned int ) ;
memcpy( page addr , &rl im , s izeof (void ∗) ) ; /∗ r l im ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s e t r l i m i t (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” r e sou r c e : %d ” , r e sou r c e ) ;
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pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” r l im : %p ” , r l im ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t r l i m i t ( resource , r l im ) ;
}
/∗ 58 ’ s y s i ope rm ’ ∗/
asmlinkage long f ake sy s i ope rm (unsigned long from , unsigned long num,
int on )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR ioperm ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &from , s izeof (unsigned long ) ) ; /∗ from ∗/
page addr += s izeof (unsigned long ) ;
memcpy( page addr , &num, s izeof (unsigned long ) ) ; /∗ num ∗/
page addr += s izeof (unsigned long ) ;
memcpy( page addr , &on , s izeof ( int ) ) ; /∗ on ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys ioperm (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” from : %lu ” , from ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”num: %lu ” , num ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ”on : %d ” , on ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s i o p e rm ( from ,num, on ) ;
}
/∗ 59 ’ s y s s c h e d s e t p a r am ’ ∗/
asmlinkage long f ake sy s s ched se tpa ram ( p id t pid , struct
sched param u s e r ∗param)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR sched setparam ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
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page addr += s izeof ( int ) ;
memcpy( page addr , &pid , s izeof ( p i d t ) ) ; /∗ p id ∗/
page addr += s izeof ( p i d t ) ;
memcpy( page addr , &param , s izeof (void ∗) ) ; /∗ param ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys sched setparam (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” pid : %lu ” , ( long unsigned int ) pid ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ”param : %p ” , param ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s ch ed s e tpa r am ( pid , param) ;
}
/∗ 60 ’ s y s s c h e d s e t s c h e d u l e r ’ ∗/
asmlinkage long f a k e s y s s c h ed s e t s c h edu l e r ( p i d t pid , int po l i cy ,
struct sched param u s e r ∗param)
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR sched se t s chedu l e r ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &pid , s izeof ( p i d t ) ) ; /∗ p id ∗/
page addr += s izeof ( p i d t ) ;
memcpy( page addr , &po l i cy , s izeof ( int ) ) ; /∗ p o l i c y ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &param , s izeof (void ∗) ) ; /∗ param ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s c h ed s e t s c h edu l e r (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” pid : %lu ” , ( long unsigned int ) pid ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” po l i c y : %d ” , po l i c y ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
{ char pr int params 3 [ 2 0 ] ;
s p r i n t f ( pr int params 3 , ”param : %p ” , param ) ;
pr intk (KERN INFO ”%s\n” , pr int params 3 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
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}
return o r i g i n a l s y s s c h e d s e t s c h e d u l e r ( pid , po l i cy , param) ;
}
/∗ 61 ’ sys swapon ’ ∗/
asmlinkage long fake sys swapon ( const char u s e r ∗ s p e c i a l f i l e ,
int swap f l ag s )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR swapon ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &s p e c i a l f i l e , s izeof (void ∗) ) ; /∗ s p e c i a l f i l e ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &swap f lags , s izeof ( int ) ) ; /∗ s w a p f l a g s ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys swapon (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” s p e c i a l f i l e : %p ” , s p e c i a l f i l e ) ;
p r intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” swap f l ag s : %d ” , swap f l ag s ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i na l s y s swapon ( s p e c i a l f i l e , swap f l ag s ) ;
}
/∗ 62 ’ s y s m l o c k a l l ’ ∗/
asmlinkage long f a k e s y s m l o c k a l l ( int f l a g s )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR mlockal l ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &f l a g s , s izeof ( int ) ) ; /∗ f l a g s ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s m lo cka l l (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” f l a g s : %d ” , f l a g s ) ;
p r intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
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#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s m l o c k a l l ( f l a g s ) ;
}
/∗ 63 ’ s y s n i c e ’ ∗/
asmlinkage long f a k e s y s n i c e ( int increment )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR nice ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &increment , s izeof ( int ) ) ; /∗ increment ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s n i c e (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” increment : %d ” , increment ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s n i c e ( increment ) ;
}
/∗ 64 ’ s y s s e t h o s t name ’ ∗/
asmlinkage long f ake sy s s e thos tname (char u s e r ∗name , int l en )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR sethostname ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &name , s izeof (void ∗) ) ; /∗ name ∗/
page addr += s izeof (void ∗) ;
memcpy( page addr , &len , s izeof ( int ) ) ; /∗ l e n ∗/
page addr += s izeof ( int ) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ sys sethostname (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
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s p r i n t f ( pr int params 1 , ”name : %p ” , name ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
{ char pr int params 2 [ 2 0 ] ;
s p r i n t f ( pr int params 2 , ” l en : %d ” , l en ) ;
pr intk (KERN INFO ”%s\n” , pr int params 2 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s e t ho s tname (name , l en ) ;
}
/∗ 65 ’ s y s s y s c t l ’ ∗/
asmlinkage long f a k e s y s s y s c t l ( struct s y s c t l a r g s u s e r ∗ args )
{
i f ( ( my pid == −1) | | ( current−>pid == my pid ) ) {
/∗ s a l v a t a g g i o parametr i ∗/
void ∗page addr = (void ∗) page base addre s s ;
int s y s c a l l n r = NR sy s c t l ;
memcpy( page addr , &s y s c a l l n r , s izeof ( int ) ) ; /∗ s y s c a l l nr ∗/
page addr += s izeof ( int ) ;
memcpy( page addr , &args , s izeof (void ∗) ) ; /∗ arg s ∗/
page addr += s izeof (void ∗) ;
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r )∗∗∗ s y s s y s c t l (%d) \n” , s y s c a l l n r ) ;
{ char pr int params 1 [ 2 0 ] ;
s p r i n t f ( pr int params 1 , ” args : %p ” , args ) ;
pr intk (KERN INFO ”%s\n” , pr int params 1 ) ; }
#endif
/∗ n o t i f y to vmm ∗/
notify vmm () ;
}
return o r i g i n a l s y s s y s c t l ( args ) ;
}
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗ f u n c t i o n t h a t a l l o c a t e s a new even t channe l ∗/
int a l l o c e v t chn ( int otherend id , int ∗port )
{
struct evtchn al loc unbound al loc unbound ;
int e r r ;
a l loc unbound .dom = DOMID SELF;
al loc unbound . remote dom = otherend id ;
e r r = HYPERVISOR event channel op (EVTCHNOP alloc unbound ,
&al loc unbound ) ;
i f ( e r r )
return −1;
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else
∗port = al loc unbound . port ;
return e r r ;
}
/∗ f u n c t i o n t h a t i n v o k e s t h e n o t i f y v i a ev t chn to dom0 ∗/
int notify vmm ()
{
/∗ n o t i f y t h e t r a c e d s y s c a l l t o t h e dom0 a p p l i c a t i o n ∗/
unsigned int ∗ b i t = ( (unsigned int ∗) ( page base addre s s + 100) ) ;
int s ync b i t = 1 ;
memcpy( (unsigned int ∗) ( page base addre s s + 100) , &sync b i t ,
s izeof ( int ) ) ;
no t i f y r emot e v i a ev t chn ( out por t ) ;
#i f ASYNC FLAG
// i f ( ASYNC FLAG ) { /∗ s i n o t i f i c a a l l a 2a chiamata ∗/
i f ( a sync s t a t e == 0 ) {
a sync s t a t e ++;
} else {
a sync s t a t e = 0 ;
while ( ∗ b i t == 1 ) {
HYPERVISOR sched op(SCHEDOP YIELD, NULL) ; /∗ proc wa i t ∗/
r e t r i e s ++;
}
}
//} e l s e {
#else
/∗ caso s inc rono ∗/
while ( ∗ b i t == 1 ) { // | | ( r e t r i e s < 5) ) {
HYPERVISOR sched op(SCHEDOP YIELD, NULL) ; /∗ proc wa i t ∗/
r e t r i e s ++;
}
//}
#endif
/∗HYPERVISOR sched op (SCHEDOP BLOCK, NULL) ; ∗/
r e t r i e s = 0 ;
#i f PRINT
// p r i n t k ( KERN INFO ”.” ) ;
pr intk (KERN INFO ”%d . t raced !\n” , quante ) ;
// p r i n t k (KERN INFO ”( w r i t e r ) n o t i f y s en t !\n”) ;
#endif
return 0 ;
}
/∗ f u n c t i o n t h a t c l o s e t h e used even t channe l ∗/
int f r e e ev t chn ( int port )
{
int e r r = 0 ;
struct ev t chn c l o s e c l o s e ;
c l o s e . port = port ;
e r r = HYPERVISOR event channel op (EVTCHNOP close ,
&c l o s e ) ;
i f ( e r r )
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return −1;
return e r r ;
}
/∗ Module i n i t ∗/
stat ic int w r i t e r i n i t (void )
{
struct xenbus t ransac t i on xbtransac t ion ;
int e r r ;
int wr i t e r e s u l t ;
char ∗path = ”monitor ” ;
char ∗ token = ” s t a t e ” ;
char ∗value = ” running ” ;
char ∗pag token = ”pageaddr” ;
char ∗port token = ”port ” ;
char pag value [ 2 0 ] ; /∗ i n d i r i z z o pag a l l o c a t a ∗/
char bu f f p o r t [ 2 0 ] ; /∗ nr por ta evn t channe l ∗/
/∗ s y s c a l l t a b l e h i j a c k ∗/
o r i g i n a l s y s w r i t e = s y s c a l l t a b l e [ NR write ] ;
o r i g i n a l s y s r e a d = s y s c a l l t a b l e [ NR read ] ;
o r i g i n a l s y s e x i t = s y s c a l l t a b l e [ NR exi t ] ;
o r i g i n a l s y s o p e n = s y s c a l l t a b l e [ NR open ] ;
o r i g i n a l s y s c l o s e = s y s c a l l t a b l e [ NR c lose ] ; /∗ 5 ∗/
o r i g i n a l s y s wa i t p i d = s y s c a l l t a b l e [ NR waitpid ] ;
o r i g i n a l s y s c r e a t = s y s c a l l t a b l e [ NR creat ] ;
o r i g i n a l s y s l i n k = s y s c a l l t a b l e [ NR l ink ] ;
o r i g i n a l s y s u n l i n k = s y s c a l l t a b l e [ NR unl ink ] ;
o r i g i n a l s y s c h d i r = s y s c a l l t a b l e [ NR chdir ] ; /∗ 10 ∗/
o r i g i n a l s y s t im e = s y s c a l l t a b l e [ NR time ] ;
o r i g ina l sy s mknod = s y s c a l l t a b l e [ NR mknod ] ;
o r i g ina l sy s chmod = s y s c a l l t a b l e [ NR chmod ] ;
o r i g i n a l s y s s t a t = s y s c a l l t a b l e [ NR stat ] ;
o r i g i n a l s y s l s e e k = s y s c a l l t a b l e [ NR lseek ] ; /∗ 15 ∗/
o r i g i n a l s y s g e t p i d = s y s c a l l t a b l e [ NR getpid ] ;
o r i g i na l sy s mount = s y s c a l l t a b l e [ NR mount ] ;
o r i g i n a l s y s f c h own = s y s c a l l t a b l e [ NR fchown ] ;
o r i g i n a l s y s s e t u i d = s y s c a l l t a b l e [ NR setu id ] ;
o r i g i n a l s y s s e t r e g i d = s y s c a l l t a b l e [ NR set r eg id ] ; /∗ 20 ∗/
o r i g i n a l s y s s e t f s g i d = s y s c a l l t a b l e [ NR se t f s g i d ] ;
o r i g i n a l s y s l c h own = s y s c a l l t a b l e [ NR lchown ] ;
o r i g i n a l s y s s ym l i n k = s y s c a l l t a b l e [ NR symlink ] ;
o r i g i na l s y s chown = s y s c a l l t a b l e [ NR chown ] ;
o r i g i n a l s y s s e t g i d = s y s c a l l t a b l e [ NR setg id ] ; /∗ 25 ∗/
o r i g i n a l s y s s e t g r o u p s = s y s c a l l t a b l e [ NR setgroups ] ;
o r i g i n a l s y s s e t r e s u i d = s y s c a l l t a b l e [ NR se t r e su id ] ;
o r i g i n a l s y s r ename = s y s c a l l t a b l e [ NR rename ] ;
o r i g i na l s y s f chmod = s y s c a l l t a b l e [ NR fchmod ] ;
o r i g i n a l s y s s e t r e u i d = s y s c a l l t a b l e [ NR set reu id ] ; /∗ 30 ∗/
o r i g i n a l s y s s e t f s u i d = s y s c a l l t a b l e [ NR se t f su id ] ;
o r i g i n a l s y s s e t r e s g i d = s y s c a l l t a b l e [ NR se t r e sg id ] ;
o r i g i n a l s y s mkd i r = s y s c a l l t a b l e [ NR mkdir ] ;
o r i g i n a l s y s i o c t l = s y s c a l l t a b l e [ NR io c t l ] ;
o r i g i n a l s y s f t r u n c a t e = s y s c a l l t a b l e [ NR ft runcate ] ; /∗ 35 ∗/
o r i g i n a l s y s f l o c k = s y s c a l l t a b l e [ NR f lock ] ;
o r i g i n a l s y s b r k = s y s c a l l t a b l e [ NR brk ] ;
o r i g i n a l s y s r e b o o t = s y s c a l l t a b l e [ NR reboot ] ;
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o r i g i n a l s y s sw ap o f f = s y s c a l l t a b l e [ NR swapoff ] ;
o r i g i n a l s y s s t im e = s y s c a l l t a b l e [ NR stime ] ; /∗ 40 ∗/
o r i g i n a l s y s s o c k e t c a l l = s y s c a l l t a b l e [ NR socke t ca l l ] ;
o r i g i n a l s y s s y s l o g = s y s c a l l t a b l e [ NR sys log ] ;
o r i g i n a l s y s rmd i r = s y s c a l l t a b l e [ NR rmdir ] ;
o r i g i n a l s y s dup2 = s y s c a l l t a b l e [ NR dup2 ] ;
o r i g i n a l s y s q u o t a c t l = s y s c a l l t a b l e [ NR quotact l ] ; /∗ 45 ∗/
o r i g i n a l s y s n f s s e r v c t l = s y s c a l l t a b l e [ NR n f s s e r v c t l ] ;
o r i g i n a l s y s k i l l = s y s c a l l t a b l e [ NR k i l l ] ;
o r i g i n a l s y s s e t p r i o r i t y = s y s c a l l t a b l e [ NR s e tp r i o r i t y ] ;
o r i g i n a l s y s a d j t im ex = s y s c a l l t a b l e [ NR adjtimex ] ;
o r i g i na l sy s vhangup = s y s c a l l t a b l e [ NR vhangup ] ; /∗ 50 ∗/
o r i g i n a l s y s d e l e t e modu l e = s y s c a l l t a b l e [ NR delete module ] ;
o r i g i n a l s y s m l o c k = s y s c a l l t a b l e [ NR mlock ] ;
o r i g i n a l s y s s e t t im e o f d a y = s y s c a l l t a b l e [ NR sett imeofday ] ;
o r i g ina l sys s e tdomainname = s y s c a l l t a b l e [ NR setdomainname ] ;
o r i g ina l sy s umount = s y s c a l l t a b l e [ NR umount ] ; /∗ 55 ∗/
o r i g i n a l s y s t r u n c a t e = s y s c a l l t a b l e [ NR truncate ] ;
o r i g i n a l s y s s e t r l i m i t = s y s c a l l t a b l e [ NR se t r l im i t ] ;
o r i g i n a l s y s i o p e rm = s y s c a l l t a b l e [ NR ioperm ] ;
o r i g i n a l s y s s ch ed s e tpa r am = s y s c a l l t a b l e [ NR sched setparam ] ;
o r i g i n a l s y s s c h e d s e t s c h e d u l e r = s y s c a l l t a b l e
[ NR sched se t s chedu l e r ] ; /∗ 60 ∗/
o r i g i na l s y s swapon = s y s c a l l t a b l e [ NR swapon ] ;
o r i g i n a l s y s m l o c k a l l = s y s c a l l t a b l e [ NR mlockal l ] ;
o r i g i n a l s y s n i c e = s y s c a l l t a b l e [ NR nice ] ;
o r i g i n a l s y s s e t ho s tname = s y s c a l l t a b l e [ NR sethostname ] ;
o r i g i n a l s y s s y s c t l = s y s c a l l t a b l e [ NR sy s c t l ] ; /∗ 65 ∗/
s y s c a l l t a b l e [ NR getpid ] = f a k e s y s g e t p i d ;
s y s c a l l t a b l e [ NR lseek ] = f a k e s y s l s e e k ;
s y s c a l l t a b l e [ NR stat ] = f a k e s y s s t a t ;
s y s c a l l t a b l e [ NR chmod ] = fake sys chmod ;
s y s c a l l t a b l e [ NR mknod ] = fake sys mknod ; /∗ 5 ∗/
s y s c a l l t a b l e [ NR time ] = f ak e sy s t ime ;
s y s c a l l t a b l e [ NR chdir ] = f a k e s y s c hd i r ;
s y s c a l l t a b l e [ NR unl ink ] = f a k e s y s un l i n k ;
s y s c a l l t a b l e [ NR l ink ] = f a k e s y s l i n k ;
s y s c a l l t a b l e [ NR creat ] = f a k e s y s c r e a t ; /∗ 10 ∗/
s y s c a l l t a b l e [ NR read ] = f ak e s y s r e ad ;
s y s c a l l t a b l e [ NR write ] = f a k e s y s w r i t e ;
s y s c a l l t a b l e [ NR exi t ] = f a k e s y s e x i t ;
s y s c a l l t a b l e [ NR open ] = fake sy s open ;
s y s c a l l t a b l e [ NR c lose ] = f a k e s y s c l o s e ; /∗ 15 ∗/
s y s c a l l t a b l e [ NR waitpid ] = f ak e s y s wa i t p i d ;
s y s c a l l t a b l e [ NR mount ] = fake sys mount ;
s y s c a l l t a b l e [ NR fchown ] = fake sys f chown ;
s y s c a l l t a b l e [ NR setu id ] = f a k e s y s s e t u i d ;
s y s c a l l t a b l e [ NR set r eg id ] = f a k e s y s s e t r e g i d ; /∗ 20 ∗/
s y s c a l l t a b l e [ NR se t f s g i d ] = f a k e s y s s e t f s g i d ;
s y s c a l l t a b l e [ NR lchown ] = fake sys l chown ;
s y s c a l l t a b l e [ NR symlink ] = fake sy s syml ink ;
s y s c a l l t a b l e [ NR chown ] = fake sys chown ;
s y s c a l l t a b l e [ NR setg id ] = f a k e s y s s e t g i d ; /∗ 25 ∗/
s y s c a l l t a b l e [ NR setgroups ] = f ak e s y s s e t g r oup s ;
s y s c a l l t a b l e [ NR se t r e su id ] = f a k e s y s s e t r e s u i d ;
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s y s c a l l t a b l e [ NR rename ] = fake sys rename ;
s y s c a l l t a b l e [ NR fchmod ] = fake sys fchmod ;
s y s c a l l t a b l e [ NR set reu id ] = f a k e s y s s e t r e u i d ; /∗ 30 ∗/
s y s c a l l t a b l e [ NR se t f su id ] = f a k e s y s s e t f s u i d ;
s y s c a l l t a b l e [ NR se t r e sg id ] = f a k e s y s s e t r e s g i d ;
s y s c a l l t a b l e [ NR mkdir ] = fake sy s mkd i r ;
s y s c a l l t a b l e [ NR io c t l ] = f a k e s y s i o c t l ;
s y s c a l l t a b l e [ NR ft runcate ] = f a k e s y s f t r u n c a t e ; /∗ 35 ∗/
s y s c a l l t a b l e [ NR f lock ] = f a k e s y s f l o c k ;
s y s c a l l t a b l e [ NR brk ] = f ak e s y s b rk ;
s y s c a l l t a b l e [ NR reboot ] = f ak e s y s r e boo t ;
s y s c a l l t a b l e [ NR swapoff ] = f ak e s y s swapo f f ;
s y s c a l l t a b l e [ NR stime ] = f ak e s y s s t ime ; /∗ 40 ∗/
s y s c a l l t a b l e [ NR socke t ca l l ] = f a k e s y s s o c k e t c a l l ;
s y s c a l l t a b l e [ NR sys log ] = f a k e s y s s y s l o g ;
s y s c a l l t a b l e [ NR rmdir ] = f ake sy s rmd i r ;
s y s c a l l t a b l e [ NR dup2 ] = fake sys dup2 ;
s y s c a l l t a b l e [ NR quotact l ] = f a k e s y s qu o t a c t l ; /∗ 45 ∗/
s y s c a l l t a b l e [ NR n f s s e r v c t l ] = f a k e s y s n f s s e r v c t l ;
s y s c a l l t a b l e [ NR k i l l ] = f a k e s y s k i l l ;
s y s c a l l t a b l e [ NR s e tp r i o r i t y ] = f a k e s y s s e t p r i o r i t y ;
s y s c a l l t a b l e [ NR adjtimex ] = fake sy s ad j t imex ;
s y s c a l l t a b l e [ NR vhangup ] = fake sys vhangup ; /∗ 50 ∗/
s y s c a l l t a b l e [ NR delete module ] = f ak e sy s d e l e t e modu l e ;
s y s c a l l t a b l e [ NR mlock ] = fake sy s mlock ;
s y s c a l l t a b l e [ NR sett imeofday ] = f ak e s y s s e t t imeo f day ;
s y s c a l l t a b l e [ NR setdomainname ] = fake sys setdomainname ;
s y s c a l l t a b l e [ NR umount ] = fake sys umount ; /∗ 55 ∗/
s y s c a l l t a b l e [ NR truncate ] = f ak e s y s t r un c a t e ;
s y s c a l l t a b l e [ NR se t r l im i t ] = f a k e s y s s e t r l i m i t ;
s y s c a l l t a b l e [ NR ioperm ] = fake sy s i ope rm ;
s y s c a l l t a b l e [ NR sched setparam ] = fake sy s s ched se tpa ram ;
s y s c a l l t a b l e [ NR sched se t s chedu l e r ] = f a k e s y s s c h ed s e t s c h edu l e r ;
/∗ 60 ∗/
s y s c a l l t a b l e [ NR swapon ] = fake sys swapon ;
s y s c a l l t a b l e [ NR mlockal l ] = f a k e s y s m l o c k a l l ;
s y s c a l l t a b l e [ NR nice ] = f a k e s y s n i c e ;
s y s c a l l t a b l e [ NR sethostname ] = fake sys s e thos tname ;
s y s c a l l t a b l e [ NR sy s c t l ] = f a k e s y s s y s c t l ; /∗ 65 ∗/
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
i f ( my pid == −1) {
pr intk (KERN INFO ” ( wr i t e r ) module s t a r t s monitor ing ∗ a l l ∗ procs ” ) ;
} else {
pr intk (KERN INFO ” ( wr i t e r ) module s t a r t s monitor ing pid : %d ” ,
my pid ) ;
}
/∗ even t channe l c r e a t i o n ∗/
e r r = a l l o c e v t chn (DOM0ID, &out por t ) ;
i f ( e r r ) {
pr intk (KERN INFO ” ( wr i t e r ) ERROR during event channel a l l o c a t i o n :
%d” , e r r ) ;
return −1;
}
/∗ page a l l o c a t i o n ∗/
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page base addre s s = g e t f r e e p a g e (GFP KERNEL) ;
i f ( page base addre s s == 0) {
pr intk (KERN INFO ” ( wr i t e r ) ERROR a l l o c a t i n g f r e e page : %x (%lu ) ” ,
(unsigned int ) page base address ,
page base addre s s ) ;
return −ENOMEM;
}
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r ) page base address : %x (%lu )\n” ,
(unsigned int ) page base address , page base addre s s ) ;
/∗ wr i t i n g po r t nr in XenStore ∗/
pr intk (KERN INFO ” ( wr i t e r ) evt channel a l l o c a t ed : e r r=%d , out por t=%d\n” ,
DOM0ID, out por t ) ;
#endif
#i f 1
s p r i n t f ( bu f f po r t , ”%d” , out por t ) ;
e r r = xenbu s t r an s a c t i on s t a r t (&xbtransac t ion ) ;
i f ( e r r ) {
pr intk (KERN INFO ” ( wr i t e r ) ERROR: xenbus t r an s c t s t a r t e r r o r : %d\n” ,
e r r ) ;
return −1;
}
wr i t e r e s u l t = xenbus wr i te ( xbtransact ion , path , token , value ) ;
/∗ module s t a t e ∗/
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r ) wr i t e r e s u l t : %d\n” , w r i t e r e s u l t ) ;
#endif
wr i t e r e s u l t = xenbus wr i te ( xbtransact ion , path , port token , bu f f p o r t ) ;
/∗ por t number ∗/
/∗ wr i t i n g a l l o c a t e d page addre s s in x en s t o r e ∗/
s p r i n t f ( pag value , ”%lu ” , page base addre s s ) ;
w r i t e r e s u l t = xenbus wr i te ( xbtransact ion , path , pag token , pag value ) ;
e r r = xenbus t ransac t i on end ( xbtransact ion , 0) ;
i f ( e r r == −EAGAIN) {
pr intk (KERN INFO ” ( wr i t e r ) ERROR: xenstore wr i t e f a i l e d !\n” ) ;
/∗ . . . ∗/
}
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
#endif
return 0 ;
}
stat ic void wr i t e r e x i t (void )
{
f r e e pag e ( page base addre s s ) ;
f r e e ev t chn ( out por t ) ;
s y s c a l l t a b l e [ NR exi t ] = o r i g i n a l s y s e x i t ;
s y s c a l l t a b l e [ NR read ] = o r i g i n a l s y s r e a d ;
s y s c a l l t a b l e [ NR write ] = o r i g i n a l s y s w r i t e ;
s y s c a l l t a b l e [ NR open ] = o r i g i n a l s y s o p e n ;
s y s c a l l t a b l e [ NR c lose ] = o r i g i n a l s y s c l o s e ; /∗ 5 ∗/
s y s c a l l t a b l e [ NR waitpid ] = o r i g i n a l s y s wa i t p i d ;
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s y s c a l l t a b l e [ NR creat ] = o r i g i n a l s y s c r e a t ;
s y s c a l l t a b l e [ NR l ink ] = o r i g i n a l s y s l i n k ;
s y s c a l l t a b l e [ NR unl ink ] = o r i g i n a l s y s u n l i n k ;
s y s c a l l t a b l e [ NR chdir ] = o r i g i n a l s y s c h d i r ; /∗ 10 ∗/
s y s c a l l t a b l e [ NR time ] = o r i g i n a l s y s t im e ;
s y s c a l l t a b l e [ NR mknod ] = or ig ina l sy s mknod ;
s y s c a l l t a b l e [ NR chmod ] = or i g ina l sy s chmod ;
s y s c a l l t a b l e [ NR stat ] = o r i g i n a l s y s s t a t ;
s y s c a l l t a b l e [ NR lseek ] = o r i g i n a l s y s l s e e k ; /∗ 15 ∗/
s y s c a l l t a b l e [ NR getpid ] = o r i g i n a l s y s g e t p i d ;
s y s c a l l t a b l e [ NR mount ] = or i g i na l s y s mount ;
s y s c a l l t a b l e [ NR fchown ] = o r i g i n a l s y s f c h own ;
s y s c a l l t a b l e [ NR setu id ] = o r i g i n a l s y s s e t u i d ;
s y s c a l l t a b l e [ NR set r eg id ] = o r i g i n a l s y s s e t r e g i d ; /∗ 20 ∗/
s y s c a l l t a b l e [ NR se t f s g i d ] = o r i g i n a l s y s s e t f s g i d ;
s y s c a l l t a b l e [ NR lchown ] = o r i g i n a l s y s l c h own ;
s y s c a l l t a b l e [ NR symlink ] = o r i g i n a l s y s s ym l i n k ;
s y s c a l l t a b l e [ NR chown ] = or i g i na l s y s chown ;
s y s c a l l t a b l e [ NR setg id ] = o r i g i n a l s y s s e t g i d ; /∗ 25 ∗/
s y s c a l l t a b l e [ NR setgroups ] = o r i g i n a l s y s s e t g r o u p s ;
s y s c a l l t a b l e [ NR se t r e su id ] = o r i g i n a l s y s s e t r e s u i d ;
s y s c a l l t a b l e [ NR rename ] = o r i g i n a l s y s r ename ;
s y s c a l l t a b l e [ NR fchmod ] = o r i g i na l s y s f chmod ;
s y s c a l l t a b l e [ NR set reu id ] = o r i g i n a l s y s s e t r e u i d ; /∗ 30 ∗/
s y s c a l l t a b l e [ NR se t f su id ] = o r i g i n a l s y s s e t f s u i d ;
s y s c a l l t a b l e [ NR se t r e sg id ] = o r i g i n a l s y s s e t r e s g i d ;
s y s c a l l t a b l e [ NR mkdir ] = o r i g i n a l s y s mkd i r ;
s y s c a l l t a b l e [ NR io c t l ] = o r i g i n a l s y s i o c t l ;
s y s c a l l t a b l e [ NR ft runcate ] = o r i g i n a l s y s f t r u n c a t e ; /∗ 35 ∗/
s y s c a l l t a b l e [ NR f lock ] = o r i g i n a l s y s f l o c k ;
s y s c a l l t a b l e [ NR brk ] = o r i g i n a l s y s b r k ;
s y s c a l l t a b l e [ NR reboot ] = o r i g i n a l s y s r e b o o t ;
s y s c a l l t a b l e [ NR swapoff ] = o r i g i n a l s y s sw ap o f f ;
s y s c a l l t a b l e [ NR stime ] = o r i g i n a l s y s s t im e ; /∗ 40 ∗/
s y s c a l l t a b l e [ NR socke t ca l l ] = o r i g i n a l s y s s o c k e t c a l l ;
s y s c a l l t a b l e [ NR sys log ] = o r i g i n a l s y s s y s l o g ;
s y s c a l l t a b l e [ NR rmdir ] = o r i g i n a l s y s rmd i r ;
s y s c a l l t a b l e [ NR dup2 ] = o r i g i n a l s y s dup2 ;
s y s c a l l t a b l e [ NR quotact l ] = o r i g i n a l s y s q u o t a c t l ; /∗ 45 ∗/
s y s c a l l t a b l e [ NR n f s s e r v c t l ] = o r i g i n a l s y s n f s s e r v c t l ;
s y s c a l l t a b l e [ NR k i l l ] = o r i g i n a l s y s k i l l ;
s y s c a l l t a b l e [ NR s e tp r i o r i t y ] = o r i g i n a l s y s s e t p r i o r i t y ;
s y s c a l l t a b l e [ NR adjtimex ] = o r i g i n a l s y s a d j t im ex ;
s y s c a l l t a b l e [ NR vhangup ] = or i g i na l s y s vhangup ; /∗ 50 ∗/
s y s c a l l t a b l e [ NR delete module ] = o r i g i n a l s y s d e l e t e modu l e ;
s y s c a l l t a b l e [ NR mlock ] = o r i g i n a l s y s m l o c k ;
s y s c a l l t a b l e [ NR sett imeofday ] = o r i g i n a l s y s s e t t im e o f d a y ;
s y s c a l l t a b l e [ NR setdomainname ] = or ig ina l sys se tdomainname ;
s y s c a l l t a b l e [ NR umount ] = or i g ina l sy s umount ; /∗ 55 ∗/
s y s c a l l t a b l e [ NR truncate ] = o r i g i n a l s y s t r u n c a t e ;
s y s c a l l t a b l e [ NR se t r l im i t ] = o r i g i n a l s y s s e t r l i m i t ;
s y s c a l l t a b l e [ NR ioperm ] = o r i g i n a l s y s i o p e rm ;
s y s c a l l t a b l e [ NR sched setparam ] = o r i g i n a l s y s s ch ed s e tpa r am ;
s y s c a l l t a b l e [ NR sched se t s chedu l e r ]= o r i g i n a l s y s s c h e d s e t s c h e d u l e r ;
/∗ 60 ∗/
s y s c a l l t a b l e [ NR swapon ] = o r i g i na l s y s swapon ;
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s y s c a l l t a b l e [ NR mlockal l ] = o r i g i n a l s y s m l o c k a l l ;
s y s c a l l t a b l e [ NR nice ] = o r i g i n a l s y s n i c e ;
s y s c a l l t a b l e [ NR sethostname ] = o r i g i n a l s y s s e t ho s tname ;
s y s c a l l t a b l e [ NR sy s c t l ] = o r i g i n a l s y s s y s c t l ; /∗ 65 ∗/
#i f PRINT
pr intk (KERN INFO ” ( wr i t e r ) dying . . . page base address : %x\n” ,
(unsigned int ) page base addre s s ) ;
#endif
}
module in i t ( w r i t e r i n i t ) ;
module ex i t ( w r i t e r e x i t ) ;
MODULE LICENSE( ”GPL” ) ;
MODULEAUTHOR(”Francesco Tamberi” ) ;
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