Let G, H be two connected graphs with the same degree sequence. The aim of this paper is to find a transformation from G to H via a sequence of flips maintaining connectivity. A flip of G is an operation consisting in replacing two existing edges uv, xy of G by ux and vy. Taylor showed that there always exists a sequence of flips that transforms G into H maintaining connectivity. Bousquet and Mary proved that there exists a 4-approximation algorithm of a shortest transformation. In this paper, we show that there exists a 2.5-approximation algorithm running in polynomial time. We also discuss the tightness of the lower bound and show that, in order to drastically improve the approximation ratio, we need to improve the best known lower bounds.
Introduction
Sorting by reversals problem. The problem of sorting by reversals has been widely studied in the last twenty years in genomics. The reversal of a sequence of DNA is a common mutation of a genome, that can lead to major evolutionary events. It consists, given a DNA sequence that can be represented as a labelled path x 1 , . . . , x n on n vertices, in turning around a part of it. More formally, a reversal is a transformation that, given two integers 1 ≤ i < j ≤ n, transforms the path x 1 , . . . , x n into x 1 , . . . , x i−1 , x j , x j−1 , . . . , x i , x j+1 , . . . , x n . It is easy to prove that, given two paths on the same vertex set (and with the same leaves), there exists a sequence of reversals that transforms the first into the second. Biologists want to find the minimum number of reversals needed to transform a genome (i.e. a path) into another in order to compute the evolutionary distance between different species.
An input of the SORTING BY REVERSALS problem consists of two paths P, P ′ with the same vertex set (and the same leaves) and an integer k. The output is positive if and only if there exists a sequence of at most k reversals that transforms P into P ′ . Capraca proved that the SORTING BY REVERSALS problem is NP-complete [4] . Kececioglu and Sankoff first proposed an algorithm that computes a sequence of reversals of size at most twice the length of an optimal solution in polynomial time [10] . Then, Christie improved it into a 3/2approximation algorithm [5] . The best polynomial time algorithm known so far is a 1.375-approximation due to Berman et al. [2] .
A reversal can be equivalently defined as follows: given a path P and two edges ab and cd, a reversal consists in the deletion of the edges ab and cd and the addition of ac and bd that keeps the connectivity of the graph. Indeed, when we transform x 1 , . . . , x n into x 1 , . . . , x i−1 , x j , x j−1 , . . . , x i , x j+1 , . . . , x n , we have deleted the edges x i−1 x i and x j x j+1 and have created the edges x i−1 x j and x i x j+1 . In this paper, we study the generalization of the SORTING BY REVER-SALS problem for trees and general graphs that has also been extensively studied in the last decades.
SHORTEST CONNECTED GRAPH TRANSFORMATION problem. Let G = (V, E) be a graph where V denotes the set of vertices and E the set of edges. For basic definitions on graphs, the reader is referred to [6] . All along the paper, the graphs are loop-free but may admit multiple edges. A tree is a connected graph which does not contain any cycle (a multi-edge being considered as a cycle).
The degree sequence of a graph G is the sequence of the degrees of its vertices in non-increasing order. Given a non-increasing sequence of integers S = {d 1 , . . . , d n }, a graph G = (V, E) whose vertices are labeled as [12] gave necessary and sufficient conditions to guarantee that, given a sequence of integers S = {d 1 , . . . , d n }, there exists a connected multigraph realizing S. Hakimi [7] then proposed a polynomial time algorithm that outputs a connected (multi)graph realizing S if such a graph exists or returns no otherwise.
A flip σ (also called swap or switch in the literature) on two edges ab and cd consists in deleting the edges ab and cd and creating the edges ac and bd (or ad and bc) 3 . The flip operation that transforms the edges ab and cd into the edges ac and bd is denoted (ab, cd) → (ac, bd). When the target edges are not important we will simply say that we flip the edges ab and cd.
Let S = {d 1 , . . . , d n } be a non-increasing sequence and let G and H be two graphs on n vertices v 1 , . . . , v n realizing S. The graph G can be transformed into H if there is a sequence (σ 1 , . . . , σ k ) of flips that transforms G into H. Note that since flips do not modify the degree sequence, all the intermediate graphs also realize S. Let G(S) be the graph whose vertices are the loop-free multigraphs realizing S and where two vertices G and H of G(S) are adjacent if G can be transformed into H via a single flip. Since the flip operation is reversible, the graph G(S) is an undirected graph called the reconfiguration graph of S. Note that there exists a sequence of flips between any pair of graphs realizing S if and only if the graph G(S) is connected. Hakimi [8] proved that, for any nonincreasing sequence S, if the graph G(S) is not empty then it is connected.
One can wonder if the reconfiguration graph is still connected when we restrict to graphs with stronger properties. For a graph property Π, let us denote by G(S, Π) the subgraph of G(S) induced by the graphs realizing S that have the property Π. If we respectively denote by C and S the property of being connected and simple, Taylor proved in [13] that G(S, C ), G(S, S ) and G(S, C ∧ S ) are connected (where ∧ stands for "and"). Let G, H be two graphs of G(S, Π). A sequence of flips transforms G into H in G(S, Π) if the sequence of flips transforms G into H and all the intermediate graphs also have the property Π. In other words, a sequence of flips that transforms G into H in G(S, Π) is a path between G and H in G(S, Π). Since [13] ensures that G(S, Π) is connected, one can ask what is the minimum length of such a transformation between G and H. This problem is known to be NP-hard, see e.g. [4] . In this paper we will study the following problem:
SHORTEST CONNECTED GRAPH TRANSFORMATION Input: Two connected multigraphs G, H with the same degree sequence. Output: The minimum number of flips needed to transform G into H in G(S, C ) .
Note that SHORTEST CONNECTED GRAPH TRANSFORMATION is a generalization of SORTING BY REVERSALS since, when the degree sequence consists of n − 2 vertices of degree 2 and two vertices of degree 1, we simply want to find a sequence of reversals of minimum length between two paths. Bousquet and Mary [3] proposed a 4-approximation algorithm for SHORTEST CONNECTED GRAPH TRANSFORMATION. Our main result is the following: Theorem 1. SHORTEST CONNECTED GRAPH TRANSFORMATION admits a 2.5approximation algorithm.
Section 3 is devoted to the proof of Theorem 1. In order to prove it, we will mainly focus on the SHORTEST TREE TRANSFORMATION problem which is the same as SHORTEST CONNECTED GRAPH TRANSFORMATION except that the input consists of trees with the same degree sequence. Informally speaking, it is due to the fact that if an edge of the symmetric difference appears in some cycle, then we can reduce the size of the symmetric difference in one flip, as observed in [3] .
When we desire to give some explicit bound on the quality of a solution, we need to compare it with the length of an optimal transformation. When we do not want to keep connectivity, Will [14] gives an explicit formula of the number of steps in a minimum transformation. When we want to keep connectivity, no such formula is known. Our 5/2-approximation algorithm is obtained by comparing it to the formula of Will (which is a lower bound when we want to keep connectivity). In Section 4, we discuss the tightness of this lower bound. We exhibit two graphs G and H such that the length of a shortest transformation between G and H is at least 1.5 times larger than the bound given by [14] , and even twice longer under some assumptions on the set of possible flips. In order to prove this result, we generalize some notions introduced for sorting by reversals in [5] to general graphs.
This example ensures that if we want to find an approximation algorithm with a ratio better than 1.5, we might have to improve the algorithm, but overall, we need to improve the lower bound. The formal point and the two graphs G and H can be found in Section 4.
Related Works
Mass spectrometry. Mass spectrometry is a technique used by chemists in order to obtain the formula of a molecule. It provides the mass-to-charge (m/z) ratio spectrum of the molecule from which we can deduce how many atoms of each element the molecule has. With this formula, we would like to find out the nature of the molecule, i.e. the bonds between the different atoms. But the existence of structural isomers points out that there could exist several solutions for this problem. Thus, we would like to find all of them. Since the valence of each atom is known, this problem actually consists in finding all the connected loop-free multigraphs whose degree sequence is the sequence of the valences of those atoms. The reconfiguration problem we are studying here can be a tool for an enumeration algorithm consisting in visiting the reconfiguration graph.
Flips and reconfiguration. The SHORTEST CONNECTED GRAPH TRANSFORMA-TION problem belongs to the class of reconfiguration problems that received a considerable attention in the last few years. Reconfiguration problems consist, given two solutions of the same problem, in transforming the first solution into the second via a sequence of "elementary" transformations (such as flips) maintaining some properties all along. For more information on reconfiguration problems, the reader is referred for instance to [11] .
Preliminaries

Symmetric Difference
Unless specified otherwise, we consider unoriented loop-free multigraphs. Let G = (V (G), E(G)) be a graph where V (G) is the set of vertices of G and E(G) is its set of edges. The intersection of two graphs G and H on the same set of vertices V is the graph G ∩ H with vertex set V , and such that e ∈ E(G ∩ H), with multiplicity m, if the minimum multiplicity of e in both graphs is m. Their union, G ∪ H, has vertex set V , and e ∈ E(G ∪ H), with multiplicity m, if and only if the maximum multiplicity of e in G and H is m. Finally, the difference G − H has vertex set V and e ∈ E(G − H) with multiplicity m if and only if the difference between its multiplicities in G and H is m > 0. The symmetric difference of G and H is ∆(G, H) = (G − H) ∪ (H − G). We denote by δ(G, H) the number of edges of ∆(G, H).
Let G, H be two graphs with the same degree sequence. An edge e of G is good if it is in G ∩ H and is bad otherwise. Note that since G and H have the same degree sequence, the graph ∆(G, H) has even degree on each vertex and the number of edges of G incident to v is equal to the number of edges of H incident to v.
Each flip removes at most 4 edges of the symmetric difference. Therefore, the length of a transformation from G to H is at least δ(G, H)/4. In fact, it is possible to obtain a slightly better bound on the length of the transformation. A cycle C in ∆(G, H) is alternating if edges of G and H alternate in C. Since the number of edges of G incident to v is equal to the number of edge of H incident to v in ∆(G, H), the graph ∆(G, H) can be partitioned into a collection of alternating cycles. We denote by mnc(G, H) the maximal number of cycles in a partition C of ∆(G, H) into alternating cycles. Will [14] proved the following: Note that Theorem 2 indeed provides a lower bound for a transformation of SHORTEST CONNECTED GRAPH TRANSFORMATION .
Basic Facts Concerning Flips
is the set of vertices u such that uv is an arc of D, and the set N + D (v) of out-neighbours of v in D is the set of vertices u such that vu is an arc of D. When G and D are obvious from the context we will simply write N (v), N − (v), N + (v).
The inverse σ −1 of a flip σ is the flip such that σ • σ −1 = id, i.e. applying σ and then σ −1 leaves the initial graph. The opposite −σ of a flip σ is the unique other flip that can be applied to the two edges of σ. If we consider a flip σ = (ab, cd) → (ac, bd), then σ −1 = (ac, bd) → (ab, cd) and −σ = (ab, cd) → (ad, bc). Note that −σ is a flip deleting the same edges as σ while σ −1 cancels the flip σ. When we transform a graph G into another graph H, we can flip the edges of G or the edges of H. Indeed, applying the sequence of flips (σ 1 , . . . , σ i ) to transform G into a graph K, and the sequence of flips (τ 1 , . . . , τ j ) to transform H into K is equivalent to applying the sequence (σ 1 , . . . , σ i , τ −1 j , . . . , τ −1 1 ) to transform G into H.
Let G = (V, E) be a connected graph and let H be a graph with the degree sequence of G. A flip is good if it flips bad edges and creates at least one good edge. It is bad otherwise. A connected flip is a flip such that its resulting graph is
and there is no repetition of vertices. Similarly, a path from e to f with e, f ∈ E(G) is a path from an endpoint of e to an endpoint of f that does not contain the other endpoint of e and of f . A path between x and y (vertices or edges) is a path from x to y or a path from y to x. The content of a path is its set of vertices. We say that an edge e belongs to (or is on) a path P if both endpoints of e appear consecutively in P . The intersection P 1 ∩ P 2 of two paths P 1 and P 2 is the intersection of their contents. The vertices of a sequence (v 1 , . . . , v k ) are aligned in G if there exists a path P which is the concatenation of k − 1 paths
Note that, for every connected graph G, if ab, cd ∈ E(G), ab = cd, then  (a, b, c, d), (a, b, d, c), (b, a, c, d), or (b, a, d, c) The proofs of all the statements marked with a ⋆ are not included in this extended abstract. Lemma 1 ensures that, for trees, exactly one of the two flips σ and −σ is connected.
Let e and f be two vertex-disjoint edges of a tree T , and let σ 2 be a flip in T that does not flip e nor f . The flip σ 2 depends on e and f if applying the connected flip on e and f changes the connectivity of σ 2 . By abuse of notation, for any two flips σ 1 and σ 2 on pairwise disjoint edges, σ 2 depends on σ 1 if σ 2 depends on the edges of σ 1 . The flip σ 1 sees σ 2 if exactly one of the edges of σ 2 is on the path linking the two edges of σ 1 in G.
The following lemma links the dependency of two flips and the position of their edges in a tree: Lemma 2. (⋆) Let T be a tree and σ 1 and σ 2 be two flips on T , whose edges are pairwise distinct. The three following points are equivalent:
1. σ 2 depends on σ 1 , 2. σ 1 depends on σ 2 , 3. σ 2 sees σ 1 and σ 1 sees σ 2 .
We now give two consequences of applying a connected flip. 
Upper Bound
Let us recall a result of [3] .
Lemma 5. Let G, H be two connected graphs with the same degree sequence. There exists a sequence of at most two flips that decreases δ(G, H) by at least 2. Moreover, if there is an alternating C 4 in ∆(G, H), it can be removed in at most 2 steps, without modifying the rest of the graph.
Lemma 5 immediately implies the following: Corollary 1. SHORTEST CONNECTED GRAPH TRANSFORMATION admits a polynomial time 4-approximation algorithm.
The goal of the rest of this section is to improve the approximation ratio. The crucial lemma is the following: Lemma 6. Let G, H be two trees with the same degree sequence. There exists a sequence of at most 3 flips that decreases δ(G, H) by at least 4. Moreover, this sequence only flips bad edges.
Proof. Let G ′ be the graph whose vertices are the connected components of G ∩ H and where two vertices S 1 and S 2 of G ′ are incident if there exists an edge in G between a vertex of S 1 and a vertex of S 2 . In other words, G ′ is obtained from G by contracting every connected component of G∩H into a single vertex. Note that the edges of G ′ are the edges of G − H. Moreover, as G is a tree, G ′ also is. We can similarly define H ′ . Note that G ′ and H ′ have the same degree sequence.
Let S 1 be a leaf of G ′ and S 2 be its parent in G ′ . Let us show that S 2 is not a leaf of G ′ . Indeed, otherwise G ′ would be reduced to a single edge. In particular, E(G − H) would contain only one edge. Since the degree sequence of G − H and H − G are the same, the edge of H − G would have to be the same, a contradiction. Thus, we can assume that S 2 is not a leaf. Let u 1 u 2 be the edge of G − H between u 1 ∈ S 1 and u 2 ∈ S 2 . Since G − H and H − G have the same degree sequence and S 1 is a leaf of G ′ , there exists a unique vertex v 1 such that u 1 v 1 ∈ E(H − G). Moreover there exists a vertex v 2 such that u 2 v 2 ∈ E(H − G).
Let us first assume that v 1 = v 2 . Then there exists a vertex w distinct from
in G is connected and creates the edge u 1 v 1 . If (u 1 , u 2 , w, v 1 ) are aligned then (u 1 u 2 , v 1 w) → (u 1 w, u 2 v 1 ) is connected and creates the edge u 2 v 1 = u 2 v 2 . In both cases, we reduce the size of the symmetric difference by at least 2 in one flip, and we can conclude with Lemma 5.
From now on, we assume that v 1 = v 2 . We focus on the alignment of u 1 , v 1 , u 2 and v 2 in H. Since S 1 is a leaf of G ′ , it is also a leaf of H ′ . Thus, v 1 is on the path from u 1 to u 2 and either (u 1 , v 1 , u 2 , v 2 ) or (u 1 , v 1 , v 2 , u 2 ) are aligned. If (u 1 , v 1 , u 2 , v 2 ) are aligned then Lemma 1 ensures that
is connected in H and reduces the size of the symmetric difference by at least 2. We can conclude with Lemma 5. Thus, we can assume that (u 1 , v 1 , v 2 , u 2 ) are aligned in H (see Figure 1 for an illustration).
Let us first remark that if u 2 has degree at least 2 in H − G (or equivalently in G − H), then we are done. Indeed, if there exists w = v 2 such that u 2 w ∈ E(H − G) then, since (u 1 , v 1 , v 2 , u 2 ) are aligned, (u 1 , v 1 , u 2 , w) have to be aligned. Indeed, v 2 u 2 is the only edge of H − G on the path from v 1 to u 2 incident to u 2 . Thus the flip (u 1 v 1 , u 2 w) → (u 1 u 2 , v 1 w) is connected in H. Since it reduces δ(G, H) by at least 2, we can conclude with Lemma 5.
From now on, we will assume that u 2 has degree 1 in H − G. Let H 3 (resp. H 4 ) be the connected component of v 1 and v 2 (resp. u 2 ) in H \ {u 1 v 1 , u 2 v 2 }, which exists since (u 1 , v 1 , v 2 , u 2 ) are aligned. Note that the third component of
We now show that there exists an edge u 3 u 4 ∈ E(G − H), with u 3 ∈ H 3 , u 4 ∈ H 4 , and such that the connected component S 4 of G ∩ H containing u 4 is not a leaf of G ′ . Indeed, since G is connected, there exists a path P from v 1 to u 2 in G. Since u 1 u 2 is the only edge of G − H that has an endpoint in S 1 , this path does not contain any vertex of S 1 . Thus, it necessarily contains an edge u 3 u 4 between a vertex u 3 of H 3 and a vertex u 4 of H 4 . Since We now focus on the alignment of u 3 , u 4 , v 3 and v 4 in H.
is connected in H and reduces the size of the symmetric difference by at least 2, since u 3 u 4 ∈ E(G − H). Note that the flip is well-defined since all the vertices are distinct. Thus, we can conclude with Lemma 5. Therefore, we can assume that
We give, in each case, a sequence of three flips that decreases the size of the symmetric difference by at least 4. Due to space restriction, the proof that those flips can be applied and maintain the connectivity are not included in this extended abstract. Figure 1 for an illustration). We successively apply the flips σ 1 : Therefore, in all the cases, we have found a sequence of three flips whose edges are in the symmetric difference and that reduce δ(G, H) by at least 4. Moreover, the proof immediately provides a polynomial time algorithm to find such a sequence.
⊓ ⊔ Note that Lemma 6 allows to obtain a 3-approximation algorithm for SHORT-EST CONNECTED GRAPH TRANSFORMATION. Indeed, as shown in the proof of Lemma 1 in [3] , as long as there exists an edge of the symmetric difference in a cycle of G, one can reduce the size of the symmetric difference by 2 in one step. Afterwards, we can assume that the remaining graphs G − H and H − G are trees. By Lemma 6, in three flips, the symmetric difference of the optimal solution decreases by at most 12 while our algorithm decreases it by at least 4. (Note that free to try all the flips, finding these flips is indeed polynomial). But we can actually improve the approximation ratio. The idea consists in treating differently short cycles. A short cycle is a C 4 , a long cycle is a cycle of length at least 6. We now give the main result of this section. The function f being increasing and since the number of short cycles in C cannot exceed δ(G,H)
4
, we have f (c) ≤ f ( δ(G,H) 4 ) = 5 2 . It gives a 5 2 -approximation in polynomial time. Moreover, when there is no alternating short cycle in ∆(G, H), c = 0. Since f (0) = 9 4 , we obtain a 9 4 -approximation. ⊓ ⊔
Discussion on the Tightness of the Lower Bound
In this section, we discuss the quality of the lower bound of Theorem 2. We first prove that if we only flip bad edges of the same cycle of the symmetric difference then the length of a shortest transformation can be almost twice longer than the one given by the lower bound of Theorem 2. In order to prove it, we generalize several techniques and results of Christie [5] , proved for the SORT-ING BY REVERSALS problem. Note that the result of Hannenhalli and Pevzner [9] actually proves that in the case of paths, when the symmetric difference only contains vertex-disjoint short cycles, it is not necessarily optimal to only flip edges of the same cycle. However, studying this restriction gives us a better understanding of the general problem.
We also prove that, if we only flip bad edges (which are not necessarily in the same cycle of the symmetric difference), then the length of a shortest transformation can be almost 3/2 times longer than the one given by the lower bound. Note that all the existing approximation algorithms for SORTING BY RE-VERSALS and SHORTEST CONNECTED GRAPH TRANSFORMATION only flip bad edges. But again no formal proof guarantees that there always exists a shortest transformation where we only flip bad edges.
The proof of Lemma 5 ensures that there is a transformation from G k to H k in at most 2k steps where we only flip bad edges in the same cycle of the symmetric difference. So our first result is tight with our assumptions. We conjecture that the length of a shortest transformation from G k to H k is at least 2k − 1 without any assumption on the set of possible flips.
