Two-dimensional correlation spectroscopy (2DCS) based on the nonlinear optical response of excitons to sequences of ultrafast pulses, has the potential to provide some unique insights into carrier dynamics in semiconductors. The most prominent feature of 2DCS, cross peaks, can best be understood using a sum-over-states picture involving the many-body eigenstates. However, the optical response of semiconductors is usually calculated by solving truncated equations of motion for dynamical variables, which result in a quasiparticle picture. In this work we derive Green's function expressions for the four wave mixing signals generated in various phase-matching directions and use them to establish the connection between the two pictures. The formal connection with Frenkel excitons (hard-core bosons) and vibrational excitons (soft-core bosons) is pointed out.
and the highly congested exciton spectra.
Two types of approaches have been traditionally used towards modeling the nonlinear optical response of excitonic systems. The first is based on the many-body eigenstates obtained by exact diagonalization of the Hamiltonian. Calculating the eigenstates is a serious computational bottleneck in extended structures.
For an N site tight-binding Frenkel-exciton model the number of single and two-exciton states scales as ∼ N and ∼ N 2 respectively. For Wannier excitons in semiconductors these scalings are ∼ N 2 and ∼ N 4 , making the simulations prohibitively expensive. This is why the approach is not widely used for electron-hole excitations in semiconductors. Instead, one adopts a second strategy, which describes the response in terms of quasiparticles (QP), and the many-particle eigenstates are never calculated. 2, 28, 32, 33, 34, 35 Calculations are performed by solving equations of motion for microscopic coherences, which are coupled to other dynamical variables. Even for a simple system such as a single semiconductor quantum well, solving the equations numerically to create a 2D map of a nonlinear response function is computationally expensive, 23 since these equations must be solved repeatedly for different pulse delays. Only after obtaining the optical signal on a 2D time grid, a Fourier transform can be performed to get the 2DCS. Apart from direct, numerical solutions of equations of motion 36, 37 there exist other theoretical approaches to exciton correlation effects, such as memory kernel representation 38, 39 or Coupled Cluster Expansion for doped semiconductors.
40,41
In this paper we derive closed expressions for 2DCS of semiconductors by solving the Nonlinear Exciton Equations (NEE) 3, 42 for the third order response. Both time-ordered and non-ordered forms of the response function which represent time and frequency domain techniques, respectively, are derived. Our QP expressions for the response are given in terms of the single exciton Green's function and the exciton scattering matrix. The SOS response functions, in contrast, are expressed in terms of many-exciton eigenstates. Even though the response functions calculated using both techniques must be identical, the relation between the two pictures is not obvious. The expressions look very different and it is not possible to see their equivalence by a simple inspection. The SOS expressions contain large terms, which grow with system size and have opposite signs, thus they almost cancel. This complicates their numerical implementation. In contrast these cancellations are built-in from the outset in the QP approach, which uses a harmonic reference system. The nonlinearities are then attributed to exciton-exciton scattering which is absent in the harmonic reference system.
The second goal of this paper is to show precisely how the two pictures of many-body correlations are connected. We write down the SOS expressions using the Keldysh loop and then derive the QP expressions directly from the SOS ones. This provides a timedomain interpretation for the interference effects. The SOS and the QP expressions provide complementary views into the origin of features seen in 2D spectrograms.
In Sec. II we present the SOS expressions for the third order response obtained from time-dependent perturbation theory. Their QP counterparts are derived in Sec. III. We use the method developed in Refs. 3,34 to transform the Hamiltonian to a form typical for interacting oscillators. The starting many-electron Hamiltonian can be written in an ab-initio, 43 tight-binding 44 or a k · p basis. One of the key results of this paper, i.e., the equivalence of the SOS and QP pictures is proven in Sec. IV. In Sec. V we derive closed expressions for 2D correlation signals. The QP approach provides a unified description for electron-hole excitations in semiconductors as well as to Frenkel excitons in molecular aggregates (Paulions) and anharmonic vibrations (bosons), which are described by the same general Hamiltonian. QP formulae for nonlinear response have been derived previously along similar lines for Frenkel excitons. This connection is shown in Appendix F. In the last Section (VI) we discuss the results.
II. SUM-OVER-STATES EXPRESSIONS FOR THE TIME-ORDERED NONLIN-EAR RESPONSE
We consider a 4 wave-mixing experiment performed with three femtosecond laser pulses
The j-th pulse is centered at τ j , has an envelope E j (t − τ j ), carrier frequency ω j , and wavevector k j . E + (E − ) denotes the positive (negative) frequency part of the field, and
The induced polarization in the system is recorded as a function of timedelays between pulses.
Assuming the dipole interaction with the optical fieldĤ I =μ · E(r, τ ), whereμ is the dipole operator, the third-order contribution to the system's polarization can be written as
where the response function S (SOS) , which connects the induced polarization with the laser field envelopes, is given by (throughout this paper we set = 1):
We shall use double-sided Feynman diagrams to represent the time ordering of various interactions. 45 The four terms in Eq. either before or after τ 1 and τ 2 , whereas in (c) τ 1 can come either before or after τ 3 and τ 2 .
If the eigenstates |a and eigenvalues ε a of the system are known, Eq. (5) may be expanded in terms of the corresponding matrix elements:
So far we considered a general multilevel system. We next turn to the response of excitons, where the energy levels form manifolds, classified by the number of excitons: the ground state (g), single exciton (e), two-exciton (f ) (or biexciton), etc. (Fig. 3) . We shall assume that the dipole operator can only create and annihilate a single exciton at a time. Only the single and the two-exciton states then contribute to the third order signals. We further partition the dipole operator asμ =μ + +μ − , whereμ + is the positive frequency part which induces upward g to e and e to f transitions, while its Hermitian conjugateμ − (the negative frequency part) induces the opposite transitions. We thus writê
Invoking the rotating-wave approximation (RWA), we neglect all terms where at least one of the transitions is not in resonance with one of the incident carrier frequencies. The system-field interaction term then becomes
Each correlation function in Eq. (5) will split into 2 4 = 16 terms upon substitutinĝ
Assuming that the system is initially in the ground state, only two of these contributions are non-zero
Substitution of Eq. (7) into Eq. (5) gives
+ c.c.
The four terms represented by the diagrams in Fig. 4 were obtained by takingμ(τ 4 ) = µ − (τ 4 ) for the last interaction,μ(τ 4 ) =μ + (τ 4 ) gives the complex conjugates. Hereafter left/right direction of the arrows corresponds toμ − /μ + in Eq. (8) . Note that time-reversal
. If the pulse envelopes are much shorter than their delays, the system is forced to interact sequentially first with pulse k 1 , then k 2 and finally k 3 . This means that in the integral of Eq. (4) one must replace E(r, τ j ) with one of the E j , depending on the time-ordering of the integration variables in real (physical) time. We note that the first and the second terms in Eq. (8) impose a full time ordering of the integration variables while the third and the fourth terms do not. Term (b) is only partially time ordered. Depending on the position of τ 3 relative to the τ 1 < τ 2 < τ 4 sequence, the diagram can be separated into three fully time ordered terms: τ 3 < τ 1 , τ 1 < τ 3 < τ 2 or τ 2 < τ 3 < τ 4 . Formally we do that by separating the product of step functions as follows:
Using Similarly we write for term (c)
and the diagram is split into (c2), (c3), (c1). S (3) can now be recast in the fully time-ordered form
+ c.c. 
Eq. (4) thus assumes the form
where
In the impulsive limit, where all pulses are shorter than all system's response time scales, we can substitute Eqs. (1)- (3) in Eq. (10) and eliminate the time integrations. This gives
The polarization is created along 8 possible directions
vanishes for the assumed dipole selection rules in our model. Since
, we are left with three independent combinations
We can classify the diagrams in Fig. 5 according to the directions of the arrows: arrow pointing to the right (left) represents +k (−k), arrows are read from the bottom up on either side. We obtain for k I (Fig. 6 )
For the k II technique we similarly have ( Fig. 7) :
Finally k III is given by (Fig. 8 ):
Each term is labelled according to Eq. (9). Eqs. (13) (14) (15) can be used to express the third order SOS response in terms of transition dipoles, system frequencies and dephasing rates (see App. E and Sec. V).
In the next section we employ the EOM approach to derive the alternative QP expressions for these signals. These will then be connected with the current SOS expressions in Section IV.
III. QUASIPARTICLE EXPRESSIONS FOR WANNIER EXCITONS IN SEMI-CONDUCTORS
Interband transitions in semiconductors may be described by the two-band many-electron Hamiltonian:
42,46Ĥ
with the single-particle part
where c † create electrons and d † create holes. The Coulomb interaction is:
is the dipole interaction with light, and the optical electric field E will be treated as a scalar for simplicity.Ĥ T can describe both bulk and low-dimensional semiconductor systems.
All the steps in this Section are independent of the single-electron basis used.Ĥ 0 would be diagonal in the basis of the system's single-particle eigenstates, i.e., t
In this paper we focus on the coherent response and we neglect coupling with phonons, which would result in additional, relevant dynamical variables and new contributions to the response function.
2, 3 The SOS and QP pictures should be equivalent also when dephasing is included. In that case, however, the theory becomes more complicated. For the sake of simplicity and transparency we restrict the following analysis to the coherent response, where we do not include phonons explicitly. Dephasing effects, necessary for a realistic description, will be simply introduced by adding imaginary parts to excitonic frequencies.
To introduce the exciton representation we define electron-hole operators:
where we have employed shorthand notation for pairs of indices: m ≡ (m 1 , m 2 ). Using these operators we construct an effective HamiltonianĤ (see App. A):
The HamiltoniansĤ andĤ T are equivalent in the single and double excitations subspace, which is relevant for the response to third order in E. 28 This transformation from fermion to exciton variables is crucial for our approach, since it allows us to view the electronic degrees of freedom as a system of coupled oscillators. The parameters of the transformed
HamiltonianĤ are given by:
The commutation relations for theB operators can be obtained using the elementary fermion
Within the subspace of |0 andB † i |0 states (i.e., the ground state and single excitations), we get
where δ mn = δ m 1 n 1 δ m 2 n 2 and
Eqs. (19) and (20) are obtained in a similar way to (17) and (18) . Terms with additional B † iB j pairs (e.g.B †B †BB ) are neglected in (19) , because they would introduce corrections higher than O (E 3 ) to the nonlinear response. Note the symmetry P mnpq = P mnqp .
Using Eqs. (17) and (19) we obtain the nonlinear exciton equations (see Appendix B) for single-exciton variables B m :
where V is given by
Here Y mn ≡ B mBn are two-exciton variables. The Heisenberg equations give:
Calculating the optical response by numerical integration of these equations 23,48 is straightforward but numerically expensive. An alternative, more tractable approach, which further provides a better insight into the nature of the response, is to integrate the equations formally using one-exciton Green's functions G (t) and exciton scattering matrix Γ (t). The scattering matrix depends on quasiparticle statistics through the P matrix (Eqs. B4, B5) as well as on exciton-exciton coupling. This results in closed quasiparticle expressions for the 3rd order contributions S I , S II and S III to the response function (for details see Appendix C and Ref. 49 )
,
The response functions for the other phase-matching directions can be derived along the same lines. We get
and:
Just as in the SOS case, time translation symmetry implies that these response functions only depend on the three pulse delays t 3 , t 2 , t 1 . Eqs. (24) (25) (26) will be used next to connect the QP and the SOS pictures.
IV. CONNECTING THE SUM-OVER-STATES AND THE QUASIPARTICLE PICTURES
We first recast Eqs. (13-15) using Green's functions (in all expressions t 1 > 0, t 2 > 0,
HereĜ(t) ≡ −iθ(t) exp(−iĤt) andĜ † (t) ≡ +iθ(t) exp(iĤt) represent the retarded and the advanced Green's function respectively;Ĝ,Ĝ andĜ describe the evolution within the ground-state, single-exciton and double-exciton blocks of the Hamiltonian (Eq. 17) respectively. We also set the ground state energy ε g to zero.
Our goal is to show the equivalence of the QP and SOS pictures by deriving Eqs. (24) (25) (26) from Eqs. (27) (28) (29) . To that end we adopt a harmonic reference system of noninteracting We shall use the Dyson equation for the two particle Green's function, also known as the Bethe-Salpeter equation
13 or in the time domain:
G 0 is taken to be the Green's function of a doubly excited, harmonic system. It can be factorized into the product of a single-exciton Green's functionŝ
The exciton scattering matrix Γ is defined by Eq. (31).
Let us start with the S I technique and show the equivalence of Eq. (27) 
The equivalence of the Eqs. (32) and (24) can be directly seen using the diagrams shown in Fig. (9) . In these diagrams the scattering matrix Γ is represented by dashed regions. Note Fig. (9) is obtained from the SOS one by changing the integration variables τ
This completes the derivation of the QP expression for S I (Eq. 24) starting from the SOS expression (Eq. 27).
S II can be calculated similarly. By combining Eqs. (28) and (31) the same type of cancellation of harmonic terms yields
Eq. (33) is identical to Eq. (25) as illustrated in Fig. (10) .
We finally turn to S III , (Eq. 29). Using again the Bethe Salpeter equation (31) and the fact that terms that only depend onĜ 0 must cancel (harmonic reference), we get
The equivalence of QP (Eq. 26) and SOS (Eq. 29) expressions can be shown as follows: the two terms in Eq. (34) are labeled (SOSa) and (SOSb). The term (SOSb) can further be split into two terms (SOSb1) and (SOSb2), the first corresponding to τ ′ < t 2 , the second to τ ′ > t 2 (Fig. 11 ). (SOSb1) is identical to (SOSa), but with opposite sign coming from
Only the second term (SOSb2) remains, and it is equivalent to the (QP) diagram.
We thus obtained Eq. (26) from Eq. (34).
V. 2D CORRELATION SIGNALS
2D signals are displayed as correlation plots obtained by the double Fourier transforms of the various signals. 17 We shall denote the frequencies conjugate to the pulse delay times t 1 , t 2 and t 3 by Ω 1 , Ω 2 and Ω 3 . Starting with Eq. (11), and deleting some inessential factors, we obtain the induced polarization, which depends parametrically on the delay times t 1 , t 2 and t 3 :
Specifying the three possible signals by a proper choice of λ factors we obtain: The 2DCS for P I and P II is defined as
For the SOS picture we use the expansions in eigenstates given by Eqs. (E1), (E2) and (E3).
The QP expressions for P 
× Γ e 4 e 1 e 3 e 2 (Ω 3 − ω 1 + ω 2 + ω 3 + ε e 1 + iγ e 1 )G 0 e 3 e 2 (Ω 3 − ω 1 + ω 2 + ω 3 + ε e 1 + iγ e 1 ).
The Green's function Fourier transform is defined as G(ω) = dt exp(iωt)G(t) [and G(t) = dω 2π
exp(−iωt)G(ω)]. We have
G 0 e 2 e 1 (ω) ≡ e 1 e 2 Ĝ 0 (ω) e 1 e 2 = 1 ω − ε e 2 − ε e 1 + i (γ e 2 + γ e 1 ) .
Eq. (40) is obtained by transforming G 0 kljr (t) to the single-exciton basis and performing the Fourier transform. We also define
Similarly we obtain for P II : × Γ e 4 e 2 e 3 e 1 (Ω 3 + ω 1 − ω 2 + ω 3 + ε e 2 + iγ e 2 )G 0 e 3 e 1 (Ω 3 + ω 1 − ω 2 + ω 3 + ε e 2 + iγ e 2 ).
The P III 2DCS signal is defined as
This yields:
− i e 2 ,e 1 ,f (Ω 2 − Ω 3 + ω 3 )×
[Γ e 4 e 3 e 2 e 1 (Ω 2 + ω 1 + ω 2 )G 0 e 2 e 1 (Ω 2 + ω 1 + ω 2 )
−Γ e 4 e 3 e 2 e 1 (Ω 3 + ω 1 + ω 2 − ω 3 + ε e 3 + iγ e 3 )G 0 e 2 e 1 (Ω 3 + ω 1 + ω 2 − ω 3 + ε e 3 + iγ e 3 )] .
Both P (SOS) and P (QP ) depend on the single-exciton energies. However, the SOS expres- These expressions explicitly contain the two-exciton Green's functions and have many interfering terms with large cancellations, 32 which complicate their numerical implementation.
In the QP picture, on the other hand, these interference effects are built-in, considerably simplifying the expressions for the nonlinear response.
35
The interpretation of 2DCS signals using the SOS expressions is straightforward. The HamiltonianĤ (Eq. 17) can describe several microscopic models other than the Wan-nier excitons considered here (Ĥ T ). Vibrational excitations (soft-core bosons) and Frenkel excitons (hard-core bosons, Paulions) in molecules can be mapped into the same model.
19,50,51
The equations of motion for these other systems are similar, but not identical, because of the different commutation relations (QP statistics). Eq. (19) provides a unified description for all of these systems, by specifying the proper commutation rules: 3,34 for bosons P mnpq = 0 and for Paulions P mnpq = δ mn δ mq δ np . These expressions for P may be substituted into our final expressions for the response functions, where they only affect the exciton scattering matrix, which in the frequency domain reads (App. D)
where V is given in Eq. (22), G 0 is the free two-exciton Green's function (App. B) and I is the tetradic identity matrix. The nonlinearity of the system depends on QP interactions as well as non-boson statistics; both enter through Γ. For noninteracting bosons, where U ≡ P ≡ 0, Γ vanishes and so does the nonlinear response. In Appendix F we present Γ for bosons and Paulions.
We have used the symmetry P mnpq = P mnqp in our derivation. Since the boson commuta- the response to third order in the field E (t).Ĥ may be constructed using the following rules:
• since the Hamiltonian (16) conserves the number of excitons, it should only contain products with equal number ofB † andB operators (except for the H I term, which does change the number of excitons)
gives zero when acting on states with less than p excitations and only affects manifolds with p excitations and higher.
The parameters ofĤ can be obtained as follows. First we note that no constant term k should be added to (17) , since it would yield: 0 |k| 0 = 0, while
Also the term describing the interaction with light can be obtained directly. Using the second rule given above we immediately see that no terms higher thanB † a 1B † a 2B b 1B b 2 are necessary in the sub-space defined by functions |0 ,B † i |0 andB † iB † j |0 . We thus obtain the form given in (17) . We next calculate, in this sub-space, matrix elements ofĤ, and compare to matrix elements ofĤ T .
In this way a one-to-one correspondence of the parameters ofĤ andĤ T can be established.
Additional terms must be included inĤ in order to describe higher order response functions. This can be done using the same rules.
APPENDIX B: THE NONLINEAR EXCITON EQUATIONS
The Heisenberg equation of motion (NEE) for the Hamiltonian (17) reads:
Here we invoked RWA and used the notation of Eq. (1). Employing (20) we see that P nmpq = P nmqp , so the last two terms in Eq. (B1) can be recast as: 2E + mpq P nmpq B † mB q µ * p . We now make the following factorization:
which is exact for pure states when dephasing is neglected 33 and is a good approximation in the absence of incoherent exciton transport. Eq. (B1) then yields the Eqs. (21) and (23),
We next expand the EOMs in orders of E. Using B
(1)
we obtain:
We also define the zero-order tetradic Green's function G 0 for Y (2) for the case V = 0, i.e.
G 0 mnkl (t) = −iθ (t) exp −iht mnkl , it will be used later. B
m is given as
This expression can be simplified using the symmetry G klf g = G klgf . At this point we introduce the tetradic exciton scattering matrix Γ defined as:
which in time domain can be written as (see App. D):
where the tetradic identity matrix
must be retarded as well, i.e., Γ (t − τ 1 ) ∼ θ (t − τ 1 ).
To proceed further we take advantage of the factorization:
which can be easily shown in the single-exciton eigenbasis. After a rearrangement of terms we obtain:
The 3rd order polarization is
The above expression is finite only for τ 2 > τ 1 . Hence there are 3 possible intervals for τ 3 , that define three contributions to the third order response function S (QP )
This definition of S we set:
Substituting τ Eq. (24) can be simplified considerably by performing the double time-integrations analytically. We first express the exciton Green's function G (τ ) and Γ (τ ) in the one-exciton basis ψ e , defined by:
where h mn is given by Eq. (18) . The energies ε e define the lowest optically-excited manifold of the system, i.e., single excitons. In this basis we express the time and frequency-domain one-exciton Green's functions:
where we introduce dephasing via ε → ε − iγ e . in the single-exciton basis: 
The ω integration can be performed by noting that
, which is obtained from Eq. (B4) by noting that G (ω) has poles only at two-exciton energies, and that 2ε−2iγ is a good approximation for two-exciton energy and dephasing rate. Hence, if we close the Cauchy integration path in the positive half-plane, there will be only a single pole at ω = Ω 3 + ε e 1 + iγ e 1 as seen from (39) . This finally gives 
In this way we obtain Eq. (38) . Eqs. (42) and (45) are derived similarly.
APPENDIX D: THE EXCITON SCATTERING-MATRIX
In order to use equations (24) (25) (26) for calculating the quasiparticle response function, we should calculate the scattering matrix Γ. We first write G (ω) and G 0 (ω) in an operator
whereh is defined in (B3). The Dyson equation then reads
which can be recast in the form
Using Eq. (B4), we obtain:
which results in the final expression for Γ
The l.h.s. of Eq. (B4) can be expressed as a convolution:
The r.h.s. can be written as
note that P is independent on τ ′ or ω. Since l.h.s.=r.h.s. for any ω, we must have:
Substituting τ ′ → t − τ and t 1 → t − τ 1 we obtain Eq. (B5).
APPENDIX E: SOS EXPRESSIONS FOR THIRD ORDER TECHNIQUES.
Upon expansion in the eigenstates for the exciton level scheme shown in Fig. 3 we get
Expanding Eqs. (13 -15) in the eigenstates, we obtain the sum-over-states expressions for the third-order response functions:
e,e ′ µ ge ′ µ e ′ g µ ge µ eg I * e ′ (t 2 ) I e (t 1 + t 2 + t 3 )
where I e (t), defined in Eq. This Hamiltonian has been used to describe infrared nonlinear spectra of proteins.
49,51
For this model the scattering matrix can be obtained from (D1) by putting P = 0. In the site representation it reads:
here Γ is a tetradic matrix, V = 2U and G 0 (ω) is defined in Eq. (30).
We next turn to electronic excitations in molecular aggregates or crystals with weakly interacting molecules. These are described using the Frenkel Exciton Hamiltonian. If the excited-state absorption frequency of each molecule is well separated from the ground state absorption, the excitations can be modelled as coupled two-level systems. This form of the exciton scattering matrix was recently successfully applied to study molecular chirality induced signals in molecules. 55 It can be obtained from Eq. (D1) in the limit 
