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INTEGRAL REPRESENTATION FOR A CLASS
OF C1-CONVEX FUNCTIONALS
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Enrico VITALI
Abstract
In view of the applications to the asymptotic analysis of a family of obstacle problems, we
consider a class of convex local functionals F (u,A), defined for all functions u in a suitable
vector valued Sobolev space and for all open sets A in Rn. Sufficient conditions are given
in order to obtain an integral representation of the form F (u,A) =
∫
A
f(x, u(x)) dµ+ν(A),
where µ and ν are Borel measures and f is convex in the second variable.
Ref. S.I.S.S.A. 71/M (May 92)
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Introduction
This paper contains an integral representation theorem for a class of convex lo-
cal functionals which arise in the study of the asymptotic behaviour of a sequence of
minimum problems with obstacles for vector valued Sobolev functions.
Given an open subset Ω of Rn and 1 < p < +∞ , let W 1,p(Ω,Rm) be the
usual space of Sobolev functions with values in Rm , and let A(Ω) be the family of all
open subsets of Ω. The functionals F :W 1,p(Ω,Rm)×A(Ω)→ [0,+∞] we are going to
consider are assumed to satisfy the following properties:
(i) (lower semicontinuity) for every A ∈ A(Ω) the function F (·, A) is lower semicon-
tinuous on W 1,p(Ω,Rm) ;
(ii) (measure property) for every u ∈ W 1,p(Ω,Rm) the set function F (u, ·) is (the
trace of) a Borel measure on Ω;
(iii) (locality property) F (u,A) = F (v, A) whenever u , v ∈W 1,p(Ω,Rm) , A ∈ A(Ω),
and u|A = v|A ;
(iv) (C1-convexity) for every A ∈ A(Ω) the function F (·, A) is convex on W 1,p(Ω,Rm)
and, in addition, F (ϕu + (1 − ϕ)v, A) ≤ F (u,A) + F (v, A) for every u , v ∈
W 1,p(Ω,Rm) and for every ϕ ∈ C1(Ω) ∩W 1,∞(Ω) with 0 ≤ ϕ ≤ 1 on Ω.
This set of conditions is motivated by the study of the limit behaviour, as h→∞ ,
of a sequence of convex obstacle problems of the form
(0.1) min{
∫
Ω
W (x,Du(x)) dx : u ∈ H10 (Ω,Rm), u(x) ∈ Kh(x) for q.e. x ∈ A} ,
where W (x, ξ) is quadratic with respect to ξ , A is an open subset of Ω with A ⊂⊂ Ω,
and Kh(x) is a closed convex subset of R
m for every h ∈ N and for every x ∈ Ω. By
using Γ-convergence techniques it is possible to prove (see [17]) that the limit problem
can always be written in the form
min{
∫
Ω
W (x,Du(x)) dx + F (u,A) : u ∈ H10 (Ω,Rm)} ,
with F satisfying the conditions considered above.
In this paper we are concerned only with the properties of F that can be deduced
from (i)–(iv). The main result (Theorem 6.5) is that every functional F satisfying (i)–(iv)
can be written in the form
(0.2) F (u,A) =
∫
A
f(x, u(x)) dµ + ν(A) ,
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where µ and ν are positive Borel measures and f : Ω×Rm → [0,+∞] is a Borel function,
convex and lower semicontinuous in the second variable.
This result will be used in a forthcoming paper (see [17]) to provide a detailed
description of the structure of the limits of sequences of obstacle problems of the form
(0.1) under various assumptions on W (x, ξ) and Kh(x) .
Conditions (i)–(iii) are not enough to obtain an integral representation of the
form (0.2). Indeed, even convex functionals depending on the gradient, like F (u,A) =∫
A
|Du|pdx , satisfy (i)–(iii). Condition (iv) is the most important one, and is responsible
for an integral representation of the form (0.2), i.e., without terms depending on the
gradient. This notion of convexity, also used, e.g., in [27] and [16], is strictly related
to the notion of C1-stability introduced by G. Bouchitte´ and M. Valadier in [7], whose
results are frequently used in our paper.
For a general survey on integral representation theorems in Lp , W 1,p , and BV
we refer to [9]. See also [1], [2], [6], [4], [21], [3] for more recent results.
In the scalar case (i.e., m = 1), integral representations on W 1,p(Ω) of the form
(0.2), connected with limits of obstacle problems, can be found in [18], [15], [5], [12], [16]
under suitable convexity conditions, and in [13] under monotonicity assumptions.
Although the final statement in the vector case is exactly the same as in the scalar
case, the proof is completely different, since all arguments used in the papers mentioned
above rely on the order structure of R , involving truncations and monotonicity methods.
The main tools for the proof in the vector case are some technical results obtained
in our previous paper [14], based on the theory of Lipschitz parametrization of convex sets
developed in [24] and [26]. In particular we shall use the following result (Theorem 2.9
in [14]): given a finite number of functions u1, . . . , uk in W
1,p(Ω,Rm) ∩ L∞(Ω,Rm) ,
their convex combinations with smooth coefficients form a dense subset in the set of all
W 1,p -selections of the polyhedral multivalued function x 7→ co{u1(x), . . . , uk(x)} , where
co denotes the convex hull.
The first step (Theorem 3.7) of our result deals with the integral representation
of the functional F on the set of all W 1,p -selections of such polyhedral multifunctions.
In Theorem 5.4 we extend the integral representation of F to all the functions of
W 1,p(Ω,Rm)∩L∞(Ω,Rm) which satisfy, up to sets of capacity zero, a suitable “obstacle
condition” of the form u(x) ∈ K(x) , which is necessary (but not sufficient) for the
finiteness of the functional. We note, incidentally, that the main difficulty in the proof of
our result lies in the fact that the functional F is not assumed to be finite everywhere,
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in view of the applications to obstacle problems.
The restriction to L∞(Ω,Rm) , originated by the need of taking products of W 1,p -
functions, is dropped in Section 6. Moreover, the “obstacle condition”, given up to sets of
capacity zero, is shown to be equivalent to the condition u(x) ∈ K(x) almost everywhere
with respect to a suitable measure (Proposition 6.3). This allows us to obtain the integral
representation (0.2) for every u ∈W 1,p(Ω,Rm) and for every A ∈ A(Ω).
In the last section (Theorem 7.3) we prove that, if F is quadratic or positively
p-homogeneous, then so is f .
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1. Notation and preliminaries
Throughout this paper m , n are two fixed positive integers, p is a fixed real
number, 1 < p < +∞ , and Ω is an open subset of Rn , possibly unbounded. We shall
denote by A(Ω) the family of the open subsets of Ω and by B(Ω) the family of its Borel
subsets. If B ⊆ Rn is a Borel set we denote its Lebesgue measure by |B| . The notation
a.e. stands for almost everywhere with respect to the Lebesgue measure.
If d is a positive integer, for every x ∈ Rd and r > 0 we set Br(x) = {y ∈ Rd :
|y−x| < r} , while Br(x) denotes the closure of Br(x) . The (d−1)-dimensional simplex
Σd is defined by
Σd = {λ ∈ Rd : λ1 + · · ·+ λd = 1,λi ≥ 0} ,
where λ = (λ1, . . . , λd) . If C is a convex subset of Rd , we denote by riC its relative
interior and by ∂C its relative boundary. In particular, ri Σd = {λ ∈ Rd : λ1+ · · ·+λd =
1, λi > 0} and ∂Σd = Σd \ ri Σd .
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The space Lp(Ω,Rm) is endowed with the usual norm
‖u‖Lp(Ω,Rm) = (
∫
Ω
|u|pdx)1/p .
Let W 1,p(Ω,Rm) be the Banach space of all the functions u ∈ Lp(Ω,Rm) with first
order distributional derivative Du in Lp(Ω,Rmn) , endowed with the norm
‖u‖W 1,p(Ω,Rm) = (‖u‖pLp(Ω,Rm) + ‖Du‖pLp(Ω,Rmn))1/p .
The closure of C10 (Ω,R
m) in W 1,p(Ω,Rm) will be denoted by W 1,p0 (Ω,R
m) (Rm will
be omitted if m = 1).
Capacity. For every compact set K ⊆ Ω we define the capacity of K with respect to Ω
by
cap(K,Ω) = inf{‖ϕ‖pW 1,p(Ω) : ϕ ∈ C∞0 (Ω) , ϕ ≥ 1 on K} .
The definition is extended to all subsets of Ω as external capacity in the usual way (see,
for example, [11] and [31]).
Let E be a subset of Rn . If a statement depending on x ∈ Rn holds for every
x ∈ E except for a set N ⊆ E with capacity zero, then we say that it holds quasi
everywhere (q.e.) on E .
A function f : Ω → Rm is said to be quasi continuous on Ω if for every ε > 0
there exists a set E ⊆ Ω with cap(E,Ω) < ε such that the restriction of f to Ω \ E is
continuous. A subset A of Ω is said to be quasi open if for every ε > 0 there exists an
open set Aε with cap(Aε,Ω) < ε such that A ∪ Aε is an open set.
It is well known (see, for instance, [20]) that for every u ∈ W 1,p(Ω,Rm) there
exists a quasi continuous representative of u which is unique up to sets of capacity zero,
and which is given by
lim
r→0+
1
|Br(x)|
∫
Br(x)
u(y) dy
for q.e. x ∈ Ω. Throughout this paper we shall use such a quasi continuous representative
to individuate an element of W 1,p(Ω,Rm) . Moreover, we may also assume that the quasi
continuous representative we are going to choose is Borel measurable.
It turns out that for every subset E of Ω
cap(E,Ω) = inf{‖u‖pW 1,p(Ω) : u ∈W 1,p0 (Ω) , u ≥ 1 q.e. on E} .
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Actually this infimum is attained by a unique function which is called the capacitary
potential of E . It turns out that this function takes its values in [0, 1] .
A positive Borel measure µ on Ω is said to be absolutely continuous with respect
to capacity if µ(B) = 0 whenever B ∈ B(Ω) and cap(B,Ω) = 0.
If E is a subset of Ω and F :E → Rm is a multivalued function, i.e., F maps
E into the set of all subsets of Rm , then we say that F is lower semicontinuous at a
point x0 of E if for every open subset G of R
m with G ∩ F (x0) 6= Ø there exists a
neighborhood U of x0 such that for every y ∈ U we have G ∩ F (y) 6= Ø. We say that
F is upper semicontinuous in x0 if for every neighborhood G of F (x0) there exists a
neighborhood U of x0 such that F (y) ⊆ G whenever y ∈ U . We say that F is quasi
lower semicontinuous (resp. quasi upper semicontinuous) on Ω if for every ε > 0 there
exists a set E ⊆ Ω with cap(E,Ω) < ε such that the restriction of F to Ω \ E is lower
semicontinuous (resp. upper semicontinuous).
Measurability. Let (X,M) be a measurable space. If µ is a positive measure on (X,M)
we denote by Mµ the standard µ-completion of M and we still denote by µ the com-
pleted measure. If µ is σ-finite the Mµ-measurability is equivalent to the µ-measurability
in the Carathe´odory sense. Moreover, M̂ will denote the universal completion of M , i.e.,
the intersection ∩µMµ for all positive finite measures µ ; equivalently, the intersection
can be extended to all positive σ-finite measures µ (see [10] Ch.III, parag. 4).
It is easy to verify that every quasi continuous function u: Ω→ R is µ-measurable
(i.e., Bµ-measurable) for every positive Borel measure µ which is absolutely continuous
with respect to capacity.
For convenience, we state here two results which will play an important role to
prove the measurability of certain functions. They can be deduced from [10], Theo-
rem III.23 and Theorem III.22, respectively.
Theorem 1.1. (Projection Theorem) Let (X,M) be a measurable space. If G is
an element of M⊗B(Rd) , then the projection prX(G) belongs to M̂ .
Theorem 1.2. (Aumann-von Neumann Selection Theorem) Let X be a topolo-
gical space and let F be a multivalued function from X to Rd . If the graph of F belongs
to B(X)⊗ B(Rd) , then there exists a B̂(X)-measurable function which is a selection of
F on the set {x ∈ X : F (x) 6= Ø} .
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Lipschitz projections. Let us recall some results obtained in [14], Section 2.
Theorem 1.3. Let C be the family of all non-empty, compact and convex subsets of
Rm . Then there exists a map P :Rm × C → Rm satisfying the following properties:
(i) P is lipschitzian considering on C the Hausdorff metric;
(ii) P (ξ, C) ∈ C for every ξ ∈ Rm , C ∈ C , and P (ξ, C) = ξ if ξ ∈ C ;
(iii) d(ξ, C) ≤ |ξ − P (ξ, C)| ≤ √3d(ξ, C) for every ξ ∈ Rm and C ∈ C .
Corollary 1.4. There exists a Lipschitz function Pk: (R
m)k+1 → Rm satisfying the
following properties:
(i) Pk(ξ; ξ1, . . . , ξk) ∈ co{ξ1, . . . , ξk} for every ξ , ξ1, . . . , ξk ∈ Rm , and Pk(ξ; ξ1, . . . , ξk)
= ξ if ξ ∈ co{ξ1, . . . , ξk} ;
(ii) d(ξ, co{ξ1, . . . , ξk}) ≤ |ξ − Pk(ξ; ξ1, . . . , ξk)| ≤
√
3d(ξ, co{ξ1, . . . , ξk}) for every
ξ , ξ1, . . . , ξk ∈ Rm .
Remark 1.5. Let u , u1, . . . , uk ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) and let Ck(x) =
co{u1(x), . . . , uk(x)} . If u(x) ∈ Ck(x) for a.e. x ∈ Ω, then u(x) ∈ Ck(x) for q.e. x ∈ Ω.
Indeed, since Pk is lipschitzian, the function Pk(u; u1, . . . , uk) is quasi continuous and
by assumption Pk(u; u1, . . . , uk) = u a.e. on Ω. By well-known properties of Sobolev
functions (see [20]) this implies Pk(u; u1, . . . , uk) = u q.e. on Ω, hence u(x) ∈ Ck(x) for
q.e. x ∈ Ω.
Remark 1.6. In connection with Theorem 1.3 and Corollary 1.4 we note that for every
u ∈W 1,p(Ω,Rm) , and for every Lipschitz function f :Rm → R such that f ◦u ∈ Lp(Ω),
we have f ◦ u ∈W 1,p(Ω) and
|Di(f ◦ u)| ≤ L |Diu| a.e. on Ω (i = 1, · · · , n) ,
where L is the Lipschitz constant of f . This result is classical if f is a C1 function (see,
for instance, [25], Theorem 3.1.9). In the general case it can be obtained by approximating
f with a sequence of C1 functions with Lipschitz constants bounded by L .
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2. A class of C1-convex functionals: preliminary properties
Let us first introduce our class F of C1-convex local functionals.
Definition 2.1. Let F be the class of all functionals F :W 1,p(Ω,Rm)×A(Ω)→ [0,+∞]
satisfying the following properties:
(i) (lower semicontinuity) for every A ∈ A(Ω) the function F (·, A) is lower semicon-
tinuous on W 1,p(Ω,Rm) ;
(ii) (measure property) for every u ∈ W 1,p(Ω,Rm) the set function F (u, ·) is the
trace of a Borel measure on Ω;
(iii) (locality property) F (u,A) = F (v, A) whenever u , v ∈W 1,p(Ω,Rm) , A ∈ A(Ω),
and u|A = v|A ;
(iv) (C1-convexity) for every A ∈ A(Ω) the function F (·, A) is convex on W 1,p(Ω,Rm)
and, in addition, F (ϕu + (1 − ϕ)v, A) ≤ F (u,A) + F (v, A) for every u , v ∈
W 1,p(Ω,Rm) and for every ϕ ∈ C1(Ω) ∩W 1,∞(Ω), with 0 ≤ ϕ ≤ 1 on Ω.
Example 2.2. Let K: Ω→ Rm be any multifunction with closed convex values and let
F :W 1,p(Ω,Rm)×A(Ω)→ [0,+∞] be the “obstacle functional” defined by
F (u,A) =


0 , if u(x) ∈ K(x) for q.e. x ∈ A,
+∞ , otherwise.
Then F satisfies all conditions of Definition 2.1, hence F ∈ F . As mentioned in the
introduction, it will be proved in [17] that all functionals which arise in the study of
limits of obstacle problems of the form (0.1) still belong to the class F .
Let µ and ν be two positive Borel measures on Ω and let f : Ω×Rm → [0,+∞]
be a Borel function such that f(x, ·) is convex and lower semicontinuous on Rm for
µ -a.e. x ∈ Ω. If µ is absolutely continuous with respect to capacity, then the functional
F (u,A) =
∫
A
f(x, u(x)) dµ + ν(A)
belongs to the class F . In both examples the lower semicontinuity follows easily from
well known properties of the quasi continuous representatives of Sobolev functions (see,
for instance, [31], Lemma 2.6.4).
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Remark 2.3. Given a functional F of the class F , let us consider the following extension
to W 1,p(Ω,Rm)× B(Ω):
(2.1) F (u,B) = inf{F (u,A) : A ∈ A(Ω) , B ⊆ A} .
It turns out (see [19], Theorem 5.6) that condition (ii) of Definition 2.1 is equivalent to
the assumption that, for every u ∈W 1,p(Ω,Rm) , the extension (2.1) of F (u, ·) is a Borel
measure on Ω.
In the sequel, when dealing with Borel sets, we shall always consider the extension
of F given by (2.1).
From property (iii) in Definition 2.1 and from (2.1) it follows that F (u,B) =
F (v, B) for every B ∈ B(Ω) and for every u , v in W 1,p(Ω,Rm) which coincide in a
neighborhood of B .
Note that, if F is the obstacle functional of Example 2.2, then, in general, its
extension given by (2.1) does not satisfy
F (u,B) =


0 , if u(x) ∈ K(x) for q.e. x ∈ B,
+∞ , otherwise,
for every B ∈ B(Ω). For instance, if n = m = 1 and Ω = ]− 2, 2[, let us consider the
obstacle functional F :W 1,p(Ω,Rm)×A(Ω)→ [0,+∞] defined by
F (u,A) =


0 , if u(x) ≥ x2 for q.e. x ∈ A,
+∞ , otherwise.
Then the extension (2.1) gives F (1, [0, 1]) = +∞ , although 1 ≥ x2 for every x ∈ [0, 1] .
Remark 2.4. If F is a functional of F and A ∈ A(Ω), then for every finite fam-
ily (ui)i∈I of elements of W
1,p(Ω,Rm) and for every family (ϕi)i∈I of non-negative
functions in C1(Ω) ∩W 1,∞(Ω) such that ∑i ϕi = 1 in Ω, we have F (∑i ϕiui, A) ≤∑
i F (ui, A) . Indeed, let u1, . . . , ur ∈ W 1,p(Ω,Rm) , ϕ1, . . . , ϕr ∈ C1(Ω) ∩ W 1,∞(Ω),
with ϕi ≥ 0 and ∑ri=1 ϕi = 1. It would be clear, by induction, that F (∑ri=1 ϕiui, A) ≤∑r
i=1 F (ui, A) if we had ϕ
i > ε for every i = 1, . . . , r and for a suitable ε > 0. Since
F is lower semicontinuous, we can reduce our problem to this case by considering the
coefficients ϕiε = (ϕ
i + ε)/(1 + rε) .
We also notice that, by using the definition (2.1) of F on Borel sets, property (iv)
holds for A ∈ B(Ω), too.
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Given F ∈ F , we now generalize to Borel sets the locality property (iii) for F
(Proposition 2.6). As a consequence we can single out that part of the functional F
which is absolutely continuous with respect to the capacity (Proposition 2.8).
For the proof of the locality property on Borel sets we need the following remark,
which, for future convenience, we state in a slightly more general form than actually
needed here.
Lemma 2.5. Let s > 0 and Ts:R
m → Rm be the orthogonal projection onto the ball
Bs(0) , i.e.,
Ts(ξ) =
s
|ξ| ∨ s ξ =
{
ξ , if |ξ| ≤ s ,
s ξ|ξ| , if |ξ| ≥ s .
If u ∈W 1,p(Ω,Rm) , then Ts ◦u ∈W 1,p(Ω,Rm)∩L∞(Ω,Rm) and the sequence (Ts ◦u)
converges, in the strong topology of W 1,p(Ω,Rm) , to 0 as s goes to 0+ and to u as s
goes to +∞ .
Proof. Since Ts is lipschitzian, for every fixed u ∈ W 1,p(Ω,Rm) we have Ts ◦ u ∈
W 1,p(Ω,Rm) by Remark 1.6. We prove only the convergence as s tends to 0+ , the
other part being analogous. Since (Ts ◦ u) converges to 0 strongly in Lp(Ω,Rm) , there
is only to verify the same kind of convergence for (D(Ts◦u)) . Let σ ≥ s ; since orthogonal
projections have Lipschitz constant 1, the pointwise estimate in Remark 1.6 yields∫
Ω
|D(Ts ◦ u)|pdx =
∫
{|u| ≤σ}
|D(Ts ◦ u)|pdx+
∫
{|u|>σ}
|D( s
σ
(Tσ ◦ u))|pdx
≤
∫
{|u| ≤σ}
|Du|pdx+ ( s
σ
)p
∫
Ω
|Du|pdx .
The conclusion now follows taking first the limit as s tends to 0+ and then the limit as
σ tends to 0+ .
Proposition 2.6. (Locality Property on Borel Sets) Let u ,v ∈ W 1,p(Ω,Rm) ∩
L∞(Ω,Rm) and B ∈ B(Ω) . If u = v q.e. on B and F (u,B) , F (v, B) < +∞ , then
F (u,B) = F (v, B) .
Proof. Step 1. Assume B is quasi open. For every h ∈ N , let Ah be an open set with
cap(Ah,Ω) < 1/h and such that Bh = B∪Ah is open. Let wh be the capacitary potential
of Ah and uh = u + wh(v − u) . It turns out that uh = v q.e. on Bh . Moreover, (uh)
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converges to u in W 1,p(Ω,Rm) since (wh) converges to 0 in W
1,p(Ω) and 0 ≤ wh ≤ 1
for every h ∈ N .
Since by assumption F (u,B) < +∞ and F (v, B) < +∞ , it follows that for every
given ε > 0 there exist an open set A and a compact set K with K ⊆ B ⊆ A such that
F (u,A \K) < ε and F (v, A \K) < ε .
By the lower semicontinuity of F on open sets we get
(2.2) F (u,B) ≤ F (u,A) ≤ lim inf
h→∞
F (uh, A) ≤ lim inf
h→∞
[
F (uh, A∩Bh)+F (uh, A \K)
]
.
From the locality property of F on open sets it follows that
(2.3) F (uh, A ∩Bh) = F (v, A ∩Bh) ≤ F (v, A) < F (v, B) + ε .
By approximating wh in W
1,p(Ω) with a sequence of equibounded functions of C10(Ω),
the semicontinuity and C1-convexity of F (properties (i) and (iv)) imply that
(2.4) F (uh, A \K) ≤ F (u,A \K) + F (v, A \K) .
Hence, F (uh, A \K) < 2ε , and, by (2.2) and (2.3), F (u,B) ≤ F (v, B) + 3ε . Since ε is
arbitrary, we can conclude that F (u,B) ≤ F (v, B) . Interchanging the roles of u and v ,
we obtain the opposite inequality. This proves the theorem when B is quasi open.
Step 2. Let now B be a Borel subset of Ω. For every h ∈ N let us define Bh =
{x ∈ Ω : |u(x)− v(x)| < 1/h} and
uh = u+
1/h
|v − u| ∨ (1/h) (v − u) = u+ T1/h ◦ (v − u) .
Clearly, uh = v q.e. on Bh . By Lemma 2.5 we have the convergence of uh to u in
W 1,p(Ω,Rm) . At this point we can introduce the sets A and K as in Step 1 and
proceed in the same way replacing the locality property of F on the open sets with the
locality property on the quasi open sets proved in Step 1. We have only to remark about
the estimate (2.4). Let us notice that it is enough to consider B ⊂⊂ Ω, hence we can
choose A ⊂⊂ Ω; for every Ω′ ⊂⊂ Ω the coefficient in the convex combination between
u and v defining uh can be approximated in W
1,p(Ω′) by an equibounded sequence of
functions of C1(Ω′) . As F is C1-convex and local on open sets, this suffices to get (2.4)
as above.
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Let us consider the function ν0:B(Ω)→ [0,+∞] defined by
(2.5) ν0(B) = inf{F (v, B) : v ∈W 1,p(Ω,Rm) ∩ L∞(Ω,Rm)}
for every B ∈ B(Ω). Moreover, for every A ∈ A(Ω) we define
domF (·, A) = {u ∈W 1,p(Ω,Rm) : F (u,A) < +∞} .
Then the following proposition holds.
Proposition 2.7. For every Ω′ ∈ A(Ω) with domF (·,Ω′) ∩ L∞(Ω,Rm) 6= Ø , the
restriction of ν0 to B(Ω′) is a positive finite Borel measure.
Proof. It is clear that ν0 is an increasing function, ν0(Ø) = 0 and, in view of the
definition of F (u, ·) on B(Ω), that ν0(B) = inf{ν0(A) : A ∈ A(Ω′), A ⊇ B} . Hence, by
Proposition 5.5 and Theorem 5.6 in [19], we have only to prove that ν0 is superadditive,
subadditive, and inner regular on A(Ω′) . The superadditivity comes immediately from
the definition of ν0 and from the additivity of F in the second variable. Let us now
prove that for every A1 , A2 , A
′
2 ∈ A(Ω′) with A′2 ⊂⊂ A2 we have
(2.6) ν0(A1 ∪ A′2) ≤ ν0(A1) + ν0(A2) .
We can assume that ν0(A1) + ν0(A2) < +∞ . Then, for every ε > 0 there exist two
functions u1 , u2 in W
1,p(Ω,Rm) ∩ L∞(Ω,Rm) such that
ν0(A1) +
ε
2
> F (u1, A1) ν0(A2) +
ε
2
> F (u2, A2) .
Let ϕ ∈ C10 (A2) , with ϕ = 1 on a neighborhood of A′2 and 0 ≤ ϕ ≤ 1. We set
u = (1− ϕ)u1 + ϕu2 . By Remark 2.3 it follows that
ν0(A1 ∪ A′2) ≤ F (u,A1 ∪A′2)
≤ F (u1, A1 \A2) + F (u2, A′2) + F ((1− ϕ)u1 + ϕu2, (A2 \A′2) ∩A1) .
Furthermore, the C1-convexity of F permits to estimate the last term in the above
inequality by F (u1, (A2 \A′2) ∩A1) + F (u2, (A2 \A′2) ∩ A1) . Hence,
ν0(A1 ∪ A′2) ≤ F (u1, A1) + F (u2, A2) < ν0(A1) + ν0(A2) + ε .
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Thus we obtain (2.6). This inequality will give the subadditivity of ν0 once inner regu-
larity will be proved.
Since domF (·,Ω′)∩L∞(Ω,Rm) 6= Ø, we can find u ∈W 1,p(Ω,Rm)∩L∞(Ω,Rm)
such that F (u,Ω′) < +∞ . Therefore, given A ∈ A(Ω′) and ε > 0 there exists A′′ ∈
A(Ω′) with A′′ ⊂⊂ A and F (u,A \ A′′) ≤ ε ; it follows that ν0(A \ A′′) ≤ ε . Let
A′ ∈ A(Ω′) such that A′′ ⊂⊂ A′ ⊂⊂ A . By (2.6) we have
ν0(A) ≤ ν0(A′) + Jν0(A \A′′) ≤ ν0(A′) + ε .
We conclude that ν0(A) = sup{ν0(A′) : A′ ∈ A(Ω′), A′ ⊂⊂ A} , i.e., the inner regularity
of ν0 .
Proposition 2.8. For every A ∈ A(Ω) and u ∈ domF (·, A)∩L∞(Ω,Rm) , the function
F (u, ·)−ν0(·) is a positive Borel measure on A which is absolutely continuous with respect
to capacity.
Proof. Let u ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) such that F (u,A) < +∞ . As ν0 is a finite
Borel measure on A (Proposition 2.7) and ν0(·) ≤ F (u, ·) by (2.5), we conclude that
F (u, ·)−ν0(·) is a positive Borel measure on A . Let us fix B ∈ B(A) with cap(B,Ω) = 0.
For every v ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) with F (v, B) < +∞ , we have v = u q.e. on
B ; hence, by Proposition 2.6 we conclude that F (v, B) = F (u,B) . Since
ν0(B) = inf{F (v, B) : v ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm), F (v, B) < +∞}
it follows that ν0(B) = F (u,B) , i.e., F (u,B)− ν0(B) = 0.
We now conclude this section by giving a basic estimate for F on the convex hull
of a finite number of functions in W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) .
Proposition 2.9. Let u ,u1, . . . , uk ∈W 1,p(Ω,Rm)∩L∞(Ω,Rm) . Assume that u(x) ∈
co{u1(x), . . . , uk(x)} for a.e. x ∈ Ω . Then
F (u,B) ≤
k∑
i=1
F (ui, B)
for every Borel set B in Ω .
Proof. In view of the definition of F on Borel sets, it is enough to prove the inequality
for every open set B with B ⊂⊂ Ω. Hence, let B be such a set. By means of the
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Density Theorem 2.9 in [14], we can easily find a sequence of functions ϕh:R
n → Σk
such that ϕh ∈ C∞(Rn,Rk) and
k∑
i=1
ϕihui −→
h
u
strongly in W 1,p(A,Rm) , where A is a neighborhood of B . Then, from the lower
semicontinuity of F and the locality property on open sets we obtain
F (u,B) ≤ lim inf
h→∞
F (
k∑
i=1
ϕihui, B) .
The conclusion follows now from the C1-convexity of F and from Remark 2.4.
3. Integral representation on moving polytopes
The aim of this section is the integral representation of the functionals in F when
restricted to the pointwise convex hull of a finite number of functions in W 1,p(Ω,Rm)∩
L∞(Ω,Rm) (see Theorem 3.7).
Let F ∈ F , k ∈ N , and u1, . . . , uk ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) be fixed.
Throughout this section we assume that F (ui,Ω) < +∞ for every i = 1, . . . , k . We
point out that our proof first produces a kind of integral representation of F on the
functions of the form u =
∑k
i=1 ψ
iui , where ψ: Ω → Σk , with the integrand depending
on the coefficient ψ rather than on the function u itself (Theorem 3.3). For a constant
ψ , this result is contained in the following lemma.
Let ν0 be the set function introduced in (2.5). Under the present assumptions,
Proposition 2.7 tells us that ν0 is a finite Borel measure on Ω. Let µ be a positive finite
Borel measure on Ω with suppµ = Ω such that µ is absolutely continuous with respect
to capacity and µ(·) ≥∑ki=1(F (ui, ·)−ν0(·)) (in view of Proposition 2.8, such a µ can be
obtained, for example, by adding to
∑k
i=1
(
F (ui, ·)− ν0(·)
)
the positive measure fdLn ,
where f ∈ L1(Ω), f > 0 on Ω, and Ln is the n -dimensional Lebesgue measure).
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Lemma 3.1. For every x ∈ Ω and λ ∈ Σk we define uλ(x) =
∑k
i=1 λ
iui(x) and
(3.1) g(x, λ) = lim sup
r→0+
F (uλ, Br(x))− Jν0(Br(x))
µ(Br(x))
.
Then
(i) for every x ∈ Ω the function g(x, ·) is convex and continuous in Σk ;
(ii) for every λ ∈ Σk the function g(·, λ) is Borel measurable on Ω ;
(iii) F (uλ, B) =
∫
B
g(x, λ) dµ+ ν0(B) for every λ ∈ riΣk and B ∈ B(Ω) .
Proof. From the definition of µ and ν0 and from the convexity of F , it follows imme-
diately that 0 ≤ g ≤ 1 on Ω× riΣk , and that g(x, ·) is convex on riΣk for every x ∈ Ω.
Then, by Theorem 10.3 in [28], for every x ∈ Ω the function g(x, ·) can be extended in
one and only one way to a continuous convex function, still denoted by g , on the whole
of Σk . Hence, 0 ≤ g ≤ 1 on Ω× Σk and (i) holds.
Let us proof (ii). If α is a positive Borel measure on Ω, the function r 7→ α(Br(x))
is left continuous for every x ∈ Ω. This implies that the upper limit which appears in (3.1)
can equivalently be taken as r → 0+ with r ∈ Q . Moreover, the function x 7→ α(Br(x))
is lower semicontinuous for every r > 0 and hence Borel measurable, too. It follows
that the function g(·, λ) is Borel measurable for every λ ∈ riΣk . For λ ∈ ∂Σk , g(·, λ)
is the pointwise limit of a sequence g(·, λn) with λn ∈ riΣk ; therefore, g(·, λ) is Borel
measurable on Ω for every λ ∈ Σk .
By the Besicovitch differentiation theorem (see, e.g., [31], Section 1.3), we have
F (uλ, B) =
∫
B
g(x, λ) dµ+ ν0(B)
for every B ∈ B(Ω) and for every λ ∈ riΣk .
Before extending the previous result to non constant λ ’s, we observe that the
following selection lemma holds.
Lemma 3.2. Let u ∈ W 1,p(Ω,Rm)∩L∞(Ω,Rm) such that u(x) ∈ co{u1(x), . . . , uk(x)}
for a.e. x ∈ Ω . Then, there exists a B̂(Ω)-measurable function ψ: Ω→ Σk such that
(3.2) u(x) =
k∑
i=1
ψi(x)ui(x) for q.e. x ∈ Ω .
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Proof. Let us fix some quasi continuous Borel measurable representatives of u, u1, . . . , uk
(see Section 1). Let Λ(x) =
{
λ ∈ Σk : u(x) =
∑k
i=1 λ
iui(x)
}
for every x ∈ Ω. Λ is
a multivalued function from Ω to Σk with non-empty closed values for q.e. x ∈ Ω (see
Remark 1.5). It is clear that graphΛ ∈ B(Ω)⊗ B(Rk) .
By the Aumann-von Neumann Selection Theorem 1.2 there exists a B̂(Ω)-measur-
able selection ψ of the multivalued function Λ and, by the definition of Λ(x) , the function
ψ satisfies (3.2).
Theorem 3.3. Let u ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) with u(x) ∈ co{u1(x), . . . , uk(x)}
for a.e. x ∈ Ω . If g is the function given by Lemma 3.1 and ψ: Ω → Σk is a B̂(Ω)-
measurable function such that (3.2) holds, then g(·, ψ(·)) is µ-measurable and
(3.3) F (u,A) =
∫
A
g(x, ψ(x)) dµ+ ν0(A)
for every A ∈ A(Ω) .
Let us explicitly notice that if u is as above, then F (u,Ω) < +∞ by Proposi-
tion 2.9. The proof of Theorem 3.3 heavily relies on the following approximation lemma,
which essentially reduces the problem to the case of a constant ψ .
Lemma 3.4. Let u and ψ be as in Theorem 3.3. Let λ ∈ riΣk with d(λ, ∂Σk) = η > 0 ,
let 0 < ε < η and B ∈ B(Ω) such that |ψ(x)− λ| ≤ ε for q.e. x ∈ B . Then,
|F (u,B)− F (uλ, B)| ≤ ε
η
k∑
i=1
F (ui, B) .
Proof. Let us define v = u + t(uλ − u) on Ω, with t = 1 + η/ε . It turns out that
v(x) ∈ co{u1(x), . . . , uk(x)} for q.e. x ∈ B and
uλ =
1
t
v + (1− 1
t
)u on Ω .
In order to get from v a function which belongs to co{u1, . . . , uk} a.e. on Ω, we consider
the projection w = Pk(v; u1, . . . , uk) as defined in Corollary 1.4. Set
z =
1
t
w + (1− 1
t
)u on Ω .
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By Remark 1.6, the function w , and hence z , belongs to W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) .
Moreover, since w = Pk(v; u1, . . . , uk) = v q.e. on B (see Corollary 1.4), we have z = uλ
q.e. on B . By the convexity of F and Proposition 2.9
F (z, B) ≤ 1
t
F (w,B) + (1− 1
t
)F (u,B)
≤ ε
η
k∑
i=1
F (ui, B) + F (u,B) .
In view of the locality property of F on Borel sets (Proposition 2.6) we have F (z, B) =
F (uλ, B) ; thus
F (uλ, B) ≤ F (u,B) + ε
η
k∑
i=1
F (ui, B) .
The inequality
F (u,B) ≤ F (uλ, B) + ε
η
k∑
i=1
F (ui, B)
can be obtained analogously defining now v = uλ + t(u− uλ) with t = η/ε > 1.
Proof of Theorem 3.3. Let us fix A ∈ A(Ω).
Step 1. Assume that ψ(x) ∈ riΣk for every x ∈ Ω.
Given η > 0, let us define Σk,η =
{
λ ∈ Σk : d(λ, ∂Σk) ≥ η
}
and Aη = ψ
−1
(
Σk,η
) ∩A .
For every ε ∈]0, η[ we can fix a finite partition (Bj)j∈J of Σk,η by means of Borel sets
having diameter less than ε , and a family (λj)j∈J of elements of Σk,η such that λj ∈ Bj
for every j ∈ J . Let us define Ej = ψ−1
(
Bj) ∩ A for every j ∈ J . Since ψ is B̂(Ω)-
measurable, the sets Aη and Ej are in B̂(Ω). According to the convention made in
Section 1, for every z ∈W 1,p(Ω,Rm) the completion of the measures µ , ν0 and F (z, ·)
will be still denoted by µ , ν0 and F (z, ·) . By Lemma 3.4, for every j ∈ J
|F (u, Ej)− F (uλj , Ej)| ≤
ε
η
k∑
i=1
F (ui, Ej) .
This and Lemma 3.1 imply
F (u,Aη)− ν0(Aη) =
∑
j∈J
[
F (u, Ej)− ν0(Ej)
]
≤
∑
j∈J
[
F (uλj , Ej)− ν0(Ej) +
ε
η
k∑
i=1
F (ui, Ej)
]
=
∑
j∈J
[∫
Ej
g(x, λj) dµ+
ε
η
k∑
i=1
F (ui, Ej)
]
.
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Since g(x, ·) is convex and bounded by 1 in Σk , it is Lipschitz continuous in Σk,η with
constant 1/η ; thus
F (u,Aη)− ν0(Aη) ≤
∑
j∈J
[∫
Ej
g(x, ψ(x)) dµ+
1
η
∫
Ej
|ψ(x)− λj | dµ+ ε
η
k∑
i=1
F (ui, Ej)
]
≤
∫
Aη
g(x, ψ(x)) dµ+
ε
η
[
µ(Aη) +
k∑
i=1
F (ui, Aη)
]
.
(Note that g(·, ψ(·)) is µ -measurable since g is Borel measurable and ψ is B̂(Ω)-
measurable). Since ε is arbitrary, we get
F (u,Aη)− ν0(Aη) ≤
∫
Aη
g(x, ψ(x)) dµ .
Now, taking into account that ψ(x) ∈ riΣk for every x ∈ Ω and letting η → 0+ , we
obtain
F (u,A)− ν0(A) ≤
∫
A
g(x, ψ(x)) dµ .
The reverse inequality can be obtained in a completely analogous way.
Step 2. We consider now the general case ψ: Ω→ Σk .
Let b0 =
1
k
(e1 + · · · + ek) be the barycenter of Σk (e1, . . . , ek are the elements of
the standard basis of Rk ). For every 0 ≤ σ ≤ 1 define ψσ = b0 + σ(ψ − b0) and
uσ =
∑k
i=1 ψ
i
σui = u0 + σ(u − u0) , where u0 = 1k (u1 + · · · + uk) . If 0 ≤ σ < 1 then
ψσ(x) ∈ riΣk for every x ∈ Ω (see [28], Theorem 6.1); therefore, by Step 1 we have
F (uσ, A) =
∫
A
g(x, ψσ(x)) dµ+ ν0(A) .
Observe now that the lower semicontinuity and the convexity of F imply that
lim
σ→1−
F (uσ, A) = F (u,A) .
Moreover, the continuity of g(x, ·) and the dominated convergence theorem yield
lim
σ→1−
∫
A
g(x, ψσ(x)) dµ =
∫
A
g(x, ψ(x)) dµ .
This concludes the proof.
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We point out that the values u(x) of the function u enter the integral representa-
tion of Theorem 3.3 through the parameters ψi(x) for which u(x) =
∑k
i=1 ψ
i(x)ui(x) .
When looking for an integrand depending directly on the values of u , the main difficulty
we meet is that the expression of u(x) as a convex combination of u1(x), . . . , uk(x) is
not necessarily unique. This problem is essentially overcome by the following lemma.
Lemma 3.5. Let u ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) and u(x) ∈ co{u1(x), . . . , uk(x)}
for a.e. x ∈ Ω . Let g be the function defined in Lemma 3.1 and
N =
{
x ∈ Ω : ∃λ, λ′ ∈ Σk u(x) = uλ(x) = uλ′(x) and g(x, λ) 6= g(x, λ′)
}
(N is defined up to sets of zero capacity). Then, N ∈ B̂(Ω) and µ(N) = 0 .
Proof. As in the proof of Lemma 3.2 we can fix quasi continuous, Borel measurable
representatives of u , u1, . . . , uk ; the set N is now well defined all over Ω. Consider the
multivalued map Γ from Ω into Σk × Σk defined by
Γ(x) =
{
(λ, λ′) ∈ Σk × Σk : u(x) = uλ(x) = uλ′(x) and g(x, λ) 6= g(x, λ′)
}
.
Arguing as in the proof of Lemma 3.2 and taking into account that g is Borel measurable
on Ω × Σk , we obtain that graphΓ ∈ B(Ω) ⊗ B(Rk) ⊗ B(Rk) . By the Projection The-
orem (Theorem 1.1) we get N ∈ B̂(Ω). The Aumann-von Neumann Selection Theorem
(Theorem 1.2) implies the existence of two B̂(Ω)-measurable functions σ1 , σ2: Ω→ Σk
such that (σ1|N , σ2|N ) is a selection of Γ on N . Define for j = 1, 2
ψj =
{
ψ , on Ω \N ,
σj , on N ,
where ψ: Ω → Σk is the B̂(Ω)-measurable function given in Lemma 3.2. Then ψ1 and
ψ2 are B̂(Ω)-measurable functions such that
(3.4) u(x) =
k∑
i=1
ψi1(x)ui(x) =
k∑
i=1
ψi2(x)ui(x) for q.e. x ∈ Ω ,
(3.5) g(x, ψ1(x)) 6= g(x, ψ2(x)) for every x ∈ N .
By Theorem 3.3, (3.4) implies that∫
A
g(x, ψ1(x)) dµ =
∫
A
g(x, ψ2(x)) dµ
for every A ∈ A(Ω). Hence,
g(x, ψ1(x)) = g(x, ψ2(x)) for µ -a.e. x ∈ Ω .
Together with (3.5) this yields that µ(N) = 0.
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For future convenience we single out a technical remark about measurability of
functions.
Remark 3.6. (i) Let T be a Borel subset of Rm . Given g: Ω×Rm × T → [0,+∞] ,
let us define f : Ω × Rm → [0,+∞] by setting f(x, ξ) = inft∈T g(x, ξ, t) . If g(x, ·, t)
is continuous for every (x, t) ∈ Ω × T , uniformly with respect to t ∈ T , then f(x, ·)
is continuous for every x ∈ Ω. Assume, in addition, that g(·, ξ, ·) is B̂(Ω) ⊗ B(Rm)-
measurable for every ξ ∈ Rm . Then f(·, ξ) is B̂(Ω)-measurable for every ξ ∈ Rm , hence
f is B̂(Ω)⊗ B(Rm)-measurable.
Indeed, given ξ ∈ Rm and s ∈ R , the set
Es = {x ∈ Ω : f(x, ξ) < s} = {x ∈ Ω : ∃t ∈ T g(x, ξ, t) < s}
is the projection on Ω of the set {(x, t) ∈ Ω×T : g(x, ξ, t) < s} . Since (x, t) 7→ g(x, ξ, t) is
B̂(Ω)⊗B(Rm)-measurable, by the Projection Theorem (Theorem 1.1) we get Es ∈ B̂(Ω).
(ii) Let f : Ω×Rm → [0,+∞] be a B̂(Ω)⊗B(Rm)-measurable function. Then for every
positive finite Borel measure µ on Ω there exists a set N ∈ B(Ω) with µ(N) = 0 such
that f |(Ω\N)×Rm is a Borel function.
Indeed, for every E ∈ Bµ(Ω) ⊗ B(Rm) there exists N ∈ B(Ω) with µ(N) = 0
such that E \ (N ×Rm) ∈ B(Ω)⊗ B(Rm) .
Finally, we are able to prove the main result of this section, i.e., the integral
representation on the pointwise convex combinations of a finite number of fixed functions.
Theorem 3.7. Let F ∈ F , k ∈ N , u1, . . . , uk ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) , and
assume F (ui,Ω) < +∞ for every i = 1, . . . , k . Let ν0 be the positive finite Borel measure
introduced in Proposition 2.7. Then, there exist a positive finite Borel measure µ on Ω ,
absolutely continuous with respect to capacity, and a function f : Ω×Rm → [0,+∞] with
the following properties:
(i) for every x ∈ Ω the function f(x, ·) is convex and lower semicontinuous on Rm ;
(ii) f is B̂(Ω)⊗ B(Rm)-measurable;
(iii) for every u ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) such that u(x) ∈ co{u1(x), . . . , uk(x)}
for a.e. x ∈ Ω , the function f(·, u(·)) is µ-measurable on Ω and F (u,A) =∫
A
f(x, u(x)) dµ+ ν0(A) for every A ∈ A(Ω) . Moreover, the restriction of f(x, ·)
to co{u1(x), . . . , uk(x)} is continuous for µ-a.e. x ∈ Ω .
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Proof. Let us fix quasi continuous Borel measurable representatives of u1, . . . , uk . For ev-
ery λ ∈ Σk and x ∈ Ω we set uλ(x) =
∑k
i=1 λ
iui(x) and Ck(x) = co{u1(x), . . . , uk(x)} .
Let us define the function f : Ω×Rm → [0,+∞] as
f(x, ξ) =


inf
λ∈Σk
uλ(x)=ξ
g(x, λ) , if ξ ∈ Ck(x) ,
+∞ , otherwise ,
where g is the function introduced in Lemma 3.1.
Let us prove (i). Fix x ∈ Ω; the multivalued function from Ck(x) to Σk defined by
ξ 7→ {λ ∈ Σk : uλ(x) = ξ} has closed graph and compact range; hence it is upper semi-
continuous. Moreover, by the continuity of g(x, ·) , the function S 7→ inf{g(x, λ):λ ∈ S} ,
defined on the compact subsets of Σk , is continuous with respect to the Hausdorff metric
and decreasing with respect to inclusion. Therefore, we can deduce the lower semiconti-
nuity of f(x, ·) on Ck(x) . This immediately implies the lower semicontinuity of f(x, ·)
on Rm , while the convexity of f(x, ·) can be easily verified directly. Hence, (i) holds
true.
Let us prove (ii). For every x ∈ Ω let us consider the Moreau-Yosida transforms
of f(x, ·) , defined by
fs(x, ξ) = inf
η∈Ck(x)
[f(x, η) + s|ξ − η|] (s ∈ N)
for every ξ ∈ Rm . Since f(x, ·) is lower semicontinuous on Rm , for every x ∈ Ω and
ξ ∈ Rm we have
(3.6) f(x, ξ) = sup
s∈N
fs(x, ξ) .
Let us prove that for every ξ ∈ Rm , fs(·, ξ) is B̂(Ω)-measurable. Note that
fs(x, ξ) = inf
η∈Ck(x)
inf
λ∈Σk
uλ(x)=η
[g(x, λ) + s|ξ − η|]
= inf
λ∈Σk
[g(x, λ) + s|ξ − uλ(x)|] .
Remark 3.6 shows that fs is B̂(Ω)⊗B(Rm)-measurable; by (3.6) the same is true for f .
Let us now turn to the proof of (iii). Fix u ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) such
that u(x) ∈ co{u1(x), . . . , uk(x)} for a.e. x ∈ Ω and choose a quasi continuous represen-
tative of u . Since such a representative is Bµ(Ω)-measurable (recall that µ is absolutely
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continuous with respect to capacity), f(·, u(·)) is µ -measurable on Ω. By Lemma 3.2
and Theorem 3.3, for every A ∈ A(Ω) we have
F (u,A) =
∫
A
g(x, ψ(x)) dµ+ ν0(A) ,
where ψ: Ω→ Σk is a B̂(Ω)-measurable function such that (3.2) holds. By the definition
of f we have
f(x, u(x)) = inf
λ∈Σk
uλ(x) =u(x)
g(x, λ) for q.e. x ∈ Ω .
Let N be the set given in Lemma 3.5. Then
f(x, u(x)) = g(x, ψ(x)) for q.e. x ∈ Ω \N .
This proves (iii) since µ(N) = 0.
The following proposition shows that, given the measures µ and ν , the function
f obtained in the integral representation theorem is essentially unique.
Proposition 3.8. Let F , u1, . . . , uk be as in Theorem 3.7. Let µ and ν be two
positive finite Borel measures on Ω , with µ absolutely continuous with respect to capacity.
Assume that two functions f1 , f2: Ω × Rm → [0,+∞] satisfy conditions (i)–(iii) of
Theorem 3.7 with ν0 replaced by ν . Then f1(x, ξ) = f2(x, ξ) for µ-a.e. x ∈ Ω and for
every ξ ∈ co{u1(x), . . . , uk(x)} .
Proof. From the finiteness of F (ui,Ω) for i = 1, . . . , k and from property (iii), we deduce
that f1(·, ui(·)) < +∞ , f2(·, ui(·)) < +∞ µ -a.e. on Ω. The convexity of f1(x, ·) and
f2(x, ·) then guarantees that f1(x, ·) and f2(x, ·) are finite on co{u1(x), . . . , uk(x)} for
µ -a.e. x ∈ Ω. By Theorem 10.1 in [28], it follows that f1(x, ·) and f2(x, ·) restricted to
ri co{u1(x), . . . , uk(x)} are continuous for µ -a.e. x ∈ Ω. By (iii), for every λ ∈ Σk ∩Qk
we have ∫
A
f1(x, uλ(x)) dµ =
∫
A
f2(x, uλ(x)) dµ
for every A ∈ A(Ω); hence, there exists a set N ∈ B(Ω), µ(N) = 0 such that
f1(x, uλ(x)) = f2(x, uλ(x)) for every x ∈ Ω \ N and λ ∈ Σk ∩ Qk . Since the func-
tions f1(x, ·) and f2(x, ·) restricted to ri co{u1(x), . . . , uk(x)} are continuous, we have
f1(x, ξ) = f2(x, ξ) for every x ∈ Ω \ N and ξ ∈ ri co{u1(x), . . . , uk(x)} . By the con-
tinuity along line segments ([28], Corollary 7.5.1) f1(x, ξ) = f2(x, ξ) for every ξ ∈
co{u1(x), . . . , uk(x)} .
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4. Auxiliary lemmas
We collect here some results we shall use in the next section.
Lemma 4.1. Let X be a separable metric space and let F :X → R be lower semicon-
tinuous. Then there exists a countable subset D of X with the following property: for
every x ∈ X there exists a sequence (xh) in D converging to x and such that (F (xh))
converges to F (x) .
Proof. It is enough to take a countable dense subset E of the epigraph of F and consider
as D the projection of E onto X .
Lemma 4.2. Let d ∈ N and X be a subset of Rd . Let H be a Lipschitz multivalued
function from X to Rm with non-empty, compact and convex values. Then, there exists
a sequence (hj) of Lipschitz functions from X to R
m such that
H(x) = cl{hj(x) : j ∈ N}
for every x ∈ X , where cl denotes the closure in Rm .
Proof. Let (ξj) be a dense sequence in R
m ; for every x ∈ X , define hj(x) = P (ξj, H(x))
∈ H(x) , where P is the projection map given in Theorem 1.3. Since P and H are both
lipschitzian, so is hj .
Given ξ ∈ H(x) and ε > 0 there exists ξj ∈ Rm such that |ξ − ξj| < ε . If L
denotes a Lipschitz constant for P , then
|ξ − hj(x)| = |P (ξ,H(x))− P (ξj , H(x))| ≤ L|ξ − ξj | < Lε ;
we conclude that ξ ∈ cl{hj(x) : j ∈ N} .
We shall now state a result due to G. Bouchitte´ and M. Valadier concerning the
commutativity property for the operations of integration and infimum. To this aim we
need the following notion of C1-convexity which is essentially the notion of C1-stability
introduced in [7].
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Definition 4.3. Given a positive Radon measure λ on Ω and a set H of λ-measurable
functions from Ω into Rm , we say that H is C1-convex if for every finite family (ui)i∈I of
elements of H and for every family (αi)i∈I of non-negative functions of C1(Ω)∩W 1,∞(Ω)
such that
∑
i αi = 1 in Ω, we have that
∑
i αiui belongs to H .
Let λ be a positive Radon measure on Ω and H be a family of λ-measurable
functions from Ω to Rm . Then, there exists a closed valued λ-measurable multifunction
Γ: Ω→ Rm (i.e., such that Γ−1(C) = {x ∈ Ω : Γ(x)∩C 6= Ø} is λ-measurable for every
closed subset C of Rm ) with the following properties (see [29], Proposition 14):
(i) for every w ∈ H we have w(x) ∈ Γ(x) for λ-a.e. x ∈ Ω;
(ii) if Φ: Ω → Rm is a closed valued λ-measurable multifunction such that for every
w ∈ H , w(x) ∈ Φ(x) for λ-a.e. x ∈ Ω, then Γ(x) ⊆ Φ(x) for λ-a.e. x ∈ Ω.
This multifunction Γ is unique up to λ-equivalence and will be denoted by
λ-ess sup
w∈H
{w(·)} .
The next theorem is taken from [7], Theorem 1.
Theorem 4.4. Let λ be a positive Radon measure on Ω and let H be a C1-convex
family of λ-measurable functions from Ω into Rm . Let f : Ω×Rm → ]−∞,+∞] be a
Bλ(Ω)⊗B(Rm)-measurable function such that f(x, ·) is convex on Rm for λ-a.e. x ∈ Ω .
Suppose that f(·, u(·)) ∈ L1(Ω, λ) for every u ∈ H and let Γ(x) = λ-ess sup
u∈H
{u(x)} . Then
inf
u∈H
∫
Ω
f(x, u(x)) dλ =
∫
Ω
inf
z∈Γ(x)
f(x, z) dλ .
The following technical result, proven in [14], Lemma 4.2, will be crucial in the
next section.
Lemma 4.5. Let (wk) be a sequence of functions in W
1,p(Ω,Rm) ∩ L∞(Ω,Rm) con-
verging in L∞(Ω,Rm) to a function w ∈W 1,p(Ω,Rm)∩L∞(Ω,Rm) . Then there exists
a sequence (vk) in W
1,p(Ω,Rm) ∩ L∞(Ω,Rm) such that vk(x) ∈ co{w1(x), . . . , wk(x)}
for a.e. x ∈ Ω and (vk) converges to w strongly in W 1,p(Ω,Rm) .
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Lemma 4.6. Let λ be a positive Borel measure on Ω . Let (γh) and γ be non-negative
functions in L1(Ω, λ) satisfying
γ(x) ≤ lim inf
h→∞
γh(x) for λ-a.e. x ∈ Ω ,(4.1) ∫
Ω
γ dλ ≥ lim sup
h→∞
∫
Ω
γh dλ .(4.2)
Then, (γh) converges to γ strongly in L
1(Ω, λ) .
Proof. Let us note that, by the Fatou Lemma, (4.2) ensures that
(4.3)
∫
Ω
γ dλ = lim
h→∞
∫
Ω
γh dλ .
In view of (4.1) we have
γ ≤ lim inf
h→∞
(γh ∧ γ) ≤ lim sup
h→∞
(γh ∧ γ) ≤ γ on Ω .
Thus, the dominated convergence theorem guarantees that (γh ∧ γ) converges to γ in
L1(Ω, λ) , and, in particular
(4.4)
∫
Ω
γh ∧ γ dλ →
∫
Ω
γ dλ .
By noticing that γh + γ = (γh ∧ γ) + (γh ∨ γ) , (4.3) and (4.4) permit to conclude that∫
Ω
γh ∨ γ dλ →
∫
Ω
γ dλ ;
hence (γh ∨ γ) converges to γ in L1(Ω, λ) , being γh ∨ γ ≥ γ . Now, the conclusion can
be obtained by using again the relation γh = (γh ∧ γ) + (γh ∨ γ)− γ on Ω.
We conclude this section with a Dini-type lemma for which we refer, e.g., to [14],
Lemma 4.3.
Lemma 4.7. Let E be a compact subset of Rn and (Hk) be an increasing (with respect
to inclusion) sequence of lower semicontinuous multifunctions from E to Rm with closed
values. Let u ∈ C0(E,Rm) such that
u(x) ∈ cl(
∞⋃
k=1
Hk(x)) for every x ∈ E .
Then, for every r > 0 there exists h ∈ N such that Br(u(x)) ∩Hk(x) 6= Ø for every
k ≥ h and for every x ∈ E .
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5. Integral representation on W1,p(Ω,Rm) ∩ L∞(Ω,Rm)
The main result of this section is the integral representation of the functionals of
the class F on the bounded functions of W 1,p(Ω,Rm) (Theorem 5.4).
Given F ∈ F , let us introduce the least closed valued multifunction having the
elements of domF (·,Ω) among its selections.
Proposition 5.1. Let F ∈ F and let A be an open subset of Ω with domF (·, A) 6= Ø .
Then there exists a closed valued multifunction KA from A to R
m , unique up to sets of
capacity zero, such that
(i) for every u ∈ domF (·, A) we have u(x) ∈ KA(x) for q.e. x ∈ A ;
(ii) if H is a closed valued multifunction from A to Rm such that for every u ∈
domF (·, A) we have u(x) ∈ H(x) for q.e. x ∈ A , then KA(x) ⊆ H(x) for q.e.
x ∈ A .
Moreover, KA satisfies the following properties:
(iii) KA is quasi lower semicontinuous and KA(x) is convex for q.e. x ∈ A ;
(iv) if (uk) is a countable dense subset of domF (·, A) , then
KA(x) = cl{uk(x) : k ∈ N} = cl(
∞⋃
k=1
Ck(x)) for q.e. x ∈ A ,
where Ck(x) = co{u1(x), . . . , uk(x)} .
Proof. The same argument applied in Proposition 3.3 in [14] works now for the subset
{u|A : u ∈ domF (·, A)} of W 1,p(A,Rm) .
Remark 5.2. Let A and A′ be open subsets of Ω, with domF (·, A) 6= Ø and
domF (·, A′) 6= Ø. If KA and KA′ are the multifunctions given by the previous propo-
sition, then KA = KA′ q.e. on A ∩A′ .
It is enough to give the proof in the case A′ ⊆ A . Since domF (·, A) ⊆ domF (·, A′) ,
the inclusion KA(x) ⊆ KA′(x) for q.e. x ∈ A′ follows immediately from property (i)
satisfied by KA′ and property (ii) applied to KA and
H(x) =
{
KA′(x) , if x ∈ A′ ,
Rm , if x ∈ A \A′ .
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To get the opposite inclusion let us choose u0 ∈ domF (·, A) . Fix now u ∈ domF (·, A′)
and A′′ ∈ A(Ω) with A′′ ⊂⊂ A′ . If ϕ is a function in C10 (A′) , with ϕ = 1 on A′′ and
0 ≤ ϕ ≤ 1, by the C1-convexity and the locality property of F on open sets, we have
F (ϕu+ (1− ϕ)u0, A) ≤ F (ϕu+ (1− ϕ)u0, A′) + F (ϕu+ (1− ϕ)u0, A \ suppϕ)
≤ F (u,A′) + F (u0, A′) + F (u0, A \ suppϕ) < +∞ .
Therefore, ϕu+ (1− ϕ)u0 ∈ domF (·, A) so that u(x) ∈ KA(x) for q.e. x ∈ A′′ . By the
arbitrariness of A′′ we deduce that u(x) ∈ KA(x) for q.e. x ∈ A′ . By applying property
(ii) we conclude that KA′(x) ⊆ KA(x) for q.e. x ∈ A′ .
Lemma 5.3. Let s > 0 and let Ts be the orthogonal projection onto the ball Bs(0)
defined in Lemma 2.5. Then for every u , v ∈W 1,p(Ω,Rm) and A ∈ A(Ω)
F (u+ Ts ◦ (v − u), A) ≤ F (u,A) + F (v, A) .
Proof. It is enough to consider the case A ⊂⊂ Ω. Let ϕ ∈ C10 (Ω), ϕ = 1 on A ,
0 ≤ ϕ ≤ 1. By Lemma 3.6 in [14] there exists a sequence (ψh) of functions in C∞(Rn)
such that 0 ≤ ψh ≤ 1 and (ψhϕ(v−u)) converges to Ts◦[ϕ(v−u)] weakly in W 1,p(Ω,Rm)
as h goes to ∞ . Since F (·, A) is weakly lower semicontinuous on W 1,p(Ω,Rm) (recall
that F (·, A) is convex) we get
F (u+ Ts ◦ [ϕ(v − u)], A) ≤ lim inf
h→∞
F (u+ ψhϕ(v − u), A)
≤ F (u,A) + F (v, A) ,
where in the last estimate we have used the C1-convexity of F . Now the conclusion can
be obtained by applying the locality property of F on open sets.
Theorem 5.4. Let F ∈ F with domF (·,Ω)∩L∞(Ω,Rm) 6= Ø . Let ν0 be the positive
finite Borel measure introduced in Proposition 2.7 and let K = KΩ be the closed valued
multifunction from Ω to Rm given by Proposition 5.1 for A = Ω . Then, there exist a
positive finite Borel measure µ on Ω , absolutely continuous with respect to capacity, and
a Borel function f : Ω×Rm → [0,+∞] with the following properties:
(i) for every x ∈ Ω , the function f(x, ·) is convex and lower semicontinuous on Rm ;
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(ii) for every u ∈W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) and for every A ∈ A(Ω)
F (u,A) =


∫
A
f(x, u(x)) dµ+ ν0(A) , if u(x) ∈ K(x) for q.e. x ∈ A ,
+∞ , otherwise .
Proof. Step 1. Let (ui) be a sequence of functions in domF (·,Ω) ∩ L∞(Ω,Rm) which
will be specified in Step 2. We construct now the measure µ and the integrand f (see
(5.3)) satisfying (i) and we prove that for every A ∈ A(Ω) and for every k ∈ N we have
(5.1) F (u,A) =
∫
A
f(x, u(x)) dµ+ ν0(A)
whenever u ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) and u(x) ∈ co{u1(x), . . . , uk(x)} for a.e.
x ∈ A .
Fix quasi continuous Borel measurable representatives of (ui) . For every x ∈ Ω
define Ck(x) = co{u1(x), . . . , uk(x)} . By Theorem 3.7, for every k ∈ N there exist a
positive finite Borel measure µk on Ω, absolutely continuous with respect to capacity,
and a function fk: Ω×Rm → [0,+∞] such that
(a) for every x ∈ Ω the function fk(x, ·) is convex and lower semicontinuous on Rm ;
moreover, the restriction of fk(x, ·) to Ck(x) is continuous for µk-a.e. x ∈ Ω;
(b) fk is B̂(Ω)⊗ B(Rm)-measurable;
(c) for every u ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) such that u(x) ∈ Ck(x) for a.e. x ∈ Ω
the function fk(·, u(·)) is µ-measurable on Ω and for every A ∈ A(Ω)
(5.2) F (u,A) =
∫
A
fk(x, u(x)) dµk + ν0(A) .
By a standard cut-off argument we obtain that (5.2) still holds if u(x) ∈ Ck(x) for a.e.
x ∈ A .
Let µ be a positive finite Borel measure on Ω absolutely continuous with re-
spect to capacity and such that µk ≪ µ for every k ∈ N (for instance, take µ(B) =∑∞
k=1 2
−k µk(B)
µk(Ω)
for every B ∈ B(Ω)). Define
gk(x, ξ) = fk(x, ξ)
dµk
dµ
(x) ,
where dµk/dµ is a fixed (µ-measurable) representative of the Radon-Nikodym derivative
of µk with respect to µ . By Proposition 3.8, there exists a set N ∈ B(Ω) with µ(N) = 0
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such that gk(x, ξ) = gk+1(x, ξ) for every k ∈ N , x ∈ Ω \N and ξ ∈ Ck(x) . Hence, we
can define g: Ω×Rm → [0,+∞] as
g(x, ξ) =
{
gk(x, ξ) , if x ∈ Ω \N and ξ ∈ Ck(x) for some k ∈ N ,
+∞ , otherwise.
Since Ck(x) = {
∑k
i=1 λ
iui(x) : λ ∈ Σk} , by Theorem III.9 and Proposition III.13 in [10],
the graph of Ck belongs to B(Ω)⊗B(Rm) . Recalling the definition of gk it follows that
g is B̂(Ω)⊗B(Rm)-measurable. An easy check gives the convexity of g(x, ·) on Rm for
every x ∈ Ω.
Now, for every x ∈ Ω let us set h(x, ·) = sc−g(x, ·) , where sc−g(x, ·) denotes the
lower semicontinuous envelope of g(x, ·) . It turns out that
h(x, ξ) = sup
s∈N
gs(x, ξ) ,
where gs(x, ξ) = inf
η∈Rm
[g(x, η) + s|ξ − η|] . By Remark 3.6, for every s ∈ N there exists
a set Zs ∈ B(Ω), with µ(Zs) = 0, such that gs|(Ω\Zs)×Rm is a Borel function. Set
Z =
⋃
s∈N Zs ; then µ(Z) = 0 and h|(Ω\Z)×Rm is Borel measurable. Now we are in a
position to define the function f as
(5.3) f(x, ·) =
{
h(x, ·) = sc−g(x, ·) if x ∈ Ω \ Z
0 if x ∈ Z .
Then, f is a Borel function on Ω×Rm and satisfies (i) (see [28], Theorem 7.4).
Let us prove that for µ-a.e. x ∈ Ω
(5.4) f(x, ·) = gk(x, ·) on Ck(x) .
Let us fix x ∈ Ω \ (N ∪ Z) and k ∈ N . Let H(x) be the affine hull of ⋃∞k=1Ck(x) . As
the sequence (Ck(x)) is increasing, there exists h ≥ k such that the interior of Ch(x)
relative to H(x) is non-empty. Since g(x, ·) = gh(x, ·) on Ch(x) , and the restriction
of gh(x, ·) to Ch(x) is continuous, we have f(x, ·) = gh(x, ·) on the interior of Ch(x)
relative to H(x) . As Ch(x) is a polytope, the restriction of f(x, ·) to Ch(x) is continuous
(see [28], Theorem 10.2), hence f(x, ·) = gh(x, ·) on Ch(x) . Since Ck(x) ⊆ Ch(x) and
gk(x, ·) = gh(x, ·) on Ck(x) , we conclude that (5.4) is satisfied.
Let us now prove (5.1). Fix k ∈ N , A ∈ A(Ω) and u ∈W 1,p(Ω,Rm)∩L∞(Ω,Rm)
with u(x) ∈ Ck(x) for a.e. x ∈ A . For every 0 < σ < 1 let us define uσ = σu+(1−σ)u0 ,
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with u0 =
1
k
∑k
i=1 ui . Then uσ(x) ∈ riCk(x) for q.e. x ∈ A . Therefore, by (5.4) and
the integral representation formula (5.2) satisfied by fk , we get
F (uσ, A) =
∫
A
f(x, uσ(x)) dµ + ν0(A) .
Since every lower semicontinuous proper convex function is continuous along line seg-
ments (see [28], Corollary 7.5.1) it turns out that
lim
σ→1−
F (uσ, A) = F (u,A)
lim
σ→1−
∫
A
f(x, uσ(x)) dµ =
∫
A
f(x, u(x)) dµ for every x ∈ Ω .
We thus obtain (5.1).
Step 2. We choose now a suitable sequence (ui) , dense in domF (·,Ω) ∩ L∞(Ω,Rm) , to
which Step 1 will be applied.
Let D be a countable base for the open subsets of Ω, closed under finite unions. For
every A ∈ D we can apply Lemma 4.1 to F (·, A) on domF (·,Ω)∩L∞(Ω,Rm) (with the
W 1,p(Ω,Rm) topology); this yields the existence of a set GA ⊆ domF (·,Ω)∩L∞(Ω,Rm)
such that for every u ∈ domF (·,Ω) ∩ L∞(Ω,Rm) there exists a sequence (uh) in GA
satisfying
uh → u strongly in W 1,p(Ω,Rm),
F (uh, A) → F (u,A) in R .
Let (ui) be an enumeration of
⋃
A∈D GA ; starting from (ui) we then construct by means
of Step 1 a Borel function f : Ω×Rm → [0,+∞] satisfying (i) and (5.1).
Step 3. Let us prove that for every u ∈ domF (·,Ω)∩L∞(Ω,Rm) and for every A ∈ A(Ω)
(5.5) F (u,A) ≥
∫
A
f(x, u(x)) dµ+ ν0(A) .
Fix u ∈ domF (·,Ω)∩ L∞(Ω,Rm) and A ∈ D . By Step 2 it is possible to extract
a sequence (uih) from {ui : i ∈ N} such that
uih → u q.e. in Ω (hence µ-a.e.) ,
F (uih , A) → F (u,A) in R .
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Therefore, by (5.1)
F (u,A) = lim
h→∞
∫
A
f(x, uih(x)) dµ+ ν0(A) ;
by the Fatou Lemma and the lower semicontinuity of f(x, ·) we get (5.5) for every
A ∈ D . The result for an arbitrary A ∈ A(Ω) can be obtained by approximation, since
each A ∈ A(Ω) is the union of an increasing sequence of elements of D (recall that D is
closed under finite unions).
Step 4. It is now easy to prove that for every u ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) and
A ∈ A(Ω) the inequality (5.5) holds.
Given A ∈ A(Ω) and u ∈ domF (·, A)∩L∞(Ω,Rm) , let G ⊂⊂ A and ϕ ∈ C10 (A)
with ϕ = 1 on G and 0 ≤ ϕ ≤ 1. Set uϕ = ϕu + (1 − ϕ)w , where w belongs to
domF (·,Ω)∩L∞(Ω,Rm) , which is non-empty by assumption. By the convexity and the
locality property of F we have F (uϕ,Ω) < +∞ . Therefore, Step 3 applied to uϕ yields
F (uϕ, G) ≥
∫
G
f(x, uϕ(x)) dµ+ ν0(G) ;
since ϕ = 1 on G we get
F (u,G) ≥
∫
G
f(x, u(x)) dµ+ ν0(G) .
As G ⊂⊂ A is arbitrary, the conclusion is easily achieved.
Step 5. Let K = KΩ be the closed valued multifunction from Ω to R
m given by
Proposition 5.1 for A = Ω. The aim is now to prove that for every A ∈ A(Ω) and
u ∈W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) such that u(x) ∈ K(x) for q.e. x ∈ A , we have
(5.6) F (u,A) ≤
∫
A
f(x, u(x)) dµ+ ν0(A) .
Recall that for every k ∈ N and x ∈ Ω we have Ck(x) = co{u1(x), . . . , uk(x)} ,
where (ui) is the sequence given in Step 2. By Lemmas 2.5 and 5.3, domF (·,Ω) ∩
L∞(Ω,Rm) , which is non-empty by assumption, is dense in domF (·,Ω). Hence, (ui) is
dense in domF (·,Ω) and, by Proposition 5.1, K(x) = cl(⋃∞k=1 Ck(x)) for q.e. x ∈ Ω.
Fix u ∈W 1,p(Ω,Rm)∩L∞(Ω,Rm) and A ∈ A(Ω) such that u(x) ∈ K(x) for q.e.
x ∈ A . Clearly, we can assume that the right-hand side in (5.6) is finite. Moreover, we
Integral representation for a class of C1-convex functionals 31
can consider open sets A ⊂⊂ Ω with smooth boundary, so that there exists an extension
operator W 1,p(A)→W 1,p(Ω).
In a first moment we work with the additional assumption that u(x) is in the
closure of
⋃∞
k=1Ck(x) “uniformly” for x ∈ A ; more precisely, given a sequence (rh) of
positive numbers decreasing to 0, we require that for every h ∈ N there exists nh ∈ N
such that
(5.7) Brh/2(u(x)) ∩ Ck(x) 6= Ø for q.e. x ∈ A
for every k ≥ nh .
To achieve (5.6) we look for a sequence (vh) of functions in W
1,p(A,Rm) ∩
L∞(A,Rm) and a strictly increasing sequence (kh) of positive integers such that vh ∈
Ckh(x) for q.e. x ∈ A , (vh) converges to u in W 1,p(A,Rm) and
(5.8) lim sup
h→∞
∫
A
f(x, vh(x)) dµ ≤
∫
A
f(x, u(x)) dµ .
Indeed, as ∂A is smooth, we can assume that (vh) is a sequence in W
1,p(Ω,Rm) ∩
L∞(Ω,Rm) converging in W 1,p(Ω,Rm) to a function v such that v = u a.e. on A .
By the lower semicontinuity of F (·, A) and the integral representation (5.1) obtained in
Step 1, we can then conclude
F (u,A) = F (v, A) ≤ lim inf
h→∞
F (vh, A)
≤ lim sup
h→∞
(∫
A
f(x, vh(x)) dµ+ ν0(A)
) ≤ ∫
A
f(x, u(x)) dµ+ ν0(A) .
Let us first construct a sequence (wh) of functions in W
1,p(A,Rm)∩L∞(A,Rm)
and a strictly increasing sequence (kh) of positive integers, with the following properties:
(5.9)
wh(x) ∈ Ckh(x) for q.e. x ∈ A
wh → u uniformly on A
lim sup
h→∞
∫
A
f(x, wh(x)) dµ ≤
∫
A
f(x, u(x)) dµ .
To this aim let us prove that for every h ∈ N there exists kh ∈ N such that
(5.10) inf
w∈Hh
k
∫
A
f(x, w(x)) dµ <
∫
A
f(x, u(x)) dµ+ rh ,
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for every k ≥ kh , where
Hhk = {w ∈ W 1,p(A,Rm) ∩ L∞(A,Rm) : w(x) ∈ Brh(u(x)) ∩ Ck(x) for q.e. x ∈ A} .
Let us fix h ∈ N and let nh be as in (5.7). For every fixed k ≥ nh we want to apply
Theorem 4.4 to the set Hhk . For this purpose let us verify that
(5.11) µ-ess sup
w∈Hh
k
{w(x)} = Brh(u(x)) ∩ Ck(x) for q.e. x ∈ A .
Let Ξ = {(ξ, ξ1, . . . , ξk) ∈ (Rm)k+1 : d(ξ, co{ξ1, . . . , ξk}) ≤ rh/2} and let H be the
multivalued function from Ξ to Rm defined by
H(ξ, ξ1, . . . , ξk) = Brh(ξ) ∩ co{ξ1, . . . , ξk} .
By Theorem 1 in [24], H is lipschitzian. Hence, we can apply Lemma 4.2 to H obtaining
a sequence (hj) of Lipschitz functions from Ξ to R
m such that
H(ξ, ξ1, . . . , ξk) = cl
( ∞⋃
j=1
{hj(ξ, ξ1, . . . , ξk)}
)
.
Since Brh/2(u(x)) ∩ Ck(x) 6= Ø for q.e. x ∈ A , we can define zj = hj(u, u1, · · · , uk)
q.e. on A for every j ∈ N . By Remark 1.6., zj ∈ W 1,p(A,Rm) ∩ L∞(A,Rm) . Thus
zj ∈ Hhk , and
Brh(u(x)) ∩ Ck(x) = H(u(x), u1(x), . . . , uk(x)) = cl
( ∞⋃
j=1
{zj(x)}
)
for q.e. x ∈ A . Hence, (5.11) holds.
Moreover, since every w ∈ Hhk is a convex combination of u1, . . . , uk , we have
∫
A
f(x, w(x)) dµ ≤
∫
A
k∑
i=1
f(x, ui(x)) dµ < +∞ .
We can now apply Theorem 4.4; by (5.11), for every k ≥ nh we have
(5.12) inf
w∈Hh
k
∫
A
f(x, w(x)) dµ =
∫
A
inf
ξ∈Ch
k
(x)
f(x, ξ) dµ ,
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where Chk (x) = Brh(u(x)) ∩ Ck(x) . Since u(x) ∈ K(x) for q.e. x ∈ A , in view of
the continuity property along line segments for a proper, lower semicontinuous convex
function, for q.e. x ∈ A we can approximate u(x) by a sequence (ξk(x)) in riK(x) such
that
f(x, u(x)) = lim
k→∞
f(x, ξk(x)) .
As riK(x) ⊆ ⋃∞k=1 Ck(x) (see [28], Theorem 6.3), we can suppose that ξk(x) ∈ Ck(x)
for every k ∈ N . Thus, for every h ∈ N we have
(5.13) inf
k∈N
inf
ξ∈Ch
k
(x)
f(x, ξ) ≤ f(x, u(x)) for q.e. x ∈ A .
Moreover, for every k ≥ nh the set Chk (x) is non-empty for q.e. x ∈ A . Therefore, the
convexity of f ensures that
∫
A
inf
ξ∈Ch
k
(x)
f(x, ξ) dµ ≤
∫
A
k∑
i=1
f(x, ui(x)) dµ < +∞ ;
by (5.13) and by the monotone convergence theorem it follows that
inf
k∈N
∫
A
inf
ξ∈Ch
k
(x)
f(x, ξ) dµ ≤
∫
A
f(x, u(x)) dµ .
This inequality, together with (5.12), proves (5.10).
Let (kh) be the sequence given in (5.10) which we can assume to be strictly
increasing. For every h ∈ N , by (5.10) there exists a function wh ∈ W 1,p(A,Rm) ∩
L∞(A,Rm) such that
wh(x) ∈ Brh(u(x)) ∩ Ckh(x) for q.e. x ∈ A ,∫
A
f(x, wh(x)) dµ ≤
∫
A
f(x, u(x)) dµ+ rh .
It is easy to verify that (wh) satisfies the properties in (5.9).
Let us set now γh = f(·, wh(·)) and γ = f(·, u(·)) . We claim that
(5.14) γh → γ strongly in L1(A, µ) .
Indeed, as (wh) converges to u q.e. on A , by the lower semicontinuity of f(x, ·) we get
γ(x) ≤ lim inf
h→∞
γh(x) . By (5.9) and Lemma 4.6, it follows that (γh) converges to γ in the
strong topology of L1(A, µ) .
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In view of (5.14) it is not restrictive to assume that for every h ∈ N
(5.15)
∫
A
|γh − γ| dµ ≤ 1
2h
.
At this point let us apply Lemma 4.5 to the sequence (wj)j≥h for every h ∈ N . We
obtain a sequence (vh,j)j≥h of functions in W
1,p(A,Rm) ∩ L∞(A,Rm) such that
vh,j(x) ∈ co{wh(x), wh+1(x), . . . , wj(x)} for q.e. x ∈ A ,
vh,j → u strongly in W 1,p(A,Rm) as j →∞ .
By a standard argument we can find a strictly increasing sequence (jh) of positive integers
such that (vh,jh) converges to u in W
1,p(A,Rm) . Define vh = vh,jh for every h ∈ N .
Then vh ∈W 1,p(A,Rm) ∩ L∞(A,Rm) and
vh(x) ∈ co{wh(x), . . . , wjh(x)} for q.e. x ∈ A ,
vh → u strongly in W 1,p(A,Rm) .
In particular, a suitable sequence (kh) exists such that vh(x) ∈ Ckh(x) for q.e. x ∈ A .
Now we only need to verify that (5.8) holds for the sequence (vh) just obtained. By
Lemma 3.2 we can write vh(x) =
∑kh
i=h ψ
i
h(x)wi(x) for q.e. x ∈ A , where ψh:A →
Σkh−h+1 are µ -measurable. Let us now make use of the convexity of f , together with
(5.15):
∫
A
f(x, vh(x)) dµ ≤
kh∑
i=h
∫
A
ψih(x)|γi(x)− γ(x)| dµ+
∫
A
γ(x) dµ
≤
kh∑
i=h
1
2i
+
∫
A
γ(x) dµ ≤
∫
A
γ(x) dµ+
1
2h
.
This implies
lim sup
h→∞
∫
A
f(x, vh(x)) dµ ≤
∫
A
f(x, u(x)) dµ .
Finally, let us remove the additional assumption (5.7). Fix G ⊂⊂ A and a se-
quence (rh) of positive real numbers decreasing to 0. For every ε > 0 there exists an
open set Aε ⊆ Ω, with cap(Aε,Ω) < ε , such that ui|Ω\Aε and u|Ω\Aε are continuous for
every i ∈ N . In particular, the multifunction Ck is continuous on Ω \ Aε with respect
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to the Hausdorff metric. By Lemma 4.7 for every h ∈ N there exists nεh ∈ N such that
Brh/2(u(x)) ∩ Ck(x) 6= Ø for every k ≥ nεh and for every x ∈ G \ Aε . Let zε be the
capacitary potential of Aε and uε = (1− zε)u+ zεu1 , where u1 is the first term of the
sequence (ui) . Then one can easily check that (uε) converges to u in W
1,p(Ω,Rm) ,
that uε ∈ K(x) for q.e. x ∈ G , and that for every h ∈ N there exists nεh ∈ N such
that Brh/2(uε(x))∩Ck(x) 6= Ø for q.e. x ∈ G and for every k ≥ nεh . Therefore we can
apply the previous result for uε and G in place of u and A ; this gives
F (uε, G) ≤
∫
G
f(x, uε(x)) dµ+ ν0(G) .
Since ∫
G
f(x, uε(x)) dµ ≤
∫
A
[
(1− zε(x))f(x, u(x)) + zε(x)f(x, u1(x))
]
dµ
and
∫
A
f(x, u(x)) dµ < +∞ by assumption, the lower semicontinuity of F and the
dominated convergence theorem imply
F (u,G) ≤ lim inf
ε→0+
F (uε, G) ≤
∫
A
f(x, u(x)) dµ+ ν0(A) .
Taking the supremum for G ⊂⊂ A we get (5.6).
Step 6. In view of Step 4 and Step 5 we get
F (u,A) =
∫
A
f(x, u(x)) dµ+ ν0(A)
for every u ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) with u(x) ∈ K(x) for q.e. x ∈ A . Property
(ii) now follows by taking into account that if u ∈ domF (·, A) then u(x) ∈ K(x) for q.e.
x ∈ A by Remark 5.2.
6. Integral representation on W1,p(Ω,Rm)
We now eliminate (Theorem 6.1) the restrictive condition u ∈ L∞(Ω,Rm) con-
sidered in the previous section. Furthermore, Proposition 6.3 will allow us to treat in
a unified way both cases of the representation formula established in Theorem 5.4(ii).
Thus, we achieve (Theorem 6.5) the conclusive integral representation theorem, which is
the main result of the paper.
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Given F ∈ F let us define
(6.1) ν(B) = inf{F (u,B) : u ∈W 1,p(Ω,Rm)} ,
for every B ∈ B(Ω). It is easily seen that the proof of Proposition 2.7 still works for the
set function ν on every Ω′ ∈ A(Ω) with domF (·,Ω′) 6= Ø. Therefore, on such sets, ν is
a positive finite Borel measure.
Theorem 6.1. Let F ∈ F and assume domF (·,Ω) 6= Ø . Then the conclusions
of Theorem 5.4 still hold with u (in item (ii)) ranging all over W 1,p(Ω,Rm) and ν0
replaced by the measure ν defined in (6.1).
Proof. For every v ∈W 1,p(Ω,Rm) and for every B ∈ B(Ω) let us define
Xv = {u ∈W 1,p(Ω,Rm) : u− v ∈W 1,p(Ω,Rm) ∩ L∞(Ω,Rm)} ,
νv(B) = inf{F (u,B) : u ∈ Xv} .
By a suitable application of Theorem 5.4, it turns out that for every v ∈ domF (·,Ω)
there exist a positive finite Borel measure µv on Ω, absolutely continuous with respect
to capacity, and a Borel function fv: Ω×Rm → [0,+∞] such that
(i) for every x ∈ Ω the function fv(x, ·) is convex and lower semicontinuous on Rm ;
(ii) for every u ∈ Xv and for every A ∈ A(Ω)
(6.2) F (u,A) =


∫
A
fv(x, u(x)) dµv + νv(A) , if u(x) ∈ K(x) for q.e. x ∈ A ,
+∞ , otherwise ,
where K = KΩ is the closed valued multifunction from Ω to R
m given by Propo-
sition 5.1 for A = Ω.
Step 1. Let us show first that for every v ∈ domF (·,Ω), u ∈W 1,p(Ω,Rm) , and A ∈ A(Ω)
we have
(6.3) F (u,A) < +∞ if and only if


u(x) ∈ K(x) for q.e. x ∈ A ,
∫
A
fv(x, u(x)) dµv + νv(A) < +∞ .
By the definition of K and Remark 5.2, if F (u,A) < +∞ then u(x) ∈ K(x) for q.e.
x ∈ A . Hence, let us assume that u(x) ∈ K(x) for q.e. x ∈ A and prove that F (u,A) <
+∞ if and only if ∫
A
fv(x, u(x)) dµv + νv(A) < +∞ .
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For every k ∈ N , let Tk:Rm → Rm be the orthogonal projection onto the ball
Bk(0); by Lemma 2.5, for every w ∈ W 1,p(Ω,Rm) the function Tk ◦ w belongs to
W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) , and the sequence (Tk ◦ w) converges to w in the strong
topology of W 1,p(Ω,Rm) as k tends to ∞ .
For every k ∈ N let us set uk = v + Tk ◦ (u− v) . By (6.2) we have
(6.4) F (uk, A) =
∫
A
fv(x, uk(x)) dµv + νv(A) .
Assume now F (u,A) < +∞ . By (6.4) and Lemma 5.3 we have∫
A
fv(x, uk(x)) dµv + νv(A) ≤ F (u,A) + F (v, A) .
Since, up to a subsequence, (uk) converges to u q.e. on Ω, the Fatou Lemma and the
lower semicontinuity of fv(x, ·) ensure that∫
A
fv(x, u(x)) dµv + νv(A) ≤ F (v, A) + F (u,A) < +∞ .
Conversely, assume
∫
A
fv(x, u(x)) dµv+νv(A) < +∞ . For every k ∈ N , by (6.2),
(6.4), and by the convexity of fv(x, ·) we get
(6.5) F (uk, A) ≤
∫
A
fv(x, u(x)) dµv +
∫
A
fv(x, v(x)) dµv + νv(A) =
=
∫
A
fv(x, u(x)) dµv + F (v, A) .
Hence, by the lower semicontinuity of F (·, A) we conclude that F (u,A) < +∞ .
Step 2. Let us fix A ∈ A(Ω) and u , v ∈ domF (·,Ω). We claim that
(6.6) F (u,A) =
∫
A
fv(x, u(x)) dµv + νv(A) .
Let us show first that for every w ∈ Xu with w(x) ∈ co{u(x), v(x)} for q.e. x ∈ Ω,
we have
(6.7) F (w,A) ≤
∫
A
fv(x, w(x)) dµv + νv(A) .
Let us fix w ∈ Xu with w(x) ∈ co{u(x), v(x)} for q.e. x ∈ Ω, and let uk = v+Tk◦(w−v)
for k ∈ N . By the lower semicontinuity of F (·, A) and by (6.2)
(6.8) F (w,A) ≤ lim inf
k→∞
F (uk, A) = lim inf
k→∞
∫
A
fv(x, uk(x)) dµv + νv(A) .
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Note that (uk) converges to w q.e. on Ω. Since uk(x) is on the segment with endpoints
u(x) and v(x) , by the convexity of fv it turns out that fv(x, uk(x)) ≤ fv(x, v(x)) +
fv(x, u(x)) for q.e. x ∈ Ω. From (6.3) we have
∫
A
fv(x, v(x)) dµv < +∞ and∫
A
fv(x, u(x)) dµv < +∞ . Hence, by the continuity property of fv(x, ·) along line seg-
ments ([28], Corollary 7.5.1) and the dominated convergence theorem
(6.9) lim
k→∞
∫
A
fv(x, uk(x)) dµv =
∫
A
fv(x, w(x)) dµv .
In view of (6.8), this implies (6.7).
From (6.7) with w = u we obtain
F (u,A) ≤
∫
A
fv(x, u(x)) dµv + νv(A) .
Let us now prove the opposite inequality.
If in (6.7) we apply (6.2) to represent F (w,A) we obtain
∫
A
fu(x, w(x)) dµu + νu(A) ≤
∫
A
fv(x, w(x)) dµv + νv(A) .
By exchanging now the roles of u and v we obtain that for every w ∈ Xv with w(x) ∈
co{u(x), v(x)} for q.e. x ∈ Ω
∫
A
fv(x, w(x)) dµv + νv(A) ≤
∫
A
fu(x, w(x)) dµu + νu(A) .
Now, if we take w = v+ Tk ◦ (u− v) and argue as for (6.9), by the Fatou Lemma we get∫
A
fv(x, u(x)) dµv + νv(A) ≤ lim inf
k→∞
∫
A
fu(x, v(x) + Tk(u(x)− v(x)) dµu + νu(A)
=
∫
A
fu(x, u(x)) dµu + νu(A) = F (u,A) .
Step 3. For every v ∈ domF (·,Ω), A ∈ A(Ω), and u ∈ domF (·, A) it turns out that
(6.10) F (u,A) =
∫
A
fv(x, u(x)) dµv + νv(A) .
This follows by applying the same argument used in Step 4 of Theorem 5.4.
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Step 4. Since domF (·,Ω) 6= Ø, there exists a function v for which (6.10) holds for every
A ∈ A(Ω) and u ∈ domF (·, A) . Finally, we obtain that for every u ∈W 1,p(Ω,Rm) and
A ∈ A(Ω)
(6.11) F (u,A) =


∫
A
fv(x, u(x)) dµv + νv(A) , if u(x) ∈ K(x) for q.e. x ∈ A ,
+∞ , otherwise .
Indeed, if u(x) ∈ K(x) for q.e. x ∈ A and u /∈ domF (·, A) , then by (6.3) we have∫
A
fv(x, u(x)) dµv + νv(A) = +∞ .
So far we have proved the integral representation by means of any of the measures
νv with v ∈ domF (·,Ω). We claim that for every v ∈ domF (·,Ω) and B ∈ B(Ω)
(6.12) νv(B) = inf{F (u,B) : u ∈W 1,p(Ω,Rm)} .
Let B ∈ B(Ω) and u ∈ W 1,p(Ω,Rm) with F (u,B) < +∞ . In view of the definition of
F on Borel sets, by (6.11) we have
F (u,B) =
∫
B
fv(x, u(x)) dµv + νv(B) ≥ νv(B) ;
hence, inf{F (u,B) : u ∈ W 1,p(Ω,Rm), F (u,B) < +∞} ≥ νv(B) . By the definition of
νv(B) , this implies (6.12).
The following proposition shows that, given the measures µ and ν , the function
f obtained in the integral representation theorem is essentially unique.
Proposition 6.2. Let F ∈ F with domF (·,Ω) 6= Ø and let K = KΩ be the closed
valued multifunction from Ω to Rm given by Proposition 5.1 for A = Ω . Let µ and ν
be two positive finite Borel measures on Ω , with µ absolutely continuous with respect to
capacity, and let f1 , f2: Ω×Rm → [0,+∞] be two Borel functions such that f1(x, ·) and
f2(x, ·) are convex and lower semicontinuous on Rm for µ-a.e. x ∈ Ω . Assume that for
every A ∈ A(Ω) and for every u ∈ domF (·, A) we have F (u,A) = ∫
A
fi(x, u(x)) dµ+
ν(A) for i = 1, 2 . Then f1(x, ξ) = f2(x, ξ) for µ-a.e. x ∈ Ω and for every ξ ∈ K(x) .
Proof. By a translation we can easily reduce the problem to the case F (0,Ω) < +∞ .
Let (ui) and Ck(x) be as in the proof of Theorem 5.4. By Proposition 2.9 we have
F (u,A) =
∫
A
f1(x, u(x)) dµ+ ν(A) =
∫
A
f2(x, u(x)) dµ+ ν(A)
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for every A ∈ A(Ω) and for every u ∈ W 1,p(Ω,Rm) with u(x) ∈ Ck(x) for q.e. x ∈ Ω.
By Proposition 3.8 it turns out that f1(x, ξ) = f2(x, ξ) for µ-a.e. x ∈ Ω and for every
ξ ∈ Ck(x) . Hence the equality holds for every ξ ∈ riK(x) ⊆
⋃∞
k=1 Ck(x) , and, therefore,
for every ξ ∈ K(x) by the continuity along line segments (see [28], Corollary 7.5.1).
Proposition 6.3. Let K(x) be a closed and convex valued multifunction from Ω to Rm
for which there exists a sequence (uk) of functions in W
1,p(Ω,Rm) such that K(x) =
cl{uk(x) : k ∈ N} for q.e. x ∈ Ω . Then, there exists a positive finite Borel measure ρ
on Ω , absolutely continuous with respect to capacity, such that for every A ∈ A(Ω) and
for every u ∈W 1,p(Ω,Rm) the following conditions are equivalent:
(i) u(x) ∈ K(x) for q.e. x ∈ A ,
(ii) u(x) ∈ K(x) for ρ-a.e. x ∈ A .
Proof. It is not restrictive to assume that 0 ∈ K(x) for q.e. x ∈ Ω. Moreover, we can
suppose that uk ∈ W 1,p(Ω,Rm) ∩ L∞(Ω,Rm) for every k ∈ N . Indeed, if Th ◦ uk ,
with h ∈ N , denotes the truncation introduced in Lemma 2.5, it turns out that K(x) =
cl{(Th ◦ uk)(x) : h, k ∈ N} , since K(x) is closed and convex and (Th ◦ uk)h converges to
uk strongly in W
1,p(Ω,Rm) , as h tends to ∞ .
Let us note that, by a standard cut-off argument, it is enough to consider the case
A = Ω. Moreover, (i) clearly implies (ii) as ρ is absolutely continuous with respect to
capacity.
Step 1. Here we prove that (ii) implies (i) for u ∈ W 1,p0 (Ω,Rm) under the additional
assumption that ∂Ω is smooth.
Let us define the convex sets
K = {u ∈W 1,p0 (Ω,Rm) : u(x) ∈ K(x) for q.e. x ∈ Ω} ,
Kk = {u ∈W 1,p0 (Ω,Rm) : u(x) ∈ K(x) + 1kB1(0) for q.e. x ∈ Ω} ,
for every k ∈ N . Since W 1,p0 (Ω,Rm) is separable, the set Kk is the intersection of a
countable family of closed half-spaces of W 1,p0 (Ω,R
m) . Hence, there exists a sequence
(µk,h)h in W
−1,p′(Ω,Rm) , with p′ = pp−1 , and a sequence (ak,h)h in R such that
Kk =
⋂
h∈N
{u ∈W 1,p0 (Ω,Rm) : 〈µk,h, u〉 ≥ ak,h } ,
where 〈·, ·〉 denotes the duality pairing between W−1,p′(Ω,Rm) and W 1,p0 (Ω,Rm) .
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Denote by M(Ω,Rm) the space of all Rm-valued Radon measures on Ω with
bounded total variation. We say that an element T ∈ W−1,p′(Ω,Rm) belongs to
M(Ω,Rm) if there exists µ ∈M(Ω,Rm) such that
〈T, ϕ〉 =
∫
Ω
ϕdµ
for every ϕ ∈ C∞0 (Ω,Rm) . In this case T and µ will be identified.
Let us prove that µk,h ∈ M(Ω,Rm) for every h ,k ∈ N . Fix ϕ ∈ C∞0 (Ω,Rm)
with ‖ϕ‖∞ ≤ 1. Since u1 + 1kϕ and u1 − 1kϕ belong to Kk , we have
−k(〈µk,h, u1〉 − ak,h) ≤ 〈µk,h, ϕ〉 ≤ k(〈µk,h, u1〉 − ak,h) .
Therefore, there exists Ck,h > 0 such that |〈µk,h, ϕ〉| ≤ Ck,h‖ϕ‖∞ for every ϕ ∈
C∞0 (Ω,R
m) . Hence µk,h|C∞0 (Ω,Rm) can be uniquely extended to a continuous linear
functional on the space of continuous functions on Ω vanishing on ∂Ω. We conclude by
the Riesz representation theorem.
Since K = ⋂k∈NKk , we can assert that there exists a sequence (µh) in
W−1,p
′
(Ω,Rm) ∩M(Ω,Rm) and a sequence (ah) in R such that
(6.13) K =
⋂
h∈N
{u ∈W 1,p0 (Ω,Rm) : 〈µh, u〉 ≥ ah} .
Moreover, as µh ∈W−1,p′(Ω,Rm) ∩M(Ω,Rm) , by [22] and [8], Lemma 2 we have that
|µh| is absolutely continuous with respect to capacity. For every B ∈ B(Ω) define
ρ(B) =
∞∑
h=1
2−h
|µh|(B)
|µh|(Ω)
(clearly, we can assume that |µh|(Ω) > 0 for every h ∈ N). Then ρ is a positive
finite Borel measure on Ω absolutely continuous with respect to capacity. Let gh be the
Radon-Nikodym derivative of µh with respect to ρ . Then gh ∈ L1(Ω, ρ) . By Corollary 6
in [8], for every u ∈W 1,p0 (Ω,Rm) ∩ L∞(Ω,Rm) , we have u · gh ∈ L1(Ω, ρ) and
(6.14) 〈µh, u〉 =
∫
Ω
u · gh dρ .
Let us now prove that (ii) implies (i). Fix u ∈W 1,p0 (Ω,Rm) with u(x) ∈ K(x) for ρ -a.e.
x ∈ Ω. Assume first that u belongs to L∞(Ω,Rm) .
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For every h ∈ N and v ∈ K ∩ L∞(Ω,Rm) , by (6.14) we have
ah ≤ 〈µh, v〉 =
∫
Ω
v · gh dρ ,
hence
(6.15) ah ≤ inf
v∈K∩L∞
∫
Ω
v · gh dρ .
In view of the fact that the functions uk are in L
∞(Ω,Rm) , it turns out that K(x) =
ρ- ess sup
v∈K∩L∞
{v(x)} for ρ -a.e. x ∈ Ω; then Theorem 4.4 yields
(6.16) inf
v∈K∩L∞
∫
Ω
v · gh dρ =
∫
Ω
inf
ξ∈K(x)
ξ · gh(x) dρ .
By the assumption u(x) ∈ K(x) for ρ -a.e. x ∈ Ω, by (6.15) and (6.16), it follows that
ah ≤
∫
Ω
u(x) · gh(x) dρ = 〈µh, u〉
for every h ∈ N . By (6.13) this proves that u ∈ K , i.e., u(x) ∈ K(x) for q.e. x ∈ Ω.
Consider now a general u ∈ W 1,p0 (Ω,Rm) ; let us note that, since K(x) is convex
and 0 ∈ K(x) for q.e. x ∈ Ω, the condition u(x) ∈ K(x) for ρ -a.e. x ∈ Ω implies that
(Th ◦ u)(x) ∈ K(x) for ρ -a.e. x ∈ Ω and for every h ∈ N . The previous step and the
q.e. convergence of (Th ◦ u) to u allow us to conclude as K(x) is closed.
Step 2. Let us now prove that (ii) implies (i) for every u ∈ W 1,p(Ω,Rm) without
assuming the smoothness of the boundary of Ω.
Let (Ωh) be a sequence of open subsets of Ω with Ωh ⊂⊂ Ωh+1 ,
⋃
hΩh = Ω, and
∂Ωh smooth. Let ϕh be a C
1
0 (Ωh) function with ϕh = 1 on Ωh−1 and 0 ≤ ϕh ≤ 1.
Define
Kh(x) = cl{ϕh(x)uk(x) : k ∈ N}
for q.e. x ∈ Ωh . By Step 1 there exists a positive finite Borel measure ρh on Ωh ,
absolutely continuous with respect to capacity, and such that for every u ∈W 1,p0 (Ω,Rm)
the condition u(x) ∈ Kh(x) for q.e. x ∈ Ωh is equivalent to the condition u(x) ∈ Kh(x)
for ρh -a.e. x ∈ Ωh . We can consider ρh as a measure on Ω by setting ρh(B) = ρh(B∩Ωh)
for B ∈ B(Ω). Let us define
ρ(B) =
∞∑
h=1
2−h
ρh(B)
ρh(Ω)
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for every B ∈ B(Ω). Then ρ is a positive finite Borel measure on Ω which is absolutely
continuous with respect to capacity.
Let us fix u ∈ W 1,p(Ω,Rm) with u(x) ∈ K(x) for ρ -a.e. x ∈ Ω. Then,
ϕh(x)u(x) ∈ Kh(x) for ρh -a.e. x ∈ Ωh , so that ϕh(x)u(x) ∈ Kh(x) for q.e. x ∈ Ωh .
Since ϕh = 1 on Ωh−1 , we obtain that u(x) ∈ K(x) for q.e. x ∈ Ωh−1 . As h is arbitrary,
we conclude that u(x) ∈ K(x) for q.e. x ∈ Ω.
Lemma 6.4. Let F ∈ F and define Ω0 to be the union of all A ∈ A(Ω) such that
domF (·, A) 6= Ø . Then domF (·, A) 6= Ø for every A ∈ A(Ω) with A ⊂⊂ Ω0 .
Proof. By induction we can reduce ourselves to prove that, whenever A1 , A2 are open
subsets of Ω with domF (·, A1) 6= Ø and domF (·, A2) 6= Ø, then domF (·, A) 6= Ø for
every open set A ⊂⊂ A1 ∪ A2 .
Let A1 , A2 and A be as above, and let A
′ ⊂⊂ A1 with A ⊂⊂ A′ ∪A2 . We shall
show that domF (·, A′ ∪ A2) 6= Ø, which clearly implies domF (·, A) 6= Ø. Consider a
function ϕ ∈ C10 (A1) with ϕ = 1 on A′ and 0 ≤ ϕ ≤ 1. By assumption we can find
u ∈ domF (·, A1) and v ∈ domF (·, A2) ; define w = ϕu + (1 − ϕ)v . Then, by the usual
properties of the class F it is easy to see that F (w,A′ ∪ A2) < +∞ .
Theorem 6.5. Let Ω be an open subset of Rn (not necessarily bounded) and let F ∈ F .
Then, there exist a positive finite Borel measure µ on Ω , absolutely continuous with
respect to capacity, a positive Borel measure ν on Ω , and a Borel function f : Ω×Rm →
[0,+∞] with the following properties:
(i) for every x ∈ Ω the function f(x, ·) is convex and lower semicontinuous on Rm ;
(ii) for every u ∈W 1,p(Ω,Rm) and for every A ∈ A(Ω)
(6.17) F (u,A) =
∫
A
f(x, u(x)) dµ+ ν(A) .
Proof. Let ν be the function on B(Ω) defined in (6.1). Let us set
ν(A) = sup{ν(A′) : A′ ∈ A(Ω), A′ ⊂⊂ A}
for every A ∈ A(Ω). Clearly ν is increasing with respect to the inclusion, and ν(Ø) = 0.
Moreover, for every A ∈ A(Ω)
(6.18) ν(A) < +∞ ⇒ A ⊆ Ω0 .
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Clearly ν is inner regular on A(Ω); therefore, by Proposition 5.5 and Theorem 5.6 in [19],
to prove that ν can be extended to a Borel measure on Ω it suffices to show that ν is
subadditive and superadditive on A(Ω).
Let A1 , A2 ∈ A(Ω), and note that
(6.19) ν(A1 ∪A2) = sup{ν(A′1 ∪ A′2) : A′i ∈ A(Ω), A′i ⊂⊂ Ai (i = 1, 2)} .
If ν(A1) and ν(A2) are finite, then A1, A2 ⊆ Ω0 by (6.18). Since, by Lemma 6.4, ν is
a measure on every Ω′ ⊂⊂ Ω0 , from (6.19) it follows that ν(A1 ∪A2) ≤ ν(A1) + ν(A2) .
In a similar way we get superadditivity.
This allows us to conclude that the set function ν:B(Ω)→ [0,+∞] defined by
ν(B) = inf{ν(A) : A ∈ A(Ω), B ⊆ A}
is a Borel measure on Ω and that ν(B) = ν(B) for every B ∈ B(Ω) with B ⊂⊂ Ω0 .
Let us construct now µ and f . Let (Ωh) be a sequence of open subsets of
Ω0 with a smooth boundary such that Ωh ⊂⊂ Ωh+1 and Ω0 = ∪hΩh . In particu-
lar, domF (·,Ωh) 6= Ø by Lemma 6.4. Since there exists an extension operator from
W 1,p(Ωh,R
m) to W 1,p(Ω,Rm) , it is possible to apply Theorem 6.1 to each Ωh using
W 1,p(Ω,Rm) instead of W 1,p(Ωh,R
m) . Let KΩh be the multifunction defined in Propo-
sition 5.1 for A = Ωh ; then there exist a positive finite Borel measure µh on Ωh , abso-
lutely continuous with respect to capacity, and a Borel function fh: Ωh×Rm → [0,+∞]
such that
(a) for every x ∈ Ωh the function fh(x, ·) is convex and lower semicontinuous on Rm ;
(b) for every u ∈W 1,p(Ω,Rm) and A ∈ A(Ωh)
F (u,A) =


∫
A
fh(x, u(x)) dµh + ν(A) , if u(x) ∈ KΩh(x) for q.e. x ∈ A ,
+∞ , otherwise .
Moreover, we have a uniqueness property for the integrand as stated in Proposition
6.2.
By Proposition 6.3, for every h ∈ N there exists a positive finite Borel measure
ρh on Ωh , absolutely continuous with respect to capacity, such that for every u ∈
W 1,p(Ω,Rm) the condition u(x) ∈ KΩh(x) for q.e. x ∈ Ωh is equivalent to the condition
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u(x) ∈ KΩh(x) for ρh-a.e. x ∈ Ωh . Let us consider µh and ρh as measures on Ω by
setting µh(B) = µh(B ∩ Ωh) and ρh(B) = ρh(B ∩ Ωh) for every B ∈ B(Ω). Define
µ(B) =
∞∑
h=1
2−h
(µh + ρh)(B)
(µh + ρh)(Ω)
,
gh(x, ξ) =


fh(x, ξ)
dµh
dµ (x) , if x ∈ Ωh and ξ ∈ KΩh(x) ,
+∞ , otherwise,
where dµh/dµ is a fixed Borel representative of the Radon-Nikodym derivative. Then µ
is a positive finite Borel measure on Ω, absolutely continuous with respect to capacity.
Since for every h ∈ N there is a sequence (vi) in W 1,p(Ω,Rm) such that KΩh(x) =
cl{vi(x) : i ∈ N} , by Theorem III.9 and Proposition III.13 in [10], the graph of KΩh
belongs to B(Ωh)× B(Rm) . Therefore gh: Ωh ×Rm → [0,+∞] is a Borel function, and
for every x ∈ Ωh , the function gh(x, ·) is convex and lower semicontinuous on Rm .
By recalling that KΩh = KΩh+1 q.e. on Ωh (see Remark 5.2), and by using the
uniqueness property of the integrand mentioned above, we easily obtain that gh(x, ·) =
gh+1(x, ·) for µ-a.e. x ∈ Ωh .
Therefore, there exists a Borel function f : Ω × Rm → [0,+∞] satifying (i) and
such that for every h ∈ N
f(x, ·) = gh(x, ·) on Rm for µ-a.e. x ∈ Ωh .
Let us now prove (ii). Fix u ∈W 1,p(Ω,Rm) and A ∈ A(Ω). If A \Ω0 6= Ø, then
ν(A) = +∞ by (6.18). On the other hand, by the definition of Ω0 we have F (u,A) = +∞
for every u ∈W 1,p(Ω,Rm) . Therefore
F (u,A) =
∫
A
f(x, u(x)) dµ+ ν(A) .
Let now A ⊆ Ω0 and A′ ⊂⊂ A . Then A′ ⊆ Ωh for a suitable h ∈ N . In view of
the properties of the measure ρh , from the definition of gh and f we easily obtain
F (u,A′) =
∫
A′
gh(x, u(x)) dµ+ ν(A
′) =
∫
A′
f(x, u(x)) dµ+ ν(A′) .
Therefore (ii) follows from the definition of ν taking the supremum for A′ ⊂⊂ A .
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Remark 6.6. Let F ∈ F and Ω0 be as in Lemma 6.4. By Proposition 5.1 and
Remark 5.2, there exists a closed valued multifunction K from Ω0 to R
m , unique up to
sets of capacity zero, such that
(6.20) K(x) = KA(x) for q.e. x ∈ A
whenever A ∈ A(Ω) and domF (·, A) 6= Ø. Moreover, K(x) is non-empty and convex
for q.e. x ∈ Ω0 .
It is clear that the function f constructed in the proof of Theorem 6.5 satisfies
the additional condition f(x, ξ) = +∞ for µ -a.e. x ∈ Ω0 and for every ξ /∈ K(x) .
This is not necessarily true for every function f which satisfies conditions (i) and (ii) of
Theorem 6.5. Let us consider, for instance, the functional
F (u,A) =
{
0 , if u = 0 a.e. on A,
+∞ , otherwise,
in the case n = m = 1 and Ω = R . Then, clearly, K(x) = {0} for q.e. x ∈ R and
(6.21) F (u,A) =
∫
A
f(x, u(x)) dx ,
with
f(x, ξ) =
{
0 , if ξ = 0,
+∞ , if ξ 6= 0.
But (6.21) holds also with f(x, ξ) = a(x)|ξ|2 , where a:R→ [0,+∞[ is any finite valued
Borel function such that
∫
A
a(x) dx = +∞ for every open subset A of R (see [23],
Section 43, Exercise 7).
Remark 6.7. If domF (·,Ω) = Ø and ν is not necessarily finite, the uniqueness result
of Proposition 6.2 still holds, with an obvious localization of the proof, in the weaker
form:
f1(x, ξ) = f2(x, ξ) for µ -a.e. x ∈ Ω0 and for every ξ ∈ K(x) ,
where Ω0 is defined in Lemma 6.4 and K(x) is now defined by (6.20).
7. Quadratic functionals
In this section we show how certain algebraic properties of the functional F are
inherited by the integrand which appears in the representation of F according to Theo-
rem 6.5. We recall that a cone in a vector space X (with vertex at 0) is a set K such
that tx ∈ K for every t > 0 and for every x ∈ K .
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Definition 7.1. Let X be a real vector space and let p ∈ R . We say that a function
f :X → [0,+∞] is:
(i) positively homogeneous of degree p on a cone K if F (tx) = tpF (x) for every t > 0
and for every x ∈ K ;
(ii) a (non-negative) quadratic form (with extended real values) on X if there exist a
linear subspace Y of X and a symmetric bilinear form B: Y × Y → R such that
F (x) =
{
B(x, x) , if x ∈ Y ,
+∞ , if x ∈ X \ Y .
We shall refer to Y as the domain of F .
Remark 7.2. In the previous definition it is not restrictive to assume that B is defined
over all of X × X . Indeed, let Z be an algebraic complement of Y in X and denote
by P :X → Y the canonical projection on Y associated to the pair (Y, Z) . Then, it is
enough to consider the extension (x, y) 7→ B(Px, Py) defined for every (x, y) ∈ X ×X .
As a consequence, if X is finite dimensional and dimX = m , then there exists an
m×m symmetric matrix (aij) such that F (x) =
∑m
i,j=1 aijx
ixj for every x ∈ Y , where
x1, . . . , xm denote the components of x with respect to a fixed basis of X .
Theorem 7.3. Let F ∈ F and p ∈ R . Let f , µ , ν be as in Theorem 6.5 and let Ω0
and K be as in Remark 6.6. Assume that f(x, ξ) = +∞ for µ-a.e. x ∈ Ω0 and for
every ξ /∈ K(x) . Then the following properties hold:
(i) if F (·, A) is positively homogeneous of degree p on W 1,p(Ω,Rm) for every A ∈
A(Ω) , then K(x) is a closed convex cone for q.e. x ∈ Ω0 , and f(x, ·) is positively
homogeneous of degree p on K(x) for µ-a.e. x ∈ Ω0 ; if, in addition, p 6= 0 , then
ν(B) = 0 for every B ∈ B(Ω0) ;
(ii) if F (·, A) is a quadratic form on W 1,p(Ω,Rm) for every A ∈ A(Ω) , then ν = 0 ,
K(x) is a linear subspace of Rm for q.e. x ∈ Ω , and for µ-a.e. x ∈ Ω the function
f(x, ·) is a quadratic form on Rm with domain K(x) .
Proof. Proof of (i). For every A ∈ A(Ω) the positive homogeneity of degree p implies
that tu ∈ domF (·, A) whenever t > 0 and u ∈ domF (·, A) . Recalling the definition and
properties of KA given in Proposition 5.1, it is easy to see that, if domF (·, A) 6= Ø, then
there exists a set N ⊆ Ω with cap(N) = 0 and such that for every x ∈ A\N, q ∈ Q+\{0}
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and ξ ∈ KA(x) we have qξ ∈ KA(x) . Since KA(x) is closed, it follows that KA(x) is
a cone for every x ∈ A \ N . The convexity of KA(x) is proved in Proposition 5.1(iii).
By the definition (6.20) of K(x) and by the definition of Ω0 we conclude that K(x) is
a closed convex cone for q.e. x ∈ Ω0 .
Let us now prove that f(x, ·) is positively homogeneous of degree p on K(x)
for µ -a.e. x ∈ Ω0 . Let us first consider the case p = 0. If A ∈ A(Ω) and u ∈
domF (·, A) , then the function t 7→ F (tu, A) from [0, 1] into [0,+∞] is convex and
lower semicontinuous; moreover, F (tu, A) = F (u,A) < +∞ for every t > 0. Therefore,
F (0, A) = lim
t→0+
F (tu, A) = F (u,A) for every A ∈ A(Ω) and u ∈ domF (·, A) . This shows
that 0 ∈ K(x) for q.e. x ∈ Ω0 . By the uniqueness of the integrand stated in Remark 6.7,
we conclude that f(x, ξ) = f(x, 0) for µ -a.e. x ∈ Ω0 and for every ξ ∈ K(x) .
Assume now p 6= 0. Let A ∈ A(Ω) and w ∈ domF (·, A) . Since ν(A) ≤
F (tw, A) = tpF (w,A) for every t > 0, taking the limit as t→ 0+ or t→ +∞ according
to whether p > 0 or p < 0, we get ν(A) = 0. In view of the positive homogeneity of
F (·, A) and (6.17) we have
F (u,A) =
∫
A
1
tp
f(x, tu(x)) dµ
for every A ∈ A(Ω), u ∈ W 1,p(Ω,Rm) and t > 0. Now, by the uniqueness of the
integrand (Remark 6.7), we have f(x, ξ) = (1/tp)f(x, tξ) for µ -a.e. x ∈ Ω0 and for
every ξ ∈ K(x) .
Proof of (ii). Assume that F (·, A) is a quadratic form for every A ∈ A(Ω). Then
F (0, A) = 0 for every A ∈ A(Ω), hence Ω0 = Ω, ν(B) = 0 for every B ∈ B(Ω), and
f(x, 0) = 0 for µ-a.e. x ∈ Ω. Directly from Definition 7.1 it follows that domF (·, A)
is a linear space; in particular, u + v and −u belong to domF (·, A) whenever u, v ∈
domF (·, A) . As in the first part of (i), it can be shown that for q.e. x ∈ Ω, ξ + η and
−ξ belong to K(x) if ξ, η ∈ K(x) . Since K(x) is a cone (part (i)), this guarantees that
K(x) is a linear subspace of Rm for q.e. x ∈ Ω.
If X is a (real) vector space, it is well known (Fre´chet-Von Neumann-Jordan
Theorem, see, for instance, [30]) that a function F :X → [0,+∞] is a quadratic form if
and only if F (0) = 0, F is positively homogeneous of degree 2, and satisfies the following
“parallelogram identity”:
F (ξ + η) + F (ξ − η) = 2F (ξ) + 2F (η)
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for every ξ, η ∈ X . Since f(x, 0) = 0 for µ-a.e. x ∈ Ω and f(x, tξ) = t2f(x, ξ) for µ-a.e.
x ∈ Ω and for every t > 0, ξ ∈ K(x) (see part (i)), to complete the proof of (ii) it
remains only to show that f(x, ·) satisfies the parallelogram identity on K(x) for µ -a.e.
x ∈ Ω. Define the functional G: [W 1,p(Ω,Rm)]2 ×A(Ω)→ [0,+∞] as
G(u, v, A) = F (u+ v, A) + F (u− v, A) = 2F (u,A) + 2F (v, A) .
Since ν = 0, from (6.17) we obtain
(7.1) G(u, v, A) =
∫
A
2[f(x, u(x)) + f(x, v(x))] dµ =∫
A
[f(x, u(x) + v(x)) + f(x, u(x)− v(x))] dµ
for every A ∈ A(Ω). Since [W 1,p(Ω,Rm)]2 can be identified with W 1,p(Ω,R2m) , we
can apply Remark 6.7 to the functional G , with the set K(x) ×K(x) playing the role
of K(x) for q.e. x ∈ Ω. Therefore, (7.1) gives that
2(f(x, ξ) + f(x, η)) = f(x, ξ + η) + f(x, ξ − η)
for µ -a.e. x ∈ Ω0 and for every (ξ, η) ∈ K(x)×K(x) .
Corollary 7.4. Let F ∈ F . Assume that F (·, A) is a quadratic form on W 1,p(Ω,Rm)
for every A ∈ A(Ω) . Then there exist:
(i) a positive finite Borel measure µ on Ω , absolutely continuous with respect to ca-
pacity,
(ii) a symmetric m × m matrix (aij) of Borel functions from Ω into R such that∑m
i,j=1 aij(x)ξ
iξj ≥ 0 for q.e. x ∈ Ω and for every ξ ∈ Rm ,
(iii) for every x ∈ Ω a linear subspace V (x) of Rm ,
with the following properties: for every u ∈W 1,p(Ω,Rm) and A ∈ A(Ω)
(a) if F (u,A) < +∞ , then u(x) ∈ V (x) for q.e. x ∈ A ;
(b) if u(x) ∈ V (x) for q.e. x ∈ A , then F (u,A) = ∫
A
∑m
i,j=1 aij(x)u
i(x)uj(x) dµ .
Proof. The conclusion follows from Theorems 6.5 and 7.3(ii), and from Remark 7.2.
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