Random matrix products arise in many science and engineering problems. An efficient evaluation of its growth rate is of great interest to researchers in diverse fields. In the current paper, we reformulate this problem with a generating function approach, based on which two analytic methods are proposed to compute the growth rate. The new formalism is demonstrated in a series of examples including an Ising model subject to on-site random magnetic fields, which seems very efficient and easy to implement. Through an extensive comparison with numerical computation, we see that the analytic results are valid in a regime of considerable size.
I. INTRODUCTION
Evolution of linear systems could be described by repeated production of state vectors with the corresponding matrices characterizing linear dynamics. In the presence of randomness in the dynamics, the evolution may be analyzed with random matrix products. As a result, in diverse fields of science and engineering [1, 5, 7, 12, [21] [22] [23] , random matrix products show up ubiquitously and has been a hot subject for intensive study for a long time [1] . In certain cases, the investigation is extended to the study of random products of operators as a generalization to infinite-dimensions [24] [25] [26] . Among different aspects of the random matrix products, the computation of the growth rate of their norms is of fundamental importance [1, 4, 6] , which is related to the spectra of random oscillator chain [7, 8] , the density of states in a disordered quantum system [12, 13] or the famous Anderson localization [30, 32] and its application in quantum mechanics [9] [10] [11] . However, few cases exist which can be solved with an exact analytic computation [4] . The most common practice remains to be Monte carlo simulation which is easy to implement and thus applied widely [1, 5, [14] [15] [16] . It is undoubtedly a good way to get a quick estimation of the growth rate. However, as well known, the convergence of the Monte carlo computation is slow, which in many cases prevents an accurate evaluation, especially when the growth rate is small. Moreover, it is hard to extract analytic dependence on parameters in a pure numerical computation. For good accuracy, sometimes cycle expansions could be used to extract the growth rate but its implementation quickly becomes rather involving if the number of the sampled matrices is large [2, 3] . The analytic development concentrates on various perturbation methods. Weak or strong order expansion is invented in the case that there is a small or large parameter [4, 17, 27] . Nevertheless, most of their application is focused on low-dimensional matrices and the computation sometimes turns out very technical even for low-order expansions [4] . In a recent paper [18] , we proposed a generating function approach for the evaluation of growth rates of random Fibonacci * Corresponding author:lanyh@bupt.edu.cn sequences, which is very efficient and good for both analytic or numerical computation. Later on, the method is extended to random sequences with multi-step memory and a conjectured general structure in the generating function iteration is proved [19] . As a result, all the earlier computations carry through in the generalized case. As the random sequence is a special case of random matrix products [1] , it is thus tempting to see if this new formalism could be further extended to an even more general case. After some endeavour, we succeeded in deriving such a new formulation. In the current paper, we present our generating function approach to the evaluation of growth rates of random matrix products. In a variety of examples given below, analytic expansions or even exact expressions in certain cases for growth rates are easily derived, for matrices with various dimensions or with different distributions. The paper is organized as follows. In section II, a general formulation of the random matrix products is given based on the generating function approach. In the next three sections, two different methods are proposed for the evaluation of growth rates based on the new formulation. The first one is a direct method which is easy to implement and discussed in section III. The other one is an approach based on invariant polynomials which is more general and discussed in section IV. In these three sections, analytic and numerical results are compared to check the validity of the new formulation. Then in section V, the methods are applied to the calculation of the free energy of a random Ising model. Finally, problems and possible future directions are discussed in section VI.
II. FORMULATION BASED ON THE GENERATING FUNCTION
Here, after a brief review of the generating function technique in the evaluation of the grow rate of a random sequence, we use 2 × 2 random matrices to give a taste of the new method. Then, a very general formulation is presented, which is good for random matrices of any dimension or with any sampling rate.
A. A brief review of the generating function approach to stochastic sequences
In a previous paper [18] , we used a generating function approach to treat the generalized random Fibonacci sequence
where the plus or the minus sign is picked up with equal probability, and β > 0 is a parameter controlling the size of the random term. In most cases, |x n | ∼ exp(λ n) for n → ∞, where λ is the growth rate of the random sequence, which could be positive indicating a growth or negative indicating a shrinkage of the magnitude of a typical term in the sequence in the asymptotic limit. The zero value of λ usually signifies a phase transition [15] . In [18] , we proposed a generating function which calculates λ as
where {g n (x)} n=0,1,2,··· is a sequence of generating functions which satisfy the recursion relation
with g 0 (x) = ln(1 + x) 2 . The actual evaluation of the growth rate could be done either numerically or analytically by virtue of Eq. (3). One pleasant surprise is that for β small a direct expansion in β can be obtained trivially by a Taylor expansion of g n (0) with small n
For example, the expansion (4) is obtained with n = 3. Interestingly, the above formulation could be extended to a stochastic sequence with n-step memory [19] . Here is an example with 3−step memory
where β , γ > 0 and the plus or minus sign is taken with equal probability. Similar expressions for the growth rate and the recursion relation are obtained, which enables a convenient derivation of an asymptotic expansion of the growth rate as well for small β and γ [19] . As we know, a stochastic sequence problem could be formulated in the form of random matrix products [1, 2, 15] . For example, the generalized random Fibonacci sequence could be written as
where Y n = (x n , x n−1 ) t is a 2−d vector and
samples two possible matrices with equal probability in the iteration. However, generally, it is not possible to write a random matrix product as a stochastic sequence. One natural question is whether the above formalism for computing the growth rate could be further extended to a general matrix. How about random matrices with more involved distributions?
We have positive answers to all these questions as shown below.
B. Generating function for 2-d matrix products
To illustrate the computation, we first consider a special case: a 2-d matrix product with a simple distribution. The random matrix A n in Eq. (7) is a special case of the matrix below
where the plus sign is taken with probability p and the minus sign with 1 − p. The matrix before the plus minus sign is the major part of the random matrices since both matrices reduce to it when β = 0. Similar to the case of a stochastic sequence, a family of generating functions could be defined by the recursion relation
with the starting function
The maximum Lyapunov exponent (MLE) is then λ = lim n→∞ f n (0). Note that when the parameters take appropriate values in Eq. (8) (a=c=r=1 ,b=d=e=g=h=0 ,p=1/2) we recover all the equations for the random Fibonacci sequence. It is easy to see why the functions defined by Eq. (9) and Eq. (10) are good for computing the MLE. In the argument of the logarithm in Eq. (10), the constant and the coefficient of x could be viewed as the first and second component of a 2−d vector Y 1 (see Eq. (6)). The two logarithms in Eq. (10) encodes the random vector
Similarly, all the Y n 's are encoded in the logarithmic terms in f n−1 (x) and the iteration Eq. (9) corresponds to the matrix multiplication Eq. (6), which produces all the possible Y n+1 's, being embedded in f n (x). In each logarithmic term of f n (x), the argument is in fact a ratio of linear functions of the components of Y n+1 and its preimage Y n . The coefficient before the logarithm is the probability for this ratio to occur. For example, in the first logrithmic term of Eq. (11), the argument is a ratio of two linear functions in x. In its denominator, we see the components of Y 1 and those of Y 2 in the numerator. Four possible values for Y 2 are embedded in the four terms of f 1 (x) with the probabilities
Depending on the value of x, the argument gives different ratios and the function f 1 (x) is a weighted sum of logrithms of these ratios. If we take x = 0, the argument is the ratio of the first components of consecutive random vectors; if x = 1 is taken, the argument is the ratio of the sums of the two components. In general, the arguments of the 2 n+1 logarithms in f n (x) give all possible such ratios. With n → ∞, the magnitudes of these ratios will approach a stationary distribution and the coefficients before the logarithm are the corresponding probabilities. Thus, f n (0) appoaches the MLE [14] . From the argument above, it can also be seen that in the limit n → ∞, the function f n (x) will approach a constant -the MLE, almost everywhere.
C. Generating function for general matrix products
The above argument could be easily extended to the general case: the set of (k + 1) × (k + 1) matrices B(α) with arbitrary dimension and sampling rates P(α). As before, each (k + 1)−dim vector a = (a 1 , a 2 , · · · , a k+1 ) t could be encoded by a linear expression ℓ(a) = a 1 + a 2 z 2 + · · · + a k+1 z k+1 ,
where z 2 , · · · , z k+1 are formal variables to encode the components of the vector. To encode the random products, each matrix B(α) corresponds to a transformation T (α) defined as
with the convention z 1 = 1 ,z 1 = 1. In this notation, the recursion relation could be written as
where again P(α) denotes the sampling rate of the matrix B(α). The starting function is (16) and as before the MLE could be obtained as
If the distribution is discrete, the integration in Eq. (15) should be replaced by a summation. Note that Eq. (17) is exact and the problem that remains is the evaluation of f n (z) in the limit n → ∞. As explained in [18, 19] , the recursion relation could be used directly in a numerical computation. In the presence of small parameters, various expansion techniques could be developed. Here, we will be concentrating on two of them as demonstrated below with different levels of sophistication.
III. DIRECT EXPANSION
In section II A, we see that the expansion in β is easily carried out to high orders just by several iterations of the recursion relation. This crisp feature could be maintained if the matrix A has a special structure. We will give several examples in the following to illustrate this point. To see the validity of the derived analytic expressions, Monte Carlo simulation is used for comparison. Each MLE is generated by carrying out one million Monte Carlo steps.
A. Expansion for 2-d matrices
To verify the validity of our procedure, we use the 2 × 2 matrices below
In the above equation
is a rational function of x. Thus, each additional iteration gives a higher order expression of λ in β when β is small. More explicitly, if we take
then a few iterations result in
In Fig. 1(a) , the expansion Eq. (20) is compared with the results from the Monte carlo simulation. When β < 0.3, the two agree very well while the error rises quickly after β = 0.35. Especially, the valley at β ∼ 0.42 is not present in the analytic result. This is because the expression Eq. (20) is an asymptotic one and is only valid for small β . It is easy to see that in Eq. (20) there are only even powers of β since the plus or the minus sign is taken with equal probability. With different probabilities, e.g., p(+) = 0.2 , p(−) = 0.8, we have λ (β ) =4 ln(2) − ln (5) 
which is plotted in Fig. 1(b) and matches well with the simulation result. Here, in the expression Eq. (21), both even and odd powers of β are present as the symmetry in the sign of β is lost. To further see the trend, we take p(+) = 0.4 , p(−) = 0.6 which gives
which is plotted in Fig. 1(c) . From the above three plots and more plots not shown, we can see that the analytic result agrees with the simulation in a decreasing region as p(+) increases which is probably due to the complex structure emerging near β ∼ 0.42. Also, as p(+) approaches 0.5, the coefficients of the odd powers of β become smaller and smaller, which vanishes at β = 0.5.
To check the validity of the method in more complicated cases, we consider the following situation
where 
which is plotted and compared favourably with the numerical result in Fig. 1(d) .
B. Expansion for 3-d and 4-d matrices
Our scheme is independent of the dimension of the involved matrices. Below, we show the computation on the 3 × 3 or 4 × 4 matrices. Here, we give one example for each case. If we take the 3d matrices to be
with p(+) = p(−) = 0.5 then the MLE is
As before, the symmetry in the plus and minus sign results in even powers of β . As shown in Fig. 2(a which is plotted in Fig. 2(b ). If we take p(+) = 0.1 , p(−) = 0.9, then λ (β ) =ln (2) 
which is plotted in Fig. 2(c) . From Eq. (27), (28) and (29), we see that the magnitude of the coefficients of the odd powers in the expansion increases with the decrease of p(+), while the validity domain of the expansion increases. For the 4d case, we take 
which is plotted in Fig. 2(d) together with the numerical result. From the figure, we can see that the validity region of Eq. (31) reduces again compared to the 2d and 3d case. Also, the dependence on β becomes quite complex after β ∼ 0.2.
C. Direct expansion for continuous distribution
We use one example to demonstrate the application of the current technique to matrices with continuous distribution. With the specific matrices and distribution below, we are able to derive simple accurate expression of λ , with which the series expansion is compared. We use the 2 × 2 matrices
The distribution of λ is uniform in the interval [0 , α] with
for given α > 0. The substitution in Eq. (14) becomes
In this particular case, after one iteration, z 2 in the expression f n disappears and thus f n becomes a constant. In other words, an accurate expression of λ is generated which is written as
and its direct expansion around α = 0 is
Both of these expressions are plotted in Fig. 3 to see that the exact result matches well with the Monte carlo simulation for all α. Nevertheless, the asymptotic expansion does not agree with the simulation when α ∼ 1. which is understandably due to the abandonment of high order terms. In this example, it is easy to see that the singularity at α = 1 in the logrithmic function plays a central role in the convergence of the asymptotic series. Even though the convergence is very good for small α, near the singularity the expansion could totally go awry, which may also explain the sudden explosion of the error in the asymptotic expansion in Fig. 1 and Fig. 2 .
IV. COMPUTATION BASED ON INVARIANT POLYNOMIALS
Below, the major deterministic part of the random matrix A is denoted as A 0 , which is the matrix for β = 0. Although the direct expansion technique is fast and convenient, the problem is what if the matrix A 0 does not have that special structure or cannot even be transformed to that structure. A direct iteration of f n (x) in Eq. (15) usually incurs exponentially more terms, which is soon out of reach. In this section, a more sophisticated expansion based on invariant polynomials is introduced to cope with this difficulty.
A. A general formulation
In the study below, the matrix A 0 is always considered to be diagonalizable. For simplicity, we assume that this has already been done and
where λ i 's are eigenvalues of A. With this simplification, the substitution in Eq. (13) is greatly simplified. Especially, the deterministic part ofz i (see Eq. (14)) becomes λ i z i /λ 1 , i = 2 , 3 , · · · , k + 1. If we assume that all z i 's are small, allz i 's could essentially be approximated by polynomials of {z i } i=2,···,k+1 up to a given order m. In fact we can do a Taylor expansion of the denominator of Eq. (14) to the order m to get these polynomials. The starting Eq. (16) could also be expanded to the same order, i.e., we may start with an m−th order polynomial
where the short-hand notation
and the index in the coefficient a i should be similarly understood. With the polynomial substitution and the ensuing truncation to the m−th order, the polynomial f n (z) will approach a stationary form which is invariant under the iteration, since |λ i /λ 1 | < 1 and the random term B(α) is assumed small. Alternatively, we may assume that the polynomial f 0 (z) in Eq. (38) is already invariant and seek for appropriate coefficients a i . Upon one iteration, these coefficients becomeã i that are linearly related to the original coefficients, i.e.
where C is the transformation matrix that depends on the random matrices B(α). The invariance condition predicts that C has 1 as its dominant eigenvalue and the absolute values of all other eigenvalues are smaller than 1. The corresponding left eigenvector L i and right eigenvector R i could be obtained by solving the linear equation
where δ i j is the Kronecker delta function. The starting function Eq. (16) could of course be expanded into a polynomial form with the coefficient vector b i . The final stationary coefficient vectorb i can be determined by the three vectors b i , L i , R i as
since all other vectors decreases exponentially to zero upon iteration. From Eq. (17), the constant termb 0 in the invariant polynomial gives the MLE. In fact, it is not hard to see that the right eigenvector could be taken as R i = δ i0 , corresponding to a zeroth order polynomial, which is obviously invariant under the iteration. Therefore,
Below, we will use several examples to demonstrate application of this new scheme.
B. Two examples
Here, we give examples for the application of the above formulation. For simplicity, we assume that when β = 0, the major part of the matrix is already in the diagonal form. For the two dimensional case, we take
with p(+) = p(−) = 0.5. A direct application of the above scheme gives the growth rate of the system
where only even powers of β are present due to the above mentioned symmetry. A comparison of Eq. (45) with the numerical computation is shown in Fig. 4(a) . It is easy to see that the two results agree very well in the whole computational region. In the case of 3 × 3 matrices, we use 
which is plotted in Fig. 4(b) together with the numerical profile. The two agrees quite well until β ∼ 0.7, which still confirms the validity of our new scheme based on invariant polynomials.
V. APPLICATION TO THE ISING MODEL WITH RANDOM ON-SITE FIELDS
In this section, we apply our method to the one-dimension Ising model with random on-site field. In this model, N spins lay side by side along a one-dimensional lattice, each of which has two possible states: the spin up state (σ i = 1), or the down state (σ i = −1). Following the terminology from [1] , we may write down the Hamiltonian of the system
where J is the coupling constant between nearest-neighbor spins and h i is the external magnetic field on each site, being assumed to be random. The first term in Eq. (48) describes the interaction of neighboring spins and the second term takes into account the energy in the external field. The partition function is
Introducing the transfer matrix
or more explicitly
the free energy per spin could be written as
The equations above show the general procedure of computing the free energy of the 1-d Ising model using the transfer matrix approach. An exact analytic expression may be derived if the external field is constant over the sites. In the presence of local randomness, the external field h i is a quenched random variable, differing from site to site, for which it is hard to get an exact solution. When the interaction is strong, an analytic expansion is easily derived with our method. First, we reshape Eq. (51) as follows
with x i = e −2β h i and ε = e −2β J , being small and to be used as the expansion parameter. When the reshaped L i is used in Eq. (52), the free energy could be written as [1] 
his the average of h i . Once we give the distribution of ε, the first and the second term in Eq. (54) is fixed. What is left to do is to calculate the third term's analytical result. Since the major part of the third term is the standard form of the Lyapunov Exponent of ramdon matrices, we may apply our method into it.
In [1] , x which is the average of x i should be smaller than 1, so we treat x i as uniformly distribution in (0, 1), which not only can satisfy the above condition and but also is a common assumption when it comes to random field. Then the second term we mentioned in Eq. (54) can be generated.
and f 0 (z 2 ) = After a few iterations, the result is
In [1] , there is a relation between x and the second order term's coefficient of λ ,
where S 2 is the coefficient of the second order term. With the current distribution of x, the coefficient is 1 which agrees with our result. In Fig. 5 , we see that analytic result matches well with the numerical result when ε < 0.3. The free energy of the system reads
The taylor expasion we use during the process assumes ε is small which means the Eq. (61) matches the real situation only if J is large enough.
VI. DISCUSSION
In this paper, we generalize the generating function approach developed in [18, 19] for dealing with stochastic sequences to the treatment of random matrix products. After a general formalism is introduced, two analytic schemes are designed for the computation of the MLE: a direct iteration scheme and a scheme based on invariant polynomials. Several examples are given to illustrate the usage of the methods. As expected, when the randomness is small (β small), the analytical results agree very well with the numerical ones. However, with the increase of randomness, the agreement becomes worse and higher order terms may chip in playing a role. In many cases, the increase of randomness brings in complex dependence of the MLE on β which can not be captured by the analytic expansion [5, 15] . When the current technique is used in the study of an Ising model with random onsite fields, the free energy is conveniently obtained with an analytic approximation in case of a strong coupling between neighboring spins. The direct iteration scheme is very easy to implement but requires a special form of the major part of the random matrix which may not be present in an application. The second scheme based on invariant polynomials is very general but requires solution of a linear equation. Also, we assume that the major part of the random matrix has one dominant eigenvalue to guarantee a good convergence of the expansion. If there are multiple eigenvalues that have the same magnitude, the convergence of the polynomial coefficients is not guaranteed and we have to modify the method. On the other hand, as implemented in [18, 19] , with the generating function formalism, a numerical scheme could be easily designed for the computation of the growth rate for any value of β , which is at least good for small matrices. For large matrices, however, the direct numerical computation seems unmanageable. Whether it is possible to extend either of the current two analytic schemes to highly efficient numerical tools is an interesting challenge.
In the examples given above, matrices with dimensions only up to 4 are used although the formulation is valid for general random matrices. Of course, the computation could become quite cumbersome in high-dimensional cases. Also, only two or three matrices are used for the random multiplication in the above examples. It is not hard to see that the method could be easily applied to cases with more random matrices. Even for a continuous distribution of matrices, the current scheme is still applicable [18] , as demonstrated in the example in Section III C. In all the above computation, only the MLE is computed. How to generalize the current formulation to the evaluation of other Lyapunov exponents is still under investigation. Also, in all the calculations, we assume that the MLE exists which measures the exponential increase of the length of a typical vector following the dynamics determined by random matrix multiplication. However, in certain critical cases, this growth may not be exponential but follow a power law [15] . How to adjust the above computation to this case is still an open problem.
