Abstract. Inequalities for the eigenvalues of the (negative) Laplacian subject to mixed boundary conditions on polyhedral and more general bounded domains are established. The eigenvalues subject to a Dirichlet boundary condition on a part of the boundary and a Neumann boundary condition on the remainder of the boundary are estimated in terms of either Dirichlet or Neumann eigenvalues. The results complement several classical inequalities between Dirichlet and Neumann eigenvalues due to Pólya, Payne, Levine and Weinberger, Friedlander, and others.
Introduction
Properties of Laplacian eigenvalues on bounded domains subject to various boundary conditions are a classical topic in spectral theory due to the fact that these eigenvalues can be interpreted, e.g., as frequencies of vibrating membranes; see Lord Rayleigh's famous book The Theory of Sound [23] . A prominent line of research in this context is related to inequalities between Dirichlet and Neumann eigenvalues; its history dates back at least to the 1950s. On a bounded, sufficiently regular, connected domain Ω ⊂ R d denote by 0 < λ 1 < λ 2 ≤ λ 3 ≤ · · · the eigenvalues of the (negative) Laplacian subject to a Dirichlet boundary condition on the boundary ∂Ω and by 0 = µ 1 < µ 2 ≤ µ 3 ≤ · · · the eigenvalues corresponding to a Neumann condition. A variational argument easily implies µ k ≤ λ k for all k ∈ N, but in fact several non-trivial improvements of this inequality were found in the course of time. In 1952 Pólya [22] proved µ 2 < λ 1 in the two-dimensional case, see also Szegő's contribution [30] . Shortly after, in 1955 Payne [21] showed µ k+2 < λ k for all k ∈ N for convex, two-dimensional Ω with C 2 -boundary. This result was extended and generalized three decades later by Levine and Weinberger [16] , who (amongst other estimates) obtained the inequality µ k+d ≤ λ k for all k ∈ N, for arbitrary convex domains. For not necessarily convex bounded C 1 -domains the inequality µ k+1 ≤ λ k for all k ∈ N was established by Friedlander [9] in 1991, which is valid for all d. In 2004 Filonov [7] showed that even µ k+1 < λ k for all k ∈ N holds in every space dimension d ≥ 2 and for every bounded Lipschitz (and even more general) domain.
The present paper focuses on Laplacian eigenvalues for the mixed case of a Dirichlet boundary condition on a nonempty part Γ = Γ D of ∂Ω and a Neumann condition on the complement Γ N of Γ D in ∂Ω. These boundary conditions are "in between" the Neumann and Dirichlet problems in the sense that the corresponding eigenvalues
(1.1)
this is a trivial consequence of variational principles. Our aim here is to investigate the position of the eigenvalues of the mixed problem in comparison with the Neumann and Dirichlet eigenvalues in more detail. In general this position will depend on the size of the Dirichlet and Neumann parts Γ D and Γ N , respectively, as well as on their geometries. In this paper we study the case of Lipschitz domains which are polygonal or polyhedral or have some polyhedra-like properties.
In our first main result, Theorem 3.1, we provide an improvement of the first inequality in (1.1) comparing Neumann and mixed Laplacian eigenvalues. Here we assume that Ω is a bounded Lipschitz domain and that the "Neumann part" Γ N of the boundary is small enough in the sense that there exists a nontrivial vector being tangential to almost all points in Γ N . Under these conditions we obtain the inequality
This result applies to several configurations. For instance, the assumptions of the theorem are satisfied if Γ N is a part of ∂Ω having zero curvature into at least one direction or if, in three or more space dimensions, Γ N consists of two flat parts of the boundary, e.g. two faces of a polyhedron; cf. the corollaries and examples in Section 3. Our second main result deals with the comparison of mixed and Dirichlet eigenvalues, aiming at an improvement of the second inequality in (1.1). Due to the methods of proof used in this part of the paper we restrict ourselves to the case that Ω is a polygonal (for d = 2) or polyhedral (for d ≥ 3), convex domain. Letting l be the number of linearly independent vectors which are tangential to almost all points of Γ D , in Theorem 4.1 we show the inequality
Thus the comparison of mixed and Dirichlet eigenvalues exhibits some dimension dependence similar to the comparison of Neumann and Dirichlet eigenvalues found in [16] . On the other hand, if Γ D consists of at most d − 1 pairwise non-parallel faces then (1.3) yields
For further consequences of Theorem 4.1 we refer the reader to the corollaries in Section 4.
We point out that in general none of the inequalities (1.2) and (1.3) is strict. This can be seen from simple examples of a square or a cube and proper choices of the Dirichlet and Neumann parts of the boundary, see Example 3.6 and Example 4.4 below. However, under additional assumptions on the choice of Γ D and Γ N strict inequality can be obtained, see Corollary 3.7 and Corollary 4.2.
The proofs of our main results are based on variational principles and proper choices of test functions. For the proof of (1.2) we choose an exponential function suitable to the joint tangent vector of Γ N ; cf. [7] for the use of an exponential test function in the comparison of Neumann and Dirichlet eigenvalues. For the proof of (1.3) we employ appropriate linear combinations of derivatives of Dirichlet eigenfunctions as test functions; this is motivated by [16] . However, our calculations differ essentially from those made in [16] as the mentioned work makes use of differential geometric tools and curvature properties of the boundary while the proof of our Theorem 4.1 relies on an integral identity for polyhedral domains (which fails for general, curved domains). For d = 2 this identity is contained in Grisvard's classical book [12] ; in the appendix of the present work we provide a proof of it for arbitrary dimensions.
Finally, let us mention that eigenvalue inequalities for Laplacians and more general elliptic operators where studied recently in [2, 3, 8, 10, 15, 17, 24] . Especially inequalities for Laplacian eigenvalues of particular polygonal domains like triangles and rhombi have attracted interest recently due to applications to the hot spots conjecture and other problems, see, e.g., [28, 29] . For further literature on mixed elliptic boundary value problems (sometimes also called Zaremba problems) we refer the reader to [1, 5, 13, 20, 26, 27] . For elliptic boundary value problems on polygonal and polyhedral domains see the monographs [6, 12, 18 ].
Preliminaries: Laplacian eigenvalue problems with mixed boundary conditions
Let us first fix some notation and recall some basic facts. Throughout the whole
, is a bounded, connected Lipschitz domain. Recall that by Rademacher's theorem for almost all x ′ ∈ ∂Ω there exists a well-defined outer unit normal vector ν(x ′ ). Consequently, the (d − 1)-dimensional tangential hyperplane
can be defined for almost all x ′ ∈ ∂Ω. We denote by H k (Ω) the Sobolev spaces of orders k ≥ 1 on Ω and by H s (∂Ω) the Sobolev spaces of orders
where (·, ·) ∂Ω is the (sesquilinear) duality between H −1/2 (∂Ω) and H 1/2 (∂Ω); cf., e.g., [19, Chapter 4] . If u is sufficiently regular up to the boundary, for instance u ∈ H 2 (Ω), then ∂ ν u| ∂Ω = ν · ∇u| ∂Ω almost everywhere on ∂Ω; in this case the duality in (2.2) turns into the boundary integral of ∂ ν u| ∂Ω v| ∂Ω with respect to the standard surface measure on ∂Ω. In the following, for a relatively open subset ω of ∂Ω we write ∂ ν u| ω = 0 if
Note that for u being sufficiently regular in a neighborhood of ω the condition (2.3) simply means (ν · ∇u)| ω = 0. In order to write down the mixed Dirichlet-Neumann eigenvalue problem, we make the following assumptions. Under the assumption of Hypothesis 2.1 we define
the space of functions in H 1 (Ω) whose trace vanishes on Γ. The negative Laplacian subject to a Dirichlet boundary condition on Γ = Γ D and a Neumann boundary condition on Γ N is given by
(Ω) and has a purely discrete spectrum. In fact, −∆ Γ corresponds to the closed, nonnegative, symmetric sesquilinear form {u, v} → Ω ∇u · ∇v dx with domain H 1 0,Γ (Ω); cf. [4, 14, 25] for more details on semi-bounded selfadjoint operators and corresponding quadratic forms. Therefore the eigenvalues of the mixed Laplacian −∆ Γ , ordered nondecreasingly and counted with multiplicities, are given by the min-max principle
As is well-known, the eigenvalues of the selfadjoint Laplacian with a Neumann boundary condition on the whole boundary ∂Ω are given by
In the following we provide a first, simple observation on the behavior of the eigenvalues of the mixed problem when the Dirichlet part of the boundary is increased. The next, preparatory lemma is a simple consequence of a unique continuation principle; it can be proven similar to [24, Lemma 3.1].
Lemma 2.2.
Let Ω be a bounded, connected Lipschitz domain, let λ ∈ R and let u ∈ H 1 (Ω) be such that −∆u = λu. If ω ⊂ ∂Ω is a relatively open, nonempty set such that u| ω = 0 and ∂ ν u| ω = 0 then u = 0 identically on Ω.
The previous lemma can be used to derive the following strict monotonicity principle, which will be used in the following sections.
Proof. Let k ∈ N and λ = λ
Hence for all u ∈ L and all v ∈ ker(
and
where we have used Green's identity (2.2) as well as u| Γ = 0 and ∂ ν v| ∂Ω\Γ = 0. Moreover, L ∩ ker(−∆ Γ − λ) = {0}, which follows from Lemma 2.2 when choosing ω to be the interior of
and with (2.6) and the min-max principle it follows
Since λ Γ k = λ together with (2.7) would imply λ
Polygonal and (multidimensional) polyhedral domains play an important role in the following sections. In order to avoid ambiguities we give the following definition. Note that in the case d = 3 a bounded Lipschitz domain is polyhedral if and only if its boundary is the union of finitely many polygonal faces.
Inequalities for Neumann and mixed eigenvalues
In this section we compare Neumann and mixed Laplacian eigenvalues for polyhedral and more general domains in any space dimension d ≥ 2. We assume that
, is a bounded, connected Lipschitz domain and that Hypothesis 2.1 is satisfied. As before we denote by 0 = µ 1 < µ 2 ≤ µ 2 ≤ . . . the Neumann Laplacian eigenvalues and by λ
For the following theorem recall that the tangential hyperplane T x ′ exists for almost all x ′ ∈ ∂Ω; cf. (2.1). We defineΓ N to be the set of all x ′ ∈ Γ N such that T x ′ exists. We define the linear subspace
consisting of all vectors being tangential to all x ′ ∈ Γ N apart from a set of measure zero. With this notation the main result of this section looks as follows. 
holds for all u ∈ L. Due to the assumption dim S(Γ N ) ≥ 1 there exists a vector ω 0 ∈ S(Γ N ) such that |ω 0 | = √ λ holds. Letting v(x) = e iω0·x , x ∈ Ω, we have v ∈ H 2 (Ω), ∇v = iω 0 v, and −∆v = λv. With the help of (3.2), for each u ∈ L and each c ∈ C we obtain
Moreover, Green's identity (2.2) together with u| ΓD = 0 and ω 0 · ν| ΓN = 0 yields
where σ is the standard surface measure on ∂Ω. Combining (3.3) and (3.4) we arrive at
for all u ∈ L and all c ∈ C. Moreover, the function v does not belong to L as all functions in L vanish on Γ. Hence dim(L + span{v}) = k + 1 and (3.5) together with the min-max principle (2.5) implies the assertion of the theorem.
The following corollaries are direct consequences of Theorem 3.1. They illustrate the application of Theorem 3.1 to domains with partially flat boundaries.
Corollary 3.2.
Let Ω be a bounded, connected Lipschitz domain in R 2 and assume that Γ N is contained in the union of parallel line segments. Then (3.1) holds for all k ∈ N. Corollary 3.3. Let Ω be a bounded, connected Lipschitz domain in R 3 and assume that Σ ⊂ ∂Ω is the union of two plane parts and all plane parts of the boundary which are parallel to one of these two. If Γ N ⊂ Σ then (3.1) holds for all k ∈ N.
The domains Ω 1 and Ω 2 in Figure 1 are examples to which the previous corollaries apply. The next example shows that Theorem 3.1 can also be applied to non-polyhedral three-dimensional domains. 2 ⊂ R 2 and set Γ D := (0, π) × {0}, i.e., we impose a Dirichlet boundary condition on one side of the square Ω and Neumann boundary conditions on the rest of the boundary; in this case dim S(Γ N ) = 0. The Laplacian eigenfunctions and eigenvalues corresponding to the mixed and the pure Neumann problem on Ω can be calculated explicitly using separation of variables. For the mixed problem the eigenvalues are given by the numbers (n − 1) 2 + (m − 1/2) 2 with n, m ∈ N, while the eigenvalues of the pure Neumann problem are (n − 1) 2 + (m − 1) 2 with n, m ∈ N. In particular,
, so that the inequality (3.1) fails already for k = 1.
The following example shows that in general no strict inequality holds in the situation of Theorem 3.1. 
holds for all k ∈ N.
We provide an exemplary application of Corollary 3.7 in the next example. 
Inequalities for Dirichlet and mixed eigenvalues on polygonal and polyhedral domains
In this section we provide inequalities which compare the eigenvalues λ holds for all k ∈ N.
Proof. Let k ∈ N and let u j be real-valued Dirichlet Laplacian eigenfunctions corresponding to the eigenvalues λ j , j = 1, . . . , k, being pairwise orthogonal in L 2 (Ω). For a 1 , . . . , a k , b 1 
Note that by Green's identity
Note further that −∆Ψ = λ k Ψ holds in the distributional sense. With these observations and Φ| ∂Ω = 0 we get
Moreover, for the last integral with the help of Lemma A.1 we obtain
On the other hand, defining the d × d-matrix
and using integration by parts we get
Combining (4.4) and (4.5) and plugging the result into (4.3) yields
In order to apply the min-max principle (2.4), our aim is to estimate the dimension of the linear space consisting of functions of the form Φ + Ψ as in (4.2) which additionally belong to H 
In fact, by assumption we have dim span{u 1 , . . . , u k } = k. Moreover, let 
From (4.8) and (4.9) it follows Let us now derive from (4.6) and (4.7) the assertion of the theorem. In fact, the linear space S(Γ D ) is tangential to all of Γ D and u k vanishes on Γ D . Thus 
From this and (4.7) we conclude
Hence (4.6) together with the definition of Φ and Ψ in (4.2) yields
for all u in a subspace of H The following example demonstrates that, in general, the number dim S(Γ D ) in the eigenvalue inequality (4.1) cannot be increased and the inequality (4.1) is not strict. 
on any polyhedral, convex domain. Levine and Weinberger [16] proved this for every smooth, convex domain and extended their result to arbitrary convex domains by an approximation step. For the polyhedral case the method of the present paper is more direct.
Appendix A. An auxiliary identity for polygonal and polyhedral domains
The following lemma is crucial for the proof of Theorem 4.1. In the twodimensional case it can be found in Grisvard's monograph [12] . Below we provide a proof for the three-dimensional case and extend it afterwards to arbitrary space dimensions by reduction. We remark that the assertion of the lemma fails for general bounded, convex domains, as simple examples demonstrate.
holds for all j, k, m ∈ {1, . . . , d}.
Proof. 
for all j, k ∈ {1, 2, 3}. This yields the claim. We prove (A.1) first for u ∈ C ∞ (Ω) ∩ H 1 0 (Ω). Note that we can assume j = k and v = w since otherwise the claim is satisfied trivially. Without loss of generality we assume j = 1 and k = 2. Moreover, we write v = ∂ l u and w = ∂ m u with l = m and take the unique M ∈ {1, 2, 3}\{m, l}. Note that integration by parts leads to
Thus the assertion (A.1) follows if we can verify
In order to show this, let us denote by Γ 1 , . . . , Γ N the distinct faces of ∂Ω. For each i ∈ {1, . . . , N } let
be linearly independent tangential vectors of Γ i . Since u| Γi = 0 for each i, we have for almost all x 0 ∈ R d−2 . Now integration over x 0 yields the claim. In the second case j = m we apply the same procedure, intersecting Ω with shifts of span{e j , e k , e m } and using the result of the lemma for d = 3. This completes the proof.
