This paper presents a novel methodology for the exploratory analysis of power and synchronization patterns in EEG data from psychophysiological experiments. The methodology is based on the segmentation of the time-frequency plane in regions with relatively homogeneous synchronization patterns, which is performed by means of a seeded region-growing algorithm, and a Bayesian regularization procedure. We have implemented these methods in an interactive application for the study of cognitive experiments, although some of the techniques discussed in this work can also be applied to other multidimensional data sets. To demonstrate our methodology, results corresponding to a figure and word categorization EEG experiment are presented.
Introduction
EEG measurements obtained from a scalp electrode consist of voltage signals which reflect the electrical activity of the underlying networks of neurons. During the execution of relatively complex tasks, such as adding two numbers or making a decision, several areas of the brain may interact together by means of reciprocal connections, forming what is called a neural assembly [1] . Even when these areas are distant to each other and perform specialized tasks, the interaction between them may be reflected as some form of synchronization or correlation between their corresponding EEG signals. According to Varela [2] , one of the most plausible mechanisms for neural integration is the formation of dynamical links which are reflected as phase-synchronization of the EEG signals. Another work, by David and Friston [3] , introduces a mathematical model of the EEG dynamics based on the interaction of excitatory and inhibitory neural populations. The authors show that, under this model, a bidirectional coupling between two different areas of the brain will result in a phase difference of zero or π between the corresponding EEG signals, regardless of the distance between the two areas. This is supported by various experimental works in which it was observed that the distribution of the phase difference between two EEG signals concentrates around zero during the episodes of high synchrony [4] [5] .
Synchronization is typically measured between pairs of narrow-band EEG signals corresponding to different electrodes. Various measures have been proposed in the literature, including coherence [6] , and measures based on certain statistics of the phase difference, such as the circular variance [7] [8] , or the average magnitude [9] . Most of these measures yield values between 0 (no synchrony) and 1 (perfect synchrony); in practice, however, the differences between values at episodes of high synchrony and episodes of low synchrony are very subtle, thus a statistical analysis is usually required to determine the true significance of the observations. Neuroscientists are often interested in how a specific EEG measure (e.g., power or synchrony) changes with respect to a certain baseline. The baseline is usually obtained from the EEG data during a condition which is considered neutral, for example, previous to a treatment, or immediately before a stimulus is presented to the subject. In a cognitive experiment, one is usually interested in how these inter-electrode couplings change over time and frequency; this analysis may involve the computation of a relatively large data set, which specifies the degree of synchronization for each electrode pair, at each time sample and each frequency band. Therefore, one of the challenges in EEG synchrony analysis lies in the design of an adequate visualization system, which allows the neuroscientist to explore the synchronization dynamics across a wide time and frequency range.
For a fixed time and frequency range, one can show the synchronization between each electrode pair in form of a matrix; however, this solution is often undesirable because it cannot represent the spatial position of the electrodes, which is often meaningful. Another representation, which preserves the spatial position, consists of a graph with a vertex (dot) located at each electrode site, and edges (lines) connecting those electrodes whose synchronization index is significative ( Figure 1a ). This representation has been used extensively (see, for example, [5] , [2] , [10] , [11] ); however, it has two serious disadvantages: first, it may become too cluttered with complex synchronization patterns, and second, it does not show the dynamics of synchrony over time or frequency. The first disadvantage can be overcome with a multitoposcopic display (MD's) [9] (Figure  1b) , in which one head diagram is plotted at each electrode position; each head diagram shows the spatial distribution of the synchronization between the corresponding electrode and every other site. Graph diagrams and MD's are both useful for 10 or 20 EEG channels, but they may become too cluttered with high-density EEG (64 or more electrodes), although it is possible to use MD's for high-density EEG by grouping the electrodes in regions and plotting one head diagram for each region [9] . A recent work [12] proposes a different solution, which consists in finding spatially connected maximal cliques (i.e., groups of mutually-synchronized electrodes); these cliques are referred to as functional units (FU's). The strength of an FU is defined as the sum of the coherences corresponding to the edges of the clique. The authors plot the FU's in a head diagram with a color scale representing the strengths. For each pair of significant FU's, an inter-FU coherence can also be computed as the average coherence between electrodes from one FU and electrodes from the other FU, and displayed as a line joining the centers of both FU's if the inter-FU coherence exceeds a given threshold. This method effectively reduces the clutter in a high electrode density display, producing diagrams which are easy to interpret; however, it is not suited for a typical montage with 10 to 20 electrodes, where each electrode already represents a large area of the cortex.
The visualization techniques described above only present a snapshot of the synchronous activity for a given time-frequency window, which may be adequate for certain studies, such as the analysis of EEG at rest. For cognitive studies, however, one is usually interested in the dynamics of the EEG properties (e.g., power and synchronization) over time and frequency. In this case, one usually computes a synchronization measure at each time sample, and for each frequency band of interest. This increases the dimensionality of the data by 2, which leads to serious visualization problems.
For a single electrode pair, one of the most straightforward ways to display dynamic synchronization data consists on a time-frequency (TF) map ( Figure  1c) , which is basically a 2D image in which the color or intensity at each pixel represents the degree of synchronization between both electrodes at the corresponding time and frequency. This type of representation is used in various works [2] [13], [11] ; however, because it focuses on only one pair of electrodes, it fails to show the spatial distribution of the synchronous processes. In previous works [14] [9], we introduced a time-frequency-topography (TFT) visualization system which was able to display significant changes in synchronization across a wide time-frequency region either by reducing one spatial dimension (i.e., results were displayed for each electrode instead of each electrode-pair), or by averaging across relatively large time-frequency windows (and thus reducing the resolution of the analysis). While this methodology produces useful results, it presents a few shortcomings: first, in order to obtain a comprehensive display of synchronization dynamics for all electrode pairs, one has to estimate a statistic of the synchrony changes across an arbitrarily chosen time-frequency window (e.g., obtained from a regular partition of the time-frequency plane), and it is assumed that the synchronization pattern remains relatively constant across the window. Second, the amount of data presented in a TFT display may at first seem overwhelming to the neuroscientist, and the method does not attempt to detect any regions of possible neurophysiological interest in order to guide the exploration.
In this work, we refine our TFT visualization system by computing a segmentation of the time-frequency plane in regions where the synchronization pattern is relatively homogeneous. These regions may be related to specific neurological processes, and thus are also regions of interest. The segmentation is performed by means of a seeded region-growing algorithm and a Bayesian regularization technique. The seeds may be specified manually or automatically, and new seeds can be added at any time. Also, region merging and pruning can also be performed interactively or automatically.
From the psychophysiological point of view, our hypothesis is that a particular spatial pattern of activation-deactivation, or synchronization-desynchronization, that occurs in a particular time-frequency window corresponds to a specific process. Thus, different tasks that use similar psychophysiological processes should present similar time-frequency-space patterns, whereas those processes unique to the task should present specific changes. Segmentation of the time-frequency space in regions with similar patterns would be very useful to evaluate the relation that we suppose exists between specific psychological processes that must take place during the experimental condition and the corresponding region.
There are two serious problems which directly affect the detection of EEG synchrony: the effect of the reference electrode, and volume conduction. Both of these problems may introduce spurious correlations between different EEG channels, even if they are relatively apart [15] . Various methods have been proposed to deal with these issues; particularly, in the case of cognitive tasks, by adequately choosing the reference site (e.g., linked earlobes), one may assume that any activity at the reference is not related to the task, and thus its effect may be greatly reduced by averaging over multiple trials. Other popular solutions are the estimation of the average reference or current source density signals. The average reference (AR), which is the average signal over all channels, is typically subtracted from each signal; this has the effect of re-referencing all derivations to a new virtual reference whose activity is precisely the average of the theoretical reference-free signals; however, in practice, this activity is not only far from null but it is also biased towards the center of the region covered by the leads, and may reflect task-related activity which cannot be canceled out by averaging over trials [16] [17] . On the other hand, current source density (CSD) signals [18] are commonly used to reduce volume conduction effects and eliminate the effect of the reference. Basically, CSD is proportional to the surface Laplacian of the raw potentials; however, since the potentials are sampled with a relatively low spatial resolution, CSD estimation typically relies on interpolation methods, even for high-density EEG. Nunez et al. [19] [6] [20] have performed an extensive study on the effect of volume conduction in EEG coherence. Using simulated data from a 3-concentric-spheres model, they estimated correlation coefficients for pairs of uncorrelated cortical sources using different EEG references (including Cz, linked ears, and AR), cortical imaging, and spline Laplacians [21] [22] [23] . In all cases, except for spline Laplacian CSD, spurious high correlations were observed for short inter-electrode distances (4-8 cm). However, since the Laplacian acts as a bandpass filter on the raw potentials, true coherence with low spatial frequency (i.e., relatively smooth across the surface) may be underestimated. Because of this, Nunez suggests to use the CSD signals to complement, rather than substitute, the analysis of raw potentials, as correlations may be observed at different spatial scales. Moreover, since the potentials vary smoothly with the position on the surface (partly because of volume conduction), the surface Laplacian, which is the second spatial derivative of the potentials, typically has a very small magnitude [17] ., which means that the phase of the CSD signals will be very sensitive to noise, and also to the interpolation method used to estimate the Laplacian. According to Junghöfer et al. [16] , CSD estimates with 32 or less channels will be unstable and inaccurate, and even for high spatial sampling density, the second derivative is much more vulnerable to noise than the scalp potentials. Our own tests [24] suggest that, when estimating phase synchronization with low-density EEG (20 electrodes or less), both AR and CSD produce results which are less reliable than those obtained from the scalp potentials.
This paper is organized as follows: first, we present the methodology for the estimation of EEG synchronization dynamics, which includes EEG phase extraction, synchrony estimation, and a statistical significance analysis. We also present the TFT visualization technique. Next, we introduce the segmentation algorithm, and discuss a few ideas that may improve the results, including automatic seed selection, and Bayesian regularization. Finally, we present our results and conclusions.
Methodology
We are particularly interested in EEG data sets from cognitive experiments, where the subjects respond to certain stimuli by performing a certain task. The interest lies in determining how a certain EEG measure changes after the stimulus onset, with respect to the values the measure takes before the stimulus; therefore, the baseline for the EEG measure is obtained from the distribution of values in the pre-stimulus segment. However, the methodology presented here can also be adapted to other experimental paradigms.
Experimental data
For illustrative purposes, we have applied our methodology to analyze data from a figure and word classification experiment [25] , which consisted of two different experimental conditions (EC's). In the first EC (Figures), white-line figures on a black background were presented to each subject. The subjects were instructed to press a button if the figure corresponded to an animal whose name started with a consonant, and another button if the figure did not correspond to an animal and the name of the figure started with a consonant. If the name started with a vowel, the subject was instructed not to respond. In the second EC (Words), words were presented instead of figures, with similar instructions. The subjects were 18 normal children (8 to 10 years old, 9 females), all right handed with normal neurological examination. EEG was recorded with reference to linked ears from Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, Pz, and Oz of the 10/20 system. The amplifier bandwidth was set between 0.5 and 30 Hz. EEG was sampled every 5 ms using a MEDICID 3E system and stored on a hard disk for further analysis. Sampling was done, for each trial, during a time segment from 1280 ms before the stimulus to 1500 ms after its onset. Each trial was visually edited and only those corresponding to correct responses and with no artifacts were analyzed. Subjects were seated in a comfortable chair in front of the video monitor. Stimuli were delivered by a MINDTRACER system synchronized to the MEDICID 3E acquisition system.
The raw EEG potentials can be seen as a set of time-series V j,e (t), where t denotes time, j is the trial number (for a multi-trial experiment), and e indicates the electrode position. Throughout this paper we will use N t to denote the number of samples in each EEG signal, N e for the number of electrodes, and N r for the number of trials. Also, T s will represent the time (in samples) at which the stimulus is presented, and f s will be the EEG sample rate. Although the raw EEG data was filtered below 30 Hz, the low-pass filter on the MEDICID 3E system has a relatively wide roll-off, and thus allows some frequencies above cutoff to pass with a gain significatively above the noise floor (e.g., the average power at 40 Hz is only 6 db below the average power at 30 Hz). Because of this, we decided to study frequencies up to 40 Hz in all our tests, and rely on the large number of trials to increase the robustness against noise.
Problem definition
An EEG synchronization measure µ f,e 1 ,e 2 (t) describes the degree of interaction or correlation between the signals observed at electrodes e 1 and e 2 , filtered around frequency f , at each time sample t. In other words, for each time t and frequency f , one can compute a synchronization pattern, which describes the inter-electrode coupling dynamics (with respect to the baseline). Some of these synchronization patterns are relatively constant over a relatively large timefrequency region; these patterns are interesting, since they may be associated to specific neural processes related to the task. Therefore, the problem that concerns us is the detection of these homogeneous time-frequency regions, and the estimation of the synchronization pattern corresponding to each region.
Methodology overview
A schematic diagram of the methodology presented in this paper is shown in Figure 2 . The first stage of the procedure consists in the estimation and classification of significant changes in phase-synchronization between leads. This requires performing the following steps: (1) run the EEG signals through a bank of narrow band-pass quadrature filters to obtain a time-frequency decomposition of the data; (2) extract the phase information from the filtered signals; (3) estimate a synchronization measure for each pair of electrodes; the measure is typically averaged over all trials; (4) classify each synchrony value as significantly higher, lower, or equal than the pre-stimulus average. The result from this process is a matrix-valued image in time-frequency (TF) space (see below), where each point in the image describes a synchronization pattern.
The next stage involves the segmentation of the TF space in regions where the synchronization patterns are relatively homogeneous. This is performed by a seeded region-growing algorithm, and a Bayesian regularization technique to improve the results. The remainder of this section will explain all the procedures in detail, and will also discuss a technique that can be used to automate the seed selection process.
EEG phase extraction
EEG data is considered broad-band, with most of its energy in the range of 0.5 to 100 Hz. The cyclic nature of EEG has led researches to study and classify various EEG rhythms, which have been categorized according to their frequency as: delta (1-4 Hz), theta (4-7 Hz), alpha (7-14 Hz), beta (14-30 Hz), and gamma (30 Hz and above). In order to study phase synchrony, however, it is preferred to work with narrow-band signals (e.g., 1-2 Hz bandwidth), so that the phase of the signal has a true physical meaning. This can be accomplished by running the EEG signals through a bank of bandpass quadrature filters. A common choice are the Gabor filters [26] , which provide the best balance between time and frequency localization; however, because of their Gaussian frequency response, Gabor filters may have a significant response to negative frequencies when tuned at low frequencies, which may seriously distort the phase of the filter's output (for a detailed discussion, see [9] ). This problem can be avoided if one forces the filters to have zero gain for negative frequencies. In particular, we have obtained good results with sinusoidal quadrature filters (SQF's) [27] , whose frequency response is given by:
where f k is the tuning frequency for the k-th filter, h is the bandwidth, and h k = min{h, f k }. The filter kernels g f k ,h are computed as the fast inverse Fourier transform of G f k ,h ; therefore, one can compute the complex filtered signal F f,j,e as the convolution of V j,e and g f,h . From the complex output of the filters, one can estimate the instantaneous phase φ f,j,e (t) of the signal corresponding to electrode e, at frequency f and time t, and for trial j, as:
One may assume the phase to be between −π and π, e.g., as obtained with the atan2 function in C or Matlab.
Long-range synchrony estimation
Synchronization in EEG is typically measured as some form of correlation or phase-locking between the electrode signals. Let us consider a synchronization measure µ f,j,e 1 ,e 2 (t), which measures the degree of coupling between electrodes e 1 and e 2 , at each time t, frequency f , and for each trial j. One can also assume that µ is normalized between 0 (no synchrony) and 1 (perfect synchrony). Also, in most cases, the measure will be averaged across all trials.
One of the most widely used measures is the statistical coherence [6] , which specifies, for two signals, how closely they are related by a linear transformation (e.g., if the coherence between X(t) and Y (t) is 1, then Y (t) = kX(t) for some non-zero complex constant k). Another popular measure is the phase-lock value (PLV), proposed by Lachaux et al. [7] , which is based on the circular variance [28] of the phase-difference of the signals, estimated over all trials. One can also consider the average magnitude of the phase difference (MPD [9] ), which is given by
where wrap[φ] wraps its angular parameter φ in the range [−π, π). The MPD measure equals 1 if the signals are perfectly in-phase through all the trials, and zero if their phases are completely opposite. A thorough comparison of these measures is presented in [9] . We have chosen to use the MPD in our tests for two reasons: first, as discussed earlier, results from several experiments and simulations indicate that the distribution of the phase-differences concentrates around zero during episodes of high synchrony; second, the MPD measure is less sensitive to variations in the local phase, which may be caused by noise or asynchronous activity.
Classification of significant activity
In most psychophysiological EEG studies, one is usually interested in how certain EEG properties change with respect to a baseline which is usually computed from the EEG data during a condition that is considered neutral. Since EEG recordings have a high degree of variability, it is usually required to perform a statistical test to determine if a given value of the measure deviates significantly from the baseline. To do this, one can compute the baseline not as a single value, but as the distribution of the measure under the neutral condition (which we call the null distribution). The null distribution can then be used to estimate a significance index for each value of the measure.
In our data sets, the baseline is obtained from the pre-stimulus segment of each time series. Specifically, we first subtract the pre-stimulus average from the synchrony measure to obtain the deviation Y of synchrony with respect to the pre-stimulus:
Positive Y -values indicate an increase in synchronization, whereas negative values represent a decrease (with respect to the pre-stimulus average). To test how significant these changes are, one can compute the null distribution p Y of Y -values under the pre-stimulus segment. A common choice is to assume that p Y has a Gaussian shape, and thus can be fully described by the average and variance of Y in the pre-stimulus segment. A better approach, which makes no assumptions about the shape of the distribution, consists in approximating p Y using kernel density estimation [29] . With this technique, one can estimate the density function as the normalized sum of kernel functions k h centered at each data point; thus p Y is given by
where Z is a normalization constant chosen so that p Y integrates to 1, and h is a parameter which specifies the width of the kernel functions, and determines the smoothness of p Y . Adequate choice of h depends on the sample data; however, for a Gaussian kernel (which we use), Silverman proposes the following rule of thumb:
where n is the number of data points (in our case, n = T s ), and σ is the standard deviation of the sample data.
For each Y -value, one can compute a significance index S based on the p-value of Y under the distribution p Y . This significance index is given by
where P Y is the cumulative null distribution of the Y -values, which is given by
S is normalized between -1 and 1. Positive values indicate increases in synchrony, whereas negative values represent a synchrony decrease with respect to the pre-stimulus average. The magnitude |S| indicates the degree of significance; deviations are considered significant when |S| is greater than a given threshold α (typically 0.95 or 0.99). One can thus compute a discrete label field c, given by
which indicates if synchrony is significantly higher (c = 1), lower (c = −1), or equal (c = 0) than the baseline.
Visualization
The synchronization changes represented in the label field c vary across four dimensions: time, frequency, and two spatial positions. Visualization is usually achieved either by averaging or projecting, or by considering only a subset of the data (e.g., a certain electrode pair, or a single frequency band). In particular, we define a synchronization pattern (SP) as the matrix c f,e 1 ,e 2 ,t obtained by fixing f and t, and letting e 1 and e 2 vary. In other words, an SP is a snapshot of the synchronization dynamics at a given time and frequency. SP's can be displayed in a multitoposcope, as shown in Figure 1b , in which for each electrode, a head diagram is displayed at the electrode's location showing the spatial distribution of the changes in synchrony with every other electrode; red (dark gray) sites indicate a significant increase in synchronization (c = 1), whereas green (light gray) sites represent synchrony decreases (c = −1).
To obtain a visual representation of the synchrony dynamics across time and frequency, one can reduce one of the two spatial dimensions, and plot the results in a time-frequency-topography (TFT) map [14] . We do this by counting, for each electrode e, the number h + f,e (t) of electrodes whose synchronization with e increases at time t and frequency f ; that is,
where δ is the Kronecker delta function. We call h + the synchrony increase histogram (SIH); it is a measure of the degree of connectivity in which each electrode is involved. To plot the SIH in a TFT map, one can divide the time-frequency plane in cells, and display, at each cell, a head diagram of the spatial distribution of h + . Similarly, one could compute a synchrony decrease histogram (SDH) h − by counting the number of sites whose synchronization with electrode e decreases. Figure 3 shows the SIH corresponding to the Figures condition. Note that in some time-frequency regions of the TFT maps, the spatial distribution of h + and h − appears to be very homogeneous (e.g., the pattern in the alpha band). These regions are interesting because they may correspond to specific neural processes related to the task.
Segmentation of the TF plane
Multitoposcopic displays and synchrony histograms are both useful, but only show a fraction of the data, and do not necessarily help in recognizing synchronization patterns that may be of interest (i.e., patterns which can be observed across a relatively large time-frequency area). Ideally, one would like to determine the synchronization patterns that are related to the cognitive processes involved in the experimental task. These patterns appear at specific latencies and frequency bands; therefore, a segmentation of the time-frequency plane in connected regions with homogeneous SP's may yield the desired results. Due to the high dimensionality of the data, such segmentation is not a trivial problem, and may be computationally expensive. A reasonable approach is to define a gradient function which indicates, for each time-frequency point, the magnitude of change in the synchronization pattern, or a distance function which represents how dissimilar a synchrony pattern is with respect to a given model. This way, one can perform the segmentation in terms of the scalar gradient or distance measure, for example, by determining the regions where the gradient or the distance to a given model is relatively small. In other words, this problem is similar to finding the level or sub-level sets corresponding to one or more scalar functions. This can be achieved efficiently by some popular techniques, such as: active contours based on the level sets method [30] , the watershed transform [31] , and seeded region growing (SRG) [32] . In their original form, both the level sets method and the watershed transform are based on a gradient measure (a morphological gradient, in the case of the watershed method), while seeded region growing is based on a distance measure. For our particular application, where the values c f,e 1 ,e 2 ,t represent class labels, a distance measure is easier to define and interpret than a gradient, which makes the SRG method more straightforward to implement. On the other hand, we would like an algorithm that does not necessarily classify all patterns in the time-frequency map; there are various reasons behind this: first, we would like to allow some degree of user interaction by selecting possible regions of interest, which may not necessarily cover the full TF map; second, for an unexperienced user, it may be easier to select one region at a time, starting with those regions that appear to be more homogeneous, and then search for smaller regions in the unlabeled area; and finally, even if one could use an algorithm that classifies all pixels, one would have to introduce a "background" class, which may be difficult to model, as the background would be composed, in general, by many different patterns, some of which may be psychophysiologically relevant, but have not been segmented yet; the background may even include patterns that are very similar to the patterns in an existing region, but at different latencies or frequency bands, and thus may not represent the same process as the existing region. For these reasons, an SRG technique that only classifies those pixels within relevant regions (e.g., by introducing a distance threshold) seems to be the most adequate for our purpose. Here we propose an efficient approach which combines a fast seeded region-growing technique with a slower Bayesian regularization method, that can be used in an interactive or fully-automated manner.
The class label field c f,e1,e2,t can be reorganized as a vector image C t,f ∈ {−1, 0, 1} N s , where each element of the vector C t,f corresponds to a specific electrode pair, and N s is the number of electrode pairs. For a symmetric synchrony measure µ (e.g., such that µ f,e 1 ,e 2 = µ f,e 2 ,e 1 ), one can consider only those electrode pairs < e 1 , e 2 > for which e 1 < e 2 . This results in N s = N e (N e − 1)/2 non-redundant electrode pairs, which significatively reduces the dimensionality of the data. SRG can then be applied to C t,f , in which a representative synchrony pattern (RSP) is computed for each region. The algorithm takes a pixel from some region's border and, by means of a suitable distance function d, compares each of its neighbors to the region's RSP; if they are similar enough (i.e, if d < ), the neighbor is included to the region and the RSP is recomputed. This process is iterated until no region can be expanded any further. An adequate metric for our data is given by
where p, q ∈ {−1, 0, 1} Ns are two SP's. It is also useful to define the set N (t, f ) of points neighboring (t, f ), which, in our case, contains only the nearest neighbors of (t, f ), and the average neighbor distanced(t, f ), given bŷ
The average neighbor distance roughly measures the local homogeneity of the SP's observed around some point (t, f ). Specifically, the region-growing algorithm computes a region label field l t,f , which indicates the region to which each point (t, f ) belongs, by performing the following steps:
1. Initialize the region label field with l t,f = −1 for all t, f . The value -1
indicates that the point (t, f ) has not been labeled yet.
Assign a different label to each seed point (t
where N k is the number of seeds. 3. Initialize the RSP r k of each region with the SP corresponding to the seed point (t k , f k ). In other words, let r k = C t k ,f k . 4. Initialize a priority queue Q and insert each seed (t k , f k ) in Q with a priority given by −d(t k , f k ). 5. While Q is not empty, do the following:
(a) Pull the highest-priority point (t, f ) from Q. Let k = l t,f be the region label assigned to this point. (b) For each (t , f ) ∈ N (t, f ) such that l t,f = −1 and δ(r k , C t ,f ) < , for a given threshold , let l t ,f = k, and insert (t , f ) in Q with a priority given by −d(t , f ). (c) If the region label field l has changed, one must re-compute the RSP r k . We do this by computing
for s = 1, . . . , N s . In other words, r k is computed as the item-by-item mode of all SP's observed within the region.
This algorithm is very efficient since only those pixels that belong to a region will be visited (and only once). It is usually a good idea to restrict the growing process to the post-stimulus area, so that no region grows into the prestimulus and slows down the segmentation process. The seeds can be specified interactively by the user, for example, by selecting points within regions that look homogeneous in the SIH map. It is possible to grow one seed at a time, or multiple seeds in parallel. In the former case, the results may depend on the order in which the seeds are grown, as any region can only grow into unlabeled areas; therefore, it is up to the user to give priority to regions of interest by growing them first. In the latter case, the priority queue will ensure that those regions that appear to be more homogeneous will grow first, which results in a competitive segmentation. In this case, the order in which the seeds are chosen does not matter. Figure 4 shows the segmentation obtained by placing nine seeds near the middle of the regions that looked homogeneous in the SIH, and running the algorithm with = 0.3. Note that the resulting regions may show very rough edges, or even have holes (i.e., unlabeled points inside the region). Later we will deal with this problem by applying a regularization technique to the region label field.
Progressive region growing
For the method described above, an adequate choice of the threshold may be very dependent on the data. If is too small, regions may not grow enough, even if the homogeneous area is actually larger, whereas if is too large, regions may bleed into other (possibly inhomogeneous) regions of the TF map. In practice, it is easy to perform a trial and error procedure to find a suitable ; in most cases, an unexperienced user should be able to fine-tune the threshold in only a few attempts. However, there are cases in which a constant may not be adequate for all regions, making the process of finding an optimal segmentation a tedious one.
One solution that provides good results, once the seeds have been selected, consists in growing the regions while progressively increasing . Specifically, one can perform the following steps:
1. Start with a relatively small value for (e.g., ≈ 0.1). 2. While ≤ max , do (a) Perform step 5 of the region-growing algorithm described in Section 2.8. This method is particularly suitable when there is a relatively large number of seeds (e.g., 12 or more). Computationally, it is slightly more expensive, however, it results in a more competitive segmentation, and also has the advantage that the value for max can be set relatively high, without much risk of region bleeding. Another choice is to perform the algorithm described above in a supervised manner, increasing until a satisfactory result is obtained. This process eliminates almost completely the need to fine-tune the threshold.
Bayesian regularization
As noted in the previous two sections, some of the regions obtained by region-growing may show holes and rough edges, and thus require some kind of regularization. One possibility which produces very good results consists in modeling the region label field l with a Markov random field (MRF), so that the following conditions are satisfied:
where L is the lattice where the image l is defined; that is,
The second condition establishes that the probability p(l t,f = k) of pixel (t, f ) belonging to region k depends only on the regions to which its neighbors belong.
According to the Hammersley-Clifford theorem [33] , an MRF has a Gibbs distribution, which is given by
where Z is an adequate normalization constant such that l p(l) = 1, the sum in the exponential ranges over all cliques C ⊆ L (i.e., subsets of L whose elements are all mutual neighbors), λ is a positive parameter which controls the granularity of the results, and V C is a potential function that depends on the sites of l that belong to clique C. These potential functions, together with the neighborhood system {N (t, f )} control the appearance of the field l. For a classification problem, where the l t,f are discrete, a popular potential function is given by the Ising model with a first-order neighborhood system, whose cliques consist either of single sites, or pairs of adjacent sites. These potentials are given by
where (t, f ) and (t , f ) are two adjacent sites. Using Bayes' rule, one can compute the probability of l given the observations
where Z is a constant that does not depend on l, and U (l) is the energy function given by
The log-likelihood term log p(C | l) can be estimated by considering a prior observation model for the image C. A reasonable model for a synchronization pattern C t,f given that it belongs to region k is given by
where p k,s (q) is the probability of observing class q for the electrode pair s over region k. These probabilities may be estimated from the data C and an approximate segmentationl simply by counting, for each region and each electrode pair, the number of occurrences of each class q; in other words,
for k = 1, . . . , N k , s = 1, . . . , N s , and q ∈ {−1, 0, 1}. The initial segmentationl is obtained from the region-growing algorithm. Under the assumption that the C t,f,s are all uncorrelated, the log-likelihood is thus computed as
where
is the log-probability of observing the SP C t,f given that (t, f ) belongs in region k. Note that p k,s (q) must be positive for all k, s, q in order to avoid numerical instability. Segmentation algorithms typically assign a region label to each point in the image; however, we are not interested in labeling all pixels, but only those which belong to regions with homogeneous SP's. The unlabeled pixels (i.e., those for which l t,f = −1) can be thought to form a region with label k = −1 which is highly inhomogeneous; in other words, there is no prior observation model for this region. Therefore, instead of estimating the log-likelihood for this region (i.e., p L (C t,f | l t,f = −1)), one can compute a pseudo log-likelihood function which represents the uncertainty about the region to which (t, f ) belongs. One choice which produces good results is the difference between the average and the maximum of the log-likelihood function in Equation 21 . Specifically, we replace the term log p L (C t,f | l t,f = k) in Equation 20 with a function Λ t,f (k) which is given by
Additional constraints may be included in the energy function U (l) in order to improve the results. In particular, given the high dimensionality of the data, the likelihood function p L may take values which are too small to be accurately represented by double-precision (64-bit) floating point numbers, which leads to numerical instability. A possible solution is to divide the log-likelihoods by a sufficiently large number, which we have chosen to be the number of electrode pairs N s . On the other hand, since the resolution of the time axis differs significantly from the resolution of the frequency axis, we have imposed independent granularity control for each axis. With these modifications, the new energy function is given by (23) where λ t and λ f are the time and frequency granularity parameters, respectively. Regularization of the label field l can be achieved by minimizing U (l). This can be achieved by using Markov chain Monte Carlo methods such as Metropolis or the Gibbs sampler [34] . In particular, we use the latter with the segmentation provided by the region-growing algorithm as starting point.
Automatic seed selection
A fully automated segmentation may be obtained by cleverly choosing the seeds. Roughly speaking, an unlabeled pixel (t, f ) is a good candidate for a seed if it is relatively similar to its neighbors, and if its neighbors are also unlabeled. The degree of similarity between a pixel and its neighbors is given by the average neighbor distanced defined in Equation 12 ; therefore, one could use the following procedure to select the seeds:
2. Repeat the following steps until a halting criteria is met (e.g., a maximum number of seeds is reached, or a certain percentage of the TF plane has been labeled).
(a) Let S be the set of all unlabeled points (t, f ) ∈ L whose neighbors are also unlabeled. (b) Find the new seed (t * , f * ), which is given by
(c) Without resetting the label field l, grow the new seed and label the new region accordingly.
Power dynamics
This work is mainly focused on the analysis of EEG synchronization; however, most researchers are also interested in how the EEG power at specific frequency bands behaves during the execution of a certain task. Power is a spatially local property of the EEG. In other words, power is estimated independently for each electrode, and thus the dimensionality of power data is typically lower than the dimensionality of synchrony data. In a previous work [14] , Marroquin et al. proposed a methodology for the segmentation of the TF plane in terms of patterns of power changes, which were called activation patterns. The procedure described in that work was fully based on a Bayesian approach with an MRF prior model, which was relatively expensive in computational terms. A more practical approach, which we briefly discuss in this section, is to apply the methodology presented in this paper to classify and segment EEG power data.
The log-power A f,j,e (t) at time t, frequency f , trial j, and electrode e, can be obtained directly from the filtered signals F f,j,e (t) (see Section 2.4), simply as A f,j,e (t) = log |F f,j,e (t)| .
Then, one can estimate the deviation Y f,e (t) of the mean log-powerĀ f,e (t) (averaged over all trials), with respect to the pre-stimulus average. That is,
. The significance analysis presented in Section 2.6 can be applied to the Yvalues, in order to obtain a class field c f,e,t ∈ {−1, 0, 1}, which indicates, for each time t, if the power at frequency f is significantly higher (c = 1), lower (c = −1), or equal (c = 0), than the baseline. This class field can also be seen as a vector-valued image
N e where each pixel describes the activation pattern for a particular time and frequency. This image can be segmented using the same algorithms described in Sections 2.8, 2.9, 2.10, and 2.11.
Results
We have implemented the techniques described above in an interactive application which pre-computes the class label field c (Equation 9) for a given synchrony measure (a process which may take up to several hours, depending on the size of the data set), displays the SIH (Equation 10) or SDH in a TFT map, and allows the user to perform the following actions:
• Click on any point (t, f ) in the TF plane to display its corresponding SP in a multitoposcope. The user can then use the cursor arrows to change t and/or f , and explore the synchronization dynamics over time and frequency.
• Add a seed to the queue (by shift-clicking a point in the TF plane) and grow it.
• Add a seed to the queue (without growing) by control-shift-clicking a point in the TF plane.
• Grow the seeds in the queue.
• Reset region label field (i.e., set all points to unlabeled) and re-grow all seeds. One can choose whether to grow with a fixed threshold , or use the progressive growing method shown in Section 2.9.
• Select and grow seeds automatically.
• Regularize region label field.
• Delete region.
• Merge regions.
• Automatically delete all regions smaller than a given percentage of the TF plane.
• Automatically merge regions whose RSP's are similar enough (in terms of the metric d).
• Show a time-frequency map of regions, and their corresponding RSP's.
In a dual core PC computer running at 2.4 Ghz with 2 Gb of RAM, the region-growing algorithm, applied to the word and figure categorization experiment, and without any specific optimizations, is capable of segmenting large regions in a few (3 to 10) seconds, whereas smaller regions may be segmented in less than one second. The automatic seed selection and the progressive growing algorithms take around 10 to 20 seconds with between 12 and 20 seeds. The most computationally intensive step is the Bayesian regularization, which, depending on the number of regions, may take up to a few minutes to perform 500 Gibbs sampler iterations (where in each iteration all the pixels in the image are visited); however, regularization may be applied as a post-processing step after segmenting all the regions of interest.
The interactive application was used to classify the synchrony patterns observed during the figure categorization experiment. Figure 5 shows the segmentation obtained by manually selecting nine seeds near the centers of the regions that appeared to be the most homogeneous, and growing them one by one with = 0.3; the seeds are exactly the same as in Figure 4 . The same nine seeds were then re-grown using the progressive growing method with increasing from 0.1 to 0.4, which yielded the map shown in Figure 6 . Finally, the automatic seed selection algorithm with = 0.3 was used to select a different set of nine seeds, which correspond to the segmentation shown in Figure 7 . In all cases, Bayesian regularization was applied after segmentation, with parameters λ t = 2 and λ f = 0.7, and 500 Gibbs sampler iterations, although good regularization results were also obtained with 1.2 ≤ λ t ≤ 5, 0.5 ≤ λ f ≤ 3, and 300 Gibbs sampler iterations.
In order to estimate a degree of confidence of each region, one can define a homogeneity coefficient (HC) H(k) for region k, which is given by
In other words, H(k) is the average ofd over region k. For all maps in Figures  5, 6 , and 7, the HC for each region is displayed below the region number. In the case of the fully automatic segmentation, it is worth noting that the seeds which were chosen first correspond to regions with higher HC, which suggests that out selection criteria is adequate.
Validation: psychophysiological analysis of the word and figure categorization experiment
To validate the segmentation method presented here, an exploratory psychophysiological analysis of the word and figure categorization experiment was performed by an expert neuroscientist, based on the segmentations produced with manual seed selection and progressive region growing. The results of this analysis, presented below, coincide to great extent with previous findings [14] [9], supporting our hypothesis that a pattern-oriented segmentation of the TF plane may reveal task-related psychophysiological processes. A detailed, quantitative study of the Words/Figures experiment, including statistical comparisons between both conditions, is, however, beyond the scope of this work.
The segmentation of EEG power and synchronization patterns is shown in Figure 8 for the Figures condition, and in Figure 9 for the Words condition. The results of the analysis are as follows:
Power changes
In the figure-word experiment, we may consider the following psychophysiological processes for the Words condition: Similar processes for both conditions, are those related to attention that should be active during the solution of the task. The decrease in power during the whole trial (100-1400 ms) is observed in the frequencies from 7 to 40 Hz and is present in both tasks (Region 1 for Figures and 4 for Words) and similar to previous observations performed with a different algorithm [14] . These changes have been related to attention in another mental tasks by different authors, and for this reason we consider that they represent activation of attentional processes.
Another process common to both conditions is the activation of WM. There is a human cortical network that recruits frontal and posterior regions during this activation. It has been described that power increase in frequencies within the theta band (4-7 Hz) are directly related with WM processes. Regions 6 for Figures and 1 for Words accomplish such characteristics and have similarities with previous observations. Amodal semantic representation or semantic meaning in the Words condition is a prerequisite for animal/non animal classification, whereas in the Figures condition, animal/non animal classification precedes semantic classification since the classification is made directly by observation of features. Region 3 for Figures and 6 for Words may correspond with such process (note that region 6 begins 100 ms after region 3). In these regions there is an increase of power from 1-7 Hz in frontal areas and a decrease of power in occipital leads. Activation of the frontal cortex has been directly related to WM and long term memory, and these frequencies have been observed in several experiments during the retention period and during attempts to retrieve information.
Another common process is preparation to move and the motor response which may correspond with regions 10 for Figures and 5 to Words, in the slow frequencies.
Specific process for the Words condition are letter and word identification in regions 8 and 9, and for the Figures condition the animal/non animal classification in regions 11, 7 and 4.
Synchronization changes
The interpretation of induced changes in inter-electrode synchronization is more difficult than the explanation of induced power because there are not so many references. On the other hand, changes reported in the current literature do not include as many measurements as we have made. In general, synchronization is measured between homologous left and right derivations and between anterior vs. posterior areas.
The maps obtained in this work showed that induced changes in synchrony were very similar for both conditions. Regions 1 in both conditions (8) (9) (10) (11) (12) (13) (14) (15) Hz, 100-1500 ms) where synchronization increases between anterior and posterior regions and decreases between anterior regions may be related to attentional mechanisms. WM activation may be characterized by an increased synchrony between anterior regions and decreased synchrony from 1 to 7 Hz in the time window of the first 100 to 200 ms for Figures and from 100-300 ms in the Words condition, corresponding with regions 4 (Figures) and 3 (Words) . Other similarities in the pattern of induced changes may be observed between regions 5 (Words) and 6 (Figures). However, there were also specific changes to a particular condition: region 7 in Words (16-22 Hz, 300-900 ms), where synchronization decreases between almost all leads, and the differences in the frequency range where there was an increase of synchrony in region 4 for Words (32 to 40 Hz) and region 2 for Figures (23 to 40 Hz) in the time window from 100 to 300 ms. These changes are difficult to interpret, but may be related to feature binding, since synchronization in the gamma frequencies has been related to conscious perceptual mechanisms.
Conclusions
The main purpose of this work is to introduce a novel tool for the exploratory analysis of EEG power and synchronization dynamics for cognitive experiments. It is known that, while performing different cognitive tasks, several areas of the brain become simultaneously active and often interact together by means of dynamical links, producing complex spatiotemporal patterns of synchronization and desynchronization with respect to a previous, neutral state. A constant synchronization pattern, which is observed over a relatively large time segment and frequency range, signals a specific neural process that may be related to the task, and thus may be of high neurophysiological interest. However, due to the high dimensionality of the synchrony data, the detection of these patterns, along with the time-frequency regions in which they appear, is not a trivial task, and may also be computationally expensive. One possibility, which is presented in this paper, consists in the segmentation of the time-frequency plane in terms of synchronization patterns, which describe significant changes in interelectrode coupling with respect to a previous, neutral state. This segmentation is performed by means of a seeded region-growing algorithm, where the seeds may be given by the user, or estimated automatically from the data. A few things are done to improve the results: (1) perform various iterations of the region-growing algorithm, progressively increasing the threshold parameter, (2) apply a regularization technique to the final segmentation, which in our case is a Bayesian regularization method with a prior Markov random field model, (3) introduce a homogeneity coefficient to determine the degree of confidence for each region, and (4) include an automatic seed selection procedure to guide the segmentation results towards the regions with higher homogeneity coefficient. We implemented these techniques in an interactive application which allows the neuroscientist to explore power and synchronization dynamics for a given EEG data set, with any degree of detail. 
