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I. INTRODUCTION
A suggested approach to oil markets analysis is to treat oil as an asset, besides its role as a commodity, and to recognize the influence of derivatives markets on oil price behavior. Restricting attention to fundamentals in modeling and forecasting short-term oil prices would be unrealistic and would omit a key aspect of oil markets, which is the asset role of crude oil and the preponderant presence of financial investors, other than the traditional operators, who are the producers and the consumers, in the markets. Sizable demand for futures contracts by institutional investors and speculative activity by hedge funds and commercial entities could exert pressure on prices and cause volatility of oil futures prices to rise to excessive levels. Similarly, in other commodity and currency markets, high volatility would stimulate speculation, which in turn contributes to higher volatility and to volatility clustering.
It is well known that asset markets can experience frequent jumps of different magnitudes and can overshoot or undershoot their equilibrium. Yet policymakers and central bankers would like to monitor regularly these markets, gauge the market sentiment, and forecast price distributions. They turn to derivatives markets, and particularly to options prices, for such forecasts as these markets account for both the consumption and investment aspects of an asset. The purpose of this paper is therefore to model asset prices' uncertainty and option pricing in the context of Levy processes, which are capable of handling discontinuities and are known to behave properly under time aggregation.
Levy processes have gained considerable interest in financial modeling as they were found to overcome many of the shortcomings associated with the Black-Scholes' model (1973) and to offer a more general tool for modeling uncertainty in asset prices. They are seen as a random walk in continuous time with jumps occurring at random times. They include the Brownian motion and the Poisson processes as particular cases. Their general form has a drift, a Brownian motion, and a compound Poisson process which distinguishes small size jumps and large jumps. The probability distributions associated with Levy processes are infinitely divisible and offer more flexibility for fitting financial data, particularly high-frequency data, and can have skewed shapes and slow decaying tails.
While the Black-Scholes model and diffusion processes constitute the main framework for derivatives pricing, they can, nonetheless, have inconsistencies with market data, typically in relation to the implied volatility and to the dynamics of the asset's price. The model's implied volatility tends to vary both in relation to the state and time, exhibiting a smile or a smirk. Volatility could even be seen as stochastic. The dynamics of the asset's price may exhibit jumps of different sizes, with small jumps occurring more often than large jumps, leading both to asymmetries and fat tails in the asset's returns, contradicting thus the Brownian motion assumption underlying the Black-Scholes model. These empirical features of assets' returns were noted by Mandelbrot (1963) and Fama (1965) . As the normal distribution did not fit the data, they proposed the use of stable distributions, similar to the Pareto distributions, which are capable of accommodating skewness and the slowly decaying tails of the empirical distribution, in contrast to the thin and rapidly decaying tails of the normal distribution. Clark (1973) , however, noted that stable distributions have an infinite variance and heavy tails, whereas assets' returns distributions have a finite variance and semi-heavy tails. He proposed the use of Bochner (1955) concept of subordinated processes. Namely, the price process could be modeled as a Brownian motion, time changed by a random and independent subordinator, which is an increasing positive stochastic process. While Clark proposed the use of volume as subordinator, the number of transactions could also be used for measuring assets' returns. His finding was that, when measured in relation to volume, cotton futures tend to be normally distributed.
This paper addresses option pricing in the context of a Levy market model with an application consisting of deriving crude oil price density forecast from crude oil options. In view of the paramount relevance of Levy processes in financial modeling, Section II describes their key properties and particularly their characteristic function, a major tool for studying their distributional properties. Section III discusses a methodology for constructing Levy processes through subordination and describes examples of probability distributions that are obtained through subordination and that were found to fit adequately financial time series. As Levy processes may exhibit jumps, the markets become incomplete and there is an infinite number of martingale measures compatible with absence of arbitrage that can be used for pricing contingent claims. In this respect, Section IV presents Esscher transform as a procedure for selecting a martingale measure. It is known that probability distributions associated with Levy processes are not always available in closed form and may involve many special functions. The corresponding characteristic function may, however, be readily available. In Section V, the paper presents a methodology for pricing contingent claims based on characteristic functions. In Section VI, the paper discusses an application of the Levy pricing model to crude oil options and attempts to infer the density forecast of future oil prices at a given time horizon. Findings point to high volatility of oil futures prices and a right-skewed market expectations, implying greater probability mass on upward deviations from the mean. Consequently, extracting densities from options prices allows one to analyze the role of crude oil as an asset, besides its role as a commodity, and improves oil market modeling. Section VII concludes.
II. MODELING UNCERTAINTY IN ASSETS PRICES: LEVY PROCESSES

A. From Random Walks to Levy Processes
A Levy process (LP) is defined as a cadlag (continu à droite et limite à gauche, right continuous and left limit (RCLL)) stochastic process 0 ( ) t t X ≥ on a probability space ( , , ) F P Ω with values in R such that 0 0 X = and possesses the following properties: (i) independent increments: for every increasing sequence of times 0 ,..., n t t , the random variables 
X ,
X , and
X , can be built as follows: denoting
t W is a standard P − Brownian motion, the CF of (1) X is straightforward and equal to: X obtained as the limit of compound Poisson processes (different from X ). Hence:
X is a semi-martingale, so is X .
4
An important implication of the Levy-Ito decomposition is that every LP is a combination of a Brownian motion with drift and a possibly infinite sum of independent compound Poisson processes. This also means that every LP can be approximated with arbitrary precision by a jump-diffusion process. In particular, the Levy measure ν describes the arrival rates for jumps of every possible size for each component of t X . Jumps of sizes in the set A occur 4 The transition operator for a Markov process is defined as follows
A semi-group t P can be described by the means of its infinitesimal generator L , which is a linear operator defined by:
X ≥ be an LP on R , then the infinitesimal generator of t X is defined for
Computation of expectations of various functionals of Levy processes can be transformed into partial integro-differential equations involving the infinitesimal generator. Due to this fact, infinitesimal generators are important tools in option pricing.
according to a Poisson process with intensity parameter ( )
, where A is an arbitrary interval bounded away from zero. The Levy measure of the process X may also be defined as
Integration of the Levy density over a particular spatial domain provides the arrival rates of jumps sized in this domain. Levy process X has infinite activity if the integral of the measure ν on the real line is infinite. This case characterizes a high rate of arrival of jumps of different sizes.
C. Finite-Activity Versus Infinite Activity Levy Jumps
A pure jump LP can display either finite or infinite activity. In the former case, the aggregate jump arrival rate is finite, while in the latter case, an infinite number of jumps can occur in any finite time interval. A pure jump LP exhibits finite activity if the following integral is finite:
The classical example of a finite-activity jump process is the compound Poisson jump process of Merton (1976) . For such process, the integral 
Based on the Levy-Khintchine formula, the characteristic exponent corresponding to these compound Poisson jump components is given by
where ( ) u φ denotes the CF of the jump size distribution ( ) Barndorff-Nielsen (1998) , the generalized hyperbolic class of Eberlein et al. (1998) , the variance-gamma (VG) model of Madan and Milne (1991) , and the CGMY model of Carr et al. (2002) .
III. SUBORDINATION AND TIME CHANGED-LEVY PROCESSES
Three key pieces of evidence on financial securities: jumps, stochastic volatility, and leverage effect are easily addressed when uncertainty in the economy is governed by a timechanged LP. A stochastic time change to the LP amounts to stochastically altering the clock on which the LP is run. Intuitively, one can regard the original clock as a calendar time and the new random clock as a business time. A more active business day implies a faster business clock. Randomness in business activity generates randomness in volatility. Furthermore, if innovations in the LP are correlated with innovations in the random clock on which it is run, this correlation will capture the leverage effect.
A. Construction of Levy Processes by Subordination
Clark (1973) proposed Bochner's (1955) concept of subordinated stochastic process as a model to account for non-normality of returns. He showed that finite-variance distributions subordinate to the normal distribution fit cotton futures better than stable distributions. Writing the return process ( ) X t as a subordinated process ( ) ( ( )) X t Z T t = , where the subordinator ( ) T t is an increasing Levy process with independent and stationary increments, and using historical data on returns (represented by ( ) X t ) and volume (represented by ( ) T t ), he was able to show that the distribution of Z computed in relation to T did satisfy classical normality tests. He also showed that the kurtosis of the increments of ( ( )) Z T t is an increasing function of the variance of the increments of ( ) T t .
5 Monroe (1978) proved that every semi-martingale t X can be written as a time-changed Brownian motion, where the random time t T is a positive and increasing semi-martingale. By such result, there exists a Brownian motion ( ( ), 0) W u u ≥ and a random time change ( ) T t where ( ) T t is an increasing stochastic process such that: ( ) ( ( )) X t W T t = . As an implication, every semi-martingale can also be written as a time-changed LP (
, is said to be subordinate to the distribution of increments, ( ) Z t ∆ ; ( ) T t is a clock measuring the speed of the evolution. Furthermore, every semi-martingale t X starting at zero ( 0 0 X = ), can be uniquely represented in the form:
5 In Clark (1973) , if ( ) T t is a lognormal with independent increments distributed as 2 1 ( , )
N µ σ and Z is a normal process with independent increments distributed as 2 2 (0, )
= has the following lognormal-normal increments:
, where c t X is the continuous component, µ is the counting measure of the semi-martingale, and ν is its compensator.
An important result from Monroe's theorem relates to modeling the return distribution as a mixture of normals with a view to account for the observed fat tails of the return. Choosing for simplicity a discrete T f for T , the following holds:
, and assuming the independence of the processes W and T , this yields:
Hence the distribution of X appears as a mixture of normal distributions, where the mixing factor is the density of the time change, which itself accounts for the market activity measured by volume or number of trades.
A simple example of a subordinated LP is a compound Poisson process with a finite arrival rate, i.e., a random walk time changed by a Poisson process expressed as follows: T . It is worth noticing that the constant volatility in the arithmetic Brownian motion W is going to give rise to stochastic volatility for the stochastic price X when W is compounded with a stochastic time T . Time changes appear a natural tool to handle stochastic volatility. The interpretation of an LP as a subordinated Brownian motion is easier to understand than general Levy models.
B. The Characteristic Function of a Subordinated Process
The CF of a subordinated process X is obtained by composition of the Laplace exponent 6 of T with the characteristic exponent of Z . Since the time-changed process
stochastic process evaluated at a stochastic time, its CF involves expectation over two sources of randomness, introducing correlation between the time change and the Levy innovations in Z .
C. Examples of Subordinated LP
A simple approach to defining a parametric LP is to obtain an LP by subordinating a Brownian motion with an independent increasing LP. Here the CF of the resulting process can be obtained immediately, but there may not be always an explicit formula for the Levy measure. Due to the conditionally Gaussian structure of the process, simulation and computation can be considerably simplified. 
The Generalized Inverse Gaussian Process
The Inverse Gaussian ( , ) IG a b law can be generalized to the Generalized Inverse Gaussian distribution ( , , ) GIG a b λ . This distribution is given by 
The Variance Gamma Process
A Variance Gamma ( ) VG process is defined as a Brownian motion with drift θ and volatility σ time-changed by a Gamma process. More precisely, let { , 0} 
The two additional parameters in theVG distribution, which are the drift of the Brownian motion,θ , and the volatility of the time change,υ , provide control over skewness and kurtosis, respectively. Namely, when 0 θ < , the distribution is negatively skewed, and vice versa. Moreover, larger values ofυ indicate frequent jumps and contribute to fatter tails. The Levy measure has infinite mass, and hence a VG process has infinitely many jumps in any finite time interval. The moments of ( , , )
VG σ υ θ are: the mean =θ ; the variance = is influenced by θ , and kurtosis by υ .
The Normal Inverse Gaussian Process
The Normal Inverse Gaussian ( ) NIG process can be related to a Brownian motion timechanged by an Inverse Gaussian process. Let { , 0} 9 An equivalent parameterization of the NIG process is a Brownian motion with drift θ and volatility σ computed at a random time given by an (1, ) IG υ process: 
The Generalized Hyperbolic Process
The Generalized Hyperbolic ( GH ) distribution can be represented as a normal variancemean mixture. Let T be a GIG random variable and W be an independent standard normal variable. Then the law of TW T GH α β δ υ , is defined in Barndorff-Nielsen (1998) 
where K υ is the modified Bessel function of the third kind. This is an infinitely divisible CF.
The GH Levy process 
The density of ( , , , , ) GH α β δ υ µ distribution is given by The normal inverse Gaussian, the Variance-Gamma, and the hyperbolic motion are Levy processes which share the property of being pure jump and infinite activity models. Their empirical performance in modeling skewness, leptokurtosis, and the implied volatility smile in option prices made them more appealing than the classical diffusions or jump-diffusion models. Their representation as time-changed Brown motions allows to model the time change which itself reflects the intensity of economic activity through news arrival and trades. The tractability of their CF allows to recover option prices through fast Fourier transform (FFT). Eberlein et al. (1998) showed that the hyperbolic distribution allows an almost perfect fit to financial data, both in spot and derivatives markets. The knowledge of the CF enables to recover the probability distribution through numerical inversion as:
The Appendix describes the estimation of the parameters of an LP using the CF.
IV. MARKET INCOMPLETENESS AND ESSCHER TRANSFORM
When uncertainty is modeled by an LP, except when X is a Brownian motion or a Poisson process, the Levy process is an incomplete model. A perfect hedge cannot be obtained and there is always a residual risk which cannot be hedged. In a Levy market, there are many different equivalent martingale measures under which the discounted asset price process is a martingale. The existence of a martingale measure is related to the absence of arbitrage, while the uniqueness of the equivalent martingale measure is related to market completeness, i.e., perfect hedging. A contingent claim can be perfectly hedged if there exists a predictable strategy which can replicate the claim in the sense that there is a dynamic portfolio, investing in a riskless bond and the asset, such that at every time point the value of the portfolio matches the value of the claim. The portfolio must be self-financing. A market is called complete if for every integral contingent claim there exists an admissible self-financing strategy replicating the claim.
One approach for finding an equivalent martingale measure is the Esscher transform proposed by Gerber and Shiu (1994) . An Esscher transform of a stock-price process induces an equivalent probability measure on the process. The Esscher parameter is determined so that the discounted price of a security is a martingale under the new probability measure. Let
X t S t S e = , 11 where 0 { ( )} t X t ≥ is an LP defined on a probability space ( , , ) F P Ω , with stationary and independent increments and (0) 0 X = . For each t , the random variable ( ) X t , seen as the continuous compounded rate of return over the t periods, has an infinitely divisible distribution with a probability density under P given by ( , ) f x t , 0 t > . The moment generating function (MGF) is assumed to exist and is defined as 
E e M u h t S E e S t e E S e e S e S E e M h t
This condition is equivalent to the following equation: 
denote the CF of 1 X . Since the MGF is, up to a change of variable
Esscher transform measure is given by
and remains infinitely divisible.
The condition on MGF yields an identical condition on the CF, namely for the discounted price to be a martingale, the following has to hold: ( ( 1) . Miyahara (2004) showed that Esscher transform could be identified with the minimum entropy martingale measure.
An alternative approach for computing a risk-neutral measure, similar to the Esscher transform, can also be proposed (Carr et al., 2003 (0) log
V. OPTION PRICING USING CHARACTERISTIC FUNCTIONS
Characteristic functions were useful in simplifying the complexity of option pricing. Under martingale pricing, the value of an option is a convolution of a discounted pay-off function with the state price density. Using the Feynman-Kac formula, which stipulates that 
VI. APPLICATION TO CRUDE OIL OPTIONS: THE INVERSE PROBLEM
An application of the above analysis to crude oil options is undertaken in this section with the objective of estimating, from observed options' market values, density forecast for crude oil prices at a given maturity date. The estimation of the risk-neutral distribution is known as the inverse problem in option pricing models. While the pricing problem is concerned with computing values of options given model's parameters, the inverse problem consists of backing out the parameters describing risk-neutral dynamics from observed prices. The inverse problem is also known as model calibration, whereby parameters are extracted from observed market values for the options. In accordance with the above analysis, crude oil prices are assumed to follow an exponential Levy process with triplet ( ( ), ( ), ( )) σ ν γ Φ Φ Φ under the risk-neutral measure and Φ denotes the parameters of distribution. The calibration procedure is based on minimizing the quadratic pricing error: σ indicates high volatility characterizing the oil market; υ shows fat tails, implying higher probability than the normal distribution for important deviations of prices from the futures level; finally,θ indicates positive skewness, meaning that the market was according higher probability for upward deviations from the expected mean (Figure 1 ). The robustness of the results is confirmed by the use of the following linear model: . A D q = , where A is a vector of call and put options prices, D is a pay-off matrix, and q is a vector of Arrow-Debreu prices. Owing to the high volatility, market expectations can change dramatically during intra-day trading or from one day to the other and thus can change dramatically the density forecast for a given maturity time. For this reason, the calibration results need to be interpreted with caution.
These findings support the asset's view to crude oil markets. Traders in derivatives markets are hedgers, arbitrageurs, and speculators. Many types of investors participate in the crude oil futures market, including speculative and non speculative traders. The latter group includes institutional investors (e.g., pension funds) who seek to diversify their portfolios with less correlated assets, whereas the former group includes hedge funds and commercial entities registered with the Commodity Futures Trading Commission (CFTC). The aggregate of all large-traders' position reported to the CFTC usually represents 70-90 percent of total open interests in any given derivatives market. 16 Commercial traders occasionally take speculative short-term positions during periods of large price swings. High volatility and volatility clustering increase the speculative activity and add pressure on futures prices. Furthermore, very low interest rates reduce considerably the cost of shorting bonds as well as the cost of margin requirements and increase the volume of activity in the futures market. For instance, increased demand for long contracts would exert an upward pressure on futures prices. A significant portion in crude oil price increase could be attributed to derivatives markets and to the role of crude oil as an asset rather than as a commodity. Subsequently, the forecast of oil prices relying only on the role of crude oil as a commodity would certainly omit the significant impact of derivatives markets. The use of Levy processes and their corresponding inverse problem would allow one to study the role of asset markets in the behavior of crude oil prices. The commodity aspect is also important. To the extent that demand is acting against a short-term fixed crude oil supply and bottlenecks in refining and distribution capacity, it causes frequent and large jumps in crude oil prices and suggests the use of Levy processes for modeling these jumps.
VII. CONCLUSIONS
The paper has addressed option pricing models from the perspective of Levy processes, which offer better tools for analyzing skewness, fat tails, and stochastic volatility in highfrequency financial data than the classical diffusions or jump-diffusion models. The concept of subordination plays an important role in building an LP and amounts to measuring returns in relation to the level of activity and news, instead of calendar time. High level of activity or important news may cause higher volatility in returns. The Normal Inverse Gaussian, the Variance-Gamma, and the General Hyperbolic motions are Levy processes which are timechanged Brown motions and share the property of being pure jump and infinite activity models. Their empirical performance in modeling skewness, leptokurtosis, and the implied volatility smile in option prices was deemed consistent with data. Levy processes, however, lead to incomplete markets and an infinite number of martingale measures that are compatible with no arbitrage. The Esscher measure constitutes a procedure, among many others, for obtaining a martingale measure. The role of characteristic functions in option pricing has become prominent, particularly in the context of processes that do not have easily available distribution functions. Fourier transforms offer an efficient tool for option pricing when CFs are available in closed forms.
The paper has addressed the inverse problem and attempted to extract a risk-neutral distribution from crude oil options. The results indicate that market expectations were positively skewed, namely the market put a higher probability mass on crude oil prices remaining above the futures' level. This outcome is in conformity with the sustained pressure on oil prices in the recent past. The Levy market model described in this paper is highly relevant to the work of the Fund. It provides an adequate tool for analyzing high-frequency data, gauge market sentiment, and design appropriate policy responses. The findings of the calibration could be relevant for policymaking. This may require assessing factors causing pressure on crude oil demand, including low interest rates and depreciating currencies, and seeking greater energy efficiency and inter-energy substitution. They also point to the importance of derivatives markets in influencing crude oil prices. A high speculative activity associated with high volatility in futures prices would lead to volatility clustering and hence greater uncertainty in crude oil futures prices. Energy modeling would need therefore to look at the role of crude oil as an asset besides its role as a commodity. The latter aspect remains important. To the extent that demand pressure is acting against a short-term fixed crude oil supply and bottlenecks in the refining and distribution capacity, frequent and sizable jumps in crude oil prices will take place. Levy processes and their corresponding inverse problems would provide a framework for assessing both the asset and commodity aspects in crude oil prices behavior.
Empirical Characteristic Function and Estimation in the Frequency Domain
The lack of a tractable form of the probability density function makes estimation via maximum likelihood of the parameters of the distribution extremely difficult. Moreover, the likelihood function can be unbounded over the parameter space. Consequently, alternative methods, based on the characteristic function, were proposed, (e.g., Parzen (1962) , and Feuerverger and 1981b) ), to deal with inference problems involving such distribution. Being a Fourier transform of the probability density function the characteristic function (CF) is always bounded; it can have a closed form expression; and it retains all the information in the sample. The basic idea of the estimation in the frequency domain, called also the empirical characteristic function (ECF) procedure, is to match the CF derived from the model and the ECF obtained from the data. Because the minimization of the distance between the ECF and CF over a grid of points in the Fourier domain is equivalent to matching a finite number of moments, the ECF method is in essence equivalent to the Generalized Method of Moments (GMM). Feuerverger (1990) proves that, under some regularity conditions, the resulting estimate can be made to have arbitrarily high asymptotic efficiency provided that the sample of observations is sufficiently large and the grid of points is sufficiently fine and extended. 
