Abstract. In this paper, by establishing uniform lower bounds for the Poisson kernel and (−Δ) − 1 2 on the Heisenberg type group H(2n, m) with m ≥ 2, which follow from the various properties of Bessel functions and Legendre functions, we prove that there exists a constant A > 0 such that, for all f ∈ L 1 (H(2n, m) ) and all n, m ∈ N * satisfying 4 ≤ m 2 log n, 
Introduction
Consider the standard centered Hardy-Littlewood maximal function, M R n , in R n (n ∈ N * ), i.e.
where dy is the Lebesgue measure and |B R n (x, r)| is the volume of the euclidean ball with the center x ∈ R n and the radius r > 0. By the tripling property of the volume, i.e. |B R n (x, 3r)| ≤ 3 n |B R n (x, r)|, ∀x ∈ R n , r > 0, one deduces from the Vitali covering lemma that M R n satisfies the weak type (1, 1) bounds with
However, applying the Hopf-Dunford-Schwartz maximal ergodic theorem, Stein and Strömberg obtained in [20] via the heat kernel that there exists a constant A > 0 such that M R n L 1 −→L 1,∞ ≤ Aφ(n), ∀n, with φ(n) = n. (1.1) In the setting of the Heisenberg groups, H(2n, 1), the estimate of type (1.1) has been obtained for the centered Hardy-Littlewood maximal function defined by the Carnot-Carathéodory distance or by the Korányi norm. The proof is based on a uniform lower estimate of the Poisson kernel (the integral kernel of the Poisson semigroup; there is no relation with the one in [4] ); see [10] for details.
For the maximal function M G associated to the Carnot-Carathéodory distance or the pseudo-distance induced by the fundamental solution to the Grushin operator
the first named author has obtained estimate (1.1) for M G in [12] .
As mentioned in [12] , the above three results can be explained roughly by an estimate of the following type: inf n≥3,h>0,g =g ∈B (g,h) φ(n) n h 2 |B(g, h)|(−Δ) −1 (g, g ) > 0, with φ(n) = n, (1.2) in the euclidean spaces, Heisenberg groups and for the Grushin operators. Furthermore, we believe that there is a close relation between the estimate of type (1.1) (of course, the volume of the ball and the dimension play their roles) and the Green function. In fact, the work [12] is motivated by the estimate (1.2). Also, the results in [20] , [10] and [12] can be explained by an estimate of the following type: inf n≥3,h>0,g =g ∈B (g,h) φ(n)
Following the above idea and applying various properties of the real hyperbolic spaces of dimension n (n ≥ 2) which are measured metric spaces of exponential volume growth, Li and Lohoué showed in [15] that (1.1) holds with φ(n) = n ln n in this case. A similar method works for the harmonic AN groups. For other O(n ln n) results, see [20] and [17] .
We remark that up to a universal constant, the two terms n h 2 and √ n h , which can be found in (1.2) and (1.3) respectively, are optimal. Note that it suffices to take h = 1 in the above three models, i.e. R n , H(2n, 1) and Δ G (thanks to the dilation structure); see [10] and [12] for details.
The purpose of this paper is to use this idea to show (1.1) holds on the Heisenberg type groups H(2n, m). We suppose m ≥ 2 in what follows, rather than the case m = 1 which has been treated in [10] . We will see it is necessary to distinguish the case of m = 1 from the one of m ≥ 2. The proof for m = 1 is very natural, however the one for m ≥ 2 is much more technical (it is based on the various properties of Bessel functions and Legendre functions), and the technique used for m ≥ 2 does not work for m = 1 because of the properties of Legendre functions. The method here follows the ones in [10, 12] , but it is not enough to get the desired result only by using the Poisson kernel or (−Δ) − 1 2 (g, g ) and (−Δ)
√ n √ −Δ (g, g ) alone. Here we must take both of them into consideration. To this end, we should make good use of various properties of Bessel functions and Legendre functions. Note that using the same method in [10] , Zhao and Song in [25] obtained (1.1) in the special case H(2n, 3) for the centered Hardy-Littlewood maximal functions defined by the Korányi norm.
However, (1.1) has been obtained in the setting of S n−1 (n ≥ 2), the unit sphere of dimension n − 1 (i.e. the n − 1 dimensional, simply connected Riemannian manifold of constant sectional curvature 1); see [9] and [14] . In this case, we can't use (1.2) or (1.3) to explain this bound since (−Δ S n−1 ) −1 and (−Δ S n−1 ) [3] , and one can refer to [8] for the original definition)
where the matrices U (1) , · · · , U (m) satisfy the following two conditions:
Notice that H(2n, 1) is the exact Heisenberg group of dimension 2n + 1. Recall that, as in [8] , (2n, m) satisfies the following condition: 2n = (2a + 1)2 4p+q with a, p ∈ N * and 0 ≤ q < 3, and it implies
In particular, the following estimate will be used in this paper:
Let o = (0, 0) denote the identity of H(2n, m) and g = (x, t) ∈ R 2n × R m denote a point of H(2n, m). We use the following notation through the whole paper:
Recall that the Haar measure dg on H(2n, m) is the Lebesgue measure. There are two standard distances on H(2n, m): one is the Carnot-Carathéodory distance d CC (associated to {X 1 , · · · , X 2n }; see [23] ), and the other one is defined by the Korányi norm d K , which is associated to the fundamental solution of Δ (i.e. the Green function; see for example [8] ). Moreover, one has
. Recall that (see for example [8] )
]− π, π[−→ R and let μ −1 be the inverse function. One has d 2 CC (0, t) = 4π|t| and for x = 0 (see [19] or [22] , pp. 90-91), d (H(2n, m) ), one can define two centered Hardy-Littlewood maximal functions respectively by
The main result is the following Theorem 1.1. There exists a constant A > 0 such that for all n, m ∈ N * satisfying m 2 log n, we have
for some constant L(m) > 0 independent of n. Remark 1.2. (1) Notice that (1.2) holds for all H(2n, m) (see section 3 below). We believe it is most possible to show (1.8) holds for all H(2n, m). By applying more properties of Bessel functions and Legrendre functions, we may prove it.
(2) Moreover, by a certain property of Beta function, we could get an upper bound for L(m) in (1.9).
(3) From the result obtained by Naor and Tao [17] or by [20] , we have (1.8) and (1.9) are better than (1.10). When m → ∞, for M = M CC , (1.9) is not always better.
(4) Observe that there exists a bound of type lim n−→+∞ M Cube L 1 −→L 1,∞ = +∞ for the centered maximal functions associated to cubes in R n ; see [1] for details.
Outline of the proof
The main idea of the proof has been pointed out in [12] . More precisely, by certain results in [10] , we need only to prove (1.8); by the recursion formula obtained in [11] , it is enough to consider the case of m ≥ 3 odd. To this end, we divide the proof into two cases: in the first case, we get the uniform lower bound for the Poisson kernel; in the other case, we obtain good estimations of (−Δ)
. This paper is organized as follows: some properties of Bessel functions and Legendre functions are presented in section 2. In section 3 we review the heat kernel, the Poisson kernel and Green function on H(2n, m). In section 4, we prove Theorem 1.1 for m ≥ 3 odd and d K metric, and Theorem 1.1 for m ≥ 2 even and d K metric is proved in section 5. In section 6, we prove Theorem 1.1 for d CC metric.
Notation
We shall use C, C , A, A , etc. to denote absolute positive constants whose value may differ at each occurrence.
For two functions f and g, we denote
Review of Bessel functions and Legendre functions
In what follows, we denote J ν the Bessel function, for ν > − 1 2 and −π < arg z < π, defined by (see for example [16] , p. 65 and p. 79)
In particular, we have the following estimate which will be used repeatedly:
Recall that (see for example §3. 1 
In the case of m ≥ 3 odd, J m−2 2 (λ) is a simple function; see for example [16] , p. 72, or §8.46 in [6] , pp. 924-925, or [24] , p. 53. More precisely,
where
Recall that for (μ + ν) > −1 and s > | a|, one has (see [16] , p. 446)
where P −ν μ (r) (−1 < r < 1) is the Legendre function ("on the cut") with the parameters μ and −ν.
When n ∈ N * and m ≥ 2 satisfies (1.4), one has for all 0 < θ ≤ π 2 (see [16] , p. 188 and p. 203)
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Throughout this paper, we will adopt the following estimate (see for example [16] 
, where o is the identity of H(2n, m).
The heat kernel. We will need the following expression of p
In particular,
It follows that
By (2.3), we have (see also (1.12) in [11] )
Notice that, for m, n ∈ N * , for all (x, t) ∈ H(2n, m) with |t| = 0, we have (see
The Poisson kernel. By the formula of subordination, i.e.
it follows from (3.1) and the Fubini theorem that
it follows that P (2n,m) (x, t) = P (n, m, |x| 2 , |t|). Applying (3.5), one gets
By (3.6) and (2.5), one can rewrite
Let Q = 2n+2m be the homogenous dimension of H(2n, m). We have the following time scaling property for the Poisson kernel:
Note that for m ≥ 3 odd, by (2.4) and (3.7), one has
Substituting into (3.6), it yields
Green function. For (x, t) ∈ H(2n, m) with |t| = 0, the Green function G(x, t) is the kernel of the operator (−Δ) −1 which can be expressed as
2 , |t|). For the Heisenberg group H(2n, 1), i.e. m = 1, we have (see [5, 7] )
By (3.4), it follows that
Combining this with (3.13), through direct computation, yields
which has been obtained by [7] ; see also [8] . By (3.5), we have, for (x, t) ∈ H(2n, 2k),
Together with (3.14) and (3.15), (1.2) follows easily by direct calculation. The proof follows the idea for the case of Heisenberg group (see [10] ). More precisely, we consider the Poisson semigroup on H(2n, m), e
As
by the Hopf-Dunford-Schwartz maximal ergodic theorem, one has
To prove Theorem 1.1 for M = M K , one needs only to prove that there exists a constant A > 0 such that for all n, m ∈ N * verifying m 2 log n, one has , m) ).
To this end, we shall divide the proof into two cases: a) √ nφ ≥ C * m with φ defined by (4.2) below and C * 1 to be determined later; b) √ nφ < C * m. For case a) we adapt the method in [10] to prove (4.1). The key point here is to get the uniform lower bound for the Poisson kernel. For case b) we adapt the method in [12] to prove (4.1). The key point here is to get good estimations for (−Δ)
). For M = M CC , we will prove the desired result by comparing with the case of M K .
Lower bounds for the Poisson kernel P (x, t). In what follows, one denotes
In fact, for all 0 ≤ ≤ π 2 and for ι ∈ R, one has (see [2] , p. 645)
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use By Cauchy's fundamental theorem, one gets
it follows that
Give σ = σ(m) > 0 which will be determined later (we remark here that we can choose σ = m
We have W = W 1 + W 2 . First let us estimate W 2 . Note that
Hence, as n −→ +∞ and d K (x, t) n 1 2 , one has 
Note that there exists a constant C > 0 such that for all −m
Thus, by (4.
Moreover, in the case of
1, by the fact that m < 3 log 2 (2n), one has 1 4 sinh (r + iφ) r + iφ
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One can write
Combining this with the facts that
, (see [16] , pp. 6-7),
n −→ +∞ (see [16] , p. 6 and p. 12), one has
On the other hand, observe that for 1 ≤ α ≤ m−1
) .
Together with (2.7), (4.7) and the fact 0 ≤ φ ≤ 
,
and O(1) ≤ C 2 independent of (2n, m, k, j). Note that m ≤ 2 log 2 (2n) + 4,
Thus, one has for 0 ≤ j ≤ m−1
and
Recall that (see for example [16] , p. 3)
One has for 0 ≤ j ≤ m−1
Therefore, when √ nφ m 1 holds and σ = 1 √ m , combined with (4.6) and (4.7), one has
) . 
Estimate of (−Δ)
Throughout this subsection, we assume φ defined in (4.2) satisfies √ nφ ≤ C * m, which will be used repeatedly.
For ω ≥ 0, g = (x, t) ∈ H(2n, m), one has (−Δ)
Substituting (3.1) into (4.9) and applying the Fubini theorem, it follows that 
Thanks to (2.5), one has
Substituting into (4.10), we have, for g = (x, t) = o, 
The main result in this subsection is the following lemma.
Lemma 4.2. There exists some function E(n, m; θ) = O(
Proof. Recall that for m ≥ 2, we have (see [16] . p. 188 or [6] , p. 961):
(cos θ)
By change of the variable with t = y sin θ, one has
L. 
Note that one has 
, where the last equality follows from (2.1). For m ≥ 3, combining this with (4.22), (4.23), (4.24) and (4.25), one has
Notice that for 0 < mθ
By (2.2), we get the desired result. Substituting (4.21) into the expression (4.19), we have dr.
Estimates of M
We have the following estimates for M 11 and M 12 . The proof is postponed until the Appendix. 
Here K ν (z) is the modified Bessel function defined by
Hence we obtain from (4.26),
Furthermore one has the following estimate by (7.7) in the Appendix, for m 2 log n:
Recall that
(cos ϑ)dr (see (4.20) ), where R is defined in (4.18). Combining with (2.6) and (4.14), we have
where the last inequality follows from (2.7) and
Notice that for n large enough,
By (4.29) and (4.30), it follows, for some constant 
Proof. Recall that (see (3.16)),
Combining this with the estimate (4.34) and the property Γ(r + 1) = rΓ(r)(r > 0), one has
Thanks to the property Γ(2z) = π
; the last inequality follows from (2.7). The desired conclusion follows.
Now we are in a position for the
Proof of (4.1). To prove the desired result, we divide it into two cases.
where the last inequality follows from Proposition 4.1. By the scaling property of
Together with (3.16), it follows for all g = (x, t) ∈ B K (o, 1) that
Thanks to (2.7),
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Choose s(n) = 1 C * √ n ; (4.1) follows directly.
. By Proposition 4.4, there exists c > 0 such that for 0 < d K (g) < 1, we have
Combining this with Lemma 4.5, it is clear that (4.1) holds. In all, if we choose s(n) = 100 √ n , then (4.1) holds.
Remark 4.6. From the above proof, we remark that there exists a constant c > 0 such that for log n l 2 with l odd, we have ∀0 < (|x| 
However, by the change of variable √ w 2 − 1 = s/|t|, we have
dτ.
Proof of Theorem 1.1 for M = M CC . For m fixed, the desired conclusion follows directly from the one with M = M K and the above two lemmas. dr.
Applying the differential mean value theorem to the function z → z −ν J ν (z), one gets sinh r r − cosh r · Θdr,
Υ dr, and
Observe that
We have the following (see for example [16] , p. 105 or [6] , p. 678): where the last inequality follows from (2.7).
Combining with (7.5), (7.6), one has, for m Proof. Since the proof is similar for E 10 , E 11 , E 12 , we only prove
Notice that sinh r r − cosh r ≤ c sinh 2 r, ∀0 < r < 1.
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