This paper focuses on the prediction of users' favourite photos in Flickr. We propose a multi-modal, machine learned approach that combines social, visual and textual signals into a single prediction system. Although each individual user has different motivations for calling a photo a favourite, we show that the textual, visual, and social modalities effectively capture the needs of most active Flickr users.
INTRODUCTION
The main contribution of the research presented in this paper is a machine learned approach for predicting which photos a user is likely to call a favourite based on social, visual, and textual signals. Secondly, we provide an in-depth analysis of user behaviour in Flickr, and show how this effects their decision to label photos as favourites. There are Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. many reasons why a user may call a photo a favourite. Motivations include the topical interest of the image, e.g. the user likes wildlife, buildings, or landscape photography. Another is the social connection between the photo owner and the user that marks the photo as a favourite. A third motivation is that the aesthetics of a photo appeal to the viewer.
The research presented here aims to capture those trends in user preferences by analysing features that can be derived from large scale public Flickr data.
After extracting the social, visual, textual features for a set of users that have marked photos as favourites, we train a classifier using gradient boosted decision trees. We identify two scenarios that influence our data set design. For the first scenario, we collected the photos labelled as favourites from a set of 100 active users in Flickr, and we added randomly selected, non-favourite photos to provide the negative examples. The second scenario contains the same positive examples, but the non-favourite photos are selected at random from the social network of the user who has called a photo a favourite. We include the second scenario because in general users are more likely to be exposed to photos of their contacts and the groups they participate in than completely random photos, due to the interface design of Flickr.
Through an empirical evaluation we measure the effectiveness of our predictions in terms of accuracy, precision and recall. Across both scenarios, we compare the performance of the runs of the individual feature types as well as the runs of their various combinations. In addition, we study feature importance to identify the contributions of the different modalities in predicting a user's favourite photos.
Related Work
Social media sharing sites are characterised by the large scale annotation of media, combined with a social network. This naturally allows for the identification of the three modalities used in the paper: visual characteristics that can be extracted from the media content, the textual annotations provided by the uploading user, and last but not least the social dynamics that arise from users sharing their photos and videos.
Social dynamics. Lerman and Jones [3] studied social influences when browsing. We take these ideas further by actively modelling explicit and implicit social connections between users in order to exploit this information when recommending photos. Some of the social features we investigate in this paper have been previously looked at, but in other contexts.
Visual characteristics of media. Photos are obviously visual media and their content can be useful, but it can also be difficult to use effectively due to the semantic gap between low-level image features and their high-level meanings. The use of visual content within the context of image recommendation was demonstrated by Kim et al. [2] and although it proved useful in their work, we believe that the social component in Flickr is stronger and therefore more useful for our recommendation task. San Pedro and Siersdorfer [4] demonstrate how basic visual features can be effectively used to rank photos according to their attractiveness. We adopt some of the visual features proposed in that work to capture the aesthetics of an image, but we extend this visual set with other effective features.
Recommender Systems. The value of tag recommendation for photos has been demonstrated in the work of Sigurbjörnsson and van Zwol [5] and that of Garg and Weber [1] who showed that focusing on the meta data of the aggregated community can help individual users, the latter involving personalisation. Two issues that recommender systems can suffer from include the sparsity problem and the new-item problem. These have been addressed in the work by Kim et al. [2] who also dealt with photo based data sets. Unlike in this work they focussed on mobile user interfaces, which have a different set of priorities for recommendation systems.
PREDICTING FAVOURITE PHOTOS
We envision the scenario where a user is exposed to an incoming stream of photos that are being uploaded into a system like Flickr. Obviously this would include many photos, few of which would interest the user and so we use our trained classifier to make a judgement for each incoming photo based on the extracted features. Those that are judged as likely to be relevant we then show to the user. This might be in isolation, or these photos can be emphasised among the others while remaining part of an incoming photo stream.
We train a classifier, using gradient boosted decision trees that are fed with large sets of positive and negative examples, e.g. photos that are labelled to be a (non) favourite by a particular user. We then extract both user and photo dependant features for each "photo-user" pair. The features can be grouped into three categories: social, visual, and textual features.
Gradient Boosted Decision Trees
We have the learning objective of predicting whether a user will mark a new and unseen photo as a favourite. This can best be treated as a classification task. We chose stochastic gradient boosted decision trees (GBDT) as our mechanism as it is a widely used learning algorithms in the field of machine learning. For the research presented here we used least squares regression as our loss function. In related work, we find that GBDT using pairwise and ranking specific loss functions have performed well at improving search relevance [7, 8] .
The effectiveness of our classifier depends on its ability to correctly predict favourite photos, while minimising false positives. If such an application would return many false positives the user is unlikely to value the application. In terms of precision and recall, the objective is therefore to optimise for precision, while maintaining an acceptable level of recall.
Use-Case Scenarios
To train a model, we cannot rely on positive judgements alone. We therefore sample at random for each user in our training and test sets a number of photos that the user has not labelled as a favourite. For that purpose we consider two scenarios. In the first scenario, we assume that the prior probability of a user having seen a certain photo follows a uniform distribution. In that case, the negative judgements for a user are sampled at random over all photos in Flickr that were not called a favourite by the user. We refer to this scenario as the Random Scenario.
In reality, the social dynamics and interface design of Flickr, and other social media sharing sites, influence which photos a user is likely to be exposed to. This is reflected in the Social Random Scenario, where the set of negative judgements for each user is pooled at random from the nonfavourite photos belonging to that user's contacts and groups.
Multi-modal Feature Space
We use a total of 74 features for each example, based on information extracted from the photo, the user marking a photo as their favourite, or a combination thereof. We argue for the necessity of a multi-modal approach that captures the topical, visual, and social signals that play a role in the user's decision. Based on manual inspection of the favourite labelled photos in our data we hypothesize that (1) favourite images tended to be visually pleasing, e.g. sharp, high quality, etc. We also observed that (2) a large number of users focussed on a small number of topics of their interest, like children, cityscape, flowers, nature, or portraits and that (3) in many occasions favourite photos were posted in a group the user was subscribed to, or the photo was taking by one of the contacts in that user's social network.
The visual features used for our experiment are only dependent on the photo, e.g. they are independent of the user who marks the photo as a favourite, while our social features tend to depend on the user. The textual features are derived from the tags associated with a photo, and the tag vocabulary used by that user to annotate their photos or the tag vocabulary formed by the photos that were called a favourite by that user. Therefore the textual features depend both on the photo and the context of the user.
Data Sets
Previously [5] it was observed that users with over 100 favourite photos account for approximately 10% of the Flickr population. The root of our data set is a group of 100 users on whom we train and test our classifier. We selected 100 users at random from among those that have at least 100 "Favourite" labelled photos in Flickr, giving us a total of 44,322 photos. This meant that our classifier would have a good number of positive examples to learn from.
Based on the scenarios that have been introduced in the previous section, we constructed two negative sample sets.
Random Scenario. The data set for the random scenario consists of the 44,322 positive samples, complemented with 288,139 photos randomly selected from throughout Flickr that have not been labelled as a "Favourite" by any of our 100 test users.
Social Random Scenario. For the social random scenario we also pooled 288,139 photos. But this time the photos were pooled at random from the user's social network, maintaining the same 1:6.5 ratio of positives-to-negatives. We ensured that none of the selected photos had been labelled as a favourite by that user.
For each sample in both data sets we then extracted the social, visual, and textual features. Finally, both data sets have been split, using 70% of the data for training the classifier and 30% for testing the performance. While splitting the data, we ensured that for each user 70% of the labelled data was used for training and 30% for testing. Furthermore, we also maintained the 1:6.5 ratio of positive and negative labels for each user. To ensure that we can compare the performance across the two data sets, we made sure that the test set for both collections contain the same positive examples.
EVALUATION
In this section we evaluate the effectiveness of the GBDT to predict which photos a user is likely to call a favourite. We define the experimental set up, present the results of the evaluation, and a discuss the feature importance of our best performing strategies.
Experimental Setup
For the experimental set up we define a set of prediction strategies, our test collection, and the evaluation metrics as follows.
Prediction strategies. Naturally, we can identify a number of prediction strategies, through combination of different types of feature sets. For the experiment we have defined the following prediction strategies, also known as runs: Textual, Visual, and Social runs containing the features of one particular type, and various combinations thereof: Textual+Visual run, Textual+Social run, Visual+Social run, and a Text+Vis+Soc run.
Test sets. Each of the 7 runs defined above can be evaluated against both test sets, e.g. the Random Scenario, and the Social Random Scenario. Details of the test set construction are given in Section 2.
Evaluation metrics. We consider the task to be a classification problem, and we therefore adopt the following metrics for the evaluation of the prediction performance. These metrics are based on the ability of the system to correctly predict a photo as a favourite (positive/negative) and its conditional state (true/false), using: Accuracy, precision, and recall.
Since the objective is to provide the user with a tool that would suggest photos that they are likely to call a favourite, we aim to optimize the positive precision over positive recall. A lesser weight is given to the negative precision/recall.
Evaluation Results
In this subsection we present and discuss the results of the experiment. We first discuss the overall performance of the different strategies, and then examine more closely the performance per user on the different types of features. Overall performance. We begin our discussion of the results with the performance on the test set of the Random Scenario. Table 1 shows the overall performance of the 7 strategies on this test set. We can immediately observe that all strategies perform well in terms of accuracy (≥ 0.88) and positive recall (≥ 0.84), but that there is great variability in terms of positive recall, which ranges from [0.15 . . . 0.91].
The negative recall is always high (≥ 0.99), and the negative precision is high as well (≥ 0.88). As can be expected, the prediction of the Visual run has the lowest performance, in particular this run is suffering from a very low recall. Also immediately clear is that the 4 social runs outperform the non-social runs in terms of accuracy, positive precision, and positive recall. Combining the social features with the visual features leads to a marginal improvement of the accuracy and the positive precision, but significantly increases the recall. Adding the textual features to the social and visual features does not have a visible impact on the performance. We tested the performance of the different strategies for statistical significant differences using a paired T-test on the accuracy, positive precision, and positive recall metrics. We found statistically significant differences for all pairwise comparisons of our 7 strategies at the level p < 0.05, with the exception of the Social+Visual run vs. Text+Vis+Soc run on all metrics. For the positive precision metric there was also no statistically significant difference found between the two runs Visual+Social run and Tags+Social.
The performance on the negative precision and recall is not surprising. The number of negative samples vastly outnumbers the positive samples. To put the results of Tables 1  and 2 in context, if a photo from our test collection is selected at random the probability of it being a favourite would be around: 1/(1 + 6.5) ≈ 0.13, across all users. Predicting the favourite photos is therefore not a trivial task. Table 2 presents the results of the prediction strategies on the Social Random Scenario. A quick comparison between the two scenarios tells us that the performance is lower for the Social Random Scenario, simply because it is harder to distinguish the true and false favourites as the photos in the test collection are all sampled from the user's social network. Although the effectiveness of the social features is undermined by the method for pooling the photos into the test collection of the Social Random Scenario, we still observe that the 4 social runs outperform the other feature types, but the differences in terms of accuracy are not as big as for the Random Scenario. Striking to see is that the Visual run achieve a perfect positive precision (1.0), but at the cost of a very low recall (0.085). Concerning the Textual run it can be observed that both positive precision (0.48) and recall (0.18) have dropped significantly. One plausible explanation is that there is less divergence in the topics of interest of a user and its immediate social neighbourhood, then when comparing the topical interest of the same user with a random user on Flickr.
Optimal performance in terms of accuracy (0.93) is achieved for both the Visual+Social run and the Text+Vis+Soc run. However, the positive precision of the Visual+Social run (0.89) outperforms that of the Text+Vis+Soc run, at the cost of recall (0.56 vs. 0.62). We therefore conclude that a GBDT model, based on both visual and social features gives best performance if the objective is to achieve the highest possible precision in the favourites prediction, while by trading in a little bit of precision the recall of the predicted favourites can be increased when training a GBDT model using all features.
The analysis of the statistical significant differences between the runs revealed that all differences are statistically significant, with the exception of the differences between the Social run and the Text+Vis+Soc run on the positive precision metric, using a paired T-test with significance level of p < 0.05.
Analysis per user.
Although we have shown that the prediction strategies are overall highly effective, we wish to investigate whether this performance is consistent for all users, or if there are certain types of users that would benefit more than others. We'll first inspect the variance in performance for the different users in terms of positive precision, and then examine if the results reported here are possibly influenced by our choice to construct our test collections around highly active users. Table 3 present the minimum, maximum, mean and standard deviation of the positive precision per user, split by the 3 types of features. It clearly shows that there is a large diversity in terms of prediction performance across the different users, in particular this is the case for the textual and visual features. Most of the users in our pool seem to benefit from the available social network, given the high average (0.827), and small standard deviation (0.1803). In contrast, some of our users clearly benefit from the visual features, while for other users the visual aesthetics are either not important or not captured by our set of visual features.
CONCLUSIONS
The main contribution of the research presented in this paper is a machine learned approach for predicting which photos a user is likely to call a favourite based on social, visual, and textual signals. The proposed approach reduces the effort the user has to put in finding images relevant to them, a significant problem in on-line media sharing sites like Flickr that contain billions of images.
We have investigated the effectiveness of our gradient boosted decision trees in terms of accuracy, precision and recall. We have shown that the performance of our classifiers is very high, implying we can make very accurate suggestions as to whether a user is likely to call a particular photo a favourite or not. Through the analysis of our wide range of features we have shown that social features, not previously used much in the field of image recommendation, are of particular value.
In both of our defined scenarios, the social features are dominantly responsible for setting a good baseline performance, but the inclusion of visual and textual features is needed to boost precision and recall. In particular, we have found that for the Social Random Scenario the combination of visual and social features leads to the best performance in terms of accuracy and positive precision. The inclusion of textual features then boosts the recall, at the cost of precision.
