Abstract: In this brief note it is shown that the linear matrix inequalities that result from the application of interconnection and damping assignment passivity-based control to general linear time-invariant systems are feasible if and only if the system is stabilizable. A very simple proof of this fact is given that, in contrast to previous results, does not require the assumption that the system has no uncontrollable pole at s = 0.
INTRODUCTION
Interconnection and damping assignment passivity-based control (IDA-PBC) is a highly successful controller design technique that achieves stabilization of equilibria of nonlinear systems assigning a Port-Hamiltonian (PH) structure to the closed-loop. See, e.g., [1] , [2] , [3] . The key step in the design is the solution of a partial differential equation (PDE), which characterizes all assignable energy functions.
In [4] it was shown that, in the case of linear timeinvariant (LTI) systems, the PDE becomes a linear matrix inequality (LMI), which is feasible if and only if the system is stabilizable. To establish this result some rather involved derivations are needed in [4] . Moreover, to include in the LMI the design paramters of IDA-PBC, it was assumed that the system has no uncontrollable pole at s = 0. In this brief note we provide a very simple proof of the equivalence between IDA-PBC and stabilizability that, furthermore, obviates the aforementioned assumption. See Remark 5 for further details.
The remaining of the paper is organized as follows. To place the result in context the IDA-PBC procedure for nonlinear systems is briefly recalled in Section 2. The main result of the paper is given in Section 3. An example that illustrates the result is given in Section 4. The paper is wrapped-up with some concluding remarks in Section 5. 
INTERCONNECTION AND DAMPING ASSIGNMENT PASSIVITY-BASED CONTROL
IDA-PBC was introduced in [1] , [2] as a procedure to stabilize a desired equilibrium for physical systems described by PH models. The procedure was extended in [3] to affine nonlinear systems of the forṁ
where x ∈ R n is the state vector, u ∈ R m , (m ≤ n), is the control input and f : R n → R n , g : R n → R n×m are smooth mappings with rank{g(x)} = m (for all x).
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The basic idea of IDA-PBC is to transform the system (1) into a PH system with some desired energy function via static state feedback. The main result of IDA-PBC is summarized in the following proposition whose proof can be found in [3] . Proposition 1. Consider the system (1). Define g ⊥ : R n → R (n−m)×n to be a full rank left annihilator of g(x), i.e., g ⊥ (x)g(x) = 0, and rank{g
Assume there exists a mapping F : R n → R n×n and a function H : R n → R such that the following holds.
A.1 (Matching condition)
The system (1) in closed-loop with the static state feedback 
Remark 2. As discussed in [3] the matching equation (2) can be solved in different ways. If the matrix F (x) is fixed, (2) is a PDE that needs to be solved for H(x). It will be shown below, see also [4] , that for LTI systems with linear state feedback this PDE becomes an LMI. Remark 3. In PH models F (x) is usually expressed in the form
, where sym{J(x)} = 0 and R(x) = R (x) ≥ 0. For physical systems, the matrices J(x) and R(x) capture the interconnection between the subsystems and the damping, respectively. See [5] and [6] for further details. The fact that F (x) is assigned to the closed-loop systems motivates the name IDA-PBC for this design procedure.
IDA-PBC IS EQUIVALENT TO STABILIZABILITY FOR LTI SYSTEMS
The main result of the paper is presented in the proposition below. For simplicity, and without loss of generality, the desired equilibrium to be stabilized is taken to be the origin. Proposition 4. Consider the LTI systeṁ 
where
Proof. (C.1 ⇔ C.3) This equivalence is well-known, see e.g. [7] , and the proof is given only to fix the notation that will be used in the sequel. First, notice that with the definitions
where K ∈ R m×n . The LMI (5) transforms into the classical (nonlinear) matrix inequalities
which are clearly equivalent to stabilizability of the pair (A, B).
(C.3 ⇒ C.4) Given K and P solution of (7), set
which, in view of the second condition in (7), clearly satisfies sym{F } < 0. Now, (8) is equivalent to BK = F P − A.
(9) Multiplying the latter on the left by B ⊥ we get
which is the third equation in (6) with Z := P −1 .
(C.4 ⇒ C.3) Given Z and F solution of (6) define
Since Z −1 > 0, to establish (7)-and hence (5)-it only remains to show that sym{P (A + BK)} < 0. Towards this end, multiply A + BK on the left by the full rank matrix B ⊥ B to get
where we have used the definition of K in the first identity, and the fact that the third equation in (6) is equivalent to B ⊥ A = B ⊥ F P , for the second one. The identity above proves that S.1 There exist K, F, P ∈ R n×n , P = P , solution of
S.2 There exists P = P ∈ R n×n solution of
It is also shown in Proposition 9 of [4] that S.2 is equivalent to stabilizability of the pair (A, B) . There are two main differences of these results with Proposition 1. First, S.2 involves only one of the design parameters of IDA, the matrix P , while in C.4 both, P (= Z −1 ) and F , are treated as unknowns. Second, S.1 pertains to "full matching" of the dynamics. That is, existence of a state feedback u = Kx, such that the closed-loop system takes the Hamiltonian formẋ = F P x. On the other hand, C.3 is equivalent to the existence of a stabilizing feedback.
Under the assumption that rank
which is tantamount to saying that the system (4) has no uncontrollable pole at s = 0, it is shown in Proposition 12 of [4] that S.1 is equivalent to:
Once again we remark that S.3 depends only on F -and not on P . It should be underscored that assumption (12) is conspicuous by its absence in Proposition 1. Furthermore, the complexity of the derivations of [4] should be contrasted with the simplicity of the proof of Proposition 1 above-of course, as explained above, the problem that is addressed in [4] is different from the one treated in the present paper. It is, however, interesting that all these statements are equivalent to stabilizability of the pair (A, B) . Remark 6. The equivalence
which follows directly from the derivations above, reveals the nature of IDA-PBC (1):
• Impose with the control the "assignable" desired dynamics, which enters in Im{B}, and restrict with the matching equation the "non-assignable" part.
It is interesting that this, very simple construction-that carries out verbatim to the nonlinear case-has proven quite successful in many control applications.
AN EXAMPLE: MASS-SPRING SYSTEM
Consider the same example in paper [4] , a system of three masses and two springs, connected in series, with one of the spring constants being negative. The motion of such a system is governed by the following set of equations(in LTI form)
where q = (q 1 , q 2 , q 3 ) is the vector of generalized coordinates, which corresponds to the position of Mass I, Mass II, and Mass III; p = (p 1 , p 2 , p 3 ) is the vector of generalized momenta. We assume that the system is actuated by a force acting on Mass I, then the input u is a scalar, and B p = [1, 0, 0] . We also assume that all the masses of Masses I, II, III and the spring constant of Spring I are positive, but the spring constant of Spring II is negative.
We use IDA-PBC to stabilize the system (13) with respect to the origin. According to the numerical values in paper [4] , we can get 
To prevent the matrix Z from being close to singular or quite large, we could set the following condition 0.01 × I 6 < Z < 50 × I 6 , and in order to obtain sufficient but not excessive damping, we also set the following condition −10 × I 5 < B ⊥ (F + F )(B ⊥ ) < −0.001 × I 5 . Then the LMIs can be solved using the LMI Control Toolbox for Matlab, and we can get the following matrix
where 
Because
Using the LMI Control Toolbox, we can get the matrix Z easily. According to the equality, we can also obtain the matrix F which satisfies the condition. For the interconnection and damping structure matrix F = J d − R d , we can fix the matrix F , then solve the LMI. Set the matrix R d as diag{0, 0, 0, * , 0, 0}, then the second inequality in (14) becomes the equality. To overcome this obstruction we can either parameterize F , or recast the problem as a generalized eigenvalue problem(GEVP) [7] , which can be efficiently solved. The problem of finding Z to satisfy the condition can be recast as (see remark 13 in paper [4] ): find Z that minimizes δ, subject to
where M = B ⊥ AZ(B ⊥ ) + B ⊥ ZA (B ⊥ ) . Indeed, there exists a solution of LMI in C.4 if and only if the GEVP of minδ over Z subject to the above LMIs has a solution δ = 0. Remark 8. For the interconnection and damping structure matrix F , we have F + F = diag{0, 0, 0, −50, 0, 0} ≤ 0. However, if we choose the Lyapunov function as V = x Z −1 x, the largest invariant set contained in the seṫ V = 0 is the origin for the systemẋ = F Z −1 x. So the system is asymptotically stable.
CONCLUSIONS
In this brief note we have provided a very simple proof of the equivalence between stabilizability and IDA-PBC for LTI systems, first reported in [4] . Moreover, we have extended the result in [4] , by relaxing the assumption that the system (4) has no uncontrollable pole at s = 0.
