This paper begins by introducing a classic mathematical concept, the Fermat point, and we generalize it to the L p space and make it weighted. The note calls attention to the work of Weiszfeld in 1937, who may have been the first to propose an iterative algorithm. Then, we use the similar approach to construct a different iterative algorithm in P norm, and build specific solutions to special norms, one, two and infinity. Finally, the corresponding PASCAL-based program gives a satisfying result.
Introduction
The Fermat point optimization problem was named after the French mathematician Pierre de Fermat in a private letter in 17th century: Given three points in the plane, find the fourth point such that the sum of the distances to the three given points is the minimum. The problem is generalized by Simpson [1] to ask finding the minimum weighted sum of distances from three given points.
In this note, we consider a similar problem for M i = (m 
Fermat Point in Manhattan Norm
Manhattan distance is a life-like model in the artificial urban world that man has built. In norm one, the distance equation is defined as:
According to the definition of Manhattan norm, we built the target function,
Reorder and substitute the sets m
n into a increasing order, with its weight k ij , define,
Therefore, as function f j (x j ) are independent in different dimensions, the optimal point holds when the derivative in each dimension of f j (x j ) is zero or NOT exist.
Let
Therefore, the optimal point F (x 1 , x 2 , · · · , x n ) holds when the function satisfies,
From the equations above, we can see that Fermat point in norm-1 space may have infinity solutions. The visual representation with random 50 points in R 2 space can be illustrated as follows. 
Fermat Point in Euclidean Norm
The unweighted 3-points problem in the Euclidean Norm is the original Fermat Problem. A solution to the one is to construct equilateral triangles on the sides with the vertices pointing outward. The intersection of connected three circles through the vertices labeled the Fermat point in the example of Figure 3 , in which the black points are fixed points, and the red point is the Fermat Point. 
The Varignon Frame
A good tool that allow us to inspire into the problem that determine the solution is a mechanical analogue device The Varignon Frame named after the French mathematician Varignon. A board is drilled with m holes corresponding to the coordinates of the m fixed points. One string is fed through each hole and all strings are tied together in one knot. Below the board, weights are attached to the strings, such that the weights are proportional to the board. Given only gravity and in the absence of friction, the knot will then settle at the optimal point. A graph of the Varignon frame is shown in Figure 4 . Proof. Let the zero potential energy level is the ground, and height of this system is h, the length of these strings is l i , and its weight is G i , where i = 1, 2, · · · , m. We set up an initial point P in this system, then we have
When P is the minimal potential energy point, that is E(P ) is the minimum,
The Weiszfeld's Algorithm
The Weiszfeld's iterative algorithm [3] was proposed to the Fermat problem in R 2 space. The idea behind this algorithm, starting anywhere and trying to converge to F , is actually very simple. If F / ∈ M i , then the negative of the gradient of f at F equals,
Therefore, let R(F ) = 0 which is equivalent to,
Rautenbach [7] proposed an extension T * of T to R n space. Let P ∈ R n , (i) T * (P ) = P, if and only if P = F
(ii) If T * (P ) = P, then f (T * (P )) < f (P ).
Kuhn [4] proved the part (ii) and showed that, given an initial point X 0 ∈ R n , the sequence of points {X n } n∈N generated by the iterative process X k+1 = T (X k ) converges to the optimal solution of the Fermat problem if no point in the sequence is the vertex. In this last case, Kuhn claimed to have proved that this fact only occurs for a denumerable set of initial points. This result was modified by Chandrasekaran and Tamir [5] , who gave two counterexamples and established the following conjecture: "If the convex hull of the set of vertices is of full dimension, then the set of initial points for which the sequence generated by the Weiszfeld's algorithm yields in a vertex is denumerable."
Vardi and Zhang [6] improved the limit of Weiszfeld's algorithm in case of F ∈ M i appears in any iteration.
Fermat Point in Chebyshev Norm
The two dimensional Chebyshev distance has the similar property as the Manhattan distance. Hence, it can be viewed as the transformation of Manhattan distance, with the transformation matrix is
Proof.
However, the equivalence between L 1 and L ∞ cannot be generalized to the R n due to the obviously different properties on these two norms in higher dimensions.
Fermat Point in P -Norm
The L p Space are the certain vector spaces of measurable functions. A vector space on which a norm is defined is then called a normed vector space. It satisfies the following conditions, [8] • ||f || > 0 for f = 0
• ||f + g|| ≤ ||f || + ||g|| The Triangle Inequality.
For 0 < p ≤ ∞ we will denote the set of all µ-measurable functions, f , such that ||f || p is integrable by L p (X, F, µ). We define a real-valued function, || · || p , on L p by ,
For 1 ≤ p < ∞ this function is called the L p -norm, and that || · || p is a semi-norm on this vector space. For 0 < p < 1, L p is still a vector space, but || · || p is no longer a norm, although || · || p p can be used to define an interesting metric on L p . We will not consider this case further.
Lemma 5.1. If the points are not collinear, then f is strictly convex.
Proof. For X, Y, Q ∈ R n , and 0 < t < 1, the Minkowski inequality shows,
Hold if and only if X, Y, Q are not collinear, therefore,
Since f (x 1 , x 2 , · · · , x n ) is convex, it proved that the Fermat point exists and is unique within L p space. For ∇f = (
∂xn (x 1 , x 2 , · · · , x n )) = 0, the function gets the minimum. That is,
Therefore, we will have our generalized iterative algorithm,
The Implement Test
We build the PASCAL-based programs for the algorithms posted in this paper. The following tables below are test results for random test points. For the L 1 Space, the solution gives the exact result or range; for the other L 2 and L p Space, the programs also add the precision for the better implement. 
