ABSTRACT. We give a brief account of some of the traditional ways that genetic algorithms have been applied, and explain how our approach to the use of genetic algorithms for solving problems in combinatorial group theory differs. We find that, in our situation, there seems to be a correlation between successful genetic algorithms and the existence of good non-genetic, sometimes deterministic, algorithms. We use a class of equations in free groups as a test bench. In particular, it allows us to trace the convergence of co-evolution of the population of fitness functions to a deterministic solution.
suggest the existence of a good and practically feasible polynomial algorithm. This is how Neal Koblitz put it in [18, p. 37 
]:
The experience has been that if a problem of practical interest is in P , then there is an algorithm for it whose running time is bounded by a small power of the input length.
While algorithms for solvable problems may be optimized and otherwise adapted for the computers, the unsolvable ones pose the real problem. One may see it as a consolation that many interesting problems are recursively enumerable. Consider, for example, the word problem in a finitely presented group. It is easy to write a program which would list all words representing trivial elements in a given finitely presented group by enumerating all consequences of defining relations. So any trivial element will eventually appear on the list. The problem is, no matter how short your word is, there is no recursive bound for the number of consequences we need to look through in order to find it. For many group theorists of the past, "decidable" simply meant that the length of words which had to be tediously checked one by one was recursively bounded. Observe, however, that in this circumstances even a constant bound is not good enough. For example, given a group with five generators (ten, if counting inverses), we already have 10 10 words of length ten. Well, given a good computer we can enumerate all these words. What about words of length 20? No computer can do 10 20 , not now, not in 10 years. The fact is, as soon as we encounter full search, even with a very good constant bound for the lengths of words involved, the algorithm almost immediately becomes computationally unfeasible.
The alternative to the (bounded) full search is the random selection method. Just pick a random number of randomly chosen consequences of the given relators, freely reduce their product and compare the result with your word. The chance that you get a match is as negligible as before. If the probability of finding the wanted word is, say, 10 −20 , then it is smaller than the probability of a hardware error in your computer.
The third approach for searching words is to find ways of guessing words which are more likely to be solutions, thus utilizing a priori information about the intrinsic structure of the problem. The subject of this paper is one of its possible realizations. It is known as a genetic search or genetic algorithms and has already become immensely popular in many branches of engineering and applied mathematics-just do a Google search to see for yourself. Although the bandwagon of genetic algorithms is rolling at full speed [19] , their uses in group theory are relatively new [25, 26, 27 ].
Our projects.
This paper discusses the results of two experimental studies of the behavior of genetic algorithms adapted for solving specific problems in combinatorial group theory.
The first one, on equations in free groups and free semigroups, was conducted by Dmitry Bormotov at the City College of New York, mostly in the framework of the MAG-NUS project [23] . The genetic algorithm research in MAGNUS has been initiated by Gilbert Baumslag. The second one was carried out by Richard Booth at UMIST, Manchester, United Kingdom, under the auspices of the MathFIT (Mathematics for Information Technology) programme of EPSRC. The philosophies of the two project were different but complemented each other: the MAGNUS project was oriented towards the efficient solution of concrete instances of hard problems as they appear in practical use of group theoretic computations. To give a flavor of this approach-and an example of an application of traditional genetic algorithms for solving equations in free groups and semigroups as implemented in MAGNUS-Sections 6 and 7 discuss a genetic algorithm solution of the genus problem [7] .
The MathFIT project started later. Its aim was an experimental exploration into the possible reasons that genetic algorithms appear to be so efficient in solving particular classes of group-theoretic problems, and into the limits of their applicability to solving problems in combinatorial group theory. In particular, the MathFIT project concentrated on the thesis that Behind every efficient genetic algorithm for solving a sufficiently wide class of group-theoretic problems lurks a good deterministic algorithm.
To that end, we were looking at the class of equations in free groups with one variable as a test bench for tracing how co-evolution of a genetic algorithm itself converges to a deterministic algorithm.
What are genetic algorithms?
A genetic algorithm [28, 29] is a search strategy for finding an optimal value in the space of all possible values. Both the terminology and the idea are inspired by biology; we iterate a process which produces a set of new values as small modifications and combinations of our current set, favoring the more optimum ones.
We act on a multiset of values, which we call a population. The values are encoded into chromosomes; traditionally these are viewed as a simple fixed-length string of bits, but increasingly problem-specific representations reflecting the structure of the search space (the set of all possible chromosomes) are coming into use. After some initial population is generated (often at random), the genetic algorithm itself is applied iteratively to the population.
Members of a population are assessed by a fitness function; our objective is to find a chromosome of maximal (or minimal) fitness. Chromosomes are selected to reproduce at random, usually in such a way that fitter chromosomes are more likely to be selected. There are two basic kinds of reproduction operators. Mutation is typical of an asexual operator, in which a single parent chromosome is altered in some (generally random) way to produce a new one. Crossover is typical of a sexual operator, in which two parent chromosomes are combined to produce a new one. In n-point crossover, each parent is cut into n+1 segments at random points; the offspring is obtained by combining odd-numbered segments of one with even-numbered segments of the other.
The genetic algorithm produces a new population from the old by replacing some, or all, members of the old population with offspring of one or more reproduction operators, the inputs for which are chosen by one or more selection functions. The algorithm terminates when the fitness of the most fit chromosome reaches a threshold level, and may terminate under other circumstances, such as reaching a certain number of generations.
2.
A genetic algorithm framework on the free group 2.1. The statement of the problem. Given a free group F we define an equation in variables x 1 , x 2 , . . . , x n over F as formal equation of the form
where g i ∈ F , i = ±1. The problem is to find a solution, i.e. a substitution for the variables x i such that the equation becomes identity in F . What follows is a brief discussion of some known theoretical results. [24] showed that there exists a recursive function f (u) such that an arbitrary equation S = 1 (over a free group F ) has a solution in F if and only if it has a solution of length at most f (|S|), where |S| is the length of equation S. Obviously, the complexity of this algorithm is similar to the full enumeration described above.
2.1.4. The quadratic case is the principal one. At the theoretical level, Kharlampovich and Myasnikov [17, Theorem 2] showed that the problem of solving an arbitrary equation over a free group can be reduced to solving non-degenerate triangular quasi-quadratic systems. See [17] for the rather technical details.
2.1.5. Application of genetic algorithms. In this paper, we concentrate on two special classes of equations: equations with one variable (Sections 2, 3 and 5), and equations for the genus problem (Sections 6 and 7). The special cases of the latter are reduced to especially nice quadratic equations: they do not involve cancellations hence can be solved in a free semigroup.
We wish to emphasize that the algorithms for solving equations in free groups and free semigroups as implemented in MAGNUS [23] can be applied to any equation or system of equations with computationally feasible sizes of input and expected solution. They have been tried for many classes of equations and show good performance.
2.2.
Genetic algorithms for solving equations: general discussion. To explain our approach to the use of genetic algorithms for solving problems in group theory we need to discuss first some general methodological principles.
Let us consider the traditional applications of genetic algorithms. In general, they are used as optimization strategies, applied to problems where the concept of an exact solution or solutions is not meaningful. Especially in the early days, the chromosomes tended to be fixed-length bit strings, which may or may not have mapped in a nicely structured way to the objects they represent, and the breeding methods act directly and naively on these bit strings.
In our case, we are trying to use these techniques to solve equations in groups, and so we are in a very different situation. We are attempting to find exact solutions of a problem or class of problems, optimizing a fitness function that is in some sense a measure of distance from a solution. Our chromosomes are group elements expressed as words; they are not fixed length, and they reflect the structure of the group in a more or less natural way.
What we are really seeking to do is to understand what happens when we try to attack these equations, and it is natural to pick a group to study in which the mapping from reduced words to the group structure is as transparent as possible: the free group, with no non-trivial relations.
When looking at the free group, our chromosomes are little more than wrappers around free group elements (in fact, in our computational implementation, the chromosome does nothing more than cache previously calculated values for the fitness of the group element inside, and keep track of when the fitness needs recalculating). The group elements, in turn, are easily represented as vectors of integers, n mapping to the generator x n for n positive and x −1 n for n negative. Our initial population is generated as strings of random letters of some fixed length; after free reduction, this leaves some variation in the lengths of the initial words.
Reproduction operators.
Our reproduction operators take two parameters: the existing population of chromosomes, and a natural number of offspring to produce. They include the following types:
• Asexual: each of these uses a selection function, discussed later, to supply a parent chromosome from the population. This is then passed to the routine producing the new chromosome. For multiple offspring, repeat the process.
-Insertion: insert a randomly chosen letter (free generator or inverse) in a randomly chosen position. -End insertion: insert a randomly chosen letter at one of the ends of the word.
-Mutation: replace the letter at a randomly chosen position with a randomly chosen letter. -Deletion: remove the letter in a randomly chosen position. -Lazy crossover: choose a random position, cut the word in two at that point.
Randomly select one part to keep, and discard the other.
• Sexual: use a selection function to supply two parent chromosomes from the population. For multiple offspring, repeat. The only sexual reproduction operator we have used is crossover; randomly select a real number r between 0 and 1. Cut each of the parent chromosomes into two parts such that the left part is of length approximately r times the length of the original chromosome. Return the chromosome whose left end is the left part of one and right end is the right part of the other.
• Survival: to produce n offspring, return the fittest n of the current population unchanged. In many engineering applications of genetic algorithms a less elitist approach is used. Our experience, however, showed that the strict elitist approach is the most suitable for our purposes.
Roulette selection.
Our selection function is always some variant on roulette selection. Traditional roulette selection is as follows: let the population size be p, the population members be c i for 1 i p, and the fitness of a chromosome be written f (c), and set the wheel size W by
To select a chromosome, choose an integer j uniformly at random from 0, . . . , W − 1 and find k minimal with
Then the function has selected c j . The analogy with roulette is a wheel with f (c) slots corresponding to each chromosome, so that chromosomes are selected in proportion with their fitness.
Since we use fitness function with 0 maximally fit and attempt to minimize, traditional roulette selection would select least fit chromosomes most often. Thus we assign slot counts according to
and s is a non-negative integer smoothing parameter.
Fitness functions.
For a given problem, a strict fitness function satisfies f (x) 0 with f (x) = 0 if and only if x is a solution.
A loose fitness function satisfies
All strict fitness functions are also loose fitness functions; the sum of any number of fitness functions with non-negative weights is also a fitness function, and is strict if any of the components is strict (and has non-zero weight). Our fitness functions are normally built from simple components in this way.
Our problems are normally to solve a given equation, represented as a word E(x) in the variable x with solution given by E(x) = 1. Our typical strict components are:
length of the (reduced) word E(x).
• Cyclic Hamming distance: here our equation has a distinguished left side L (x) and right side R(x),
The Hamming distance of two words is the minimal number of differences possible comparing places between the two words with some fixed offset; if differences in length occur, these are thought of as comparisons between letters and the null letter, and are counted as differences between the words. The cyclic Hamming distance is the minimal Hamming distance comparing all cyclic shifts of L(x) and R(x).
For example, the cyclic Hamming distance of x 1 x −3 x 2 x 5 and x 5 x −3 x 3 is 2. Loose fitness functions which are often added in include:
• The total number of letters of E(x) (reduced) which are from constants (that is to say, were not part of occurrences of x before free reduction). This is, of course, dependent on the exact sequence of operations carried out when freely reducing words.
• The length of remnants of particular occurrences of x in the reduced word E(x).
• The length of the shortest non-zero remnant of such an occurrence of x.
• Lengths of remnants of particular constants in E(x).
In addition, given a strict fitness function f , any integer-valued function g, and a positive integer n we can produce a strict fitness function by
One sometimes-useful value for g is a multiple of l(x). Clearly, by altering the original, simple, strict fitness functions in these ways, what we are doing is altering the geometry of the search space, guiding it towards and away from particular local minima (some of which are, indeed, solutions) and even removing non-solution local minima.
The genetic algorithm.
Parameters are population size p, fitness function f , numbers of offspring to be produced by each type of reproduction operator at each generation (the sum of which must be p), and a suicide parameter S, a non-negative integer. The fitness function is typically represented as a set of weights for various building block functions, as described in the previous subsection.
(1) Set g = 0.
Generate an initial population of random words of size p.
(2) Find the fitnesses of the current population. If any are of fitness zero, terminate successfully: return g (and the solution, the chromosome of fitness zero). (3) Increment g. If g = S, terminate, returning failure. (4) Generate a new population by producing the specified number of offspring from the old population for each reproduction operator. Loop back to step 2. If S = 0, the algorithm will only return if a solution is found.
Choosing problems
In order to test our algorithms, we need equations that have solutions. Clearly, a random word in the free generators and x is unlikely to be solvable for x (that is, there is no free group word which, when substituted for x, reduces the equation to the identity).
One obvious possibility is to attempt to solve equations of the form
A a randomly-chosen constant word in the free generators, f (x) a randomly chosen word in constants B, C, . . . (each of which is a random word in the generators) and x. These always have solution x = A, and are very easily solved by using cyclic Hamming distance as the main component of the fitness. Equations of other forms are potentially more interesting. We can construct solvable equations from smaller solvable building blocks in several ways:
(ab = ba with a = 1 = b is unlikely in the free group.)
• Conjugation b −1 ab and power a n are solvable if a is solvable.
• Inserting a solvable equation at any point or points within a word that reduces to the identity gives a solvable equation. In general, however, it seems that random equations are not very interesting; they tend to be easily solved. We get more challenging problems by deliberately introducing steep local minima or multiple solutions:
Naturally, using the loose fitness functions discussed earlier, it is easy to "flatten out" these minima and encourage convergence to whichever solution is desired; for example, assigning a very high weight to the size of the remnants of constant A in the equation will solve all of these classes of problems.
Traceback
Since our search space has considerable structure, it is natural to try to exploit this within the genetic algorithm in ways other than the fitness function. The approach we used, which we called traceback, is very simple. When working out the reduced word corresponding to the equation, where a solution will be the identity word, we "mark" each letter of the word to indicate whether it arises from some constant in the equation, or from the chromosome being plugged into the equation; further, if it is from the chromosome, we mark it by its position therein. Then, when the reduced word is obtained, we can see where there are letters in the word contained in the chromosome which can easily be changed to produce further cancellations in the reduced equation, and make "suggestions" to breeding functions on this basis.
An
where the numbers are position in the original chromosome word, or zero if the letter arose from a constant. The obvious suggestions to be made from this word, then, are:
• Change position 2 to a 2 , or insert a 2 between positions 1 and 2.
•
When using this approach, we find that there is a speedup of improvement early one, and that this speedup is (unsurprisingly) closely related to the number of generators of the free group. However, as a technique it works only for acceleration; there are not problems that can be solved with traceback on but not with traceback off, and sometimes it even seems to inhibit the algorithm from finding solutions. By comparison, changing fitness functions can have fundamental effects on the behavior and success of the algorithm. Since traceback is no more than a minor optimization, we shall ignore it from here on.
Coevolution

Setup.
Assigning weights to remnants of constants and other such tricks exploiting our knowledge of the form of the equation are, in a sense, turning our genetic algorithm into little more than a randomized variant on the natural deterministic algorithm, such as "try adding letters to the end of x; replace x with the result whenever l(xA
Can we run another genetic algorithm on the parameters of the first and evolve such a near-deterministic algorithm?
The second algorithm is easily described: we have a small population of randomly chosen parameter sets, produced in such a way that the population size is the same for each set. Fitness is assessed by running the algorithm on each parameter set, with a maximum generation number S specified; the resulting fitness is given by S + k − g, where g is the number of generations taken to solve the problem and k is a non-negative constant; this makes fitter parameter sets more positive. Another constant is defined for the fitness of parameter sets which do not solve the problem within the time limit.
The next generation consists of the fittest parameter sets from the old population and a number of parameter sets obtained by breeding sexually; the selection is by roulette wheel, and the reproduction operator takes mean average of the parameters of the two parents. There are several sensible possibilities for termination criteria. For example, since this is an optimization algorithm rather than a solution algorithm, we may choose to terminate once the kth best parameter set achieves some threshold fitness, so that we can compare possibly-different parameter sets achieving good results.
We have run many small-scale experiments of this type on the sorts of "difficult" equations discussed in the previous section, and this coevolutionary approach works extremely well. Problems attempted generally converged quickly to the sorts of semi-deterministic solutions expected, and often produced multiple, unexpected ways of expressing much the same approach with different fitness parameters.
An example.
A brief case study of coevolution follows. We examine the class of equations given by
where A and B are randomly-chosen constants, different for each run of the genetic algorithm. This class of equation is particularly poorly handled by a naive choice of fitness function. Separate weights are assigned to "remnants of A", "remnants of B in the commutator", "remnants of the last appearance of B", and each of the three appearances of x in the formula written in this manner. We run with all words of length 10 and 5 generators. In a first generation of ten randomly-chosen parameter sets, typically fewer than half will reach a solution within the allotted 750 generations, but after two or three generations of the metaevolution, each generation consisting of eight chosen by crossover, one elitist survivor, and one random parameter set, the parameters have mostly converged and only the random parameter set does not solve the equation. A typical but by no means unique outcome, for the parameter set of the best-performing run in the fifth generation, is the overall reduced length being assigned weight 1, weights 4 and 8 assigned to the two occurrences of B, and weight 1 assigned to the second occurrence of x. When this same parameter set is then tested on the same class of equations with words of length 100 and 10 generators, it converges to a solution x = B rather quickly-in five consecutive runs, after 351, 354, 419, 444, and 332 generations.
Limitations of coevolution.
For the coevolution to be effective, we have to be able to vary the size of an equation (length of coefficients) within the same class of equations. This actually suggests the knowledge of the structure of the equations. Also, in the example above the equation was written in the input language which includes symbols for commutator and powers, which allows to reduce the number of coefficients and occurrences of x. The size of the coevolution problem increases if the equation is rewritten as
If the coefficients of the equation involve more than two free generators x 1 , . . . , x k of the ambient free group F k (which, of course, means that k > 2) then we can decrease the size of the equation by specialiszing the equation to an equation over a free group F l = y 1 , . . . , y l of smaller rank by killing some of the generators (by mapping x i → 1) or by identifying some other generators (by mapping x i → y k , x j → y k ). Obviously, the solutions of the original equations are mapped to solutions of the specialized one. However, a very small rank of the ambient group of specialized equation sometimes slows down the co-evolution, since it leads to frequent freak successes of the principal evolution, which do not allow to weed efficiently very bad parameter sets. It is easy to see that one of the hardest tasks for the co-evolution is presented by a single equation of unknown nature over the free group of small rank, where specialization does not sufficiently reduces the size of the equation.
Deterministic solution.
It did not escape our attention that the optimal fitness function found by coevolution usually had a relatively large weight for the auxiliary fitness functions measuring the degree of cancellation of the variable x in some "critical" position in the equation. The following result, due to Gilman and Myasnikov [15] and Kvaschuk, Myasnikov, Remeslennikov [20] explains why this should be expected.
THEOREM 5.1 ([15], [20]). For any solution x of an equation
one occurrence of x is completely cancelled in a subequation of length at most 4 (such as
This result already points to a good deterministic algorithm. However, paper [20] does not stop at that and gives an algorithm for finding all solutions of the equation.
This success leads us to make two loose conjectures:
(1) When a genetic algorithm can be made to work well and solve a group theoretic problem, it betrays the existence of a non-genetic (though still non-deterministic) algorithm which would be more effective. (2) Tuning the parameters of a genetic algorithm (and especially its fitness function), whether by hand or by coevolution, can help to discover such an effective algorithm. We shall discuss these issues in more detail elsewhere. See also Section 9 for an example of the analysis of an underlying deterministic algorithm for a particular problem. In particular, it raises questions about a possible role of traceback as a pointer to the specific features of the deterministic algorithm.
The genus problem and equations in a free semigroup
The genus problem.
To show the power of genetic algorithms, we shall now apply them to the genus problem [14] , important because of its applications in topology and logic.
We define first the genus of an element and then the genus of an equation. Let f be an element from the derived subgroup of a free group F . The genus of f is the minimal number of commutators, say n, such that f can be expressed as a product of n commutators. We precede the definition of the genus of an equation by an example. Let us consider the quadratic equation 
is the genus of the product u 1 u 2 u 3 u 4 (it is not hard to see that this product lies in the derived subgroup of F ). The genus of Equation 2 is the supremum of the genii of all its solutions. Similarly, genus can be defined for many other equations.
What is the genus of Equation 2?
For a long time, the only known example were ones of genus 1. Comerford and Lee [7] were the first to find a solution of genus 2 and prove it. Later, Spellman [33] came up with another possible example of a solution of genus 2. The program described here has been used to check this example and confirm his hypothesis. Until now it was very difficult or sometimes impossible to construct or check a possible solution of genus 2. The genetic algorithm provided a quick and simple (in real time) way to express a given word as a product of two commutators, if it can be expressed.
There is also a direct non-genetic algorithm which is much slower but can say "no" when the word cannot be expressed. 
In view of Theorem 6.1, it suffices to look for cancellation-free solutions for equations (3)- (11) . In effect, this means that we work in the free semigroup generated by the free generators of the ambient free group and their inverses. We have naturally come to the point when an efficient algorithm for solving equations in a free semigroup might be extremely useful. The next section addresses this problem.
Solving equations in a free semigroup.
Solving equations in a free semigroup is of much interest not only because it is useful for solving the genus problem, but is important by itself because of the wide applications in computer science. The case of a free semigroup (free monoid) G is somewhat simpler than solving equations in a free group, since we do not have cancellations. There exists very simple algorithm to solve equations of the type
in a free semigroup. Here x 1 , x 2 , . . . , x n are variables, C and g i are constants in G. Obviously, the length of each variable is bounded by |C|. So full enumeration works (in theory!). But again it takes exponentially many steps. As before genetic algorithm performs much better.
7.
The algorithm for the genus problem 7.1. Setup. The setup of the genetic algorithm is very similar to that for free groups as discussed in Section 2. Here, we only indicate modifications motivated by the specifics of the problem. Coevolution was not used and the fine-tuning of the evolution parameters was done manually.
7.1.1. Population. As in the case of equations in a free group, the genetic algorithm for solving a "graphic" equation works with a population of tuples, where each component of each tuple is a word which substitutes one variable. The population size is 50, since this number has been found to be efficient in many experiments. In the beginning every word generated randomly. For the genus problem we know that the length of the constant is 28 and we have 9 variables. Therefore, there is no need to generate random words longer than 28/9 ≈ 3.
7.1.2. Fitness function. After applying a substitution to the left part of Equation (12) the algorithm needs to compare the result with the given constant. In general, we have two words which we want to compare. In semigroups, Hamming distance appears to be an even more efficient fitness function than in the case of generic equations in free groups. By the nature of the problem, we have to solve the equation for all cyclic shifts of the constant on the right hand side. This means, of course, that is preferable to use cyclic Hamming distance. Incorporating cyclic shifts into the fitness function kills two birds with one stone.
7.1.3. The new population. To form the new population, we follow the following procedure. 7.1.4. Fine tuning the evolution. Why exactly 95% of chromosomes participated in crossover/mutation? The parameters were optimized for this particular problem by experiment and by the use of "learning bits". To that end, extra bits were added to every member of the population: the chances of crossover and mutation. These bits had their own crossover and mutation operators. If the corresponding members were chosen to participate in crossover/mutation, then their extra bits would also participate. The idea was that the same genetic algorithm will try to find a solution and at the same time will find better parameters for the algorithm. This approach found good parameters for the semigroup algorithm, but in general it wasn't more successful than searching parameters experimentally. Also, a number of experiments showed that the strongest form of elitist selection was the best method of the generation change.
Experimental results.
7.2.1. An example of genus 2. This example comes from Comerford and Lee [7] . Let Performing the substitution will give us
As computed by the genetic algorithm it can be expressed as a product of two commutators:
The commutators computed by genetic algorithm are different from those found by Comerford and Lee. In fact, it is important to notice that because of the non-deterministic nature of the genetic algorithm one may get different solutions each time the algorithm is run. Since the constant C above is not very long, the algorithm was able to find a solution in about 1 second on a PentiumII machine.
7.2.2. Another possible example of genus 2. In the example produced by Spellman [33] 
There is more than one solution for this example. The genetic algorithm needs about 5-7 minutes to produce one of them. 7.2.3. Comparing genetic and direct algorithms. Though a simple enumeration of all substitutions for variables of a given equation is futile, in some special cases it is possible to limit the amount of enumeration and hence speed up the algorithm. For example, when considering nine forms for the genus problem (see Theorem 6.1 above) one notices that these equations are quadratic with nine variables, each variable occurs exactly twice and they are placed in such a way that being substituted they seriously limit possibilities for other variables. Therefore a "smart" direct algorithm can be written, which would take these into account and cut the enumeration dramatically. The table in Figure 1 compares the performances of the genetic algorithm described in this Section and of the best direct algorithm the second author could provide in a reasonable time. The first column contains the number of an equation from the theorem. The second and the third -the time needed to obtain a solution by genetic and direct approach correspondingly. All time values are given in seconds and taken on Pentium II-400MHz machine. The average time spent by genetic algorithm is 98.13012. The average time spent by direct algorithm is 251.11076. So, despite all the efforts, the genetic algorithm still performs better on average. It is important to notice that the direct algorithm was designed to suit this particular case while the genetic algorithm works for every equation. Also, it took about ten times longer to implement the direct approach.
Equation number Genetic algorithm Direct algorithm (4) 32.5003 427.094 (5) 88.0291 87.2012 (8) 129.897 416.294 (10) 160.607 250.337 (11) 79.6172 74.6276 FIGURE 1. Results of some computer experiments.
Discussion
We want to reiterate the main thesis which we have formulated as a result of our study of genetic algorithms for solving group-theoretic problems:
The existence of an efficient genetic algorithm for solving a class of group-theoretic problems strongly suggests the existence of a good deterministic algorithm for that class.
This might seem excessively general. We qualify it be emphasizing that we are talking about a specific range of problems, and that we impose stringent requirements on the performance of the resulting algorithms. They are quite alien to the established genetic algorithm paradigm:
• First and foremost, we are searching for exact solutions of problems. For us, an algorithm does not work unless it repeatedly and reliably finds an exact solution of a problem from a sufficiently large class of problems (such as all equations of a given form with randomly chosen constants of around some length). It is completely different to the usual setup for genetic algorithms, which involve solving . . . tough problems for which people seek solutions which are very good but not mathematically perfect. [19, p. 54] • For us, "efficient" performance of a genetic algorithm means that the run time of the algorithm (by which we mean, roughly, the product of the number of generations required and the population size in use) depends only moderately, certainly sub-quadratically, on the size of inputs and other complexity-critical parameters such as rank of the ambient group. (Actual CPU cycles required may vary more sharply, depending on the performance of fitness function evaluation and so on.) The algorithm should work for any input sizes computationally feasible for the underlying algebraic procedures.
Once we specialize our context to this degree, it becomes more plausible to suppose that efficient genetic algorithms are guided by a "good" geometry of the search space, as defined by the fitness functions that we have carefully tweaked to create this situation.
Recall that as well as modifying our fitness functions and the make-up of the new population at each stage (in terms of breeding functions used to produce it), we experimented with backtracking. It, like some of the more specialized breeding functions (notably end insertion as opposed to random-position insertion) is nothing more than a local speedup. Semi-deterministic in nature, it guides us in a direction in which the fitness function is likely to decrease. In the case of generic random equations, this effectively converts the whole process into an uninteresting and wasteful deterministic algorithm. In our more interesting classes of equations, it just speeds convergence -including convergence to local minima. Its contribution to the overall efficiency of the algorithm is less important, and especially less profound, than good choice of fitness function.
Once we accept that the geometry (or structure-we use the term "geometry" in the loosest possible sense) of the search space under the fitness function is the crucial factor in the efficiency of the genetic algorithm, the natural question is whether a good geometry, once experimentally discovered, can by described and utilized in a deterministic algorithm.
We are confident, for example, that there exists a good deterministic algorithm for solving equations (3)- (11) which perform better than the genetic algorithm. Even a rather naive algorithm was usable. However, the actual design (or discovery) of a good algorithm might happen to be a much more difficult and time consuming task then a considerably more straightforward programming of a genetic search. In the light of this observation, the suggestive nature of coevolution might help to bridge the gap between the experiment and the theory and lead to the discovery of new interesting algorithms.
One more case study: restricted conjugacy problem in free partially commutative groups
Matthew Craven [12] collected experimental evidence for the good performance of a genetic algorithm for the restricted conjugacy search problem on a special subclass of free partially commutative groups (the so-called "locally free groups" of Vershik et al. [35] ). We shall not discuss the layout of his algorithm but instead concentrate on the relations between the genetic and deterministic approaches.
A few definitions are due.
Free partially commutative groups.
A free partially commutative group (the terms graph group [34] or right-angled Artin group [3] are also used in the literature) is a group given by the generators and relations
This means that the only relations imposed on the generators are commutation of some of the letters from the generating set X. In particular, the free abelian group on X is a free partially commutative group.
An important special case is the group SG n+1 given by the following generators and relations.
This group is sometimes known as the locally free group [35] . We do not feel that the application of the term "locally free" to SG n+1 is appropriate since it is already widely used in group theory with a completely different meaning.
Observe that the braid group B n+1 is a natural homomorphic image of the group SG n+1 . Also, the squares of Artin generators in B n+1 are canonical generators of SG n+1 as a subgroup of B n+1 [5, 31] . This explains why groups SG n+1 deserve some special attention. His experiments showed good performance of the genetic algorithm. Also, Craven's experiments showed that the double coset problem happens to be very susceptible to an attack by a genetic algorithm: Given a ∈ G and b in the double coset G Y aG Y , find y, z ∈ G Y such that b = yaz. Another piece of experimental evidence was a semi-deterministic algorithm for general conjugacy search problem in SG n+1 , due to Evgenii Esyp [13] . An attempt to find an explanation for the good performance of the algorithms led to the discovery of simple deterministic algorithms for both problems (and in the more general context of arbitrary free partially commutative groups) [2] . To the best of our knowledge, the restricted conjugacy search problem on Artin groups was not studied before. The algorithms for general conjugacy search problem can be derived from a bi-automatic structure on a free partially commutative group [34] . Wrathal [37] found an efficient algorithm for solving the conjugacy problem in free partially commutative groups by reducing it to the conjugacy problem in the free partially commutative monoid M (X ∪X −1 ), which, in its turn, is solved in [21] by a reduction to pattern-matching questions (recall that two elements u, v are conjugate in the monoid if their exists z such that uz = zv). Most of algorithms in [2] can be expressed by simple systems of rewriting rules which allow random execution and come pretty close to the mode of working of a genetic algorithm.
Restricted
The role of traceback.
The nature of defining relations in right-angled Artin group means that elementary transformations of words are essentially permutations of letters. Not surprisingly, the algorithms of [2] (and the algorithms for free partially commutative monoids [21, 10] ) make systematic use of various sorting algorithms of computer science [11] . Interestingly, backtracking-very similar to the one described in the present paper-significantly improves the performance of Craven's genetic algorithms. A likely explanation is that backtracking gives preference to certain type of mutations depending how on much they ease the swapping of letters in the equation, therefore behaves as a component of a semi-deterministic topological sorting method in the sense of [11] . This means that backtracking primarily affects the implementation of elementary algebraic operation on words, therefore it works at a lower level than the genetic algorithm itself. It would be interesting to see whether coevolution of the population fitness functions and various versions of backtracking will lead to a deterministic algorithm based on a distinctive sorting method.
