A rapidly moving tensile crack is often idealized as a one-dimensional object moving through an ideal two-dimensional material, where the crack tip is a singular point. When a material is translationally invariant in the direction normal to the crack's propagation direction, this idealization is justified. A real tensile crack, however, is a planar object whose leading edge forms a propagating one-dimensional singular front (a 'crack front'). We consider the interaction of a crack front with localized material inhomogeneities (asperities), in otherwise ideal brittle amorphous materials. We review experiments in these materials which indicate that this interaction excites a new type of elastic wave, a front wave, which propagates along the crack front. We will show that front waves (FW) are highly localized nonlinear entities that propagate along the front at approximately the Rayleigh wave speed, relative to the material. We will first review some of their characteristics. We then show that by breaking the translational invariance of the material, FW effectively act as a mechanism by which initially 'massless' cracks acquire inertia.
Dynamic Mode I fracture has been the subject of much recent attention. Much of this work has been invested in studying the dynamics and stability of rapidly moving cracks in brittle, amorphous materials. In this work, the fractured materials are 'ideal' in the sense that, at scales larger than microscopic ones, they possess no intrinsic defects. Experiments have shown that above a critical propagation velocity, v c , of approximately 0.4V R , where V R is the Rayleigh wave speed, a single crack becomes intrinsically unstable. Beyond this speed, frustrated microscopic branching ('micro-branches') events occur, which locally change the nature of a crack from a single singular object to a crack-micro-branch ensemble. This instability gives rise to fluctuations in the instantaneous crack velocity and leaves in its wake nontrivial structure on the fracture surface. The origin of much of this fracture surface structure has been shown to be related to the subsurface branched cracks generated by the instability. This instability (Fineberg et al., 1991a) has been observed in brittle polymers (Fineberg et al., 1991a (Fineberg et al., , 1992 Sharon et al., 1995 Boudet et al., 1996; Fineberg and Marder, 1999) , glass (Fineberg et al., 1991b; Sharon and Fineberg, 1998; Sharon et al., 2001) , and recently in crystalline materials (Cramer et al. 2000) . Qualitatively similar effects have also been observed in models of ideal crystals (Marder, 1993; Marder and Gross, 1995; Pechenik et al., 2002) , finite element calculations (Miller et al., 19999; Xu and Needleman, 1994; Johnson, 1992) , and molecular dynamics (Abraham et al., 1994; Zhou et al., 1996; Holland and Marder, 1998) . Recent experiments (Sharon and Fineberg, 1999) have demonstrated that whenever a single crack state exists (i.e. when no micro-branches exist) the equation of motion for a single crack predicted by continuum elastic theory (Eshelby, 1971; Freund, 1990) , is in quantitative agreement with experiments in ideal quasi-2D amorphous materials. Figure 1 . A schematic depiction of the leading edge of a crack plane ('a crack front') encountering a localized material inhomogeneity (an 'asperity'). While the crack propagates in the x direction with velocity v, the asperity breaks the translational symmetry of the crack front in the z (plate thickness) direction. The disturbance generated by the asperity generates waves ('front waves') which continue to propagate along the front defined by the crack's leading edge.
This agreement occurs both below and above v c , whenever a single-crack state momentarily exists.
In the work summarized above only ideal (defect-free) quasi-2D materials were considered. In these materials, a crack's tip may be idealized as a singular point progressing through an otherwise perfect two-dimensional material. As long as the material is homogeneous along the z direction defined in Figure 1 (i.e. translational invariance exists in the direction normal to the propagation direction), the experiments described in (Sharon and Fineberg, 1999) have demonstrated that an effectively two-dimensional description of fracture is justified.
Let us now consider a crack progressing through an, initially ideal, three-dimensional plate of finite thickness, d. The 'tip' of a 'one-dimensional' crack now becomes the singular front (the 'crack front') at the leading edge of the two-dimensional fracture plane, which extends throughout the sample's thickness. This is schematically shown in Figure 1 . We will now assume that the crack front encounters an asperity, i.e. a localized inhomogeneity whose fracture energy differs locally from that of the surrounding medium. The existence of the asperity breaks the system's translational invariance in the z direction, normal to the crack's motion. We now consider its effect on the crack's motion.
The interaction of a crack front with a statistical ensemble of asperities was first considered by (Perrin and Rice, 1994; Ben-Zion and Morrissey, 1995; Rice et al., 1994) where scalar (Mode III) models of fracture indicated that a crack front will continually roughen under repeated interactions with asperities. Both these scalar models of fracture as well as noisedriven nonlinear diffusive models (Bouchaud et al., 1993) predict intrinsic roughness of crack fronts propagating through heterogeneous media. The question of the interaction of a Mode I crack with a single asperity has recently been considered theoretically by both Rice (1998, 2000) and Ramanathan and Fisher (1997) . Ramanathan and Fisher have shown analytically that a crack's interaction with a single asperity will induce a new type of wave that will propagate along the crack front. Their analysis was based on Willis and Movchan's (1995) calculation of the change in the energy release rate, G, induced by a localized perturbation to a crack front, where the perturbation is confined to within the fracture plane. This analysis indicated that an asperity could excite a linear wave, i. e. a perturbation of the crack's mean velocity, that progresses along the crack front at velocities, V F W . V F W was predicted to lie between 0.94V R and V R in the laboratory frame (i.e. in the material's frame of motion). This disturbance, predicted to exist within the fracture plane, was shown to be marginally stable for constant (velocity independent) values of the fracture energy, . The wave was predicted to grow (decay) if were a decreasing (increasing) function of the crack velocity, v. Rice (1998, 2000) have observed these waves in finite element calculations of tensile fracture in elastic 3D materials with a constant fracture energy. In agreement with the calculations of (Ramanathan and Fisher, 1997) , they found that asperities along the crack path generated persistent, localized waves of velocity fluctuations within the fracture plane that propagated along the crack front at velocities slightly below V R . After an initial decay, these waves were numerically observed to propagate along the crack front with constant shape and amplitude.
Below, we will describe experiments in which localized waves, which are similar in many aspects to the front waves predicted above, were observed (Sharon et al., 2001 (Sharon et al., , 2002 . These experiments show that rapidly propagating tensile cracks, interacting with isolated localized inhomogeneity in otherwise ideal materials, generate localized waves that propagate along the crack front at approximately V R . These waves are stable in glass (nearly constant ) and decay in PMMA ( in which (v) increases with v). In contrast to the theoretically predicted waves, the experimentally observed front waves (FW) have two surprising characteristics: these waves possess components which are both within the fracture plane, as predicted by theory, and normal to the fracture plane. FW also possess a unique characteristic profile. In addition, we will show that at locations where these waves are generated, the crack front locally acquires features characteristic of inertial behavior. Upon a crack front's interaction with a localized asperity, locally the crack undergoes damped oscillations ahead of the perturbation site. Beyond v c , these oscillations are shown to lead to directed groups of correlated microbranching events in the propagation direction. In ideal 2D materials cracks are expected to exhibit no inertia and this 'memory' effect is not incorporated in current (two-dimensional) descriptions of dynamic fracture.
Our experiments were conducted in both PMMA and soda-lime glass plates of size 380 × 440 mm and thickness, d, where 2 < d < 6 mm. The cracks were driven in Mode I by applying static tensile stress to the sample's vertical boundaries. We define the x direction as the direction of propagation of the crack front, y as the direction of applied tensile stress (100 mm < y < 440 mm), and z as direction along the crack front. The plates were initially defect-free. Asperities were externally introduced along the outer faces of the plate (z = 0 or z = d). Asperities with fracture energy less than that of the material were created by scribing a thin line in the y direction along the plate faces. Asperities with fracture energy greater than that of the material were prepared by filling these scribed lines with adhesive. Both types of disturbances generated FW upon interaction with a moving crack.
The technique developed to monitor the instantaneous crack velocity along the outer surfaces of the plate is an improved version of the high-speed potential drop method used in our previous work . Our non-conducting samples (brittle acrylics, glass) are coated with a thin conductive layer. As a crack progresses across the plate, both the instantaneous resistance and the analog temporal derivative of the conductive layer are monitored and digitized to 12 bit accuracy at a 10-50 Mhz rate. The position of the crack tip, using this method, can be located to better than 0.1 mm throughout the course of an experiment. The instantaneous velocity resolution obtained is on the order of 5-25 m s −1 . It is important to note that these measurements are local in z, yielding both the instantaneous velocity and position of the crack front only at the intersection of the crack front and measurement plane (the z = 0 plane).
The velocity measurements were correlated with both fracture surface measurements and optical photographs of the fracture surface. The fracture surface profile was mapped to 10 nm resolution in the y direction by the use of a modified Taylor-Hobson (Surtonic 3+) scanning profilometer, with an x-z spatial resolution of 0.5 µm. The features on the fracture surface created by FW were photographed by the use of collimated incoherent illumination directed through the transparent samples. This light, passing through the fracture surface, was either focused or de-focused as it traversed through any surface features. This effect, similar in character to shadowgraph visualization, enabled the visualization of minute deviations from flatness of the fracture surface.
FW can be experimentally detected by means of directed tracks that they leave upon the fracture surface. Examples of both profilometer scans and photographs of typical FW tracks are presented in Figure 2 . In contrast to the pure in-plane deviations of the front velocity predicted by Rice, 1998, 2000; Ramanathan and Fisher, 1997) , the existence of these tracks indicate that FW possess components which are both within the fracture plane and normal to it.
As Figure 2a shows, these tracks are deviations from planarity of the fracture surface height. These deviations can be either in the +y (away from the mean plane of the fracture surface) or −y (into the mean plane of the fracture surface) directions. The sign of these height deviations has no significance, as tracks formed on the two opposing fracture surfaces are mirror images of each other.
FW can be generated either externally, by externally imposed asperities (Figures 2a and 2b) on the plate surfaces, or intrinsically, by means of micro-branching events ( Figure 2c ). In glasses, micro-branching events are generally localized in the z direction and (as shown in Figure 2c ) occur along directed lines in the propagation direction (Beauchamp, 1995; Sharon et al., 2002) . Since the origin of front waves is determined by spatially confined inhomogeneities of the fracture energy, we can understand why micro-branching events serve as FW initiation points. When a micro-branching event occurs, energy is diverted into the daughter cracks which bifurcate away from the main crack. Thus, from the perspective of the main crack, which prior to the micro-branching event was initially the sole source for dissipation in the system, a micro-branching event acts as an asperity by effectively increasing the local value of the fracture energy.
Are the tracks observed on the fracture surface really the result of the waves theoretically predicted in (Morrissey and Rice, 1998; Ramanathan and Fisher, 1997) , or are they due to an entirely different effect? One firm theoretical prediction is that of the FW propagation velocity. Although the waves are predicted to 'live' only along the moving front, their propagation velocity, V F W , is predicted to lie in the range 0.94V R < V F W < V R , when V F W is measured in the material's reference frame. Let us first assume the crack front to be oriented in the direction normal to the propagation direction, as shown in Figure 3a . In this case, in the reference frame moving at the velocity of the front, the FW velocity along the front will be V 2 F W − v 2 . If two counter-propagating waves are generated at an asperity, each propagating away from their initiation point, the angle, α formed by their tracks along the fracture surface will then be given by:
For a crack front oriented normal to the propagation direction, the same angle, α, would be seen between any two intersecting FW tracks along the fracture surface, as shown in Figure 3a .
As, in general, FW can be formed whenever the crack front interacts with any localized material inhomogeneity, intersecting FW (as shown in Figure 3 ), are common. If the front is, instead, oriented at an angle β relative to the propagation direction (see Figure 3b ), V F W is determined by: Figure 3 . The front wave velocity can be determined via intersecting FW tracks for (a) (left) a case where the crack front is normal to the propagation direction and (right) where the front is inclined at an angle β relative to the propagation direction. Using the measured FW velocity of V F W = (1 ± 0.05)V R (Sharon et al., 2001) , this method can be used to measure both the crack velocity, v, and the angle β at the point of intersection. (b) Two comparisons of independent measurements (lines) of v with measurements (points) obtained by means of v = V F W cos(α/2)/ cos(β). The sharp peaks in v prior to v c = 1400 m s −1 (in glass) result from the crack's interaction with the externally generated front waves at the velocity measurement plane. In (b) the circles were determined by FW generated intrinsically by micro-branching events. The squares were generated by externally imposed asperities.
Thus, once the velocity, v, of the front is known Equation (2) can be used to determine both the value of V F W as well as the orientation, β of the front. Using, as input, measured values of α and β from intersecting tracks on the fracture surface and direct (independent) measurements of v, we have obtained (Sharon et al., 2001 ) V F W = (1 ± 0.05)V R . This value is, within experimental error, equal to the predicted FW velocities. Once we have established the value of V F W , we can invert Equation (2) and use the values of V F W , α and β to measure the instantaneous value of v at any point where two FW tracks intersect. This is demonstrated in Figure 3b , where independent velocity measurements (via the potential drop method) are in excellent agreement with values of v obtained by the use of Equation (2). In many applications where direct measurements of v cannot be performed, this new tool should prove to be useful. As mentioned earlier, Ramanathan and Fisher (1997) had predicted that FW are marginally stable if the fracture energy, , is not dependent on v. If (v) , on the other hand, is an increasing function of v, FW are predicted to decay. In Figures 4a and 4b we present the measured velocity dependence of the fracture energies (Sharon and Fineberg, 1999) in both PMMA and soda-lime glass. The fracture energy in glass is a nearly constant function of v, whereas in PMMA (v) increases with v for velocities prior to the onset of the microbranching instability. The calculations of (Ramanathan and Fisher, 1997; Willis and Movchan, 2001 ) thus predict that FW in glass should be much more stable than disturbances generated in PMMA.
These predictions are supported by our experiments, as Figure 4 demonstrates. In glass, FW initially decay exponentially with a decay length scaling with the size of the initial disturbance (see Sharon et al., 2001) . The waves then stabilize and continue to propagate with a nearly constant amplitude (Sharon et al., 2001) . FW in glass are long-lived (Figure 4c ). When impinging on the free boundary at a plate's surface, the waves reflect with very little loss of amplitude. We have observed FW in glass to undergo up to 7 reflections while propagating distances 20-30 times their width. In contrast, FW generated in PMMA are rapidly damped and have not been observed to stably propagate.
A surprising feature of front waves is their characteristic shape. As demonstrated in Figure 5 , this shape is unique and is independent of the initial shape of the asperity that generated the FW (Sharon et al., 2001 ). This characteristic FW profile is formed during the stage of exponential decay of the initial perturbation (see Figure 4 ). Once this shape is achieved, the FW amplitude may continue to decay until its steady-state value is reached, but the width of the FW remains constant and scales with the size, a, of the initial perturbation. (We define the initial width, a, of an asperity to be the separation, in the propagation direction, between an asperity's maximum and minimum amplitude.) One might think that the fact that FW retain their width and shape throughout their lifetime could be explained by a lack of linear dispersion. A non-dispersive linear wave packet, however, would retain the shape of the perturbation that formed it. Thus, their distinctive characteristic profile, lack of dependence on initial conditions, and distinct lack of dispersion are all evidence that FW are intrinsically nonlinear phenomena.
We have noticed that not all perturbations lead to FW. In cases where the initial perturbation is relatively weak, the initial disturbance simply decays as it broadens. This suggests that low amplitude, linear waves that run along the crack front may indeed have a dispersive character. The nonlinear focussing inherent in FW formation is, perhaps, analogous to the balance between linear dispersion and nonlinearity that gives rise to classical soliton formation. When counter-propagating FW meet, they undergo both constructive and destructive interference. Like solitons, upon separation FW retain both their initial shape and amplitude, but with a phase shift (Sharon et al., 2001 ) (i.e. the positions of FW undergo a shift in space, as a result of their interactions).
The existence of well-defined tracks (as generated by FW) on fracture surfaces has been noted for decades (Wallner, 1939) in the fracture literature. These tracks have been traditionally identified as 'Wallner lines'. In most instances, however, their origin has been misinterpreted. Wallner lines are lines imprinted on a fracture surface as a result of the interaction between a moving crack front and shear waves, which can be generated by either an external source or a perturbation. The markings on the fracture surface resulting from this interaction come about as a result of the momentary deflection of the stress field at a crack's tip that is generated by a passing shear wave. In the well-known Kerchof method, this interaction has been used to advantage as a tool for crack velocity measurement (using the patterns imprinted on the fracture surface by means of externally broadcast, ultrasonic shear waves). FW however, are not Wallner lines. The shear waves generated by a single point source like a point asperity, would be radially outgoing waves whose amplitude is a decaying function of the distance from the asperity. Fracture surface markings created by these waves would have the following properties. Their amplitude would decrease as 1/r 2 , their propagation velocity would be that of shear waves, and they would not have a well-defined shape but, instead, mimic the initial conditions that created them. As we have shown (see Figure 3) , the FW velocity is approximately V R , which is over 2σ less than the shear wave velocity in glass. Instead of a radial decay in amplitude, we have seen that (see Figure 4) , after an initial exponential decay (Sharon et al., 2001) , FW amplitudes stabilize and these waves continue to propagate large distances with no appreciable change in amplitude. In addition, we have demonstrated in Figure 5 that FW have a unique, well-defined profile whose shape is independent (Sharon et al., 2001 ) of the initial conditions that formed them. Thus, although FW are superficially similar to Wallner lines, they are qualitatively different entities, which exist solely on a crack front.
We have seen that FW have a component normal to the fracture plane that gives rise to the tracks that they generate along the fracture surface. Do FW, in addition, generate the velocity fluctuations (i.e. motion within the fracture plane) that have been predicted in (Ramanathan and Fisher, 1997; Rice, 1998, 2000) ? To ascertain this, we measured the instantaneous velocity of the crack front along the plate face (z = d plane) opposite to the face at which FW were externally generated (the z = 0 plane). We then compared (Sharon et al., 2002) these velocity measurements with surface profile measurements of FW tracks at the same spatial locations along the z = d plane. A typical comparison is presented in Figure 6 . Velocity fluctuations of 20-30% of the mean velocity correspond precisely to the arrival of the FW, as indicated by the surface height measurements. Moreover, the two signals are entirely in phase. This high degree of correlation between the two measurements indicates that FW consist of strongly coupled in-plane and out-of-plane motions. In addition, the strength of the FW-induced velocity fluctuations is significant.
Let us consider the equation of motion for a single crack in a two-dimensional medium (Freund, 1990; Eshelby, 1971) :
where G is the energy release rate driving the crack and l the instantaneous length of the crack. Equation (3) has been shown to be quantitatively accurate in experiments (Sharon and Fineberg, 1999) in quasi-2D materials as long as a single-crack state exists (e.g. below the threshold for the micro-branching instability). Let us assume that the equation remains at least approximately valid when an asperity has broken the translational symmetry of the system in the z direction. Equation (3) predicts that the velocity of a moving crack is solely determined by the instantaneous value of the energy release rate at a given instant. Furthermore, cracks described by this equation have no inertia (i.e. there are no temporal derivatives of v in Equation (3)). Upon any change in G a crack will instantaneously accelerate to the corresponding velocity predicted by Equation (3). Therefore, the velocity fluctuations generated by FW indicate that these waves transport energy along the crack front. The strength of the velocity fluctuations induced by the front wave indicates that the energy component transported is significant -despite the small, ∼ µm scale amplitudes of the waves within the fracture surface. As mentioned above, an important property of Equation (3) is the prediction that a crack behaves as an 'inertia-less' entity. If this property were retained when the translational symmetry of the crack front is broken by an asperity, we would expect that the moment after a crack front passes an asperity's immediate vicinity, it should instantly revert back to its initial velocity. In Figure 7 we see that this scenario does not occur. Instead of emitting a single FW and then reverting back to its initial state, the crack front, in the wake of a single asperity, exhibits a type of 'ringing' phenomena. In addition to a single FW emitted upon the immediate encounter with the asperity, a spatially periodic train of FW is launched immediately ahead of the perturbation. The initial amplitudes (Figure 7b ) of the FW making up this wave train decay exponentially as a function of x. Both the decay rate and the spatial periodicity of the pulses within the wave train scale with the asperity width, a. The exponential decay length is (Sharon et al., 2002) 1.8a, whereas the distance, X, between successive FW maxima (in the x direction) scales as approximately 3-4a, as can be seen by periodic bunching at this scale of the FW maxima of the different wave trains presented in (Figure 7b) .
We believe that the origin of the decaying wave trains, presented in Figure 7 , is due to the symmetry-breaking in the z direction that is caused by an asperity. In a purely two- Figure 7 . (a) A train of propagating FW generated by a single asperity, whose width and location are labelled by a in the figure. The crack front is propagating from left to right. White (black) corresponds to a surface height of 1 µm (−1 µm) . The appearance of damped, spatially periodic FW spaced at X intervals ahead of the initial asperity location suggests that inertial behavior is acquired by the front upon interaction with the asperity. (b) The maximum FW amplitudes within a FW 'train' decay exponentially, where the decay scale is set by the asperity width, a. Data from FW trains having asperity widths 130 µm < a < 520 µm are presented. dimensional system, a perturbation to a crack's tip gives rise to stress waves, generated by the perturbation, which propagate radially outwards throughout the medium at the shear wave speed (Freund, 1990) . Since Mode I cracks can not propagate faster than the Rayleigh wave speed, the crack tip can never catch up with these stress waves. Therefore, there is no 'causal' relation, in 2D fracture, between a crack tip and its 'history'. This is the basis for the lack of inertia of a crack, as described by Equation (3). In a quasi-2D system, the equivalent of a perturbation to a 1D crack would be a 'speed bump' type of perturbation, where an asperity would extend throughout the width of the sample in order to preserve translational invariance in the z direction.
One effect of breaking the translational invariance of the front is that, due to the propagating nature of FW, the crack now has the possibility of responding to a perturbation that took place in its 'past'. Once a perturbation is localized in the z direction it has the possibility of influencing the future behavior at other points along the front. We have seen ( Figure 6 ) that FWs, generated by an asperity, transport energy as they propagate along the crack front. In general, this energy will locally affect the future dynamics of every point along the crack front which the FW encounters. In this sense, the existence of front waves in the system provides a crack with a 'memory' of its past. This memory lasts for the typical lifetime of a FW.
Why is the 'ringing' behavior ahead of the front, as shown in Figure 7 , observed? Rice (1985) has shown that a straight, quasi-static crack front is stable to perturbations which will, locally, either delay or advance the front. A protrusion (or indentation) of a crack front will experience a local deviation of the stress intensity factor which will act to restore the crack front to its initially straight profile. This calculation was performed for quasi-static crack fronts, for which v V R . When v is a finite fraction of V R , dynamic effects must be included. We speculate that the delayed potentials resulting from the interaction of a rapidly moving front with an asperity will introduce inertial effects that may cause an initially bent front to locally overshoot the stable 'straight front' solution. We expect the characteristic time for these 'overshoots' to scale with the passage time, a/ V 2 F W − v 2 , of a front wave through an asperity. This translates to a spatial scale of:
in the propagation direction. Evidence for such 'overshoots' of a crack front has been seen numerically in Rice, 1998, 2000) . Below the instability onset, wave-trains as shown in Figure 7 are typically generated by externally imposed asperities. The front oscillations ahead of an asperity are damped. Beyond the critical velocity for the micro-branching instability these inertial effects have a pronounced influence on both the character of the fracture surface as well as the energy release rate distribution throughout the front.
Before we describe these effects, let us briefly review some of the characteristic features of micro-branch evolution in brittle materials. When the front velocity approaches v c , microbranching events spontaneously occur and the crack undergoes numerous frustrated branching events. The frequency and amplitude of these micro-branching events were seen to have a random component with approximately lognormal distributions. Near the instability onset, the width of the micro-branches in the z direction takes up only a small fraction of the sample width. Both in PMMA and in glasses we have seen that, on average, the branch widths (and lengths) increase with the mean crack velocity until encompassing the entire width of the sample (Sharon and Fineberg, 1998) . Only at this point is macroscopic, large-scale correlated behavior of the branches (such as large-scale branching events) generally observed. In PMMA the micro-branches are initially randomly distributed (in the both the x and z directions) throughout the fracture surface. In glasses, however, micro-branch distributions are qualitatively different. Micro-branches in glass typically form correlated lines of branches ('branch-lines'), as shown in Figure 8a . These branch-lines are oriented in the direction of propagation and, near v c , take up only a small fraction of the width of the sample in the z direction (Beauchamp, 1995; Tsirk, 1988) .
Let us now examine the detailed structure of a branch-line. Figure 8b shows that branchlines are composed of nearly one dimensional arrays of branching events, all with approximately the same width, z, and period, x, in the propagation direction. Furthermore (Figures 8b and 8c ) the ratio, x/ z, of the branch-line periodicity to branch-line width is nearly constant for all branch-lines measured (over 3 orders of magnitude) (Sharon et al., 2002) . We suggest that the explanation for the qualitative difference in the nature of micro-branch distributions in different materials (e.g. PMMA vs. glass) stems from the inertial behavior of the crack front in the vicinity of an asperity. Let us consider the behavior of a crack front immediately after a perturbation of width a (either a micro-branch event or an asperity) is encountered. We have seen that the local velocity of the crack front, ahead of the perturbation, will momentarily 'overshoot' its unperturbed velocity v. For v < v c , the overshoot will exponentially 'ring down' as in Figure 7 . For v > v c the velocity overshoot will not decay, but the first overshoot will trigger a local micro-branching event, since v is locally above the instability threshold. This branching event will occur directly ahead of the initial perturbation (e.g. the first micro-branch or asperity encountered). This scenario will again repeat itself, thereby generating yet another branching event. In this picture, directed lines of correlated branches spaced a · v/ V 2 F W − v 2 apart, in the propagation direction, will be generated. The width of the initial micro-branch is dynamically determined by the instantaneous value of the energy release rate. Empirically, the branch-width, z, is a roughly exponential function of the mean velocity in soda-lime glass (Sharon and Fineberg, 1998) . This, together with Equation (4), yields a prediction (solid line in the inset of Figure 8c ) for the ratio x/ z The solid line (see text) indicates the predicted ratio obtained by using measured data for z as a function of the crack velocity (Sharon and Fineberg, 1998). which is in good agreement with the measured values. Thus, branch-line formation and the dynamic overshoots of the crack front described in Figure 7 are both manifestations of the inertial effects associated with FW formation. In PMMA, as shown in Figure 4 , FW rapidly decay. In this material we have not observed branch-lines, and the micro-branches are, near v c , randomly dispersed throughout the fracture surface.
In conclusion, we have demonstrated that FW are elastic waves that propagate along the leading (singular) edge of mode I fracture fronts in brittle, amorphous materials. These waves possess a unique and characteristic form. We have shown that FW transport energy along a crack front and couple motion both within and normal to the fracture plane. This coupling of in-plane and out-of-plane motion, together with the FW distinct selected profile, indicate that these waves are non-linear in nature (Willis and Movchan, 2001 ). An important effect of the broken translational symmetry which generates these waves, is that the broken symmetry gives rise to local inertia of the front. When coupled to the micro-branching instability, the inertia of the front provides a mechanism for the generation of stable, directed lines of spatially periodic micro-branches in the propagation direction. This picture, which yields an explanation of both branch-line periodicity and scaling, may provide insight on the dynamic origins of fracture surface roughness (Bouchaud ete al., 1993) .
It has been shown that the existence of micro-branches can significantly increase the effective area of the fracture surface, and that the mean increase of the surface area corresponds to a proportional increase of the energy release rate. The local (in z) increase in fracture surface inherent in the formation of branch-lines indicates that the distribution of energy flow along the crack front is highly inhomogeneous. This suggests that the spontaneous birth of local inertia within a crack front provides an effective focussing and localization of both stress and energy flux. These effects point to fundamental three-dimensional features of crack dynamics that can not be incorporated into 2D descriptions of fracture. A fundamentally new theory of fracture may be needed to incorporate these effects. A related question is to what extent our intuition, which is based on 2D descriptions of fracture, is relevant to problems such as the dynamics of cracks in inherently heterogeneous media, where coherent effects of asperity-generated waves might dominate the fracture process.
