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Abstract
This paper introduces a high-dimensional linear IV regression for the data
sampled at mixed frequencies. We show that the high-dimensional slope pa-
rameter of a high-frequency covariate can be identified and accurately esti-
mated leveraging on a low-frequency instrumental variable. The distinguishing
feature of the model is that it allows handing high-dimensional datasets with-
out imposing the approximate sparsity restrictions. We propose a Tikhonov-
regularized estimator and derive the convergence rate of its mean-integrated
squared error for time series data. The estimator has a closed-form expression
that is easy to compute and demonstrates excellent performance in our Monte
Carlo experiments. We estimate the real-time price elasticity of supply on the
Australian electricity spot market. Our estimates suggest that the supply is
relatively inelastic and that its elasticity is heterogeneous throughout the day.
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1 Introduction
The technological progress over the past decades has made it possible to generate,
to collect, and to store new intraday high-frequency time series datasets that are
widely available along with the ”old” low-frequency data. Indeed, the economic ac-
tivity occurs in real time and the economic and financial transactions are frequently
recorded instantaneously, while the traditional time series data are available at a
quarterly, monthly, or sometimes daily frequencies. Ignoring the high-frequency na-
ture of the data leads to the loss of the information through the temporal aggregation
and makes it impossible to quantify the economic activity in real time. At the same
time, combining the low and the high-frequency datasets allows obtaining more re-
fined measures of the economic activity that can be used subsequently to inform
market participants and to guide policies.
In this paper, we introduce a novel high-dimensional mixed-frequency instru-
mental variable (IV) regression suitable for the datasets recorded at different fre-
quencies. The model connects a low-frequency dependent variable to endogenous
covariates sampled from a continuous-time stochastic process. Alternatively, the re-
gressor might be sampled from a continuous-space stochastic process encountered in
the spatial data analysis or any other stochastic process indexed by the continuum.
This leads to the high-dimensional IV regression with a large number of endogenous
regressors.
The high-dimensional mixed-frequency IV regression features several remarkable
properties. First, we show that it is possible to identify and to estimate accurately
the high-dimensional slope parameter leveraging on a low-frequency instrumental
variable. In contrast, the point identification in the (high-dimensional) linear IV re-
gression typically relies on the order condition postulating that the number of instru-
mental variables should be at least as large as the number of endogenous regressors.
Second, the mixed frequency IV regression can handle arbitrary large number of
endogenous covariates relatively to the sample size without relying on approximate
sparsity condition and restrictive tail conditions. Such a remarkable property is pos-
sible due to the continuous-time structure of the regressor and the slope parameter.
Continuous-time structures is one of the ”blessings of dimensionality” according to
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Donoho (2000).1 These properties distinguish our model from the ridge IV regres-
sion, cf., Carrasco (2012) or the high-dimensional IV regression of Belloni, Chen,
Chernozhukov, and Hansen (2012).
The high-dimensional mixed-frequency IV regression is an example of ill-posed
inverse problem in the sense that the map from the distribution of the data to the
slope parameter is not continuous. As a result, we need to introduce some amount of
regularization2 to smooth out the discontinuities and to obtain a consistent estimator.
In this paper, we focus on the Tikhonov regularization and establish its statistical
properties with weakly dependent data. The estimation accuracy of the continuous-
time slope parameter depends both on its regularity as well as on the regularity of a
certain integral operator.
Our empirical application extends the classical IV estimation of the supply and
the demand equations, cf., Wright (1928), to the real-time spot markets. We collect a
new dataset using publicly available data and estimate the real-time price elasticity
of supply in the Australian electricity spot market. To that end, we leverage on
the daily temperature as an instrumental variable that shifts the demand curve and
is exogenous for supply shocks. The temperature is a valid instrumental variable
since the electricity demand increases in hot and cold times due to cooling and
heating needs. Our empirical results reveal that while the supply of the electricity
is relatively inelastic, its elasticity is heterogeneous across the day, peaking around
6 pm and dropping subsequently to its lowest value around 4 am.
Contribution and related literature. Our paper connects several strands of
the literature. First, following Ghysels, Santa-Clara, and Valkanov (2004), Ghysels,
Sinko, and Valkanov (2007), and Andreou, Ghysels, and Kourtellos (2010), there
is an increasing interest in using datasets sampled at different frequencies in the
empirical practice. Most of this literature, with a notable exception for Ghysels
and Wright (2010) and Khalaf, Kichian, Saunders, and Voia (2017), is largely fo-
cused on the forecasting problem with mixed-frequency data and does not consider
the structural econometric modeling with the instrumental variable approach. The
mixed-frequency data typically lead to high-dimensional problems and the dimen-
sionality is controlled using tightly parametrized weight functions, see also Foroni,
Marcellino, and Schumacher (2015) for the unrestricted mixed-frequency data mod-
1The continuum modeling, the concentration of measure phenomenon, and the dimension asymp-
totics are the three ”blessings of dimensionality”, according to Donoho (2000).
2The concept of regularization originates from the mathematical literature on ill-posed inverse
problems, cf., Tikhonov (1963a) and Tikhonov (1963b), see Carrasco, Florens, and Renault (2007b)
for a review and further references in econometrics.
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els. Our paper has the following features: 1) we introduce a novel instrumental
variable regression suitable for the data sampled at mixed frequencies and the struc-
tural econometric modeling; 2) we do not rely on a particular parameterization of
the weight function; 3) our high-frequency data are generated from the endogenous
continuous-time stochastic process and we study the in-fill asymptotics.
Second, we build on insights from literature on the Tikhonov regularization of ill-
posed inverse problems in econometrics, see Carrasco et al. (2007b), Gagliardini and
Scaillet (2012), and Carrasco, Florens, and Renault (2014) for comprehensive sur-
veys, and the functional linear IV regression, see Florens and Van Bellegem (2015),
Benatia, Carrasco, and Florens (2017), and Babii (2020a). In contrast to this litera-
ture, we show that it is possible to achieve identification and to estimate accurately
the slope parameter relying on a single instrumental measured at a low-frequency
only. The structure of our model is also qualitatively different and leads to the con-
ditional expectation operator that was not previously encountered in the ill-posed
inverse problems literature.
Lastly, following the influential work of Belloni, Chernozhukov, and Hansen
(2011), Belloni et al. (2012), and Belloni, Chernozhukov, and Hansen (2014), there is
an increasing interest in the estimation and inference with high-dimensional datasets
in econometrics.3 In particular, Belloni et al. (2012) propose to use the LASSO to
address the problem of many instruments and the nonparametric series estimation of
the optimal instrument. Our mixed-frequency IV regression is qualitatively different
from the above models and does not impose the approximate sparsity on the high-
dimensional slope coefficients, see Babii, Ghysels, and Striaukas (2019) for a compre-
hensive treatment of approximately sparse mixed-frequency time series regressions.
The problem of the optimal instrument is more challenging in our nonparametric
setting and is left for future research, see Florens and Sokullu (2018) for some steps
in this direction.
The paper is organized as follows. In section 2, we present the mixed-frequency
IV regression, illustrate several economic examples, and discuss the main identifica-
tion issues. In section 3, we present the Tikhonov-regularized estimator and derive
its statistical properties for the weakly dependent time series data. All technical
details appear in the appendix. We report on a Monte Carlo study in section 4
which provides further insights about the validity of asymptotic analysis in finite
samples typically encountered in empirical applications. Section 5 presents an em-
pirical application to the estimation of real-time supply elasticities. Lastly, section 6
concludes.
3The literature on approximately sparse econometric models is vast, see Belloni, Chernozhukov,
Chetverikov, Hansen, and Kato (2018) for an excellent introduction and further references.
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2 Mixed-frequency IV regression
The purpose of this section is to introduce the mixed-frequency IV regression and to
discuss our identification and estimation strategies.
2.1 The model
Econometrician observes {(Yt, Zt(sj),Wt) : t = 1, . . . , T, j = 0, 1, . . . ,m}, where
Yt ∈ R is a low-frequency dependent variable, Zt(sj) is a realization of a real-valued
continuous-time stochastic process Zt =
{
Zt(s) : s ∈ S ⊂ Rd
}
, and Wt ∈ Rq is a
(vector of) low-frequency instrumental variables.4 The number of high-frequency
observations m is left unrestricted and can (potentially) be much larger than the
sample size T . The mixed-frequency IV regression is described as
Yt =
∫
S
β(s)Zt(s)ds+ Ut, E[Ut|Wt] = 0, t = 1, . . . , T.
Note that since the regressor is sampled from a high-frequency covariate Zt,
Discretizing the continuous-time equation, we obtain
Yt =
m∑
j=1
β(sj)Zt(sj)(sj − sj−1) + Ut, E[Ut|Wt] = 0, t = 1, . . . , T.
It is worth stressing that the discretization of the continuous-time model leads to a
consistent definition of regression slopes across different frequencies, cf., Sims (1971)
and Geweke (1978). In contrast, the naive discrete-time regression equation does
not impose any normalization and the magnitude of the slope parameter is different
across different frequencies.
The following three examples provide several empirical settings where our mixed-
frequency IV regression model could be useful.
Example 2.1 (Real-time price elasticities). Spot markets operate in real-time with
commodities traded for immediate delivery. The mixed-frequency IV regression can be
used to estimate the real-time elasticities of supply/demand, which is a continuous-
time extension of the classical linear IV regression, cf., Wright (1928). In our em-
pirical application, Yt is the quantity sold at the spot market on a day t and Zt(s)
4If d = 1, then S ⊂ R can be interpreted as a time index. More generally, if d = 2, then S ⊂ R2
can be a geographical location (spatial process), and if d = 3, then S ⊂ R3 can denote both the
space and the time dimension (spatio-temporal process). Regardless of the dimension d, we always
refer to Zt as a continuous-time stochastic process.
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is the equilibrium market price on a day t at time s. The market equilibrium leads
to the endogeneity problem. Using daily temperatures as a demand shifter, we can
identify the real-time price elasticity β of the electricity supply.
Example 2.2 (Intraday liquidity). In the equilibrium of a seminal Kyle (1985)
model, Yt is a daily price change of an asset t, Zt(s) is an order flow imbalance
on a day t at time s, and 1/β is a liquidity parameter. The liquidity parameter quan-
tifies the sensitivity of the market price to the imbalance between the supply and the
demand. Endogeneity comes from the strategic behavior of informed traders who are
likely to distribute orders over time to minimize the impact on prices and the market
equilibrium.
Example 2.3 (Measurement errors). Classical measurement errors in the high-
frequency regressor sampled from a continuous-time stochastic process also lead to
the endogeneity problem. Such measurement errors are especially pronounced in the
high-frequency intraday financial data contaminated by the market microstructure
noise, see Zhang, Mykland, and Aı¨t-Sahalia (2005) and Hansen and Lunde (2006).
2.2 Identification
To simplify the notation, in this section, we suppress the dependence of (Yt, Zt,Wt) on
t and write (Y, Z,W ), which is well-justified under stationarity. The mixed-frequency
IV regression becomes5
Y =
∫
S
β(s)Z(s)ds+ U, E[U |W ] = 0.
The identification in the linear IV regression relies on the uncorrelatedness between
the instrumental variable and the unobservables, i.e., E[UW ] = 0, and the rank
condition. The rank condition requires in turn that the number of the instrumental
variable matches the dimension of the endogenous covariate. In our settings, the
endogenous covariate is a high-dimensional realization of a continuous-time stochastic
process, which requires in turn a high-dimensional instrumental variable. Given that
the instrumental variable has to be exogenous to the system, this imposes a strong
requirement on the instrumental variable.
5Alternatively, if we start from the linear model Y = Φ(Z) + U , where Φ : L2(S) → R is
a continuous linear functional, then by the Riesz representation theorem, we can always write
Φ(Z) = 〈β, Z〉 for a unique slope parameter β ∈ L2(S). Here and later, L2(S) denotes the set of
real functions on S, square-integrable with respect to the Lebesgue measure and the natural inner
product 〈., .〉, see Appendix for more details on the notation.
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In contrast, our identification strategy relies on the mean independence exogene-
ity condition, E[U |W ] = 0. Assuming that the order of the integration can be
interchanged, the exogeneity leads to
h(w) , E[Y |W = w] =
∫
S
β(s)E[Z(s)|W = w]ds , (Lβ)(w), (1)
where L : L2(S) → L2(W ) is an integral operator mapping the unknown slope
parameter β to the conditional mean function h.6 Eq. 1 is an example of the Fredholm
integral equation of type I solving, which is typically known to be ill-posed in the
sense that the inverse map from h to β is discontinuous, see Carrasco et al. (2007b).
Our identification strategy relies on the linear completeness property of the distri-
bution of (Z,W ). We say that the stochastic process Z ∈ L2(S) is linearly complete7
for W ∈ Rq if for all b ∈ L2(S) with E|〈Z, b〉| <∞, we have
E [〈Z, b〉|W ] = 0 =⇒ b = 0.
Assumption 2.1. The stochastic process Z is linearly complete for W .
The linear completeness is a generalization of the rank condition imposed in the
finite-dimensional linear IV regression and requires that the operator L is injective.
Consider another injective operator M : L2(W ) → L2(S) such that (Mϕ)(u) =
E[ϕ(W )Ψ(u,W )] for some square-integrable function of the instrumental variable Ψ.
Applying M to both sides of Eq. 1 leads to
r(u) = E[YΨ(u,W )] =
∫
S
β(s)E[Z(s)Ψ(u,W )]ds = (Kβ)(u), (2)
where r = Mh and K = ML is a new operator. It is more convenient to estimate the
slope parameter β using the continuum of moment restrictions in Eq. 2, since it does
not involve conditional expectations, nonparametric estimation of which involves
additional tuning parameters.8 At the same time, Eq. 2 has the same identifying
power as Eq. 1 provided that the operator M is injective. A large class of instrument
functions Ψ that ensure injectivity of M is characterized in Stinchcombe and White
6For a random variable W , we denote L2(W ) = {f : E|f(W )|2 < ∞} with some abuse of
notation.
7The linear completeness condition is significantly weaker than the nonlinear completeness con-
dition typically used in the nonparametric IV literature, cf., Babii and Florens (2018).
8The problem of estimating a finite-dimensional parameter using a continuum of moment con-
ditions is addressed, e.g., in Carrasco and Florens (2000) and Carrasco, Chernov, Florens, and
Ghysels (2007a).
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(1998).9 Our default recommendation is the logistic CDF, Ψ(u,W ) = 1
1+e−u>W
,
which real-valued and bounded.
3 Tikhonov regularization
In this section, we introduce the Tikhonov-regularized estimator of the slope param-
eter β and study its statistical properties with time series data.
3.1 Estimator
Our objective is to estimate the slope parameter β using the continuum of moment
conditions in Eq. 2, which requires inverting the operator K. Note that the integral
operator K has the kernel function k(s, u) , E[Z(s)Ψ(u,W )], which is typically
square-integrable. Consequently, the operator K is compact and its generalized
inverse is not continuous, see Carrasco et al. (2007b). The operator inversion problem
is amplified by the fact that r and K are unobserved and have to be estimated from
the data. In this paper, we focus on the Tikhonov-regularized estimator of β.
Let (Yt, Zt,Wt)
T
t=1 be a stationary sample. The operator K and the function r
are estimated using sample means
rˆ(u) =
1
T
T∑
t=1
YtΨ(u,Wt),
(Kˆβ)(u) =
∫
S
β(s)kˆ(s, u)ds,
kˆ(s, u) =
1
T
T∑
t=1
Zt(s)Ψ(u,Wt).
The Tikhonov-regularized estimator solves the following penalized least-squares prob-
lem
βˆ = arg min
b
∥∥∥Kˆb− rˆ∥∥∥2 + α‖b‖2,
where α > 0 is a tuning parameter controlling the amount of the regularization and
‖.‖ is the natural norm on the relevant L2 space. The estimator has a well-known
9See also an earlier work of Bierens (1982) who develops consistent specification tests and the
work of Dominguez and Lobato (2004) and Lavergne and Patilea (2013) who develop estimators of
finite-dimensional parameters based on the Bierens-type trick.
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closed-form expression, which resembles the expression of the finite-dimensional ridge
regression estimator10
βˆ = (αI + Kˆ∗Kˆ)−1Kˆ∗rˆ, (3)
where Kˆ∗ is the adjoint operator to Kˆ. To compute the adjoint operator, note that
for every ψ ∈ L2, by Fubini’s theorem
〈Kˆβ, ψ〉 =
∫ (∫
β(s)kˆ(s, u)ds
)
ψ(u)du
=
∫
β(s)
(∫
ψ(u)kˆ(s, u)du
)
ds
= 〈β, Kˆ∗ψ〉.
Therefore, the adjoint operator is
(Kˆ∗ψ)(s) =
∫
ψ(s)kˆ(s, u)du.
3.2 Statistical properties
To investigate the statistical properties of βˆ, we introduce several weak-dependence
conditions on the underlying stochastic processes. The following definition general-
izes the notion of the covariance stationarity to function-valued stochastic processes,
see Bosq (2012) for a comprehensive introduction to the statistical theory of stochas-
tic processes in Hilbert and Banach spaces.
Definition 3.1. The L2(S)-valued stochastic process (Xt)t∈Z is covariance stationary
if
(i) the second moment exists: supt∈ZE‖Xt‖2 <∞;
(ii) the mean function is constant over time: E[Xt(s)] = µ(s),∀s ∈ S and ∀t ∈ Z;
(iii) the autocovariance function depends only on the distance between observations:
∀s, u ∈ S and ∀h, k ∈ Z
γh,k(s, u) = E[(Xh(s)− µ(s))(Xk(u)− µ(u))]
= E[(X|h−k|(s)− µ(s))(X0(u)− µ(u))],
, γh−k(s, u).
10It is well-known that the compact self-adjoint operator has a countable, decreasing to zero
sequence of eigenvalues. Tikhonov regularization stabilizes the spectrum of the generalized inverse
of the operator Kˆ∗Kˆ, replacing its eigenvalues 1
λˆj
by 1
α+λˆj
, see Carrasco et al. (2007b) for more
details.
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We also need a notion of the absolute summability of the autocovariance function
for L2(S)-valued stochastic processes.
Definition 3.2. The L2(S)-valued covariance stationary process (Xt)t∈Z has the ab-
solutely summable autocovariance function γh if∑
h∈Z
‖γh‖1 <∞,
where ‖γh‖1 =
∫
S
|γ(s, s)|ds denotes the L1 norm on the diagonal of S × S.
The following assumption restricts the dependence structure of the process.
Assumption 3.1. {u 7→ YtΨ(u,Wt) : t ∈ Z} and {(s, u) 7→ Zt(s)Ψ(u,Wt) : t ∈ Z}
are covariance stationary L2-valued stochastic processes with absolutely summable
autocovariance functions.
Assumption (i) is a relatively mild condition and is satisfied, in particular, when
(Yt, Zt,Wt)t∈Z is strictly stationary. The absolute summability of autocovariances is
also a relatively mild condition that is typically assumed in the time series analysis.
It is worth stressing that the stationarity is imposed on entire trajectories of the pro-
cesses over t ∈ Z. At the same time, on a fixed day t ∈ Z, the intraday observations
Zt(s) for s ∈ S can be non-stationary.
Since the mixed-frequency IV regression model is ill-posed, we also need to quan-
tify the degree of ill-posedness of the operator K and the regularity of the slope
parameter β. The following conditions serve this purpose.
Assumption 3.2. The slope parameter β belongs to the class
F(γ,R) = {b ∈ L2(S) : b = (K∗K)γψ, ‖ψ‖2 ≤ R}
for some γ ∈ (0, 1] and R > 0.
To appreciate this condition, note that if β = (K∗K)γψ, then ψ = (K∗K)−γβ.
Let (σj, βj, ψj)
∞
j=1 be the singular values decomposition of the compact linear operator
K, see Carrasco et al. (2007b). Then β =
∑∞
j=1〈β, βj〉βj and by the Parseval’s
identity
‖ψ‖2 =
∞∑
j=1
|〈β, βj〉|2
σ4γj
.
Therefore, β = (K∗K)γψ and ‖ψ‖2 ≤ R in Assumption 3.2 restrict the regularity of
the slope parameter β as measured by how fast the Fourier coefficients (〈β, βj〉)∞j=1
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decrease to zero relatively to the smoothing properties of the operator K as measured
by how fast the singular values (σj)
∞
j=1 decrease to zero and the regularity parameter
γ > 0.
The following result provides statistical guarantees on the estimation accuracy
for the Tikhonov-regularized estimator in the mean-integrated squared error.
Theorem 3.1. Suppose that Assumptions 2.1, 3.1, and 3.2 are satisfied. Then
E
∥∥∥βˆ − β∥∥∥2 ≤ C ( 1
αT
+
α2γ + α2γ∧1
αT
+ α2γ
)
,
where the constant C can be found in Eq. A.2.
Consequently, if the regularization parameter α tends to zero, we obtain
E‖βˆ − β‖2 = O
(
1
αT
+ α2γ
)
.
The two terms are balanced for α ∼ T− 12γ+1 , in which case the convergence rate
of the integrated MSE is O
(
T−
2γ
2γ+1
)
. The uniform inference for the Tikhonov-
regularized estimator is also possible, cf., Babii (2020a). Lastly, one could also
consider regularization with Sobolev norm penalty and/or more general spectral
regularization schemes, see Carrasco et al. (2007b), Carrasco et al. (2014), Babii and
Florens (2018), and Babii (2020b).
3.3 Infill asymptotics
So far we have assumed that the trajectory of the stochastic process {Zt(s) : t =
1, . . . , T, s ∈ S} is completely observed. In this section, we relax this requirement and
investigate the case when we only observe {Zt(sj) : t = 1, . . . , T, j = 1, . . . ,m}, i.e.,
realizations of the process at discrete time points sj ∈ S, j = 1, . . . ,m. For simplicity
of presentation, suppose that S = [0, 1] and that 0 = s0 ≤ s1 < s2 < · · · < sm = 1.
Then the operator
(Kˆφ)(u) =
∫ 1
0
φ(s)kˆ(s, u)ds
kˆ(s, u) =
1
T
T∑
t=1
Zt(s)Ψ(u,Wt)
11
is not accessible in practice the continuous-time stochastic process Zt is only partially
observed. Instead, we observe its discrete-time approximation for every φ ∈ C[0, 1]
(Kˆmφ)(u) =
m∑
j=1
φ(sj)kˆ(sj, u)δj
with δj = sj − sj−1. Let ∆m , max1≤j≤m δj and let βˆm be the solution to
(αI + Kˆ∗Kˆm)βˆm = Kˆ∗rˆ.
For the in-fill asymptotics, we need additionally the following assumption.
Assumption 3.3. (i) The process Z has trajectories in the Ho¨lder class CκL[0, 1]
for some κ ∈ (0, 1) and L ∈ (0,∞); (ii) supw ‖Ψ(., w)‖2 ≤ Ψ¯ < ∞; (iii) ∆m =
O(α1/κ/T 1/2κ) as α→ 0 and T →∞.
Assumption 3.3 (i) is satisfied, e.g., for the Brownian motion on [0, 1] with κ <
1/2. (ii) is satisfied, e.g., for uniformly bounded instrument functions on compact
intervals. (iii) imposes restrictions on the in-fill asymptotics. In the special case of
the uniform spacing, it reduces to the condition m−κ = O(α/T 2). In other words, the
number of regressors should increase sufficiently fast. It is worth stressing that the
number of regressors m can be much larger than the sample size T and can increase
even faster than exponentially.
The following result shows that the integrated MSE can converge at the same
rate as if we observed the process, cf., Theorem 3.1.
Theorem 3.2. Suppose that Assumptions 2.1, 3.1, 3.2, and 3.3 are satisfied. Then
E
∥∥∥βˆm − β∥∥∥2 ≤ O( 1
αT
+ α2γ
)
for some constants C <∞.
4 Monte Carlo experiments
In this section, we discuss the numerical implementation of our high-dimensional
mixed-frequency IV estimator and study its behavior in finite samples with Monte
Carlo experiments.
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We use the logistic CDF, Ψ(u,W ) = 1
1+exp(−u>W ) , as an instrument function.
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We rewrite Eq. 3 as αβˆ + Kˆ∗Kˆβˆ = Kˆ∗rˆ and discretize it with the Riemann sum on
a grid of uniformly spaced points j/m, j = 1, . . . ,m. The discretized equation is
αβˆ + Z>Ψ>ΨZβˆ/(Tm)2 = Z>Ψ>Ψy/T 2m,
where βˆ = (βˆ(j/m))1≤j≤m,Z = (Zt(j/m))1≤t≤T
1≤j≤m
,Ψ = (Ψ(j/m,Wt))1≤j≤m
1≤t≤T
,y =
(Yt)1≤t≤T and IT is a T × T identity matrix. Then we compute the estimator as
βˆ =
(
αIT + Z
>Ψ>ΨZ/(Tm)2
)−1
Z>Ψ>Ψy/T 2m.
There are 5, 000 replications in each Monte Carlo experiment. We generate sam-
ples of (Yt, Zt,Wt)
T
t=1 of size T ∈ {100, 500, 1000} as follows
Yt =
∫ 1
0
β(s)Zt(s)ds+ Ut,
Zt(s) = k(s,Wt) + σBt(s), Wt = 0.5 + 0.7Wt−1 + εt
k(s, w) =
√
s2 + w2, εt ∼i.i.d. N(0, 1)
Ut = 0.5
∫ 1
0
Bt(s)ds+ 0.5Vt, Vt ∼i.i.d. N(0, 1)
where {Bt(s) : s ∈ [0, 1], t = 1, . . . , T} are independent Brownian motion, gener-
ated independently of all other variables and initiated at i.i.d. random draws from
U(−1/2, 1/2). The parameter σ ∈ {0.5, 1} represents the noise level. We con-
sider two slope parameters β(s) = −10 exp(s) and β(s) = 10s with s ∈ [0, 1]. All
continuous-time quantities are discretized at 200 equidistant points.
The integrated bias, variance, and MSE are approximated by the Riemann sum
on a grid of 100 equidistant points in [0, 1]. Table 1 and Table 2 present the results
of our Monte Carlo experiments for two different population slope parameters. The
mixed-frequency IV estimator behaves according to our asymptotic results. We can
see the bias/variance trade-off – as the regularization parameter α tends to zero, the
bias decreases while the variance increases. The optimal choice of the regularization
parameter should balance the two. The estimator performs better when the sample
size increases and the noise level decreases. We can also see that the linear slope pa-
rameter is estimated more accurately. Figure 1 and Figure 2 summarize graphically
11This function fits our assumptions since it is uniformly bounded and real-valued, unlike some
other choices, cf., Bierens (1982) and Stinchcombe and White (1998). At the same time, we find in
Monte Carlo experiments that it works significantly better than, e.g., Ψ(s, w) = 1{w ≤ s}.
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Table 1: Experiments for β(s) = −10 exp(s).
T σ α i-Bias2 i-Var i-MSE
100 0.5 10−5 3.7458 0.6178 4.3636
10−6 0.2189 0.8535 1.0723
10−7 0.0847 1.5591 1.6437
1.0 10−5 4.4351 1.2387 5.6738
10−6 0.6539 2.0718 2.7256
10−7 0.2793 3.1782 3.4575
500 0.5 10−5 3.1686 0.1257 3.2944
10−6 0.1276 0.1531 0.2807
10−7 0.0427 0.2180 0.2607
1.0 10−5 3.3092 0.2768 3.5860
10−6 0.1724 0.3889 0.5613
10−7 0.0524 0.5324 0.5848
1000 0.5 10−5 3.0921 0.0633 3.1554
10−6 0.1194 0.0750 0.1944
10−7 0.0391 0.0998 0.1389
1.0 10−5 3.1539 0.1407 3.2946
10−6 0.1347 0.1921 0.3267
10−7 0.0422 0.2398 0.2820
Note: results for different sample sizes T ,
noise levels σ, and regularization parameters
α.
the outcome of Monte Carlo experiments for α = 10−6. The shaded gray area rep-
resents the pointwise 95% confidence interval across 5, 000 replications. Overall, the
mixed-frequency IV estimator demonstrates excellent performance across different
specifications.
It is worth stressing that since the stochastic Z is observed at m = 200 time
points, the number of endogenous regressors exceeds the sample size when T = 100.
In this case, the conventional IV estimator does not exist. At the same time, the naive
generalization of the ridge regression and the LASSO are also not appropriate in our
setting. The ridge regression would typically require m/T → 0, cf., Carrasco et al.
(2007b). The LASSO would require the approximate sparsity, somewhat stronger
weak dependence conditions, and m1/κ/T 1−1/κ → 0, where κ measures tails and
weak dependence, cf., Babii et al. (2019).
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Table 2: Experiments for β(s) = 10s.
T σ α i-Bias2 i-Var i-MSE
100 0.5 10−5 1.6466 0.3971 2.0437
10−6 0.2158 0.6547 0.8705
10−7 0.0633 1.2591 1.3225
1.0 10−5 1.8666 0.6451 2.5117
10−6 0.3660 1.1376 1.5036
10−7 0.1030 2.0589 2.1618
500 0.5 10−5 1.3965 0.0860 1.4825
10−6 0.1766 0.1188 0.2954
10−7 0.1160 0.1739 0.2900
1.0 10−5 1.4756 0.1609 1.6365
10−6 0.1934 0.2236 0.4170
10−7 0.0946 0.3300 0.4246
1000 0.5 10−5 1.3717 0.0425 1.4142
10−6 0.1724 0.0591 0.2315
10−7 0.1249 0.0787 0.2035
1.0 10−5 1.4036 0.0818 1.4855
10−6 0.1832 0.1079 0.2912
10−7 0.1139 0.1444 0.2584
Note: results for different sample sizes T ,
noise levels σ, and regularization parameters
α.
15
0 0.2 0.4 0.6 0.8 1
-30
-25
-20
-15
-10
-5
95% empirical confidence band
Mean value of estimates
Population value of b(t)
(a) σ = 0.5, T = 100
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(c) σ = 0.5, T = 1000
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(f) σ = 1, T = 1000
Figure 1: Summary of Monte Carlo experiments for β(s) = −10 exp(s). Regulariza-
tion parameter: α = 10−6.
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Figure 2: Summary of Monte Carlo experiments for β(s) = 10s. Regularization
parameter: α = 10−6.
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5 Real time elasticity of electricity supply
At the beginning of the 90s, electricity markets around the world were vertically
integrated industries with prices set by regulators. Over the last 30 years, major
countries experienced deregulation. Today, electricity is often sold at competitive
spot markets where prices are determined according to the laws of supply and de-
mand. Elasticities of supply and demand summarize the behavior of energy produc-
ers and consumers, inform market participants, and play an important role in the
policy design, forecasting, and energy planning. The real-time elasticity of supply
contains a piece of important information on seller’s response to the intraday price
fluctuations.12
Most of the electricity in Australia is generated, sold, and bought at the National
Electricity Market (NEM), which is one of the largest interconnected electricity sys-
tems in the world. The NEM started operating as a wholesale spot market in De-
cember 1998. It supplies about 200 terawatt-hours of electricity to around 9 million
customers each year reaching $16.6 billion of trades in 2016-2017. The supply and
the demand come from over 100 competitive generators and retailers participating
in the market and are matched instantaneously in real time through a centrally co-
ordinated dispatch process. Generators offer to supply a fixed amount of electricity
at a specific time in the future and can resubmit subsequently the offered amount
and price if needed. The Australian Energy Market Operator (AMEO) decides which
generators will produce electricity to meet the demand in the most cost-efficient way.
We construct a new dataset using publicly available data from the AEMO and
the Australian Bureau of Meteorology for the New South Wales in 1999-2018. The
central pieces of the dataset are the daily aggregate quantities of the electricity sold
at the spot market, intraday high-frequency prices measured each half an hour, and
the average daily temperatures. The high-dimensional mixed-frequency IV regression
model is
logQt =
∫ 24
0
β(s) logPt(s)ds+ Ut, E[Ut|Wt] = 0,
where Qt is the quantity sold on a day t, Pt(s) is the price at time s on a day t,
and Wt is an instrumental variable. To estimate the supply elasticity, we use the
12While there is an extensive literature on forecasting with intraday electricity data, see, e.g.,
Aneiros Pe´rez, Vilar-Ferna´ndez, Cao Abad, and Mun˜oz San Roque (2013) and references therein,
the structural econometric analysis of the real-time electricity data received less attention, see
Benatia et al. (2017) and Benatia (2018) for notable exceptions. The latter paper studies the multi-
unit electricity auction in New York and estimates the firm-level market power. It is also worth
mentioning that the real-time price elasticities of demand have been previously estimated in Patrick
and Wolak (2001) and Lijesen (2007) relying on a different econometric methodology.
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average daily temperature. Since the observed prices are measured with half an hour
intervals, the regression equation is discretized as
logQt = 0.5
48∑
j=1
β(sj) logPt(sj) + Ut,
where sj = 0.5j with j = 1, 2, . . . , 48.
Figure 3 displays the histogram of the natural logarithm of equilibrium quantities
and the boxplot with equilibrium prices plotted against the hour. Figure 4 displays
the histogram of the temperature and the scatterplot with quantities plotted against
the temperature. Marginal distributions seem to be well-behaved. The price series
seems to be not stationary during the day with the median price peaking in the
evening and plummeting during the night. There is also more volatility in the price
in the evening. Note that such our assumptions do not rule out intraday nonsta-
tionarities. Figure 4 (b) illustrates that the quantity sold is driven by heating and
cooling demands. It is worth stressing that the temperature series is available at the
daily frequency which is not allowed in Florens and Van Bellegem (2015). At the
same time, our mixed-frequency IV regression model allows to instrument intraday
prices with the daily temperature series.
To compute the estimator, we estimate the regularization parameter using a
method similar to the one used in Fe`ve and Florens (2010). The method consists of
minimizing the approximately scaled L2 norm of the residual of the inverse problem
RSS(α) = α−1‖Kˆβˆα − gˆ‖2,
where βˆα = (αI + Kˆ
∗Kˆ)−1Kˆ∗gˆ. In our case, the minimum is reached at α∗ =
2.16× 10−3 as be seen from Figure 5, panel (a).
Figure 5, panel (b) displays the estimated intraday elasticity of supply using our
high-dimensional mixed-frequency IV regression. We find that depending on the
hour, the price elasticity of supply ranges between 0.135 and 0.165. The elasticity is
the highest in the evening, around 6 pm and the lowest during the night. The supply
appears to have the real-time price elasticity of a similar order of magnitude as the
demand.13 The relatively inelastic supply may probably be attributed to the fact
that the market participants are allowed to hedge financial risks and the difficulty
to adjust the electricity production in real time.
13Patrick and Wolak (2001) find real-time demand elasticities between 0 and -0.27 for 5 industrial
sectors in UK.
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6 Conclusions
This paper introduces a novel high-dimensional mixed-frequency IV regression and
contributes to the growing literature on high-dimensional and mixed-frequency data.
We show that the slope parameter of the high-dimensional endogenous regressor
can be identified and accurately estimated leveraging on an instrumental variable
observed at a low-frequency only.
We characterize the identifying condition in the model and study the statistical
properties of the Tikhonov-regularized estimator with time series data. The mixed-
frequency IV estimator has a closed-form expression and is easy and fast to compute
numerically. Our statistical analysis does not restrict the number of high-frequency
observations of the process and can handle the number of covariates increasing with
the sample size even faster than exponentially.
In our empirical application, we estimate the real-time price elasticity of supply at
the Australian electricity spot market. We find that the supply is relatively inelastic
and that its elasticity is heterogeneous throughout the day. To conclude, we note
that our identification strategy with a low-frequency IV can also be applied to the
instrumental variable model of Benatia et al. (2017) with a high-frequency dependent
variable.
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APPENDIX
A.1 Proofs
Notation: We use L2(S) to denote the space of functions on S ⊂ Rd, square-
integrable with respect to the Lebesgue measure. We endow the space L2(S) with
the natural inner product 〈β, γ〉 = ∫
S
β(s)γ(s)ds and the norm ‖β‖ = √〈β, β〉 for all
β, γ ∈ L2(S). Any vector a ∈ Rm should be considered as a column-vector and can
be written as a = (aj)1≤j≤m. For a bounded linear operator K : E → F between the
two Hilbert spaces E and F , let ‖K‖∞ = sup‖φ‖≤1 ‖Kφ‖ denote its operator norm.
Let σ(K∗K) denote the spectrum of the corresponding self-adjoint operator K∗K.
The m× T matrix A is written by enumerating all its elements A = (Aj,t)1≤j≤m
1≤t≤T
. If
m = T , then we simply write A = (Aij)1≤i,j≤m,. We use
CκL[0, 1] =
{
f : [0, 1]→ R : max
1≤k≤bκc
‖f (k)‖∞ ≤ L, sup
s 6=s′
|f (bκc)(s)− f (bκc)(s′)|
|s− s′|κ−bκc ≤ L
}
to denote the space of Ho¨lder continuous functions with common parameters κ, L >
0. Lastly, for a, b ∈ R, put a ∨ b = max{a, b}.
To prove Theorem 3.1, we need two auxiliary lemmas. The first lemma bounds
the expected norm of the sample mean of a covariance stationary zero-mean L2(S)-
valued stochastic process (Xt)t∈Z by the norm of its auto-covariance function γh.
Lemma A.1.1. Suppose that (Xt)t∈Z is a zero-mean covariance stationary process
in L2(S) with absolutely summable autocovariance function∑
h∈Z
‖γh‖1 <∞,
where ‖γh‖1 =
∫
S
|γh(s, s)|ds. Then
E
∥∥∥∥∥ 1T
T∑
t=1
Xt
∥∥∥∥∥
2
≤ 1
T
∑
h∈Z
‖γh‖1.
Appendix - 1
Proof. We have
E
∥∥∥∥∥ 1T
T∑
t=1
Xt
∥∥∥∥∥
2
=
1
T 2
E
〈
T∑
t=1
Xt,
T∑
k=1
Xk
〉
=
1
T 2
T∑
t,k=1
∫
S
E[Xt(s)Xk(s)]ds
=
1
T 2
T∑
t,k=1
∫
S
γt−k(s)ds
=
1
T
∑
|h|<T
T − |h|
T
∫
S
γh(s, s)ds
≤ 1
T
∑
h∈Z
∫
S
|γh(s, s)| ds,
where the second line follows by the bilinearity of the inner product and Fubini’s
theorem and the third under the covariance stationarity.
The following lemma allows controlling estimation errors appearing in the proof
of Theorem 3.1 in terms of more primitive quantities.
Lemma A.1.2. Suppose that kˆ, k, rˆ, r, β are square-integrable. Then
E
∥∥∥Kˆ −K∥∥∥2
∞
≤ E
∥∥∥kˆ − k∥∥∥2
and
E
∥∥∥rˆ − Kˆβ∥∥∥2 ≤ 2E ‖rˆ − r‖2 + 2‖β‖2E ∥∥∥kˆ − k∥∥∥2 .
Proof. By the definition of the operator norm and the Cauchy-Schwartz inequality
E
∥∥∥Kˆ −K∥∥∥2
∞
= E
[
sup
‖φ‖≤1
∥∥∥Kˆφ−Kφ∥∥∥2]
= E
[
sup
‖φ‖≤1
∫ ∣∣∣∣∫ φ(s)(kˆ(s, u)− k(s, u)) ds∣∣∣∣2 du
]
≤ E
∥∥∥kˆ − k∥∥∥2 .
(A.1)
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For the second part, use r = Kβ, ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2, ‖Kβ‖ ≤ ‖K‖∞‖β‖,
and the estimate in Eq. A.1
E
∥∥∥rˆ − Kˆβ∥∥∥2 ≤ 2E ‖rˆ − r‖2 + 2E‖Kˆβ −Kβ‖2
≤ 2E ‖rˆ − r‖2 + 2‖β‖2E
∥∥∥kˆ − k∥∥∥2 .
Proof of Theorem 3.1. The proof is based on the following decomposition
βˆ − β = R1 +R2 +R3 +R4
with
R1 = (αI + Kˆ
∗Kˆ)−1Kˆ∗(rˆ − Kˆβ)
R2 = α(αI + Kˆ
∗Kˆ)−1Kˆ∗(Kˆ −K)(αI +K∗K)−1β
R3 = α(αI + Kˆ
∗Kˆ)−1(Kˆ∗ −K∗)K(αI +K∗K)−1β
R4 = (αI +K
∗K)−1K∗Kβ − β.
To see that this decomposition holds, note that
R2 +R3 = α(αI + Kˆ
∗Kˆ)−1
[
Kˆ∗Kˆ −K∗K
]
(αI +K∗K)−1β
= α(αI + Kˆ∗Kˆ)−1
[
(αI + Kˆ∗Kˆ)− (αI +K∗K)
]
(αI +K∗K)−1β
= α(αI +K∗K)−1β − α(αI + Kˆ∗Kˆ)−1β
=
[
I − α(αI + Kˆ∗Kˆ)−1
]
β +
[
α(αI +K∗K)−1 − I] β
= (αI + Kˆ∗Kˆ)−1Kˆ∗Kˆβ − (αI +K∗K)−1K∗Kβ.
Therefore,
E
∥∥∥βˆ − β∥∥∥2 ≤ 4E‖R1‖2 + 4E‖R2‖2 + 4E‖R3‖2 + 4E‖R4‖2.
The fourth term is a regularization bias and its order follows directly from the
Assumption 3.2 and the isometry of the functional calculus
E‖R4‖2 =
∥∥[(αI +K∗K)−1K∗K − I] β∥∥2
≤ ∥∥[I − (αI +K∗K)−1K∗K] (K∗K)γ∥∥2∞R
= sup
λ∈σ(K∗K)
∣∣∣∣(1− λα + λ
)
λγ
∣∣∣∣2R
= sup
λ∈σ(K∗K)
∣∣∣∣ λγα + λ
∣∣∣∣2 α2R.
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We can have two cases depending on the value of γ > 0. For γ ∈ (0, 1), the function
λ 7→ λγ
α+λ
admits maximum at λ = γ
1−γα. For γ ≥ 1, the function λ 7→ λ
γ
α+λ
is strictly
increasing on [0,∞), attaining maximum at the end of the spectrum λ = ‖K∗K‖∞.
Therefore, since γγ(1− γ)1−γ ≤ 1, γ ∈ (0, 1), we have
sup
λ∈σ(K∗K)
λγ
α + λ
≤
{
‖K∗K‖γ−1, γ ≥ 1
αγ−1, γ ∈ (0, 1).
This gives E‖R4‖2 ≤ α2γR since γ ∈ (0, 1].
Similar computations14 give
E‖R1‖2 ≤ E
∥∥∥(αI + Kˆ∗Kˆ)−1Kˆ∗∥∥∥2
∞
∥∥∥rˆ − Kˆβ∥∥∥2
= E
[
sup
λ∈σ(Kˆ∗Kˆ)
∣∣∣∣ λ1/2α + λ
∣∣∣∣2 ∥∥∥rˆ − Kˆβ∥∥∥2
]
≤ 2
α
(
E ‖rˆ − r‖2 + ‖β‖2E
∥∥∥kˆ − k∥∥∥2) ,
where the last inequality follows by Lemma A.1.2.
Next,
E‖R2‖2 ≤ E
∥∥∥(αI + Kˆ∗Kˆ)−1Kˆ∗∥∥∥2
∞
∥∥∥Kˆ −K∥∥∥2
∞
∥∥α(αI +K∗K)−1(K∗K)γ∥∥2∞R
≤ E
[
sup
λ∈σ(Kˆ∗Kˆ)
∣∣∣∣ λ1/2α + λ
∣∣∣∣2 ∥∥∥Kˆ −K∥∥∥2∞ supλ∈σ(K∗K)
∣∣∣∣ λγα + λ
∣∣∣∣2 α2R
]
≤ α
2γ
α
E
∥∥∥kˆ − k∥∥∥2R,
where the last inequality follows by Lemma A.1.2.
14Note that Kˆ is a finite-rank operator, hence, compact.
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Likewise, for the third term, we have
E‖R3‖2 = E
∥∥∥(αI + Kˆ∗Kˆ)−1(Kˆ∗ −K∗)αK(αI +K∗K)−1β∥∥∥2
≤ E
∥∥∥(αI + Kˆ∗Kˆ)−1∥∥∥2
∞
∥∥∥Kˆ∗ −K∗∥∥∥2
∞
∥∥K(αI +K∗K)−1(K∗K)γ∥∥2∞ α2R
= E
[
sup
λ∈σ(Kˆ∗Kˆ)
∣∣∣∣ 1α + λ
∣∣∣∣2 ∥∥∥Kˆ∗ −K∗∥∥∥2∞ supλ∈σ(K∗K)
∣∣∣∣λγ+1/2α + λ
∣∣∣∣2 α2R
]
≤ sup
λ∈σ(K∗K)
∣∣∣∣λγ+1/2α + λ
∣∣∣∣2E∥∥∥Kˆ∗ −K∗∥∥∥2∞R
≤ α
2γ∧1
α
‖K∗K‖(2γ−1)∨0E
∥∥∥kˆ − k∥∥∥2R.
Lastly, let γ
(1)
h be the autocovariance function of the process (YtΨ(.,Wt))t∈Z and
let γ
(2)
h be the autocovariance function of the process (Zt(.),Ψ(.,Wt))t∈Z. Put
η1 =
∑
h∈Z
‖γ(1)h ‖1 and η2 =
∑
h∈Z
‖γ(2)h ‖1.
Then under Assumption 3.1 by Lemma A.1.1
E ‖rˆ − r‖2 = E
∥∥∥∥∥ 1T
T∑
t=1
{YtΨ(.,Wt)− E[YtΨ(.,Wt)]}
∥∥∥∥∥
2
≤ η1
T
and
E
∥∥∥kˆ − k∥∥∥2 = E∥∥∥∥∥ 1T
T∑
t=1
{Zt(.)Ψ(.,Wt)− E[Z(.)Ψ(.,W )]}
∥∥∥∥∥
2
≤ η2
T
.
Combining all the estimates, we obtain
E
∥∥∥βˆ − β∥∥∥2 ≤ 8(η1 + η2‖β‖2)
αT
+
4Rη2
αT
(
α2γ + α2γ∧1‖K∗K‖(2γ−1)∨0)+ 4α2γR. (A.2)
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Proof of Theorem 3.2. Decompose
βˆm − β = βˆm − βˆ + βˆ − β.
By Theorem 3.1, we know that E‖βˆ − β‖2 = O ( 1
αT
+ αγ
)
. Consequently, it remains
to control E‖βˆm − βˆ‖2. To that end, note that if ψˆm solves
(αI + KˆmKˆ
∗)ψˆm = rˆ,
then βˆm = Kˆ
∗ψˆm. Therefore,
βˆm = Kˆ
∗(αI + KˆmKˆ∗)−1rˆ.
Next, decompose
βˆm − βˆ = Kˆ∗(αI + KˆmKˆ∗)−1rˆ − Kˆ∗(αI + KˆKˆ∗)−1rˆ
= Kˆ∗
[
(αI + KˆmKˆ
∗)−1 − (αI + KˆKˆ∗)−1
]
rˆ
= Kˆ∗(αI + KˆKˆ∗)−1
[
KˆKˆ∗ − KˆmKˆ∗
]
(αI + KˆmKˆ
∗)−1rˆ
= Kˆ∗(αI + KˆKˆ∗)−1(Kˆ − Kˆm)Kˆ∗(αI + KˆmKˆ∗)−1rˆ.
Then∥∥∥βˆm − βˆ∥∥∥2 ≤ ∥∥∥Kˆ∗(αI + KˆKˆ∗)−1∥∥∥2∞ ∥∥∥(Kˆ − Kˆm)Kˆ∗∥∥∥2∞ ∥∥∥(αI + KˆmKˆ∗)−1∥∥∥2∞ ‖rˆ‖2
≤ ‖rˆ‖
4α3
∥∥∥(Kˆ − Kˆm)Kˆ∗∥∥∥2∞ .
Next, the expression inside of the operator norm is the integral operator on L2
(Kˆ − Kˆm)Kˆ∗ψ =
∫
ψ(u)
(∫
kˆ(s, v)kˆ(s, u)ds−
m∑
j=1
kˆ(sj, v)kˆ(sj, u)δj
)
du.
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Therefore, by the same computations as in Eq. A.1 and the triangle inequality∥∥∥(Kˆ − Kˆm)Kˆ∗∥∥∥∞ ≤
∥∥∥∥∥∥
∫
kˆ(s, .)kˆ(s, .)ds−
m∑
j=1
kˆ(sj , .)kˆ(sj , .)δj
∥∥∥∥∥∥
=
∥∥∥∥∥∥ 1T 2
T∑
t=1
T∑
k=1
Ψ(.,Wt)Ψ(.,Wk)

∫
Zt(s)Zk(s)ds−
m∑
j=1
Zt(sj)Zk(sj)δj

∥∥∥∥∥∥
≤ 1
T 2
T∑
t=1
T∑
k=1
‖Ψ(.,Wt)‖‖Ψ(.,Wk)‖
∣∣∣∣∣∣
∫
Zt(s)Zk(s)ds−
m∑
j=1
Zt(sj)Zk(sj)δj
∣∣∣∣∣∣
≤ max
1≤t≤T
‖Ψ(.,Wt)‖2 max
1≤t,k≤T
∣∣∣∣∣∣
m∑
j=1
Zt(sj)Zk(sj)δj −
∫
Zt(s)Zk(s)ds
∣∣∣∣∣∣ .
Under Assumption 3.3 (i)
|Zt(sj)Zk(sj)− Zt(s)Zk(s)| ≤ |Zt(sj)− Zt(s)||Zk(sj)|+ |Zt(s)||Zk(sj)− Zk(s)|
≤ 2L2|sj − s|κ,
and whence∣∣∣∣∣
m∑
j=1
Zt(sj)Zk(sj)δj −
∫
Zt(s)Zk(s)ds
∣∣∣∣∣ =
∣∣∣∣∣
m∑
j=1
∫ sj
sj−1
{Zt(sj)Zk(sj)− Zt(s)Zk(s)} ds
∣∣∣∣∣
≤
m∑
j=1
∫ sj
sj−1
|Zt(sj)Zk(sj)− Zt(s)Zk(s)| ds
= 2L2
m∑
j=1
∫ sj
sj−1
|sj − s|κds
≤ 2L2 max
1≤j≤m
δκj .
Therefore,
E
∥∥∥βˆm − βˆ∥∥∥2 ≤ E‖rˆ‖
α3
L4Ψ¯2 max
1≤j≤m
δ2κj
= O
(
∆2κm
α3
)
= O
(
1
αT
)
,
where the second line follows under Assumption 3.1 by Lemma A.1.1 and the last
under Assumption 3.3 (iii).
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