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Karen Ciccone, Director Natural Resources Library & Research Librarian, Science Informatics 
Abstract  
When the NCSU Libraries initially subscribed to the Summon Discovery Service in 2009, there were few other 
competitors on the market and none offered an API interface that could be used to populate the “Articles” 
portion of our QuickSearch application (http://search.lib.ncsu.edu/). Since then, EBSCO Discovery Service 
(EDS) has emerged as a viable competitor. Using a random sample of actual user searches and bootstrap 
randomization tests (also referred to as permutation tests), the NCSU Libraries’s Web‐Scale Discovery 
Product Team conducted a study to compare the search performance of Summon, EDS, and Google Scholar. 
Introduction 
This paper discusses a study done by the NCSU 
Libraries Web‐Scale Discovery Product Team to 
compare the search performance of Summon, 
EBSCO Discovery Service, and Google Scholar. The 
paper provides background on the study and its 
objectives. We then discuss the study methods 
and results. This paper and the accompanying 
presentation at the 2015 Charleston Conference 
are drawn from a detailed article about the 
project published by Karen Ciccone and John 
Vickery in Evidence Based Library and Information 
Practice, 10(1) (2015). Readers are encouraged to 
consult that article for a more detailed discussion 
of the study. In addition, the SAS code written for 
the analysis is discussed in more detail in a paper 
by John Vickery in the 2015 SAS Global Forum 
Proceedings (2015). The code is also made 
available on GitHub at https://github.com 
/jnvickery/permutations. 
Project Background 
Similar to many libraries, the NCSU Libraries has 
invested substantial time, effort, and money into 
Figure 1. The NCSU Libraries’s QuickSearch interface.
Copyright of this contribution remains in the name of the author(s).
http://dx.doi.org/10.5703/1288284316288 
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implementing a web‐scale discovery service. 
Given this investment, it is important to 
periodically review competing products to see if 
they would be a better fit for us either because of 
price or effectiveness. Our Web‐Scale Discovery 
Product Team is charged with testing and 
evaluating our existing Summon service as well as 
other potential products. The team is made up of 
nine librarians representing public services, 
technical services, collections, and IT. 
At NCSU, we primarily use the Summon API to 
populate the “Articles” section of our QuickSearch 
as shown in Figure 1. A search in the QuickSearch 
application presents separate results for Articles, 
Books & Media, Our Website, and other 
information.  
In 2009, when the NCSU Libraries implemented 
Summon, it was the only product that had an API 
that could be leveraged to be used with our 
QuickSearch application. Since 2009, other 
products including EBSCO Discovery Service (EDS) 
have implemented API functionality. As such, the 
Web‐Scale Discovery Product Team decided a 
comparison was warranted and a trial for EDS was 
set up in April and May of 2014 in order to 
conduct the study. 
Other studies have, of course, been conducted to 
assess the performance of discovery services. In 
2013, Asher, Duke, and Wilson compared 
Summon, EBSCO Discovery Service, and Google 
Scholar on the basis of search performance. 
Scores were based on librarian quality ratings of 
the resources selected by test subjects. Quality of 
resources was based on whether articles were 
from scholarly or non‐peer‐reviewed journals. 
In 2013, Rochkind compared user preference for 
search results from the major discovery systems 
including EDS, Summon, EBSCOhost “Traditional” 
API, Ex Libris Primo, and Elsevier’s Scopus. Users 
were presented with side‐by‐side views of results 
from two randomly chosen products. Users were 
then asked to indicate which set of results they 
preferred, with an option for “Can’t Decide/About 
the Same.” 
Both of the above studies relied on test subjects 
entering hypothetical searches. The NCSU study 
differs in that actual user queries from the 
Summon log files were used. This provides a 
sample of actual research questions as well as a 
distribution of searches that accurately reflects 
the relative frequency of known‐item to topical 
searches. 
The primary objective of the study was to answer 
the question of whether Summon or EDS 
produced better results for the type of searches 
typically performed by our users. We can get a 
sense of what is “typical” by examining our 
Summon search logs. These logs contain the 
actual queries that users entered into the search 
box. From looking at these logs, we know that 
about three quarters 
of the searches are 
for “topical” type 
searches with the rest 
being “known‐item” 
type searches where a 
user pastes in a 
citation or clearly 
enters title and 
author keywords. 
Because of how these 
two types of searches 
differ, the study was 
designed to 
separately evaluate 
how the discovery 
systems handled 
these types of 
Table 1. Examples of known‐item and topical search queries.
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searches. Table 1 lists examples of known‐item 
and topical search queries from the Summon logs. 
Discovery services such as Summon and EDS can 
offer several advantages over Google Scholar 
(e.g., API available, ability to save and e‐mail 
results, ability to limit to peer‐reviewed articles). 
However, we know that the Google universe is 
often the first choice of our users. Therefore, we 
were interested in how Google Scholar would 
perform as compared to Summon and EDS. 
Methods 
The study used actual user search queries from 
our Summon search logs. This differentiates the 
NCSU study from both the Asher and Rochkind 
studies (2013; 2013). The user queries 
occasionally contain typos, punctuation errors or 
extraneous characters. In addition, the queries 
could also be overly broad or otherwise 
problematic. Table 2 lists examples of problematic 
search queries from our sample. 
The SAS software PROC SURVEYSELECT procedure 
was used to generate a simple random sample of 
225 search queries. The sample was drawn from 
the approximately 664,000 Summon searches 
performed between January 1, 2013 and 
December 31, 2013. We determined the sample 
to be large enough to be representative of the 
population but also small enough to be 
manageable by the Web‐Scale Discovery Product 
Team. Each of the nine members of the team was 
given twenty‐five queries to analyze. Two team 
members were unable to complete testing, 
resulting in 183 queries tested. 
Team members coded queries as topical search 
queries or known‐item search queries. Team 
members entered each query into Summon, EDS, 
and Google Scholar. For topical searches, team 
members recorded the number of relevant results 
within the first ten results. A result was 
considered relevant if it matched the presumed 
topic of the user’s search. Only the title and 
abstract were used to determine relevancy. 
For known‐item search queries, team members 
coded “yes” or “no” responses to the questions of 
“Did you find the item?” and “Was it in the top 
three results?” 
The topical search queries were analyzed 
graphically as well as with a permutation test for 
repeated measures analysis of variance and 
pairwise permutation tests for comparing the 
means of the paired data. The permutation test 
code was written in SAS/IML software. The 
known‐item search queries were analyzed using a 
graphical comparison of the number of found 
known items and a Mantel‐Haenszel analysis to 
examine the relationship between discovery 
product and success of a known‐item search. 
About Permutation Tests 
Permutation tests are defined in A Dictionary of 
Statistics (Upton & Cook, 2014) as follows:  
A simple type of hypothesis test. Denote the 
value of some test statistic by T. The observed 
data values are randomly redistributed 
amongst the experimental units. The test 
statistic is calculated for each such 
redistribution. Depending on the number of 
data values, either all possible permutations 
are made, or a random 
selection (of say 1,000 
permutations) is made. 
For each permutation the 
value of the test statistic 
is considered. The 
significance of the value T 
is determined by the 
proportion of 
permutations that lead to 
values greater than, or 
equal to, T.  
Table 2. Examples of problematic search queries from our sample.
395        Charleston Conference Proceedings 2015 
 
The concept of permutation tests was discussed 
as early as the 1930s by Fisher and others 
(Anderson, 2001; Good, 2005). However, the 
practicality of the method was limited by 
computing power. As the definition above states, 
the basic premise of a permutation test is that by 
randomly shuffling the data and recalculating a 
test statistic, a permutation test can calculate the 
probability of getting a value equal to or more 
extreme than an observed test statistic. Edgington 
and Onghena provide a detailed overview of using 
randomization tests to determine P‐values in 
repeated measures designs (2007).  
Results 
For the comparison of known‐item searches, the 
proportion of items found using Summon, EDS, 
and Google Scholar was nearly the same. Figure 2 
shows the frequency of 
known items found 
between the three 
products. 
For the question of 
whether or not a found 
item was in the top three 
results, the products 
performed nearly the 
same. All but two of the found known items were 
in the top three results for EDS and Google 
Scholar, and all but one was in the top three for 
Summon. 
Adjusting or controlling for the sample query, no 
significant difference was found between 
Summon, EDS, and Google Scholar success rates, 
χ2 (2, N = 132) = 0.08, p = 0.96. The small sample 
size for known items (n = 44) was a limitation of 
our study. The test did not have the sufficient 
power to detect small differences (< 40%) in the 
performance of the products. We would suggest 
that subsequent studies use a larger starting 
sample in order to obtain sufficient known‐item 
queries to detect small performance differences 
between products. 
For the comparison of topical searches, the three 
products also performed similarly. Figure 3 shows 
the distribution of the 
number of relevant 
results for Summon, EDS, 
and Google Scholar.  
Table 4 lists the mean 
number of relevant 
results for each product. 
The mean for Summon 
and EDS is nearly the 
same. Google Scholar 
appears to have on 
average approximately 
one additional relevant 
result. 
 
 
 
Table 3. Basic steps for a randomization/permutation test.
Figure 2. Frequency of known items found for EDS, Google Scholar, and Summon.
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In order to detect any overall difference between 
the means, we performed a permutation test for 
repeated measures analysis (Good, 2005; Howell, 
2006). Figure 4 (see Appendix) shows the results 
of ten thousand simulations of the F‐statistic. The 
small P‐value of 0.002 indicates that there is an 
overall difference in the means. 
Given the indication of an overall difference in the 
mean number of results between the three 
products, we performed pairwise permutation 
tests to confirm where the difference occurred. 
The tests compared each of the possible pairs: 
Summon to EDS, EDS to Google Scholar, and 
Summon to Google Scholar.  
There was no significant difference in the mean 
number of relevant results between Summon and 
EDS. Figure 5 (see Appendix) shows the 
permutation test results comparing Summon and 
EDS. The large P‐value 
of 0.773 represented by 
the red shading of the 
histogram indicates no 
significant difference 
between the two 
products. 
There was, however, a 
significant difference 
between the mean 
number of relevant 
results for Google 
Scholar and both EDS 
and Summon. In our 
observed data, Google 
Scholar outperformed 
EDS by an average of 
0.85 relevant results. 
Figure 6 (see Appendix) 
shows a histogram of 
the results of the 
permutation test. As 
indicated by the small 
P‐value of 0.004, the test indicates that it is highly 
unlikely that this difference was due to chance 
alone. 
Similarly, Google Scholar outperformed Summon 
by an average of 0.91 relevant results. Figure 7 
(see Appendix) shows the results of the 
comparison between Summon and Google 
Scholar. Here again, the P‐value associated with 
the test is 0.004 and indicates a significant 
difference in the mean number of relevant results 
between Summon and Google Scholar. 
Conclusion 
The NCSU Libraries’s Web‐Scale Discovery Product 
Team conducted a study to compare the search 
performance of Summon, EBSCO Discovery 
Service (EDS), and Google Scholar. A random 
sample of 183 actual user searches from the NCSU 
Libraries’s 2013 Summon search logs was used for 
the study. No significant difference in 
performance between Summon and EDS for either 
known‐item or topical searches was found. There 
was also no significant difference between the 
Summon, EDS, and Google Scholar for known‐item 
Figure 3. Frequency distribution of the number of relevant results from EDS, Google 
Scholar, and Summon. 
Table 4. Mean number of relevant results for each 
discovery product. 
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searches. However, Google Scholar outperformed 
both Summon and EDS for topical searches. Given 
the lack of significant difference in performance 
between Summon and EDS, NCSU Libraries’s 
decision to purchase one product or the other can 
be based upon other considerations such as 
technical issues, cost, customer service, or user 
interface.
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Appendix 
 
Figure 4. Bootstrap distribution of the F‐statistic under the null hypothesis for 10,000 resamples indicates  
an overall difference between the mean numbers of relevant results for EDS, Google Scholar, and Summon. 
 
Figure 5. Bootstrap distribution under null hypothesis for 10,000 resamples shows that the observed  
difference in the mean number of relevant results between Summon and EDS was not significant. 
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Figure 6. Bootstrap distribution under the null hypothesis for 10,000 resamples shows that the observed  
difference in the mean number of relevant results between Google Scholar and EDS was significant. 
 
 
Figure 7. Bootstrap distribution under the null hypothesis for 10,000 resamples shows that the observed  
difference in the mean number of relevant results between Google Scholar and Summon was significant. 
 
