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a b s t r a c t
This paper investigates how to optimize the facility location strategy such as to maximize
the intercepted customer flow, while accounting for ‘‘flow-by’’ customers’ path choice
behaviors and their travel cost limitation. A bi-level programming static model is
constructed for this problem. An heuristic based on a greedy search is designed to solve
it. Consequently, we proposed a chance constrained bi-level model with stochastic flow
and fuzzy trip cost threshold level. For solving this uncertain model more efficiently,
we integrate the simplex method, genetic algorithm, stochastic simulation and fuzzy
simulation to design a hybrid intelligent algorithm. Some examples are generated
randomly to illustrate the performance and the effectiveness of the proposed algorithms.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Traditional location–allocation models, such as the maximal covering location model (MCLM) and the p-median model,
aim to locate network facilities to optimally serve demand expressed as weights at nodes [1–4]. Nowadays, many customers
purchase services as part of routine pre-planned trips, i.e., the daily commute to and from home and the workplace, instead
of making a special-purpose trip to obtain a service. Such facilities include convenience stores, gas stations, ATMmachines,
drugstores, laundries and restaurants. Thus, as the purchasing behavior changes, there are caseswhere demand in a network
is now expressed as flows, rather than nodes.
To solve these types of facility locations in a network where demand is not expressed at nodes, but is exerted by traffic
flowing between origins and destinations, Hodgson [5] and Berman [6] presents the flow interception problem (FIP) and
developed a heuristic greedy algorithm to solve the FIP. The basic problem of FIP [5,6] is to locatem facilities to intercept as
much flow as possible from a given set of pre-existing flows on the network. It assumes the ‘‘interception’’ occurs if a flow
passes through at least one facility. The focus is onmaximizing the total consumption of the service by ‘‘flow-by’’ customers
traveling on preplanned paths (e.g. daily commute). Based on the basic FIP,they also published a series of studies for a class
of FIP [7–9].
During the last two decades, uncertainty theory has experienced spectacular growth and is a hotspot in location science.
The present papers recognize uncertainty in the demand or population at the nodes of the network or the different travel
time between the nodes, which depend on the time of the day or day of the week. Uncertainty theory has been considered
in the traditional location models (P-median, center problem, set-covering problem) [10–13]. In these FIP modes above,
‘‘flow-by’’ customers which are static only travel on preplanned paths. Nowadays some probabilistic models of locating
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flow-capturing facilities are investigated [14–16]. In the probabilistic models, pre-planned paths are not known and only
information on the fractions of customers traveling from any node to any adjacent node(transition probabilities) and the
initial distribution of customers among nodes is available.Then the theory of Markov decision processes is applied for the
analysis [14].
According to the relationship between customers and facilities, J. Yang categorizes the flow interception problem into
three types: cooperative FIP, independent FIP and opposite FIP [17]. In independent FIP, for facility managers, the objective
function is to maximize the intercepted ‘‘flow-by’’ customers; but from the ‘‘flow-by’’ customers perspective, they are
concerned with two factors for choosing the paths from their origin to their destination. On one hand, they desire to obtain
services from facilities on their trip. On the other hand, the expected trip cost (travel time) cannot be above the threshold
level that they can bear. This problem can be describedwithin a game theoretic framework as leader–follower or Stackelberg
game [18]. Thus, a bi-level model for this problem is formulated in this paper.
Due to theNP-hardness of bi-level programmingproblem [19], a number of authors proposed various exact algorithms for
solving it [20–22]. As for researches on computationalmethods usingmeta-heuristics for bi-level programming problem, Liu
designed a genetic algorithm for solving a Stackelber–Nash equilibrium of nonlinear multilevel programming withmultiple
followers inwhich theremight be information exchange among the followers [23]. Gendreau,Marcotte and Savard proposed
an adaptive searchmethod related to the Tabu Searchmeta-heuristic to solve the linear bi-level programming problem [24].
Li, Tian and Min developed a new algorithm framework based on particle swarm optimization for solving general bi-
level programming problem, which combines two variants of PSO to solve the upper-level and lower-level programming
problems interactively and cooperatively [25]. Takeshi and Hideki formulated defensive location problem as bi-level zero-
one programming problems and proposed an algorithm based upon tabu search methods [26].
In this paper, we investigate how to optimize the facility location strategy such as to maximize the intercepted customer
flow, while accounting for ‘‘flow-by’’ customers’ path choice behaviors and their travel cost limitation. The purpose of this
paper is to develop a bi-level model for this problem and to design meta-heuristic algorithms to solve it.
The rest of the paper is organized as follows. In Section 2, the problem and symbols used are introduced. Andwe construct
a bi-level programming static model for this problem. A heuristic based on a greedy search is designed to solve this model in
Section 3. In Section 4, we suppose customers of OD pairs be stochastic variables. And the customers in general choose their
paths in order to obtain service as conveniently as possible, while satisfying the trip cost threshold level which is a fuzzy
variable. Thus,on the basis of credibility measure, a bi-level chance constrained model for FIP is developed. For solving this
model more efficiently, we integrate the simplex method, genetic algorithm, stochastic simulation and fuzzy simulation to
design a powerful hybrid intelligent algorithm in Section 5. Finally, Section 6 provides some numerical examples generated
randomly to illustrate the performance and the effectiveness of the proposed algorithm.
2. A bi-level programming model for the static FIP
2.1. The basic idea of bi-level programming for FIP
This FIP can be represented as a leader–follower game where the facilities location planner are leader, and the ‘‘flow-
by’’ customers can freely chose their paths are the followers. It is assumed that the facilities location planning managers
can influence, but cannot control the customers’ path-choosing behavior. The customers make their decision in a customer
optimal manner. This interaction game can be described as the following bi-level programming problem.
(U0) :
max
x
F(x, q) (2.1)
subject to
G(x, q) ≤ 0 (2.2)
where q = q(x) is implicitly defined by
(L0)
max
q
f (x, q) (2.3)
subject to
g(x, q) ≤ 0. (2.4)
Obviously, the bi-level programmingmodel consists of two sub-models, (U0) which is defined as an upper-level problem
and (L0) which is a lower-level problem. F and x are the objective function and decision vectors of upper-level decision-
makers or facility location planner, G is the constraint set of the upper-level decision vectors. f and q are the objective
function and decision vectors of lower-level decision-makers or customers, g is the constraint set of the lower-level decision
vectors.
The upper-level describes facility location problem and the lower-level model represents customers’ path-choosing
behavioral problem. In the bi-level Programming for FIP, the upper-level problem is to determine an optimal strategy for
locating facilities with number limitation to capture the maximal ‘‘flow-by’’ customers. The lower-level problem represents
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customers assignment problem that describes customers’ path-choosing behavior. Its objective function is to maximize the
possibility of obtaining a service for each OD pair’s customer flow.
2.2. The lower-level customer path-choosing behavior
It isworth emphasizing that the FIP problemmust be solvedwith the network flowpattern. In general, the facility location
strategy will definitely induce changes in customer flow over the network. Traditionally, the basic FIP models hypothesize
that the flow on each path is given and fixed. In this bi-level programmingmodel, the flow of each OD pair i (i = 1, 2, . . . , r)
is assumed to follow (L1) model under the given facility location project.
(L1)
max
qij
pi∑
j=1
uijqij (2.5)
pi∑
j=1
cijqij ≤ ci (2.6)
pi∑
j=1
qij = 1 (2.7)
0 ≤ qij ≤ 1 (2.8)
where the parameters are:
V = {v1, v2, . . . , vn} is the set of nodes on the network G;
R = {(vsi, vti), (i = 1, 2, . . . , r)} is the set of the given OD pair;
Qi = {P1i , P2i , . . . , Ppii } is the set of all paths linking node vsi and node vti;
uij = 1, if at least one facility located on the path P ji ; otherwise, uij = 0;
cij is the trip cost of path P
j
i (j = 1, 2, . . . , pi);
ci means the expected trip cost threshold level of OD pair (vsi, vti).
The decision variables are defined as follows:
qij is defined as the probability of choosing the path P
j
i (j = 1, 2, . . . , pi) for the flow of the OD pair (vsi, vti) (i =
1, 2, . . . , r).
The constraint set basically that: constraint (2.6) states trip cost of each OD pair is less than the trip cost threshold
level. Constraint (2.7) and (2.8) are definitional, nonnegativity and conservation of the probability of choosing the path
P ji (j = 1, 2, . . . , pi) for the flow of the OD pair (vsi, vti) (i = 1, 2, . . . , r).
2.3. The upper-level optimization problem
The facility planner at the upper-level is assumed to make the decisions about facility location and investment in order
to maximize the total flow served bym facilities. The upper-level for the facility location problem (U1) can be expressed as
follows:
(U1)
max
xk
r∑
i=1
pi∑
j=1
fiqijuij (2.9)∑
vk∈P ji
xk ≥ uij ∀(vsi, vti) ∈ R,∀P ji ∈ Qi (2.10)
n∑
k=1
xk ≤ m (2.11)
xk ∈ {0, 1}, uij ∈ {0, 1} ∀vk ∈ V ,∀(vsi, vti) ∈ R,∀P ji ∈ Qi (2.12)
where the parameters are:
fi is customer flow of OD pair (vsi, vti);
m is the number of facilities to locate.
The decision variables are defined as follows:
xk = 1, if a facility is located at node vk; 0, otherwise;
uij = 1, if at least one facility is located on the path P ji ; uij = 0, otherwise.
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2.4. The heuristic based on greedy search
As we all known, a bi-level programming model is an NP-hard problem. To solve this model, we design the heuristic
based on greedy search.
Step 1: Generate a feasible solution X for upper model (U1).
Step 2: Set fu = inf and fl = 0.
Step 3: If |fu − fl| < , stop, or else go to step 4.
Step 4: Using the simplex method to solve model (L1) with X , we can obtain the flow choosing path possibilities qij. That
is to say, we get flow fij on every path of each OD pair. Let fl =∑ri=1∑pij=1 fiqijuij, where uij is decided by X .
Step 5: When the flow on every path is known, this problem turns into a basic FIP problem. So a new solution X ′ can be
obtained based on greedy search algorithm proposed by Berman [6]. Let fu =∑ri=1∑pij=1 fiqijuij, where uij is decided by X ′.
Step 6: Let X = X ′, then go to step 3.
3. A chance constrained bi-level programming model for stochastic FIP with fuzzy trip cost threshold
3.1. Chance constrained bi-level programming model
In fact, the trip cost which every customer of each OD pair can bear or be satisfied with depends on conditions and
circumstances. And the customer flow of each OD pair is not a certain number. Thus we assume the trip cost threshold level
of each OD pair’s flow be a fuzzy variable and flow of each OD pair be a stochastic variable which obey some stochastic
distributions. With this assumption, we can formulate the lower-lever model (L2) with fuzzy trip cost threshold and the
upper-lever model (U2) with stochastic customer flow.
(L2)
max
qij
pi∑
j=1
uijqij (3.1)
cr
{
pi∑
j=1
cijqij ≤ c˜i
}
≥ βi (3.2)
pi∑
j=1
qij = 1 (3.3)
0 ≤ qij ≤ 1 (3.4)
where the parameters are:
βi is desired credibility of satisfying the trip cost threshold level;
c˜i, which is a fuzzy variable, means the trip cost threshold level of OD pair (vsi, vti).
Constraint (3.2) states that credibility of satisfying the trip cost threshold level of OD pair (vsi, vti) is not less than βi.
(U2)
max
xk
f¯ (3.5)
Pr
{
r∑
i=1
pi∑
j=1
fiqijuij ≥ f¯
}
≥ α (3.6)
∑
vk∈P ji
xk ≥ uij ∀(vsi, vti) ∈ R, ∀P ji ∈ Qi (3.7)
n∑
k=1
xk ≤ m (3.8)
xk ∈ {0, 1}, uij ∈ {0, 1} ∀vk ∈ V , ∀(vsi, vti) ∈ R, ∀P ji ∈ Qi (3.9)
α predetermined by decision makers is confidence level at which it is desired the total served flow is not less than f¯ .
In this model (U2), the aim is to seek the optimal α-optimistic of this problem. Constraint (3.6) states that solution is
feasible if and only if the probability measure of the event
∑r
i=1
∑pi
j=1 fiqijuij ≥ f¯ is at least α.
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3.2. Computing uncertain functions
By uncertain function we mean the functions with stochastic parameters and the functions with fuzzy variables. The
function with stochastic parameters is
UF(1) : Pr
{
r∑
i=1
pi∑
j=1
fiqijuij ≥ f¯
}
≥ α. (3.10)
In order to compute f¯ , we design a stochastic simulation as follows:
Step 1. Generate ω1, ω2, . . . , ωS fromΩ according to the probability measure Pr, where S is a sufficiently large number;
Step 2. For each ωs, we can obtain the value Fs =∑ri=1∑pij=1 fiqijuij, s = 1, 2, . . . , S, respectively;
Step 3. Set S∗ as the integer part of αS;
Step 4. Return the S∗th larger element in {F1, F2, . . . , FS}.
The function with fuzzy parameters is
UF(2) : cr
{
pi∑
j=1
cijqij ≤ c˜i
}
≥ βi. (3.11)
If the fuzzy number c˜i is not continuous, we may use the following fuzzy simulation algorithm to get the approximately
crisp equivalent of UF(2):
Step 1. Randomly generate two numbers λ1 and λ2 such that cr{λ1 ≤ c˜i} ≥ βi and cr{λ2 ≤ c˜i} < βi;
Step 2. Let λ = (λ1 + λ2)/2;
Step 3. If cr{λ ≤ c˜i} ≥ βi, let λ1 = λ; otherwise, let λ2 = λ.
Step 4. If |λ1 − λ2| > δ (a given small positive number), go to Step 2; otherwise, let λ∗ = λ1, output λ∗. then, the
constraint cr{∑pij=1 cijqij ≤ c˜i} ≥ βi is equivalent to∑pij=1 cijqij ≤ λ∗ approximately.
4. Hybrid intelligent algorithm for uncertain bi-level programming model
Generally speaking, uncertain bi-level programming models are difficulty to solve by traditional methods. A good way is
to design some hybrid intelligent algorithms for solving them. In this section, we integrate the simplex method, stochastic
simulation, fuzzy simulation algorithm and GA to produce a hybrid intelligent algorithm to obtain an approximate optimal
solution. In this hybrid algorithm, a genetic algorithm serves a role of seeking the best facility location strategy, the simplex
method is to find out the optimal possibility (allocation) of each OD pair to choose the path. And stochastic simulation and
fuzzy simulation algorithm are used to compute uncertain functions. This algorithm will reduce the computation greatly,
which makes it possible to deal with problems of quite large size.
We describe the algorithm as the following procedure:
Step 1. Initialize popsize chromosomes Xl = (xl1, xl2, . . . , xln), l = 1, 2, . . . , popsize. xk, k = 1, 2, . . . , n are 0 or 1. If xk = 1,
then a facility is located at node vk; otherwise, xk = 0. If the sum of nonzero elements in Xl is not larger thanm, then it will
be treated as a feasible solution.
Step 2. According to Xl, we can obtain ulij of path P
j
i for each OD pair. Compute λ
∗ of constraint (3.11) by fuzzy simulations,
respectively. The simplex method is used to solve the linear programming (L1) for each OD pair (vsi, vti) (i = 1, 2, . . . , r).
Step 3. Put the qlij (i = 1, 2, . . . , r; j = 1, 2, . . . , pi) of (L1) into the model (U1). Calculate the objective value f¯ l for all
chromosomes Xl, l = 1, 2, . . . , popsize by stochastic simulations.
Step 4. Compute the fitness of all chromosomes Xl, l = 1, 2, . . . , popsize. The rank-based evaluation function is defined
as
Eval(Xl) = τ(1− τ)l−1, l = 1, 2, . . . , popsize, (4.1)
where the chromosomes X1, X2, . . . , Xpopsize are assumed to have been rearranged from good to bad according to their
objective values f¯ l and τ ∈ (0, 1) is a parameter in the genetic system.
Step 5. Select the chromosomes for a new population. The selection process is based on spinning the roulette wheel
characterized by the fitness of all chromosomes for popsize times, and each time we select a single chromosome. Thus we
obtain popsize copies of chromosomes, denoted also by Xl, l = 1, 2, . . . , popsize.
Step 6. The crossover operator is applied on a selected pair of parents producing two offspring. In order to determine the
parents for crossover operation,we repeat the following process from l = 1 to popsize: generating a random real number θ
from the interval [0, 1], the chromosome Xl will be selected as a parent provided that θ < ρc , where the parameter ρc is
the probability of crossover. Then we group the selected parents X ′1, X
′
2, X
′
3, . . . to the pairs (X
′
1, X
′
2), (X
′
3, X
′
4), . . .. Without
loss of generality, let us illustrate the crossover operator on each pair. The standard crossover usually randomly chooses
crossover points and simply exchanges the segments of the parents’ genetic codes. But this approachmay produce incorrect
offspring. The number of ones in an offspring may become different from m, although its parents had exactly m in their
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Fig. 1. Crossover operator.
Table 1
Computational results for static bi-level FIP.
n m HBG GA
Solution values Time Popsize Iteration Solution values Time
30 2 48 0.094 10 20 48 5.53
50 3 160 0.1560 10 20 160 10.5780
100 5 230 0.2810 20 20 230 34.2810
100 5 268 0.3280 20 50 255 90.3590
150 6 459 0.5160 20 100 452 100.7190
200 8 469 3.4530 20 100 469 393.50
200 10 507 4.219 20 100 507 425.76
genetic codes. To overcome this problem, the operator simultaneously traces the genetic codes of the parents from right
to left searching the position i on which the first parent has 1 and second 0. The individuals exchange genes on the found
position (identified as crossover point), and a similar process is performed starting from the left side of the genetic codes.
The operator is searching the position jwhere the first parents has 0 and the other 1. Genes are exchanged on the jth position
and the number of located facilities remains unchanged. This process is repeated until j ≤ i. The parents are replaced with
their offspring. (See Fig. 1.)
Step 7. Themutation operator is applied to update the chromosomes. Similarly, we repeat the following steps from l = 1
to popsize: generating a randomreal number θ from the interval [0, 1], the chromosomeXlwill be selected as parent provided
that θ < ρm, where the parameter ρm is the probability of mutation.The mutation is performed by changing a randomly
selected gene in the genetic code (0 − 1, 1 − 0). Finally, popsize new chromosomes may be generated, and we still denote
them by Xl, l = 1, 2, . . . , popsize.
Step 8. Repeat the second to seventh step for a given number of iterations.
Step 9. Report the best chromosome X∗ as the optimal locations.
5. Computational results
In order to illustrate the effectiveness of the hybrid intelligent algorithm, this section will generate examples randomly
to show the application of the model and algorithm. We first describe the test problem generation.
5.1. Random instance generation
To obtain random instances, for a given value of n, we first generate n points in [0, 100]2 according to a continuous
uniform distribution, and we then construct a full undirected graph G over these points, the length of an edge being the
Euclidean distance between its two end points. Using a Prim algorithm, we then determine a shortest spanning tree G′ over
graph G. Edges of G \ G′ are added to the n− 1 edges of G′ in decreasing order of length until a given threshold equal to 2n
is reached. So the network G is constructed.
Then the number of OD pairs is n/10, origins and destinations are randomly selected from the n points. The flow of
each OD pair is generated by discrete uniform distribution with in interval [0, 50]. We assume the customers only choose
efficient paths to pass. Firstly, we give the definition of efficient paths. For a link (i, j), if node i is nearer to original node vsi
of OD (vsi, vti) than node j and node j is farther to destination node vti than node i, link (i, j) is an efficient link for OD pair
(vsi, vti). A path which is composed of efficient links of (vsi, vti) is called an efficient path of OD pair (vsi, vti). According to
this definition, we can obtained efficient paths of every OD pair with Dail algorithm [27,28].
5.2. Results for static bi-level FIP
For random instances we compare the solution values obtained by the heuristic based on a greedy search and genetic
algorithm with certain parameters (that means GA without stochastic and fuzzy simulations). Our computational results
are summarized in Table 1. The flow of each OD pairs is a static value generated by discrete uniform distribution with in
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Fig. 2. A network with 90 nodes, the nodes to locate 3 facilities shown with red circle.
interval [0, 50]. Let Li be the length of the shortest path of OD pair (vsi, vti). In the examples generated randomly, we assume
the satisfied trip cost threshold ci of OD pair (vsi, vti) be 1.4Li. The column headings are as follows.
n: number of vertices in the complete graph used to generate the instances;
m: number of facilities to be located;
HGS: heuristic based on greedy search;
GA: genetic algorithm;
time: the CPU time in seconds;
popsize: the size of chromosomes in GA;
iteration: iteration times in GA.
Results presented in Table 1 indicate that the heuristic based on a greedy search is an efficient algorithm to produce very
good results. But for an uncertain bi-level programming model, the flow of every OD pairs is stochastic variable and the
trip cost threshold level is fuzzy variables. We cannot use a heuristic based on a greedy search to solve it. So we integrate
the simplex method, genetic algorithm, stochastic simulation and fuzzy simulation to develop a powerful hybrid intelligent
algorithm.
5.3. Results for uncertain bi-level FIP
A network with 90 nodes generated randomly is shown in Fig. 2. Three facilities are located in this network to service
the ‘‘pass-by’’ flow. The OD pairs generated randomly and the efficient paths of each OD pair obtained by Dial algorithm are
shown in Fig. 3. fxi is generated by discrete uniform distribution with in interval [0, 10] for OD pair (vsi, vti).ω is a stochastic
variable which must obey the normal distribution N(10, 2). So the flow of each OD pair fi = ω ∗ fxi. The satisfying trip
cost threshold level of each OD pair (vsi, vti) is trapezoidal fuzzy number (Li, 1.2Li, 1.4Li, 1.6Li). Let ξ = (a, b, c, d) be a
trapezoidal fuzzy number. Referring to Liu [29,30],we have
cr{λ ≤ ξ} =

1, λ ≤ a,
2b− a− λ
2(b− a) , a ≤ λ ≤ b,
1
2
, b ≤ λ ≤ c,
λ− d
2(c − d) , c ≤ λ ≤ d,
0, λ ≥ d.
(5.1)
In a stochastic simulation, denote simulation times S = 3000 and confidence level α = 0.7. In a fuzzy simulation, let the
fuzzy desired credibility of satisfying the trip cost threshold level βi = 0.8 and the gap of termination δ = 0.01. For a GA
process, the parameter of fitness τ = 0.1, the probability of crossover ρc and the probability of mutation ρm are 0.2.
According to computational results of a hybrid intelligent algorithmwith these parameters, we obtain the nodes to locate
three facilities (red circles in Fig. 2). The best solution values of the iteration are shown in Fig. 4.
We also test many different sized examples generated randomly with this hybrid intelligent algorithm coded in matlab
7.0. These tests show this algorithm is an efficient algorithm to solve this uncertain bi-level FIP. In Table 2, we compare
solutions for this problem in the same network with 20 nodes when different parameters are taken with the same
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Fig. 3. OD pairs and efficient paths.
Fig. 4. Best solution values of iteration.
generations as a stopping rule. It appears that all the results differ little from each other. In order to account for it, we
present a parameter error called the percent error, i.e. (actualvalue− optimal value)/optimal value× 100%, where optimal
value is the largest one of all the ten results. It follows from Table 2 that the percent error does not exceed 0.28% when
different parameters are selected. It implies that the hybrid intelligent algorithm is robust to the parameter settings and
effective for solving this problem.
Frommodel (U2) We find that the optimal objective is also dependent on the value of parameter α, thus it is meaningful
to investigate the sensitivity of approximate optimal objectives with respect to α. We choose five values of α for a same
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Table 2
Comparison solutions of an example (α = 0.2).
Popsize ρc ρm τ Gen Error (%)
10 0.3 0.1 0.08 100 0.23
10 0.3 0.2 0.05 100 0.04
10 0.1 0.2 0.05 100 0.13
10 0.1 0.3 0.10 100 0.28
10 0.2 0.2 0.10 100 0.00
20 0.1 0.2 0.05 200 0.12
20 0.2 0.2 0.10 200 0.18
20 0.1 0.3 0.10 200 0.01
20 0.3 0.1 0.08 200 0.19
20 0.3 0.2 0.05 200 0.27
Fig. 5. The sensitivity of optimal objective with different α.
problem, that is, α = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9. The approximate optimal objectives are listed in Fig. 5. It is
easy to see that the objective will decrease with an increasing value of α.
6. Conclusion
In this paper, the facility location problem with customers’ path choice is presented. We need to located m facilities in
order to maximize the intercepted customers, while accounting for ‘‘flow-by’’ customers’ preferences and their travel cost
threshold. This problem is defined as a bi-level programming static model. Consequently, a heuristic based on a greedy
search is designed to solve it. Due to the co-existence of randomness and fuzziness in the real world, we propose a chance
constrained bi-level model with stochastic flow and fuzzy trip cost threshold level. For solving this bi-level uncertain model
more efficiently, the simplexmethod, genetic algorithm, stochastic simulation and fuzzy simulation are integrated to design
a hybrid intelligent algorithm. Some numerical examples are generated randomly to illustrate the performance and the
effectiveness of the proposed algorithms. This modeling work focuses on game theory between the network planner and
users. Future research should expand the model frame work to capacitated facilities, set-up cost of facilities and expected
losses of users.
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