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Abstract
Pump-probe time-resolved photoelectron spectroscopy is employed to investigate
ultrafast non-adiabatic dynamics in aniline, deuterated aniline (aniline-D7) and 1,4-
diazabicyclo[2.2.2]octane (DABCO).
Aniline molecules are photoexcited over a wide range of wavelengths between 269
and 236 nm. Our observations reveal direct population of the S2(pi3s/piσ
∗) state.
The photoelectron energy and angular distributions obtained in our experiments
show an interesting bifurcation of the Rydberg population to two non-radiative decay
channels. One of these involves ultrafast relaxation from the Rydberg component
of the S2(pi3s/piσ
∗) state to the S1(pipi∗) state, from which the population relaxes
back to the electronic ground state on a much longer timescale. The other channel
appears to involve motion along the piσ∗ dissociative potential energy surface. At
higher excitation energies, the dominant excitation is to the S3(pipi
∗) state, which
undergoes extremely efficient electronic relaxation back to the ground state.
Aniline-D7 is photoexcited with 260 nm wavelength light. The photodynamics
of aniline-D7 is similar to those observed in aniline. Comparison of the dynamics
of aniline and aniline-D7 confirm that the relaxation of the pi3s component of the
S2(pi3s/piσ
∗) state to the S1(pipi∗) state is a main relaxation pathway.
Photodynamics of DABCO molecules were also studied over a wide range of
wavelengths between 251 and 234 nm. The ultrafast internal conversion in DABCO
between the S2 3px,y(+) and S1 3s(+) Rydberg states follows a biexponential decay.
It was found that initial randomly oriented molecules are partially aligned after
absorption of linearly polarised light and, therefore, DABCO exhibits a preferential
direction of excitation.
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Chapter 1
Introduction
The energy carried by light can be converted via photophysical and photochem-
ical reactions into many applications and functions. Photochemical reactions are
an important class of processes occurring in the biological sciences including vision,
photosynthesis and light harvesting complexes [1, 2], and material sciences such
as photovoltaics and photodegradation of materials [3, 4]. Following absorption of
an ultraviolet (UV) photon, a molecule may be promoted to an excited electronic
state. Photoexcitation of biological molecules in the UV region can also lead to
excited-state photochemistry which may result in irreversible damage [5, 6]. How-
ever, many important biological chromophores, including DNA bases, are remark-
ably photostable [7, 8, 9, 10]. Their photostability arises mainly due to efficient
electronic relaxation processes which transfer dangerous molecular electronic energy
into vibrational molecular energy, faster than the timescale of the damaging chemi-
cal reactions. A significant number of photochemical reactions occur on a timescale
of the vibrational motion of a molecule. A typical period of a vibrational mode in a
molecule is on the order of a hundred femtoseconds (fs), where 1 fs = 10−15 s. For
example, the first step in the photochemistry of vision occurs within only 200 fs [1].
The development of femtosecond lasers has provided science with a unique tool
with which to study ultrafast dynamics in photochemistry and photophysics. Ahmed
Zewail was the first to directly observe the bond breakage process on a femtosecond
timescale [11]. His pioneering work in femtochemistry was recognised by a Nobel
Prize award in Chemistry in 1999 [12]. Since this first time-resolved measurement, a
number of experimental techniques have been developed and successfully applied to
different photochemical problems [1, 13, 14, 15]. The general concept of a femtosec-
14
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ond time-resolved experiment is based on a pump-probe experimental scheme. A
reaction is started by a femtosecond pump pulse which creates a non-stationary state
or a wavepacket. The evolution of this wavepacket is then monitored by a probe
pulse as a function of time delay between the pump and the probe laser pulses.
There are several probe techniques available such as transient absorption, laser
induced fluorescence, resonant multiphoton ionisation and time-resolved photoelec-
tron spectroscopies. The choice of the technique depends on the studied problem.
This thesis concentrates on the experimental studies of isolated polyatomic molecules
in the gas phase. Time-resolved photoelectron spectroscopy has been shown to be
a powerful tool for the study of gas phase photochemistry [13, 15, 16] and has been
used to perform the pump-probe experiments presented in this thesis.
This chapter provides an introduction to excited state dynamics in isolated
molecules followed by a description of wavepacket dynamics and the principles of
time-resolved photoelectron spectroscopy (TRPES) and photoelectron angular dis-
tribution (PAD) measurements. The chapter concludes with descriptions of several
illustrative examples which highlight the scope of TRPES and PAD measurements.
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1.1 Photochemistry of polyatomic molecules
1.1.1 Born-Oppenheimer approximation
Due to the low molecular density in the gas phase, it is possible to neglect the
interactions between molecules. This allows the properties of isolated molecules
to be studied. The description of a stationary isolated molecular system can be
obtained from the solution of the time-independent Schro¨dinger equation [17]:
HΨ = EΨ, (1.1)
where H is the Hamiltonian of the molecular system, Ψ is the wave function of the
molecular system, and E is the total energy of the system.
The Hamiltonian of the molecular system can be represented as a sum of the
electronic, Te, and nuclear, TN , kinetic energy operators and the potential energy of
all the particles, V , thus H = TN + Te + V . Since the mass of the nuclei is three
orders of magnitude larger than the mass of the electrons, the motion of the nuclei
is much slower than the motion of the electrons. To a first approximation, the fast
moving electrons can rapidly adjust to the slow moving nuclear potential while the
nuclei experience only the average effect of the electronic field. This fact allows the
adiabatic approximation to be used in order to describe a molecular system [17, 18].
In the adiabatic approximation, the total wavefunction of the system, Ψn(r,R), is
factorised into the electronic, φn(r,R), and nuclear, χ(R), parts:
Ψn(r,R) = φn(r,R)χ(R). (1.2)
The electronic wavefunction is obtained by solving the Schro¨dinger equation with
stationary nuclei (Tn = 0):
[Te + V (r,R)]φn(r,R) = En(R)φn(r,R), (1.3)
where r and R are the electronic and nuclear coordinates, respectively. The nuclear
coordinates, R, are treated as parameters in equation (1.3) and for every value of
R there is a set of n eigenvalues corresponding to the zero-order electronic states,
φn(r,R). The eigenvalues, En(R), depend on the nuclear coordinates, R, and rep-
resent the adiabatic electronic potential energy surfaces. The nuclear wavefunction,
χ(R), is then obtained by applying the variation method [17] where the energy of
the system has to be minimised with respect to the variable χ(R) function.
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Although the adiabatic approximation provides a good intuitive description of a
molecular system, it neglects the couplings between the zero-order electronic states.
A more complete description of a molecular quantum system, which relies on the
mass difference between the electron and the nuclei, was given by Born and Oppen-
heimer [18, 19]. Born and Oppenheimer expanded the total Hamiltonian, H, into a
power series of κ = 4
√
me/MN , where me is the electron mass and MN is the nuclear
mass. The solution for the wavefunction and the energy can also be expanded in a
power series of κ:
Ψ = Ψ(0) + κΨ(1) + κ2Ψ(2) + . . .
E = E(0) + κE(1) + κ2E(2) + . . . , (1.4)
where each wavefunction term, Ψ(i), and energy term, E(i), can be obtained from
the corresponding approximation of the Schro¨dinger equation [19]. This expan-
sion describes the molecular system exactly, however, the series is infinite and must
be truncated for practical applications. The zero-order Born-Oppenheimer (BO)
equation is equivalent to equation (1.3) and therefore φn(r,R) are the zero-order
BO electronic states. The second to fourth orders describe nuclear vibrations and
rotations. The first four orders provide an intuitive separation of the total molec-
ular energy into a sum of the rotational, vibrational and electronic energies of the
molecule [20, 21]. The higher order terms describe the coupling between the elec-
tronic, vibrational and rotational motions.
1.1.2 Non-adiabatic dynamics
The BO expansion is a perturbative approximation where the non-adiabatic coupling
between the zero-order states is assumed to be a minor contribution. Although
the adiabatic BO approximation provides a good and intuitive description of many
chemical systems [20, 21], it has been shown that in many important cases this
approximation breaks down [18, 23, 24, 25, 26]. The break down of the adiabatic
BO approximation is especially pronounced in the photochemistry of polyatomic
molecules, where a large number of nuclear degrees of freedom are present and
electronic states have a small energy separation [27, 28, 29]. In order to analyse
multimode vibronic couplings, Domcke et al. used the following expansion for the
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Figure 1.1: Schematic representation of the zero-order BO potential energy surfaces
and conical intersections reproduced from reference [22]. After a molecule absorbs
a UV photon, it can be photoexcited from the ground electronic state, S0, to the
electronically excited singlet state, S1. A photoexcited wavepacket propagates on
the excited potential energy surface and can arrive at a conical intersection (CoIn)
between two electronic states where the electronic states become degenerate. At
the conical intersection, the wavepacket can either follow the dynamics on the same
excited state and form a photoproduct, or diabatically cross to the lower excited
state and subsequently may return back to the ground state of the reactant.
exact vibronic wavefunction [27]:
Ψr,R =
∑
n
φn(r,R)χn(R) (1.5)
By substituting expansion (1.5) into equation (1.1) the Schro¨dinger equation can be
reduced to:
(TN + En(R)− E)χn(R) =
∑
m
Λnmχm(R), (1.6)
where Λnm are the vibronic coupling operators:
Λnm =
∫
drφ∗n [TN , φm]. (1.7)
In the adiabatic approximation, one neglects the vibronic coupling operators, Λnm = 0,
which leads to an adiabatic wavefunction (1.2). However, the coupling operators,
Λnm, are dependent on the inverse of the energy separation En − Em between two
potential energy surfaces [18, 30] and diverge when two adiabatic electronic states
become close in energy, thus the adiabatic approximation does not apply. The non-
adiabatic effects are especially pronounced when approaching a conical intersection
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(CI) between electronic states where two or more adiabatic electronic states become
degenerate with respect to one or more nuclear coordinates. The degeneracy induces
large non-adiabatic couplings between the vibronic states allowing the population
to be transferred from one potential energy surface to another on a femtosecond
timescale [14, 29]. An illustrative example of a conical intersection is shown in
Figure 1.1.
While presence of a single coupling mode can lead to an avoided crossing between
two electronic states, a CI requires at least two modes to be present [27]: a coupling
mode, which couples two electronic states, and a tuning mode, which modulates the
energy difference between the coupled electronic states. An intra-molecular energy
redistribution (IVR) plays an important role in the dynamics near a CI [23, 31, 32].
The high density of the vibrational states near a CI in polyatomic molecules [23]
creates a vibrational “bath” which is coupled to the active vibrational modes through
the “doorway states” [31, 32]. This coupling provides an efficient electronic energy
dissipation into vibrational modes on a femtosecond timescale [33], thus making
non-radiative decay via a CI an irreversible process.
Although the description of a molecular system near a CI is complicated [18],
away from a CI the adiabatic BO approximation provides a good intuitive description
of a molecular system. However, even this intuitive description becomes complicated
for polyatomic molecules. A molecule that consists ofN atoms has 3N−6 vibrational
degrees of freedom and thus a complete adiabatic potential energy surface has to
be presented in 3N − 6 coordinates. Even a simple polyatomic molecule, such
as benzene or its derivatives have 30 or more vibrational degrees of freedom [34].
Due to this complexity, the description of the adiabatic potential energy surfaces is
usually simplified to only a few important vibrational coordinates [35]. The choice
of the coordinates depends on the process studied. The coordinates may be either
the relevant vibrational modes or any combination of these modes which leads to
crossing of the potential energy surfaces and/or chemical reactions. For example, in
chapter 3 one of the important aniline coordinates is the N−H stretch motion which
leads to the molecular dissociation and formation of H atom and anilino products.
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1.1.3 Franck-Condon principle
The first step in a photochemical reaction is the absorption of light by a molecule.
A photon with a sufficient amount of energy will change the molecular electronic
energy on absorption. The change of the electronic energy in this process can be
regarded as instantaneous compared to the nuclear motion since the electron is much
lighter than the nuclei. The transition rate from a quantum state Ψi to a quantum
state Ψf can be described by Fermi’s golden rule which is the result of perturbation
theory and includes only a first order perturbation potential V [36]:
Ti→f =
2pi
~
∣∣RΨi→Ψf ∣∣2 ρf , (1.8)
where ρf is the density of the final states and RΨi→Ψf = 〈Ψf |V |Ψi〉 is the per-
turbation matrix element between Ψi and Ψf . Some types of electronic transitions
can be treated using the Franck-Condon principle [37]. In the frame of the BO
approximation where the Schro¨dinger equation is solved in the molecular frame, the
total wave function, Ψ, can be factorised into the electronic and vibrational wave
functions, ΨeΨυ. The transition moment from one electronic state Ψe′υ′ to another
electronic state Ψe′′υ′′ can be written as:
RΨ′→Ψ′′ =
∫
Ψ∗υ′Ψ
∗
e′µΨe′′Ψυ′′drdR, (1.9)
where µ = µe + µN is the operator of the dipole moment which consists of the
electronic, µe, and nuclear, µN , parts:
RΨ′→Ψ′′ =
∫
Ψ∗υ′Ψ
∗
e′(µe + µN)Ψe′′Ψυ′′drdR
=
∫
Ψ∗υ′
(∫
Ψ∗e′µeψe′′dr
)
Ψυ′′dR +
∫
Ψ∗υ′µN
(∫
Ψ∗e′Ψe′′dr
)
Ψυ′′dR.
(1.10)
The electron wave functions are orthogonal at any position, R, and therefore the
second term of equation (1.10) is zero. In the Franck-Condon approximation, the
electronic transition moment, Re′→e′′ =
∫
Ψ∗e′µeΨe′′dr, is assumed to be independent
of R and equation (1.10) can be written as:
RΨ′→Ψ′′ = Re′→e′′
∫
Ψ∗v′Ψv′′dR. (1.11)
The transition intensity is proportional to (
∫
Ψ∗v′Ψv′′dR)
2, which is known as the
Franck-Condon factor. From equation (1.11), it follows that the transition proba-
bility is directly correlated with the vibrational structure of the involved electronic
states.
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1.1.4 Jablonski diagram
The most common relaxation pathways of the electronically excited isolated molecule
can be summarised by a Jablonski diagram, as presented in Figure 1.2. After a
molecule absorbs a photon with sufficient energy, it will be promoted to an electron-
ically excited state. The lifetime of the excited state depends mostly on the type of
dominant relaxation pathway. The molecule can relax straight back to the ground
state by emitting a photon (fluorescence) on a timescale usually of a few nanosec-
onds. This process often competes with intersystem crossing (ISC) which involves
the change of the spin multiplicity from a singlet to a triplet state. The probability
of the ISC depends on the spin-orbit coupling between the electronic states. An
ISC usually occurs on the nanosecond−millisecond timescale, however, it can be en-
hanced by the presence of heavy atoms which decrease the ISC timescale [38]. From
the excited triplet state, the molecule can emit electromagnetic radiation (phospho-
rescence) when relaxing back to the ground state.
Figure 1.2: Jablonski diagram. Schematic view of the common relaxation pathways
available to a molecule after absorption of a photon and promotion of the molecule to
an electronically excited singlet state, S1. The excited state population can undergo
an intersystem crossing bringing the population to a triplet state, T1. The molecule
can emit electromagnetic radiation from a singlet state (fluorescence) or from a
triplet state (phosphorescence). It can also undergo an internal conversion straight
back to the ground state. Coupling between the vibrational states leads to intra-
molecular vibrational energy redistribution. The straight lines represent radiative
transitions and the wavy lines represent non-radiative transitions.
Phosphorescence typically occurs on a timescale of seconds. If the molecule has a
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lot of excess energy, the coupling between vibrational modes leads to intra-molecular
vibrational energy redistribution (IVR) [31, 32]. The singlet electronic state can also
relax back to the ground state via internal conversion (IC), redistributing the elec-
tronic energy amongst the molecular vibrational and rotational degrees of freedom.
This process usually happens on a femtosecond timescale [39, 40]. Due to the high
density of states at high excitation energies, the non-radiative processes are much
faster than the radiative processes. This fact is reflected in Kasha’s rule [41]: the
radiation is usually emitted from the lowest excited level for a given multiplicity. In
addition to the conservative pathways shown in Figure 1.2, which bring the pop-
ulation back to the ground state, the molecule can undergo dissociation [42] or
isomerisation [43] to form new chemical products, as shown in Figure 1.1.
1.2 Wavepacket dynamics
Any time-resolved pump-probe experiment is always governed by wavepacket dy-
namics. A pump-probe experiment consists of three main steps: the excited state
preparation, the excited state evolution, and probing of the excited state.
The excited state population of a molecule is prepared by photoexcitation with
a laser pulse, Epump(ω1). The laser pulse has a finite bandwidth which often covers
more than a single quantum state. As a result of photoexcitation with the laser
pulse, a coherent superposition of excited states or a wavepacket is prepared (see
Figure 1.3) [39]:
|Ψ(∆t)〉 =
∑
N
ANe
−iEN t/~ |N〉 , (1.12)
where AN are the complex amplitudes of the molecular eigenstates |N〉 which contain
information about the initial phase. The time evolution of every populated state in
the wavepacket is contained within the phase factor e−iEN t/~.
After a known time delay, a second laser pulse, Eprobe(ω2), interacts with the
wavepacket in the excited state and projects the excited state population onto the
final state |Ψf〉. The time dependence of the ionisation signal can be expressed as:
If (t) = |〈Ψf |Eprobe(ω2) · d |Ψ(∆t)〉|2 =
∣∣∣∣∣∑
N
BNe
−iEN t/~
∣∣∣∣∣
2
, (1.13)
where d is the transition dipole moment and the substitution
BN = AN 〈Ψf |Eprobe(ω2) · d |N〉 (1.14)
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Figure 1.3: Diagram showing preparation and ionisation of an excited state
wavepacket. A pump laser pulse Epump promotes the initial state |Ψi〉 of a molecule
into a coherent superposition of excited eigenstates |N〉. After a known time delay,
∆t, the excited state population is projected onto a set of final states |Ψf〉 using a
probe laser pulse Eprobe.
has been applied. Equation (1.13) can be modified as:
If (t) = 2
∑
N
∑
M≤N
|BN | |BM | cos (EN − EM)t/~ + ΦNM , (1.15)
where ΦNM is the phase factor which includes the phase of initial eigenstates, |N〉
and |M〉, and the phase of the transition dipole moment between these states and
the final state |Ψf〉. As a result of the wavepacket projection using a probe pulse,
the resultant signal (1.15) is a coherent sum of all excited state projections on the
final state. This signal also contains modulation frequencies (EN − EM)/~ which
are equal to the energy spacing between the eigenstates populated at the instant of
ionisation.
In general, every eigenstate has a different overlap with a specific final state. If
any of the states have a good overlap with the observed final state, their contribu-
tion to the signal is large; if the overlap is poor, the contribution to the observed
signal is small. It is therefore important to be able to choose the final state in the
pump-probe experiment. In addition, the probe pulse usually generates a set of
different final states. Some techniques like total fluorescence or ion yield measure-
ments can detect only the integrated signal from all final states, Itot =
∑
f
If (t), and
CHAPTER 1. INTRODUCTION 24
therefore are unable to distinguish between the final states. Much more information
can be acquired with the help of differential detection techniques such as dispersed
fluorescence or photoelectron spectroscopy because these techniques can separately
detect every final state. The ability to measure the differential signal, If (t), is of
great importance as the individual excited eigenstates can be disentangled when
they have different correlations with the final states, |Ψf〉.
1.3 Time-resolved photoelectron spectroscopy
Time-resolved photoelectron spectroscopy (TRPES), which utilises photoionisation
as a probe step, possesses a particular advantage compared to the other techniques -
it has the ability to detect any final state, providing the photon energy is sufficient,
because the ionisation is always an allowed process (the selection rules for ionisation
are relaxed as a result of the range of possible symmetries of the outgoing electron).
In addition, it is sensitive to both electronic and nuclear configurations [16, 39],
providing a powerful tool for disentangling electronic and vibrational motion. An
intuitive picture of a TRPES experiment is provided in section 1.3.1 and the en-
ergy correlation between the photoelectrons and the excited states is discussed in
section 1.3.2.
1.3.1 Koopmans’ picture
A TRPES experiment can be described within Koopmans’ picture, shown in Fig-
ure 1.4. A pump laser pulse prepares a wavepacket in the zero-order BO electron-
ically excited state Sn. The resulting wavepacket can propagate to another elec-
tronically excited zero-order BO state Sn−1. In Koopmans’ picture, the ionisation
process is assumed to remove an outer electron without rearranging the remaining
molecular orbitals [44, 45, 46]. Thus, each electronic state of the neutral molecule
is directly correlated to a particular final state of the cation.
An example in Figure 1.4 shows that after photoionisation from the initially
prepared excited state, Sn, the molecule is left in the cation D0 electronic state.
However, if the excited state population propagates to the intermediate excited
state, Sn−1, the ionisation pulse leaves the molecule in the cation D1 electronic
state. Therefore, it is possible to say that the two excited states correlate to differ-
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Figure 1.4: A TRPES scheme for disentangling electronic and vibrational dynamics
in an excited polyatomic molecule exhibiting Type(I) Koopmans’ correlations, e.g.
the neutral excited states, Sn and Sn−1 in this example, correlate to different cation
electronic states D0 and D1.
ent ionisation continua and the photoelectrons produced upon the ionisation from
these states will have different kinetic energy distributions. This situation describes
Type(I) Koopmans’ correlation [45]. An example of a TRPES experiment in a
system with Type(I) Koopmans’ correlation is presented in section 1.5.1. Another
possible situation is when both excited states correlate to the same cation state. In
this case the excited states can be disentangled in the photoelectron distribution
only if their Frank-Condon overlaps with the cation state, given by equation (1.11),
are different. This case corresponds to a Type(II) Koopmans’ correlation [46]. The
photoionisation of the excited states in aniline and DABCO, presented in sections 3.4
and 4.3, correspond to Type(II) Koopmans’ correlation.
1.3.2 Energy correlation between excited states and photo-
electrons
Figure 1.5 illustrates the relation between the electron kinetic energy distribution,
the pump and probe photon energies, and the energies of the molecular states. For
simplicity, rotational energies are omitted in the following discussion. A molecule in
the ground electronic state, S0, has some internal vibrational energy, E0(υ). After
absorption of a photon with energy Epump the molecule is promoted into an elec-
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Figure 1.5: A diagram illustrating the relation between all energy components in
the pump-probe experiment. Epump and Eprobe are the energies of the pump and
the probe photons, E0(υ), En(υ) and Eion(υ) are the excess energies in the ground
electronically excited and cation states, En is the onset of the electronically excited
state Sn, IP is the adiabatic ionisation potential to the D0 cation state, and eKE is
the electron kinetic energy.
tronically excited state Sn. The excess energy in Sn, En(υ), is redistributed amongst
the vibrational degrees of freedom. A probe photon with energy Eprobe ionises the
molecule and leaves the ion with some excess energy, Eion(υ), redistributed amongst
the vibrations.
According to the energy conservation principle, the following equality must hold:
E0(υ) + Epump + Eprobe = IP + Eion(υ) + eKE, (1.16)
where IP is the adiabatic ionisation potential of the molecule. The distribution of
the electron kinetic energies can be expressed as:
eKE = E0(υ) + Eprobe + Epump − IP − Eion(υ). (1.17)
In a gas phase pump-probe experiment, the molecular rovibrational degrees of free-
dom are often cooled by the ultrasonic expansion, thus it is reasonable to neglect
E0(υ) in equation (1.17). The energies of the pump and the probe laser pulses are
always known and therefore, the photoelectron energy distribution is directly related
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to the final cation state. After ionisation, the cation vibrational state depends on the
vibrational overlap integral in equation (1.11) between the neutral and the cation
states. However, in the first approximation, it may be assumed that the vibrational
energy does not change much upon ionisation En(υ) ≈ Eion(υ), which is valid when
the Franck-Condon factors defined in section 1.1.3 are “diagonal”. This assumption
allows us to estimate the relation between the electron kinetic energy (eKE) and the
energy of the photoexcited electronic state, En:
eKE = Epump + Eprobe − IP − Eion(υ)
≈ En + En(υ) + Eprobe − IP − Eion(υ)
≈ En + Eprobe − IP. (1.18)
Approximation (1.18) works well for the eKE distributions obtained from the elec-
tronic states with a Rydberg character (see chapters 3 and 4).
1.4 Photoelectron angular distributions
In addition to the photoelectron energy distribution discussed in section 1.3.2, more
information on the excited state dynamics can be obtained from the photoelectron
angular distribution (PAD) created during photoionisation [16, 39, 47, 48]. Follow-
ing symmetry arguments, it is possible to show that any change in the excited state
symmetry implies a change in the PAD or ion symmetry obtained during photoion-
isation [48]. The direct product of the symmetries of the initial state, Γi, final state
of the molecule, Γf , and the electron, Γe, and the transition dipole operator, Γdipole,
must contain the totally symmetric representation of the molecular point group, ΓS:
Γe ⊗ Γf ⊗ Γdipole ⊗ Γi ⊃ ΓS. (1.19)
Further separation of the vibrational, Γv, and electronic, Γα, symmetry components
is possible when applying the Franck-Condon principle [16]:
Γv+α ⊗ Γvα ⊃ ΓS, (1.20)
Γe ⊗ Γα+ ⊗ Γdipole ⊗ Γα ⊃ ΓS. (1.21)
In the case of Type(II) Koopmans’ correlation [46], the ion state configuration, Γα+ ,
does not change upon photoionisation and thus the configuration of the excited
state, Γα, is reflected in the symmetry of the outgoing electron, Γe.
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The most general expression for the angular dependence of the photoelectron
intensity, I(θ, φ), originally obtained for nuclear reaction measurements [49], can be
written as [47]:
I(θ, φ) ∝
Lmax∑
L=0
L∑
M=−L
BLMYLM(θ, φ), (1.22)
where YLM(θ, φ) is the spherical harmonic of order LM and BLM is the expansion
coefficient which depends on the experimental conditions and the photoionisation
dynamics. Coefficients BLM are often called the anisotropy parameters because the
higher the harmonic order LM , the more anisotropic the angular distribution.
Expansion of the PAD in YLM(θ, φ) is advantageous when describing photoioni-
sation measurements: it is always truncated at a low spherical harmonic order [47].
While most of the information can be obtained from the PAD measurements in the
molecular frame [50], many of the measurements are carried out in the laboratory
frame (LF). In the pump-probe experiment, the molecular source is often randomly
oriented and the LF PAD depends only on the laser polarisation and the molecular
orbital configuration from which the electrons are ionised [51]. The Lmax value in
this case is restricted to 2lmax, where lmax is the number of photons interacting with
the molecular system. Furthermore, if the reflection symmetry is present in the
experiment, L must be even. The cylindrical symmetry in the experiment restricts
expansion (1.22) further to M = 0 only. The cylindrical and reflection symmetries
reduce equation (1.22) to the following expression [16]:
I(θ, φ) ∝
Lmax∑
L=0
βLPL(cos θ), (1.23)
where PL(cos θ) is the Legendre polynomial of order L.
A time-resolved photoelectron imaging (TRPEI) experiment is one of the most
common techniques used to measure photoelectron energy distributions and LF
PADs simultaneously. This technique has been used to acquire the experimen-
tal data presented in sections 3.4 and 4.3, and the probe laser pulses must have
parallel linear polarisation in the plane of the detector. Therefore, the cylindrical
and reflection symmetry conditions were always satisfied for these experiments and
equation (1.23) may be used to analyse the LF PADs. The angle θ in this case is
measured with respect to the laser polarisation direction.
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1.5 Applications of time-resolved photoelectron
spectroscopy and imaging
TRPES and TRPEI have been successfully used in a large number of cases as can
be seen from the following reviews [13, 14, 15, 16, 39, 47, 52, 53]. Some experimental
examples are provided in this section which demonstrate the application of TRPES
in a wide range of chemical processes. Firstly, two examples of internal conversion
observation are shown in section 1.5.1 with Type(I) and Type(II) Koopmans’ corre-
lations, followed by an example of a restricted IVR study in toluene (section 1.5.2).
Examples of an intersystem crossing study in aniline and isomerisation study in
azobenzene is presented in sections 1.5.3 and 1.5.4. A comprehensive set of infor-
mation can be obtained using a more complex photoelectron-photoion coincidence
imaging technique to study photodissociation, an example of which is described in
section 1.5.5.
1.5.1 Internal conversion
Figure 1.6: Energy level scheme (left) for TRPES of 2,4,6,8-decatetraene (DT)
(right). The narrow peak at ε1 corresponds to ionisation of S2 to D0 and the broader
peak at ε2 corresponds to ionisation of S1 to D1. This figure is reproduced from ref-
erence [40].
Femtosecond TRPES has been exploited very successfully to observe ultrafast
internal conversion (IC) in a number of polyatomic molecules. A classic example is
S2/S1 IC in the linear polyene all-trans 2,4,6,8-decatetraene (DT) [40]. The energy
level scheme is presented in Fig. 1.6. The first optically allowed transition is to
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the S2(1
1Bu) state, which is a singly excited configuration, correlating electronically
with the D0(1
2Bg) ground electronic state of the cation. The S1(2
1Ag) state arises
from a configuration interaction between singly and doubly excited configurations
and correlates electronically with the D1(1
2Au) first electronically excited state of
the cation. The photoelectron spectra presented in Fig. 1.6 show a rapid shift in
electron distribution ε1 (ionisation of S2) to ε2 (ionisation of S1) with a ∼400 fs
timescale. This example illustrates Type(I) Koopmans’ correlations.
Figure 1.7: Schematic of the TRPES experiment (left) and photoelectron signal
components of two electronically excited singlet states S2 and S1 (right) in 1,4-
diazabicyclo[2.2.2]octane (DABCO). The molecule is photoexcited with 251.1 nm
and ionised with 267 nm femtosecond laser pulses. The photoelectron signal of the
S2 component decays on a femtosecond time scale while the S1 component grows
on the same timescale. Both components of the photoelectron signal show a 1.2 ps
oscillation period. This graph is reproduced from reference [54].
A TRPES experiment on low lying excited states in 1,4-diazabicyclo[2.2.2]octane
(DABCO) [54] is an example where the presence of two electronic states have been
revealed by observing a modulation signal in the photoelectron spectrum (see Fig-
ure 1.7). The DABCO molecule is promoted to a second electronically excited singlet
state, S2, via single photon absorption at 251.1 nm. An IC between S2 (
1E ′) and
S1 (
1A′1) was observed by ionising the molecule with a 267 nm femtosecond laser
pulse at different delay times and monitoring the photoelectron spectrum. Both
excited states correlated with the same cation state D0. Therefore this experiment
is an example of Type(II) Koopmans’ correlations. The photoelectron signal from
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the S2 state decays while the photoelectron signal from the S1 state grows on the
same timescale indicating an internal conversion between these states. However,
both signals oscillate with a period of 1.2 ps. According to equation (1.15), these
oscillations demonstrate the presence of two states with a spacing of 11 cm−1. These
states were theoretically confirmed to form, due to the Jahn-Teller interaction near
the conical intersection between the S2 and S1 states.
1.5.2 Intra-molecular vibrational energy redistribution
Figure 1.8: TRPES following excitation of the 6a1 + 10b116b1 Fermi resonance in
toluene. The oscillations with a period of ∼ 6 ps are observed in the photoelectron
band around 500 cm−1 ion internal energy. These oscillations are out of phase with
those observed at zero and 1000 cm−1 ion internal energy. This figure is reproduced
from reference [55].
TRPES can also be exploited to follow intramolecular vibrational energy redis-
tribution (IVR) in polyatomic molecules. An elegant example is restricted IVR in
toluene [55, 56]. The pump pulse prepares a coherent superposition of the 6a1 state,
corresponding to one quantum of vibrational excitation in the totally symmetric ring
breathing mode, and the 10b116b1 state, corresponding to one quantum in the CH3
wagging mode (10b) and one quantum in the out-of-plane C–H bending mode (16b).
As a result of anharmonic coupling between these two states (a Fermi resonance),
population flows between them. This is observed as oscillations in the photoelec-
tron spectrum (Figure 1.8). The period of the oscillation is ∼ 6 ps and is inversely
proportional to the energy separation between the two states in the superposition.
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1.5.3 Intersystem crossing
The lowest triplet state in a molecular system is usually located below the first
excited singlet state. Therefore, a TRPES study of ISC requires more energetic
probe photons than the study of IC. An example of an ISC study in aniline, 2-
aminopyridine, and 3-aminopyridine with TRPES, is shown in Figure 1.9. It was
already known from phosphorescence studies [57] that an ISC in aniline leads to
phosphorescence from the lowest triplet state T1. In addition, theoretical studies [58,
59] have predicted that another two triplet states T2 and T3 are located below the
origin of the S1 state. However, the role of these triplet states in the S1 relaxation
dynamics was unclear and was the subject of the study [60] described in this example.
Figure 1.9: Photoelectron spectra following the excitation of aniline, 2-
aminopyridine, and 3-aminopyridine to the onset of the S1 state (34 032 cm
−1 for
aniline, 33 471 cm−1 for 2-aminopyridine and 33 050 cm−1 for 3-aminopyridine). The
excited states of the molecules were ionised with a 200 nm laser pulse. The delay
time between the pump and the probe pulses is < 50 ps in (a) for all molecules.
The pulses were delayed by (b) 8 ns and (c) 13 ns for aniline, (b) 2 ns and (c) 5 ns
for 2-aminopyrisine, and (b) 0.5 ns and (c) 2 ns for 3-aminopyrisine. This figure is
reproduced from reference [60].
The aniline, 2-aminopyridine and 3-aminopyridine molecules were initially pro-
moted to their S1 origin and ionised with a 200 nm delayed pulse. A 200 nm photon
has sufficient energy to ionise the lowest triplet state in each molecule. All pho-
toelectron spectra near the zero delay time (Figure 1.9 (a)) show the vibrationally
resolved signature of the S1 state. The photoelectron spectra with delayed probe
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pulses show an additional vibrationally unresolved band centred at around 9.2 eV
ionisation energy for aniline and 9.5 eV ionisation energy for 2-aminopyridine and
3-aminopyridine. These bands correspond energetically to the ionisation from the
lowest triplet state in all molecules. The absence of any other signals in their pho-
toelectron spectra led to the conclusion that there are no other intermediate triplet
states involved in the relaxation dynamics of the S1 state. Thus, the S1 state is
coupled directly to the lowest triplet state in all three molecules.
1.5.4 Isomerisation
Figure 1.10: (a) The torsion and inversion pathways of the isomerisation dynamics
from trans- to cis-azobenzene. (b) The TRPES of trans-azobenzene photoexcited
with 330 nm and ionised with 207 nm. Two photoelectron bands correspond to two
different excited electronic states which decay on a femtosecond timescale. The two
photoelectron bands ε1 and ε2 correspond to photoionisation from the S2(pipi
∗
N=N)
and S3(pipi
∗
φ) electronic states and have decay times of 130 fs and 410 fs, respectively.
This figure is reproduced from reference [39].
Another example of a successful application of TRPES is the isomerisation study
of azobenzene [43]. Isomerisation of azobenzene is an important example in the study
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of molecular electronic switches. There are two possible pathways for isomerisation
to proceed from trans- to cis-azobenzene: through the torsion or inversion motion
(Figure 1.10). The total isomerisation yield for the first excited singlet state S1(npi
∗)
is 25%. According to Kasha’s rule [41], the isomerisation should proceed from the
lowest singlet state independent of the excitation energy, and therefore the isomeri-
sation yield should be approximately the same when promoting the molecule to other
electronically excited states. However, contrary to Kasha’s rule, the isomerisation
yield decreases to 12% for higher electronically excited states.
A TRPES experiment was performed to study the excited state dynamics when
promoting the trans-azobenzene molecule to the second electronically excited state
S2(pipi
∗
N=N) localised on the N=N bond. The TRPES with 330 nm pump pulse and
207 nm probe pulse at different delay times is shown in Figure 1.10. Beside the
excitation of the expected S2(pipi
∗
N=N) state (ε1), the data reveals a direct excitation
of a new previously unknown electronically excited singlet state (ε2) which was the-
oretically confirmed to be the S3(pipi
∗
φ) state. This state has a very close energetic
location to the S2(pipi
∗
N=N) state but has different Koopmans’ correlation, resulting
in a different photoelectron energy distribution. The S3(pipi
∗
φ) state has a different
electronic configuration and is localised on the phenol ring. For this reason this state
has a different relaxation pathway compared to the S2(pipi
∗
N=N) state. Based on the-
oretical calculations it was concluded that the phenyl-ring dynamics of the S3(pipi
∗
φ)
state provide a relaxation pathway directly to the ground trans-azobenzene state,
thus reducing the isomerisation yield. The complexity of the information obtained
from the TRPES experiment allowed the discovery of the previously unobserved
electronic state which solved the question of the reduced isomerisation yield.
1.5.5 Photodissociation
A sophisticated variant of TRPEI, time-resolved photoelectron-photoion coincidence
imaging spectroscopy, has been demonstrated to be a powerful tool for unravelling
the mechanisms of photodissociation, as illustrated in reference [50]. A schematic
energy level diagram is presented in Figure 1.11: a femtosecond 209.6 nm pump
pulse promotes the dimer to an electronically excited state, (NO)∗2, and a femtosec-
ond 279.5 nm probe pulse ionises the initially excited state, the photodissociation
product, NO(A 3s), and intermediate states (represented by the grey box).
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Figure 1.11: Schematic energy level diagram of the pump-probe scheme for inves-
tigating (NO)∗2 → (NO)∗∗2 → NO(A 3s) + NO(X) (left). TRPES (middle right)
together with photoelectron spectra at t = 0 and t = 3500 fs (top right) and the
time-evolution of the photoelectron signal with electron kinetic energies 9.66 eV and
10.08 eV (bottom right). This figure is reproduced from reference [50].
When the pump and the probe pulses are overlapped (∆t = 0), the photoelectron
spectrum is broad due to photoionisation from (NO)∗2, whereas at long pump-probe
time delays, the photoelectron spectrum is narrow due to photoionisation from the
free NO(A 3s) photoproduct. It is not possible to fit the data using a single expo-
nential decay for (NO)∗2 and an equivalent rise for NO(A 3s). Instead, the data is fit
to a two-step sequential model where (NO)∗2 decays with a time constant of around
590 fs in some intermediate state and the intermediate state subsequently decays on
a timescale of about 140 fs, forming a NO(A 3s) product.
In order to identify the intermediate state, (NO)∗∗2 , the momentum distributions
of both the photoelectrons and photoions were recorded in coincidence (Figure 1.12).
Importantly, measurement of the photoelectron momentum in coincidence with the
recoiling photofragment allowed measurement of the PAD in the frame of the recoil-
ing photofragment. Since this photofragmentation was a rapid process, the recoil
frame PAD was equivalent to the molecular frame PAD, albeit averaged over rota-
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Figure 1.12: The photoelectron angular distributions (PADs) are shown in the lab-
oratory and the recoil reference frames at different time delays as labeled in the
figure. The recoil frame PAD shows a time-dependent strong anisotropy. The fitted
curves (solid lines) include up to 8th order Legendre polynomials. In contrast, the
lab frame PAD is featureless and time independent. The evolution of the 3py con-
tribution to the recoil PAD (bottom right) agrees well with the time evolution of
the intermediate state obtained from the TRPES measurements. The direction of
the laser polarisation is also shown in the bottom right. This figure is reproduced
from reference [50].
tion about the recoil axis. These experiments, supported by ab initio calculations,
revealed that the pump pulse excites a vibrationally excited state of (NO)∗2 which
evolves towards an intermediate state with 3py Rydberg character, which correlates
with the NO(A 3s) + NO(X) photodissociation channel.
1.6 Conclusions
In this chapter, the basic principles of non-adiabatic dynamics in polyatomic molecules
were discussed followed by a description of TRPEI - a powerful technique for unrav-
elling these non-adiabatic dynamics. This technique has been used to study the fem-
tosecond dynamics of the small organic molecules aniline and 1,4-diazabicyclo[2.2.2]octane
(DABCO) which are the main subjects of this thesis. Chapter 2 provides an overview
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of the experimental toolkit for TRPES and TRPEI. Chapter 2 also contains a de-
scription of the experimental setups and data analysis procedure used to study non-
adiabatic dynamics in aniline and DABCO. The experimental results from TRPEI
studies of aniline and DABCO are presented in chapter 3 and chapter 4, respectively.
Chapter 2
Experimental toolkit
An overview of the experimental tools available for pump-probe time-resolved pho-
toelectron imaging experiments is presented in the first three sections of this chapter.
Sections 2.4 and 2.5 describe the experimental apparatus used for performing the
experiments presented in chapter 3 and chapter 4. Data processing and key exper-
imental procedures are covered in section 2.6. The analysis of the time resolved
photoelectron spectra is discussed in section 2.7.
38
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2.1 Femtosecond light sources
Virtually all polyatomic molecules have strong absorption bands in the ultravi-
olet (200 − 350 nm) and ionisation potentials in the vacuum ultraviolet (VUV)
(< 200 nm). The most common form of TRPES employs an ultraviolet (UV) pump
pulse to access low-lying electronically excited states and a UV probe pulse to ionise
the molecule from these excited states and generate photoelectrons with electron ki-
netic energies in the range 0−3 eV. Generally, it is not possible to ionise a molecule
that has returned to its electronic ground state using a UV probe pulse, since the
molecule will have considerable excess vibrational energy and there is a ∆υ = 0
propensity for photoionisation. Photoionisation of molecules that have returned to
the electronic ground state by non-radiative decay from electronically excited states,
usually requires a VUV probe pulse to access higher vibrational states in the ion-
isation continuum [15, 61]. Extreme ultraviolet (XUV) probe pulses (< 120 nm)
allow the additional possibility of ionising core electrons; photoelectrons generated
by photoionisation of the valence electrons will have much higher electron kinetic
energies than the core electrons.
Most TRPES experiments employ commercial femtosecond laser systems that are
tunable in the UV. Femtosecond laser technology is a research field in itself, and there
are many excellent reviews available, see for example [62, 63]. The most common
scheme for the production of femtosecond UV pulses is based on a Ti:Sapphire
laser operating at around 800 nm. A bandwidth of around 100 nm can be achieved,
enabling the production of pulses as short as 10 fs. The Ti:Sapphire crystal is usually
pumped using a continuous laser with an output wavelength around 525 nm. The
femtosecond pulses from the Ti:Sapphire oscillator are used to seed a chirped pulse
regenerative amplifier; before amplification, the seeding pulses are stretched to a
few hundreds of picoseconds to avoid non-linear processes and damage in the gain
medium. Single pass amplifiers can be used to increase the pulse intensity further.
After amplification, the amplified pulses are compressed back to durations of a
few tens of femtoseconds. The amplifier is usually pumped by a nanosecond laser
operating around 525 nm.
Harmonics of the fundamental output of the Ti:Sapphire amplifier can be ob-
tained by second harmonic generation (SHG) and sum-frequency generation (SFG)
processes in β-barium borate (BBO) crystals generating pulses around 400 nm,
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267 nm and 200 nm [64, 65]. Optical parametric amplifiers (OPAs) [66, 67, 68] are
employed to generate femtosecond pulses that are tunable in the visible and IR.
In an OPA, the fundamental output of the Ti:Sapphire amplifier is focused onto
a suitable transparent media to generate a white light continuum [68, 69], which
is then mixed with the fundamental in a BBO crystal, providing tunable light in
the range 1150 nm to 2630 nm through optical parametric amplification. Genera-
tion of femtosecond pulses throughout the UV to around 235 nm can be obtained
by combination of OPA with nonlinear optics (SHG, SFG and difference frequency
generation (DFG)). Ti:Sapphire based femtosecond laser systems were used for the
experiments presented in chapter 3 and chapter 4. A more detailed descriptions of
these setups is presented in sections 2.4 and 2.5.
The duration of a laser pulse is limited to the cycle of the laser field, which for
800 nm is 2 − 7 femtoseconds but can be less than a hundred attoseconds in the
XUV [70, 71]. Attosecond XUV pulses are produced by high harmonic generation
(HHG) in nonlinear gases [62]. In principle, it is possible to use any gas for HHG,
however the ionisation potential of the atom or molecule has to be high enough for
the HHG to compete with multiphoton ionisation. The energy range and intensity
profile of the XUV spectrum depends on the gas: in Ar, the spectrum ranges from
10 eV (125 nm) to around 100 eV (12.5 nm). An XUV monochromator or filters can
be used to select the photon energy range for the experiment. The efficiency of HHG
is usually relatively low (∼ 10−6) yielding photon fluxes of around 108 photons per
pulse [62]. XUV laser sources have sufficient photon energy to ionise the ground-
state of any molecule, but they also have sufficient photon energy to ionise inner
valence electrons, which promises to yield complementary information [15, 72].
Free electron lasers (FELs) can produce very short laser pulses with high photon
energy and high brilliance [73]. FELs work by generating high quality electron
pulses which are accelerated to relativistic energies and compressed to femtosecond
duration before being fed into an undulator. The periodic trajectory of the electrons
in the magnetic field of the undulator results in the emission of synchrotron radiation.
Due to the interaction between the emitted radiation and the electrons the radiation
is amplified coherently, thus, producing coherent electromagnetic radiation with a
mean photon energy that is controlled by the electron energy and the undulator
parameters. There are several international FEL facilities in the world, which include
the European soft x-ray FEL, Free-Electron Laser in Hamburg (FLASH) [74] and the
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USA x-ray FEL (XFEL), the Linac Coherent Light Source (LCLS) [75]. The FLASH
facility generates laser pulses in the wavelength range 6.8 nm to 47 nm and pulse
durations from 10 fs to 70 fs. The LCLS facility operates in the wavelength range
from 0.15 nm to 2.2 nm with pulse durations from 70 fs to 500 fs. The intensity of
these XUV and x-ray free electron lasers (XFELs) is currently as high as 1013 photons
per pulse, which is several orders of magnitude larger than those obtained using XUV
HHG sources. A new XFEL facility is currently under development in Hamburg,
Germany. This European project aims to achieve even higher photon intensities in
the wavelength range from 0.1 nm to 6.2 nm.
The relationship between pulse duration and spectral bandwidth for Gaussian
pulses is restricted by the inequality,
∆ν ·∆t ≥ 0.441, (2.1)
which can be rewritten as,
∆λ[nm] ≥ 1.471× 10−3λ
2[nm2]
∆t[fs]
, (2.2)
where ∆ν is the spectral width (FWHM), ∆λ is the bandwidth (FWHM) at wave-
length λ, and ∆t is the pulse duration (FWHM) of the Gaussian laser pulse. Equa-
tion (2.1) stipulates that it is not possible to have infinitely good spectral resolution
and time resolution simultaneously. The timescales for non-adiabatic processes range
from tens of femtoseconds to hundreds of picoseconds. From equation (2.2), we see
that the bandwidth of a 100 fs pulse at 250 nm is around 1 nm (equivalent to around
20 meV or 150 cm−1) and the bandwidth of a 0.1 fs pulse at 15 nm is around 3 nm
(> 10 eV). Thus, planning a TRPES experiment requires careful consideration of the
requirements for the photoionisation wavelength alongside the achievable temporal
and spectral resolution.
Another important aspect of a TRPES experiment is the delay between the
pump and probe laser pulses. This is usually controlled by changing the path length
between the two pulses using optics mounted on commercial translation stages. In
UV-UV and UV-VUV/XUV pump-probe experiments, the pump and probe laser
pulses generally both originate from the same oscillator, which keeps the jitter well
below the temporal resolution of the translation stage (typically around 0.01 fs).
However, in pump-probe experiments using XFELs, UV pump and x-ray probe
pulses do not have the same origin and the jitter may be significant [76].
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2.2 Molecular sources for gas phase measurements
In order to make time-resolved photoelectron spectroscopy measurements of isolated
molecules, an expansion into a vacuum chamber is usually employed ensuring a
collision-free environment. Such conditions also allow for the stringent requirements
of most electron detectors which place an upper limit of around 10−5 mbar in the
laser-molecule interaction region.
The simplest way to deliver a gas sample into the laser-molecule interaction re-
gion is to feed it through a thin capillary. The gas will expand into the vacuum
chamber with the highest density close to the capillary tip. Such a source is rea-
sonably well collimated at close distances [77]. The effusive molecular source was
used during the experiments performed at Rutherford Appleton Laboratory and
presented in chapter 4.
A more efficient way to deliver a gas sample into the laser-molecule interaction
region is with a supersonic molecular beam. The gas is usually delivered through
a nozzle, which is a sealed tube with a 50−500 µm hole. The source chamber
housing the nozzle is usually separated from the laser-molecule interaction region
by a molecular skimmer with a diameter of a few millimetres, generating a high
density, well-collimated molecular beam [78]. Such molecular beams have small
transverse velocity and very low velocity spread in the propagation direction [79].
This reduces the number of molecules in the interaction region which have been
thermalised through collisions with the chamber walls and scattered back into the
interaction region. In addition, when a carrier gas is used, the expansion process
cools down vibrational and rotational motions in the molecules often leading to spec-
tral simplification. The cooling effect is a function of the nozzle diameter, the gas
pressure behind the nozzle and the carrier gas [80, 81]. The rotational temperatures
of the molecules are efficiently cooled down to the translational temperatures of the
carrier gas due to the “velocity slip” effect if heavy carrier gas (for example Ar) is
used [80]. The vibrational cooling in supersonic expansion is less efficient due to the
poor vibrational-translational interaction cross-section and the vibrational temper-
atures of the molecules are usually much higher than the rotational temperatures.
A liquid nitrogen cold trap is often placed after the laser-molecule interaction region
to absorb scattered molecules that pass through the interaction region. This type
of nozzle was used for the experiments described in chapter 3.
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During a TRPES experiment the laser-molecule interaction occurs for only a tiny
fraction of the total time of the experiment, defined by the laser pulse duration and
laser repetition rate. Therefore, most of the gas from a continuous nozzle source does
not interact with the laser. The efficiency can be improved significantly by using a
pulsed nozzle. The pressure behind the pulsed nozzle can be as high as 100 bar whilst
maintaining reasonable vacuum conditions in the photoelectron spectrometer. Such
high pressures can produce very efficient cooling; for example, Even-Lavie pulsed
nozzles can cool large molecules to rotational temperatures below 1 K [82].
A more recent development is TRPES of liquid samples. Liquid jets were first
developed to study evaporation of molecular monomers and dimers [83]. For TRPES
in liquids, the key component is a quartz glass liquid nozzle with an aperture size
around 10 µm which generates a continuous flow of liquid; after travelling a few
millimetres in the vacuum the liquid jet breaks into droplets which are collected in
a trap [84]. Liquid jets have been employed successfully in UV-VUV/XUV [85] and
UV-UV [86] TRPES experiments.
2.3 Photoelectron spectrometers
There are several different techniques for measuring photoelectron spectra. The most
popular photoelectron spectrometers are based on velocity map imaging (VMI) or
time of flight (ToF) methods.
ToF spectrometers measure the photoelectron spectrum by analysing the time
taken for an electron to travel from the interaction region to a detector. The sim-
plest ToF electron spectrometers are field free with a very low collection efficiency
(∼ 10−4) [87]. A much better collection efficiency of ToF spectrometers is achieved
by introducing electrostatic or magnetic fields to guide the electrons to the detector.
A commonly employed ToF spectrometer is the magnetic bottle electron spectrom-
eter [88] which has the advantage of a large collection efficiency (typically 50%).
Photoelectrons created in the molecule-laser interaction region are guided in a mag-
netic field toward the electron detector which is usually a microchannel plate. ToF
spectrometers can be constructed to have high energy resolution over a wide range
of photoelectron energies which is particularly useful for experiments using VUV
or x-ray probe pulses. Obtaining information about photoelectron angular distri-
butions from ToF measurements is more challenging, requiring ToF spectrometers
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with small solid angles of collection (and so low collection efficiency) and repeated
measurements with different experimental geometries.
Velocity map imaging (VMI) allows both the photoelectron spectrum and the
photoelectron angular distribution to be measured simultaneously. VMI is based
on using static electric fields to project the 3D photoelectron momentum distribu-
tion created in the molecule-laser interaction region onto a 2D photoelectron image
in the plane of the electron detector [89]. The position sensitive electron detector
usually comprises a microchannel plate, a phosphor screen and a charge-coupled
device. The original 3D photoelectron momentum distribution can be reconstructed
from 2D photoelectron image using an inversion algorithm such as an inverse Abel
transform [90]. The energy resolution of a VMI apparatus depends on the electron
detector resolution as well as on the focussing properties of the electrostatic lens.
Energy resolution as low as ∆E/E = 0.38 % can be achieved [91]. VMI spectrome-
ters were used for both experiments presented in chapter 3 and chapter 4.
2.4 UCL experimental setup
2.4.1 Femtosecond laser system
A commercial laser system from Coherent was used to provide femtosecond laser
pulses with tunable wavelength. Figure 2.1 shows a schematic view of the UCL
femtosecond laser system used for the experiments presented in chapter 3. The
Ti:Sapphire oscillator (Coherent Mira) is pumped by a continuous wave (CW) 5 W
laser at 532 nm (Coherent Verdi). The lasing wavelength of the Ti:Sapphire crystal
can be varied around the optimum position of 785 nm by changing the length of
the cavity. A passive mode-locking process, based on the optical Kerr effect, is used
to produce femtosecond pulses. The oscillator generates femtosecond pulses with a
bandwidth of about 40 nm and 1 W average power at a repetition rate of 100 MHz.
The output pulses have a duration of about 25 fs. These pulses are used to seed a
regenerative amplification cavity.
Before the actual amplification, the seeding pulses are temporally stretched using
a grating and collimation optics. Stretching is required for reduction of the pulse in-
tensity in order to avoid nonlinear processes and damage in the gain medium which
are very likely to occur under the standard laser power and pulse durations. A
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Figure 2.1: Schematic diagram of the UCL femtosecond laser system. A Ti:Sapphire
based oscillator is pumped by a CW 523 nm laser. The output of the oscillator is
seeded into the regenerative amplifier to gain more pulse power. Amplified pulses
are split and seeded into OPAs to generate laser pulses with tunable wavelength in
the UV region.
Ti:Sapphire crystal is used as the gain medium of the regenerative amplifier (Co-
herent Legend). The crystal is pumped by a nanosecond 527 nm Nd:YLF laser
(Coherent Evolution) at a frequency of 1 kHz. The seed pulse is introduced into
the cavity by switching a Pockels cell. The timing of the Pockels cell is controlled
externally. After several rounds of oscillations through the crystal, an amplified
pulse is released from the cavity by another Pockels cell which is triggered exter-
nally. The timing of the Pockels cells is tuned to optimise the number of round
trips in the cavity in order to obtain maximum laser power and minimise material
dispersion. The amplified pulse is then compressed back to a femtosecond duration.
The optimised cavity produces an output laser power of approximately 2 mJ per
pulse after compression. The resultant amplified laser pulse, with a wavelength of
about 800 nm, is then split using beamsplitters into pulses used for pumping an
optical parametric amplifier (OPA), harmonic generation or in beam diagnostics.
2.4.2 Nonlinear optics
Nonlinear processes induced by high intensity electric fields in a transparent media
are used in a wide range of optical applications including frequency upconversion [64,
65, 68] and laser diagnostics [92, 93]. These processes are also utilised in extending
the wavelength range obtained from the Ti:Sapphire laser. The induced dielectric
polarisation of the medium, P, can be expanded into a power series with respect to
the electric field, E:
P =
∑
n
ε0χ
(n)En = ε0
(
χ(1)E + χ(2)E2 + . . .
)
, (2.3)
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where ε0 is the permittivity of free space and χ
(n) are the electric susceptibilities of
the medium. The dielectric polarisation can be approximated as a linear function of
the electric field at low laser intensities, however, at high laser intensities higher order
contributions become important. The electric field of the laser beam of frequency ω
can be expressed as:
E = Eωe
iωt. (2.4)
By substituting expression (2.4) into expansion (2.3) the harmonic series is obtained:
P =
∑
n
ε0χ
(n)Enωe
inωt
= ε0
(
χ(1)Eωe
iωt + χ(2)E2ωe
i2ωt + χ(3)E3ωe
i3ωt + . . .
)
. (2.5)
The first term in equation (2.5) corresponds to the fundamental harmonic, the second
term corresponds to the second harmonic, and so on. Thus the nonlinear response
of the medium to the electric field generates higher order harmonics. If two different
electric fields with frequencies ω1 and ω2 pass through a transparent medium the
second order nonlinearity gives rise to a new frequency ω3 = ω1 + ω2. Crystals that
are transparent to the incident electromagnetic radiation are often used to exploit
nonlinear processes. The efficiency of this nonlinear frequency conversion in crystals
is defined by the phase matching conditions k3 = k1 + k2 and can be tuned by
rotating the optical axis of the crystal.
Figure 2.2: Schematic view of the optical parametric amplification process. The
pump photons of frequency ωpump are converted into the signal and idler photons due
to the second order nonlinearity of dielectric polarisation of the crystal with respect
to the laser field at high laser intensities. The frequencies of the signal and idler
satisfy energy conservation principle ωpump = ωsignal + ωidler. The process is seeded
by a white light (WL) and the wavelength is determined by the phase matching
between the polarisation of the fields to satisfy the momentum conservation kpump =
ksignal +kidler. By tuning the crystal axis the phase matching conditions for different
signal frequencies can be satisfied.
Inside the OPA the 800 nm laser pulse is split into three beams. The first beam
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Table 2.1: Available wavelength ranges from the Coherent OPAs used at UCL.
Origin Wavelength, nm
Fundamental 800
Idler 1600 -2630
Signal 1150 - 1600
SFG (idler + pump) 533 - 613
SFG (signal + pump) 472 - 533
SFG (idler + pump) - SHG 267 - 307
SFG (signal + pump) - SHG 236 - 267
SHG idler 800 - 1150
SHG signal 575 - 800
FHG idler 400 - 575
FHG signal 300 - 400
is focused into a sapphire crystal where white light is generated [68]. The white light
then passes collinearly with the second 800 nm beam through the β-BaB2O4 (BBO)
crystal. By adjusting the temporal overlap between the pulses from each beam,
and the crystal angle, the phase matching conditions between the pump pulse and
different wavelengths of the white light can be satisfied. As a result, signal and idler
pulses are produced which satisfy the following condition:
ωpump = ωidler + ωsignal. (2.6)
This process is called optical parametric amplification and it is a three wave mix-
ing process. Following the optical parametric amplification, the signal and idler are
reflected back and pass collinearly with the third 800 nm beam through the BBO
crystal where they are further amplified. Either the signal or the idler can be used to
further generate a desirable wavelength by using optional modules including second
(SHG) and fourth harmonic generation (FHG), sum frequency generation (SFG),
and difference frequency generation (DFG). Table 2.1 summarises all available wave-
lengths from the OPAs used at UCL.
2.4.3 Layout of the laser setup
The time delay between the pump and the probe laser pulses, ∆t, is controlled by a
translation stage, schematically shown in Figure 2.3. The time delay is related to the
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stage displacement, ∆x, as 2∆x = ∆tc, where c is the speed of light. The coefficient
2 appears due to the double pass of the light along the stage. The translation stage
can move with a precision of better than 0.1 µm, thus providing a time resolution
better than 1 fs. The pump and the probe laser pulses originate from the same initial
laser source and thus, the time drift between them is well below the femtosecond
scale.
Figure 2.3: Layout of the UCL femtosecond laser setup. The 800 nm fundamental
is delivered from the Coherent Legend laser system shown in Figure 2.1. A tunable
wavelength in the UV range down to 235 nm is obtained from commercial Coherent
OPA systems. Up to the forth harmonic of the fundamental 800 nm is obtained using
Coherent SHG, SFG and FHG systems. The laser intensity is varied by a diffractive
variable attenuator (Att). The delay between the laser pulses is controlled by a
translation stage installed into the laser beam pass. The laser pulses are recombined
using a UV beam splitter and focused into the interaction region with a fused silica
lens.
The intensity of the laser pulses is controlled by diffractive variable attenuators.
Typical pulse intensities of about 0.5 µJ per pulse at the lens position are used in
the experiments described in chapter 3. The laser pulses were recombined either by
a 50/50 beam splitter or a narrow bandwidth mirror reflecting one pulse and trans-
mitting the other. After recombination, the pulses are focused into the interaction
region by a fused silica lens with 250 mm focal length.
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2.4.4 Vacuum system
Figure 2.4: Schematic view of the UCL vacuum system used for the experiments
presented in chapter 3. The molecular source side is separated from the detector
side by a 1 mm skimmer. The molecular beam passes through the skimmer into the
interaction region between the velocity map imaging electron optics. Photoelectrons
produced in the interaction region are focused into the electron detector. After
passing through the interaction region, molecules freeze to the surface of a liquid
nitrogen trap. Typical operating pressures in the interaction region are 2×10−8 mbar
without gas flow and 8× 10−8 mbar with gas flow.
The schematics of the vacuum system used for the experiments presented in
chapter 3 are shown in Figure 2.4. The vacuum chamber consists of two parts: the
molecular source chamber and the photoelectron detector chamber. The molecular
source part of the chamber includes a gas delivery 1/16 inch tubing with a CW nozzle
on the end. The diameter of the nozzle can be varied, however, for the experiments
described in chapter 3 the nozzle diameter was always 50 µm. The nozzle is mounted
on a x, y, z−manipulator arm which allows precise 3D alignment of the pointing
of the molecular beam. The source part of the vacuum chamber is separated from
the interaction region by a molecular skimmer. A skimmer with a 1 mm diameter
hole was used to create sufficient differential pumping between the two chambers.
The molecular beam passes through the skimmer and through a hole in the µ-metal
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shielding into the interaction region between the electron optics. Photoelectrons
produced in the interaction region are focused by the velocity map imaging electron
optics onto the detector (see Figure 2.5 for details). The flight path of the electrons
is shielded by µ-metal in order to suppress any magnetic fields produced by turbo
pumps or vacuum gauges. After the interaction, the molecules pass through the
µ-metal shielding and are trapped on the metal surface of the liquid nitrogen tap.
Both chambers were evacuated separately by turbo pumps backed by rotary pumps.
The vacuum in the detector chamber is about 2 × 10−8 mbar without the gas flow
and maintained below 10−7 mbar during the experiment.
Figure 2.5: Schematic view of the velocity map imaging detector used for the exper-
iments presented in chapter 3. The electron optics consist of the repeller, extractor
and ground plates. The interaction volume is located between the repeller and ex-
tractor. The photoelectrons are focused onto the electron detector which includes
micro-channel plates (MCP), phosphor screen, magnification lens and CCD camera.
The front MCP is grounded while the rear MCP is kept under 1.5 kV. A 4.5 kV po-
tential is applied to the phosphor screen. In order to reduce the background counts
an additional pulsed voltage of 0.3 kV with a duration of 2 µs is applied to the
rear MCP. The camera and the pulsed MCP voltage are synchronised with the laser
pulses by using the common trigger with the Coherent Legend amplifier.
After photoionisation with a probe laser pulse, ionised electrons are focused on
to the detector using the electric lens (Figure 2.5). The lens system has cylindrical
symmetry and consists of three electrodes: a repeller, an extractor and a ground.
The molecular beam is ionised between the repeller and the extractor where the
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electrons are accelerated towards the electron detector. The repeller and extractor
electrode potentials are set to produce the best velocity resolution at the detector
plane. The voltage ratio between the repeller and the extractor for the best velocity
resolution is always constant for a given detector geometry [89]. The magnitude of
the repeller and extractor potentials determine the electron velocity (energy) range
which can fit onto the detector. A commercial detector VID240 produced by Photek
company was used for the electron velocity measurements. The detector consists of a
micro-channel plate (MCP), a phosphor screen and a charge-coupled device (CCD).
During the first stage, electrons are multiplied in the MCP; afterwards they are
converted into photons in a phosphor screen which are then detected by a CCD
camera. A double layer MCP is used in this system with a gain range of 105 to 107.
The transverse resolution of the MCP, together with the phosphor screen, is 20-30
line pairs per millimetre. The Photek detector uses a Basler A312f CCD camera
which has a coupled magnifying lens with a magnification factor of 2, and a 782x582
pixel resolution CCD chip with 8 µm square pixels.
2.5 RAL experimental setup
2.5.1 Femtosecond laser system
The experiments reported in chapter 4 were conducted at the Artemis facility at
the Rutherford Appleton Laboratory. The pump and probe laser pulses were de-
rived from a 1 kHz Ti:Sapphire chirped pulse amplification (CPA) system (KM Labs
Red Dragon) operating at 800 nm and delivering less than 30 fs pulses with 14 mJ
pulse energy [94]. The output of this laser system was split to produce synchro-
nised pump and probe pulses (see Figure 2.6). Tunable pump pulses in the region
233.9−251.1 nm were generated using a commercial OPA (Lightwave HE-TOPAS)
and subsequent frequency mixing producing pulses with a duration of 40−50 fs and
pulse energies up to 35 µJ. Probe pulses at 400 nm were obtained by frequency
doubling the output of the CPA system. For experiments employing a two-photon
probe process, the output of the CPA system was used directly. The pump and probe
pulse energies were reduced to < 100 nJ using polarisers and half-wave plates, as
needed. The pump and probe pulses were recombined using an uncoated fused-silica
flat mirror with the UV pump pulse derived from the front surface (4%) reflection,
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and the probe pulse transmitted through the mirror. Under these conditions, on
average, less than one electron was produced per laser shot. The pump-probe time
delay was adjusted using motorised delay stages under computer control. The laser
beam was focused with a concave mirror of 250 mm radius of curvature.
Figure 2.6: Schematic view of the laser setup used for the experiments described in
chapter 4. The 800 nm fundamental is delivered from the KM Labs Red Dragon CPA
laser system. A tunable wavelength in the UV range was obtained from commercial
OPA (Lightwave HE-TOPAS). A BBO−β-BaB2O4 crystal was used for the second
harmonic generation. A set of half-wave plates (λ/2) and polarisers (P) were used
to adjust the laser power for each beam arm.
2.5.2 Vacuum system
The vacuum system is similar to the one described in Figure 2.4, however, there were
a few major differences. There was no separation between the molecular source and
the detector regions. An effusive inlet was used to deliver DABCO vapour to the
interaction region and it was placed as close to the interaction region as possible,
without disturbing the focusing of the VMI detector, to insure maximum molecular
density in the interaction region. The liquid nitrogen trap was absent. A VMI spec-
trometer was equipped with a time and position sensitive delay line anode detector
(Roentdek DLD40) for measurement of the photoelectron spectra and angular dis-
tributions. The operational principle of the detector is shown in Figure 2.7 [95].
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The electron signal is amplified by a double stack of MCPs multiplying the electron
signal by about 107 before it hits the delay line. The detector has two delay lines to
allow detection of electron hit position in two coordinates (X, Y ). After each elec-
tron hit, the signal arrival times are recorded (X1, X2, Y1, Y2). The electron position
information (X, Y ) is encoded in the difference between the signal arrival times at
both ends of the delay line:
X = X1 −X2
Y = Y1 − Y2. (2.7)
The multi-hit dead time of the detector is 10−20 ns which is longer than the spread
in the electron arrival times from a single laser shot. Thus, only a single electron
event per laser shot could be detected. All multiple events had to be discarded
during data processing. The sampling time step of the time to digital converter is
25 ps.
Figure 2.7: Schematic view of the Roentdek delay line anode detector. The detector
is equipped with a double stack of MCP plates and a position sensitive delay line.
The signal from the delay line is fed into a time to digital converter (TDC), before
each event is processed and stored on the computer.
The detector was triggered by a photo-diode which detected the fundamental
800 nm laser pulses, thus the detector was synchronised with the laser pulses. The
delay line signals were recorded and saved for every trigger event. The following data
processing steps were applied to every trigger event in order to eliminate multiple
hit events and other data acquisition noise:
1. All events with X = 0 and Y = 0 were discarded.
2. For a single hit event, the total signal travel times, X1 + X2 and Y1 + Y2,
depend only on the wire length and must fit in a certain time window tw.
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Figure 2.8: (a) Raw image and (b) processed image obtained from the delay line
anode detector. The noise events on the right and in the centre of the image are
removed by the image processing. The processing procedure is described in the text.
Therefore the time window conditions must be satisfied t1 > X1 +X2 > t2 and
t1 > Y1 +Y2 > t2, where t2− t1 = tw and t1 is defined by the trigger delay. The
trigger delay is dependent on the photodiode position and was varied during
the course of the experiment. The optimum time window, tw, was determined
to be 7 ns.
The result of the image processing is shown in Figure 2.8. The original noisy image
(Figure 2.8 (a)) is successfully improved by the image processing (Figure 2.8 (b)),
described above.
2.6 Experimental procedures and diagnostics
This section covers the experimental procedures required to obtain photoelectron
spectra from a VMI spectrometer as well as some important diagnostic routines.
Figure 2.9 summarises the main steps in the processing of the experimental images.
Firstly, the raw data obtained from the detector was filtered in order to eliminate
possible noise. Afterwards, a 3D velocity map image is obtained by applying the
inverse Abel transform to the processed image. The energy scale of the detector is
then obtained from the calibration procedure.
The procedure for processing the delay line anode images (RAL setup) is de-
scribed in section 2.5.2. Processing of images from the Photek detector (UCL setup)
was performed directly by the Photek software during data acquisition. When an
electron hits the detector, it produces an oversized phosphorescence image on the
CHAPTER 2. EXPERIMENTAL TOOLKIT 55
Figure 2.9: Flow chart of the processing procedure for data from the VMI spectrom-
eter.
CCD camera covering several pixels, which is due to the limited MCP and phosphor
screen resolution. In addition, the light intensity from a single electron hit fluctu-
ates. To overcome these issues, the Photek data acquisition software records the
average position of such a group of pixels as a single hit.
The pBasex algorithm was used to perform the Abel inverse transform for all
the data presented in chapters 3 and 4. This algorithm is described in section 2.6.1.
The energy scale of the detector must be calibrated for every VMI voltage settings
and each time after any changes in the experiment geometry are made (for example
nozzle realignment). The calibration procedure is described in section 2.6.2.
2.6.1 VMI reconstruction
All the experimental data presented in this thesis is acquired with the velocity map
imaging (VMI) detectors. The first important step in the analysis of the VMI data is
to reconstruct the three dimensional (3D) electron momentum distribution from the
two dimensional (2D) projection obtained from the detector. The imaging system
has a static electric field which focuses electrons such that the electron velocity is
proportional to the position of the electron on the image sphere at the detector
plane, shown in Figure 2.10 (v ∝ r and Ekin ∝ |r|2). This sphere is projected
onto a position sensitive detector. Thus, the imaging system projects a 3D electron
momentum distribution F (r, θ, φ) onto the 2D plane of the detector (r′, θ′). In this
case, the radial position on the detector is proportional to the component of the
electron velocity parallel to the detector plane (vr ∝ r′).
If the original 3D velocity distribution contains cylindrical symmetry with respect
to the detector plane, the electron momentum distribution becomes independent of
φ, and the electron distribution in the detector plane, P (r′, θ′), can be expressed as:
P (r′, θ′) = 2
∫ ∞
|r′ sin θ′|
xF (r, θ)√
x2 − (r′ sin θ′)2dx. (2.8)
Equation (2.8) is known as the Abel transform of a function F (r, θ). There is no
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Figure 2.10: Photoelectron imaging scheme. The 3D electron velocity distribution
(left hand side) is projected onto the 2D detector plane (right hand side).
algebraic solution for the inverse Abel transform when the P (r′, θ′) distribution is
known and the distribution F (r, θ) has to be found. However, it is possible to use
numerical mathematical methods to reconstruct the distribution F (r, θ). Several
techniques are available to perform the reconstruction which are discussed in ref-
erence [90] along with analyses of their performance. This section focuses on two
methods developed recently: 1) polar basis function expansion (pBasex) [96] and 2)
polar onion-peeling (POP) [97]. The pBasex algorithm was used for all the analysed
data presented in this manuscript.
The pBasex technique is based on the BASEX algorithm [98], however, it uses
a polar coordinate system for the detector plane instead of Cartesian coordinates.
The method represents a 3D velocity distribution as an expansion in a well-behaved
basis set {fk, l(r, φ, θ)} where (r, φ, θ) are the spherical coordinates. The velocity
distribution must have cylindrical symmetry and, thus, be independent of φ. Angle θ
is measured with respect to the polarisation direction in the case of linearly polarised
light. The choice of the basis set has some restrictions in order to avoid numerical
instabilities during computation. The recommended basis set of the original 3D
distribution for the pump-probe experiment is:
f(r, θ)k, l = e
−(r−rk)2/σ2Pl(cos θ), (2.9)
where rk represents the centre of the k-th Gaussian, σ is the Gaussian coefficient
and Pl(cos θ) is the Legendre polynomial of the l-th order. In practice the expan-
sion has to be limited to some maximum values kmax and lmax, (k = 0, ..., kmax and
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l = 0, ..., lmax). The advantage of the algorithm is good performance and the small-
est systematic error amongst the available methods. However, the basis set (2.9)
has to be converted into the polar coordinates of the detector plane which requires
numerical integrations. The procedure is very time consuming and usually is per-
formed in advance for the particular basis set with defined values kmax and lmax.
The higher the dimension of the basis kmax × lmax, the longer it takes to calculate
the basis set and the more memory is required.
A recent version of the POP algorithm also operates in polar coordinates [99].
In contrast to pBasex, this method does not require a priori knowledge of the
basis set. The procedure starts from the outermost ring of the 3D distribution and
calculates its contribution to all inner rings in the 2D image. The contribution is
then subtracted from the whole image and the procedure is repeated for all rings
until it reaches the innermost ring. The POP algorithm does not artificially smooth
the noise compared to the predefined basis set approach employed in pBasex. In
addition, the new POP algorithm borrows the idea of the basis functions from
BASEX in order to improve the performance of the algorithm. However, the size
of the basis depends only on the resolution of the detector (resolution of the CCD
chip) and it has to be generated only once.
2.6.2 VMI energy calibration
A VMI spectrometer projects the velocity distribution of the photoelectrons in the
interaction region onto the spatial coordinate of the electron detector, producing
a velocity map image. After the inverse Abel transform, the velocity spectrum
of the photoelectrons can be recovered from the image (see section 2.6.1). The
electron velocities are proportional to the distance on the electron detector v ∝ r,
thus the original data obtained from the VMI detector is a velocity spectrum in
arbitrary velocity units. The energy spectrum has to be obtained from the velocity
distribution. For non-relativistic electrons, the relation between their velocity, v,
and energy, E, can be expressed as following:
E =
m
2
v2 = ar2, (2.10)
where m is the electron mass, r is the position on the detector and a is the calibration
factor. However, the calibration factor depends on the detector geometry and VMI
voltages and has to be determined experimentally. Thus, the absolute energy scale
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of the VMI detector requires calibration of the detector using a known photoelectron
distribution. For this purpose, a photoelectron spectrum of Xe or NO can be used
to calibrate the detector.
Figure 2.11: (a) An example of a velocity map image of 2+1 REMPI ionisation of Xe
at 249.63 nm via a 6p Rydberg resonance accessible with two 249.63 nm photons,
(b) inverted VMI with pBasex, (c) velocity spectrum obtained from the inverted
image and (d) energy calibration curve. The photoelectron peaks at 1.46 eV and
2.76 eV correspond to ionisation to 2P1/2 and
2P3/2 cation energy levels. The repeller
and extractor voltages in this case were -3000 V and -2095 V, respectively.
Xe has two well-known ionisation energies, Xe(1S0) −→ Xe+(2P3/2) with an IP
of 12.13 eV and Xe(1S0) −→ Xe+(2P1/2) with an IP of 13.437 eV. Usually three UV
photons are required to ionise Xe, due to its high ionisation potential. The ionisation
cross-section of Xe significantly increases when ionisation proceeds through one of
the Xe intermediate excited states. An example of the energy calibration with Xe
is shown in Figure 2.11. Xe atoms were ionised with a 249.63 nm laser pulse via
a 6p Rydberg resonance located at 9.93 eV, producing two photoelectron peaks at
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1.46 eV and 2.76 eV. The calibration coefficient, a, is obtained from the fit of the
experimentally determined peak radii on the detector and the known photoelectron
energies to equation (2.10).
Figure 2.12: (a) Velocity map image of 1+1 non-resonant ionisation of NO at 243 nm,
(b) inverted velocity map image with pBasex, (c) velocity spectrum obtained from
the inverted image and (d) energy calibration curve. The repeller and extractor
voltages in this case were −2500 V and −1783 V, respectively.
Another possible candidate for the calibration of the detector energy scale is
nitric oxide (NO). After ionisation, nitric oxide ions (NO+) can be left in the ground
vibrational state or any of the vibrational excited states. The adiabatic IP of NO is
9.26 eV. The vibrational energy spectrum of NO+ is well known and it can be used
for energy calibration. The first six vibrational energy terms are shown in table 2.2.
The number of photoelectron peaks in the NO ionisation energy spectrum depends
on the photon energy. An example of the energy calibration using a 1+1 ionisation
spectrum of NO with a 243 nm laser pulse is shown in Figure 2.12.
The detector energy range depends on the repeller and extractor voltages, how-
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υ+ Gυ+ , cm
−1 Gυ+ , eV Ee, eV
0 1184.14 0.1468 0.94
1 3528.04 0.4374 0.65
2 5839.41 0.7240 0.36
3 8118.26 1.0065 0.08
4 10364.58 1.2850 —–
5 12578.38 1.5595 —–
Table 2.2: NO+ vibrational energy terms and photoelectron energies after a two pho-
ton ionisation of NO with 243 nm laser pulse. Only the first four cation vibrational
energies were accessible with 243 nm photons.
ever, the best VMI focusing conditions are satisfied at certain Vrep/Vextr ratio for
any given detector geometry. It is important to mention that a VMI detector geom-
etry includes the position of the interaction region which can be modified after the
alignment of the molecular beam (nozzle). Thus, the energy calibration has to be
performed each time the nozzle alignment is changed. The energy resolution can be
estimated from the full width half maximum (FWHM) of the photoelectron peaks.
The dependence of the FWHM of two photoelectron peaks from the Xe spectrum as
a function of extractor voltage is shown in Figure 2.13. The best focusing conditions
Figure 2.13: FWHM of two photoelectron peaks from the Xe spectrum as a function
of the extractor voltage. The repeller voltage was constant and set to −3000 V.
CHAPTER 2. EXPERIMENTAL TOOLKIT 61
produce photoelectron peaks with a radial FWHM, ∆r, of 4 pixels. The following
equation can be used to obtain the energy width of the photoelectron peak:
∆E = 2ar∆r. (2.11)
For example, the energy width of the 2P1/2 photoelectron peak, shown in Fig-
ure 2.11 (c), is estimated to be 70 meV. The width of the photoelectron peak
depends on several factors: the laser bandwidth, the focusing of the VMI optics,
the resolution of the photoelectron detector, and the inverse Abel transform algo-
rithm.
2.6.3 Pump-probe cross-correlation
Figure 2.14: Photoelectron signal of 2+1′ non-resonant multiphoton ionisation of
Xe with 2×300 nm and 1×250 nm as a function of the delay time between the two
wavelengths. The FWHM of the cross-correlation function is 173±5 fs.
The width of the laser pulse can be obtained from an auto-correlation or a
cross-correlation measurement. For a pump-probe experiment, one of the valuable
characteristics is the cross-correlation of the pump and probe laser pulses in the
interaction region. A cross-correlation in the interaction region of a gas phase TRPEI
experiment can be measured with the help of non-resonant multiphoton ionisation.
An example of the cross-correlation measurement using 2+1′ non-resonant ionisation
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of Xe is shown in Figure 2.14. The data was fit to a Gaussian function with a FWHM
of 173 fs, which corresponds to an average single pulse FWHM of 141 fs.
2.6.4 Mass spectrum and ion imaging
The composition of a molecular sample and formation of molecular clusters in the
molecular beam can be verified by performing time of flight (ToF) measurements. A
VMI spectrometer can be used for ToF measurements by measuring the ion arrival
time at the MCP. Any ion produced in the interaction region will have a kinetic
energy proportional to its charge and defined only by the VMI voltages. For non-
relativistic ions, the relationship between the arrival time, t, and the mass to charge
ratio, m/Z, is:
m/Z ∝ t2. (2.12)
An example of the ToF spectrum of aniline is shown in Figure 2.15.
Figure 2.15: Time of flight (ToF) spectrum of (a) aniline seeded in Xe at 1 bar
backing pressure and (b) aniline seeded in He at 780 mbar backing pressure. The
x axis was calibrated using the ToF of singly ionised Xe isotopes. Only aniline
monomers are present in (b) ToF spectrum.
Another way to detect clustering in the molecular beam is to measure a VMI
of ions. The molecules in the molecular beam have a reasonably narrow velocity
distribution in the direction of propagation. Moreover, the velocity distribution of
the clusters will be the same as the monomers, however, the time of flight will be
different according to equation (2.12). Assuming that all clusters are singly ionised,
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the position on the electron detector, Xi, of a cluster with mass mi can be calculated
as:
Xi = v × ti ∝ v ×√mi. (2.13)
Figure 2.16: A VMI of singly ionised aniline molecules seeded in He gas with backing
pressure of (a) 1.5 bar and (b) 780 mbar. (c) and (d) are the projections of the VMI
onto the molecular beam propagation direction (x axis) of (a) and (b), respectively.
The VMI voltages were slightly defocused in order to spread out the ion signal on
the detector. According to equation (2.14), the first peak in the molecular beam
corresponds to aniline monomers; the second peak corresponds to dimers; and the
third peak, to trimers.
Using equation (2.13), the position ratios between any two cluster types (monomer,
dimer, trimer etc.) can be obtained:
Xdimer
Xmonomer
=
√
mdimer
mmonomer
=
√
2
Xtrimer
Xmonomer
=
√
mtrimer
mmonomer
=
√
3. (2.14)
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Figure 2.16 shows VMIs of aniline ions at two different backing pressures of He.
The higher the backing pressure, the colder is the molecular beam and the more
probable is clustering. At 1.5 bar backing pressure of He, the molecular beam cools
sufficiently to create dimers and trimers. When the pressure of He is lowered to
780 mbar, the amount of clusters is significantly reduced.
A VMI of a molecular beam also provides an important diagnostic on the nozzle
alignment. If the molecular beam passes through the centre of the skimmer, then
the VMI image is symmetric with respect to the Y coordinate (perpendicular to the
propagation direction). The alignment of the molecular beam through the holes in
the µ-metal shielding is also crucial (see Figure 2.4). A badly aligned molecular beam
can hit the wall of the µ-metal shielding and scatter around the interaction region,
preventing its efficient evacuation and creating a stationary background source.
2.7 Data analysis
2.7.1 Exponential kinetics
The description of the excited state dynamics requires a solution of the time-
dependent Schro¨dinger equation. For polyatomic molecules, this equation can only
be solved numerically with some approximations, however, the dynamics of many
polyatomic molecules remain a challenge for theoretical chemistry. For the purpose
of the experimental data analysis, it is much more convenient to use a simple kinetic
model instead of the complicated theoretical calculations.
The kinetic model described in this section does not claim to reproduce an ac-
curate picture of the quantum dynamical processes; however, it provides a simple
tool for the semi-quantitative characterisation of the molecular system and allows
comparison between different processes and different molecular systems. This model
takes into account only the envelope field intensity of the laser pulse and neglects
coherence between the two laser pulses.
In the pump-probe experiment, the molecule is electronically excited by a pump
laser pulse and ionised after a known time delay by a probe laser pulse. The photo-
electron signal is measured as a function of the pump-probe delay time. If no pulse
shaping is applied, it is reasonable to assume that the pump, f1(t), and the probe,
f2(t), laser pulses have a Gaussian temporal profile:
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fi(t) =
Ai√
2piσi
e
− 1
2
(
t−ti
σi
)2
(i = 1, 2), (2.15)
where σi is the Gaussian width (FWHMi = 2
√
2 ln 2 σi) and Ai is the total laser
intensity. In the case of a two-step sequential system (see diagram 2.17) where
the excited state SA is populated from the ground state, S0, with a single photon
absorption and SA consequently decays to some intermediate state SB, the evolution
of the populations ρA in the excited state SA, and ρB in the excited state SB, can
be described according to the rate equations:
dρA(t)
dt
= σ0Af1(t)− λAρA(t), (2.16)
dρB(t)
dt
= λABρA(t)− λBρB(t), (2.17)
where σ0A is the excitation cross-section from the ground state S0 to the electroni-
cally excited state SA, λA and λB are the total decay rates of SA and SB, respectively,
and λAB is the partial decay rate of SA into SB. In many cases the SA state has only
a single decay pathway, thus, λAB = λA.
In the pump-probe experiments the pump power is kept low such that only a few
percent of the ground state population is promoted to the excited state (ρ0  ρA),
thus ρA is not saturated and σ0A can be considered time-independent. The first-order
Figure 2.17: Pump-probe experiment diagram with a sequence of three exponential
decays SA → SB → SC . A pump photon promotes a molecules from the ground
electronic, S0 state into the excited electronic state, SA. A probe photon ionises the
molecule.
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differential equation (2.16) has a known solution:
ρA(t) = e
−λAt
 t∫
−∞
eλAxσ0Af1(x)dx+ CA
 . (2.18)
The constant CA is equal to the SA population which is unrelated to the excita-
tion process from the ground state. There are no other SA population pathways
considered in this chapter, therefore CA is always equal to zero. After substituting
f1(x) from equation (2.15) into equation (2.18), the following expression for ρA(t) is
obtained:
ρA(t) = e
−λAt A1√
2piσ1
σ0A
t∫
−∞
eλAxe
− 1
2
(
x−t1
σ1
)2
dx. (2.19)
Finally, the ρA(t) population has to be convoluted with the probe pulse, f2(t),
in the case of a single photon ionisation process, to obtain the expression for the
photoelectron intensity:
IA =
∞∫
−∞
σionAf2(t)ρA(t)dt
= σ0Aσion
A1A2
2piσ1σ2
∞∫
−∞
e
− 1
2
(
t−t2
σ2
)2
e−λAt
t∫
−∞
eλAxe
− 1
2
(
x−t1
σ1
)2
dxdt,
(2.20)
where σionA is the photoionisation cross-section from the SA state. The double
integral (2.20) can be solved (see Appendix A.1) and the final expression for IA can
be written as:
IA = e
−λA(t2−t1)σ0AσionA
A1A2
2
e
(σλA)
2
2
(
1 + erf
(
t2 − t1 − σ2λA√
2σ
))
, (2.21)
where σ =
√
σ21 + σ
2
2 is the Gaussian cross-correlation of the pump and the probe
laser pulses. The photoelectron intensity is a function of the time delay between the
pump and the probe laser pulses (∆t = t2 − t1), the pump-probe cross-correlation,
σ, and the decay rate, λA. It is also proportional to the excitation and ionisation
cross-sections and to the total laser intensities A1 and A2. Equation (2.21) consists
of two time-dependent parts: the exponential decay and the error function. The
error function appears in this equation due to the cross-correlation of the pump and
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the probe laser pulses. If the cross-correlation is much shorter than the decay time,
the following conditions are fulfilled:
σλA  1 and σ/∆t 1, (2.22)
and the convolution part of equation (2.21) disappears:
IA = e
−λA(t2−t1)σ0AσionAA1A2, (2.23)
and equation (2.21) transforms into a simple exponential decay. However, in many
cases the cross-correlation of the laser pulse is comparable to or even larger than,
the decay time of the electronic state, thus it is important to the take laser temporal
width into account.
A similar equation can be obtained for the photoelectron intensity from the SB
state, IB, by solving the differential equation (2.17):
ρB(t) = e
−λBt A1√
2piσ1
σ0AλAB
t∫
−∞
eλBxe−λAx
x∫
−∞
eλAye
− 1
2
(
y−t1
σ1
)2
dydx, (2.24)
and then convoluting it with the probe pulse:
IB =
∞∫
−∞
σionBf2(t)ρB(t)dt
= σ0AσionB
A1A2
2piσ1σ2
λAB×
∞∫
−∞
e
− 1
2
(
t−t2
σ2
)2
e−λBt
t∫
−∞
eλBxe−λAx
x∫
−∞
eλAye
− 1
2
(
y−t1
σ1
)2
dydxdt.
(2.25)
The triple integral (2.25) can be solved (see Appendix A.2) and the final expres-
sion consists of two additions:
IB = σ0AσionB
A1A2
2
λAB
λA − λB×[
e−λB(t2−t1)e
(σλB)
2
2
(
1 + erf
(
t2 − t1 − σ2λB√
2σ
))
−
e−λA(t2−t1)e
(σλA)
2
2
(
1 + erf
(
t2 − t1 − σ2λA√
2σ
))]
. (2.26)
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The error functions appear in the solution (2.26) due to the convolution with
a Gaussian cross-correlation function as in equation (2.21). The first positive term
inside the brackets of equation (2.26) is an exponential decay, while the second
negative term is an exponential rise. The important outcome of this solution is that,
if the photoelectron signal from the states SA and SB can be separately measured,
it is possible to compare the decay rate of the SA state with the rise of the SB state.
Thus, it is possible to follow the population flow from one state to another. This
result is especially valuable when more than two states are involved and the dynamics
cannot be predicted by any indirect observations. However it is not possible to
exctract from the measurements, using the analysis of the above solutions, the partial
decay rate, λAB, or the branching ratio, λAB/λA , of the decaying state SA. This
is because the excitation and ionisation cross-sections are usually unknown for the
excited states. Once again, for the short laser pulses, when the conditions (2.22) are
satisfied, equation (2.26) can be simplified:
IB = σ0AσionBA1A2
λAB
λA − λB
[
e−λB(t2−t1) − e−λA(t2−t1)] . (2.27)
The previous two solutions (2.21) and (2.26) were obtained for the directly ex-
cited state SA and the indirectly populated state SB. It is possible to extend the
above solutions to more than two states. In a similar manner, the solution for the
third state SC in a three-step model (see Figure 2.17) can be obtained:
IC = σ0AσionC
A1A2
2
λABλBC
λA − λB×[
e−λC(t2−t1)e
(σλC )
2
2
λA − λB
(λA − λC)(λB − λC)
(
1 + erf
(
t2 − t1 − σ2λC√
2σ
))
−
e−λB(t2−t1)
e
(σλB)
2
2
λB − λC
(
1 + erf
(
t2 − t1 − σ2λB√
2σ
))
+
e−λA(t2−t1)
e
(σλA)
2
2
λA − λC
(
1 + erf
(
t2 − t1 − σ2λA√
2σ
)) . (2.28)
The evolution of the photoelectron signal consists of a sum of exponential func-
tions convoluted with a Gaussian cross-correlation function. A general solution of
the evolution of the photoelectron signal in time for any excited state, X, can be
written as:
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IX =
M∑
i=1
Cie
−λi(t2−t1)e
(σλi)
2
2
(
1 + erf
(
t2 − t1 − σ2λi√
2σ
))
, (2.29)
where M is the total number of steps required to reach the excited state X. For the
directly excited state, M = 1. Positive Ci coefficients correspond to the exponential
decay, while negative Ci coefficients correspond to the exponential rise. When fitting
experimental data to equation (2.29), a number of decays are usually unknown and
the number M has to be chosen to be as low as possible yet sufficiently large to
describe the experimental data.
2.7.2 Fitting of the experimental data
There are two types of data sets obtained from the TRPES experiments. The
first type is a one-dimensional dependence of the count rate on the pump-probe
delay, g(∆t). The second type is a two-dimensional dependence of the photoelectron
spectrum on the pump-probe delay, g(∆t, eKE), where eKE is the electron kinetic
energy. The one dimensional dependence is used for the analysis of the total count
rate or when a contribution from a single excited state can be separated in the
photoelectron spectra (PES).
As a result of the data processing, the count rate, y, versus the time delay,
∆t = tprobe − tpump, can be obtained {∆tj, yj, ∆yj}j=1...N , where N is the number
of experimental points.
There are two possible ways to estimate the statistical error, ∆y, for the count
rate. The first method is to make a set of n independent measurements, {yi}, for
each time delay ∆t. Then the mean value of the count rate and its statistical error
can be evaluated as following:
ymean =
1
n
n∑
i=1
yi, ∆y =
√√√√ n∑
i=1
(yi − ymean)2
n(n− 1) . (2.30)
The second option is to assume that the photoelectron counts have a Poisson dis-
tribution. In this case, it is sufficient to use only a single measurement of the
photoelectron counts, ytot, at a particular time delay to estimate the statistical er-
ror:
∆y =
√
ytot. (2.31)
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The advantage of equation (2.30) is that it takes into account all the statistical
changes in the system (laser power, laser divergence, laser position, etc.). How-
ever, to make a good estimation using equation (2.30), a sufficient number, n, of
independent measurements must be taken, which is often not possible. The data
presented in the experimental section has only a single measurement for each time
delay, therefore, equation (2.31) was used in all cases.
In order to extract desirable parameters like decay rates, λk, from the experi-
mental data, a χ2 function can been constructed [100] and minimised:
χ2 =
N∑
j=1
(yj − g(∆tj;σ, λk, ...))2
∆y2j
, (2.32)
where g(∆tj;σ, λk, ...) is the function of pump-probe delay time, ∆t, which describes
the evolution of the photoelectron count rate and N is the number of experimen-
tal points. A general expression for this function is given by equation (2.29). For
the data presented in the experimental chapter, the minimisation of the χ2 expres-
sion (2.32) was performed using MINUIT minimisation libraries as part of ROOT
scientific software [101]. The MIGRAD fitting strategy (Davidon-Fletcher-Powell
variable-metric algorithm) was employed from within the MINUIT package. The
errors were derived from the error matrix estimated by the MIGRAD procedure and
they were always checked by the MINOS procedure which is based on the method
described in [102] and designed to calculate the correct errors in all cases. The
goodness of the fit was estimated using χ2 normalised by the number of degrees of
freedom (DoF):
χ2
DoF
=
χ2
N − ν − 1 , (2.33)
where N is the number of experimental points and ν is the number of parameters.
For an ideal fit, χ2/DoF = 1. If χ2/DoF  1, then either the errors are over-
estimated or the fitting function is over-parametrised. If χ2/DoF 1 then either the
errors are under-estimated or the fitting function does not describe the experimental
data correctly.
If the contributions from different electronic states are overlapped in the PES
then a two-dimensional dependence has to be used for revealing the desired param-
eters such as decay rates and photoelectron intensity contributions at a particular
photoeletron kinetic energy, eKE. In this case, equation (2.29) is slightly modified
as the Ci coefficients are now dependent on eKE:
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y(∆t, eKE) =
M∑
i=1
Ci(eKE)e
−λi∆te
(σλi)
2
2
(
1 + erf
(
∆t− σ2λi√
2σ
))
, (2.34)
The experimental data now contains a two-dimensional set of photoelectron in-
tensities, {∆tj, eKEk, yjk}j=1...N, k=1...K , as a function of the pump-probe delay time,
∆t, and photoelectron kinetic energy, eKE. The value K represents the number of
energy bins. The χ2 function (2.32) can be modified for this case:
χ2 =
K∑
k=1
N∑
j=1
(yj,k − g(∆tj, eKEk;σ, λi, ...))2
∆y2j,k
. (2.35)
It is clear that equation (2.34) contains many more parameters than equation (2.29).
Minimisation with a large number of parameters takes a lot of computing power and
its convergence is heavily dependent on the guess of the initial parameters. There-
fore, it is often more practical to use integrated photoelectron intensity minimisa-
tion (2.32) for determining decay rates and two-dimensional minimisation (2.35) to
obtain spectral coefficients, Ci(eKE).
Chapter 3
Ultrafast non-adiabatic dynamics
in aniline
Femtosecond time-resolved photoelectron imaging is employed to investigate ultra-
fast electronic relaxation in aniline and fully deuterated aniline (aniline-D7). Aniline
is excited at wavelengths between 269 and 236 nm while aniline-D7 is excited at
260 nm. Our observations show the direct population of the S2(pi3s/piσ
∗) state in
both molecules and at all wavelengths studied, and that the population bifurcates
to two decay pathways. The first pathway involves the decay of the Rydberg pi3s
component to the S1(pipi
∗) state and the other pathway appears to involve motion
along the piσ∗ dissociative potential energy surface. Comparison of the relaxation
times between aniline and aniline-D7 suggests that no significant tunneling occurs
from the S2(pi3s/piσ
∗) state. In aniline, at higher excitation energies, the dominant
excitation is to the S3(pipi
∗) state, which undergoes extremely efficient electronic
relaxation back to the ground state.
This chapter begins with a detailed discussion of the piσ∗ states and the electronic
structure, spectroscopy and dynamics of aniline, to set our work in context. It is
followed by a brief description of the experimental details relevant to our work,
presentation of the first TRPES of aniline and deuterated aniline, and a detailed
discussion of the interpretation of the data.
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3.1 Introduction
Aniline is the simplest aromatic amine (see Figure 3.1) and has been used as a
benchmark molecule to understand the photochemistry and electronic structure of
other aromatic amines [103, 104, 105, 106]. Aromatic amines are a common struc-
tural motif in biological molecules. Many biological chromophores are substituted
aromatics whose UV absorption spectra are dominated by strong transitions to 1pipi∗
states. These molecules also tend to have low-lying dissociative states with 1piσ∗ or
1nσ∗ character [107], which can be populated directly, albeit weakly, or indirectly by
internal conversion from optically bright 1pipi∗ states. Since Sobolewski et al. [108]
suggested that these dissociative states play an important role in the non-radiative
decay of various biological chromophores, there has been a surge of interest in study-
ing the photochemistry of substituted aromatics [109].
Figure 3.1: Aniline molecule in the ground electronic state. Benzene ring with NH2
group replacing one of the hydrogen atoms.
3.2 piσ∗ and nσ∗ states
The piσ∗ and nσ∗ states are formed from the electronic excitation of pi and n elec-
tronic molecular orbitals to the σ∗ molecular orbital, where pi are bonding and n are
non-bonding occupied orbitals. These states generally exhibit weak single photon
absorption compared to the pi∗ ← pi transitions. However, they may be populated
either directly or indirectly through an IC from the optically “bright” pipi∗ states.
Sobolewski et al. [108] provided a detailed theoretical characterisation of the piσ∗
states in aromatic biomolecules. The piσ∗ state is totally repulsive with respect to
the X−H bond stretch (X=N,O), the energetic location of the piσ∗ state with respect
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to the pipi∗ states very much depends on the environment due to its polar config-
uration, and the piσ∗ potential energy surface generally has a CI with the ground
potential energy surface. The latter provides a route for ultrafast internal conversion
from the dissociative piσ∗ state back to the ground electronic state.
The shape of the pi3s/piσ∗ potential energy surface is highly dependent on the
relative stability of the Rydberg and valence configurations. If the pi3s and piσ∗
components are nearly degenerate in the vertical Franck-Condon region, as they
are in phenol [42], the entire potential energy surface is almost totally dissociative
(see Figure 3.2 (a)). If, however, the Rydberg state is lower in energy than the
dissociative valence state, as it is in aniline [103, 104, 106], the pi3s/piσ∗ potential
energy surface will have a pronounced potential well in the vertical Franck-Condon
region and only becomes dissociative at longer N−H bond distances, as shown in
Figure 3.2 (b).
Figure 3.2: A schematic diagram of the adiabatic potential energy surfaces produced
from the interaction between the piσ∗ dissociative valence state and the pi3s/ Ryd-
berg state reproduced from reference [103]. The potential energy surfaces are shown
as a function of the X−H bond stretch (X=N,O). (a) The pi3s and piσ∗ states are
nearly degenerate in the vertical Franck-Condon region forming an entirely disso-
ciative potential energy surface. (b) The pi3s state is lower in energy than the piσ∗
state and the resulting potential energy surface has a pronounced potential well in
the vertical Franck-Condon region.
In aniline, the N-centered 1pi3s and 1piσ∗ configurations form an avoided crossing
at relatively modest N−H internuclear separations (Figure 3.2 (b)) and the lower
adiabatic potential energy surface is best described as a singlet pi3s/piσ∗ state [107].
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Along the N−H stretch coordinate in aniline, the pi3s/piσ∗ state intersects the lower-
lying 1pipi∗ state and the electronic ground state. These crossings develop into conical
intersections when out of plane vibrations are introduced [42, 109, 110, 111].
3.3 Spectroscopy, structure and dynamics
3.3.1 Spectroscopy and structure of aniline
The equilibrium electronic ground state geometry of aniline is shown in Figure 3.1.
The geometry was determined to be non-planar from electron diffraction and mi-
crowave spectroscopy experiments [112, 113] and DFT theoretical studies [114, 115].
The NH2 plane in the ground state was found to be around 40
◦ with respect to the
ring plane by both experimental and theoretical studies [112, 113, 114, 115]. Thus,
the ground state of the aniline molecule has a CS point group.
Figure 3.3: A gas-phase UV absorption spectrum of aniline. The low intensity
band centred at 280 nm corresponds to absorption to the S1(pipi
∗) state while the
high intensity band centred at 230 nm corresponds to absorption to the S3(pipi
∗)
state. The black arrows indicate the onset of the corresponding absorption band.
The origin of the S3(pipi
∗) state has been estimated to be 243 nm (5.1 eV) from
the intersection between the linear fit to the slope of the second absorption band
(dashed red line) and the x axis.
The absorption spectrum of gas-phase aniline (see Figure 3.3) has two strong
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bands centred at 280 nm and 230 nm. The third band rises below 210 nm [116]
which is outside the wavelength measurement range of our equipment. The first two
bands correspond to absorption to the first and second valence singlet pipi∗ states:
S1(pipi
∗) and S3(pipi∗) [106]. The origin of the first singlet S1(pipi∗) state was measured
to be 34 029 cm−1 (4.22 eV) above the ground state [117] in a zero kinetic energy
(ZEKE) photoelectron spectroscopy study. The vertical excitation energy of the
second valence S3(pipi
∗) state has been calculated to be 5.34 eV [106] which is close
to the absorption maximum at 5.4 eV (230 nm), shown in Figure 3.3. The origin of
the S3(pipi
∗) state has not been determined experimentally at present, however, our
estimate of its origin is 5.1 eV, obtained from the intersection of the linear fit to the
slope of the second absorption band with the x axis as shown by a red dashed line
in Figure 3.3.
The equilibrium geometries of the first and second excited states of aniline have
been determined at the CASPT2 level of theory in our group [118]. The first excited
state, S1(pipi
∗), has similar structure to the ground state with a slightly expanded ring
and around 20◦ pyramidal angle between the NH2 plane and the ring plane which is
in a good agreement with previous CASSCF calculations [119, 120]. According to
the CASSCF calculations by Stavros et al., the equilibrium structure of the S3(pipi
∗)
state undergoes a significant change compared to the ground electronic state: the
angle between the NH2 plane and the ring plane decreases to 16
◦ and the C-N bond
becomes shorter (from 1.4 A˚ in S0 to 1.34 A˚ in S3).
In addition to the pipi∗ states, which are pronounced in the absorption spectrum
of aniline, Ebata et al. were the first to observe experimentally the S2(pi3s/piσ
∗)
state [105]. They employed UV-IR double-resonance spectroscopy to study the
vibrational levels of S1(pipi
∗); however, they observed a number of broad transi-
tions lying at wavenumbers greater than 3500 cm−1 above the S1(pipi∗) origin that
could not be assigned to fundamental vibrations of the S1(pipi
∗) state. Subsequent
2+2 resonance-enhanced multiphoton ionisation spectroscopy found a sharp peak at
37 104 cm−1 (4.6 eV) above the ground state, which was assigned as the S2(pi3s/piσ∗)
origin. The observation of a short vibronic progression then led to the conclusion
that the potential energy surface is not purely repulsive but has a potential mini-
mum close to the Franck-Condon region. The structure of the second excited state,
S2(pi3s/piσ
∗), was found to be planar with a slightly expanded ring compared to the
ground state [118].
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Figure 3.4: An energy level diagram of the low lying electronic states of aniline and
its cation. The symmetries of the electronic states in the Cs point group are shown
on the left side. The pipi∗ states have high oscillator strengths and therefore strongly
contribute to the absorption spectrum shown in Figure 3.3. The S9(pipi
∗) state has
the highest oscillator strength according to the SAC-CI calculations by Honda et
al. [106], however, it lies energetically beyond the single photon excitation energies
studied in this work.
Honda et al. have reported the most detailed theoretical study of the electronic
structure of aniline using symmetry adapted cluster/configuration interaction [106].
They determined that the lowest singlet excited state was a 1pipi∗ state with mainly
charge-resonance character and some charge-transfer character (hereafter referred
to as S1(pipi
∗)). The vertical excitation energy of this state was calculated to be
4.20 eV. The second singlet excited state was determined as having mixed Rydberg-
valence character and a calculated vertical excitation energy of around 4.53 eV
(hereafter referred to as S2(pi3s/piσ
∗)). However, the oscillator strength of this
state was calculated to be four times weaker than the one for the S1(pipi
∗))state.
The third singlet excited state was identified as another 1pipi∗ state, resulting from
local excitation on the benzene ring (hereafter referred to as S3(pipi
∗)). The vertical
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excitation energy of this state was determined to be 5.34 eV. These calculations
are consistent with the gas-phase absorption spectrum of aniline (Figure 3.3) which
displays absorption maxima around 4.4 eV and 5.4 eV and a fairly significant, but
structureless, background between them.
A summary of the electronic structure of aniline and symmetries in the CS point
group is shown in Figure 3.4. The adiabatic ionisation energies of aniline to the
ground, D0, and first excited, D1, electronic states of the aniline cation have been
determined to be 7.72 eV from the study of a ZEKE aniline spectrum [117] and
9.03 eV from the two-colour photoelectron spectrum obtained via the excitation of
the S1(pipi
∗) origin [60], respectively.
The aniline molecule has 36 vibrational degrees of freedom. A number of ex-
perimental measurements have been performed on the vibrational structure of ani-
line in the ground electronic state using infrared spectroscopy [121, 122, 123, 124]
providing detailed information about all 36 vibrational modes. A comprehensive
theoretical study of the vibrational modes in the ground electronic state of the neu-
tral molecule and cation have been reported in several papers [114, 115] showing
a good agreement with the experimental data. The wave numbers of the vibra-
tional modes in the ground electronic state of aniline range from 200 cm−1 for the
benzene ring deformation to 3500 cm−1 for the modes containing C-H and N-H
stretch motions. The high resolution spectra of aniline S1(pipi
∗) vibronic states have
very sharp features at low excess energies and are vibrationally unresolved above
3000 cm−1 [105, 117, 120, 125, 126]. A high resolution LIF spectrum measured by
N. Mikami et al. in jet-cooled aniline [126] shows that the most intense vibronic
transitions with a single photon absorption involve totally symmetric vibrations: ν6a
(492 cm−1), ν1 (798 cm−1), ν12 (955 cm−1), ν13 (1311 cm−1) and ν8 (1434 cm−1).
All of these modes involve benzene ring deformation motions except mode ν13 which
involves CN stretch, ring stretch and a small amount of NH2 scissor motion [117]. In
addition, their assignment includes a reasonably intense out of plane NH2 inversion
mode νI (352 cm
−1).
A comprehensive theoretical study of the triplet states in aniline is presented
in [59] where the vertical excitation energies and electronic character of seven triplet
states have been studied. The lowest three triplet states correspond to pipi∗ excitation
character. The first two triplet states have 3.74 eV and 3.82 eV vertical excitation
energy which is below the first singlet excited state. The lowest triplet state adiabatic
CHAPTER 3. ULTRAFAST NON-ADIABATIC DYNAMICS IN ANILINE 79
energy has been calculated as 3.45 eV which is in good agreement with experimental
values of 3.41 eV − 3.45 eV above the ground state, determined in phosphorescence
studies [127, 128].
3.3.2 Intersystem crossing
After photo-excitation to the S1(pipi
∗) state with low excess energy (below 3000 cm−1)
the molecule fluoresces with a quantum yield of about 0.2 [129] and non-adiabatic
intersystem crossing (ISC) brings the rest of the population directly to the lowest
triplet state [60] (see section 1.5.3). The time-scale of the ISC depends on the
vibrational state and varies between 7 ns and 12 ns when the excess energy in the
S1(pipi
∗) state is below 3000 cm−1 [129]. However, at higher excitation energies
above the origin of S2(pi3s/piσ
∗), the lifetime of the S1(pipi∗) state decreases with the
excitation wavelengths as shown in Table 3.1 (section 3.4.4). These observations are
similar to the observations around the “channel 3” region in the photodynamics of
benzene [130, 131, 132], indicating that at high excess energies internal conversion
between the S1 state and the ground state becomes dominant.
3.3.3 Internal conversion
After photoexcitation of aniline above the origin of the S2 state, internal conversion
between the singlet states becomes a dominant relaxation process. Castan˜o et al.
carried out the first femtosecond time-resolved study of electronic relaxation in ani-
line using pump-probe photoionisation spectroscopy [104]. They observed a 165 fs
timescale for all excitation wavelengths in the range 269−240 nm (see Figure 3.5),
which they attributed to dynamics on the S2(pi3s/piσ
∗) surface through the S2/S1
conical intersection. They argued that population was transferred both to the dis-
sociative piσ∗ potential energy surface and to the S1(pipi∗) state. They also observed
a long timescale (tens of picoseconds to nanoseconds) which they attributed to sub-
sequent electronic relaxation of S1(pipi
∗) back to the electronic ground state. Due
to the relatively minor contribution of the 165 fs component, they concluded that
the dissociative piσ∗ potential energy surface plays a minor role in the photochem-
istry of aniline. Decreasing the excitation wavelength to 234 nm resulted in a very
fast 21 fs timescale, which was attributed to population on S3(pipi
∗) undergoing ex-
tremely rapid internal conversion to S1(pipi
∗) which relaxes back to the ground state
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on a timescale of tens of picoseconds. By using only the total ion detection, however,
they were unable to observe electronic states separately and thus the population flow
between the electronic states was not detected. The two photon ionisation scheme
is also disadvantaged by a high contribution of the multiphoton ionisation signal to
the measurements, which can add some complications to the interpretation of the
data.
Figure 3.5: Femtosecond pump-probe photoionisation study of aniline reproduced
from reference [104]. Aniline ion signal as a function of pump-probe delay time,
recorded for different excitation wavelength. The pump wavelength was varied in
the range 274−240 nm and the probe wavelength was 400 nm. The circles and
red line correspond to the experimental data and multi-exponential fit, respectively.
The black, blue, and green lines are the individual exponential components with the
values indicated in (f).
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3.3.4 H atom loss
The N-H bond is the weakest bond in aniline. When the bond is broken, the anilino
radical (C2H5NH) and H atom fragments are formed. The bond dissociation energy
(BDE) of C2H5NH in the gas phase has been measured as 89.7 kcal/mol (3.89 eV
or 31 373 cm−1) using photoacoustic calorimetry [133] and 31 630 cm−1 (3.92 eV or
90.4 kcal/mol) from H atom photofragment translational spectroscopy [103]. The
value of BDE is below the first excited state (4.22 eV), however, the potential energy
curve has a barrier with respect to the N-H stretch coordinate before it becomes
dissociative (see Figure 3.6).
Figure 3.6: Schematic potential energy curves for the four lowest singlet states of
aniline along the N-H stretch coordinate. The S0, S1(pipi
∗) and S3(pipi∗) states are
bound whereas the S2(pi3s/piσ
∗) state has mixed Rydberg and valence character
and is dissociative along the N-H stretch coordinate. Various non-radiative decay
mechanisms, deduced from our analysis of the time-resolved photoelectron spectra,
are also illustrated.
Ashfold et al. have undertaken a comprehensive study of the photodissociation
of aniline using H (Rydberg) atom photofragment translational spectroscopy [103].
Below the S2(pi3s/piσ
∗) origin, they found that H atom loss occurred mainly by mul-
tiphoton processes, resonantly enhanced at the one-photon level. Decreasing the ex-
citation wavelength in order to excite the first few vibrational levels of S2(pi3s/piσ
∗)
(269−260 nm) was found to induce N−H bond fission, creating H atoms with
anisotropic velocity distributions and anilino radicals in a few low vibrational states
of the ground electronic state (see Figure 3.7). These observations were explained in
terms of H atom tunnelling through the barrier along the N−H bond stretch, on a
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Figure 3.7: Experimental results of H atom photofragment translational spec-
troscopy reproduced from reference [103]. The graphs show the dissociation signal
as a function of the internal energy of the anilino radical formed following a single
photon excitation of aniline with a different excitation wavelengths. The graphs are
derived from TKER spectra. The peaks in the spectra labeled as v=0 correspond
to the anilino radical in its ground vibrational state. The excitation wavelength is
indicated in each graph.
timescale faster than molecular rotation, and adiabatic evolution of the vibrational
mode of aniline into the corresponding vibrational mode in the anilino fragment.
The rotation period of a molecule depends on the rotational quantum number, J ,
and can be estimated from the rotational constant according to the following for-
mula [134]:
T (J) =
1
2c
√
BEJ
, (3.1)
where B is the rotational constant in cm−1, c is the speed of light and EJ is the rota-
tional energy in cm−1. The most probable EJ can be estimated from the rotational
temperature, TR, of the molecular sample: EJ = kBTR. A typical rotational temper-
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ature in a molecular jet under the experimental conditions described in [103] (aniline
is seeded in Ar at 700 mbar) is about 5 K [80] which corresponds to EJ = 7 cm
−1.
Rotation constants for aniline are 0.03−0.2 cm−1 in the ground and first excited
singlet states [120, 135], corresponding to rotational periods of 20 to 50 ps.
Decreasing the excitation wavelength further, led to the observation of anilino
radicals with greater vibrational excitation, explained as direct excitation to S1(pipi
∗)
followed by internal conversion through an S1/S2 conical intersection to the dissocia-
tive piσ∗ potential energy surface. At around 230 nm excitation wavelength, changes
in the profile of the H atom kinetic energy distribution were interpreted in terms of
direct excitation to S3(pipi
∗) followed by internal conversion through an S3/S2 con-
ical intersection or through successive S3/S1 and S1/S2 conical intersections to the
dissociative piσ∗ potential energy surface.
Figure 3.8: H atom total kinetic energy release spectrum following (a) 240 nm
and (c) 200 nm excitation wavelengths. H+ signal integrated over the Gaussian
fit components (blue area) as a function of pump-probe delay for (b) 240 nm and
(d) 200 nm excitation wavelengths. All graphs in this figure are reproduced from
reference [119].
Stavros et al. have employed femtosecond pump-probe velocity map imaging to
monitor the formation of H atoms following excitation of aniline around 240 nm
and 200 nm (see Figure 3.8) and observed a timescale of around 155 fs for the
formation of low and high kinetic energy H atoms [119] which they attributed to
the dissociation on the piσ∗ potential energy surface following the population flow
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through S1(pipi
∗)/S2(pi3s/piσ∗) CI. Their experiments were complemented by theory
at the CASSCF level and identified a number of CIs between the first three excited
singlet states.
3.4 TRPEI investigation of aniline following 269
− 236 nm excitation
3.4.1 Experimental method
In our investigation of the femtosecond excited state dynamics of aniline we employed
the TRPEI technique. These experiments complement the previous time-resolved
total ion signal measurements carried out by Castan˜o et al. [104]. The advantage
of PES detection scheme over the energy integrated scheme employed by Castan˜o
et al. is that in the photoelectron spectrum it is possible to differentiate between
the excited states, populated upon photoionisation, thus, gaining a better detection
sensitivity and ability to follow the population flow between the excited states. The
excitation scheme is shown in Figure 3.9. Aniline is excited above the origin of
the second singlet excited state, S2(pi3s/piσ
∗), using 269−236 nm (4.61−5.25 eV)
femtosecond laser pulses. The excited state population was projected onto the pho-
toionisation continuum using a delayed 300 nm (4.13 eV) femtosecond laser pulse,
selected to access as much of the ionisation continuum as possible whilst being below
the onset of significant S1−S0 absorption. Photoelectron images are then recorded
for a series of pump-probe delays.
A detailed description of the experimental apparatus is presented in chapter 2.
Briefly, it consists of a continuous molecular beam, a 1 kHz femtosecond laser system
and a velocity map imaging apparatus based on the Eppink and Parker design [89].
The molecular beam of aniline is created by passing He carrier gas through liquid
aniline (Sigma-Aldrich, > 99%) at 750 mbar and expanding it through a 50 µm noz-
zle. The beam is collimated by a 1 mm skimmer before passing into the interaction
region of the velocity map imaging spectrometer. The time-of-flight mass spectrum
of aniline is shown in Figure 3.9 (a). The spectrum contains only the ion signal from
a singly ionised aniline molecule and shows that there are no clusters formed.
The cross-correlation of the pump and the probe laser pulses ranges from 150 fs to
210 fs. The pulse energies are attenuated to less than 1 µJ to minimise multiphoton
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Figure 3.9: (a) TOF mass spectrum of aniline seeded with He gas under 750 mbar
backing pressure, excited with 236 nm and ionised with 300 nm femtosecond laser
pulses. (b) Gas-phase UV absorption spectrum of aniline, with pump and probe
pulse profiles superimposed. (c) Excitation scheme: aniline is excited using 269 nm
(4.61 eV), 250 nm (4.96 eV), 240 nm (5.17 eV), 238 nm (5.21 eV) and 236 nm
(5.25 eV) pump pulses. The excited state population is projected onto the pho-
toionisation continuum using a delayed 300 nm (4.13 eV) probe pulse. Assuming
a ∆υ = 0 propensity rule for photoionisation, the electron kinetic energy follow-
ing ionisation out of the Franck-Condon region is expected to increase in the order
S1 <S2 <S3. The vibrational energies (blocks of horizontal lines) and corresponding
eKEs (downward vertical arrows) are illustrated for 236 nm excitation.
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processes and to keep photoelectron count-rates below 20 photoelectrons per laser
pulse. For each pump-probe delay, we collect pump-only, probe-only and pump
+ probe images, in sequence, for 20 seconds each. This is repeated around 30
times for approximately 30 minutes for each pump-probe delay. The pump-only
and probe-only signals are subtracted from the pump + probe signal to eliminate
one-colour contributions from the images. Photoelectron spectra are recovered from
the raw images using the pBasex image inversion algorithm [96]. Photoelectron
angular distributions are obtained as a result of the pBasex inversion, which has the
following expression for the angular basis set:
I(θ) = a[1 + β2P2(cos θ) + β4P4(cos θ)], (3.2)
where I(θ) is the probability of photoelectron emission at a particular angle θ, de-
fined as the angle between the laser polarization and the velocity vector of the pho-
toelectron, Pn(cos θ) are the n
th order Legendre Polynomials, βn are the anisotropy
parameters and a is a normalisation constant. A raw photoelectron image recorded
with a 240 nm pump pulse and a 5 fs pump-probe delay is presented in Figure 3.10(a)
together with the corresponding photoelectron spectrum and anisotropy parameter,
β2, in Figure 3.10(b). The anisotropy parameter β4 is found to be zero for all data
presented in this chapter.
Figure 3.10: (a) Velocity map image recorded with a 240 nm pump pulse, a 300 nm
probe pulse and a pump-probe delay of 5 fs. (b) Corresponding photoelectron spec-
trum (solid line) and eKE dependence of the anisotropy parameter, β2 (dashed line).
CHAPTER 3. ULTRAFAST NON-ADIABATIC DYNAMICS IN ANILINE 87
3.4.2 Integrated photoelectron intensity
The evolution of the integrated photoelectron signal, following excitation of aniline
at 269, 250, 240, 238 and 236 nm, is plotted as a function of time in Figures 3.11(a)-
(b) and Figures 3.12(a)-(c). All the measured time-profiles exhibit dynamics on more
than one timescale. We fit the experimental data to equation (3.6) which is a sum
of exponentially decaying profiles convoluted with a Gaussian function representing
the cross-correlation of the pump and probe laser pulses g(t). The decay times are
those determined from the fitting procedure described in Section 3.4.4 below and
are listed in Table 3.1.
Following 269 nm excitation (Figure 3.11(a)), approximately 20% of the inte-
grated photoelectron signal disappears during the first picosecond and the remaining
80% has a lifetime that is longer than one nanosecond. Following 250 nm excitation
(Figure 3.11(b)), approximately 60% of the integrated photoelectron signal decays
during the first picosecond and the remaining 40% decays on a timescale of around
600 ps. For 240, 238 and 236 nm excitation (Figures 3.12(a), (b) and (c)), approxi-
mately 75% of the photoelectron signal decays during the few hundred femtoseconds
and this increases to around 85% after one picosecond. The remaining 15% of the
signal then decays on a timescale of around 200 ps (240 nm), 100 ps (238 nm) or
81 ps (236 nm).
This energy-integrated analysis generates data similar to that reported by Castan˜o
et al. [104]; it provides some information about timescales, but the intermediate elec-
tronic states involved in the electronic relaxation are not observed directly.
3.4.3 Time-resolved photoelectron spectra
The photoelectron kinetic energy spectra are plotted as a function of pump-probe
delay, following excitation of aniline at 269 and 250 nm in Figures 3.11(c)-(d) and
240, 238 and 236 nm in Figures 3.12(d)-(f). These figures show that the fast decaying
and slow decaying components of the total integrated photoelectron spectra have
quite different eKE distributions.
To a first approximation, we can use the conservation of energy to assign the
components of the photoelectron spectra. In rigid molecules that do not undergo
large amplitude motion, there is a tendency for the excess vibrational energy in a
given electronic state, Evib = hνpump−E(Sn), to be approximately conserved during
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Figure 3.11: Time evolution of the integrated photoelectron signal following excita-
tion of aniline at (a) 269 nm and (b) 250 nm: points represent experimental data,
solid lines are fits to equation (3.6), vertical scales are normalised so that
∑
i
ci = 1
(equation (3.6)). Photoelectron kinetic energy spectra as a function of pump-probe
delay following excitation of aniline at (c) 269 nm and (d) 250 nm.
photoionisation:
eKE = hνprobe − [E(Dn)− E(Sn)], (3.3)
where Dn are the electronic states of the cation and have been determined to be
7.72 eV [117] and 9.03 eV [60] for the ground and first excited electronic states of the
aniline cation, respectively. The 0-0 excitation energies of S1(pipi
∗) and S2(pi3s/piσ∗)
have been determined to be 4.22 eV [117] and 4.60 eV [105], respectively. The
theoretical value for the vertical excitation of the S3(pipi
∗) state is 5.34 eV [106].
To the best of our knowledge an accurate value for the 0-0 excitation energy of
S3(pipi
∗) has not been reported, but as discussed in section 3.3.1 we estimate it
to be around 5.1 eV from the gas-phase absorption spectrum (Figure 3.9). Using
this information, we assign peaks in the photoelectron spectrum around 1.5 eV
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Figure 3.12: Time evolution of the integrated photoelectron signal following excita-
tion of aniline at (a) 240 nm, (b) 238 nm and (c) 236 nm: points represent exper-
imental data, solid lines are fits to equation (3.6), vertical scales are normalised so
that
∑
i
ci = 1 (equation (3.6)). Photoelectron kinetic energy spectra as a function
of pump-probe delay following excitation of aniline at (d) 240 nm, (e) 238 nm and
(f) 236 nm.
and 1 eV to photoionisation from S3(pipi
∗) and the pi3s component of S2(pi3s/piσ∗),
respectively. The photoelectron spectrum at lower eKE (< 0.7 eV) is broad and
vibrationally unresolved. Energetically, this region is most likely to correspond to
photoionisation from S1(pipi
∗) or S2(pi3s/piσ∗). Ionisation from S3(pipi∗) to D1 is also
possible (eKE < 0.2 eV) but is expected to be about 10 times weaker than ionisation
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to the ground state of the cation [60].
The most intense features in the 240, 238 and 236 nm photoelectron spectra
are the asymmetric bands visible at high eKE, which correspond to ionisation from
S3(pipi
∗). As the pump-probe delay increases, the intensity of this band decreases
very rapidly on a timescale of around one hundred femtoseconds. A short vibrational
progression is visible in the 240 nm and 236 nm spectra with vibrational wavenum-
bers of approximately 1200 cm−1 and 604 cm−1, respectively, and remains visible
throughout the decay of both spectra.
The peak at 1 eV, corresponding to ionisation from the pi3s component of the
S2(pi3s/piσ
∗) state, is visible in all five spectra; it is narrow and symmetric, as ex-
pected for Rydberg states that obey the ∆υ = 0 propensity rule during ionisation.
From the eKE, we determine the origin of the S2(pi3s/piσ
∗) state to be 4.6 eV, which
is in excellent agreement with the more precise value of 37104 cm−1(4.6003 eV) ob-
tained using 2 + 2 resonance enhanced multiphoton ionisation [105]. The anisotropy
parameter rises to a maximum value of around β2 = 1.1 across this narrow peak,
which is consistent with photoelectrons being ionised from a 3s Rydberg state.
As the pump-probe delay increases, this feature decays less rapidly than S3(pipi
∗),
but still on the timescale of hundreds of femtoseconds. Our observations suggest
that the anisotropy of the pi3s contribution is preserved during its decay (see Fig-
ure 3.13 (a)). The anisotropy change around 1 eV eKE at 240 nm excitation shown
in Figure 3.13 (b) (red dots), is due to the significant signal contribution from the
S3(pipi
∗) state as indicated in Figure 3.13 (d). A possible small drop in the anisotropy
(red dots in Figure 3.13 (a)) around zero pump-probe delay can be also explained
by a small photoelectron signal contribution from the S3(pipi
∗) state. Interestingly,
the decay timescale does not appear to vary significantly between 269 nm excitation
(resonant with the S2−S0 origin) and 236 nm (0.66 eV above the S2 origin).
The broad band observed at low eKE has two components, with both visible
in all five spectra. Following excitation at 250−236 nm, the lower eKE component
has a Gaussian profile centered around 0.2−0.26 eV; it grows with a timescale of a
few hundred femtoseconds and decays on a timescale that decreases monotonically
with decreasing excitation wavelength (from 600 ps at 250 nm to around 81 ps
at 236 nm). This band seems most likely to correspond to photoionisation from
S1(pipi
∗). Following excitation at 269 nm, the low eKE component is asymmetric
and has a maximum photoelectron intensity at 0.3 eV. The asymmetric shape arises
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Figure 3.13: Photoelectron anisotropy parameter, β2, as a function of pump-probe
delay time averaged over different photoelectron kinetic energy ranges for (a) 250 nm
and (b) 240 nm excitation wavelengths. (c) and (d) An estimated photoelectron sig-
nal contributions to the 0.97-1.03 eV eKE range derived from equation (3.6) with
the decay associated components (Figures 3.18 and 3.16) and lifetimes (Table 3.1)
obtained from our analysis. The anisotropy distribution does not vary for the pho-
toelectrons ionised from the S1(pipi
∗) state (0.2−0.4 eV energy range), the S3(pipi∗)
state (1.37−1.8 eV energy range) and the pi3s state (0.97−1.03 eV energy range
in (a)). The variation in the anisotropy parameter across the 0.97−1.03 eV energy
range in (b) is most likely to be due to the overlapping contributions in the PES
(see Figure 3.10 (b)) from the different electronic states which decay on a different
time scale. The anisotropy is calculated as a weighted average over the indicated
eKE range and the error bars correspond to one standard deviation.
because S1(pipi
∗) is also populated directly during the excitation process at this
wavelength, as expected from the absorption spectrum. This band decays on a time
scale >1 ns that we cannot measure in our experiment. In all five spectra, the
higher eKE component of the broad photoelectron band, around 0.6 eV, decays on
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a picosecond timescale; we believe this component corresponds to photoionisation
from S2(pi3s/piσ
∗) (see section 3.6).
3.4.4 Timescales
To extract timescales, we fit our experimental photoelectron spectra to a sum of
exponentially decaying spectral profiles convoluted with a Gaussian cross-correlation
of the pump and probe laser pulses g(t),
S(eKE, t) =
∑
i
ci(eKE)e
−t/τi ⊗ g(t), (3.4)
where ci(eKE) is the intensity of the ith decay at a given eKE and τi is its corre-
sponding 1/e decay time. Equation (3.4) clearly separates the molecular dynamics
function, I(eKE, t) from the instrument function, g(t), where:
I(eKE, t) =
∑
i
ci(eKE)e
−t/τi . (3.5)
At zero pump-probe delay time (t = 0) equation (3.5) is simply a sum of all decay
associated components which represents a photoelectron spectrum of the initially
excited electronic states.
Multidimensional fitting procedures are prone to finding local minima, especially
if there are a large number of parameters to fit. We avoid this by fitting discernible
portions of the photoelectron spectra in turn, rather than fitting all the parameters
simultaneously. An integration over a specific energy range (E1 to E2) simplifies
equation (3.4):
S(t) =
∑
i
cie
−t/τi ⊗ g(t), (3.6)
where τi is the ith 1/e decay time and ci =
E2∫
E1
ci(eKE) d(eKE) is its corresponding
intensity, which is proportional to the product of the excited state population and
the photoionisation cross-section. A detailed description of the data analysis and
the precise form of the equations (3.4) and (3.6) are presented in chapter 2.7. The
1/e decay times obtained from the fit to equation (3.6) are summarised in Table 3.1.
First, the lifetime of the long-lived component of the broad, Gaussian shaped
band at low eKE, τ0, is determined by fitting the total photoelectron counts from 0
to 400 ps to a single exponential decay.
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Figure 3.14: Integrated photoelectron counts as a function of pump-probe delay fol-
lowing excitation at 269 nm (a-c) and 250 nm (d-f): experimental data (points with
error bars representing one standard deviation) and fits (solid lines). (a) and (d)
Total photoelectron signal as a function of pump-probe delay. (b) and (e) Photo-
electron signal integrated over the sharp peak in the photoelectron spectrum (0.9 eV
to 1.1 eV). (c) and (f) Photoelectron signal integrated over the low energy part of
the photoelectron spectrum (0.48 eV to 0.72 eV).
For the 269 nm and 250 nm data, the decay time of the 3s component of
S2(pi3s/piσ
∗), τ2, the cross-correlation, g(t), and zero-time were determined by fitting
the photoelectron signal integrated over the range 0.9−1.1 eV with two decays, one
of which was fixed to τ0. The decay time associated with the shorter lived 0.6 eV
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Figure 3.15: Integrated photoelectron counts as a function of pump-probe delay
following excitation at 240 nm (a-d), 238 nm (e-h) and 236 nm (j-l): experimental
data (points with error bars representing one standard deviation) and fits (solid
lines). (a), (e) and (j) Total photoelectron signal as a function of pump-probe delay.
(b), (f) and (i) Photoelectron signal integrated over the high eKE part of the spectra
(1.3 - 1.7 eV). (c), (g) and (k) Photoelectron signal integrated over the sharp peak
in the photoelectron spectrum (0.9 eV to 1.1 eV). (d), (h) and (l) Photoelectron
signal integrated over the low energy part of the photoelectron spectrum (0.48 eV
to 0.72 eV).
shoulder of the broad band at low eKE, τ1, was then determined from the fit of the
photoelectron signal integrated over the range 0.48−0.72 eV to three decays, where
two of the time constants were fixed to τ0 and τ2.
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For the 240 nm, 238 nm and 236 nm data, the decay time of the S3(pipi
∗) com-
ponent, τ3, the cross-correlation, g(t), and zero-time were determined by fitting the
photoelectron signal integrated over the range 1.3 − 1.7 eV to equation (3.6) with
two decays, one of which is τ0. The decay time of the 3s component of S2(pi3s/piσ
∗),
τ2, was then obtained by fitting the integrated photoelectron counts over the range
0.9 − 1.1 eV with three decays, two of which were fixed to τ0 and τ3. Finally, the
decay time associated with the shorter lived 0.6 eV shoulder of the broad band at
low eKE, τ1, was determined from the fit of the photoelectron signal integrated over
the range 0.48−0.72 eV to four decays, where three of the time constants were fixed
to τ0, τ2 and τ3.
Integrated photoelectron counts and fits across discernible portions of the time-
resolved photoelectron spectra, following excitation at 269, 250, 240, 238 and 236 nm
are presented in Figure 3.14 and Figure 3.15.
Table 3.1: Summary of 1/e decay lifetimes extracted from the fitting procedures
described in the text.
Pump
wavelength
(nm)
S3(pipi
∗)
lifetime
(fs)
S2(pi3s)
lifetime
(fs)
S2(pi3s/piσ
∗)
lifetime
(ps)
S1(pipi
∗)
lifetime
(ps)
Cross-
correlation
FWHM (fs)
269 - 230± 70 0.9+0.9−0.3 > 1 ns 150± 45
250 - 200± 45 1.6+2.0−0.8 600± 35 200± 40
240 65± 20 280± 170 1.8+4.7−1.5 185± 15 210± 20
238 70± 15 330± 150 2.4+4.8−1.1 100± 10 185± 15
236 116± 13 259± 113 1.2+4.1−0.8 81± 10 210± 20
3.4.5 Relaxation pathway
Using the 1/e lifetimes summarised in Table 3.1, the time-resolved photoelectron
spectra for 269 and 250 nm excitation were fitted to equation (3.4) over the entire
energy range to obtain the spectra associated with each of the decay times, ci(eKE).
As equation (3.4) fits a series of exponentially decaying functions that have zero
pump-probe as their origin, positive values of ci(eKE) correspond to exponential
decay and negative values of ci(eKE) correspond to exponential growth. Such a
representation has been shown to be a valuable method for unraveling relaxation
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mechanisms from time-resolved photoelectron spectra as long as exponential kinetics
are valid [136, 137, 138].
The results of the fits to the data are shown in Figure 3.16(a) and (b). The
spectra associated with the 230 fs (269 nm) and 200 fs (250 nm) timescales have
positive amplitude components in the region of the photoelectron spectrum corre-
sponding to the sharp pi3s Rydberg component of S2(pi3s/piσ
∗), at 1 eV, and negative
amplitude components in the region of the photoelectron spectrum corresponding
to photoionisation from S1(pipi
∗), at low eKE. This suggests that population flows
from the pi3s component of S2(pi3s/piσ
∗) to S1(pipi∗) on the timescale of a couple of
hundred femtoseconds. The spectra associated with the longest lifetimes (> 1 ns
for 269 nm and 600 ps for 250 nm) approximately mirror the negative amplitude
components of the spectra associated with the 230 fs and 200 fs lifetimes. The
spectra associated with the 0.9 ps (269 nm) and 1.6 ps (250 nm) timescales have
large errors associated with them, suggesting that fitting exponential kinetics is not
as appropriate for this component as it is for the others. This is discussed in more
detail below. The sums of the coefficients ci(eKE) represent the photoelectron spec-
tra of the initially populated states. They suggest that for 269 nm, both S1(pipi
∗)
and S2(pi3s/piσ
∗) are populated during the initial excitation process but that for
250 nm, only S2(pi3s/piσ
∗) is populated significantly, as we might expect from the
absorption spectrum (Figure 3.9(b)). The time-resolved photoelectron spectra can
be reconstructed using the timescales τi and coefficients ci(eKE) obtained from the
fitting procedure and are seen to reproduce all the dynamical features of the ex-
perimental spectra (compare Figures 3.16(d) and (e) with Figures 3.11(c) and (d),
respectively).
Similar procedures were employed to analyse the decay associated spectra fol-
lowing 236 nm excitation. The time-resolved photoelectron spectra are fitted to
equation (3.4) over the entire energy range to obtain the spectra associated with
each of the decay times, ci(eKE) (i = 0 − 3). The result of the fit to our data
is shown in Figure 3.16(c). The spectrum associated with the 116 fs timescale is
dominated by an intense, positive amplitude feature that represents the S3(pipi
∗)
photoelectron spectrum. The spectrum associated with the 259 fs timescale has
a positive amplitude component in the region of the photoelectron spectrum cor-
responding to the sharp pi3s component of S2(pi3s/piσ
∗) at 1.0 eV and a negative
amplitude component in the region of the photoelectron spectrum corresponding to
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Figure 3.16: Spectral components of the three decays derived using the fitting pro-
cedure described in the text for (a) 269 nm, (b) 250 nm and (c) 236 nm excitation.
Modelled photoelectron spectra for (d) 269 nm, (e) 250 nm and (f) 236 nm exci-
tation, using the timescales listed in Table 3.1. Residuals: difference between the
experimental and modelled photoelectron spectra for (g) 269 nm, (h) 250 nm and
(i) 236 nm excitation.
S1(pipi
∗), suggesting that population flows from the pi3s component of S2(pi3s/piσ∗)
to S1(pipi
∗). The spectrum associated with the 81 ps timescale approximately mir-
rors the shape of the negative amplitude component of the spectrum associated with
the 259 fs decay. The spectrum associated with the 1.2 ps timescale is very weak
and has a large error associated with it. The sum of the coefficients ci(eKE) is
also plotted in Figure 3.16(c). According to equation (3.5), the sum excludes any
dynamics and represents the photoelectron spectrum of the initially excited states
and confirms that both S3(pipi
∗) and S2(pi3s/piσ∗) are populated during the initial
excitation process. The time-resolved photoelectron spectrum S(eKE, t) is recon-
structed using equation (3.4) and presented in Figure 3.16(f). The reconstructed
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photoelectron spectra can be seen to reproduce all the dynamical features of the
experimental plot extremely well.
Figure 3.17: (a) Smoothed photoelectron spectral profiles for 236 nm. (b) Recon-
structed photoelectron spectra, using timescales listed in Table 3.1 and the smoothed
profiles presented in (a). (c) Difference spectra for 236 nm excitation, as described
in the text.
To investigate the spectrum associated with the 1.2 ps timescale further, the
time-resolved photoelectron spectra at 236 nm were modelled using the timescales,
cross-correlation width and smoothed spectral profiles of S3, 3s and S1 obtained from
our fitting procedure (see Figure 3.17). The profile of S3 is modelled with a smooth
monotonic tail, the 3s component of S2 is modelled with a Gaussian profile and the
shape of S1 is fixed to be the long-time profile. It is assumed that the rise time of
S1 is equal to the decay time of the 3s component of S2(pi3s/piσ
∗). The modelled
spectra (Figure 3.17 (b)) were then subtracted from the experimental photoelectron
spectra (Figure 3.12 (f)) to obtain the difference spectra (Figure 3.17 (c)). The
difference spectra show that the higher eKE component decays faster than the lower
eKE component. We propose that this feature corresponds to motion of population
on the S2(pi3s/piσ
∗) potential energy surface. Restricting the rise of the S1 state
localises the decay time of the difference spectra towards the short lifetime end of
the error margin obtained from the unrestricted fit in Figure 3.16.
It was not possible to determine the spectra associated with the various decay
times for 240 and 238 nm excitation using the same procedure that was employed
for 269, 250 and 236 nm. The main reason for this is that probably there are too
many exponential contributions to the low eKE part of the photoelectron spectrum
(0 − 0.7 eV) at short delays and the photoelectron signal contribution from the
S1(pipi
∗) state is too low compared to the contribution from the S2(pi3s/piσ∗) state.
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Figure 3.18: Smoothed photoelectron spectral profiles for (a) 240 nm and (b) 238 nm
excitation. Reconstructed photoelectron spectra for (c) 240 nm and (d) 238 nm
excitation, using timescales listed in Table 3.1 and the smoothed profiles presented
in (a) and (b) of this Figure. Difference spectra for (e) 240 nm and (f) 238 nm
excitation, as described in the text.
After further analysis (see text below) we found that photoelectron intensity from
the S2(pi3s/piσ
∗) state is larger for 240 and 238 nm excitation compared to 236 nm
excitation (compare Figure 3.17 (c) to Figures 3.18 (e) and (f)). The estimated
ratios of the peak photoelectron intensity produced from the S1(pipi
∗) component
(maximum intensity taken from Figures 3.17 (b) and 3.18 (c),(d) at t = 1 ps) to
the one produced from the S2(pi3s/piσ
∗) shoulder component (maximum intensity
taken from Figures 3.17 (c) and 3.18 (e),(f) at t = 0.15 ps) are 2, 1.3 and 1.1 for
236 nm, 238 nm and 240 nm excitation, respectively. The contribution from the
S1(pipi
∗) component is the largest at 236 nm excitation. Thus, it is more likely to
reveal the growth of the S1(pipi
∗) component at 236 nm than at 238 nm or 240 nm
excitation wavelengths.
Instead of using the quasi-global fitting approach, the dynamics for 238 nm and
240 nm excitation were modelled using the 1/e lifetimes summarised in Table 3.1,
together with the fitted cross-correlations and smoothed photoelectron spectral pro-
files deduced from the time-resolved photoelectron spectra. This approach is shown
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to work for analysis of the 236 nm excitation data (Figure 3.17). The profiles for
S3(pipi
∗) were modelled using the experimental spectral profiles for the 1.2− 1.7 eV
range and adding a smooth monotonic tail. The pi3s component of S2(pi3s/piσ
∗) was
modelled using a Gaussian profile (FWHM = 0.1 eV) centered at 1 eV. The S1(pipi
∗)
shape was fixed to the long time (>7 ps) profile. The spectral shapes are presented
in Figures 3.18(a) and (b).
Figure 3.19: Photoelectron energy spectra for different excitation wavelengths and
a 300 nm ionisation pulse. All spectra are acquired at around zero delay between
the pump and the probe laser pulses. The area under each photoelectron spectrum
is normalised to the same number in order to illustrate the change in the shape of
the photoelectron spectrum.
It is assumed that only S3(pipi
∗) and S2(pi3s/piσ∗) (including the pi3s component)
are populated during the initial excitation and that the rise of population in S1(pipi
∗)
equals the decay of the population from the pi3s component of S2(pi3s/piσ
∗). This has
been shown to be the case for 269, 250 nm and 236 nm; although, at 269 nm a large
fraction of S1(pipi
∗) is also populated directly. Using these assumptions, the relative
amplitudes of the three spectral components were fitted to the experimental data and
the resulting models are presented in Figure 3.18(c) and (d). These modelled spectra
were then subtracted from the experimental photoelectron spectra (Figure 3.12(g)
and (h)) to obtain difference spectra (Figure 3.18(e) and (f)).
The difference spectra represent the photoelectron spectra of the fast compo-
nent in the low eKE range (0−0.7 eV) and show a variation in lifetime across the
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photoelectron spectrum. This variation could account for the discrepancy in the
fits shown in Figures 3.14 (c),(f) and 3.15 (d),(h),(l), however, it is not possible
to add more decay components in the fit because the minimisation task becomes
overparametrised and does not converge to a meaningful answer. The average decay
times of the difference spectra are faster than the decays listed in Table 3.1 due to
the restriction on the rise of the S1(pipi
∗) population. The difference spectra appear
to be shifting to lower eKEs on a sub-hundred femtosecond timescale.
The evolution of the PES as a function of excitation wavelength is shown in
Figure 3.19. The relative intensity of the S3(pipi
∗) contribution is growing with the
excitation wavelengths while the relative contribution of the S2(pi3s/piσ
∗) state is
decreasing.
3.5 TRPEI investigation of deuterated aniline
3.5.1 Experimental method
The non-adiabatic dynamics in the fully deuterated aniline (aniline-D7) molecule
were also investigated using the femtosecond TRPEI experiment technique, with a
260 nm excitation pulse and a 305 nm photoionisation pulse. The TRPEI mea-
surements of aniline-D7 were performed using the same apparatus described in sec-
tion 2.4. Deuteration of aniline changes its mass but does not change the charge
distribution, thus the energy level diagram shown in Figure 3.9 can be used to locate
the electronic energies for aniline-D7. On the other hand, the change in the atomic
mass alters the vibrational frequencies [139] and, most importantly, dynamics depen-
dent on the N−H/D stretch coordinate are expected to be slower in the deuterated
molecule. A 260 nm (4.77 eV) UV photon has enough energy to excite aniline-D7
above the origin of the S2(pi3s/piσ
∗) electronic state. A 305 nm (4.07 eV) probe
wavelength is chosen to ionise all the excited singlet states but below the significant
single photon absorption to the S1(pipi
∗) state. The cross-correlation of the pump
and the probe pulses in these experiments was 171 fs. The molecular beam is created
by passing He gas through liquid aniline-D7 (Sigma-Aldrich, 98%) at 750 mbar and
expanding into the vacuum chamber through a 50 µm nozzle. The experimental
conditions and data analysis procedures are exactly the same as already described
in section 3.4.
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3.5.2 Time-resolved photoelectron spectra
An example of the velocity map image and corresponding photoelectron spectrum
and anisotropy parameter, β2, of aniline-D7 using 260 nm pump and 305 nm probe
pulses is shown in Figure 3.20. This spectrum looks very similar to the spectrum
of aniline with 250 nm pump and 300 nm probe pulses: it features a sharp pho-
toelectron peak at around 0.97 eV and a broad unresolved photoelectron profile
at a low eKE (< 0.7 eV). The assignment of the electronic state in the aniline-D7
photoelectron spectra is identical to the undeuterated aniline. Based on the energy
arguments presented in section 3.4.3, the sharp photoelectron peak is associated
with the ionisation from the pi3s component of the S2(pi3s/piσ
∗) state. The narrow
width (0.1 eV) and high anisotropy (β2 ≈ 1) of this feature in the photoelectron
spectrum provides additional evidence towards its origin − photoionisation from the
electronic state with 3s Rydberg character. The low energy (< 0.7 eV) unresolved
photoelectron band corresponds energetically either to ionisation from the S1(pipi
∗)
or S2(pi3s/piσ
∗) states.
Figure 3.20: (a) Velocity map image recorded with a 260 nm pump pulse, a 305 nm
probe pulse and a pump-probe delay of 3 fs. (b) Corresponding photoelectron spec-
trum (solid line) and eKE dependence of the anisotropy parameter, β2(dashed line).
The integrated photoelectron intensity and time dependent photoelectron spectra
are shown in Figure 3.21. The total photoelectron signal rises to a maximum value
on a 200 fs timescale and it can be modelled as a step function convoluted with the
pump-probe cross-correlation function. More information about the dynamics can
be obtained from the time-resolved photolectron spectra presented in Figure 3.21 (b).
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The sharp photoelectron peak associated with the pi3s component of the S2(pi3s/piσ
∗)
state rises within the pump-probe cross-correlation time (171 fs) and decays on a
similar time scale. The low energy part of the photoelectron spectrum (< 0.7 eV) has
a similar rise time. However, the energy distribution of this portion of the spectrum
changes from a flat profile at early time delays (< 200 fs) to a Gaussian shape at
longer time delays (> 300 fs). The Gaussian profile is centered around 0.25 eV
photoelectron energy and remains unchanged over the measured pump-probe delay
time between 300 fs and 1.5 ps.
Figure 3.21: (a) Time evolution of the integrated photoelectron signal and (b) the
photoelectron kinetic energy spectra as a function of pump-probe delay following
excitation of deuterated aniline at 260 nm and ionisation with 305 nm.
3.5.3 Timescales
Further analysis of the TRPES shown in Figure 3.21 (b) is performed in a similar
manner to the aniline data described in section 3.4.4. The timescales are obtained
from the fit of the integrated signal over different portions of the photoelectron
spectra to equation (3.6) which is the sum of exponential functions convoluted with
Gaussian cross-correlation function. Integration over discrete portions of the pho-
toelectron spectrum is used to isolate the contributions of the different electronic
states to the photoelectron spectra.
As in the case of the aniline photoelectron spectrum, the long lived low eKE
Gaussian profile is associated with ionisation from the S1(pipi
∗) state. Although
picosecond pump-probe delay measurements for aniline-D7 were not recorded, it
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is not unreasonable to assume that the S1(pipi
∗) decay time in aniline-D7 is of the
order of the S1(pipi
∗) lifetime in aniline which is longer than 600 ps. Thus it is safe
to approximate the S1(pipi
∗) decay time as infinity (τ0 = ∞) when analysing the
time-resolved data up to 1.5 ps pump-probe delays.
Figure 3.22: Integrated photoelectron counts as a function of pump-probe delay
following excitation at 260 nm. (a) Photoelectron signal integrated over the sharp
peak in the photoelectron spectrum (0.87 eV to 1.07 eV) and (b) Photoelectron
signal integrated over the low energy part of the photoelectron spectrum (0.48 eV
to 0.72 eV).
The majority of the photoelectron signal in the eKE range 0.87 eV to 1.07 eV
originates from the photoionisation of the pi3s component of the S2(pi3s/piσ
∗) state.
The integrated photoelectron intensity over this range, as a function of the pump-
probe delay, is shown in Figure 3.22 (a). The solid line shows the fit of two exponen-
tial decays convoluted with a Gaussian cross-correlation function. One of the decay
times is fixed to τ0 and the decay time of the pi3s component, τ1, the cross-correlation
width and zero-time are all fitted together. As a result of the fit, τ2 = 94± 22 fs is
determined as the 1/e lifetime of the pi3s component of the S2(pi3s/piσ
∗) state.
A prominent change in shape of the low energy part of the photoelectron spec-
trum is observed in the eKE range 0.5 eV to 0.7 eV. The integrated intensity over
this eKE range versus pump-probe delay time is shown in Figure 3.22 (b). The
experimental data are fitted to the sum of three exponential decays, where two of
them are fixed to τ0 and τ1. This gave a third decay time τ2 = 650 fs.
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3.5.4 Relaxation pathway
The 1/e lifetimes obtained in the previous section are used to obtain decay asso-
ciated spectra (see section 3.4.4). The data set shown in Figure 3.21 (b) is fitted
to equation (3.4) across the entire eKE range with three fixed lifetimes, τ0, τ1 and
τ2. The decay associated spectral coefficients, ci(eKE), the modelled photoelectron
spectrum and the residuals are shown in Figures 3.23. The spectrum associated with
94 fs has a positive amplitude at 0.97 eV which represents the S2(pi3s) state and a
negative component in the region of the S1(pipi
∗) state. The negative component cor-
responds to the exponential rise in this eKE region. This suggest that the population
flows from the pi3s component of the S2(pi3s/piσ) state into the S1(pipi
∗) state. The
spectrum with the infinite lifetime approximately mirrors the negative component
associated with 94 fs rise time. The spectrum associated with the 650 fs lifetime has
a small amplitude and is attributed to the ionisation from the S2(pi3s/piσ
∗) state.
The sum of all the spectral components (black solid line in Figure 3.23 (a)) shows
the spectrum at zero-delay time and corresponds to the initially excited profile of
the photoelectron spectrum. The zero-delay spectrum confirms that the pi3s state is
excited directly, together with the low eKE component with the maximum around
0.7 eV. The origin of the initially excited low eKE part is assigned to ionisation
from the piσ∗ component of the S2(pi3s/piσ∗) state using the arguments discussed
in section 3.6. The modelled photoelectron spectrum shown in Figures 3.23 (b) is
obtained from the decay associated spectra and the decay times and it reproduces
the experimental data (Figure 3.21 (b)) well.
Figure 3.23: Summary of the fit with three decay components for 260 nm excitation.
(a) spectral components, (b) modelled photoelectron spectra and, (c) the difference
between the experimental and modelled photoelectron spectra.
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3.6 Discussion
3.6.1 S2(pi3s/piσ
∗)
Our experiments show that the S2(pi3s/piσ
∗) state is populated directly at all wave-
lengths. The pi3s Rydberg component of S2(pi3s/piσ
∗) decays on a timescale of a
couple of hundred femtoseconds. For 269, 250 and 236 nm, the spectra associ-
ated with the 1/e decay of the pi3s component of S2(pi3s/piσ
∗) (Figure 3.16) have
negative amplitudes in the region of the photoelectron spectrum corresponding to
photoionisation from S1(pipi
∗). This suggests that there is an efficient mechanism
for transferring population from the Rydberg component in the Franck-Condon re-
gion of S2(pi3s/piσ
∗) to the S1(pipi∗) state, through an S2/S1 conical intersection
(Figure 3.9). This model also fits the data well for 240 and 238 nm excitation (Fig-
ure 3.18(c) and (d)). The anisotropy of the pi3s component is preserved during the
decay (Figure 3.13 (a)), suggesting that the S2/S1 conical intersection is located
before the barrier in the vertical Franck-Condon region (Figure 3.6). Within experi-
mental error, the timescale of S2/S1 internal conversion is independent of excitation
energy above the S2 origin (in the range 0−0.65 eV), suggesting that the vibrational
mode connecting the vertical Franck-Condon region with the S2/S1 conical intersec-
tion seam is independent of excitation energy. The TRPEI experimental results on
aniline-D7 are very similar to the aniline TRPEI results. The results reveal the same
population flow from the pi3s component of the S2(pi3s/piσ
∗) state to the S1(pipi∗)
state, through an S2/S1 conical intersection. The lifetime of the pi3s component in
aniline-D7 is shorter than the corresponding lifetime in aniline (see Figure 3.24 (a))
and therefore it is unlikely that tunneling is a significant decay pathway from the
S2(pi3s/piσ
∗) state. If a significant amount of the S2(pi3s/piσ∗) population dissociates
via tunneling its lifetime will be longer for aniline-D7 than for aniline due to the
mass difference between D and H.
The difference in the lifetime of the S2(pi3s) component between aniline-D7 and
aniline can be explained due to the higher density of the vibrational states and
increased vibronic coupling in aniline-D7. In addition, a longer probe wavelength
(305 nm compared to 300 nm for aniline) accesses a slightly different region of the
excited state potential energy surface and could potentially decrease the observed
lifetime. Population that is transferred from the pi3s component of S2(pi3s/piσ
∗) to
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Figure 3.24: 1/e decay times of the (a) S2(pi3s) and (b) S2(piσ
∗) components of the
S2(pi3s/piσ
∗) state for aniline and deuterated aniline.
S1(pipi
∗) subsequently decays relatively slowly, on a timescale that decreases from
> 1 ns at the S2 origin (269 nm), to around 81 ps at 0.65 eV above the S2 origin
(236 nm). The absence of any negative amplitude features in the spectra asso-
ciated with this decay for 269 and 250 nm excitation (Figures 3.16(a) and (b)),
indicates that the population moves directly out of the observation window. Thus,
it is most likely that the S1(pipi
∗) population decays back to the electronic ground
state S0. There is also a possibility of population passing diabatically through the
S2/S1 conical intersection, at modest N−H bond lengths, to the piσ∗ component
of the S2(3s/piσ
∗) state to form the anilino radical and H atom; this could ac-
count for the fast H atoms observed in H-atom photofragmentation translational
spectroscopy [103] and femtosecond pump-probe velocity map imaging measure-
ments [119], discussed in section 3.3.4.
The femtosecond pump-probe photoionisation experiments reported by Castan˜o
et al. [104] identified a decay with a lifetime of 165 fs which, within experimental er-
ror, matches the lifetime we assign to the pi3s Rydberg component of S2(pi3s/piσ
∗).
They attributed the 165 fs lifetime to dissociation along the piσ∗ component of
S2(pi3s/piσ
∗), by reference to H atom photofragmentation studies [103], and to in-
ternal conversion to S1(pipi
∗). They determined that dissociation along the piσ∗
potential energy surface was not a significant relaxation pathway, although it is not
surprising that the 165 fs decay was a minor component of the total integrated
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decay profile, since both the pi3s Rydberg component of S2(pi3s/piσ
∗) and S1(pipi∗)
lie within the observation window of the photoionisation experiments. Assuming
that the population flows from one state into the another and both states have sim-
ilar ionisation cross-section, the dynamics of the pi3s state will be masked in the
integrated signal.
Our experiments have also revealed another non-radiative decay channel that has
a 1− 2 ps lifetime and is characterised by a broad band in the photoelectron spec-
trum from 0−0.6 eV. In principle, from an eKE point of view, this component of the
photoelectron spectrum could correspond to photoionisation from S1(pipi
∗), but we
believe that it is more likely that it corresponds to photoionisation from S2(pi3s/piσ
∗)
for the following reasons. The decay associated spectra for 269, 250 and 236 nm
excitation (Figures 3.16(a), (b) and (c)) and fits to the 240 and 238 nm spectra
(Figures 3.18(a) and (b)), suggest that the state with the 1−2 ps lifetime is popu-
lated directly during the excitation process. A direct excitation of this state is also
observed in aniline-D7 (Figure 3.23(a)) with a similar decay time (Figure 3.24(b)).
From the absorption spectrum (Figure 3.9(b)), it seems unlikely that direct popula-
tion of S1(pipi
∗) above 240 nm would be measurable in our experiments. In addition,
the 269 nm decay associated spectra (Figure 3.16(a)) suggest that the spectrum of
the directly excited component with a 0.9 ps decay has considerable overlap with
the directly excited S1(pipi
∗) spectrum that decays on a timescale greater than 1 ns.
It would be difficult to rationalise two decay timescales for S1(pipi
∗) following 269 nm
excitation below the barrier along the N−H bond stretch (Fig. 3.6) and one 1−2 ps
decay timescale for S1(pipi
∗) following excitation above the barrier. Moreover, like
the pi3s component of S2(pi3s/piσ
∗), this feature has a decay time that does not vary
significantly with excitation energy (Table 3.1). Thus, we believe that the 1−2 ps
non-radiative decay channel is most likely to correspond to population across the
pi3s and piσ∗ components of S2(pi3s/piσ∗).
The lifetime of the S2(pi3s/piσ
∗) population has a large uncertainty associated
with it, which we attribute at least in part to a variation in the time constant across
the spectral profile (Figures 3.17 (c) and 3.18(e) and (f)). This would be consis-
tent with a change in the vertical detachment energy along the NH stretch coordi-
nate [136], or possibly with population being trapped in the upper section of a conical
intersection, as has been observed in thioanisol [140] and methylamine [141]. It is
worth noting that the decay time derived from our fitting procedure is similar to the
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timescales attributed to motion on piσ∗ surfaces in indole and 5-hydroxyindole [138].
In indole and 5-hydroxyindole the intermediate state with a lifetime of about 1 ps
was attributed to the piσ∗ state which has two possible decay channels either via
the dissociation of the N−H bond or relaxation back to the ground state. The ab-
sence of any negative amplitude features in the spectra associated with this decay
following 269 and 250 nm excitation (Figures 3.16(a) and (b)) suggests that the
population moves out of the observation window of our experiment, either passing
diabatically through the S2/S0 conical intersection at extended N−H bond lengths
to form the anilino radical and the H atom (which could explain the observation of
anisotropic H atom distributions following excitation at wavelengths >260 nm in H
atom photofragment translational spectroscopy experiments) [103] or diabatically
to form vibrationally hot S0.
3.6.2 S3(pipi
∗)
Following excitation above the origin of the S3 ←S0 transition (240 - 236 nm), our
experiments show that direct excitation to the S3(pipi
∗) state is the dominant pro-
cess, as expected from the absorption spectrum. The S3(pipi
∗) state decays extremely
rapidly, on a timescale of around or less than 100 fs. The vibrational structure ob-
served in the S3(pipi
∗) photoelectron spectrum is maintained during the decay; it
is likely to correspond to a progression in a totally symmetric mode but does not
provide any dynamical information. The significant decrease in the total photoion-
isation signal within the lifetime of the S3(pipi
∗) state (Figures 3.12(a-c)) suggests
that the majority of the S3(pipi
∗) population moves out of the observation window
of our experiment, most probably to the ground state through an S3/S0 conical
intersection.
A rapid (< 100 fs) decay of total photoionisation signal was also observed in
femtosecond pump-probe ionisation studies of Castan˜o et al. following excitation at
wavelengths < 240 nm [104], but was attributed to internal conversion through an
S3/S1 conical intersection. H atom loss was observed in photofragment translational
spectroscopy studies at similar wavelengths and was proposed to arise from coupling
to the piσ∗ component of the S2(pi3s/piσ∗) potential energy surface through an S3/S2
conical intersection or successive S3/S1 and S1/S2 conical intersections. However,
we do not see any convincing evidence of significant population flow into S1(pipi
∗)
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or S2(pi3s/piσ
∗) on a < 100 fs timescale. It is possible that there is some internal
conversion through an S3/S1 conical intersection: a very small rise in S1(pipi
∗) popu-
lation due to S3(pipi
∗) decay would be difficult to disentangle from the significant rise
in S1(pipi
∗) population due to decay of the pi3s Rydberg component of S2(3s/piσ∗).
In principle, it is also possible that a small proportion of the population undergoes
internal conversion through an S3/S2 conical intersection; however, we do not ob-
serve any delay in the rise of population in the S2(pi3s/piσ
∗) state, which we believe
lies within our observation window. Therefore, we conclude that the dominant de-
cay pathway for S3(pipi
∗) population is rapid (< 100 fs) internal conversion to the
electronic ground state through an S3/S0 conical intersection.
Theory has predicted that the S1 ←S0 transition has charge-resonance character
and some charge-transfer character and that the S3 ←S0 transition is the result of
a local excitation on the benzene ring [106], so we might expect an S3/S0 conical
intersection to lie along a mode similar to the benzene ‘prefulvene mode’ which is
understood to lead to ultrafast S1/S0 internal conversion in the ‘channel 3’ region of
benzene [130, 131, 132]. Once back on the ground-state surface, there would be two
possible mechanisms for fragmentation. One would involve passing adiabatically
through the S0/S2 conical intersection at extended N−H bond lengths to generate
H atoms with high translational energy. The other would be by unimolecular dis-
sociation of vibrationally hot S0 to generate H atoms with low translational energy.
These mechanisms would be consistent with the bimodal distribution observed in H
(Rydberg) atom photofragment translational spectroscopy experiments [103].
It is most likely that the vibrational structure observed in the S3(pipi
∗) photo-
electron spectrum corresponds to a progression in a totally symmetric vibrations.
Based on the vibration frequencies of the aniline cation observed experimentally
by ZEKE spectroscopy [117], we suspect that our observed vibrational spacing at
236 nm excitation (604 cm−1) is most likely to correspond to a progression in the
ν6a mode (quinoid ring deformation in the plane of the benzene ring). The vibra-
tional spacing observed at 240 nm excitation (1200 cm−1) corresponds most likely
to the ν9a mode (ring stretch and CH scissor motion in plane of the benzene ring).
These observations suggest that there is a change in geometry along the 6a and
9a coordinate between the S3 and D0 states, but does not provide any dynamical
information.
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3.7 Conclusion
Our time-resolved photoelectron spectroscopy study of aniline, following absorption
of ultraviolet light in the range 269−236 nm, has provided detailed information
about the intermediate electronic states involved in the electronic relaxation of this
biologically important chromophore, supporting some conclusions reached following
H atom photofragment translational spectroscopy measurements and pump-probe
photoionisation measurements, and contradicting some others.
Our results confirm that aniline possesses a low-lying electronic state with sig-
nificant Rydberg character in the Franck-Condon region and reveal that this state
is populated directly over a wide range of excitation wavelengths (269−236 nm).
Our experiments and analysis have allowed us to visualise much of the relaxation
process and our proposed scheme is summarised in Figure 3.25. Our analysis of
the photoelectron spectra suggests that the directly excited S2(pi3s/piσ
∗) popula-
tion bifurcates to two non-radiative decay channels. Interestingly, the decay times
of both S2(pi3s/piσ
∗) paths are independent of excitation energy. One channel in-
volves relaxation back to the electronic ground state by rapid internal conversion
(200−300 fs) through an S2/S1 conical intersection that must be located close to the
Franck-Condon region, followed by much slower internal conversion (81 ps − ns) to
S0. Our results on deuterated aniline suggest that there is no significant dissocia-
tion in aniline directly from the pi3s state. It is possible that population also passes
diabatically through the S2/S1 conical intersection to form the anilino radical and
H atom, which would be consistent with other experimental observations of fast H
atoms [103, 119], including the timescale of 155 fs and 170 fs observed by Stavros
et al. at 240 and 200 nm, respectively. The other channel involves motion on the
S2(pi3s/piσ
∗) potential energy surface with a decay time of 1−2 ps, most likely to-
wards the S2/S0 conical intersection at extended N−H bond lengths, where it can
either dissociate or return to the electronic ground state.
Close to the S2−S0 origin (269 nm excitation), both S2(pi3s/piσ∗) and S1(pipi∗) are
populated during the excitation process. At higher excitation energies, between the
absorption maxima of S1(pipi
∗) and S3(pipi∗) (250 nm excitation), only S2(pi3s/piσ∗)
is populated during the excitation process. Increasing the excitation energy further
to just below the absorption maximum of S3(pipi
∗) (240, 238 and 236 nm excitation)
results in significant population of the S3(pipi
∗) state. Somewhat surprisingly, the
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Figure 3.25: Schematic diagram summarising the non-radiative decay pathways de-
termined from our experimental observations and analysis.
dominant relaxation pathway is an extremely rapid (. 100 fs) internal conversion
back to the electronic ground state, most likely through an S3/S0 conical intersection.
The observation of these competing non-radiative relaxation channels in aniline
illustrates that its photostability arises from a subtle balance between dynamics on
different potential energy surfaces and between Rydberg and valence states. As
well as providing the motivation to reinvestigate the electronic relaxation of other
chromophores possessing excited electronic states with mixed Rydberg-valence char-
acter, this study highlights the need for time-resolved photoelectron spectroscopy
with higher energy probe pulses to monitor both the formation of the products of
dissociation and the return of population to the electronic ground state.
UV pump − VUV probe femtosecond TRPES experiments of aniline have been
attempted by our group in collaboration with other universities using Rutherford
Appleton Laboratory (RAL) and Imperial College London VUV sources. VUV fem-
tosecond pulses were obtained via high harmonic generation (HHG) in argon from
an 800 nm fundamental wavelength in both experiments. High energy VUV pho-
tons (around 20 eV at RAL and 35 eV at Imperial College) carry sufficient energy to
ionise an aniline molecule from the ground electronic state by absorption of a single
photon. Since only a small fraction of the molecules are excited in pump-probe
experiments, the majority of the molecules in the interaction region remain in their
ground electronic state. Assuming that the photoionisation cross-section is similar
for all electronic states, most of the photoelectron signal in UV-VUV pump-probe
experiments originates from the ground electronic state and only a small fraction of
the photoelectrons are ionised from the excited states or reaction products. There-
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fore the signal to noise ratio must be extremely high in such experiments in order
to detect any excited state dynamics.
Reasonable progress has been made at RAL towards UV-VUV pump-probe ex-
periments where we were able to detect the UV-VUV pump-probe signal using one
of the He resonances. However, we could not detect any UV-VUV pump-probe sig-
nal from aniline due to the low signal to noise ratio. Increasing the density of aniline
molecules in the interaction region would improve the sensitivity of the experiment
to the aniline excited state dynamics.
The use of 35 eV photons during the experiments at Imperial College caused
additional difficulties. Such high energy photons were able to ionise the ground
state of the carrier gas via a single photon ionisation process. This process produced
additional background signal and complicated the experiment.
High-level quantum molecular dynamics calculations using accurate potential
energy surfaces and calculations of the time-resolved photoelectron spectra are also
highly desirable, in order to better characterise the molecular system. Such theoret-
ical studies are currently in progress in collaboration with Dr Graham Worth (Uni-
versity of Birmingham, UK) and Matthieu Sala (Universite Montpellier II, France).
Chapter 4
Ultrafast non-adiabatic dynamics
in DABCO
Femtosecond gas phase non-adiabatic dynamics in 1,4-diazabicyclo[2.2.2]octane (DABCO)
have been investigated using time-resolved photoelectron imaging apparatus. DABCO
is excited over a wide range of wavelength in the ultraviolet spectrum between 251
and 233 nm. The S23px,y(+) state is predominantly directly populated at all wave-
lengths with a subsequent relaxation to the S1 3s(+) state. Also a small amount
of the directly excited S1 3s(+) state is observed at 251 nm excitation wavelength.
S1 3s(+)←− S23px,y(+) internal conversion was found to be the only relaxation
pathway of the photoexcited S23px,y(+) state. The S23px,y(+) decay dynamics is
best described by a biexponential time dependence. Angular resolved measurements
revealed that the excitation process is dependent on the molecular alignment.
A detailed overview of the spectroscopy, structure and dynamics of the low-lying
Rydberg states of DABCO is given at the beginning of this chapter. In sections 4.3
and 4.4, time-resolved photoelectron imaging experimental results of S1 3s(+)←−
S23px,y(+) internal conversion in DABCO are presented and discussed.
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4.1 Introduction
1,4-diazabicyclo[2.2.2]octane (C6H12N2), DABCO, has been intensively studied in
part due to its highly symmetric structure − it has a rigid cage-like structure and
D3h symmetry [142] (Figure 4.1). All of the singlet electronically excited states of
DABCO have predominantly Rydberg character and a small amount of valance char-
acter [143]. The high symmetry and the low-lying Rydberg states have generated
significant interest in the DABCO molecule.
Figure 4.1: DABCO molecule in the ground electronic state. Two nitrogen atoms
(blue) are situated at the top and bottom of the cage structure with six carbon
atoms (grey) forming the cage.
4.2 Spectroscopy, structure and dynamics
4.2.1 Spectroscopy of DABCO
The gas phase absorption spectrum of DABCO has been studied in detail by A.M.
Halpern et al. [144] (see Figure 4.2). The first strong absorption band corresponds to
a single photon excitation of the second electronically excited singlet state S2 ← S0.
The S2 state possesses 3px,y(+) Rydberg character and has
1E′1 symmetry. The
location of its origin was measured at 4.94 eV (39 830 cm−1) above the ground
state [144]. The second strong absorption band starts at about 49 000 cm−1 and
grows in intensity towards the ionisation limit which occurs at 58 033 cm−1. This
band was assigned to the 4p ← S0 transition where the 4p state has 1E′ symme-
try [145]. The 0−0 transition of this single photon absorption band is located at
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6.12 eV (49 380 cm−1) [144]. The precise value of the adiabatic ionisation potential
energy of 58 033 cm−1 (7.2 eV) was measured by ZEKE spectroscopy [146].
The first electronically excited singlet state, S1, has
1A′1 symmetry, the same as
the ground state [147]. Therefore, a single photon S1 ← S0 transition is forbidden
in a molecule with D3h symmetry and, hence, this transition does not appear in
the absorption spectrum. The S1 state has mostly 3s(+) Rydberg character and its
origin lies 4.44 eV (35 790 cm−1) above the ground state, which was measured using
multiphoton ionisation spectroscopy [148]. The location of the third electronically
excited singlet state 1A′′2 3s(−) has been under discussion for some time [54, 145,
149, 150], however, it has never been detected. Its energetic location was calculated
to be very close to the S2 3px,y(+) state, however, its computed oscillator strength
is much smaller than that of the S2 3px,y(+) state [145, 147].
Figure 4.2: A gas-phase UV absorption spectrum of DABCO reproduced from ref-
erence [144].
Light emission studies of DABCO vapour [151] suggested that fluorescence is
the main emission relaxation pathway in DABCO, which indicates that there is no
efficient intersystem crossing in this molecule. A fluorescence lifetime of about 1 µs
and a quantum yield of 0.9 were measured after photoexcitation of the molecule
with 250.7 nm light.
A DABCO molecule in the D3h symmetry group has 36 non-degenerate vibra-
tional modes. Experimental and theoretical studies of the vibrational modes of the
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DABCO molecule are summarised in a theoretical paper by Balakrishnan et al. [152].
The summary includes vibrational frequencies for the ground state of the neutral
molecule and its cation and first two electronically excited singlet states. The the-
oretical calculations agree well with the experimental data obtained from the laser
induced fluorescence (LIF) measurements [153] and Raman and IR spectroscopy
measurements [154, 155, 156]. The lowest vibrational wavenumber of 58 cm−1 [157]
corresponds to the torsional mode (a′′1) [152]. This low frequency mode can be ther-
mally populated at room temperature (T ∼ 300 K): kT ∼ 200 cm−1. It was shown
that, by thermally populating the torsional levels, the D3h symmetry of DABCO is
broken and a single photon excitation S1 ← S0 becomes allowed [143].
A high resolution absorption spectrum of DABCO vapour [144] shows that the
most intense S2 3px,y(+) ← S0 vibronic transitions correspond to excitation of
the vibrational progressions of four vibrational modes in the S2 3px,y(+) state.
These vibrational modes have been assigned to four totally symmetric a′1 modes:
ν3 (1293 cm
−1), ν4 (875 cm−1), ν5 (788 cm−1) and ν6 (685 cm−1). The wavenumbers
of these modes were obtained from multiphoton ionisation measurements [148].
Using two-colour fluorescence dip spectroscopy the Jahn-Teller splitting of the
vibronic states was observed for low lying electronic states in DABCO [158]. It
was found that the splitting decreases with increasing principal quantum number n
and disappears for n > 6. Due to this regularity the authors concluded that the
Jahn-Teller splitting occurs due to the interaction between the Rydberg electron
and the ion core. An energy splitting of 50 cm−1 was measured for the 5p state and
50−300 cm−1 for the 4p state.
4.2.2 Structure of DABCO
The DABCO molecule has a rigid cage−like structure (see Figure 4.1). The ground
electronic state, S0, has a quasi−D3h symmetry which is distorted from the D3h
symmetry by a small twist of about 10◦ around the C3 axis [54, 142]. Therefore the
S0 potential energy surface has a double minimum, however, the barrier between
the two minima is very small. The barrier height was determined from theoretical
calculations to be only 20 cm−1 [54] which is in good agreement with 30 cm−1
obtained from electron diffraction experiments [142]. The minimum of the first
excited singlet state, S1 3s(+), has a distortion over two angles leading to C3 point
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group symmetry [54]. The Jahn-Teller distortion reduces the S2 3px,y(+) symmetry
to the C2v point group. Due to the rigid structure of the molecule its geometry does
not change dramatically between the different electronically excited states. Overall
the length of the C−C bond increases with the higher excited state and the N−C
bond shortens [54, 152].
4.2.3 Internal conversion in DABCO
Smith et al. [149] have employed two-colour photoionisation spectroscopy to study
excited state dynamics in jet cooled DABCO. While exciting the origin of the
S2 3px,y(+) with two photons and scanning the ionisation wavelength, they ob-
served three distinct thresholds. The first high energy threshold corresponds to the
adiabatic ionisation potential of DABCO and was determined to be 58 052 cm−1
(7.1973 eV), which is in a good agreement with ZEKE spectroscopy measurements [146].
The second and third thresholds were attributed to the S1 3s(+) and the 3s(−)
states, which have been populated through the internal conversion from the S2
3px,y(+) state. The origin of the 3s(−) obtained from these measurements is lo-
cated 37 500 cm−1 above the ground state, which does not agree with the previous
theoretical calculations [147, 145]. However, later revision of this data by Pratt [150]
suggested that the feature attributed to the 3s(−) state corresponds to the vibra-
tionally autoionising Rydberg states accessed from vibrationally excited levels of the
S1 3s(+) state and converging to vibrationally excited levels of the ground state ion.
In this interpretation, the 3s(−) state remains unobserved.
In recent work, A. Stolow’s group [54] used TRPES to observe a non-adiabatic
S1 3s(+) ← S2 3px,y(+) population transfer. They monitored evolution of the pho-
toelectron spectrum after photo-excitation of DABCO to the S2 3px,y(+) origin with
a 251.1 nm laser pulse and ionised it using a 267 nm laser pulse. From the observed
photoelectron yields they concluded that only the S1 3s(+) and S2 3px,y(+) states
are involved in the dynamics, and that these states have the same photoionisation
cross-section. The decay of the S2 3px,y(+) state was best fit with a biexponential
function, which was attributed to the non-exponential kinetics. In addition, they ob-
served 11 cm−1 photoelectron intensity modulation of the S1 3s(+) and S2 3px,y(+)
decay components. Their theoretical model predicted a three level structure formed
due to the Jahn-Teller interaction which lifts the degeneracy of the S2 3px,y(+)
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state and non-adiabatic coupling between the S1 3s(+) and S2 3px,y(+) states. This
would result in three modulation frequencies equal to the energy spacing between
the electronic states. While two energy spacings would produce a high frequency
modulation (∼200 cm−1), which can not be resolved in their experiment, the third
energy spacing would produce a modulation of about 11 cm−1, which matches the
experimental observations. Their studies also revealed that, by reducing the cooling
of the molecular beam, the contrast of the electronic revivals is reduced due to the
incoherent sum of the initial wavepackets.
4.3 TRPEI investigation of DABCO following 251
− 234 nm excitation
4.3.1 Experimental method
Time-resolved photoelectron imaging (TRPEI) has been used to study non-adiabatic
dynamics of photoexcited DABCO. DABCO molecules were promoted into the sec-
ond electronically excited singlet state, S2 3px,y(+), as shown in Figure 4.3, via a
single photon absorption process in a wide range of photoexcitation wavelengths
233.9 nm − 251.2 nm (4.9 eV − 5.3 eV). The dynamics were observed by detect-
ing the photoelectron energy and angular distributions after photoionisation with
400 nm or 800 nm wavelength. Both the pump and the probe laser pulses were lin-
early polarised, parallel both to each other and to the detector plane. The schematic
energy level diagram together with the excitation scheme are shown in Figure 4.3.
A detailed description of the setup is provided in section 2.5 in chapter 2. During
the experiments, the detector chamber pressure was maintained below 10−7 Torr,
ensuring collisionless conditions. The pump and probe pulse energies were reduced
to < 100 nJ using polarisers and half-wave plates, to produce less than one photo-
electron per laser shot due to the photoelectron detector limitations.
For each excitation wavelength, three data sets were obtained by collecting pho-
toelectron images with 2 × 104, 0.25 × 106 and 2 × 106 laser shots. Images were
recorded as a function of pump-probe time delay for each data set. The pBasex in-
version algorithm was used to reconstruct a three dimensional velocity distribution
for all images [96]. Photoelectron angular distributions were obtained as a result of
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Figure 4.3: Excitation scheme: DABCO is excited using seven different wavelengths
in the range from 233.9 nm to 251.2 nm. The excited state population is pro-
jected onto the ionisation continuum using a delayed 400 nm laser pulse. Assuming
conservation of the vibrational energy during photoionisation, the electron kinetic
energy (eKE), following ionisation out of the Franck-Condon region, is expected to
increase in the order S1 < S2. The vibrational energies (blocks of horizontal lines)
and corresponding eKEs (downward vertical arrows) are illustrated for 233.9 nm
excitation.
the pBasex inversion, with the following expression for the angular basis set:
I(θ) = a[1 + β2P2(cos θ) + β4P4(cos θ)], (4.1)
where I(θ) is the probability of photoelectron emission at a particular angle θ, de-
fined as the angle between the laser polarisation and the velocity vector of the pho-
toelectron, Pn(cos θ) are the n
th order Legendre Polynomials, βn are the anisotropy
parameters and a is a normalisation constant. An example of the photoelectron im-
age obtained with single photon pump (251.2 nm) and single photon probe (400 nm)
laser pulses is shown in Figure 4.4.
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Figure 4.4: (a) Original velocity map image, (b) inverted velocity map image, (c)
photoelectron spectra and (d) anisotropy parameters recovered from the inverted
image. The image was recorded with a 251.2 nm pump pulse, a 400 nm probe pulse
and a pump-probe delay of 150 fs.
4.3.2 Time-resolved photoelectron spectra
The DABCO spectrum has two distinct photoelectron bands centred at 0.9 eV and
0.4 eV photoelectron kinetic energies (Figure 4.4). In the first approximation, we
can assign the origin of the photoelectron bands under the assumption that the
vibrational energy is preserved during photoionisation:
eKE = hνprobe − [E(Dn)− E(Sn)], (4.2)
where eKE is electron kinetic energy, hνprobe is the energy of the ionising photon,
E(Sn) is the energy of the electronic state, Sn, above the ground state, and E(Dn) is
the ionisation potential of the molecule which has been determined to be 7.2 eV [146].
Using known energy values for the S1 3s(+) and S2 3px,y(+) states of 4.44 eV [148]
and 4.94 eV [144], respectively, we can assign the low energy photoelectron peak
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Figure 4.5: Time resolved photoelectron spectra of DABCO at (a) 233.9 nm,
(b) 236.1 nm, (c) 238.2 nm, (d) 241.1 nm, (e) 243.3 nm, (f) 245.7 nm, (g) 251.2 nm
pump wavelengths and 400 nm probe and (h) 251.2 nm pump and 800 nm probe
wavelengths.
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to correspond to ionisation from the S1 3s(+) electronic state and the high energy
photoelectron peak to correspond to photoionisation from the S2 3px,y(+) electronic
state.
The photoelectron peaks are reasonably sharp with FWHMs of about 0.14 eV and
0.2 eV for the S1 3s(+) and S2 3px,y(+) states, respectively. They also have highly
anisotropic angular distributions. These facts are consistent with photoionisation
from the electronic states with mainly Rydberg character. All photoelectron spectra
possess non-zero values of β2 and β4 across the high and low energy photoelectron
peaks. The presence of β4 in the photoelectron angular distribution following single
photon ionisation of the excited state indicates that molecules in the excited state
were aligned at the instant of ionisation [39]. This is discussed in more detail in
section 4.4.
The photoelectron kinetic energy spectra are plotted in Figure 4.5 as a function
of the pump-probe delay time for different photoexcitation wavelengths. All the
time-resolved photoelectron spectra exhibit similar features: a sharp rise of the S2
3px,y(+) component with a subsequent decay on the order of several hundreds of
femtoseconds and consequent rise in the S1 3s(+) component approximately match-
ing the decay of the S2 3px,y(+) component. The S1 3s(+) component does not decay
on the time scale of our experiment, as its fluorescence lifetime is about 1 µs [151].
4.3.3 Timescales
To quantify the dynamics, we fit our experimental photoelectron spectra to a sum of
exponentially decaying spectral profiles convoluted with a Gaussian cross-correlation
of the pump and probe laser pulses g(t),
S(eKE, t) =
∑
i
ci(eKE)e
−t/τi ⊗ g(t), (4.3)
where ci(eKE) is the intensity of the ith decay at a given eKE and τi is its corre-
sponding 1/e decay time.
The S2 3px,y(+) component can be easily separated in the photoelectron spec-
tra. Thus, it is possible to simplify the procedure of finding timescales by fitting
discernible portion of the photoelectron spectra, rather than fitting all the parame-
ters simultaneously. An integration over a certain energy range (E1 to E2) simplifies
equation (4.3):
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Table 4.1: Summary of 1/e decay lifetimes extracted from the fitting procedures
described in the text.
Pump
wavelength
(nm)
Probe
wavelength
(nm)
S2(fast)
lifetime
(fs)
S2(slow)
lifetime
(fs)
FWHM
Cross-correlation
(fs)
233.91 400 337± 43 947± 421 144± 6
236.1 400 348± 22 1389±369 133± 6
238.24 400 358± 37 1106±410 159± 5
241.1 400 352± 22 1079±778 239± 8
243.3 400 359± 22 1749±393 215± 6
245.7 400 314± 39 1199±260 161± 5
251.2 400 383± 20 2768±660 123± 8
251.2 800 304± 31 1945±455 133± 9
S(t) =
∑
i
cie
−t/τi ⊗ g(t), (4.4)
where τi is the ith 1/e decay time and ci =
E2∫
E1
ci(eKE) d(eKE) is its corresponding in-
tensity, which is proportional to the product of the excited state population and the
photoionisation cross-section. A more detailed description of the general data anal-
ysis procedure is provided in chapter 2.7. The lifetime of the S2 3px,y(+) state has
Figure 4.6: Summary of 1/e decay lifetimes of the electronically excited states, listed
in Table 4.1. (a) the fast and (b) the slow 1/e decay times.
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Figure 4.7: Integrated photoelectron counts of the S2 3px,y(+) component (0.7 eV
to 1.2 eV) as a function of pump-probe delay time at (a) 233.9 nm, (b) 236.1 nm,
(c) 238.2 nm, (d) 241.1 nm, (e) 243.3 nm, (f) 245.7 nm, (g) 251.2 nm pump wave-
lengths and 400 nm probe and (h) 251.2 nm pump and 800 nm probe wavelengths.
been determined by fitting the photoelectron signal integrated over 0.70 eV−1.2 eV
to equation (4.4). Two exponential decay components were required to obtain good
agreement between the data and the fit for all excitation wavelengths. Integrated
photoelectron counts and fits of the S2 3px,y(+) component of the photoelectron
spectra are shown in Figure 4.7. The 1/e decay times obtained from the fit to equa-
tion (4.4) are summarised in Table 4.1 and plotted in Figure 4.6. Both decay times
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Figure 4.8: Spectral components of the two decay times derived using the fitting
procedure described in the text for (a) 233.9 nm, (b) 236.1 nm, (c) 238.2 nm,
(d) 241.1 nm, (e) 243.3 nm, (f) 245.7 nm, (g) 251.2 nm pump wavelengths and
400 nm probe and (h) 251.2 nm pump and 800 nm probe wavelengths.
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Figure 4.9: Modelled photoelectron spectra for (a) 233.9 nm, (b) 236.1 nm,
(c) 238.2 nm, (d) 241.1 nm, (e) 243.3 nm, (f) 245.7 nm, (g) 251.2 nm pump wave-
lengths and 400 nm probe and (h) 251.2 nm pump and 800 nm probe wavelengths.
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do not vary significantly with respect to the excitation wavelength. The rise of the
S1 3s(+) state can be reproduced using the decay components of the S2 3px,y(+)
state.
Using the lifetimes summarised in Table 4.1, the time resolved photoelectron
spectra were fitted to equation (4.3) across the entire energy range. As a result,
the decay associated spectra, ci(eKE), for every decay component, i, were obtained.
The positive values of ci(eKE) correspond to exponential decay; negative values of
ci(eKE) correspond to exponential growth. As discussed in section 3.4.4 of chapter 3,
this representation is a valuable method for unravelling relaxation mechanisms from
time-resolved photoelectron spectra as long as exponential kinetics are valid.
The decay associated components obtained from the fits to the experimental data
are shown in Figure 4.8. Two decay times were required to fit the entire energy range.
Both decay times have positive amplitude in the S2 3px,y(+) component region and
negative amplitude in the S1 3s(+) component region of the photoelectron kinetic
energies. This result unambiguously shows that directly populated S2 3px,y(+) state
decays into the S1 3s(+) state. The majority of the S2 3px,y(+) population decays
on the fast timescale of around 350 fs, however, there is a small contribution (about
10%) of the slow component with a timescale of about 1.5 ps. The solid black lines
in Figure 4.8 are the sum over all decay amplitudes and show the directly excited
part of the spectrum. A small amount of the S1 3s(+) is seen to be directly excited
at every wavelength.
The photoelectron spectra shown in Figure 4.9 are reconstructed using the ob-
tained timescales and decay associated components and they reproduce the experi-
mental data shown in Figure 4.5 well.
4.3.4 Photoelectron anisotropy
The photoelectron angular distribution can be characterised in terms of anisotropy
parameters, βi, described in equation (4.1). The anisotropy of the photoelectron
distribution from a particular peak was calculated as a weighted average across the
entire peak in the photoelectron image as explained in the original pBasex paper [96].
Only images with the highest statistics (2× 106 laser shots) were used to calculate
the anisotropy of each state at different time delays. Figure 4.10 shows the evolution
of the β parameters with the pump-probe delay time. The second and fourth order
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Figure 4.10: Time dependent anisotropy parameters described by equation (4.1) and
obtained from the pBasex deconvolution [96]. (a) and (b) anisotropy parameters of
the S1 3s(+) component of the photoelectron spectra and (c) and (d) anisotropy
parameters of the S2 3px,y(+) component of the photoelectron spectra. *An 800 nm
probe wavelength was used for this data set instead of the usual 400 nm probe.
anisotropy coefficients clearly appear in the fit at all delay times. The absolute value
of the anisotropy depends on the probe wavelengths and its dependence on the delay
time is very similar for all excitation wavelengths. The anisotropy of the S1 state
remains constant over the entire studied time range (0−20 ps), while the anisotropy
of the S2 shows a decay over the S2 lifetime.
4.4 Discussion
4.4.1 S2 3px,y(+)
Our experiments show that the S2 3px,y(+) state is directly populated over the entire
range of studied excitation wavelengths (251 nm to 234 nm). The Rydberg nature
of the state suppresses any ionisation processes with δv 6= 0, thus, a photoionisation
from the S2 3px,y(+) state produces a narrow energy photoelectron peak. The
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decay of the S2 state is best described with a biexponential function. The need
for two exponentials agrees with the work of Albert Stolow’s group [54]. They
concluded that two decay constants are required due to a non-exponential kinetic
process. This conclusion is supported by the fact that both decay components have
the same spectral shape (see Figure 4.8) and, thus, belong to the same electronic
state. On the other hand, the Jahn-Teller interaction lifts the degeneracy of the S2
3px,y(+) state providing different diabatic potential energy curves for the orthogonal
components of e′ double degenerate modes [54]. The orthogonal components could
potentially have different decay times but have a sufficiently small energy gap to
be indistinguishable in the photoelectron spectrum with a broadband femtosecond
laser pulse (approximately 200 cm−1).
The 1/e lifetimes obtained with an 800 nm probe are slightly shorter than the
lifetimes obtained with a 400 nm probe (Figure 4.6). One possible explanation is
that the 800 nm probe accesses a slightly different part of the excited state potential
energy surface and its ionisation cross-section is smaller at the location of the S1
3s(+)/S2 3px,y(+) conical intersection than at the vertical excitation point. This
would alter the measured 1/e lifetime for the S2 3px,y(+) state. On the other
hand, ionisation of the S2 3px,y(+) state with the 800 nm probe is a two photon
process which requires more laser intensity in contrast to the single photon 400 nm
probe ionisation. A high electric field intensity can produce a Stark shift, modifying
potential energy surfaces and, thus, altering the dynamics.
In contrast to Albert Stolow group’s results [54], our experimental data do not
reveal any oscillations of the decay components. The reason for this is the different
molecular temperatures. While Albert Stolow’s group used a pulsed nozzle with high
backing pressure, cooling rovibrational motion in the molecular beam, our setup had
a warm effusive molecular source, where numerous hot bands lead to an incoherent
sum of the excited state wavepackets, which reduces the contrast of the electronic
revivals.
Both anisotropy coefficients for the S2 3px,y(+) component, β2 and β4, have
non-zero positive values. The presence of β4 indicates some degree of molecular
alignment at the instant of ionisation. The pump and probe laser field intensities
were too low to cause strong field alignment of the molecules, therefore the most
probable source of the alignment is a preferential excitation of the molecules with a
certain orientation with respect to the laser polarisation. The probability of a single
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photon transition from the initial state |ψi〉 into the final state |ψf〉 is:
σf←i = |〈ψf |E · d |ψi〉|2 , (4.5)
where E is the laser electric field and d is the transition dipole moment. From
equation (4.5), it follows that during the interaction with linearly polarised light,
only molecules which have a component of the transition dipole moment parallel to
the electric field at the instant of interaction will be excited. As the transition dipole
moment generally depends on the molecular orientation, molecules with a certain
orientation will be preferentially excited in the linearly polarised laser field [159, 160].
The anisotropy of the S2 component reduces over the pump-probe delay time.
A possible explanation for this could be the dephasing of the rotational wavepacket
created during the pump step [159, 160]. After the pump step, the initial rotational
alignment rapidly decreases to some constant anisotropic distribution which persists
until the next revival time.
4.4.2 S1 3s(+)
The majority of the S1 3s(+) state is populated through the S2 3px,y(+) /S1 3s(+)
conical intersection, as a result of the non-adiabatic decay of the S2 3px,y(+) state,
which can be seen from the negative contributions in the decay associated spectra
in Figure 4.8. There is no visible dependence in the decay dynamics on the excess
energy in the S2 state (Figure 4.6). Therefore, the S2 3px,y(+) /S1 3s(+) conical
intersection must be located close to the bottom of the S2 3px,y(+) potential well.
The sum of all decay-associated components shows the photoelectron spectrum
of the initially excited states − time zero photoelectron spectrum (black lines in
Figure 4.8). Although, the time zero spectrum consists mainly of the S2 3px,y(+)
peak (∼ 1 eV), there is a small contribution from the S1 3s(+) peak (∼ 0.45 eV).
This contribution is especially visible with the 800 nm probe wavelength. A single
photon excitation S1(
1A′1)←− S0(1A′1) is forbidden in a molecule withD3h symmetry,
however, if torsional vibrational levels are populated the symmetry breaks down and
the transition becomes allowed. Due to the low frequency of the torsional modes
(58 cm−1 [157]) they can be thermally populated, thus allowing a single photon
excitation which has been recently observed [143]. The fact that Figure 4.8 (h)
has a more pronounced initially excited S1 3s(+) component in the photoelectron
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spectrum, tells us that the two photon ionisation process must have a higher cross-
section for the directly excited S1 3s(+) component than for the indirectly populated
one. The only significant difference between these two components is the vibrational
wavepacket in the S1 3s(+) state. There is probably better Frank-Condon overlap
with the ion state for the directly excited S1 3s(+) component than for the indirectly
populated S1 3s(+) component when a 800 nm probe is used.
The photoelectron angular distribution of the S1 3s(+) component shows similar
constant behaviour over the studied wavelength range. A small amount of posi-
tive β4 coefficient remains after the S1 3s(+) ←− S2 3px,y(+) internal conversion
(Figure 4.10 (b)). A single photon ionisation from a s-Rydberg state produces an
electron p-wave, which is independent of the molecular orientation [39]. Therefore,
the non-zero β4 coefficients in the photoelectron angular distribution of the S1 3s(+)
component indicate not only partial preservation of the molecular alignment after
the internal conversion, but also that the S1 3s(+) state does not have a pure 3s-
Rydberg character. The partial axis alignment is consistent with the remaining
molecular axis anisotropy in between molecular revivals [159, 160]. Although the
main contribution to the S1 3s(+) state wavefunction is 3s-Rydberg character, it
also possesses about 10% of valence character [143] which is consistent with our
observation of the non-zero β4 coefficients after a single photon ionisation.
4.5 Conclusion
Ultrafast non-adiabatic dynamics of photoexcited DABCO is another example of
the break-down of the Born-Oppenheimer approximation with an efficient relax-
ation route of the electronically photoexcited state. The relaxation dynamics of the
S2 3px,y(+) follow a biexponential decay function in all cases, which could reflect
either non-exponential kinetics or excitation of two different electronic states formed
due to the Jahn-Teller interaction. A definitive interpretation of biexponential be-
haviour requires time-dependent quantum dynamics simulations. Our obtained time
scales and decay associated spectral components reproduce the experimental data
very well. The excited state population dynamics are independent of the excess
energy in the excited state and it takes a similar time for the wavepacket to reach
an S2 3px,y(+) /S1 3s(+) conical intersection for any excitation wavelength. In ad-
dition to the direct excitation of the S2 3px,y(+) state our analysis revealed a small
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direct excitation of the S1 3s(+) state which is possible due to the breaking of D3h
symmetry by thermal population of the torsional vibrational modes.
Our photoelectron angular distributions show preferential excitation and ionisa-
tion of the DABCO molecule along a certain molecular axis when linearly polarised
light is used. However, angular-dependent cross-section calculations are required for
detailed interpretation of the obtained experimental results.
Chapter 5
Summary and outlook
5.1 Ultrafast internal conversion in aniline
Previously reported studies of aniline photochemistry in the gas phase produced
valuable, although indirect, information on the excited state dynamics of aniline [103,
104, 119]. Our TRPEI experiments of aniline are direct observations of the excited
state relaxation dynamics which lead to some important conclusions. The second
electronically excited singlet state, S2, in aniline is directly excited by a single pho-
ton and relaxes straight to the lower electronically excited singlet state S1 (pipi
∗) in
approximately 200 fs. The measurements of PAD provided experimental evidence
that the S2 state in aniline has a 3s Rydberg character. The decay rate of the
S1 (pipi
∗) state increases with excess energy, following a similar trend observed for
the S1 (pipi
∗) state in benzene and other benzene derivatives [39]. Direct popula-
tion of the S3(pipi
∗) state dominates when aniline absorbs photons at wavelengths
of 240−236 nm. Our analysis of TRPES data allowed us to reach a conclusion
on S3(pipi
∗) relaxation dynamics similar to the conclusion on the S3(pipi∗) state in
azobenzene [43]: that the S3(pipi
∗) state has an efficient relaxation pathway directly
to the ground electronic state associated with dynamics on a phenyl ring.
The observation of these competing non-radiative relaxation channels in aniline
illustrates that its photostability arises from a subtle balance between dynamics on
different potential energy surfaces and between Rydberg and valence states. As
well as providing the motivation to reinvestigate the electronic relaxation of other
chromophores possessing excited electronic states with mixed Rydberg-valence char-
acter, this study highlights the need for time-resolved photoelectron spectroscopy
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with higher energy probe pulses to monitor both the formation of the products of
dissociation and the return of population to the electronic ground state. Such ex-
periments are difficult to perform but were proved to be possible using a VUV laser
source [15].
5.2 Ultrafast internal conversion in DABCO
The excited state dynamics of DABCO show some similar features to the excited
state dynamics of aniline. The S2 3px,y(+) state relaxes back to the lower S1 3s(+)
state, independent of the excess energy. On the other hand, its relaxation dynamics
at any excess energy follow a biexponential decay profile contrary to an expected
single exponential decay for each individual electronic state. A complicated internal
conversion process could cause non-exponential kinetics, although molecular dynam-
ics simulations are required to clarify this case. Our results show direct excitation
of the optically dark S1 3s(+) state due to the population of torsional motions and
distortion of D3h molecular symmetry which agrees with earlier work [143].
The PADs obtained from the TRPEI experiments on DABCO reveal preferential
excitation of certain molecular orientations with linearly polarised light. The PAD
associated with the S1 3s(+) state also reflects a contribution of the valance character
to the S1 3s(+) state. The presence of a valence character in the S1 3s(+) state gives
rise to the β4 anisotropy coefficients which otherwise would be zero. A more detailed
study of the DABCO PAD with better delay time sampling could be performed
using a conventional electron detector based on a CCD camera, instead of a delay
line detector, allowing the data acquisition rates to be significantly increased. The
DABCO molecule is a good candidate for molecular alignment studies because its
PAD is sensitive to the molecular orientation. TRPEI of aligned DABCO molecules
would allow measurements of the PAD in the molecular frame and provide more
detailed information about the molecular orbitals.
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Appendix A
Convolution integrals
A.1 Double integral with variable limits of inte-
gration
A solution of the following double integral is shown in this section:
I1 =
∞∫
−∞
e
− 1
2
(
t−t2
σ2
)2
e−λAt
t∫
−∞
eλAt
′
e
− 1
2
(
t′−t1
σ1
)2
dt′dt. (A.1)
First, the power function in the inner integral has to be rearranged:
− (t′−t1)2
2σ21
+ λAt
′ = − (t′−t1)2
2σ21
+ λA(t
′ − t1) + λAt1 = − (t
′−t1)2−2σ21λA(t′−t1)
2σ21
+ λAt1 =
− (t′−t1)2−2σ21λA(t′−t1)+σ41λ2A−σ41λ2A
2σ21
+ λAt1 = − (t
′−t1)2−2σ21λA(t′−t1)+σ41λ2A
2σ21
+
σ21λ
2
A
2
+ λAt1 =
−(t
′−t1−σ21λA)
2
2σ21
+
σ21λ
2
A
2
+λAt1. In order to simplify this expression, a new variable can
be introduced: x =
t′−t1−σ21λA√
2σ1
, dt′ =
√
2σ1dx.
Exactly the same procedure can be done for the outer integral leading to a new
variable: y =
t−t2+σ22λA√
2σ2
, dt =
√
2σ2dy.
As a result of the above transformations, the resultant convolution integral can
be written as following:
I1 =
∞∫
−∞
e−y
2
e
(σ2λA)
2
2
−λAt2
yk+b∫
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e−x
2
e
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2
dxdy.
(A.2)
It is important to note that the variable integration limit has changed after the
substitution of the new variables: −∞ < x < t−t1−σ21λA√
2σ1
=
y
√
2σ2+t2−σ22λA−t1−σ21λA√
2σ1
=
154
APPENDIX A. CONVOLUTION INTEGRALS 155
y σ2
σ1
+
t2−t1−λA(σ21+σ22)√
2σ1
= ky+ b, where the following substitutions have been made for
our convenience:
σ2
σ1
= k and
t2 − t1 − λA(σ21 + σ22)√
2σ1
= b. (A.3)
Figure A.1: Diagram of orthogonal coordinate systems (x, y) and (p, q). Axis q is
parallel to the integration limit x = ky+ b. New axes (p, q) are rotated by α degrees
with respect to the original (x, y) axes.
The area of integration for the double integral in equation (A.2) is shown in
Figure A.1. While the y axis has infinite limits of integration, integration over the
x axis goes from −∞ until the line x = ky + b. In order to solve this double inte-
gral one can rotate the coordinate system in such a way that integration limits are
decomposed and become independent of the integration variables. Such a transfor-
mation is shown in Figure A.1. The new coordinate system (p, q) is rotated by α
degrees so that one of the axis is parallel to the integration limit x = ky + b. The
angle α can be related to the known parameters of the integration limit:
tanα = k. (A.4)
It is clear from Figure A.1 that the limits of integration in the new coordinate
system are:
−∞ < p < +∞
−∞ < q < b cosα.
(A.5)
The relation between the new and the old coordinates is given by the rotation
matrix, Rα: q
p
 = Rα
x
y
 =
 cosα sinα
− sinα cosα
x
y
 . (A.6)
The Jacobian of the transformation matrix is detRα = 1, thus dxdy = dqdp.
Using transformation (A.6), one can also show that x2 + y2 = q2 + p2. In this light,
the double integral in equation (A.2) can be solved:
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(A.7)
where erf(x) is an error function. cosα can be derived from equations (A.3) and
(A.4) and the trigonometric relation, cosα may be written:
cosα =
√
1
1 + tan2 α
=
√
1
1 + k2
=
σ1√
σ21 + σ
2
2
. (A.8)
The final solution for the double integral I1 is obtained by combining the result of
equation (A.7) with equations (A.3) (A.8) and substituting it into equation (A.2):
I1 = e
(σ2λA)
2
2
−λAt2e
(σ1λA)
2
2
+λAt12σ1σ2
pi
2
(1 + erf(b cosα))
= e
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(
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2σ
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,
(A.9)
where the substitution σ =
√
σ21 + σ
2
2 has been made.
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A.2 Triple integral with variable limits of integra-
tion
A solution of the following triple integral is shown in this section:
I3 =
∞∫
−∞
e
− 1
2
(
t−t2
σ2
)2
e−λBt
t∫
−∞
eλBxe−λAx
x∫
−∞
eλAt
′
e
− 1
2
(
t′−t1
σ1
)2
dt′dxdt. (A.10)
First consider the two inner integrals:
I4 =
t∫
−∞
eλBxe−λAx
x∫
−∞
eλAt
′
e
− 1
2
(
t′−t1
σ1
)2
dt′dx. (A.11)
It is possible to integrate the inner integral over the t′ variable, however, an error
function will be the result of the integration and, thus, analytical integration of the
outer integral would be difficult. One possible option to overcome this problem is
to change the order of the integration:∫ ∫
f(x, t′)dt′dx→
∫ ∫
f(x, t′)dxdt′. (A.12)
Due to the variable upper integration limit, x, in the inner integral the change
of the integration order requires additional considerations. Diagram A.2 shows the
integration area for the double integral (A.11) which has the following borders:
−∞ < x ≤ t
−∞ < t′ ≤ x.
Figure A.2: Integration area of the double integral (A.11) filled with stripes. The
bottom limit of the area is infinity.
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When changing the order of the integration, the area of the integration shown
in diagram A.2 must remain the same. Thus, the correct limits of the integration,
after changing the order of the integration of the double integral (A.11), are:
−∞ < t′ ≤ t
t′ < x ≤ t,
and the double integral changes to:
I4 =
t∫
−∞
eλAt
′
e
− 1
2
(
t′−t1
σ1
)2 t∫
t′
eλBxe−λAxdxdt′. (A.13)
Integration of the inner integral results in the sum of two exponential functions and
expression (A.13) becomes a sum of two integrals:
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(A.14)
Substituting the result from equation (A.14) into the original equation (A.10):
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The double integrals in equation (A.15) have the exact form as the one that has
been solved in Appendix A.2. Therefore the final answer for the triple integral I3 is:
I3 =
piσ1σ2
λA − λB
[
e
σ2λ2B
2 e−λB(t2−t1)
(
1 + erf
(
t2 − t1 − λBσ2√
2σ
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−
e
σ2λ2A
2 e−λA(t2−t1)
(
1 + erf
(
t2 − t1 − λAσ2√
2σ
))]
. (A.16)
Appendix B
Image Inversion software
B.1 Introduction
This appendix contains the description, user manual and brief compilation instruc-
tions for the software used to process and recover 3D velocity map images, using an
inverse Abel transform, from the 2D projections. When using a VMI spectrometer,
the inverse Abel transform is the main routine required in order to recover velocity
spectra and angular distributions (see section 2.6.1). For this purpose, new software,
later referred to as Image Inversion software, has been developed to perform this
task.
Figure B.1: Block diagram of the main modules of the Image Inversion software. The
software consists of data manipulation, inversion algorithm and graphical output
modules. All modules are controlled via a graphical user interface (GUI).
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The source code and the compiled program under Windows XP is provided on
the CD-ROM which is attached to the thesis. The program is divided into several
modules (classes) where every module is responsible for certain tasks. Figure B.1
shows a block diagram of the Image Inversion program. The program structure
can be divided into three main parts: data manipulation, inversion algorithms and
graphical outputs. Each part can contain several classes. All classes are linked
via the main user interface (UI). The data manipulation part currently includes a
class MData which is responsible for 2D and 1D arrays manipulation. The inversion
algorithm part has a single class for the inverse Abel transform based on the pBa-
sex algorithm [96]. This class contains a modified version of the original routines
written by Gustavo A. Garcia. The graphical output part contains two classes for
visualisation of 2D and 1D arrays.
B.2 User manual
B.2.1 Computer requirements.
The program can be compiled under most operating systems (see section B.3),
however, the attached CD-ROM provides a compiled standalone example for Win-
dows XP. The software requires a sufficient amount of RAM in order to perform the
pBasex inversion routine. The amount of RAM depends on the active basis set and
can be estimated according to the following formula:
RAM = NR× NTH× NL× NK× 8 bytes, (B.1)
where NR and NTH are the number of radial and azimuthal bins, IK is the size
of the radial basis set and NL is the order of the Legendre polynomials. NK is
hard-coded to be equal to NR/2. The minimum recommended available RAM for
the program is 256 Mb.
B.2.2 GUI controls.
A layout of the Image Inversion program is shown in Figure B.2. The program GUI
consists of three windows: a control window, a 2D image display window and a
1D image display window. The 2D image display window is used for displaying an
original and inverted VMI and the 1D image display window is used for displaying
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Figure B.2: Layout of the Image Inversion software interface designed for the pro-
cessing of velocity map images. The main controls of the UI (top left), display of
the 2D velocity map image (bottom) and display of the 1D velocity spectrum (top
right).
a velocity spectrum. The control window includes the menu options and the control
panel.
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Menu options.
1. File→Open→ASCII . Opens an ASCII file of the velocity map image. The
Image Inversion program can open files in ASCII format only. Please make
sure that the number delimiters are either tabs or spaces and each line ends
with end of line symbol.
2. File→Open→Settings . Sets up the number of lines which are skipped when
the ASCII file is loading. This option is useful when the image file has a header
that has to be ignored during the data read in.
3. File→Save→All . Saves the following data arrays in the ASCII format: pro-
cessed VMI (.proc), inverted VMI (.inv), photoelectron spectrum (.pes) and
angular distribution (.ang). The first column in the .pes and .ang files cor-
responds to velocity in arbitrary units. The second column in .pes file is the
photoelectron intensity. The second and all subsequent columns correspond to
β parameters placed in ascending order, which were used during the inversion.
β parameters are described in section 2.6.1.
4. File→Save→Image . Saves an image which is currently displayed in the 2D
image window. The image is saved in .jpeg format.
5. Options→Inversion area . By default the program uses complete 2D when
executing the inverse Abel transform routine. When selecting the Within circle
option, only the pixels within the green circle, displayed in the image window,
are used during the image inversion.
6. Options→Settings . Sets up the basis set dimensions for the pBasex algo-
rithm. Save settings saves current program settings into the file user.set and
Load settings loads settings from the file user.set.
7. Operations→pBasex→Generate Basis . Generates a pBasex basis set for
the parameters set in Options→Settings and saves the basis set to the files.
It can take several hours to generate a basis set, depending on the processor
speed and the dimension of the basis set.
8. Operations→Image→Show . Displays an initially loaded image in the 2D
image window. Analogous to Reload button.
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9. Operations→Image→Add . Loads a 2D image from the ASCII file and adds
it to the existing 2D image. The result is displayed in the 2D image window.
10. Operations→Background→Show . Displays a background array in the 2D
image window.
11. Operations→Background→Set . Copies an active (loaded) 2D image into
the background array.
12. Operations→Background→Add . Adds an active (loaded) 2D image to the
background array.
13. Operations→Subtrack bkg . Subtracts the background array from the ac-
tive 2D image.
14. Operations→Invert files. Performs the inverse Abel transform with the
pBasex routine for multiple files and saves the result. After clicking, please
choose multiple ASCII files in the dialog box by holding the Ctrl or Shift keys.
Please make sure that the values of X centre and Y centre in the control panel
are set correctly, before using this function.
15. Operations→Invert a set . Performs the inverse Abel transform with the
pBasex routine for multiple files in all subfolders of the chosen folder and saves
the result. After clicking, please enter a destination folder so you can see all
the subfolders with the data files and press OK. Afterwards, type the desirable
file name. The program will invert all files with the chosen file name in every
subfolder of the chosen folder. Please make sure that the values of X centre
and Y centre in the control panel are set correctly, before using this function.
Control panel.
1. The centre position and the radius of the active circle displayed in the 2D
image window can be controlled by spinboxes X centre, Y centre and Radius.
X centre and Y centre values are used in the inversion routine as the centre
of the image during the conversion from cartesian to polar coordinates.
2. Invert . Performs the inverse Abel transform with the pBasex routine of a
loaded 2D image and displays an inverted image and a velocity spectrum.
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Make sure that the pBasex basis set files exist before attempting the inversion
(see Generate Basis menu option).
3. Reload . Displays an initially loaded image in the 2D image window. Analo-
gous to Operations→Image→Show menu option.
4. Symmetr . Symmetrises the image by mirroring the image with respect to
the vertical line x = X centre and horizontal line y = Y centre.
5. Polar . Converts active 2D image into polar coordinates and displays it in the
2D image window.
6. nL spinbox displays a maximum order of Legendre polynomials used in the
pBasex inversion routine.
7. Odd checkbox defines whether odd Legendre polynomials are used during
the inversion. If unchecked, only the even Legendre polynomials are used.
2D image window. The 2D image window is used for graphical display of any
2D array. The array is displayed using a 256 division colour map loaded from the file
colourmap.py. The image colours can be scaled using the top right slidebar. When
initially loaded, the size of the image is always equal to the actual number of rows
and columns in the data file. It is possible to zoom in/out by adjusting the slidebar
in the top left part of the window. Use the zoom out button in order to return to
the original image size. The number fields in the top left corner display the cursor
position and the pixel content under the cursor. Mouse functions: 1) right button
single click changes the active circle centre to the cursor position; 2) right button
hold and mouse drag changes the active circle centre to the cursor position and the
radius of the circle; 3) left button double click allows to change the pixel content
under the cursor (useful for removing bright pixels).
B.3 Development information and compilation in-
structions
Image Inversion software is based on the Qt cross-platform application framework [161].
Qt framework has several advantages: 1) its applications can be compiled under a
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wide range of the operating systems (Windows, Linux/X11, Mac OS X and others);
2) it is available under the General Public License (GPL) and is freely available for
the development of open source software; 3) it is based on widely used modular C++
class libraries; 4) it has a built in user interface (UI) designer; 5) it is a constantly
developing framework.
Source files. The following source files are included in the Image inversion Qt
project Iminv.pro:
• main.cpp: main program runs the application
• mainwindow.cpp: main GUI window with the control panel
• mimageview.cpp: 2D image display window
• mspectrum.cpp: 1D image display window
• mdata.cpp: data processing class
• pbinversion.cpp: pBasex inversion class
• options.cpp: options handler
Compilation. In order to compile the Image Inversion Qt project, Iminv.pro,
first a Qt development software has to be installed according to the instructions
provided on the Qt website [161]. Open Iminv.pro file with the Qt creator and
follow the Qt manual for the compilation instructions. In addition, the GNU Sci-
entific Libraries (GSL) have to be linked to compile the project and to perform
the pBasex inversion. The compiled GSL dll files for Windows are provided on
the disk; alternatively they can be compiled from the source code provided at
http://www.gnu.org/software/gsl. Under most Linux based OS, GSL may be
installed directly from the package installation manager. Please check that the path
for the location of the GSL in the Iminv.pro is correct.
