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Topological insulators (TIs) and Weyl semimetals (WSMs) are two realizations of topological
matter usually appearing separately in nature. However, they are directly related to each other
via a topological phase transition. In this paper, we investigate the question whether these two
topological phases can exist together at the same time, with a combined, hybrid surface state at
the joint boundaries. We analyze effective models of a 3D TI and an inversion symmetric WSM
and couple them in a way that certain symmetries, like inversion, are preserved. A tunnel coupling
approach enables us to obtain the hybrid surface state Hamiltonian analytically. This offers the
possibility of a detailed study of its dispersion relation depending on the investigated couplings.
For spin-symmetric coupling, we find that two Dirac nodes can emerge out of the combination of a
single Dirac node and a Fermi arc. For spin-asymmetric coupling, the dispersion relation is gapped
and the former Dirac node gets spin-polarized. We propose different experimental realization of the
hybrid system, including compressively strained HgTe as well as heterostructures of TI and WSM
materials.
PACS numbers:
I. INTRODUCTION
The study of topological properties in a semicon-
ductor environment has become a strong and flourish-
ing field in condensed matter physics. Topological in-
sulators (TIs) are the standard materials in this con-
text, well studied both theoretically and experimen-
tally by now1–3. Their semi-metallic counter-parts,
Weyl semimetals (WSMs)4–7, were also proposed to ex-
ist in condensed matter systems decades ago8–10. How-
ever, only very recently with the prediction of con-
crete material realizations11–13 the field has seen an
enormous growth. The experimental proof of the ex-
istence of Weyl points and their corresponding surface
states, called Fermi arcs, followed soon afterwards14–19.
Yet both for fundamental research and application pur-
poses these ”early” WSMs, such as the TaAs family
of non-centrosymmetric monopnictides, are too compli-
cated with many Weyl points (24 for TaAs) in the
Brillouin zone. Simpler materials with eight20–29 and
four30,31 Weyl points have been predicted and observed,
where the latter is the minimal number of Weyl points for
a system with time-reversal symmetry (TRS). Materials
with broken TRS32 could realize the absolute minimum
of two Weyl points, but for that case only theoretical
proposals33–37 exist so far. Most of them rely on mag-
netically doped TIs or TI heterostructures.
TI and WSM are both topological phases that can be
directly connected to each other through quantum phase
transitions10,38. In this paper we want to go a step fur-
ther and study the question whether a system can be
both in the TI and WSM phase at the same time, or
at least support both corresponding surface states, 2D
Dirac surface states and Fermi arcs, on the same surface.
Such a combined phase might exist in HgTe with ap-
plied compressive strain. The strain pushes the Γ8 bands
into one another, creating Dirac points which are then
split by breaking of inversion symmetry through bulk in-
version asymmetry (BIA) terms26. At the same time,
the topological band inversion between the Γ8 and the Γ6
bands remains, leading to the conjecture that this system
could have topological Dirac states and Fermi arcs on its
surface.
A different way to create such a hybrid surface state is
placing a TI and WSM spatially adjacent to each other,
possibly separated by a small, topological trivial buffer
layer. The separate surface states of TI and WSM will
interact, e.g. by Coulomb interaction or tunneling due
to a small overlap of wave functions, forming the hybrid
surface dispersion relation. Previous related research on
adjacent TI and WSM phases39 suggest that at such a
shared surface both Dirac states and Fermi arcs can exist.
However, they were found in different areas of k-space,
mutually excluding one another such that they do not
hybridize at all. Our approach differs from the one cho-
sen in Ref. 39 by considering only a small, perturbative
coupling between the two phases. This ensures that both
TI and WSM surface states survive and can interact with
each other.
We focus in this paper on an analytical study of the
combined surface states generated from the hybridized
TI and WSM. A simplified ansatz offers the possibility to
calculate the surface Hamiltonian analytically, allowing
for a detailed analysis of the surface physics. Depend-
ing on the symmetry of the assumed couplings, the sur-
face dispersion relation shows quite different behavior. In
the case of spin symmetry, two shifted Dirac nodes may
emerge out of the combination of a single Dirac node and
a Fermi arc. For spin-asymmetric coupling, the Fermi arc
gaps out and spin-polarizes the former Dirac node.
The article is organized as follows. We recap effective
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2models for the separate phases of TIs and WSMs38,40–43
and discuss their symmetry properties and surface states
in Sec. II. The coupling of the Hamiltonians and the an-
alytic form of the surface state is discussed in Sec. III.
Sec. IV focuses on the different ways to influence and
tune the combined surface dispersion relation. Possible
experimental realizations are proposed in Sec. V.
II. SEPARATE MODELS
The model of the TI phase we will use was originally
derived for the Bi2Se3 family of materials in Refs. 40,
41. It contains four bands and serves as a minimal, but
general, TI model. The Weyl Hamiltonian considered in
the following originates from Refs. 42,43. It contains two
bands and models an inversion symmetric type I or II
WSM with two Weyl points. We simplify the models as
far as possible without losing too much versatility. It is
important to retain terms quadratic in momentum for
the introduction of the surface in the z direction. This
is done via hardwall boundary conditions on a half space
z ≤ 0 or z ≥ 0.
A. Topological Insulator
The effective Hamiltonian for a 3D TI is given by the
4x4 matrix40,41
HTI =
(
M(k)τ3 +Bkzτ2 + Cτ0 iAk−τ1
−iA∗k+τ1 M(k)τ3 +Bkzτ2 + Cτ0
)
(2.1)
with M(k) = M0 + M1
(
k2‖ + k
2
z
)
, k2‖ = k
2
x + k
2
y and
k± = kx ± iky = k‖e±iφk . In the original derivation for
Bi2Se3 the Pauli matrices ~τ describe an orbital degree of
freedom. HTI is written in a spin-up/down basis, rep-
resented by the Pauli matrices ~σ in the following. The
coupling A = |A| eiφA can in principle be complex. The
model is in the strong TI phase for M0M1 < 0.
We define the inversion operator PTI = σ0 ⊗ τ3 and
time-reversal operator TTI = iσ2⊗ τ0K with K the com-
plex conjugation operator. HTI is symmetric under both
operations, fulfilling
P †TIHTI (−k)PTI = HTI (k) ,
T †TIHTI (−k)TTI = HTI (k) .
(2.2)
The bulk dispersion relation is double degenerate and
given by
ETI = C ±
√
|A|2 k2‖ +B2k2z +M(k)2. (2.3)
Based on the method described in App. A, the surface
states can be calculated analytically. We assume opposite
surfaces to be well separated, which offers the possibility
to treat them individually. Thus in the calculation we
FIG. 1: Bulk and surface dispersion relations, Eqs. (2.3) and
(2.6), of the TI model. The surface band is plotted in cyan.
Parameters: C = 0, M0 = −1, M1 = 1, A = 1, B = 1, kz = 0.
only consider one of them via hardwall boundary condi-
tions at z = 0. The surface wave function is then given
by
Ψ (z) =
1√
2
(
eikz,1z − eikz,2z)( ± iηAk−|A|k‖ ψη
ψη
)
(2.4)
with ψη =
1√
2
(
1
η
)
and the inverse localization length
ikz,12
= 12M1
[
−ηB ±
√
4M1
(
M0 +M1k2‖
)
+B2
]
. The
sign η = ± depends on the surface, η = −sgn
(
B
M1
)
(upper surface) or η = sgn
(
B
M1
)
(lower surface).
The existence condition for the surface state, see
App. A, is
M1
(
M0 +M1k
2
‖
)
< 0 (2.5)
stressing the importance of being in the inverted regime.
The surface Hamiltonian (dispersion relation) is ob-
tained from HTI by projecting out the orbital (orbital &
spin) degrees of freedom with the help of ψη (Ψ (z)). We
find the usual Dirac form
HsurTI =
(
C iηAk−
−iηA∗k+ C
)
; EsurTI = C ± |A| k‖,
(2.6)
experiencing spin-momentum locking, with the angle
φA+
ηpi
2 between the spin projection and momentum vec-
tor in the x-y plane. The combined dispersion relations
of the bulk and surface of the TI are shown in Fig. 1.
3B. Inversion symmetric Weyl Semimetal
A WSM exists in different flavors. On the one
hand, one distinguishes type I and type II depending
on preserved or broken Lorentz invariance at the Weyl
points44–46. Secondly, either time-reversal or inversion
symmetry has to be broken to get from a Dirac to a
Weyl semimetal. For all these phases minimal models
have been proposed in the literature38,42,43,47.
For simplicity, we focus on the model with broken time-
reversal and preserved inversion symmetry, as it has the
minimal number of one pair of Weyl points. The Hamil-
tonian is
HW = t(k)τ3 + vzkzτ2 + vykyτ1 + γt
(
k2x − k2W
)
τ0 (2.7)
with t(k) = t
(
k2‖ + k
2
z − k2W
)
. The degree of freedom
described by the Pauli matrices ~τ can be orbital, spin
or a combination of the two, depending on the specific
material realization. For the concrete form of the sym-
metry operations considered in the following we assume
a spinless system43. The two Weyl points are specified
by kx = ±kW . The parameter γ leads to a tilting of the
dispersion relation at the Weyl points. For |γ| < 1 one
has a type I, otherwise a type II WSM. Expanding HW
around kx = ±kW yields a Hamiltonian with linearized
Weyl form
H linW = vykyτ1 + vzkzτ2 ± 2tkW kx (τ3 + γτ0) . (2.8)
The Hamiltonian HW fulfills the symmetry conditions
P †WHW (−k)PW = HW (k) ,
T †WHW (−k)TW 6= HW (k)
(2.9)
with the inversion operator PW = τ3 and time-reversal
operator TW = τ0K with K the complex conjugation
operator. Hence, parity is preserved and time-reversal
symmetry broken.
The bulk dispersion relation is then given by
EW = γt
(
k2x − k2W
)±√v2yk2y + v2zk2z + t(k)2. (2.10)
The surface states can be calculated analytically based on
the method discussed in the App. A. Their wave function
is given by
Ψ (z) =
(
eikz,1z − eikz,2z)ψη (2.11)
with ψη =
1√
2
(
1
η
)
and inverse localization length
ikz,12
= 12t
[
−ηvz ±
√
4t2
(
k2‖ − k2W
)
+ v2z
]
. The sign
η = ± depends on the surface; η = −sgn ( vzt ) (upper
surface) or η = sgn
(
vz
t
)
(lower surface).
The existence condition for the surface state is
k2‖ < k
2
W (2.12)
FIG. 2: Bulk and upper surface dispersion relations,
Eqs. (2.10) and (2.13), of the Weyl model. The surface band
is plotted in red.
Parameters: γ = 1
4
, kW = 1, t = 1, vy = 1, vz = 1, kz = 0.
such that Fermi arcs can only exist between the Weyl
points.
Hence, the surface dispersion relation yields the known
Fermi arc spectrum
EsurW = γt
(
k2x − k2W
)
+ ηvyky. (2.13)
The combined dispersion relations of the bulk and surface
of the WSM are shown in Fig. 2.
III. COUPLED SYSTEM
The Hamiltonians and surface wave functions of the
TI and WSM phases discussed in Sec. II are very simi-
lar. Thus, we conjecture that also the combined system
may have surface states which can be calculated by the
simplified method described in App. A. This will allow
us to discuss the surface physics analytically.
In this section, we define the combined Hamiltonian
and discuss the couplings allowed by symmetry under the
assumptions that certain symmetries are preserved. The
surface state Hamiltonian and wave function are derived
and the limitations due to the approximated calculation
method are discussed.
The combined Hamiltonian of the TI and WSM phases
is defined by
HWTI =
(
HTI HC
H†C HW
)
(3.1)
with the coupling HC . Such a coupling can be regarded
as a tunneling Hamiltonian approach where HC (weakly)
4couples the two entities HTI and HW . A similar ap-
proach has been considered in Ref. 48 to combine topo-
logical systems of different kinds with each other and
study their emerging physics. The combined symmetry
operator for inversion symmetry is now given by
PWTI =
(
PTI 0
0 PW
)
. (3.2)
As time-reversal symmetry is already broken in the sub-
system of the WSM, it will also be absent in the com-
bined system. The study of the effect on the TI of such
a breaking of time-reversal symmetry via coupling, ap-
plicable e.g. in the setup of spatially separate Weyl and
TI phases as depicted in Fig. 8 (b), is one of the goals of
this paper. The stability of gapless edge states to time-
reversal symmetry breaking perturbations such as mag-
netic fields49 and considerable Coulomb interaction50 is
an active research topic and has been experimentally ob-
served in 2D. It is proposed that crystalline symmetries
such as inversion or rotational symmetries protect the
gapless edge states in the absence of time-reversal sym-
metry. As inversion symmetry is preserved in our system,
we conjecture that the use of the gapless TI model can be
justified even in a time-reversal breaking environment.
Applying the inversion operator to the Hamiltonian,
following Eqs. (2.2) and (2.9), yields restrictions for the
allowed couplings assuming that this symmetry is not
broken. As the symmetry operator is block-diagonal,
these restrictions do not depend on HW or HTI .
For an inversion symmetric system, the couplings pro-
portional to τ3 and τ0 have to be even in momentum,
while the ones proportional to τ2 and τ1 have to be odd
in momentum. We choose the following representation
HC,IS =
(
Hc,IS
H˜c,IS
)
(3.3)
with
Hc,IS = d(k‖)τ3 + c1k+τ2 + b1k+τ1 + a(k‖)τ0, (3.4)
where d(k‖) = d0 + d2k2‖, a(k‖) = a0 + a2k
2
‖, and
H˜c,IS having the same structure. This choice ensures
the preservation of parity for the combined system. The
size of the terms depends on the concrete experimental
realization, where the best candidate materials for our
proposal have yet to be identified. In the case of two
spatially separate Weyl and TI systems, as depicted in
Fig. 8 (b), the coupling parameters can be calculated
from the overlap of the wave functions of the different
materials. As an example, this is done in Ref. 51 for a
bilayer HgTe quantum well system by fitting a k·p model
to experimentally obtained band structures. In general,
all symmetry allowed couplings can be relevant for the
following discussion.
In this paper however, coupling terms proportional to
kz are not considered, for simplicity. This is a physically
reasonable assumption at least for the surface states if
one assumes them to be 2D, perfectly localized in the z-
direction. Close to the Weyl points or the TI bulk band
edge where the surface states delocalize a kz dependent
coupling should be taken into account.
The ansatz we will consider is
Ψ (z) =
(
eikz,1z − eikz,2z)
 L1 (k±)ψηTIL2 (k±)ψηTI
L3 (k±)ψηW
 (3.5)
with ψη =
1√
2
(
1
η
)
. This is a special case of the
general form of the surface wave function Ψg (z) =∑
j aje
ikz,jzψ (k±, kz,j), j ∈ {1, ..., 6}. Its choice is moti-
vated by the ability to obtain analytical solutions for the
surface states. Physically it means that we only consider
solutions were the TI and WSM surface states have the
same exponential localization with the same localization
length. This implies that phase transitions of the sub-
systems, such as normal insulator (NI) to TI or NI to
WSM, can not be discussed separatly in this treatment.
However, for a system deep in the TI and WSM phase,
the simplification should not alter the essential physics.
We have checked numerically that small differences in
the localization lengths of the subsystems do not alter
the surface dispersion relations in a qualitative way, see
App. B.
Projecting the Hamiltonian Eq. (3.1) on the surface,
this separates the eigenvalue equation into simpler prob-
lems
HsurWTI
 L1L2
L3
 = EsurWTI
 L1L2
L3
 , (3.6)
HkzWTI
 L1L2
L3
 = 0 (3.7)
with the Hamiltonians
5HsurWTI =
 C iηAk− a(k‖) + ηb1k+−iηA∗k+ C a˜(k‖) + ηb˜1k+
a(k‖)∗ + ηb∗1k− a˜(k‖)
∗ + ηb˜∗1k− γt
(
k2x − k2W
)
+ ηvyky
 , (3.8)
⇒
part. diag.
 C + |A| k‖ 0 H˜c + eiφ
A
kHc
0 C − |A| k‖ H˜c − eiφAkHc
H˜∗c + e
−iφAkH∗c H˜
∗
c − e−iφ
A
kH∗c γt
(
k2x − k2W
)
+ ηvyky
 , (3.9)
HkzWTI =
 M (k)− iηBkz 0 d(k‖)− iηc1k+0 M (k)− iηBkz d˜(k‖)− iηc˜1k+
d(k‖)∗ − iηc∗1k− d˜(k‖)∗ − iηc˜∗1k− t (k)− iηvzkz
 (3.10)
for η = ηTI = ηW . In Eq. (3.9), we partially diago-
nalize the Hamiltonian and define φAk = φk − φA − η pi2 ,
Hc = a(k‖) + ηb1k+ and H˜c = a˜(k‖) + ηb˜1k+. This will
help in the interpretation of the surface dispersion rela-
tion in terms of coupled Dirac cone and Fermi arc. In the
case of η = ηTI = −ηW , one has to replace in Eqs. (3.8) -
(3.10) a(k‖)↔ d(k‖), b1 ↔ ic1, vy → −vy and vz → −vz.
We will focus in the following on the former, ηTI = ηW ,
case. Taking
(
L1 L2 L3
)T
as the same eigenvector in
Eqs. (3.6) and (3.7), the latter can only be fulfilled by fur-
ther restrictions on the parameters. We choose a locking
between some of the TI and the WSM parameters, i.e.
t(k) = νM(k) and vz = νB with ν a constant (set to 1 in
the following). This ensures the same localization length
for the two subsystems. Additionally, the couplings c1
and d(k‖) are set to be 0 for simplicity. Therefore the to-
tal coupling does not change the original orbital character
of the TI and WSM surface states, being eigenstates of
the τ1 matrix with fixed eigenvalue + or −. With regard
to these restrictions, we have checked that the neglected
couplings can be considered numerically with only quan-
titative changes to the surface dispersion relations, see
App. B.
In total, this leads to the same quadratic equa-
tion for kz as in the pure TI case, ikz,12
=
1
2M1
[
−ηB ±
√
4M1
(
M0 +M1k2‖
)
+B2
]
. The exis-
tence condition is again
M1
(
M0 +M1k
2
‖
)
< 0 (3.11)
and the (unnormalized) eigenvectors are given by L1L2
L3
 =
 (EsurWTI − C)Hc + iηAk−H˜c(EsurWTI − C) H˜c − iηA∗k+Hc
(EsurWTI − C)2 − |A|2 k2‖
 . (3.12)
The eigenenergies EsurWTI are too lengthy to state them
here, but can also be derived analytically.
The obtained solution leads to the possibility to tune
bulk and surface dispersion relations rather indepen-
dently. Parameters Mi and B influence the surface dis-
persion relation only indirectly via the existence condi-
tion and finite γ parameter, while they strongly influence
the bulk band structure as will be shown in the next sec-
tion. Tuning the coupling constants vy, A, a
(
k‖
)
, b1 and
their relative phase will still provide a rich parameter
space to be explored below.
IV. SURFACE DISPERSION RELATION
In this section, we discuss the influence of the different
coupling parameters on the combined surface states of
TIs and WSMs. Depending on the choice of symmetries
of the coupling, observed phenomenas are the generation
of additional Dirac points in the dispersion relation or
the spin polarization of certain surface bands.
A. Uncoupled scenario
Beginning with the uncoupled case, HC,IS = 0, the
dispersion relations of the surface and bulk states are
shown in Fig. 3. The black lines denote the bulk disper-
sion relation, cyan (from blue (green) for spin up (down))
and red stand for the TI and WSM surface states, re-
spectively. The two black dots give the position of the
bulk Weyl points. We note that the surface states origi-
nate at the bulk states, but cross them unaffectedly. To-
gether with the fact that one can tune the bulk gap M0
without changing the surface dispersion relation (aside
from the existence condition), we find the possibility to
discuss the bulk and surface dispersion relations rather
separately from each other. It will always be possible
to increase the bulk gap and the distance between the
two Weyl points such that the interesting surface physics
happens in regions of the Brillouin zone where no bulk
state is located. Therefore, we will focus in the follow-
ing on tuning of the surface dispersion relation only. In
numerical calculations, see App. B, purely exponentially
decaying surface states do not coexist with bulk states
at the same energy and momenta. This is due to finite
hybridization between the bulk and surface states.
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FIG. 3: (a) and (b) Bulk and upper surface dispersion re-
lations of the uncoupled TI and WSM models. Color code:
Black lines for the bulk states, red for WSM character and
cyan for the TI character of the surface states. (c) 3D plot
of the surface dispersion relation. The two black dots denote
the position of the bulk Weyl points.
Parameters: C = 1
2
, M0 = −1, M1 = 1, B = 1, kz = 0,
γ = − 1
4
, A = 1, vy = 1, a(k‖) = b1 = 0, Hc = H˜c.
B. Real, spin-symmetric coupling: Creation of
additional Dirac points
A straight-forward way to couple TI and WSM is a
real and spin-symmetric coupling via a(k‖) > 0 or b1 > 0
with Hc = H˜c. This kind of coupling leads generally to
two Dirac points in the combined surface dispersion rela-
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FIG. 4: (a) Bulk and upper surface dispersions relation of the
TI & WSM model with real, spin-symmetric coupling. Color
code: Black lines for the bulk states, red for WSM character
and cyan for the TI character of the surface states. (b) 3D
plot of the surface dispersion relation. Two Dirac points are
visible.
Parameters: C = 1
2
, M0 = −1, M1 = 1, B = 1, kz = 0,
γ = − 1
4
, A = 1, vy = 1, a(k‖) = 14 , b1 = 0, Hc = H˜c.
tion, as plotted in Fig. 4. One Dirac point is just shifted
by the coupling to the Weyl surface state. The other
one is created out of the Weyl and Dirac states along a
momentum direction where there is no coupling between
these two bands. Under the assumption that both spin
species couple equally strong to the WSM, |H˜c| = |Hc|,
there is always such a momentum direction φk where one
part (hole or electron) of the Dirac cone is not coupled
to the WSM surface state, while the other part is maxi-
mally coupled, see Eq. (3.9) above. For the lower, hole-
like cone, using the parameters in Fig. 4, this direction
is φk = −pi2 , thus the negative ky axis with kx = 0. The
dispersion relation is then E = C + Aky corresponding
to the cyan line in Fig. 4 (a) which crosses the other two
straight lines.
Considering finite couplings a0 6= 0 or b1 6= 0 gives
only quantitative differences in the dispersion relations
(not shown). The Dirac point generation is unaffected,
7except for the special case where the Dirac point and
Fermi arc cross only at kx = ky = 0. As in this case
the coupling for b1 6= 0 is absent in this point, no second
Dirac point is generated.
A perturbative calculation can provide some insight
into both kinds of Dirac points. We take the surface
Hamiltonian, Eq. (3.8), and treat one band as a pertur-
bation to the other two.
For the shifted Dirac point one directly finds in 2nd
order perturbation theory in the coupling
H1D =
(
C iηAk−
−iηA∗k+ C
)
+
1
C − γ (M0 +M1k2x)− ηvyky
( |Hc|2 HcH˜∗c
H˜cH
∗
c |H˜c|2
)
.
(4.1)
Evidently, a difference in the absolute values of the cou-
pling between the Weyl system and the different spin
species of the TI system will open a gap. In the limit of
spin degeneracy, where Hc = H˜c, we insert the coupling
from Eq. (3.4), expand Eq. (4.1) for small momenta and
find
H1D =
(
C iηAk−
−iηA∗k+ C
)
+
|a0|2
C − γM0
(
1 1
1 1
)
+O (k±)
(4.2)
corresponding to a Dirac cone shifted in energy and mo-
mentum by the coupling. For real A the shift occurs in
the ky direction as shown in Fig. 4.
The creation of the second Dirac point can be un-
derstood from a similar calculation. The perturbative
Hamiltonian for this Dirac point is given by
H2D =
 C − |A| k‖ 1√2Hc
(
1− eiφAk
)
1√
2
H∗c
(
1− e−iφAk
)
γ
(
M0 +M1k
2
x
)
+ ηvyky − |Hc|2 1+cos(φ
A
k )
C+|A|k‖−γ(M0+M1k2x)−ηvyky
 . (4.3)
The off-diagonal elements vanish along the momentum
direction φk = φA + η
pi
2 . Thus, Weyl and Dirac surface
states are uncoupled in one point. This point becomes
the new Dirac point, and setting the diagonal elements
of Eq. (4.3) equal, this gives its precise value kD. For the
parameters used in Fig. 4, the Dirac point kD is on the
negative ky axis, with the corresponding Hamiltonian
H2D =
 C +A (kD + ky) 1√2kx (b1 + i a0kD )
1√
2
kx
(
b1 − i a0kD
)
C +A (kD − ky) + 2fdi(kx, ky)

(4.4)
including the distortion fdi(kx, ky) = (A− vy) ky +
2b1(a0kx−x1kDky)+AkDky(A−vy)
C−(A−vy)kD−γM0 and kD =
vy(C−γM0)−
√
2a20(A2−v2y−2b21)+(A2−2b21)(C−γM0)2
A2−v2y−2b21 . The
Dirac point is stable for any real combination of spin-
symmetric couplings. A finite distortion fdi 6= 0 tilts the
Dirac cone but does not open a gap.
The number of Dirac points in the surface disper-
sion relation can be extended further by a coupling that
changes sign as a function of kx and ky, e.g. by setting
a0 > 0 and a2 < 0 or a combination of a0 6= 0 and
b1 6= 0. The positions in k-space where the coupling is
zero and TI and WSM surface state intersect will then
harbor additional Dirac points, see Fig. 5.
C. Spin-asymmetric coupling: Creation of gaps &
spin polarization
The spin-up and spin-down TI bands do not need to
have the same coupling to the WSM. If the absolute val-
ues are different, |Hc| 6= |H˜c|, the Dirac points in the
surface dispersion relation are gapped out, see Eq. (4.1)
and Fig. 6. The bulk Weyl points are, however, unaf-
fected. The resulting bands are partly spin polarized as
shown in Fig. 6. The weaker coupled spin up electrons
form a band with the Weyl surface state at intermediate
energies, while the stronger coupled spin down electrons
are pushed into the upper and lower bands. Considering
a finite b1 6= 0 instead of a a0 coupling, only the lower
Dirac point will split. As the upper one is located at
kx = ky = 0 for a pure momentum dependent coupling,
the effective coupling between the WSM and TI surface
states is zero here.
D. Phase-shifted coupling: Moving Dirac points,
tilting dispersion relation
Including complex coupling constants, this offers addi-
tional ways to alter the bulk and surface spectrum. In
general, the dispersion relation will look much less sym-
metric compared to the previous, real couplings.
Assuming H˜c = Hc, one can directly conclude from the
Hamiltonian in Eq. (3.9) that a complex coupling A = i
will lead to two Dirac points lying on the kx, rather than
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FIG. 5: (a) Bulk and upper surface dispersion relations of the
TI and WSM models with a coupling that changes sign. Color
code: Black lines for the bulk states, red for WSM character
and cyan for the TI character of the surface states. (b) 3D
plot of the surface dispersion relation. Four Dirac points are
visible.
Parameters: C = 1
2
, M0 = −1, M1 = 1, B = 1, kz = 0,
γ = − 1
4
, A = 1, vy = 1, a0 =
1
4
, a2 = − 12 , b1 = 0, Hc = H˜c.
on the ky axis as discussed in Sec. IV B. This is confirmed
in Fig. 7. One also sees that the bulk Weyl points lie not
on the kx axis, but are rotated by the complex coupling.
Yet the rotation is much smaller than the pi/2 rotation
of the surface Dirac points.
The same effect is obtained by a complex phase differ-
ence between the couplings Hc and H˜c. It can even undo
the rotation induced by A = i. Note also that in the spin-
symmetric case, already for real and finite a(k‖) and b1
the Weyl points are rotated away from the kx axis. Here
the effective coupling is complex, with a phase changing
with k±. Supplementing this with a complex a(k‖), this
can again lead to points where the effective coupling is
zero, resulting in additional Dirac points like in Sec. IV B.
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FIG. 6: (a) Bulk and upper surface dispersion relations of
the TI and WSM model with an spin-asymmetric coupling.
Color code: Black lines for the bulk states, red for WSM char-
acter and blue (green) for the TI spin up (down) character of
the surface states. (b) Character of the three surface bands,
shifted for clarity. (c) 3D plot of the surface dispersion rela-
tion. All Dirac points are gapped.
Parameters: C = 1
2
, M0 = −1, M1 = 1, B = 1, kz = 0,
γ = − 1
4
, A = 1, vy = 1, a(k‖) = 14 , a˜(k‖) =
2
4
, b1 = b˜1 = 0.
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FIG. 7: (a) and (b) Bulk and upper surface dispersion re-
lations of the TI and WSM model with a complex coupling.
Color code: Black lines for the bulk states, red for WSM char-
acter and cyan for the TI character of the surface states. (c)
3D plot of the surface dispersion relation. Two Dirac points
on the kx axis are visible.
Parameters: C = 1
2
, M0 = −1, M1 = 1, B = 1, kz = 0,
γ = − 1
4
, A = i, vy = 1, a(k‖) = 14 , b1 = 0, Hc = H˜c.
V. EXPERIMENTAL REALIZATION
We propose two ways to realize the physics of hybrid
TI and WSM phases in an experimental setup. First,
FIG. 8: Possible experimental realizations: (a) Bulk materials
being in the combined 3D TI and WSM phase will naturally
have hybrid surface states. (b) A heterostructure where TI
and WSM phases are adjacent to each other will exhibit hy-
brid surface states for finite coupling HC 6= 0, provided e.g.
by Coulomb interaction or tunneling.
a material that naturally is in this combined phase will
have corresponding surface states, as depicted in Fig. 8
(a). Compressively strained HgTe is a candidate mate-
rial for this phase: the compressive strain pushes the Γ8
bands against each other creating Weyl points26, in addi-
tion to the prevailing topological band inversion between
the Γ8 and Γ6 bands. A difference to our calculation is
the preserved time-reversal symmetry, leading to eight
Weyl points in HgTe instead of two. However, if HgTe
is doped with Mn the number of Weyl points could be
reduced by a (partial) magnetic ordering.
The second realization consists of a WSM in contact
with a 3D TI, possibly separated by a thin buffer layer
as depicted in Fig. 8 (b). This should lead to a hybrid
surface state at the joint boundary. The finite coupling
HC could be provided by tunneling or Coulomb inter-
action. While this surface state is not exactly of the
form of the ansatz in Eq. (3.5), the surface Hamilto-
nian, Eq. (3.8), should still be valid with the modification
η = ηTI = −ηW . As several proposals of TRS-broken
WSM with two Weyl points are based on magnetically
doped 3D TI materials33–36, the fabrication of the de-
scribed hybrid system should be technically feasible.
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VI. CONCLUSION & OUTLOOK
We have analyzed a hybrid system composed of a
3D TI coupled to an inversion symmetric, TRS-broken
WSM. In the spirit of a tunnel coupling approach be-
tween the two topological phases, the use of a simplified
ansatz made it possible to find an analytical solution for
the surface states. The resulting surface Hamiltonian,
Eq. (3.8), is a major result of this paper. The dispersion
relation of the hybrid system shows different phenomena
depending on the assumed coupling between WSM and
TI. Preserved spin symmetry e.g. leads to the creation of
additional Dirac points in the surface dispersion relation.
Breaking of spin symmetry on the other hand, this opens
gaps and induces spin polarization in the former Dirac
surface cone. As an experimental realization we have
presented both strained HgTe, which might naturally be
in the discussed hybrid phase, and a heterostructure of TI
and WSM. In the latter case, the joint boundary would
harbor the interesting hybrid surface state.
There are several directions how to proceed with this
research. Looking for measurable consequences, e.g. in
transport or spectroscopy, of the new hybrid surface
states should be the most immediate one. We expect, for
instance, that different Dirac points will give rise to dif-
ferent minima in the conductivity, similar to the graphene
case52,53. An extension to time-reversal symmetric WSM
is another one. For this, one should use a 4x4 Hamilto-
nian for the WSM, which offers the possibility of more
involved Fermi arcs on the surface, e.g. including spin po-
larization along the arcs54,55. TaIrTe4
30,31 with its four
Weyl points could be a candidate material for a hybrid
system of this kind.
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Appendix A: Hardwall boundary condition 2x2
In this section, we recap a simple method for calcu-
lating exponentially localized boundary states of a 2x2
Hamiltonian following Ref. 41 and references therein. We
introduce hardwall boundary conditions on a half space
z ≤ 0 or z ≥ 0. Thus, the surface state is localized at
z = 0 and decays either in direction z → −∞ (upper
surface) or z → +∞ (lower surface). The state should
fulfill the eigenvalue equation
HΨ (z) = EΨ (z) (A1)
with H =
[
h4
(
k2‖ + k
2
z
)
+ h3
]
τ3 +h2kzτ2 +h1 (k±) τ1 +
h0τ0 and hj being real constants or functions of k±.
The Hamiltonian can represent a topological insulator
or Weyl semimetal depending on the chosen hj .
The general ansatz for the eigenstate is
Ψg (z) =
∑
j∈{1,2}
aje
ikz,jzψ (k±, kz,j) , (A2)
which could be used to solve for the surface states of
Eq. (A1) in the usual manner. Due to the specific struc-
ture of our Hamiltonian, we can choose a simplified ver-
sion of the ansatz, given by
Ψ (z) =
(
eikz,1z − eikz,2z)ψ (k±) . (A3)
The relative sign ensures that the wave function vanishes
at z = 0. The ansatz offers the possibility to separate
Eq. (A1) into two parts
[h1 (k±) τ1 + h0τ0] Ψ (z) = Eτ0Ψ (z) (A4)
{[h4(k2‖ + k2z) + h3]τ3 + h2kzτ2}Ψ (z) = 0. (A5)
Eq. (A4) is independent of kz and can be solved for
the surface dispersion relation E, while the solution of
Eq. (A5) defines the two quantized values of kz needed
for the surface eigenstate.
Following this procedure, ψ (k±) = f (k±)ψ± is taken
to be proportional to the eigenstate of the τ1 Pauli ma-
trix, τ1ψ± = ±ψ± and
ψ± =
1√
2
(
1
±1
)
(A6)
with f (k±) = 1. Using τ2ψ± = ∓iψ∓ and τ3ψ± = ψ∓,
Eq. (A5) reduces to the quadratic equation
h4
(
k2‖ + k
2
z
)
+ h3 − ηih2kz = 0 (A7)
with η = ± the sign inherited from ψ±. Solving for kz,
we find the two solutions
ikz,12
=
1
2h4
[
−ηh2 ±
√
4h4
(
h3 + h4k2‖
)
+ h22
]
. (A8)
In order to obtain a wave function, exponentially decay-
ing of the form of Eq. (A3), both ikz,12
need a real part
of the same sign. For real hj , this gives us the existence
condition
h4
(
h3 + h4k
2
‖
)
< 0. (A9)
Depending on the sign of h2/h4 and the direction in
which the wave function should decay, z → +∞ or
z → −∞, one chooses the corresponding eigenstate ψ±,
fixing
η = −sgn
(
h2
h4
)
, top; η = sgn
(
h2
h4
)
, bottom. (A10)
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The surface dispersion relations and wave functions are
then given by
Esur = h0 + ηh1 (k±) ; Ψ (z) =
(
eikz,1z − eikz,2z)ψη.
(A11)
The localization length is lc = max
{∣∣∣1/<(ikz,12)∣∣∣}.
The surface solution described in this section fulfills the
eigenvalue Eq. (A1) and is thus a valid, non-perturbative
eigenstate of the Hamiltonian. Calculating the surface
state with the general ansatz (A2), this gives the same
dispersion relation as for the simplified ansatz (A3) for
the TI model in Sec. II A.
Appendix B: Numerical validation of approximate
solution method
In this article we use an analytical method to calcu-
late the localized boundary states, described in App. A.
It requires certain restrictions on the parameters of the
coupled TI-Weyl Hamiltonian, such as the same localiza-
tion length for both TI and Weyl phase and half of the
symmetry allowed couplings to be zero, see Sec. III.
These constraints might seem quite restrictive. In or-
der to proof the general applicability of our results, we
have checked numerically that the neglected couplings
have no qualitative effect on the surface band structure
if kept reasonably small. The same is true for variations
that alter the localization lengths of the subsystems. The
numerical method is similar to the analytical approach:
We solve for exponentially localized surface wave func-
tions on the half space z ≤ 0 or z ≥ 0 with hard-wall
boundary condition at z = 0. The differences to the ap-
proximate solution is the use of the full ansatz for the
wave function, i.e.
Ψg (z) =
∑
j∈{1,...,6}
aje
ikz,jzψ (k±, kz,j) . (B1)
As an example, we take the case of the generation of
the second Dirac point, discussed in Sec. IV B and de-
picted in Fig. 4. Besides the finite a0 =
1
4 , we add an ad-
ditional coupling d0 =
1
8 or change the localization length
of the Weyl Hamiltonian by setting vz =
3
4 6= B = 1 and
t = 54 6= M1 = 1. The latter choice leads then to differing
localization lengths of the separate systems of
ikz,TI =
1
2
 B
M1
±
√
4
(
k2‖ − 1
)
+
(
B
M1
)2 , (B2)
ikz,WSM =
1
2
[
vz
t
±
√
4
(
k2‖ − 1
)
+
(vz
t
)2]
. (B3)
The resultant dispersion relations are shown in Fig. 9,
depicted by blue dots. The analytical solution for the
a0 =
1
4 coupling alone is displayed as a continuous sur-
face.
FIG. 9: Dispersion of the upper surface of the combined TI
and WSM models. The continuous surface is the analytical
solution from Fig. 4, the blue dots represent the full numerical
solution. In (a) the additional coupling d0 =
1
8
was considered
in the numerical solution, in (b) the altered parameters vz =
3
4
6= B = 1 and t = 5
4
6= M1 = 1. The large black dots denote
the position of the Weyl notes of the analytical solution.
First we notice that the numerical and analytical solu-
tion agree very well and show no qualitative difference.
The added coupling d0 =
1
8 in Fig. 9 (a) has almost
no effect, the same was found for a finite c1 =
1
8 . The
changed localization length in Fig. 9 (b) shifts a bit the
lower Dirac point, but does not open a gap. The major
difference between the analytical and numerical solutions
is the restriction of the surface solution to energies and
momenta where no bulk state exists. This becomes espe-
cially clear for the upper and lower parts of the Dirac cone
in Fig. 9, and is due to hybridization between the bulk
and surface states. It prevents the existence of purely
exponentially localized surface wave functions in this pa-
rameter range.
We conclude that the physical results and conclusions
of this paper are valid beyond the restrictions on allowed
couplings and localization lengths which are necessary to
12
keep the analytical form of the equations simple.
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