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a b s t r a c t
In this paper, we develop finite difference methods for elliptic equations in a domain
Ω ∈ Rd, d = 1, 2. Within the region Ω , we suppose there is an irregular surface Γ of
codimension 1 (hereafter called an interface) across which the function u or some of its
derivatives are known to be discontinuous. We use uniform grid and a piecewise second
order polynomial to approximate u, thenwe get a second ordermethod for these problems.
At last, we give several examples to show the correctness and efficiency of the scheme.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Elliptic equation with interface problems are often encountered in fluid dynamics and material science. Traditional
finite difference methods work poorly for these problems because of the discontinuity. Peskin’s Immersed Boundary
method [1](IBM) is originally developed to model blood flow in the heart. It is widely used because of its robustness.
Furthermore, it can be easily implemented by existing CFD codes. However, the numerical smearing makes the method
inaccurate (with truncation error O(h)) and it is unable to depict discontinuities properly. To improve the weakness of IBM,
the Immersed Interface Method(IIM), as presented in [2,3], handled two- or three-dimensional interface problems. In the
original IIM, it was done by adding additional nodes to the numerical stencil, which formed a non-symmetric coefficient
matrix. This non-symmetric matrix reduces the numbers of efficient numerical solvers to be used and convergence is
not always guaranteed except for one-dimensional problems and two-dimensional problems with piecewise constant
coefficients [4].
To avoid this problem, Petter Andreas Berthelsen [5] derived a second order sharp interface method by decomposing the
jump conditions into each axis direction. In this way, they kept the linear system symmetrical and diagonally dominant.
They also proposed a simple technique for approximating the solution-dependent jump conditions as part of the iterative
method. However, the iterative procedure did not work so well for some other problems.
We extend their ideas [6–8] and derive a second order Immersed Interface Method for elliptic interface problems in one-
and two-dimensions.
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Let us consider the elliptic equation
−∇ · (β∇u)+ κu = f (1.1)
in Ω ∈ Rd, d = 1, 2. Within the region Ω , there is an irregular surface Γ of codimension 1 (hereafter called an interface),
and we suppose that the function u or some of its derivatives across Γ are discontinuous.
2. One-dimensional problems
First of all, we consider the following one-dimensional problem
− (βux)x + κu = f + Cδ(x− α)+ Cˆδ′(x− α) inΩ = [0, 1]. (2.1)
The interface withinΩ is x = α. The dipole source terms are proportional to the delta function and its derivative. It means
that, across the interface, u and βux have the following jump conditions
[u] = u+ − u− = Cˆ, (2.2)
and
[βux] = β+u+x − β−u−x = C, (2.3)
where we use the symbol
u± = lim
x→α±
u(x)
here and hereafter.
In addition, β, κ and f may be the functions of x and may be discontinuous across the interface.
We now define a uniform grid in the interval [0, 1]
xi = ih, i = 0, 1, 2, . . . ,N.
For problemswith discontinuous coefficients, we use a harmonic average to derive the proper coefficients on a uniform grid
stencil. The one-dimensional expression (βux)x can be approximated by
1
h2

βi+1/2(ui+1 − ui)− βi−1/2(ui − ui−1)

.
If β is smooth then we can take βi+1/2 = β(xi+1/2) (where xi+1/2 = xi + h/2) and achieve second-order accuracy. If β is
discontinuous in [xi−1, xi+1], then the coefficients can be chosen as harmonic averages of β(x), e.g.,
βi+ 12 =

1
h
 xi+1
xi
β−1(x)dx
−1
where h = 1/N . The point α will typically fall between two grid points, i.e., xj ≤ α < xj+1. We want to develop a couple of
finite difference equations of the form
γi,1ui−1 + γi,2ui + γi,3ui+1 + κiui = fi + Ci. i = 1, 2, . . . , n− 1, (2.4)
together with boundary data u0, un to obtain a second-order accurate approximation to u(x) at the uniform grid points.
For i ≠ j, j + 1, that is the i-th node xi together with its two neighbors xi±1 are all located in either [0, α] or [α, 1], like
in [2], we also use the central difference approximation
− 1
h2

βi−1/2ui−1 − (βi−1/2 + βi+1/2)ui + βi+1/2ui+1

+ κiui = fi, (2.5)
where κi = κ(xi), fi = f (xi), βi±1/2 = β(xi ± h/2).
In this case we can take
γi,1 = −βi−1/2/h2, γi,2 = (βi−1/2 + βi+1/2)/h2, γi,3 = −βi+1/2/h2, Ci = 0,
the finite difference scheme for regular nodes gives a local truncation error that is O(h2):
Ti = γi,1u(xi−1)+ γi,2u(xi)+ γi,3u(xi+1)+ κ(xi)u(xi)− f (xi)− Ci = O

h2

. (2.6)
We wish to determine formulas of form (2.4) for i = j and i = j + 1 so that second-order global accuracy is obtained. For
i = j, j+ 1, it is the case that xj−1 < α ≤ xj or xj ≤ α < xj+1. Here we only consider the case
xj−1 < xj ≤ α < xj+1.
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For convenience, we transfer the interval [xj−1, xj+1] to a reference interval [−1, 1] by the following linear transformation
ξ = x− xj
h
.
And we denote
η = α − xj
h
∈ [0, 1),
the interface point in the reference interval. In the rest of this section, we denote
u± = lim
ξ→η±
u(ξ),
then we get the new equation and jump conditions
(βuξ )ξ + κu = f , ξ ∈ (−1, η) or (η, 1), (2.7)
[u] = u+ − u− = Cˆ, βuξ  = β+u+ξ − β−u−ξ = Ch. (2.8)
Our purpose is to construct an approximation of (βuξ )ξ |ξ=0. A simple way is to construct a piecewise second order
polynomial to approximate u(ξ). Here we denote that
p(ξ) =

p−

ξ
 = 1
2
a−ξ 2 + b−ξ + c−, for ξ ≤ η,
p+

ξ
 = 1
2
a+ξ 2 + b+ξ + c+, forξ > η,
such that p(ξ) satisfies the following interpolation conditions and the jump conditions crossing the interface
p−(−1) = uj−1, p−(0) = uj, p+(1) = uj+1,
p−(η−) = p+(η+)− Cˆ, β−p−ξ (η−) = β+p+ξ (η+)− Ch,
(βp−ξ )ξ (η
−) = βp+ξ ξ (η+)+ h2[ f ] − κ+Cˆ − [κ]p−(η−). (2.9)
Once we solve the above linear equations of a±, b± and c±, we have
(βux)x(xj) = 1h2

βuξ

ξ
(0) ≈ 1
h2

βp−ξ

ξ
(0)
= 1
h2

βja−(h, uj−1, uj, uj+1, η, κ±, β±, β±x , C, Cˆ)
+ hβxjb−(h, uj−1, uj, uj+1, η, κ±, β±, β±x , C, Cˆ)

= γj,1uj−1 + γj,2uj + γj,3uj+1 + Cj. (2.10)
That is
γj,1p−(−1)+ γj,2p−(0)+ γj,3p+(1)+ Cj = 1h2

βjp−ξξ (0)+ hβxjp−ξ (0)

. (2.11)
Denoting 0 < η¯ = 1− η ≤ 1 and 0 ≤ η < 1, we have
p−(−1) = p−(0)− p−ξ (0)+
1
2
p−ξξ (0), (2.12)
using these expressions in (2.8) and (2.9) gives
p+(1) = p+(η+)+ η¯p+ξ (η+)+
η¯2
2
p+ξξ (η
+)
= η¯
2β−
2β+
p−ξξ (η
−)+ 2β
−η¯ − η¯2h[βx]
2β+
p−ξ (η
−)+

1+ η¯
2h2[κ]
2β+

p−(η−)
+

Cˆ + Chη¯
β+
− η¯
2h2(Cβ+x + [ f ] − κ+Cˆ)
2β+

.
By expanding p−(η−), p−ξ (η−) at ξ = 0 and noticing p−ξξ (ξ) = const = p−ξξ (η−), we obtain
p−(η−) = p−(0)+ ηp−ξ (0)+
η2
2
p−ξξ (0),
p−ξ (η
−) = p−ξ (0)+ ηp−ξξ (0).
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If we denote
C¯ = Cˆ + Chη¯
β+
− η¯
2h2(Cβ+x + [ f ] − κ+Cˆ)
2β+
,
we get
p+(1) =

1+ η¯
2h2[κ]
2β+

p−(0)+ 2β
+η + ηη¯2h2[κ] + 2β−η¯ − η¯2h[βx]
2β+
p−ξ (0)
+ 2η¯
2β− + 4ηη¯β− − 2ηη¯2h[βx] + 2β+η2 + η2η¯2h2[κ]
4β+
p−ξξ (0)+ C¯ . (2.13)
In order to compute the local truncation error we also use the PDE (2.1), which in approaching xi, gives
βx(xi)ux(xi)+ β(xi)uxx(xi)+ κ(xi)u(xi) = f (xi).
Then (2.10), (2.11) and (2.12) imply
γj,1 + γj,2

1+ η¯
2h2[κ]
2β+

γj,3 = 0,
−γj,1 + 2β
+η + ηη¯2h2[κ] + 2β−η¯ − η¯2h[βx]
2β+
γj,3 = 1hβxj,
1
2
γj,1 + 2η¯
2β− + 4ηη¯β− − 2ηη¯2h[βx] + 2β+η2 + η2η¯2h2[κ]
4β+
γj,3 = 1h2 βj,
γj,3C¯ + Cj = 0.
(2.14)
Obviously, as long as the linear system (2.9) has a solution, the above linear system of γj,1, γj,2, γj,3 and Cj have a solution.
Therefore, we can derive the finite difference scheme (2.4) at xj. Furthermore, the above linear system means
Tj = γj,1u(xj−1)+ γj,2u(xj)+ γj,3u(xj+1)+ κ(xj)u(xj)− [βx(xj)ux(xj)
+β(xj)uxx(xj)+ κ(xj)u(xj)] − Cj + O(h).
In particular, when β is a piecewise constant and κ and f are continuous across the interface, we can easily show that
the linear system (2.15) is uniquely solvable. Noticing η + η¯ = 1, we can get
γj,1 = 2β
−β+ − 2β−[β](1− η)
h2([β]η + [β]η2 + 2β−) ,
γj,2 = −4β
−β+ − 2β−[β](1− η)
h2([β]η + [β]η2 + 2β−) ,
γj,3 = 2β
−β+
h2([β]η + [β]η2 + 2β−) ,
Cj = −β
−(2β+Cˆ + 2Ch(1− η)+ Cˆκh2(1− η)2)
h2([β]η + [β]η2 + 2β−) .
When xj = α, it is easy to verify the local truncation error of the scheme obtained for i = j is also O(h2).
Comparedwith the construction of the Immersed Interfacemethod proposed in [2], the only difference is that we expand
u(xj−1) and u(xj+1) at xj rather than α, and we take a second order derivative of the piecewise second order polynomial to
approximate the second order derivative in the equation. We demonstrate that such an improvement makes our Immersed
Interface Method more flexible.
Generally, we need to construct a partition of the interval [0, 1] such that there is at most only one interface point in the
h-neighborhood of any lattice point (for example, the construction of the Immersed InterfaceMethod proposed in [2]).When
there are two or more very closed interface points, the partition should be fine so that the interface points are separated.
Meanwhile, our construction of the Immersed InterfaceMethod is applicable for such a situationwith a prescribed partition.
Let us illustrate the procedure for a simple case. There are two interface points α1 and α2 located in the h-neighborhood
of the lattice point xj. We only consider the case that
xj−1 < α1 ≤ xj ≤ α2 < xj+1.
The other two cases can be treated accordingly. For convenience, we also transform the interval [xj−1, xj+1] to the reference
interval [−1, 1] as above, and we assume −1 < η1 ≤ 0 and 0 ≤ η2 < 1 are the interface points in ξ -coordinate
corresponding to α1 and α2. Now we have three small intervals I1 = [−1, η1], I2 = [η1, η2] and I3 = [η2, 1]. Suppose that
β =

β1, ξ ∈ I1,
β2, ξ ∈ I2,
β3, ξ ∈ I3,
κ =

κ1, ξ ∈ I1,
κ2, ξ ∈ I2,
κ3, ξ ∈ I3,
f =
f1, ξ ∈ I1,
f2, ξ ∈ I2,
f3, ξ ∈ I3.
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Our purpose here is to construct a piecewise second order polynomial
p(ξ) =

p1(ξ) = 1
2
a1ξ 2 + b1ξ + c1, ξ ∈ I1,
p2(ξ) = 1
2
a2ξ 2 + b2ξ + c2, ξ ∈ I2,
p3(ξ) = 1
2
a3ξ 2 + b3ξ + c3, ξ ∈ I3,
where ai, bi, ci, i = 1, 2, 3, are undetermined coefficients of the piecewise second order polynomial, such that we have
(βux)x(xj) ≈ 1h2 (βpξ )ξ (0). Similar to (2.8), we have the following interpolation and jump conditions
p1(−1) = uj−1, p2(0) = uj, p3(1) = uj+1,
p1(η−1 ) = p2(η+1 )− Cˆ1, p2(η−2 ) = p3(η+2 )− Cˆ2,
β1p1x(η
−
1 ) = β2p2x(η+1 )− C1, β2p2x(η−2 ) = β3p3x(η+2 )− C2,
(β1p1ξ )ξ (η
−
1 ) = (β2p2ξ )ξ (η+1 )− κ Cˆ1, (β2p2ξ )ξ (η−2 ) = (β3p3ξ )ξ (η+2 )− κ Cˆ2.
(2.15)
Similar to the case of one interface point, we have the form (2.11) as long as (2.15) has a solution. Then we can derive
γj,i, i = 1, 2, 3 and Cj by comparing the coefficients on both sides of (2.11) and derive the finite difference scheme (2.4),
whose local truncation error obviously is O(h2).
Indeed, we can apply such kind of finite difference scheme to more interface points case without any difficulty.
3. Two-dimensional problems
In this section, we apply the one-dimensional Immersed Interface Method to a general two-dimensional problem
−∇(β∇u)+ κu = f , (x, y) ∈ Ω, (3.1)
subject to proper boundary conditions on ∂Ω . HereΩ = (0, 1)2 and we assume that functions β, κ and f may have jump
discontinuity across some internal interface Γ inΩ .
Note that
[u] = Cˆ(x, y), (x, y) ∈ Γ , (3.2)
β
∂u
∂n

= [β∇u] · n = C(x, y), (x, y) ∈ Γ .
The finite difference scheme for the regular nodes has the form
γij,1ui−1j + γij,2uij + γij,3ui+1j + γij,4uij−1 + γij,5uij+1 + κijuij = fij + Cij. (3.3)
Here 
γij,1 = − 1h2 βi− 12 ,j,
γij,2 = 1h2

βi− 12 ,j + βi+ 12 ,j + βi,j− 12 + βi,j+ 12

,
γij,3 = − 1h2 βi+ 12 ,j,
γij,4 = − 1h2 βi,j− 12 ,
γij,5 = − 1h2 βi,j+ 12 ,
Cij = 0.
(3.4)
This gives the local truncation error at regular nodes
Ti,j = γij,1ui−1j + γij,2uij + γij,3ui+1j + γij,4uij−1 + γij,5uij+1 + κijuij − fij − Cij = O(h2).
To consider the irregular nodes, for xi−1 < x∗i ≤ xi or xi < x∗i ≤ xi+1, and yj−1 < y∗j ≤ yj or yj < y∗j ≤ yj+1.
For simplicity, we consider the case
xi−1 < x∗i ≤ xi, yj−1 < y∗j ≤ yj.
Similarly, we transfer the interval [xi−1, xi+1], [yj−1, yj+1] to a reference interval [−1, 1] by the following linear
transformation
X = x− xi
h
Y = y− yj
h
.
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And we denote
ξ = x
∗
i − xi
h
∈ (−1, 0] η = y
∗
j − yj
h
∈ (−1, 0].
Therefore, the equation and jump conditions become
−(βuX )X − (βuY )Y + κu = f , X ∈ [−1, ξ) ∪ (ξ , 1], Y ∈ [−1, η) ∪ (η, 1],
[u]|(ξ ,0) =C(x∗i , yj), [u]|(0,η) =C(xi, y∗j ),
[βuX ]|(ξ ,0) = C(x∗i , yj)n1h, [βuY ]|(0,η) = C(xi, y∗j )n2h.
Our purpose is to construct an approximation of
(βuX )X + (βuY )Y |(0, 0).
To do that, we decompose the jump conditions and define a local coordinate system aligned with the interface at
((x∗, y∗)),
ξ = (x− x∗i ) cos θ + ( y− y∗j sin θ),
η = −(x− x∗i ) sin θ + ( y− y∗j cos θ). (3.5)
Here θ is the angle between the x-and ξ -axis. The ξ -axis is normal to the interface while the η-axis is tangential to the
interface.
In order to maintain second order accuracy, Randall J.Leveque and Zhilin Li choose an additional point, then they set up
and solve a linear system of six equations for the coefficients γk, meanwhile the values of Cij are also obtained. Herein we
use another idea. First of all, if we get the value of u+n or u−n , we may decompose the [un], [uτ ] into x-and y-axis, then the
problem become a simple one-dimension problem.We use the Peskinmethod to get an initial value of u, denote it as u0, and
use the one-sided interpolation of u+n (or u−n ), where we only use grid points on the proper side of the interface in computing
a limiting value at the interface:
u−n =
s=s0
(xi,yj)∈Ω−,s=1
γi,j,su0ij, if s0 ≥ 3,
u+n =
β−u−n + C
β+
.
(3.6)
Or 
u+n =
s=s1
(xi,yj)∈Ω+,s=1
γi,j,su0ij, if s1 ≥ 3,
u−n =
β+u+n − C
β−
.
(3.7)
Here s0 is the quantity of the point inΩ−, and s1 is the quantity of the point inΩ+ in the irregular five point cell.
Thus [un] = u+n − u−n still can be easily computed according to (3.6) and (3.7). [uτ ] =C ′ we can get
[ux] =

∂u
∂n

n1 −

∂u
∂τ

n2 = [un]n1 +C ′n2, (3.8)
[uy] =

∂u
∂τ

n1 +

∂u
∂n

n2 =C ′n1 + [un]n2. (3.9)
Here n = (n1, n2) is the unit normal vector along the interface Γ , ρ = β−β+ and τ is the unit tangential vector along the
interface.
[uxx] = [uξξ ](n1)2 + [uηη](n2)2 − 2[uξη]n1n2, (3.10)
[uyy] = [uξξ ](n2)2 + [uηη](n1)2 + 2[uξη]n1n2. (3.11)
In (3.9), (3.10), we get [uξξ ], [uξη], [uηη] by [6],
[uηη] =C ′′ + θ ′[uξ ], (3.12)
[uξξ ] = (ρ − 1)(u−ξη + u−ηη)[uηη] +
1
β+ ([ f ] + β
−
ξ u
−
ξ + β−η u−η )+ β+ξ (u−ξ + [uξ ])− β+η (u−η + [uη]) (3.13)
[uξη] =
β−η β+ − β−β+η
(β+)2
u−ξ + (ρ − 1)(u−ξη + θ ′u−η )− θ ′[uη], (3.14)
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then all the interface information that we need has been finished. In this way, we can apply a dimension by dimension
approach of the numerical method. Then we can get Cxi,j, C
y
i,j, γ
x
i,j,s and γ
y
i,j,s, here s = 1, 2, 3 for the two-dimensional
problems, we get the last coefficient γi,j and Ci,j by:
γij,1 = γ xi,j,1,
γij,2 = γ xi,j,2 + γ yi,j,2,
γij,3 = γ xi,j,3,
γij,4 = γ yi,j,1,
γij,5 = γ yi,j,3,
Cij = Cxi,j + Cyi,j.
(3.15)
Finally, we get the numerical solution by combining all Eqs. (3.4)–(3.15) and solving this difference equation system.
According to this approach, we avoid the complicated iteration and non-symmetric coefficient matrix.
4. Numerical results
In this section, we perform a number of numerical experiments to test our method. For these experiments we are
particularly interested in the accuracy of the numerical solutions. In the end, we compare them with the others’ result. In
Examples 1 and 2, we consider the one-dimensional case that the exact question is a piecewise polynomial. If the numerical
method is two order accurate, their errors will be machine errors. Example 3 investigate two-dimension elliptic problems
with variable coefficients.
Example 1.
−βuxx = f , x ∈ [0, α) ∪ [α, 1].
Here
β =

100, x ∈ [0, α),
1, x ∈ (α, 1],
and α = 0.71, C = 10, C = 0.71. The exact solution is
u(x) =

1
β−
(x− α)2 − 1, x ∈ [0, α),
1
β+
(x− α)2 + x, x ∈ (α, 1].
Example 2.
−βuxx = f , x ∈ [0, α1) ∪ [α1, α2] ∪ (α2, 1].
Here
β =

1, x ∈ [0, α1),
10, x ∈ [α1, α2],
100, x ∈ (α2, 1],
β1 = 1, β2 = 10, β3 = 100, α1 = 0.2, α2 = 0.29, C = [−1,−100], C = [−0.2,−0.29].
u(0) = 1
β1
α1α2, u(1) = 1β3 (1− α1)(1− α2)− 1.
The exact solution is
u(x) =

1
β1
(x− α1)(x− α2)+ x, x ∈ [0, α1),
1
β2
(x− α1)(x− α2), x ∈ [α1, α2),
1
β3
(x− α1)(x− α2)− x, x ∈ [α2, 1].
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Table 1
Numerical results comparison for Example 3.
n IIM in this paper IIM in [2]
E∞ Order E∞ Order
10 7.3× 10−3 \ \ \
20 1.8× 10−3 2.0198 2.391×10−3
40 4.51× 10−4 1.9968 8.346×10−4 1.52
80 1.1315×10−4 1.9951 2.445×10−4 1.77
Fig. 4.1. (1) The numerical result for Example 1, (2) the error for Example 1, (3) the numerical result for Example 2, (4) the error for Example 2 h = 0.1.
a
b
Fig. 4.2. The numerical solution (a) and the error (b) for Example 3 N = 40.
Example 3. The exact solution is
u(x, y) =

1, if r ≤ 1
2
,
1+ log(2r), if r > 1
2
,
here r = x2 + y2. The exterior boundary conditions are given from the exact solution.
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Table 1 shows the result of the grid refinement analysis. The first column shows the mesh size. The next column gives
the maximum error and order of convergence when we use piecewise polynomial IIM, and the last two columns give the
results obtained in [2] to compare the accuracy of twomethods. We notice that the maximum error decreases more quickly
than it does in [2]. Also, when N = 10, we can compute it easily and the error is not as big as in [2].
Here we list the numerical results and the errors in L∞-norm of all examples (see Figs. 4.1 and 4.2). The results show that
in one- and two-dimensions, our method has O(h2) convergent order. We also list a table in order to compute the numerical
order. The results confirm our theoretical argument.
5. Conclusion
In this report, we derive an Immersed Interface Method for one- and two-dimensional elliptic equations with
discontinuity, variable coefficients and source terms. The local truncation errors are O(h2) except at those points that are
close to the interface, where they are O(h). Because the interface Γ of codimension 1 contained in Ω , the error for the
whole method is still O(h2). Numerical experiments verify our analytical results, and the rate of convergence is second
order. Moreover, our method is very simple to implement, and we believe that an extension to three dimensions should be
straightforward following the same approach as present here. Of course, it can also be applied to other equations.
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