Abstract: Online bit error rate (BER) estimation (OBE) has been used as a stopping iterative turbo decoding criterion. However, the stopping criteria only work at high signal-to-noise ratios (SNRs), and fail to have early termination at low SNRs, which contributes to an additional iteration number and an increase in computational complexity. The failure of the stopping criteria is caused by the unsuitable BER threshold, which is obtained by estimating the expected BER performance at high SNRs, and this threshold does not indicate the correct termination according to convergence and non-convergence outputs (CNCO). Hence, in this paper, the threshold computation based on the BER of CNCO is proposed for an OBE stopping criterion (OBEsc). From the results, OBEsc is capable of terminating early in a varying SNR environment. The optimum number of iterations achieved by the OBEsc allows huge savings in decoding iteration number and decreasing the delay of turbo iterative decoding.
Introduction
In 1993, researchers in [1] introduced powerful turbo codes that are able to achieve performances only 0.7 dB from Shannon's channel capacity limit on an additive white Gaussian noise (AWGN) channel [2] , [3] . The superior performance achieved by turbo codes has caused them to be used extensively on deep-space communication and they are applied in numerous spacecraft. Furthermore, turbo codes are also adopted in satellite communication and wireless communication, such as in third generation (3G) and fourth generation (4G) mobile telephony standards.
Turbo codes are able to achieve tremendous bit error rate (BER) performance in AWGN channel [2] , [3] due to the iterative turbo decoding. However, implementing iterative turbo decoding requires additional computations, high memory cost, and decoding system latency [4] - [6] . Thus, in order to solve these problems, stopping criteria were developed to terminate the iterative decoding without degrading the performance of turbo codes. According to [6] , [7] , the accurate online BER estimation (OBE) may be used as a meaningful stopping criterion. Several stopping criteria that were applied to the OBE to stop the iteration, as in [8] , used modified Gaussian distribution, and the threshold was based on the estimated BER values and signal-to-noise ratio (SNR) values. However, the method required correct channel SNR information at receiver for threshold computation. This was solved by [7] , [9] , which introduced the HLS (after the authors' initials of [9] ) algorithm that could achieve BER performance that is close to the theoretical BER value [5] and independent from channel noise information. The combination of HLS with the desired BER threshold for stopping rules had been capable of stopping the iterative decoding when the predicted BER was less than the desired BER threshold (10
). However, this desired threshold resulted in an early error floor, as investigated by [10] .
Therefore, the research in [10] improved the initial method using the look-up table. The look-up table provides information related to the desired BER thresholds according to SNR values. However, these thresholds were not indicative of the convergence stage of the turbo decoder output for other frame sizes. In addition, the SNR information computed by the receiver must be correct to avoid wrong threshold selection. The researchers in [5] applied the HLS and the prescribed BER threshold equal to 10 −3~1 0 −5 in improved minimum descriptive length (IMDL) to avoid additional iteration caused by MDL detection in high SNR. The concept in [5] has also been adapted to low-density parity-check (LDPC) codes [11] by setting the threshold at the targeted BER equal to 10 −5 .
However, the prescribed BER threshold (10 −3~1 0 −5 ) could only stop the iterative decoding at high SNRs since the actual BER at high SNRs was within the limit. In addition, the complexity of MDL at low SNRs is high, equalling 7N + 29 (N is frame size of information bit) real operations.
It has been observed that the existing OBE stopping criteria (OBEsc) determine the specific instance of curtailing iterative decoding by estimating the expected BER performance at high SNRs. This results to the failure of the stopping criteria to terminate early at low SNRs or at non-convergence output. Therefore, the correct threshold and the actual early termination based on detection of convergence and non-convergence outputs (CNCO) could not be reached. Thus, our previous work in [12] proposed three suitable BER thresholds (BER threshold at non-convergence stage ðTh nc ber Þ, the difference of BER threshold ðΔTh ber Þ and BER threshold at convergence stage ðTh co ber Þ) for OBEsc to ensure the correct CNCO is detected as well as to enable early termination in a varying SNR environment. However, we need to calculate the mean of BER thresholds from fixed-iteration and Genie performance graphs for N = 100, 1,000 and 10,000. Hence, in this paper, the research extends the works in [12] by optimizing the computation of Th nc ber and ΔTh ber from fixediteration performance graph only while used the similar computation in [12] for Th co ber . This paper also presents the detailed development of enhanced CNCO detection based on OBE, and determination and computation of proposed BER thresholds.
The rest of this paper is organized as follows: In Section 2, the CNCO detection algorithm and the problems triggered in the CNCO detection are discussed. Section 3 presents the development of the enhanced CNCO detection based on OBE. Based on Section 3, the BER threshold algorithm is proposed in Section 4. Section 5 discusses the parameters involved in offline simulation of the BER threshold, the example of BER threshold computation and its results. The results of the OBEsc with the proposed BER threshold are presented in Section 6. Finally, in Section 7, the conclusion and recommendation for future works are drawn.
CNCO detection
CNCO detection plays a key role in early termination in turbo iterative decoding. CNCO detection detects the convergence and non-convergence stages of the turbo decoder output respectively. Any further iteration after both stages will not enhance the performance of the turbo decoder. Hence, the turbo decoder stopping criteria were developed to stop the iteration once the convergence or non-convergence stage was detected. Instead of OBE, the convergence or non-convergence of the decoder outputs can be detected by analysing the reliability [13] - [15] , binary entropy [16] , and variance of log-likelihood ratio (LLR) output [5] . The CNCO detection algorithm and the problems that arise in the existing detection will be discussed in the following subsection.
Measures from information theory for CNCO detection
The reliability output can be observed from the magnitude value of the soft decision output. Let z k and L be the hard decision and the posteriori LLR output from the second turbo decoder at time k, respectively [1] . The reliability for the LLR at ith iteration ðγ ðiÞ k Þ value is calculated as in (1):
Using the γ ðiÞ k derivation, the probability of error event for soft output is derived as follows: 
The CNCO detection can also be observed based on the OBE (HLS algorithm). From the HLS algorithm [9] , the mean ofp 
Using the H b ðp ðiÞ b, k Þ value [5] , the mutual information of LLR output ðI ðiÞ Þ is computed as given by:
The variance of LLR outputσ ðiÞ, 2 [5] 
where the inverse J − 1 ðI ðiÞ Þ function can be approximated as in [17] and I tp % 0.3646 is used in J − 1 ðI ðiÞ Þ, as in [5] .
The MDL and IMDL stopping criteria use all the parameters above to form the MDL detection as in (7), where h i is the free parameter vector compatible with the assumption that the turbo decoding converges at iteration κ and ε 2 is a constant number, and pðφ Θ k j Þ is the likelihood function [5] .
Problems in CNCO detection
At high SNRs, iterative decoding in the turbo decoder increases the reliability of LLR output as the iteration number increases [13] - [15] . Thus, when the iterative decoding increases, γ ðiÞ k becomes larger and tends towards a constant number. In this condition, the decoder output is identified as being in a convergence stage as given by co = κ(co is the true iteration number required by the turbo decoding to produce the convergence output [5] ). The γ 
The co can also be determined fromσ ðiÞ, 2 , since the derivation ofσ ðiÞ, 2 in (6) 
From (8), (9) and (10), it can be observed that (co-1) exists before the co. Hence, many threshold-like stopping criteria such as in [13] - [16] compute their threshold (Th) at (co-1) in offline stage simulation. These Th values are used with the stopping criteria in order to stop the iterative decoding before or at the co. Meanwhile, in [5] , the researchers investigated the relationship betweenσ ðiÞ, 2 and the MDL principle, which can detect co at high SNRs. The MDLðiÞ decreases likê σ ðiÞ, 2 with an increasing number of iterations. However, at co, the value of MDLðiÞ increases with i, as shown in (11). 
where ω co is a constant value obtained at co and is given as follows:
Hence, the convergence output can be detected when the OBE at ith iteration is less than or equal to ω co : p
However, the problem arises for convergence detection when using the OBE where the true values of ω co vary with SNR, frame sizes and code structures [5] , [10] . Meanwhile, at low SNRs, most stopping criteria fail to terminate early due to the decoder's failure to produce a reliable decoder output. This implies that there is no significant improvement in γ ðiÞ k , I ðiÞ andσ ðiÞ, 2 as in (15), (16) and (17), respectively. 
As the decoder cannot produce reliable LLR information and there is very little or no improvement in p 
In this case, there is no (co-1) for every iteration, since co takes a unity number and as a result, the decoder cannot detect the decoder output either in convergence or nonconvergence stages. This implies that the stopping criteria fail to terminate early at low SNRs, thus the iteration number increases to the maximum iteration (i max ).
The development of enhanced CNCO detection based on OBE
In order to solve the problems discussed in Section 2, enhanced CNCO detection based on OBE is developed. As the OBE can predict the BER quite closely [5] , [7] , the BER graph can be used to observe CNCO behaviour. It can be observed that when the BER graph approaches co and the non-convergence stage (nc), the closeness between two consecutive iterations at various SNRs are quite similar, as shown in a semilogy graph ( Figure 1 ) for generator polynomial, g = (7, 5), constraint length, K = 3, code rate, R = 1/2 turbo codes with a random interleaver size of N = 1,000. From the graph, the SNR region can be divided into three regions, namely low, medium or TP and high SNR according to [12] and [16] . The stopping decision for iterative turbo decoding based on the SNR regions can also be predicted as tabulated in Table 1 . As example, the closeness of the BER in logarithm base between two consecutive iterations (i max = 6 and i max = 7) for N = 1,000 are very small (labelled as L1, L3, TP2, H3 and C), which indicates that the iterative decoding should be stopped immediately, since there is no or very little improvement in BER performance. This can be used as an indicator for detecting the co and nc. Hence, this concept is applied to the proposed CNCO detection as discussed as follows. In order to standardise the value of Δ p 
The relationship between Δp ðiÞ b and the iteration number for the co can be written as in (21) . Δω co is a constant value and is given as follows:
Hence the co can be detected when the Δp 
and ω nc is given as follows: and Δω nc is given as follows:
Hence the non-convergence output can be detected when Δp ðiÞ b is less than or equal to Δω nc , as follows:
4 The BER threshold algorithm
The enhanced CNCO detection discussed in the previous section is applied on the BER graph of turbo codes to determine the BER threshold. The BER graph of the fixediteration stopping criterion as illustrated in Figure 1 , is given as the example. Intuitively, the SNR region can be divided into three regions: low, TP, and high SNR, as tabulated in Table 2 , as measured in [16] .
It is observed that at low SNRs, i. e.: SNR ≤ 0 dB, there is little or no improvement in BER (P b ) in this region referred to as L1. Therefore, it has been suggested to measure the Th This insignificant performance is also observed in L3, TP2, and H3, in which the closeness or gap of the BER between two consecutive iterations is too small. Further iterations do not contribute to significant improvement. Thus, it has been imperative to stop the iteration as early as possible to avoid excessive delay. It can be observed that the closeness of L3, TP2, and H3 are quite similar. Therefore, the ΔTh ber values at region L1 can be used at regions L3, TP2, and H3. Thus, the difference of P 
Moreover, it is noted that from the Th nc ber value in (33), the ΔTh ber calculation in (36) at low SNRs can be rewritten as in (37) since P 
Nevertheless, it can be observed that there are regions that have large improvements, such as L2, TP1, H1, and H2. This indicates that the decoder is capable of improving the LLR output in the next iteration. In addition, point C shows that the decoder converges successfully due to the fact that all the BER data tends towards zero. Hence, the Th co ber is identified as follows: (39) Table 3 shows the summary of the region in BER and log 10 BER graphs that are involved in the determination of the BER threshold. The same step in the BER threshold algorithm can be repeated for determining the BER threshold for other turbo code structures. [16] .
SNR region SNR value (dB)
Low SNR < . TP/Medium . ≤ SNR <. High SNR ≥ .
The BER threshold computation and results
Simulations for the turbo codes using fixed-iteration and Genie stopping criteria had been conducted in the offline simulation. The turbo codes with g = (7, 5), K = 3, R = 1/2 and random interleaver with interleaver sizes N were used, which provided the optimum setting to maximize the minimum free distance of the component codes [18] . One million random binary data were modulated by binary phase shift keying (BPSK) passing through an AWGN channel. The turbo codes were simulated in three frame sizes (N), which were 100, 1,000, and 10,000 to represent small, medium, and large frame sizes, respectively. The iteration process was continued until it reached the maximum value, i max = 7. The received data were then decoded using logarithm maximum a posteriori probability (log-MAP) decoder after being BPSK demodulated. From the BER graph obtained from the simulation, the example of BER threshold computation is shown as follows.
Determination and computation of Th nc ber
The sequence of fixed-iteration and Genie performance for SNR ≈ -0.44 dB is shown in Figure 2 . The BER for the higher iteration is better than the lower iteration, and it followed the benchmark of P b ði + 1Þ ≤ P b ðiÞ . However, when the SNR ≈ -0.45 dB as shown in Figure 3 , the BER for the fixed-iteration performance follows the equation for nonconvergence output as in (32). The result shows that P b ð5Þ < P b ð6Þ and the Th nc ber = 0.1363 is determined as depicted in Figure 4 . The results of Th nc ber for N = 1,000 and other frame sizes are tabulated in Table 4 .
From Table 4 , the range of Th nc ber is computed by considering all the frame sizes. Therefore, the range of Th nc ber for non-convergence output is given as: 
Determination and computation of ΔTh ber
The ΔTh ber can be calculated on a log 10 BER graph. At region L1, the closeness between P b ð1Þ and Th nc ber is measured as shown in Figure 5 . From Table 5 , the Th nc ber for N = 100 is at SNR = -1.44 dB. At this point, the Th nc ber and P b ð1Þ in log 10 are determined, and the value of ΔTh ber is 0.0065, as tabulated in Table 5 .
The ΔTh ber computation is repeated for N = 1,000 and N = 10,000, and the result is tabulated in Table 5 . From the ΔTh ber values, the range of ΔTh ber has been given by:
ΔTh ber = ð0.007 ⁓0.05Þ
The mean of ΔTh ber for N ≤ 10,000 is given as:
ΔTh ber ðN = 10 n Þ
ΔTh ber = 0.03 (45)
Determination and computation of Th co ber
The convergence-decoding threshold is identified when P b ðiÞ % 0 or the LLR outputs for two consecutive iterations produced the same decision. However, if the P b ðiÞ % 0 cannot be achieved, the decoder would iterate until i max as shown in Figure 6 . At this stage, the minimum BER value of Genie performance is measured as the value of Th co ber . Hence, the Th co ber for N = 100 is 2.653 × 10 −5 at SNR = 4 dB. Figure 7 shows that the Th co ber for N = 1,000 is detected at i = 2, SNR = 3.5 dB and P b ð2Þ = 7.021 × 10 − 6 . It is observed that the next iteration will produce P b ð3Þ = 0. A similar situation occurred for N = 10,000. The co is detected at i = 2, SNR = 3 dB and P b ð2Þ = 2.526 × 10 − 5 as tabulated in Table 6 . Figure 5 : Measurement of ΔTh ber of (7, 5, 1/2) code for N = 100. Hence, the Th co ber for N = 1,000 and N = 10,000 are 7.021 × 10 − 6 and 2.526 × 10 − 5 . From Table 6 , the range, the function and the mean of Th co ber of the (7, 5, 1/2) turbo code for N ≤ 10,000 have been given by (46), (47) and (48), respectively. 6 Results of the OBE stopping criterion with the BER threshold
The mean of the BER threshold was tested with the OBE stopping criterion (HLS algorithm) according to the threshold comparison and stopping decision in Table 7 .
The simulation was done for 1 million random binary data, (g, R) = (7, 5, 1/2), i max = 7, random interleaver with interleaver sizes according to N and N = 100, 1,000 and 10,000. The turbo codes were modulated by BPSK in the AWGN channel, described by a Gaussian random variable with zero mean and variance σ 2 , denoted by Ɲ (0, σ 2 ), and were decoded by the log-MAP decoder. The performance of the OBE was compared with a Genie stopping criterion as a benchmarking performance. The average iteration number (AIN) performance of the OBE for various frame sizes using the mean of the BER threshold is shown in Figure 8 . At low SNRs, there are large savings in AIN performance for various Ns, which achieves a maximum saving of 6 AIN compared to Genie. At high SNRs, the OBE requires an additional AIN that is only ≤ 1 AIN compared to the respective Genie; moreover, this additional AIN decreases with an increasing frame size.
The BER performance of the OBE using the mean of the BER threshold is depicted in Figure 9 . At low SNRs, the BER of all frame sizes has been close to the respective Genie. The proximity between the OBE and its Genie only exhibits a small difference at high SNRs and becomes closer to the increasing N. It can be seen that for N = 10,000, the proximity of the OBE is close and nearly similar to the respective Genie. This difference can be seen at BER = 10 −3 , which is less than 0.1 dB for all frame sizes. From the analysis, the OBE can terminate early at low SNRs and maintain the performances of the BER for various frame sizes. At high SNRs, the OBE only requires a small additional iteration (less than 1 AIN) compared to Genie, and at the same time, exhibits very little degradation (less than 0.1 dB) in BER performance. The best performances in BER and AIN indicate that the proposed BER threshold is suitable to be used with the OBE for various frame sizes.
The performance of the OBE is also compared with IMDL, measurement of reliability (MOR) [15] , average entropy (AE) [16] and fixed-iteration stopping criteria. The predicted BER threshold (Th) for IMDL was set at 10 −3 , 10 −4 and 10 −5 , as suggested in [5] . The Th for MOR and AE are as in [12] , [15] and [12] , [16] , respectively. Figure 10 shows the AIN performance of the OBE, IMDL, MOR, AE and fixed-iteration for N = 1,000. At low SNRs, the OBE and MOR terminate at AIN = 1, which is capable of saving 85.71 % of AIN compared to fixed-iteration. This is followed by IMDL and AE, which saves about 71.43 % and 68.57 %, respectively. At high SNRs, AE and IMDL (Th = 10 −3 ) have the highest AIN saving and is followed by IMDL (Th = 10
) and MOR. The OBE and IMDL (Th = 10 −5 ) share similar maximum savings, which is 70 % at SNR = 3 dB. Figure 11 shows the BER performance of the stopping criteria. The OBE, MOR and AE show consistency in BER degradation at various SNRs that are less than 0.1 dB. The IMDL for all thresholds has similar performances to the OBE at low SNRs. At high SNRs, the OBE and MOR outperform the IMDL and are able to achieve a close performance as fixed-iteration. Besides that, the earliest In general, for threshold-based BER stopping criteria, the OBE with the BER thresholds shows better performance than IMDL in a varying SNR environment. This proves that the proposed BER thresholds are suitable to use with the OBE for early termination, especially at low SNRs. As compared to other stopping criteria, OBE achieves a close performance as MOR and better than AE. In addition, the complexity expressed in terms of multiplication and addition operations, and storage requirements of the OBE at low and high SNRs (see Table 8 ) is low, being 2N + 2 real number operations as compared to IMDL, which has complexity of around 7N + 29 and 3N real number operations [5] at low and high SNRs, respectively.
Since OBE and IMDL require exponential and logarithm functions, the computational complexity for these two terms was compared and tabulated in Table 9 . From the table, OBE is less complex than IMDL, which is N + 2 and 4N + 3 real number operations, respectively.
Conclusion
This paper presented the enhanced CNCO detection and BER threshold algorithm for the OBE for early termination of iterative turbo decoding in a varying SNR environment. The BER threshold has been capable of making the OBE stop iterative decoding for various frame sizes, while giving good AIN and reasonable BER performances. The proposed BER threshold with OBE also outperforms the conventional prescribed threshold with IMDL in maintaining the performance of the BER at low and high SNRs, with advantageous savings in AIN performance. It is believed that the findings related to BER threshold and OBE can solve the problems in OBE due to the unsuitable existing predefined threshold. This can help to prevent unnecessary iteration, reduce delays, and decrease the complexity in the turbo decoder. With the concept of convergence and non-convergence output detections, the BER threshold computation and the early termination rules for iterative decoding can be adapted using other OBEs, such as Gaussian Assumption Model Maximum Likelihood (GAMML) [7] and it can also be applied to other channels, such as Rayleigh fading. The non-convergence output detection using OBE and BER thresholds can also be adapted to stopping criteria such as crossentropy-based stopping criteria [19] - [23] and cyclicredundancy-check (CRC) [19] , [24] , [25] for early termination at low SNRs. The significant degradation in the performance of AIN at low SNRs is expected while achieving similar BER performance as conventional stopping criteria. 
