Procedures
are described for reducing the speech wave to a specification in terms of the time-varying vocal-tract resonances and source characteristics. The basic method, which has been called analysis by synthesis, involves the comparison of speech spectra with a series of spectra that are synthesized within the analyzer.
Each comparison spectrum is generated according to a set of rules based on an acoustical theory of speech production.
The result of the analysis of each input spectrum is a set of parameters that describes the synthesized spectrum providing the best match. In one version of the method convergence, towards the best match is controlled by the esperimenler; in another version convergence to a match is accomplished automatically without the intervention of the experimenter. L%ll the operations have been programmed on a general-purpose digital computer and have been applied to the analysis of vowels and some consonants.
The advantages of the analysis techniques are discussed.
T HE problem of representing speech events in terms of low-information-rate signals that describe the essential features of the speech wave is one of the central problems in the area of speech communication. To the student of phonemics and phonetics it is important to be able to describe in a simple way the acoustical features associated with the various allophones of the phonemes. For the engineer concerned with problems of communication, an efficient description of speech signals is needed for the development of systems for speech bandwidth compression and for the realization of procedures for machine recognition and generation of speech.
The development of the sound spectrograph' represented a significant contribution to speech analysis, since it displays the speech events in a way that brings into clear focus certain of the essential features of the signal such as the formant movements. The threedimensional intensity-frequency-time representation, together with the procedure for displaying spectral sections, provides a means for isolating significant features for certain classes of sounds, although the techniques are less successful for other classes, particularly certain types of consonants.
During the past few years, there have been two developments which suggest that it is now possible to bring more powerful techniques to bear on problems of speech analysis. The first has been the significant advance that has occurred in our understanding of the acoustics of speech production. The second has been the increasing availability of high-speed digital computers for applications such as speech analysis. Theoretical studies have led to a clearer understanding of the constraints imposed on the speech signal by the vocal mechanism, and have suggested means whereby speech signals can be represented in terms of parameters that have a definite and rigorous relation to articulation. Digital computers have made it possible to use the Sot. Am. 17, 19 (1946). results of the acoustical studies in such a wizy that rapid and precise reduction of speech signals can be accomplished.
This paper describes an attempt to utilize the findings of the acoustical theory to develop procedures for the analysis and reduction of speech signals by computer techniques. Since the method is based on an acoustical theory of speech production, it is appropriate to outline the essential features of such a theory before proceeding to a description of the analysis techniques. ACOUSTICAL 
THEORY OF SPEECH PRODUCTION
The generally accepted theory of speech production+4 views the speech wave as the result of acoustic excitation of the vocal tract by one or more sources. In the case of voiced sounds, there is a source at the glottis, and this glottal source is a quasi-periodic volume-velocity wave whose spectrum envelope decreases with increasing frequency at a rate of about 12 db/octave in the range 300-2500 cps. The characteristics of the glottal source are to a large extent independent of the vocal-tract configuration anterior to the glottis. For some classes of sounds there may be a source of excitation of the vocal tract as a result of a sudden pressure release or as a result of turbulent air flow through a constriction or past the teeth or other obstructions. Such a source can be considered as a differential-pressure source, usually located in the vicinity of a vocal-tract constriction, and this source generally has a relatively broad and smooth spectrum. The spectrum Y(s) of the sound pressure measured at a distance from the lips as a result of a source of excitation whose spectrum is given by S(s) can be written P(s)=S(s) T(s) R(s).
In this equation T(s) is the transfer function of the vocal tract; for voiced sounds, T(s) is the ratio of the volume velocity at the mouth opening (and at the nostrils if there is coupling to the nasal cavities) to the source volume velocity, whereas for a noiselike or transient source at a constriction, T(S) is the ratio of the volume velocity at the mouth opening to the sound pressure of the source. The radiation characteristic R(s) is the ratio of the sound pressure at distance Y in front of the talker to the volume velocity at the lips, and in the frequency range up to about 4000 cps is given approximately by the result for a simple source
where p= density of air and c= velocity of sound in air. In all of these relations, s is the complex frequency, and can be replaced by jw to obtain Fourier spectra, where w is the angular frequency. When the source is at the glottis and when there is no coupling to the nasal cavities, T(s) is characterized by a number of poles, and can be written S1Sl*SQa*. . * T(s)= 7 (3) (s-sJ(s-ss1*)(s-s2)(s-s2*) ' . .
where the asterisks designate complex conjugates and SI, s2, . * * are the poles corresponding to the various vocal-tract resonances or formants. The frequencies and bandwidths for the poles are, of course, dependent on the vocal-tract configuration. For an idealized source spectrum envelope with a decreasing slope of 12 db/ octave, i.e., a spectrum envelope proportional to l/w?, and for a radiation characteristic proportional to w [cf. Eq. (2)-J, th e magnitude of the spectrum envelope 1 PE( jw) 1 of the sound pressure for a nonnasal vowel is given by I ~E(.+J) I oI (l/w) I Ww) I.
Thus if the idealized source spectrum is assumed, the envelope I YE ( jw) [ is characterized by a pole in the vicinity of w=O and by a set of conjugate-complex pairs of poles, corresponding to the poles of T(s) in Eq. (3). Alternatively, if the sound pressure is transduced and passed through a circuit with a frequency characteristic that rises at 6 db/octave, the spectrum envelope of the resulting signal is characterized by the poles of T(s) and only those poles, assuming the idealized shape for the source spectrum envelope. When there is coupling between the vocal tract and the nasal tract, or when the vocal-tract excitation is at a point other than the glottis, the transfer function T(s) is characterized by zeros as well as poles, and can, in general, be written
where SG, sa*, sb, sb*, * *. are the zeros and K is a real quantity independent of frequency. The frequencies and bandwidths for the zeros depend both on the vocaltract configuration and on the location of the source in the vocal tract, whereas for a given vocal-tract configuration the poles of T(s) are independent of the location of the source. Relations between the speech spectra and the articulatory processes that produce them are summarized by the sketches in Fig. 1 for three classes of speech sounds. For each class of sounds, the figure shows a typical articulatory configuration and source location, and approximate source spectrum, a representation of the poles and zeros of the transfer function, a plot of the magnitude of the transfer function vs frequency, and the output spectrum. The spectra for the vowel and for the nasal consonant are, of course, line spectra, whereas the fricative has a continuous spectrum. In each case, the output spectrum (in decibels) is obtained by adding the spectra of the source and the transfer function, and then applying a 6 db/octave correction for the radiation characteristic, as explained above.
The acoustical theory may be summarized, therefore, as follows. The spectrum of the vocal-tract output (in decibels) is the sum of a source spectrum, a transfer function and a radiation characteristic. For a given class of speech sounds, the source spectrum and the radiation characteristic are relatively invariant from one talker to another, and are largely independent of the articulatory configuration. The transfer function is determined by the articulatory configuration and the source location, and is completely described in terms of a set of poles in the case of nonnasal vowel and vowel-like sounds, and by a set of poles and zeros for other classes of sounds.
ANALYSIS-BY-SYNTHESIS MODEL
The term analysis by synthesis is used to refer to an active analysis process that can be applied to signals that are produced by a generator whose properties are kr~own.~~~ The heart of an analysis-by-synthesis system is a signal generator capable of synthesizing all and only the signals to be analyzed. The signals synthesized by the generator are compared with the signals to be analyzed, and a measure of error is computed. Different signals are generated until one is found that causes the error to reach some smallest value, at which time the analyzer indicates the properties of the internally generated signal. It has been suggested6v7 that a scheme of this type has applications in the analysis of linguistic phenomena at various levels of representation: acoustic, graphic, phonological, morphological, and syntactic. Of concern in the present discussion is the analysis of linguistic events at the acoustic level.
The procedure used to accomplish analysis by synthesis at the acoustic level' is shown schematically in Fig. 2 . The speech is passed first through a peripheral element in this case afilter set, the outputs of which are recitfied, smoothed, sampled at prescribed time intervals, and then stored. (The techniques used to process the speech by the filter system and to store the spectra in the computer memory are described in the Appendix.) The component labeled spectrum generator, when given appropriate instructions, can generate outputs that are compatible with the original stored speech data. In the present case, this component generates speechlike spectra when provided with information on the poles and zeros of the vocal-tract transfer function and on the type of vocal-tract excitation. The comparator computes a measure of the difference between the input speech spectra and spectra generated by the model. The order in which different trial spectra are synthesized by the model is prescribed by a control or strategy component that makes decisions on the basis of (1) ments on the spectral sample. When a synthesized spectrum that provides minimum error is obtained, the analyzer indicates (or stores) the pole-zero locations and source characteristics of that spectrum. Five operations, therefore, are performed in the analyzer: (a) storage of the speech data processed by the input filter set, (b) generation of speech spectra, (c) instruction of the spectrum generator by a control system, (d) calculation of measures of the difference between the input speech spectra and the spectra computed internally, and (e) display, in some form, of the parameters of the generator that yield minimum error.
The success and utility of the analysis-by-synthesis technique in comparison with other analysis methods depends largely upon the speed and accuracy with which speech spectra can be analyzed, and it is important, therefore, that the number of trial spectra that need to be synthesized in order to obtain a minimum error be kept as small as possible. Thus one of the central problems in the design of an analysis-bysynthesis scheme is that of devising a strategy to be used by the control component to assure rapid convergence to the desired result.
In the analysis procedures described here, two different methods have been used to implement the operations in the strategy component of Fig. 2 . In one case, the control function is performed by the experimenter, and hence the problem of specifying a strategy for automatic analysis is circumvented. In the other case a rudimentary strategy that permits automatic analysis of speech spectra is employed. The former method is slower than the automatic procedure, but leads to greater accuracy of analysis, and can be used in the development of strategies that might ultimately be incorporated into a more sophisticated automatic procedure. The two analysis methods will be discussed in detail in the following sections. synthesis procedure takes the form shown in Fig. 3 . In this figure all operations indicated in the blocks, except the decisions and actions of the operator, are performed within the digital computer or its peripheral equipment. Instructions are communicated to the spectrum generator through a typewriter that is operated by the experimenter. The locations (in the complex frequency plane) of a trial set of poles and zeros are typed, and the spectrum generator and filter simulation portions of the system compute a spectrum to be compared with the input speech spectrum that is under analysis. Measured or computed functions existing at various points in the analysis process can be displayed on a cathode-ray tube, as shown in the figure. The task of the operator is to adjust the positions of the poles and zeros until a "best fit" is obtained between the spectrum under analysis and the internally generated spectrum. The experimenter can use both a set of numerical error scores and visual examination of the displayed functions to determine how to adjust the set of poles and zeros in order to improve the match and to decide when a best fit has been obtained.
As indicated in the Appendix, the speech spectra in the present analysis scheme are obtained by passing the speech signal through a pre-emphasis circuit with a rising characteristic of 6 db/octave and then through a bank of 36 filters. Each filter output is rectified and smoothed by a low-pass filter with a time constant of about 10 msec. The recitfied and smoothed outputs are sampled periodically at intervals of 8.3 msec, processed by an analog-to-digital converter, converted to logarithmic values (to the nearest decibel), and stored in the computer memory. The spectral data are also stored on punched tape and are thus available for future analysis.
In order to facilitate analysis of specific components of the utterances, conventional sound spectrograms of the speech materials are made. A spectrogram of a typical dissyllabic utterance used in one experimental study is shown in Fig. 4 . Time pulses indicating the instants at which the filter outputs are sampled by the computer are high-pass filtered and mixed with the speech signal before the spectrograms are made, and appear as closely spaced vertical lines across the top of the spectrogram. The numerical identification of the pulses shown on the spectrogram corresponds to the way successive spectra are labeled in the computer memory. Thus the experimenter can, if he wishes, use the spectrogram as a guide in the selection of a particular spectrum or group of spectra from the computer memory. The selection is achieved by a simple instruction to the computer identifying the spectrum to be displayed and analyzed.
The manner in which the speech spectra are displayed is shown by the example in Fig. 5 , which was taken from the utterance whose spectrogram is given in Fig. 4 . The number at the upper right of the display indicates that the spectrum number is 48, and reference to the spectrogram shows that the spectrum occurred during the stressed vowel [I] . The points along the abscissa represent successive filters in the analyzing bank, and the ordinate is the amplitude in decibels. In terms of the processes portrayed by Fig. 3 , this spectrum is found at node A.
As described above, the experimenter specifies the locations of a set of poles and zeros and the internal spectrumgenerator computes the corresponding spectrum that is to be compared with a speech spectrum such as that shown in Fig. 5 . Computation of the synthesized spectrum is carried out in two steps. The first step is to calculate the logarithm of the magnitude of the transfer function as a function of frequency and the second step is to compute the effective spectrum that would be measured if a signal with a spectrum corresponding to this transfer function were processed by the analyzing filter bank. The second step is necessary since the original speech signal itself is, of course, processed by a bank of relatively broad filters, and thus a Fig. 3 ) displayed on the face of the output cathode-ray tube. Each point on the horizontal axis represents one of the 36 filter outputs; the points on the vertical axis represent 5.db steps in amplitude.
The input speech has received a 6 db/octave pre-emphasis. The number 48 identifies a sample in the vowel [I] in the word shown in Fig. 4 . valid comparison can be made only if both the inputsignal and the internally generated signal undergo the same sequence of operations.
For a single conjugate pair of poles at frequency F, with bandwidth AF, the function to be computed in the internal spectrum generator during the first step is8
where j is the frequency variable and T, is the portion of the system function associated with the nth pair of poles. The logarithm of the magnitude of the system function for a zero is, of course, the negative of that for a pole with the same frequency and bandwidth. For a real-axis pole at a frequency minus F,, the function to be computed is 20 log{ Fal(f2+F2)t).
These functions are computed to the nearest g db at lOO-cps intervals of j. When more than one pole or zero is specified, the logarithm of the system function is obtained by: adding the logarithms of the system functions corresponding to the individual poles and zeros. A result of this calculation for a typical set of poles appropriate for a vowel is shown in Fig. 6 , which is a photograph of the cathode-ray tube display obtained from node B in Fig. 3 . Although values up to 10 kc are displayed here, usually only the spectrum up to about 3000 cps is of interest for vowels. In this type of display a logarithmic scale is used for the abscissa. The second step in the computation of comparison spectra is the evaluation of the effect of the filter bank on the computed transfer function. If the magnitude of the transfer function of a filter is designated as 1 Ai 1, where i represents the filter number from 1 to 36, then the magnitude of the square-law rectified and smoothed output of the filter when the input spectrum has a magnitude 1 H(j) [ is proportional to
The difference between the result of this computation and the result of processing the data by full-wave recitfication can be expected to be less than 1 db. Thirty-six such integrals are evaluated in the computer to obtain the hypothetical rectified filter outputs corresponding to a given input spectrum. These numbers are expressed in decibels to permit direct comparison with the spectra that are under analysis.
The result of the filter calculation for the spectrum given in Fig. 6 is shown as one of the curves in Fig. 7 . Figure 7 is an example of the display of the events at nodes A, C, and D in the system schematized previously s More precisely, AF, is l/r times the real part of the complex in Fig. 3 . The original speech spectrum (the one previously given in Fig. 5 ) and the difference curve (node D) are shown in addition to the internally synthesized spectrum (node C). The numbers at the left are three numerical measures of the error. In all of the spectrum matching procedures described in this report, three different error scores were computed and were available as measures of the goodness of fit between the speech spectra and the internally synthesized spectra. The error curve is represented by 36 values (corresponding to the 36 filters) that will be designated as a set of numbers ei. The error curve is always adjusted automatically such that the weighted mean of ei is zero over the entire range of values of i. Fig. 5 ; the comparison spectrum is that shown in Fig. 6 after processing by the simulated filters. The error curve is typical of a situation in which a resonance in the comparison spectrum is improperly located.
where wi represents arbitrary weighting factors which may be assigned depending on the frequency range considered to be important for matching a particular class of spectra. For example, it has been found convenient to match vowel spectra over the values of i from 1 to 24, corresponding to a frequency range of 100 to 3050 cps. A simple way of weighting the error in this case is to put wi= 1 over i= 1 to 24, and ZPJ~= 0 over i=25 to 36. More sophisticated schemes for assigning weighting factors can, of course, be adopted. The variation, being a sum of first differences of the weighted error curve, provides an indication of the amount of fluctuation in the error curve, while the other two numbers provide measures of the amount of deviation of the curve from the zero axis. The significance of the different measures of error will be of particular interest in the discussion of automatic matching procedures in the next section. For experimental matching of various types of speech spectra the square of the error has been used more frequently than the other measures.
For the spectral match shown in Fig. 7 , the square of the error, summed over 24 points in frequency, is 120 db2. The error curve in this case has an irregularity at frequencies in the vicinity of the second resonance. This irregularity is due, apparently, to an incorrect selection of the frequency position of the second pole. When this frequency is adjusted upwards, the match between the two spectra would be expected to become better.
Some indication of the sensitivity of the error scores to small changes in the resonant frequency in this example is given by the upper curve in Fig. 8 . This curve has a reasonably sharp minimum of 30 db2 for a resonant frequency of 1870 cps. Evidently this error score is quite sensitive to small changes in the resonant frequency, and an accuracy better than 30 cps is to be expected in this case. The minimum for the variation error score generally is not as sharp as that for the squared error. When the second resonant frequency of the internally generated spectrum of Fig. 7 is given the value that yields minimum squared error in Fig. 8 , the spectral match shown in Fig. 9 is obtained. It is to be noted that a good match to the vowel spectrum shown in Fig. 9 was obtained in the frequency range NO-3050 cps by synthesizing a spectrum characterized by three conjugate pole pairs in this frequency range together with a group of poles at higher frequencies. The high-frequency poles must be included simply to provide the proper levels for the lower resonances? Since the original speech spectrum was pre-emphasized with a slope of 6 db/ octave, then, as noted previously, the spectrum envelope of the resulting signal is characterized simply by the set of conjugate pairs of poles of T(s), if an idealized source spectrum envelope with a falling characteristic of 12 db/octave is assumed. As a matter of fact, any significant deviation of the synthesized spectrum from the speech spectrum of Fig. 9 would indicate that the shape of the actual source spectrum differed from this ideal shape. The fact that a good match is obtained in this case indicates that a -12 db/octave slope is a reasonable approximation for the spectrum envelope of the glottal source.l" By the procedure discussed above, matches have been obtained for a number of spectra associated with vowel and consonant portions of utterances by several male talkers. Systematic studies of the pole-zero patterns for various time locations through these utterances have been made" and detailed reports are in preparation. Examples of the matches obtained for three classes of speech sounds other than nonnasal vowels are shown in Fig. 10 . In all cases it was possible to select a set of poles and zeros such that good fits were obtained with the data. In the matching of a spectrum such as one of these, the initial step was to determine the approximate locations of the poles and zeros from theoretical considerations and by examination of the general shape of the spectrum. Convergence to pole and zero locations yielding an optimum fit was achieved through a trial-anderror process, always with the constraint that the locations be consistent with known theoretical relations between vocal-tract configurations and the acoustic signal. Although application of the spectrum-matching technique described above usually resulted in good agreement between the speech spectra and the synthesized spectra, and, presumably, in reasonably accurate values for spectral poles and zeros, the method has the disadvantage that it is tedious and is not completely automatic. Attempts have been made, therefore, to reduce the time required for the generation of comparison spectra and to program the computer to perform the function of the experimenter in the analysis scheme of Fig. 3 . The task of developing an optimum strategy whereby rapid convergence to a best-fitting vowel spectrum is achieved is by no means trivial, and is an example of the hill-climbing problem that has received considerable attention in the field of pattern recognition.12 The strategy that is used in the present automatic FIG. 9 . Photograph of a display such as that described in Fig. 7 , showing a good match between the input and comparison spectra. To obtain this match to the vowel [I] matching scheme is a rather elementary one ; more complex strategies are being developed to obtain more accurate and rapid analyses.13J4 The automatic method to be described is applicable only to the analysis of the spectra of nonnasal vowels.
Generation of Comparison Spectra
In the experimental analysis procedure described above, each internally generated spectrum is computed as needed, and the integrations to simulate the effect of the filter bank are performed for each trial spectrum. The calculation of each pole factor and the simulation of the filtering of the synthesized spectra are the most time-consuming portions of the above method, however, and automation of the matching procedure would not be practical unless the time required for these operations was reduced. A more rapid (but less precise) procedure for the generation of comparison spectra was therefore adopted. In this procedure the comparison spectra are assembled from a limited set of elemental spectra that are stored within the computer memory.
Five elemental spectra are added to obtain the spectrum envelope of a vowel (in decibels) in the frequency range that includes the first three vocal-tract resonances (up to about 3000 cps for adult male voices). Four of these spectra are simple resonance curves each of which corresponds to a conjugate pair of poles of the vocaltract transfer function. An inventory of 78 simple resonance curves is stored in the computer memory with resonant frequencies spaced every 20 cps from 160 to BELL, FUJISAKI, HEINZ, STEVENS, AND HOUSE 500 cps, every 50 cps from 500 to 3000 cps, and every 100 cps from 3000 to 4000 cps. The bandwidth of the resonance associated with each of these curves is fixed at a value suggested by measured data on formant bandwidth; it is 60 cps for the low-frequency resonances and increases to 180 cps for the high-frequency resonances. Vowel spectra with various combinations of resonances can be assembled by selection of appropriate groups of four such curves. The fifth elemental spectrum is a curve that, in the frequency range of the first three vocal-tract resonances, accounts for the source spectrum, the radiation characteristic, and poles of the vocal-tract transfer function higher than the fourth. This "correction" spectrum is a relatively smooth curve, and its shape is not expected to change markedly from one adult male speaker to another or from one vowel to another, although some variation in the slope of the curve may occur. An inventory of six such correction spectra is stored in the computer memory, and one of these is always added to the group of four resonance curves to synthesize a complete vowel spectrum. The 84 elemental spectra that are stored in the computer memory are actually the curves that would be obtained if each of the simple resonance spectra and correction spectra were processed by the filter bank in the manner discussed above [Eq. (12)]. The elimination of the necessity of spectrum calculation and filter simulation greatly reduces the time required for the generation of comparison spectra (by a factor of about 50 in the present case), but it inevitably leads to some error in the synthesized spectra, especially at high frequencies where the filter bandwidths are not constant. Correction for the primary effect of the filter bandwidths can be made, and is actually included in the above procedure. It can be shown, however, that compensation for this error cannot be made exactly, especially for cases in which two resonances are closely spaced. Consequently this procedure for assembling vowel spectra has some inherent error, although this error is usually quite small.
Description of Strategy
From the 84 stored elemental curves, it is possible to assemble about .5X lo5 vowel-like spectra, if reasonable assumptions are made concerning the frequency range for each of the first four formants. Since in the analysis of a given speech spectrum it is impractical to make a comparison with each of these synthesized spectra, it is essential to devise a strategy whereby only a small subset of comparison spectra needs to be assembled and tested before convergence to the best-fitting spectrum is achieved. It is possible to distinguish two situations that require different strategies. One situation arises when no prior information is available concerning the formant frequencies for the vowel spectrum under analysis, and/or when no previous data have been obtained for the talker who generated the utterance in which this spectrum occurs. Such a case would occur when, in the analysis of the formant frequencies during the vowel portion of a syllable, one spectrum is selected to be examined first. Here the basic task of the analyzer is to establish a good first approximation to the input spectrum. In the second situation, which occurs much more frequently than the first, approximate data concerning the formant frequencies and the appropriate correction spectrum are already available in the analyzer. These data may have been obtained either from analysis of a spectrum sample located adjacent to the spectrum to be analyzed or from a preliminary approximate analysis of the spectrum. In this case, the task of the analyzer is to optimize the match between the input and the synthesized spectra.
When there is no prior knowledge of the locations of the formants, one method that has been used to establish the approximate values of the formant frequencies consists of the following steps: (1) Elemental spectra corresponding to formant frequencies in the expected range of F1 (plus a standard Fq curve and a standard correction curve) are each compared with the speech spectrum to be analyzed, and the curve yielding the minimum variation error is selected tentatively as identifying F1. (2) Elemental spectra corresponding to formant frequencies in the expected range of Fz are each added in turn to the curve found in (1) and the composite curve yielding the minimum variation error is selected tentatively as identifying Fz. (3) Step (2) is repeated to find tentative values for F+ (4) After approximate values for the first three formant frequencies are found in this way, elemental spectra corresponding to formant frequencies in the expected range of Fd are each added in place of the standard Fb curve adopted in previous steps, and the one yielding the minimum error score is found. (5) Step (4) is repeated to find the correction curve yielding the minimum error score. (6) The set of first four formant frequencies and the correction curve found by the above procedures are then used as starting points for the more exact analysis procedure that is employed when approximate data of this type are available.
It is to be noted that in the first step above, no elemental spectra corresponding to Fz and Fa are included in the synthesized spectrum. It can be shown, nevertheless, that the variation error score can serve to locate the approximate position of the lowest resonance in the input spectrum. The squared error score can give reliable results only after a reasonable approximation to the input spectrum is established, and is not a good criterion at this stage of the preliminary analysis. Throughout the automatic procedures pertaining to the analysis of vowels produced by adult male talkers error scores were computed with equal weighting for the 24 filters in the frequency range 100-3050 cps.
In the process of developing the preliminary analysis procedure outlined above, various alternative schemes for obtaining a first approximation to the formant fre-quencies were tried. In one such scheme the spectrum of a neutral vowel, i.e., F1=500 cps with subsequent formants occurring at intervals of 1000 cps, was used as the zero-order approximation, and the frequency positions of the formants were revised successively within appropriate ranges. Another scheme involved the matching of the input spectrum against members of a small stored set of standard vocalic spectra and the selection of the best approximation. A third procedure obtained estimates of approximate values of formant frequencies from direct measurements of certain gross features of the input spectrum. l5 Further studies with a large number of talkers and utterances will be required before the over-all performance of these various preliminary analysis procedures (or possibly combinations of them) can be compared quantitatively.
When approximate values for the formant frequencies and correction spectrum are available, an iterative procedure is employed, and the sequence of operations is the following: (1) With Fz, Fa, Fd, and the correction spectrum fixed at the given values, curves with resonant frequencies in the vicinity of the given F1 are used to form a series of spectra that are compared with the speech spectrum to be analyzed. The value of F1 yielding the minimum squared error is selected and used in subsequent steps. (2) Step (1) is repeated but with F1, F3, Fd, and the correction spectrum at the given values and Fz as the variable. (3) Step (1) is repeated to find, in turn, revised values for Fs, Fq and the correction spectrum. (4) Steps (l)- (3) are repeated. If the results are the same as those obtained after the first set of trials, the analysis of the given spectrum is terminated ; otherwise the process is repeated until no improvement in the fit is obtained.
The automatic method for the analysis of vowels has been used to obtain data on the variation with time of the formant frequencies of stressed vowels in a number of dissyllabic utterances. The computer has been programmed to perform the analysis on each spectral sample in turn within a designated region of the utterance. The initial step in the procedure is to prescribe the range of spectral samples over which the analysis is to be performed and to select a sample located centrally within this range. The analysis is first carried out on the centrally located sample, following one of the procedures that require no a priori knowledge of the approximate formant frequencies. The more precise iterative procedure is then applied to this sample to locate the formant frequencies and correction spectrum more exactly. These values of formant frequencies and correction spectrum are used as first approximations in the analysis of the following spectral sample. In this manner the analysis is performed on each spectral sample in turn until the end of the designated interval is reached. Then the program returns to the centrally located sample, and uses the results previously obtained The open points at the top of the figure give a measure of the error of fit between the input and comparison spectra.
The arrows indicate points in time where study of the spectrogram of the utterance (see Fig. 4 ) suggests the locations of vocalic boundaries.
for this sample as first approximations to the next preceding sample. The analysis is carried out on each preceding sample moving toward the beginning of the designated time interval. The results for each spectral sample are stored in the computer memory. After the analysis of all samples is completed, an instruction can be given to the computer to print or punch out the results of the analysis of each sample in order, or to display the results on the oscilloscope in various ways.
Typical Results
Figure 11 displays typical results of the automatic vowel analysis program for a portion of the utterance whose spectrogram is shown in Fig. 4 . The first three formant frequencies found by the program are plotted for each spectral sample in the stressed vowel. The squared error score for each sample is also shown in the upper part of the figure. The arrows indicate the "vowel" boundaries suggested by study of the spectrogram. It is noted that the error score increases sharply at these boundaries, since it is not possible, of course, to obtain good matches with consonant spectra by assembling a set of simple resonance curves by a procedure based on a theory of vowel production.
Several limitations of the automatic procedurezhave already been pointed out, and further studies will be necessary to overcome these limitations. The automatic analysis procedure in its present form requires that many trials be made before convergence to a set of resonant frequencies is achieved, and consequently the BELL, FUJISAKI, HEINZ, STEVENS, AND HOUSE analysis takes a considerable amount of time (order of 1000 times real time for the computer and the programs used in these studies). Furthermore, small but systematic errors in formant locations occur as a result of (a) the incomplete correction for the effect of the filters in the construction of the comparison spectrum and (b) the inability to vary the bandwidths of the formants. Both of these types of errors can be eliminated if a more complex and time-consuming procedure is used to assemble the spectra, similar to the procedure used in the experimental method described in connection with Fig. 3 . If, however, formant bandwidth were a variable in the matching process, then a more detailed strategy would be necessary to converge to both the frequencies and the bandwidths appropriate to a given spectral sample.13
Remarks on Extension of Automatic Analysis Procedure to Other Classes of Speech Spectra
The automatic speech reduction procedure just described is applicable only to spectra of nonnasal vowels or vowel-like sounds for which the vocal-tract transfer function is characterized by a set of conjugate pairs of poles. Thus for the matching of these types of spectra the internal spectrum generator in Fig. 2 need be instructed simply to synthesize spectra corresponding to a product of terms each of which represents a conjugate pair of poles. On the other hand, completely automatic procedures for reduction of spectra other than those of vowels or vowel-like sounds have not yet been developed. This lack of progress stems largely from the fact that the generation of these other classes of sounds is not yet understood in detail. While it is known, for example, that spectra occurring during the production of nasal, stop, and fricative consonants are characterized by zeros as well as poles, the numbers of zeros and poles required and the frequency ranges to be expected for each cannot be specified easily and systematically on the basis of present knowledge.
The spectrum of a nasalized vowel, for example, is characterized by about four poles and one zero in the frequency range up to 3000 cps,16J7 but the problem of devising a strategy that would lead to automatic matching of such a spectrum is a formidable one. If the positions of the four poles and zero were varied independently, a large number of combinations would have to be tried, but in order to avoid erroneous results these should include only those combinations that could in fact represent outputs of a vocal tract. To meet this requirement constant reference to articulation would have to be made during the process of searching for suitable pole-zero combinations. In view of these complications it is suggested that the strategy in an automatic analysis-by-synthesis procedure that is applicable to all types of spectra should consist of a search for parameters that are more directly related to articulation than are the pole-zero locations. In effect, the proposed strategy would require a search through a set of articulatory configurations. For each trial configuration the pole-zero locations, and hence the over-all spectrum, would be computed and compared with the spectrum under analysis. Different articulatory configurations would be tried until a spectrum yielding a best fit with the input spectrum was obtained. Thus in the case of matching the spectrum of a nasalized vowel, the strategy would try different vowel configurations and different amounts of coupling to the nasal cavities until an optimum spectral match was obtained.
The realization of this type of analysis scheme requires that a model be developed for specifying articulatory configurations in a simple yet meaningful way. Although various simple models have already been proposed18-20 it is clear that much must be learned concerning articulatory constraints and the relations between articulation and the acoustic output before a suitable strategy for the automatic reduction of all kinds of speech spectra is developed.
DISCUSSION
Analysis-by-synthesis procedures for the reduction of speech spectra have been used in one form or another by several investigators. Early attempts to use a spectrum matching technique were reported by Steinberg21 and by Lewis,22 who matched simple resonance curves to vowel spectra in the vicinity of the spectral peaks. The method was carried much further by Fant,4v23 who demonstrated how the spectra associated with simple linear circuits can be matched against vowel and consonant spectra. In Fant's studies, the experimenter can be said to have been situated within the feedback loop (as in Fig. 3 above) and the comparison spectra were either computed or measured from simple analog circuits. The goodness of fit was assessed by visual examination of the curves. Similar procedures were used by Heinz and Stevens24 for the matching of the spectra of fricative consonants. Matching of the spectra of several vowels was achieved by Mathews, Miller, and David, 25 who used digital computer techniques for the analysis of spectra computed from individual periods of the glottal output. They devised procedures for finding a set of poles corresponding to the vocal-tract transfer function and zeros to approximate the detailed form of the glottal spectrum such that best fits were obtained with the spectra under analysis. By performing a "pitch synchronous" analysis, they were able to obtain a rather detailed picture of the characteristics of the glottal excitation as well as the vocal-tract resonances, although the procedure was complicated by the necessity for adjusting a large number of parameters in order to converge to a best fit. The principles of the active speech analysis procedure have also been enunciated by Inomata, who, in connection with a program concerned with automatic speech recognition, has used computer techniques to search for a set of poles that yield a spectrum that matches a given vowel spectrum.
Whereas the methods just summarized, as well as those described in this paper, involve the matching of speech spectra and thus are carried out in the frequency domain, analysis procedures based on the same principle can also be applied in the time domain. The "inverse filtering" techniques described by Millerz7 involve the processing of the vowel sounds by a cascaded set of filters that are characterized by a set of conjugate pairs of zeros. When the frequencies of the zeros are adjusted to coincide with those of the poles that describe the vocal-tract transfer function for the vowel, then the output of the filters represents the waveform of the glottal source. Since the general shape of the glottal pulse is known, then a procedure can be devised for adjusting the zeros until the expected shape is obtained. The processing of the signal by a cascaded sequence of filters in the time domain is analogous to subtracting elemental resonance spectra (in decibels) from the speech spectrum. It would appear difficult, however, to devise an automatic analysis procedure based on timedomain methods, since criteria for optimum cancellation of a pole by a zero might be difficult to devise.
The various versions of analysis-by-synthesis or feedback methods of speech spectrum analysis such as those that have been described here and by others are considered to have important advantages over other analysis schemes. For the feedback analysis method, once a set of parameters is found such that a good replica of the input signal is generated when these parameters are applied as instructions to the internal generative model, then there is little question that this set constitutes an adequate representation of the input. In contrast to this method are the passive or open-loop analysis procedures in which simple attributes of the spectra, such as the major spectral peaks, are measured directly and are used to provide a simple representation of the speech signal. There is no assurance in these cases that important data have not been discarded or that 26 S. Inomata, Bull, Electra-Tech.
Lab. (Tokyo) 24, 597 (1960) . 27 K. L. Miller, J. Acoust. Sot. Am. 31, 667 (1959) .
an error has not been made in the extraction of a particular parameter.
Other potential advantages of the feedback analysis procedure stem from the fact that it permits certain quasi-invariant features of the speech signal to be accounted for in a relatively straightforward manner. Thus, in principle, once certain properties of a given talker, such as the spectrum of the glottal output or the approximate range of variation of his formant frequencies, have been evaluated, then these properties can be assumed to remain relatively unchanged over a period of time, and the strategy during this period is simplified. In a sense, the method is geared to the extraction of features of the signal that are changing, and spends little time on the extraction of features that do not change or that change only slowly.
The similarity between an analysis-by-synthesis procedure and certain aspects of human perception have led several investigators to speculate that man manipulates sensory data such as speech by an active internal replication process.s-7~26,28~2g If there is any basis for such speculation, then analysis techniques of the type described here would have the additional advantage that they bear at least some resemblance to the process of human speech reception. Sampled speech data are introduced into the computer in spectral form using equipment the block diagram of which is shown in Fig. 12 . Speech is recorded on one channel of a two-channel magnetic tape loop and sampling pulses are recorded on the other channel. The speech is played back through a pre-emphasis network into a bank of 36 simple-tuned filters. The pre-emphasis network has a rising frequency characteristic of 6 db/octave. The center frequencies of the filters range from 150 to 7025 cps and are selected so that the half-power points of adjacent filters are coincident. The filter bandwidths are constant at 100 cps for center frequencies up to 1550 cps and then increase gradually until reaching a value of 475 cps for a center frequency of 7025 cps. During the read-in process, the outputs of the filters are selected in sequence by a stepping switch that steps after each cycle of the tape loop. Thus the loop is played 36 times to obtain a complete spectral analysis of the speech sample. The selected filter output is fullwave rectified and smoothed before being converted from analog to digital form. A commercial analog-todigital encoder performs this conversion. The second tape channel contains recorded control pulses. A pulse train of positive polarity in which the pulses occur every 8.3 msec is used to indicate times at which the data are to be sampled. A train of opposite polarity marks the end of the tape loop and initiates the stepping switch. These control pulses enter two lightpen flip-flop registers of the computer, so that the sampling can then be controlled by the computer.
The computer is programmed to search the light-pen flip-flop registers for "sample" pulses and to transfer data from the encoder when such a pulse appears. The filter outputs are encoded into 10 bits and are read into the computer, where the data are then converted into decibels, encoded into six bits, and rearranged so that three samples are stored in each B-bit memory register. Thus each group of 12 registers contains outputs of the 36 filters at one sample time. Successive groups of 12 registers contain speech spectra at successive 8.3-msec intervals. With the present 8192-word memory, 3648 registers are used for data storage, and thus approximately 2.5 seconds of speech can be processed. The program provides routines that allow the data to be displayed on an oscilloscope or punched out on paper tape for later use. In addition, several error-checking routines are built into the program to maintan the accuracy of the read-in process.
