Duality in osp(1|2) Conformal Field Theory and link invariants by Ennes, I. P. et al.
ar
X
iv
:h
ep
-th
/9
70
90
68
v2
  2
3 
D
ec
 1
99
7
Duality in osp(1|2) Conformal Field Theory
and link invariants
I.P. Ennes † 1, P. Ramadevi ∗ 2, A.V. Ramallo † 3 and J. M. Sanchez de Santos † 4
†Departamento de F´ısica de Part´ıculas,
Universidad de Santiago
E-15706 Santiago de Compostela, Spain.
∗Tata Institute of Fundamental Research,
Homi Bhabha Road, Mumbai, India 400005.
ABSTRACT
We study the crossing symmetry of the conformal blocks of the conformal field theory
based on the affine Lie superalgebra osp(1|2). Within the framework of a free field real-
ization of the osp(1|2) current algebra, the fusion and braiding matrices of the model are
determined. These results are related in a simple way to those corresponding to the su(2)
algebra by means of a suitable identification of parameters. In order to obtain the link in-
variants corresponding to the osp(1|2) conformal field theory, we analyze the corresponding
topological Chern-Simons theory. In a first approach we quantize the Chern-Simons theory
on the torus and, as a result, we get the action of the Wilson line operators on the superchar-
acters of the affine osp(1|2). From this result we get a simple expression relating the osp(1|2)
polynomials for torus knots and links to those corresponding to the su(2) algebra. Further,
this relation is verified for arbitrary knots and links by quantizing the Chern-Simons theory
on the punctured two-sphere.
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1 Introduction
The study of the duality properties of Conformal Field Theory (CFT) has provided inter-
esting information about the global structure of these theories [1, 2]. Indeed, the behaviour
of the conformal blocks under crossing symmetry determines a consistent realization of a
non-trivial exchange algebra, whose analysis has revealed the existence of a hidden quantum
group symmetry [3]. This quantum group symmetry can be used to define new invariants
for knots and links in three-dimensional topology [4, 5].
The topological information encoded in the duality structure of CFT can be directly
extracted by formulating a topological Chern-Simons gauge theory in three dimensions [6].
The states in the Chern-Simons theory can be identified with the conformal blocks of the
two-dimensional CFT. The basic observables in the Chern-Simons theory are the Wilson
lines, which are invariant under both gauge symmetry and topological deformations. From
their vacuum expectation values, which can be obtained by exploiting the correspondence
with CFT, one can define topological invariants for knots and links. In this way, a connec-
tion between two-dimensional field theories and three-dimensional topology can be neatly
established.
In this paper we shall carry out the analysis, along the lines described above, of the CFT
based on the affine Lie superalgebra osp(1|2). This CFT shows up in many problems in
which the N=1 superconformal symmetry is present [7, 8]. We have recently studied [9] the
structure of its conformal blocks by means of a free field realization. In the present work, we
shall use the representation of the conformal blocks found in ref. [9] in order to determine
their behaviour under the different crossing symmetry transformations. Making use of the
contour manipulation techniques, one can obtain the braiding and fusion matrices from the
free field representation of the osp(1|2) CFT. We shall discover a great similarity between
the duality matrices of osp(1|2) and those corresponding to the su(2) CFT. Actually, we
shall find that, by performing a suitable identification, our osp(1|2) duality matrices can be
obtained from the su(2) ones.
Armed with these results for the braiding and fusion structure of the osp(1|2) CFT, one
can try to find out what kind of invariants for knots and links are generated by this model.
Knot invariants associated to Lie superalgebras have been considered from different points of
view in refs. [10, 11, 12, 13, 14]. Here we shall formulate a Chern-Simons topological theory
with osp(1|2) as gauge symmetry. In order to obtain the corresponding knot polynomials
we shall apply the methods of refs. [15, 16] , which allow to perform a direct evaluation of
the invariants. The final result of our analysis is an equation that relates the osp(1|2) and
su(2) polynomials. This relation is of the same type as the one found between the duality
matrices.
This paper is organized as follows. In section 2 we shall recall some basic facts of the
osp(1|2) CFT, in particular its fusion algebra and the expression of its supercharacters. We
shall also study in this section the modular transformations of the osp(1|2) supercharacters
and we shall relate the values of the modular S matrix to the quantum dimensions appearing
in the quantum deformation of the osp(1|2) symmetry. In the course of this analysis, we shall
find an identification between the deformation parameters of osp(1|2) and su(2) which allows
to write the osp(1|2) modular S matrix in terms of su(2) q-numbers. This osp(1|2)/su(2)
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identification is precisely the one we shall find for the duality matrices and knot polynomials.
In section 3 we shall implement the crossing symmetry operations in the free field repre-
sentation of the osp(1|2) CFT and, as a result, we shall be able to find general expressions
for the braiding and fusion matrices. Following the approach of ref. [9], we shall express the
conformal blocks as multiple contour integrals. The monodromy properties of these integrals
can be studied with the techniques introduced in ref. [17] and, as a result, the fusion and
braiding matrices of the osp(1|2) CFT can be determined.
In section 4 we develop the operator formalism of ref. [15] for the osp(1|2) Chern-Simons
gauge theory. In this formalism it is possible to represent the Wilson lines as operators
acting on the supercharacters of the two-dimensional theory. Actually, one has to deal
with an effective quantum mechanical problem whose corresponding Hilbert space is finite
dimensional. The states in this effective problem are the supercharacters and the observables,
i.e. the Wilson lines, are represented as differential operators acting on them. Using this
representation, the form of the Verlinde operators [18] can be obtained. Moreover, the
expectation values of Wilson lines for torus knots and links can be easily calculated and the
expression of the corresponding invariant polynomials can be determined. From these results
for torus knots and links we obtain the above-mentioned relation between the osp(1|2) and
su(2) invariant polynomials.
In order to extend this analysis to more general classes of knots and links, we shall adopt
in section 5 the approach of ref. [16], in which the quantization surface is the two-sphere
with punctures. The basic input one needs in this approach is behaviour under braiding and
fusion of the osp(1|2) CFT, which was obtained in section 3. Using this formalism one can
obtain systematically the invariant polynomials from some basic states of the Chern-Simons
Hilbert space on the punctured two-sphere. The results we shall find with these methods
confirm the relation between the osp(1|2) and su(2) polynomials found in section 4. Finally,
in section 6 we recapitulate our results and present some conclusions. Some details of our
calculations are contained in three appendices.
2 osp(1|2) Conformal Field Theory
The affine osp(1|2) Lie superalgebra is generated by three bosonic currents, which we shall
denote by J±(z) and J0(z), and by two fermionic operators j±(z). These operators can be
expanded in modes as follows:
Ja(z) =
∑
n∈Z
Jan z
−n−1 jα(z) =
∑
n∈Z
jαn z
−n−1 . (2.1)
The affine osp(1|2) is defined by the set of (anti)commutators [2]:
[ J0n , J
±
m ] = ±J±n+m [ J0n , J0m ] =
k
2
n δn+m
[ J+n , J
−
m ] = knδn+m + 2J
0
n+m
[ J0n , j
±
m ] = ±
1
2
j±m+n [ J
±
n , j
±
m ] = 0 (2.2)
[ J±n , j
∓
m ] = −j±n+m { j±n , j±m } = ±2J±n+m
2
{ j+n , j−m } = 2knδn+m + 2J0n+m .
In eq. (2.2), k is a c-number (the level of the algebra), which we will take to be a
non-negative integer. Based on the algebra (2.2), one can construct a CFT whose energy-
momentum tensor is given by the Sugawara expression:
T (z) =
1
2k + 3
: [ 2 (J0(z))2 + J+(z) J−(z) + J−(z) J+(z)
− 1
2
j+(z) j−(z) + 1
2
j−(z) j+(z) ] : . (2.3)
The central charge corresponding to the operator T in (2.3) is:
c =
2k
2k + 3
. (2.4)
The zero-mode operators Ja0 and j
α
0 satisfy a finite dimensional (i.e. non-affine) osp(1|2)
superalgebra (see eq. (2.2)). The finite-dimensional representations of this superalgebra
are characterized by an integer or half-integer number j, which we shall refer to as the
isospin of the representation. The state of the representation with eigenvalue m with respect
to the Cartan generator J00 will be denoted by |j,m >, being |j, j > the highest weight
state. Acting with the odd operators j±0 , the J
0
0 -eigenvalue of the state is shifted by ±1/2
and, as a consequence, m can take the values j, j − 1
2
, · · · ,−j + 1
2
,−j. Thus, the isospin j
representation is 4j+1-dimensional. The statistics of the different states of the representation
is determined by the Grassmann parity λ of the highest weight state |j, j >. When |j, j > is
bosonic (fermionic) the parameter λ, which we simply call the parity of the representation,
takes the value 0(1) and we will say that the representation is even (odd). It is clear that
the state |j,m > is bosonic(fermionic) if λ + 2(j −m) is zero(one) modulo two.
The similarity between the osp(1|2) and su(2) representation theory is quite evident. Let
us point out, however, an important difference. In an osp(1|2) representation, one can have
states with negative norm and, therefore, the corresponding CFT is not unitary. This fact
is related to the generalization of the adjoint operation that one must adopt for this graded
algebra [19]. We shall choose our conventions in such a way that the norm of the state
|j,m > is (−1)2λ(j−m). Therefore, only those states belonging to an odd representation (i.e.
with λ = 1) and with j −m ∈ ZZ + 1
2
, will have negative norm.
The primary fields of the osp(1|2) CFT are associated to the states |j,m > of the finite
algebra described above. Let us denote by Φjm the primary field corresponding to the state
|j,m >. The conformal weight of one of such operator in terms of the quadratic Casimir cj
of the representation is given by:
hj =
2cj
2k + 3
=
j ( 2j + 1 )
2k + 3
, (2.5)
where cj = j(j +
1
2
). Notice that, as it should, the conformal weights (2.5) of the fields Φjm
do not depend on J00 -eigenvalue m and, thus, we have a 4j+1-dimensional multiplet of fields
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associated to each value of the isospin. The algebra satisfied by these operators is encoded in
the fusion rules of the model, which can be obtained from the selection rules of its operator
algebra [9, 20]. If [j;λ] denotes the representation with isospin j and parity λ, the fusion
rules read:
[j1;λ1] × [j2;λ2] =
min ( j1+j2 , k+
1
2
−j1−j2 )∑
j3=|j1−j2|
2(j3−j1−j2)∈ Z
[j3;λ3] , (2.6)
where λ3 is related to λ1 and λ2 as follows:
λ3 = λ1 + λ2 + 2(j1 + j2 − j3) mod (2) . (2.7)
Again, the similarity with su(2) is manifest in the composition law (2.6). Indeed, it follows
from (2.6) that the space of fields with j ≤ k/2 is closed under multiplication. However, the
coupling of two isospins j1 and j2 gives rise to isospins j3 such that j3 − j1 − j2 is integer or
half integer. Notice that, in this last case, the parity λ3 is not the sum of λ1 and λ2 (see eq.
(2.7)) and, as a consequence, one can get odd representations by coupling two even ones.
The supercharacters for the spin j representation of the osp(1|2) current algebra at level
k are defined as:
χj,k(a, τ) = Strj [ e
2piiτ(L0−
c
24
) e2piiaJ
0
0 ] , (2.8)
where τ is the modular parameter, L0 is the zero mode part of the energy-momentum tensor
T and a is a variable associated to the Cartan generator J00 . In eq. (2.8), Strj denotes
the supertrace over the Verma module whose highest weight state is |j, j >, i.e. the trace
over the bosonic states minus the trace over the fermionic states of the Verma module. The
explicit form of the functions χj,k(a, τ) has been obtained in ref. [20]. They can be written
in terms of the functions:
ϑj,k(a, τ) ≡ Θj,k ( a + 1
2
,
τ
2
) , (2.9)
where Θj,k(a, τ) are classical theta functions. From the definition (2.9) one can easily con-
clude that the functions ϑj,k(a, τ) can be represented by the series:
ϑj,k(a, τ) = e
ipi
2
j
∑
n∈Z
eipikτ(n+
j
2k
)2 eipika(n+
j
2k
)+ipikn . (2.10)
It follows from (2.10) that ϑj,k(a, τ) satisfies ϑj,k(a, τ) = ϑj±2k,k(a, τ). For an even repre-
sentation, the χj,k(a, τ) character is given in terms of ϑj,k(a, τ) by means of the expression
[20]:
χj,k(a, τ) =
ϑ4j+1,2k+3(a, τ) − ϑ−4j−1,2k+3(a, τ)
Π(a, τ)
, (2.11)
with:
Π(a, τ) = ϑ1,3(a, τ) − ϑ−1,3(a, τ) . (2.12)
From the periodicity properties of the ϑj,k functions, it follows that the supercharacters
χj,k satisfy:
4
χj,k(a, τ) = −χ−j− 1
2
,k(a, τ)
χk+1−j,k(a, τ) = −χj,k(a, τ) . (2.13)
It is immediate from (2.13) that there are only k + 1 independent supercharacters χj,k,
which correspond to the isospins j = 0, 1
2
, · · · , k
2
, in agreement with the fusion rule (2.6).
Performing a Poisson ressumation, one can get the behaviour of the supercharacters under
modular transformations τ → − 1
τ
and a→ a
τ
. The result is:
χj,k(
a
τ
,−1
τ
) = e
ipik
2τ
a2
k/2∑
l=0
2l∈Z
Sjl χl,k(a, τ) , (2.14)
where the S matrix is given by:
Sjl =
√
4
2k + 3
(−1)2j+2l cos
[ (4j + 1)(4l + 1)
2(2k + 3)
π
]
. (2.15)
It is clear from (2.14) that the S-matrix (2.15) determines the transformation of the
specialized supercharacters χl,k(0, τ) under the τ → − 1τ transformation. 1 It is important to
point out the appearance in (2.15) of a cosine, instead of the usual sine that one has in the
su(2) theory. It is also interesting to analyze the S-matrix ratios S0j/S00. Indeed, according
to general arguments in CFT, these ratios should be related to the quantum dimensions
[21] of some representations of the q-deformation of the universal enveloping algebra of
osp(1|2). Actually [21], these quantities determine the ratio χj,k/χ0,k between the isospin j
supercharacter and that of the vacuum in the τ → 0 limit. In order to give an interpretation
of these S-matrix quotients in our case, let us introduce the quantity:
q = exp [
iπ
2k + 3
] . (2.16)
On the other hand, the graded osp(1|2) q-numbers, denoted by [x]+ for x integer or half-
integer, are defined as [22, 23]:
[x]+ =
qx − (−1)2x q−x
q
1
2 + q−
1
2
. (2.17)
Using the definitions (2.16) and (2.17), it is straightforward to write S0j/S00 as:
S0j
S00
= (−1)2j
[ 4j + 1
2
]
+
. (2.18)
From eq. (2.18), one can easily verify that the quotients S0j/S00 satisfy the fusion rules (2.6)
for the isospins, which is nothing but the Verlinde theorem for our osp(1|2) CFT.
1Alternatively, the exponential factor in the right-hand side of (2.14) can be absorbed by multiplying the
supercharacters by a convenient prefactor
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Let us now see how the values (2.18) are related to the quantum deformation of the
osp(1|2) symmetry. The universal enveloping algebra of osp(1|2) is generated by two fermionic
operators F± (corresponding to our currents j±) and by a Cartan element H (related to our
bosonic current J0). Its q-deformation, which we shall denote by Uq (osp(1|2)), was intro-
duced in refs. [22, 23]. Its defining (anti)commutators are:
[H , F± ] = ± 1
2
F±
{F+ , F− } = q
2H − q−2H
q − q−1 . (2.19)
There is a one-to-one relation between the irreducible representations of (2.19) and those of
the osp(1|2) finite algebra. Actually, for every integer or half-integer isospin j, there exists
a 4j + 1-dimensional representation in which the H generator is diagonal with eigenvalues
j, j− 1
2
, · · · ,−j+ 1
2
,−j. As in the undeformed algebra, the representations are referred to as
even or odd depending on the parity of their highest weight vector. The super q-dimension
for a representation of isospin j is defined as:
SDq[j] ≡ Strj q2H , (2.20)
where now, Strj denotes the supertrace over the isospin j representation of Uq (osp(1|2)). It
is a simple exercise to compute the value of SDq[j] for an even representation. The result is:
SDq[j] =
j∑
m=−j
2m∈ Z
(−1)2(j−m) q2m =
[ 4j + 1
2
]
+
. (2.21)
Therefore, we can rewrite (2.18) as:
S0j
S00
= (−1)2j SDq[j] . (2.22)
To finish this section, let us point out that there exist a relation between the q-numbers
(2.17) and those of su(2). If the deformation parameter of su(2) is denoted by t, we shall
define [x] as:
[x] =
t
x
2 − t−x2
t
1
2 − t− 12 . (2.23)
Suppose that x ∈ ZZ and that we identify t = −q. As (−1)x2 = (−1)x (−1)−x2 for any
x ∈ ZZ , one can write:
[x] = (−1)x−12
[ x
2
]
+
for x ∈ ZZ and t = −q . (2.24)
Therefore we can rewrite eq. (2.18) as:
S0j
S00
= [4j + 1]. (2.25)
Notice that the right-hand side of eq. (2.25) is the quantum dimension corresponding to a
representation of Ut(su(2)) with isospin 2j. This relation between the quantum groups based
on su(2) and osp(1|2), when one properly identifies their deformation parameters, has been
pointed out previously in ref. [23] and will play an important roˆle in our approach.
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(a) (b)
Figure 1: Diagrammatic representation of the conformal blocks for the s-channel (a) and for
the t-channel (b).
3 Braiding and Fusion in osp(1|2) CFT
In this section we shall study the behaviour of the conformal blocks of the osp(1|2) CFT
under the different exchanges of fields and duality transformations. We shall restrict our
analysis to the case of the four point conformal blocks, which will generally be denoted by
F1234. In the s-channel basis, the blocks can be represented as in figure 1a, where p is an index
labelling the s-channel intermediate state. The s-channel block depicted in figure 1a will be
denoted by sF1234p , where the labels 1, 2, 3 and 4 represent both the quantum numbers of the
primary fields involved in the four point correlator and their locations. There are different
exchange operations that one can perform on sF1234p . The simplest ones are the interchange
of the legs 1 and 2 (3 and 4) of the block, which will be denoted by π12(π34):
π12
[
sF1234p
]
= sF2134p π34
[
sF1234p
]
= sF1243p . (3.1)
Notice (see figure 1a) that the fields 1 and 2 are attached to the same three-point vertex in
sF1234p . Therefore one can assure that π12 acts diagonally on the s-channel blocks. The same
conclusion is valid for π34 and, thus, we can write:
π12
[
sF1234p
]
= Λp1,2
sF1234p π34
[
sF1234p
]
= Λp3,4
sF1234p , (3.2)
where Λp1,2 and Λ
p
3,4 are constants. We can also exchange the fields located at positions 2
and 3. This is equivalent to the crossing symmetry between the s and u channels. Based on
this s-u duality, one can write:
sF1234p =
∑
l
Bjp,jl
[ 2 3
1 4
]
sF1324l , (3.3)
where Bjp,jl
[
2 3
1 4
]
are the elements of the so-called braiding matrix [1, 2]. Notice that the
different elements of this matrix are labelled by the isospins of the intermediate channels.
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One can also use a t-channel basis to describe the space of four-point conformal blocks.
These t-channel blocks will be denoted by tF1234l (see figure 1b). The s-t duality of CFT
implies that these basis are related, i.e. that one can write:
sF1234p =
∑
l
Fjp,jl
[ 2 3
1 4
]
tF1234l , (3.4)
where the F
[
2 3
1 4
]
matrix is the so-called fusion matrix [1, 2].
In order to obtain the explicit form of the duality transformations of eqs. (3.2), (3.3)
and (3.4), we shall make use of a free field realization of the osp(1|2) current algebra. This
realization was introduced in ref. [7] and used in ref. [9] to study the conformal blocks of
the model. Let us describe briefly its basic features. The field content of this representation
consists of an scalar field φ, a pair of two conjugate bosonic fields (w, χ) and two fermionic
fields (ψ, ψ¯) whose non-vanishing operator product expansions are:
w(z1)χ(z2) = ψ(z1) ψ¯(z2) =
1
z1 − z2 φ(z1)φ(z2) = −log (z1 − z2) . (3.5)
In terms of these fields, one can represent [9] easily the primary fields of the model as:
Φjm =


χj−m e−2ijα0 φ if j −m ∈ ZZ
χj−m−
1
2 ψ e−2ijα0 φ if j −m ∈ ZZ + 1
2
,
(3.6)
where α0 = −1/
√
2k + 3. As it is discussed in ref. [9], the representation (3.6) is not unique.
In fact, there also exists a conjugate representation which, for a highest weight field, takes
the form:
Φ˜jj = w
2j+s e2i(j+s)α0 φ , (3.7)
where s = −k − 1. Within this free field approach, the conformal blocks of the model are
computed as vacuum expectation values of products of fields of the type (3.6) and (3.7) and
an screening charge Q, whose expression is:
Q =
∮
dz ( ψ¯(z) − w(z)ψ(z) ) eiα0φ(z) . (3.8)
A general four-point block is obtained from a correlator of the form:
< Φj1m1(z1) Φ
j2
m2
(z2) Φ
j3
m3
(z3) Φ˜
j4
m4
(z4)Q
n > , (3.9)
where [9] the number of screening charges is n = 2 ( j1 + j2 + j3 − j4 ). The basic information
about the duality behaviour of the model can be obtained by studying the block with j3 = j2
and j4 = j1 and when the primary fields entering the block are either highest or lowest
weights. Due to this fact, we shall restrict ourselves to the situation in which m4 = −m1 = j1
and m2 = −m3 = j2. Moreover, by using the sl(2) projective invariance of the Virasoro
algebra, we can fix the positions of the four fields to the values z1 = 0, z2 = z, z3 = 1 and
z4 = ∞. We shall suppose, finally, that the four representations involved in the correlator
(3.9) are even. Therefore, according to these considerations, we have to study the function:
F1234(z) ≡< Φj1−j1(0) Φj2j2(z) Φj2−j2(1) Φ˜j1j1(∞)Q4j2 > . (3.10)
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Figure 2: Contours of integration needed to represent sF1234p (z).
In the framework of this free field representation, the correlator (3.10) can be given as a
multiple contour integral of the type:
F1234(z) =
n∏
i=1
∮
Ci
dτi λ(z, {τi}) η({τi}) . (3.11)
In eq. (3.11) (and in what follows), the number n of integrations is n = 4j2. The function
λ(z, {τi}) in (3.11) is the contribution of the field φ to the correlator (3.10). Taking eqs.
(3.6) and (3.7) into account, one can write this contribution as:
λ(z, {τi}) =< e−2ij1α0 φ(0) e−2ij2α0 φ(z) e−2ij2α0 φ(1) e2i(s+j1)α0 φ(∞) ×
×eiα0 φ(τ1) · · · eiα0 φ(τn) > . (3.12)
The function η({τi}) in (3.11) represents the contribution of the fields w, χ, ψ and ψ¯ to
(3.10). Using the Fock space selection rules of the free field realization, it was found in ref.
[9] that this function can be written as:
η({τi}) = (−1)2j2 < (χ(0))2j1 (χ(1))2j2 (w(∞))2j1+sw(τ1) · · · w(τ2j2) > ×
× < ψ(τ1) · · ·ψ(τ2j2) ψ¯(τ2j2+1) · · · ψ¯(τ4j2) > +permutations. (3.13)
So far we have not specified the contours appearing in eq. (3.11). This specification is
equivalent to the choice of a basis in the space of conformal blocks. The contours correspond-
ing to well defined s-channel intermediate states for the blocks (3.11) have been represented
in figure 2. We shall take the first n − p + 1 integrals (whose integration variable will be
denoted by τi = ui for i = 1, · · · , n− p + 1) along the contour joining the points τ = 1 and
τ =∞ and lying on the real axis. The remaining integration variables will be denoted by vi
(i.e. vi = τn−p+1+i for i = 1, · · · , p− 1 ) and will be integrated in the interval (0, z). All the
integrations in a given interval are considered as ordered with respect to the location on the
real axis of the singular points of the block (i.e. τ = 0, z, 1 and ∞ ). The ordering along the
real line of these singular points is determined by the ordering of the fields in the correlator
(3.10). Thus, for example, the first field from the left in eq. (3.10) is evaluated at τ = 0,
which is also the first point from the left in figure 2. Let us denote by λp(z, {ui}, {vi}) and
ηp({ui}, {vi}) the functions λ(z, {τi}) and η({τi}) after the relabelling of variables described
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above. The pth s-channel block can be represented as:
sF1234p (z) =
∫ ∞
1
du1 · · ·
∫ un−p
1
dun−p+1
∫ z
0
dv1 · · ·
∫ vp−2
0
dvp−1 λp(z, {ui}, {vi}) ηp({ui}, {vi}).
(3.14)
By using Wick’s Theorem, one can readily evaluate λp(z, {ui}, {vi}) with the result:
λp(z, {ui}, {vi}) = z8j1j2ρ (1− z)8j22ρ
n−p+1∏
i=1
uai (ui − z)b (ui − 1)b
∏
i<j
(ui − uj)2ρ ×
×
p−1∏
i=1
vai (z − vi)b (1− vi)b
∏
i<j
(vi − vj)2ρ
n−p+1∏
i=1
p−1∏
j=1
(ui − vj)2ρ,
(3.15)
where ρ = α20/2 = 1/2(2k + 3) and the constants a and b are defined as a = −2j1α20 and
b = −2j2α20 . Notice that the phases chosen in the different powers in (3.15) correspond
to the ordering of contours shown in figure 2. The s-channel intermediate isospin jp, which
corresponds to the pth block, can be easily obtained [9] by looking at the z → 0 behaviour
of the function (3.14). One gets:
jp = j1 + j2 +
1 − p
2
. (3.16)
It is now possible to study the implementation of the different exchange operations defined
at the beginning of this section. Let us, first of all, consider the π12 operation introduced in
eq. (3.1). It is clear that, as the result of acting with π12, the blocks (3.10) are transformed
into:
F2134(z) ≡< Φj2j2(z) Φj1−j1(0) Φj2−j2(1) Φ˜j1j1(∞)Q4j2 > . (3.17)
As in eq. (3.14), one can get an integral representation of the blocks (3.17) for a well-defined
s-channel intermediate state. Notice that now the contour ordering corresponding to the
correlator (3.17) is the one shown in figure 3. Therefore we can write:
sF2134p (z) =
∫ ∞
1
du1 · · ·
∫ un−p
1
dun−p+1
∫ 0
z
dv¯1 · · ·
∫ v¯p−2
z
dv¯p−1 λ¯p(z, {ui}, {v¯i}) ηp({ui}, {v¯i}),
(3.18)
where the function ηp is the same used in eq. (3.14) and λ¯p(z, {ui}, {v¯i}) is given by:
λ¯p(z, {ui}, {v¯i}) = (−z)8j1j2ρ (1− z)8j22ρ
n−p+1∏
i=1
uai (ui − z)b (ui − 1)b
∏
i<j
(ui − uj)2ρ ×
×
p−1∏
i=1
(−v¯i)a (v¯i − z)b (1− v¯i)b
∏
i<j
(v¯i − v¯j)2ρ
n−p+1∏
i=1
p−1∏
j=1
(ui − v¯j)2ρ,
(3.19)
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Figure 3: Contours of integration used in the free field representation of sF2134p (z).
Let us now try to relate the functions (3.14) and (3.18). First of all, it is clear from
the contours of figure 3 that the integral (3.18) is naturally defined in the situation in which
z < 0, whereas, on the contrary, the integration limits in (3.14) correspond to the case z > 0.
It is not difficult to analytically continue the expression (3.18) from the z < 0 domain to the
range z > 0. The first step in this analytical continuation consists in exchanging the upper
and lower limits of the v¯i integrations in (3.18):∫ 0
z
dv¯1 · · ·
∫ v¯p−2
z
dv¯p−1 [ · · · ] = (−1)p−1
∫ z
0
dv¯1 · · ·
∫ z
v¯p−2
dv¯p−1 [ · · · ] . (3.20)
Notice that, in the right-hand side of eq. (3.20), the variables are ordered as z > v¯p−1 >
v¯p−2 > · · · > v¯1 > 0. This is not the ordering appearing in the integral (3.14). The latter
can be obtained by means of the following redefinition of the v¯i variables:
vi = v¯p−i i = 1, · · · , p− 1 . (3.21)
Performing this change of variables in the right-hand side of eq. (3.20) and reversing the
order of the iterated integrals in the resulting expression, one gets:∫ 0
z
dv¯1 · · ·
∫ v¯p−2
z
dv¯p−1 [ · · · ] = (−1)p−1
∫ z
0
dv1 · · ·
∫ vp−2
0
dvp−1 [ · · · ] . (3.22)
Moreover, it is clear from their definitions that, when the relabelling (3.21) is performed,
the function λ¯p(z, {ui}, {v¯i}) is transformed into the function λp(z, {ui}, {vi}) multiplied by
a phase, while the function ηp is multiplied by a sign. It is easy to evaluate these factors.
The result is:
λ¯p(z, {ui}, {v¯i}) = e8ipij1j2ρ eipi(a+b)(p−1) eipi(p−1)(p−2)ρ λp(z, {ui}, {vi})
ηp({ui}, {v¯i}) = (−1)
(p−1)(p−2)
2 ηp({ui}, {vi}) . (3.23)
Putting together all the factors appearing in eqs. (3.22) and (3.23), we obtain the explicit
expression of Λp1,2:
Λp1,2 = (−1)
p(p−1)
2 eipi (hjp −hj1 −hj2 ) , (3.24)
where hj1 , hj2 and hjp are given by eq. (2.5). It is interesting to write the sign in eq. (3.24)
in a slightly different form. Let us denote by < x > the integer part of any integer or half-
integer number x. As (−1)p(p−1)/2 = (−1)<p/2> for any p ∈ ZZ , and after taking eq. (3.16)
into account, eq. (3.24) can be rewritten as:
Λp1,2 = (−1)<j1+j2−jp+
1
2
> eipi (hjp −hj1 −hj2 ) . (3.25)
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It is also very interesting to write eq. (3.25) in terms of the deformation parameter q,
introduced in eq. (2.16). After a short calculation, one concludes that the corresponding
expression is:
Λp1,2 = (−1)<j1+j2−jp+
1
2
> qjp(2jp+1)− j1(2j1+1)− j2(2j2+1) . (3.26)
In the form (3.26), the value of Λp1,2 has a very neat interpretation. Indeed, one can regard
the sign in (3.26) as the classical part of Λp1,2 and the power of q as its quantum deforma-
tion. The quantum part of Λp1,2 is the one expected from the general formalism of CFT
[1], whereas the classical contribution should be determined from the (undeformed) osp(1|2)
representation theory. In general, the state | jp, mp >, obtained by tensor multiplication of
two representations of isospins j1 and j2, is given by an expression of the form:
| jp, mp >=
∑
m1,m2
C
jp,mp,λp
j1,m1,λ1;j2,m2,λ2
|j1, m1 > ⊗ |j2, m2 > , (3.27)
where C
jp,mp,λp
j1,m1,λ1;j2,m2,λ2
are the osp(1|2) Clebsch-Gordan coefficients. Under the exchange of
the two representations in the tensor product, these Clebsch-Gordan coefficients change by
a sign. Let us write this behaviour as:
C
jp,mp,λp
j2,m2,λ2;j1,m1,λ1
= ǫ
jp,mp,λp
j1,m1,λ1;j2,m2,λ2
C
jp,mp,λp
j1,m1,λ1;j2,m2,λ2
. (3.28)
The ǫ
jp,mp,λp
j1,m1,λ1;j2,m2,λ2
signs of the right-hand side of (3.28) can be obtained from the values of
the Clebsch-Gordan coefficients of osp(1|2) [19]. One has:
ǫ
jp,mp,λp
j1,m1,λ1;j2,m2,λ2
= (−1)<j1+j2−jp+ 12>(−1)(λp+1)(λ1+λ2)+λ1λ2 (−1)(λ1+2(j1−m1))(λ2+2(j2−m2)) .
(3.29)
Notice that, indeed, when λ1 = λ2 = 0 and j1 − m1 , j2 − m2 ∈ ZZ , the signs of the
right-hand sides of (3.29) and (3.26) coincide.
It is interesting to point out the dependence on the Cartan eigenvalues mi of the right-
hand side of eq. (3.29). This dependence, which does not occur in the su(2) case, has its
origin in the sign generated in the exchange of two osp(1|2) states due to their different
Grassmann parities. It follows that, in general, the eigenvalues in eq. (3.2) will depend on
the mi’s. It can be checked that, for general Cartan eigenvalues of the fields inserted in the
four-point correlator, our free field representation gives rise to the same mi dependence as
in eq. (3.29).
The behaviour of the blocks under the exchange operation π34 can be determined by the
same method employed to study the action of π12. In fact, it is easy to verify that, with the
appropriate substitutions, the value of the constants Λp3,4 is also given by eq. (3.25). The
determination of the braiding matrix defined in eq. (3.3) is much more involved. In general,
one has to employ contour manipulation techniques in order to relate the multiple integrals
appearing in the free field representation of both sides of eq. (3.3). We shall restrict ourselves
here to analyze the braiding matrix of blocks of the type (3.10) with j1 = j2 = j. Let us
denote by Bj the (4j + 1) × (4j + 1) dimensional matrix that implements the s-u crossing
symmetry in the free field representation of this type of blocks. In appendix A, the j = 1/2
case is worked out. Using the results of this appendix one can write the B 12 matrix as:
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B 12 =


q2
[ 3
2
]+
−q −q−1 [ 52 ]+
[ 3
2
]+
q
[ 3
2
]+
− [1]++[2]+
[2]+
−q−2 [ 52 ]+[1]+
[2]+[
3
2
]+
− q−1
[ 3
2
]+
q−2 [1]+
[2]+
−q−4 [1]+
[2]+[
3
2
]+


, (3.30)
where the graded q-numbers have been defined in eq. (2.17). As a consistency check of eq.
(3.30) one can verify that, as expected, when j1 = j2 = 1/2, the quantities Λ
p
1,2, given in
eq. (3.25), are eigenvalues of B 12 . Moreover, it is interesting to point out that, performing a
change of basis in the space of blocks, the braiding matrix of eq. (3.30) can be recast as a
symmetric matrix which is much more convenient for our purposes. Indeed, let us conjugate
the braiding matrix B 12 in the form:
B
1
2 = γ B 12 γ−1 , (3.31)
where γ is the following diagonal matrix:
γ =


1
i
√[
3
2
]
+ √[
5
2
]
+

 . (3.32)
After the conjugation (3.31), the resulting braiding matrix B
1
2 is:
B
1
2 =


q2
[ 3
2
]+
i q√
[ 3
2
]+
−q−1
√
[ 5
2
]+
[ 3
2
]+
i q√
[ 3
2
]+
− [1]++[2]+
[2]+
−iq−2 [1]+
√
[ 5
2
]+
[2]+
√
[ 3
2
]+
−q−1
√
[ 5
2
]+
[ 3
2
]+
−iq−2 [1]+
√
[ 5
2
]+
[2]+
√
[ 3
2
]+
−q−4 [1]+
[2]+[
3
2
]+


. (3.33)
On the other hand, as argued in ref. [17], the fusion matrix for the blocks (3.10) can be
obtained by looking at the relation between the functions sF1234(z) and sF1234(1 − z). In
the simplest case, in which j1 = j2 = 1/2, the corresponding matrix elements have been
explicitly given in ref. [17]. Adapting eq. (5.11) of the first paper in ref. [17] to our case,
and after conjugating with the same diagonal matrix γ as in eq. (3.32), one arrives at the
following symmetric expression:
F
1
2 =


− 1
[ 3
2
]+
− i√
[ 3
2
]+
−
√
[ 5
2
]+
[ 3
2
]+
− i√
[ 3
2
]+
[1]++[2]+
[2]+
−i [1]+
√
[ 5
2
]+
[2]+
√
[ 3
2
]+
−
√
[ 5
2
]+
[ 3
2
]+
−i [1]+
√
[ 5
2
]+
[2]+
√
[ 3
2
]+
[1]+
[2]+[
3
2
]+


, (3.34)
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where we have denoted by F j the fusion matrix for the blocks (3.10) with j1 = j2 = j.
From the particular cases of Bj and F j just found it is not difficult to find out their values
for an arbitrary value of the isospin j. The key observation in this respect is the comparison
between the matrices of eqs. (3.33) and (3.34) and those corresponding to the su(2) CFT.
Let us denote by B˜j(t) and F˜ j(t) the braiding and fusion matrices of the su(2) conformal
blocks of correlators of four primary fields with the same isospin j. For convenience, we have
chosen a notation for these matrices in which the deformation parameter t appears explicitly.
As was shown in ref. [3], the su(2) fusion matrices can be put in terms of the Racah-Wigner
6j symbols of Ut(su(2)). These symbols were computed in ref. [4]. Using these results we
can write:
F˜ jj1 j2(t) = (−1)j1+j2−2j
√
[2j1 + 1]
√
[2j2 + 1]
(
∆(j, j, j1)∆(j, j, j2)
)2 ×
× ∑
m≥0
(−1)m [m+ 1] !
(
[m− 2j − j1] !
)−2 (
[m− 2j − j2] !
)−2 ×
×
(
[2j + j1 + j2 −m] !
)−2 (
[4j −m] !
)−1
. (3.35)
The q-numbers appearing in the right-hand side of eq. (3.35) have been defined in eq. (2.23).
The function ∆ (a, b, c) is defined as:
∆ (a, b, c) =
√√√√ [−a + b+ c] ! [a− b+ c] ! [a + b− c] !
[a+ b+ c+ 1] !
. (3.36)
Let us now argue that the same identification used in section 2 to pass from the su(2) to
the osp(1|2) quantum numbers (i.e. t = −q) can be utilized to connect the fusion matrices.
Actually, our claim is that:
F jj1 j2 = F˜
2j
2j1 2j2(−q) . (3.37)
In order to evaluate the right-hand side of eq. (3.37), we shall use the fact that, when t = −q,
the quantum factorials are related as:
[x] ! = (−1)x(x−1)4
[ x
2
]
+
! , (3.38)
where we have denoted:
[y]+ ! =
y∏
j=1/2
2j ∈Z
[ j ]+ . (3.39)
In terms of the factorials (3.39), we define the function ∆+ (a, b, c) by means of the expression:
∆+ (a, b, c) =
√√√√ [−a + b+ c]+ ! [a− b+ c]+ ! [a + b− c]+ !
[a+ b+ c+ 1
2
]+ !
. (3.40)
Using these definitions, eq. (3.37) can be written as:
F jj1 j2 = (−1)2(j1+j2)
2 − j1− j2 i 2(j1−<j1>) i 2(j2−<j2>)
√[ 4j1 + 1
2
]
+
√[ 4j2 + 1
2
]
+
×
14
×
(
∆+(j, j, j1)∆+(j, j, j2)
)2 ∑
m≥0
2m∈Z
(−1)m(2m−1)
[2m+ 1
2
]
+
!
(
[m− 2j − j1]+ !
)−2 ×
×
(
[m− 2j − j2]+ !
)−2 (
[2j + j1 + j2 −m]+ !
)−2 (
[4j −m]+ !
)−1
.
(3.41)
Several remarks concerning eq. (3.41) are in order. First of all, one must be specially careful
with the t = −q identification in the square root terms of the right-hand side of eq. (3.35),
since minus signs are generated inside the square root and one must give a prescription to
deal with them. To obtain eq. (3.41), we have taken
√
(−1)2x for 2x ∈ ZZ to be i2(x−<x>).
Moreover, when F jj1 j2 is given by eq. (3.41), one can prove a set of properties satisfied by
the fusion matrix. The most interesting for our purposes have been compiled in appendix B.
Let us now provide evidence supporting our claim of eq. (3.37). Our first argument is
the fact that a direct substitution for j = 1/2 shows that the matrix elements computed
from eq. (3.41) coincide with the ones displayed in eq. (3.34). Another piece of evidence is
obtained by computing the braiding matrix from eq. (3.41). Indeed, a general argument in
CFT allows to relate the fusion and braiding matrices [1]. This relation involves the signs
(3.29), which encode the behaviour of the Clebsch-Gordan coefficients under the permutation
of the two representations that are multiplied in the tensor product. In our case, the relation
between the braiding and fusion matrices takes the form:
Bjpjl
[ 2 3
1 4
]
= ǫ
jp,mp,λp
j3,m3,λ3;j4,m4,λ4
ǫj1,m1,λ1jl,ml,λl;j3,m3,λ3 e
ipi(hj1+hj4−hjp−hjl ) Fjpjl
[ 2 4
1 3
]
. (3.42)
Taking j1 = j2 = j3 = j4 = j and using eq. (3.29) in eq. (3.42), one can prove that:
Bjjpjl = (−1)2j (−1)<jp> (−1)<jl> q4cj−2cjp−2cjl F jjpjl , (3.43)
from which we can obtain the general form of Bj once F j is known. One can easily check
that, for j = 1/2, eq. (3.43) reproduces the expression of the braiding matrix elements given
in eq. (3.33). For a general value of j one can verify that the eigenvalues of the matrix (3.43)
coincide with our free field expression (i.e. with eq. (3.26) for j1 = j2 = j). For low values
of j this statement can be checked by an explicit calculation. There is, however, a more
powerful indirect argument that makes use of the relation between the matrix Bj and its
counterpart B˜ j(t) in the su(2) theory. The matrix elements of the latter are given in terms
of those of the su(2) fusion matrix F˜ j(t) by:
B˜ jjpjl(t) = (−1)jp+jl−2j tj(j+1)−
jp(jp+1)
2
−
jl(jl+1)
2 F˜ jjpjl(t) . (3.44)
It is not difficult now to prove the following relation between the matrices of eqs. (3.44) and
(3.43):
B jjpjl = (−1)2j B˜ 2j2jp,2jl(−q) . (3.45)
Eq. (3.45), which was obtained under the assumption that eq. (3.41) is correct, implies
that the eigenvalues of the matrices Bj and (−1)2j B˜ 2j(−q) are equal. As the eigenvalues
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of B˜ j(t), which we shall denote by Λ˜ lj(t) for l = 0, · · · , 2j, are known, we can obtain in this
way the eigenvalues of Bj . We are now going to check that the latter agree with the values
written in eq. (3.26). Indeed, it is well-known that the Λ˜ lj(t) are given by:
Λ˜ lj(t) = (−1)2j−l t
l(l+1)
2
−j(j+1) . (3.46)
The eigenvalues of (−1)2j B˜ 2j(−q) are (−1)2j Λ˜ 2l2j(−q). A straightforward calculation shows
that:
(−1)2j Λ˜ 2l2j(−q) = (−1)<2j−l+
1
2
> ql(2l+1)−2j(2j+1) , (3.47)
which, for l = 0, · · · , 2j and 2l ∈ ZZ , coincide with the set of values given in eq. (3.26). This
proves our statement.
4 osp(1|2) invariants for torus knots and links
In the previous section we have characterized the exchange symmetry of the osp(1|2) CFT.
It is nowadays an established fact that there exists a non-trivial connection between the
duality properties of two-dimensional CFT’s and three-dimensional topology. The best way
to uncover this connection is by formulating a suitable Chern-Simons (CS) topological field
theory in three dimensions [6]. This CS theory must be such that, after quantization, its
states are in one-to-one correspondence with the conformal blocks of the two-dimensional
CFT. In our case there is an obvious choice for the three-dimensional theory. Indeed, since
the CFT we are dealing with is endowed of an osp(1|2) current algebra, it is natural to
consider a theory based on the action:
S =
k
4π
∫
M
Str
[
A ∧ dA+ 2
3
A ∧A ∧A
]
, (4.1)
where A is a one-form connection taking values in the osp(1|2) superalgebra and M is a
three-dimensional manifold without boundary. In eq. (4.1), k is a non-negative integer.
Once the connection with the two-dimensional theory be established, k will be identified
with the level of the osp(1|2) affine symmetry.
The basic observables in the CS theories are the Wilson line operators. These are op-
erators defined for each closed curve in M and for each irreducible representation of the
superalgebra. For an isospin j representation, the Wilson line operator for a curve γ is given
by:
W γj ≡ Strj
[
P exp
( ∫
γ
A
) ]
, (4.2)
where P denotes a path-ordered product along γ, and the supertrace is taken as the trace over
the bosonic states minus the trace over the fermionic states of the isospin j representation
of osp(1|2). Notice that the operators W γj are both gauge invariant and metric independent.
In order to quantize the theory based on the action (4.1), one must decompose the
manifold M as the connected sum of two three-manifolds M1 and M2 sharing a common
boundary Σ (see figure 4). In general, the identification of the boundaries of M1 and M2
will be performed through a homeomorphism. The surface Σ in this decomposition will
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ΣM1
M2
Figure 4: The three dimensional manifold M is split into M1 and M2, joined along their
common boundary Σ
be our equal-time quantization surface. The topological nature of the CS theory allows the
possibility of choosing different decompositions of the same three-manifoldM . The quantum
Hilbert space of states of the theory will depend on these decompositions.
The quantization of the CS theory is performed in the presence of Wilson line operators
of the type (4.2). In general, the curves on which these Wilson lines are defined can intersect
with Σ. In this case, we shall have on Σ a quantization problem with punctures. Each of these
punctures is characterized by a representation of the gauge group and by the coordinates
of a point of Σ. According to ref. [6], there exists a correspondence between the CS states
on Σ and the conformal blocks of a CFT defined on the same two-dimensional surface.
These conformal blocks correspond to correlators of fields, with the quantum numbers of the
Wilson lines, which are inserted at the points of Σ where the intersection with the three-
dimensional curves takes place. The interesting aspect from the topological point of view is
that the vacuum expectation values of products of Wilson lines are topological invariant and,
therefore, one expects that they could be related to some link polynomials. The connection
between the CS gauge theory and CFT provides a powerful method to compute these link
invariants.
In this section we shall consider the case in which the manifolds M1 and M2 are two
solid tori whose boundary Σ is a torus T 2. We shall assume that the Wilson lines do not
intersect with the boundary torus. According to the general arguments reviewed above, the
states associated to this two-dimensional quantization surface should be in correspondence
with the zero-point conformal blocks of the torus, i.e. with the supercharacters of the model.
In what follows we shall verify this fact and we shall find a set of operators which, acting
on the torus states, represent the fusion rules of the osp(1|2) CFT. Within this approach we
shall be able to compute vacuum expectation values of torus links in the three-sphere S3. In
the next section, based on this result, we shall develop a formalism which will allow us to
compute expectation values of more general classes of links.
When Σ = T 2 one can argue, as in ref. [15], that the only relevant components of
the connection A on the torus are its zero-modes, which parametrize the holonomy of the
gauge field around the non-trivial homology cycles of T 2. Let us choose a basis for the
first homology of the torus as shown in figure 5, in which the α cycle is the one which is
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αβ
Figure 5: Canonical homology basis for the torus
contractible in the solid torus. The holomorphic one-form ω is defined by its integrals along
the α and β cycles: ∫
α
ω = 1
∫
β
ω = τ , (4.3)
where τ is the modular parameter of the torus. Since the first homology group of T 2 is
abelian, we can take the zero-mode part of A in the Cartan subalgebra of osp(1|2). We shall
use the parametrization:
A =
πa
τ2
ω¯ J00 −
πa¯
τ2
ω J00 , (4.4)
where τ2 = Im τ , a and a¯ are constants and J
0
0 is the osp(1|2) Cartan generator. In the
framework of the path integral quantization of the CS action (4.1), one can formulate [15]
an effective problem for the zero-modes of the gauge field. One of the outcomes of this
formalism is the fact that, in the effective theory, the coefficient k of the CS action is shifted
by cv, the quadratic Casimir in the adjoint representation. For the osp(1|2) superalgebra, cv
is equal to 3/2 and, therefore, the above-mentioned shift is k → k+ 3
2
. The states appearing
in the zero-mode problem are functions of the variable a, whose form can be obtained by
solving the Gauss law associated to the action (4.1). In fact, adapting the result of ref. [15]
to our osp(1|2) case, one can readily prove that the states are given by the numerator of the
supercharacters (2.11) multiplied by a convenient prefactor. These functions are:
ξj,k(a, τ) ≡ e
pi(2k+3)
8τ2
a2
[ ϑ4j+1,2k+3(a, τ) − ϑ−4j−1,2k+3(a, τ) ] , (4.5)
where j is integer or half integer. From the periodicity properties of the characters (eq.
(2.13)), one can immediately conclude that there only exist k + 1 independent states in the
effective Hilbert space whose wavefunctions are given by ξj,k(a, τ) for j = 0,
1
2
, · · · , k
2
.
It is not difficult to obtain the operator realization of the gauge field (4.4) in the Hilbert
space spanned by the functions (4.5). Actually, the canonical commutation relations corre-
sponding to the action (4.1), after taking into account the k → k + 3
2
shift, determine the
commutator of the zero-mode components of the gauge field. This commutator is:
[ a¯ , a ] =
4τ2
π(2k + 3)
, (4.6)
which implies that a¯ can be represented as:
a¯ =
4τ2
π(2k + 3)
∂
∂a
. (4.7)
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Using eqs. (4.3), (4.4) and (4.7) one can easily find the expression of the Wilson line op-
erators in terms of a and ∂/∂a. Actually, this can only be done for Wilson line operators
corresponding to torus knots, i.e. for curves that can be drawn on the surface of T 2 without
self-intersections. Let γr,s be a torus knot on T
2 which belongs to the same homology class
as rα + sβ, for two coprime integers r and s. We shall denote by W
(r,s)
j the Wilson line
operator (4.2) for γ = γr,s. If Λj represents the set of eigenvalues of the Cartan generator
J00 in the isospin j representation, i.e. the 4j + 1 values Λj = { j − p2 , p = 0 · · · , 4j}, the
expression of the W
(r,s)
j operator is given by:
W
(r,s)
j =
∑
n∈Λj
(−1)2(j−n) exp
[ nπ(r + sτ¯ )
τ2
a − 4n(r + sτ)
2k + 3
∂
∂a
]
. (4.8)
It is not difficult to obtain the action of the operators of eq. (4.8) on the states ξj,k(a, τ).
The result is:
W
(r,s)
l ξj,k(a, τ) = (−1)2l
∑
n∈Λl
(−1)2n(s−1) q4rsn2+2(4j+1)nr ξj+ns,k(a, τ) , (4.9)
where q is the same as in eq. (2.16). In order to prove eq. (4.9) one has to use the well-known
behaviour of the theta functions under shifts in their arguments. Notice that, remarkably,
the action of the operators (4.8) does not take us out of the Hilbert space spanned by the
functions (4.5).
Two particular cases of (4.9) will be of great interest for our purposes. First of all, let us
consider the situation in which r = 0 and s = 1, i.e. a Wilson line along the β cycle of the
torus. Eq. (4.9) particularized to this case gives:
W
(0,1)
l ξj,k(a, τ) = (−1)2l
∑
n∈Λl
ξj+n,k(a, τ) . (4.10)
If one takes j = 0 in (4.10), which corresponds to acting with W
(0,1)
l on the vacuum state,
one easily arrives at:
W
(0,1)
l ξ0,k(a, τ) = (−1)2l ξl,k(a, τ) . (4.11)
In order to prove eq. (4.11) from eq. (4.10), one has to make use of the periodicity properties
of the characters (eq. (2.13)). Eq. (4.11) suggests the interpretation of W
(0,1)
l as a creation
operator of the state ξl,k(a, τ). Notice, however, the (−1)2l sign appearing in the right-hand
side of eq. (4.11). We can absorb this sign by defining new operators in the form:
Φ
(r,s)
l ≡ (−1)2lW (r,s)l . (4.12)
The operators Φ
(r,s)
j are the Verlinde operators [18] for the torus Hilbert space. Indeed, as the
result of the action of Φ
(0,1)
j on the vacuum state ξ0,k, the state ξj,k of isospin j is obtained.
Moreover, it can be checked from (4.10) that the operators Φ
(0,1)
j satisfy the osp(1|2) fusion
rules of eq. (2.6). It is interesting to point out that, on the contrary, the Wilson line
operators W
(0,1)
l do not satisfy these fusion rules. Actually, the composition law which they
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obey has signs. The redefinition of eq. (4.12) eliminates these signs and, as a consequence,
the correct fusion rules are reproduced. It is important to point out here the difference with
the situation for bosonic gauge groups, where the representation of the Verlinde operators is
given directly by the Wilson lines.
Another interesting particular case of eq. (4.9) is r = 1, s = 0, which corresponds to
Wilson lines for the α cycle of the torus. It follows from (4.9) that, in this case, the Wilson
line operators act diagonally on the states (4.5):
W
(1,0)
l ξj,k(a, τ) =
∑
n∈Λl
(−1)2(l+n) q2(4j+1)n ξj,k(a, τ) . (4.13)
Remarkably enough, one can show that the alternate sum appearing in the right-hand side
of eq. (4.13) can be put in terms of ratios of the entries of the modular matrix S:
W
(1,0)
l ξj,k(a, τ) = (−1)2l
Slj
S0j
ξj,k(a, τ) . (4.14)
Notice from eq. (4.14) that the action of W
(1,0)
l on the vacuum state ξ0,k is equivalent to
a multiplication of the latter by the quantum dimension SDq[l](see eq. (2.22)). Another
interesting consequence of eq. (4.14) is the fact that the Verlinde operators Φ
(1,0)
l also act
diagonally on the states (4.5). This is, actually, the content of the Verlinde theorem, which
states that the modular S matrix diagonalizes the fusion rules.
Our formalism can be used to compute vacuum expectation values of Wilson lines on
the three-sphere S3. In this calculation, we shall make use of the well-known fact that
the three-sphere S3 can be obtained by joining together two solid tori whose boundaries are
identified by means of a modular S transformation. This S transformation has a well-defined
realization in our Hilbert space. Actually, its matrix elements are precisely the ones displayed
in eq. (2.15). The expectation values of Wilson line operators in the vacuum, when the total
three manifold is S3, can be simply obtained by inserting the S transformation as follows:
< W
(r,s)
j >S3 =
(SW
(r,s)
j )00
S00
. (4.15)
Notice that, in eq. (4.15), we have normalized the vacuum expectation values in such a
way that they take the value one for the unit operator (i.e. when j = 0 in (4.15)). It
is understood in the right-hand side of eq. (4.15) that one is taking the diagonal matrix
element with respect to the vacuum state ξ0,k. Using the results of eqs. (2.15) and (4.9), it
is straightforward to compute these matrix elements. One gets:
< W
(r,s)
j >S3 =
∑
n∈Λj
(−1)2(j+n) q4rsn2+2nr q
4sn+1
2 + q−
4sn+1
2
q
1
2 + q−
1
2
. (4.16)
The sum over Λj appearing in the right-hand side of eq. (4.16) can be done explicitly in
some cases. For example, if s = 1, i.e. for torus knots of type (r, 1), one can easily verify
that eq. (4.16) reduces to:
< W
(r,1)
j >S3 = q
2j(2j+1)r q
4j+1
2 + q−
4j+1
2
q
1
2 + q−
1
2
. (4.17)
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1 2 r
Figure 6: The (r, 1) torus knot is transformed into the unknot by means of r Reidemeister
moves of type I
Eq. (4.17) contains very interesting information. Let us take, first of all, the case r = 0.
The (0, 1) torus knot is nothing but the unknot. On the other hand, it is evident from (4.17)
and (2.17) that:
< W unknotj >S3 =
[ 4j + 1
2
]
+
= SDq[j] . (4.18)
Therefore, as happens for the CS theories with bosonic gauge groups, the expectation values
of unknot Wilson lines are the quantum dimensions. Notice, however, that these expectation
values are not given by ratios of S matrix elements (see eq. (2.22)). This only occurs when we
take expectation values of the Verlinde operators (4.12) for the unknot. It is also interesting
to look at the r dependence of the right-hand side of eq. (4.17). This dependence can be
written as:
< W
(r,1)
j >S3 = e
2piihjr < W
(0,1)
j >S3 , (4.19)
where hj are the conformal weights (2.5).
Two knots or links are isotopically equivalent if they can be transformed into each other
by means of a series of moves. The notion of isotopic equivalence depends on the type of
moves considered as basic deformations. In knot theory, Reidemeister introduced three basic
moves (denoted usually by I, II and III) which define an equivalence relation called ambient
isotopy [24]. If one does not include the type I Reidemeister move in the equivalence relation,
another notion of topological equivalence, the so-called regular isotopy, is defined [24]. The
(r, 1) torus knot is ambient isotopy equivalent to the unknot. This fact is illustrated in figure
6, where it is shown how one can convert the (r, 1) torus knot into the unknot by means of
r type I Reidemeister moves.
As is shown in eq. (4.19), the vacuum expectation value on S3 of the Wilson line W
(r,1)
j
depends on r and, therefore, this means that < W
(r,1)
j >S3 is not invariant under ambient
isotopy. This is, actually, a general feature of CS gauge theories which is usually interpreted
as due to the fact that the CS theory introduces a frame to the knots along which Wilson
lines are defined. Notice that the framing dependence is a multiplicative factor depending on
the conformal weight hj of the osp(1|2) current algebra. This means that the effect of framing
is controlled by the monodromy behaviour of the CFT conformal blocks. For a general (r, s)
torus knot, it is clear that the effect due to framing will be a factor exp[2πirshj ] = q
2j(2j+1)rs.
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The knot polynomials associated to our osp(1|2) gauge theory can be obtained by extracting
this factor. They are polynomials in the variable q defined as:
P
(r,s)
j (q) ≡ q2j(2j+1)rs
< W
(−r,s)
j >S3
< W
(0,1)
j >S3
. (4.20)
Notice that in the right-hand side of eq. (4.20) we have changed the sign of r in order to
adequate our orientation conventions for torus knots to the standard ones in the mathematics
literature [24]. We have normalized the knot polynomial in such a way that the polynomial
of the unknot is 1. Using the result written in eq. (4.16), it is now straightforward to obtain
the following expression of the polynomial for a general torus knot:
P
(r,s)
j (q) =
q2j(r−1)(s−1)
q4j+1 + 1
4j∑
p=0
(−1)p qr(1+sp)(4j−p) ( q1+sp + qs(4j−p) ) . (4.21)
From eq. (4.21), it is easy to find the relation between the osp(1|2) and su(2) polynomials. It
is interesting to point out that this relation can be obtained by using the same identification
of the deformation parameters of Uq(osp(1|2)) and Ut(su(2)) that was found in sections 2
and 3. Indeed, let P˜
(r,s)
j (t) be the su(2) polynomial of isospin j, in the variable t, for an (r, s)
torus knot. The explicit expressions of the su(2) polynomials for torus knots were obtained
in ref. [25]. Comparing these results with eq. (4.21), one easily realizes that:
P
(r,s)
j (q) = P˜
(r,s)
2j (−q) . (4.22)
Notice that eq. (4.22) implies that our osp(1|2) polynomials can be identified with the su(2)
polynomials for integer isospins. Therefore, for example, the osp(1|2) polynomial for the
fundamental representation is identified in eq. (4.22) with the Akutsu-Wadati polynomial
obtained from the three-state vertex model (i.e. from the nineteen-vertex model) [26]. So
far we have only related osp(1|2) and su(2) polynomials for torus knots. In next section we
shall be able to verify this relation for more general classes of knots of links. Within our
present formalism, we can generalize eq. (4.22) to arbitrary torus links. Let us remember
that, in general, an (r, s) torus link can be represented as the closure of the braid with s
strands (σ1 · · · σs−1)r, where σi is the operation that interchanges the strands numbered i
and i+1. When r and s are coprime, the link is an (r, s) torus knot. On the contrary, when
the greatest common divisor of r and s, which we shall denote by gcd(r, s), is different from
one, the link has more that one component. In fact, it is not difficult to convince oneself
that the number of components of the (r, s) torus link is given precisely by:
νr,s = gcd(r, s) . (4.23)
Furthermore, one can verify that each of the νr,s components of the link is an (r/νr,s , s/νr,s)
torus knot.
The polynomial for a link can be obtained by means of a slight generalization of our
prescription for knots (eq. (4.20)). Basically, one must compute the expectation value of a
product of more that one Wilson line operators. Actually, one must insert in the correlator
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a Wilson line operator for every component of the link. Taking into account the framing
factor, these considerations lead us to define the polynomial for an (r, s) torus link as [25]:
P
(r,s)
j (q) =
q2j(2j+1)rs
〈W (0,1)j 〉S3
〈(
W
(− r
νr,s
, s
νr,s
)
j
)νr,s 〉
S3
. (4.24)
The calculation of the right-hand side of eq. (4.24) can be performed by using the same
techniques as in ref. [25]. If P˜
(r,s)
j (t) is the su(2) polynomial for an (r, s) torus knot in the
isospin j representation, one can prove that:
P
(r,s)
j (q) = (−1)2j(νr,s−1) P˜ (r,s)2j (−q) . (4.25)
The values of the su(2) polynomials for torus links were given in ref. [25] and will not
be reproduced here. Notice that now, in eq. (4.25), apart from the q → −q, j → 2j
correspondence, there appears a (−1)2j sign, which was not present in the case of knots. In
next section we shall develop an approach which will allow us to confirm this osp(1|2)/su(2)
connection for arbitrary links.
5 osp(1|2) invariants for arbitrary knots and links
The topological nature of CS gauge theories allows to describe a given three-dimensional
situation in terms of different two-dimensional problems. Exploiting this richness of the
CS theories, a series of powerful computational techniques can be developed. Indeed, as
we recalled at the beginning of section 4, in the quantization of the CS theory on the
three-sphere, one must split S3 as a connected sum of two three-manifolds with a common
boundary Σ. In section 4 we have been considering the particular case in which Σ = T 2 and
there are no Wilson lines cut by the intermediate torus. In the present section, we shall cut
the S3 manifold along a two-sphere S2, chosen in such a way that it intersects the Wilson
lines in four points. In order to characterize the CS states in these punctured two-spheres,
we shall make use of the results of section 3 on the behaviour under crossing symmetry of
the four-point conformal blocks in the osp(1|2) CFT.
Let us build up our formalism, following ref. [16]. First of all, we shall introduce some
definitions. We shall call a compact three-dimensional submanifold in S3 with some points
of the boundary marked as “in” or “out”, a “room” [27]. An “inhabitant” of the room
is, by definition, a properly embedded smooth, compact oriented one-dimensional manifold
which meets the boundary of the room at the given set of marked points with its orientation
matching the “in” and “out” designations. Given two rooms A1 and A2 with two “in” and
two “out” points, let us consider the link Lm (A1 , A2 ), obtained by joining A1 and A2 by
four strands, with m half-twists in two of the parallelly oriented strands. In figure 7a, we
have represented the embedding of Lm (A1 , A2 ) in S
3. As shown in this figure, we shall
decompose S3 into two solid balls B1 and B2 in such a way that B1 contains the room A1
and the m half-twists in its parallel strands and B2 contains the room A2. Notice that the
common boundary S2 intersects with the four strands and that the lower two strands of A1
and A2 are parallelly oriented. We shall also consider the links Lˆ2m (Aˆ1 , Aˆ2 ), where Aˆ1 and
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Figure 7: Composition of balls B1 and B2 which yields the links Lm (A1 , A2 ) (a) and
Lˆ2m (Aˆ1 , Aˆ2 ) (b) in S
3.
Aˆ2 are rooms whose lower two strands have opposite orientation. The link Lˆ2m (Aˆ1 , Aˆ2 ) is
obtained, as shown in figure 7b, by joining the rooms Aˆ1 and Aˆ2 with four strands, with 2m
half-twists in the oppositely oriented lower two strands of Aˆ1.
Let us now describe how one can obtain the osp(1|2) polynomials for the links of figure 7.
We are going to consider first the link Lm (A1 , A2 ). As shown in figure 7a, one can associate
a state to each of the two balls B1 and B2 in which S
3 is split. These states, denoted by
|ψm(A1) > and < ψ0(A2) |, can be obtained by performing the CS functional integral over
the balls B1 and B2 respectively. The expectation value of the link will be given by the
inner product of these two states. The corresponding invariant polynomial can be obtained
after extracting the framing dependence and after performing a convenient normalization.
Therefore, if we denote the isospin j polynomial of the link by Pj [Lm (A1 , A2 ) ] (q), it is
clear that:
Pj [Lm (A1 , A2 ) ] (q) =
< ψ0(A2) |ψm(A1) >
SDq[j]
. (5.1)
In eq. (5.1), we have taken into account the result (4.18) for the expectation value of the
unknot. The dependence of the right-hand side of eq. (5.1) in the number m of twists can
be obtained as follows. Let B
(+)
j be the operator that introduces a frame corrected half twist
in the middle two strands of the CS states on S2. Obviously, the action of B
(+)
j on the states
is:
B
(+)
j |ψl(A1) >= |ψl+1(A1) > . (5.2)
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It is interesting for our purposes to introduce the eigenvectors | φ(+)l > of the B(+)j operator:
B
(+)
j | φ(+)l >= Λ(+)l,j (q) | φ(+)l > . (5.3)
From our analysis of the four-point conformal blocks of the osp(1|2) CFT (sect. 3), it is clear
that B
(+)
j acts in a 4j+1-dimensional space. Actually, we shall label the braiding eigenstates
and eigenvalues as in section 3 and, therefore, l in eq. (5.3) will take the values l = 0, · · · , 2j
with 2l ∈ ZZ . Let us denote the braiding eigenvalues of eq. (3.26) for j1 = j2 = j and jp = l
by Λlj(q). After taking into account the framing corrections (eq. (4.19)) and our orientation
conventions (eq. (4.20)), it is clear that:
Λ
(+)
l,j (q) = exp[ 2πihj ] Λ
l
j(q
−1) . (5.4)
Therefore, making use of eq. (3.26), one can write:
Λ
(+)
l,j (q) = (−1)<2j−l+
1
2
> q4j(2j+1)−l(2l+1)
l = 0, · · · , 2j, 2l ∈ ZZ . (5.5)
With the eigenvalues (5.5) at our disposal, we can use the characteristic equation of B
(+)
j
in order to get recursion relations (skein rules) that the osp(1|2) polynomials must obey.
However, these skein rules, which relate the polynomials (5.1) for different values of m,
cannot completely determine the CS invariants for arbitrary knots and links. Fortunately,
as was shown in ref. [16], the polynomials can be directly obtained from the monodromy
properties of the two-dimensional four-point correlators. Indeed, if we expand the vectors
appearing in the decomposition of figure 7a for m = 0 as:
|ψ0(A1) > =
2j∑
l=0
2l∈Z
µ
(+)
l (A1) | φ(+)l >
< ψ0(A2) | =
2j∑
l=0
2l∈Z
µ
(+)
l (A2) < φ
(+)
l | , (5.6)
then, using eqs. (5.2) and (5.3), the state |ψm(A1) > can be written as:
|ψm(A1) >=
2j∑
l=0
2l∈Z
µ
(+)
l (A1) [ Λ
(+)
l,j (q) ]
m | φ(+)l > . (5.7)
In eq. (5.6), µ
(+)
l (A1) and µ
(+)
l (A2) are certain coefficients which depend on the rooms A1
and A2. The states | φ(+)l >, l = 0, · · · , 2j can be chosen in such a way that they form a
complete orthonormal set. Therefore, their inner product with the elements < φ
(+)
l | of the
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dual basis is given by < φ(+)m | φ(+)l >= δml. Using this fact, one can write the following
expression for the polynomial of the link Lm (A1 , A2 ):
Pj [Lm (A1 , A2 ) ] (q) =
1
SDq[j]
2j∑
l=0
2l∈Z
µ
(+)
l (A1)µ
(+)
l (A2) [ Λ
(+)
l,j (q) ]
m . (5.8)
Notice that, in eq. (5.8), the dependence of Pj [Lm (A1 , A2 ) ] (q) on the number m of half-
twists has been explicitly determined. However, we need to obtain the coefficients appearing
in the linear combinations (5.6) in order to get the actual expression of the polynomial. Let
us consider, first of all, the case in which A1 and A2 are the “trivial” rooms, i.e. when A1
and A2 are:
A1 A2 .
(5.9)
When A1 and A2 are the rooms (5.9), the link Lm (A1 , A2 ) is simply the link Lm obtained
as the closure of an m-twisted braid of two parallelly oriented strands. Notice that Lm is
nothing but the (m, 2) torus link, which has one(two) components when m is odd(even). If
we denote by µ
(+)
l the coefficients µ
(+)
l (A1) and µ
(+)
l (A2) when A1 and A2 are given by (5.9),
it is evident that, in this case, eq. (5.8) reduces to:
P
(m,2)
j (q) = Pj [Lm ](q) =
1
SDq[j]
2j∑
l=0
2l∈Z
[µ
(+)
l ]
2 [ Λ
(+)
l,j (q) ]
m . (5.10)
We have determined the expression of P
(m,2)
j (q) in section 4 (see eq. (4.21) for knots and
eq. (4.25) in the case of links). It can be easily proved that the results of section 4 can be
written as:
P
(m,2)
j (q) =
1
SDq[j]
2j∑
l=0
2l∈Z
(−1)2l
[ 4l + 1
2
]
+
(−1)m<2j−l+ 12> qm[4j(2j+1)−l(2l+1)] . (5.11)
In the right-hand side of eq. (5.11), one can immediately recognize the mth power of the
braiding eigenvalue Λ
(+)
l,j (q). Therefore, the µ
(+)
l coefficients satisfy:
[µ
(+)
l ]
2 = (−1)2l
[ 4l + 1
2
]
+
, (5.12)
which means that the µ
(+)
l are given by:
µ
(+)
l = i
2(l−<l>)
√[ 4l + 1
2
]
+
. (5.13)
Later in this section we shall use the result (5.13) to determine the CS states associated to
general classes of rooms.
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Let us now consider the link Lˆm (Aˆ1 , Aˆ2 ) represented in 7b. It is clear that, in this case,
the corresponding polynomial is:
Pj [ Lˆ2m (Aˆ1 , Aˆ2 ) ] (q) =
< χ0(Aˆ2) |χ2m(Aˆ1) >
SDq[j]
. (5.14)
We can evaluate the right-hand side of eq. (5.14) following the same strategy used to arrive
at eq. (5.8). Let us introduce the operator B
(−)
j that implements the half-twists in the
oppositely oriented middle two strands on the ball B1 in figure 7b. As in the case of B
(+)
j ,
we shall assume that in the action of B
(−)
j the framing dependence has been eliminated. In
analogy with eq. (5.2), one has |χ2m(Aˆ1) >= [B(−)j ]2m |χ0(Aˆ1) >. Let us also introduce a
complete set of orthonormal eigenstates of B
(−)
j :
B
(−)
j | φ(−)l >= Λ(−)l,j (q) | φ(−)l > . (5.15)
In terms of the | φ(−)l >’s, the zero-twist states |χ0(Aˆ1) > and < χ0(Aˆ2) | can be expanded
as follows:
|χ0(Aˆ1) > =
2j∑
l=0
2l∈Z
µ
(−)
l (Aˆ1) | φ(−)l >
< χ0(Aˆ2) | =
2j∑
l=0
2l∈Z
µ
(−)
l (Aˆ2) < φ
(−)
l | , (5.16)
and the polynomial Pj [ Lˆ2m (Aˆ1 , Aˆ2 ) ] (q) is given by:
Pj [ Lˆ2m (Aˆ1 , Aˆ2 ) ] (q) =
1
SDq[j]
2j∑
l=0
2l∈Z
µ
(−)
l (Aˆ1)µ
(−)
l (Aˆ2) [ Λ
(−)
l,j (q) ]
2m . (5.17)
The eigenvalues Λ
(−)
l,j (q), which determine the m dependence in the right-hand side of eq.
(5.17), can be determined as was done in ref. [16] for the su(2) case. Actually, as now one of
the directions of the two strands is reversed, it is easy to convince oneself that the Λ
(−)
l,j (q)’s
are given by:
Λ
(−)
l,j (q) = (−1)2j exp[ 2πihj ] Λlj(q) . (5.18)
Using eq. (3.26) and the relation (−1)2j(−1)<2j−l+ 12> = (−1)<l>, it is straightforward to
arrive at the following expression:
Λ
(−)
l,j (q) = (−1)<l>ql(2l+1)
l = 0, · · · , 2j 2l ∈ ZZ . (5.19)
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Let us now restrict ourselves to the case in which the rooms Aˆ1 and Aˆ2 are given by:
A1 A2 .
(5.20)
In this case, Lˆ2m (Aˆ1 , Aˆ2 ) is simply the link Lˆ2m obtained as the closure of two oppositely
oriented strands with 2m twists. If we denote by µ
(−)
l the coefficients µ
(−)
l (Aˆ1) and µ
(−)
l (Aˆ2)
when Aˆ1 and Aˆ2 are the rooms (5.20), it follows from eqs. (5.17) and (5.19) that the
polynomial of the link Lˆ2m can be written as:
Pj [ Lˆ2m ](q) = 1
SDq[j]
2j∑
l=0
2l∈ Z
[µ
(−)
l ]
2 [ Λ
(−)
l,j (q) ]
2m =
1
SDq[j]
2j∑
l=0
2l∈Z
[µ
(−)
l ]
2 q2ml(2l+1) .
(5.21)
The link Lˆ+2 (Lˆ−2) is nothing but the right(left)-handed Hopf link H (H∗). The expectation
value for the Wilson lines corresponding to H and H∗ can be obtained from our results of
section 4. Indeed, it follows from the expression of the Verlinde operators in the torus Hilbert
space (eq. (4.12)) that the expectation value for these links is Sjj/S00, where the Sij’s are
given by eq. (2.15). After taking into account the framing corrections and our normalization
conventions for the invariant polynomial, we can write:
Pj[H ](q) =
e4piihj
SDq[j]
Sjj
S00
=
q4j(2j+1)
SDq[j]
[ (4j + 1)2
2
]
+
. (5.22)
After some manipulations of the graded quantum numbers, eq. (5.22) can be recast as:
Pj [H ](q) =
1
SDq[j]
4j(2j+1)∑
l=0
2l∈ Z
(−1)2l q2l = 1
SDq[j]
2j∑
l=0
2l∈Z
(−1)2l
[ 4l + 1
2
]
+
q2l(2l+1) . (5.23)
The polynomial for the left-handed Hopf link can be obtained by changing q → q−1, namely:
Pj[H
∗](q) =
1
SDq[j]
2j∑
l=0
2l∈Z
(−1)2l
[ 4l + 1
2
]
+
q−2l(2l+1) . (5.24)
Eqs. (5.23) and (5.24) should correspond to eq. (5.21) when m = ±1. By a simple inspection
of these equations one can determine the values of the µ
(−)
l coefficients. The result that one
gets is:
µ
(−)
l = i
2(l−<l>)
√[ 4l + 1
2
]
+
. (5.25)
Therefore, substituting eq. (5.25) in eq. (5.21), the following expression for Pj [ Lˆ2m ](q) is
obtained:
Pj [ Lˆ2m ](q) = 1
SDq[j]
2j∑
l=0
2l∈ Z
(−1)2l
[ 4l + 1
2
]
+
q2ml(2l+1) . (5.26)
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Figure 8: Balls containing the rooms QVm and Q
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The results found so far in this section can be used to determine the CS states corre-
sponding to the rooms QVm and Q
H
2p+1, displayed in figure 8. In general, these states can be
given as a linear combination of the elements of the basis {| φ(+)l >}:
|ψ (QVm) > =
2j∑
l=0
2l∈Z
µl(Q
V
m) | φ(+)l >
|ψ (QH2p+1) > =
2j∑
l=0
2l∈Z
µl(Q
H
2p+1) | φ(+)l > . (5.27)
Let us now explain how the coefficients in (5.27) can be determined. We are going to consider
first the case of QVm. It is clear that |ψ (QVm) > should coincide with |ψm (A1) > when A1
is the room of eq. (5.9). This observation immediately implies that:
|ψ (QVm) >=
2j∑
l=0
2l∈Z
µ
(+)
l [ Λ
(+)
l,j (q) ]
m | φ(+)l > . (5.28)
and, therefore, µl(Q
V
m) can be written as:
µl(Q
V
m) = i
2(l−<l>)
√[ 4l + 1
2
]
+
( Λ
(+)
l,j (q) )
m . (5.29)
The room QH2p+1 has 2p + 1 half-twists in the first two strands on the left (see figure 8).
Therefore, it is more convenient in this case to expand the state |ψ (QH2p+1) > in terms of a
basis in which the action of the braiding of the first two strands on the left is diagonal. Let us
denote the elements of such a basis by | φ˜(−)l >. Notice that the two strands which are braided
in QH2p+1 are antiparallel and, thus, each half twist will introduce a factor Λ
(−)
l,j (q) multiplying
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the lth eigenvector. Proceeding as before, it is easy to obtain the vector |ψ (QH2p+1) > in
terms of the | φ˜(−)l >’s. One gets:
|ψ (QH2p+1) >=
2j∑
l=0
2l∈Z
µ
(−)
l [ Λ
(−)
l,j (q) ]
2p+1 | φ˜(−)l > . (5.30)
The basis {| φ˜(−)l >}, referring to the first two strands on the left, and the one constituted
by the vectors | φ(+)l >, which are eigenvectors of the braiding operator of the middle two
strands, must be linearly related. Let us represent this relation as:
| φ˜(−)r >=
2j∑
l=0
2l∈Z
arl | φ(+)l > . (5.31)
The matrix arl =< φ
(+)
l | φ˜(−)r > is a duality matrix whose explicit expression shall be
determined below. Substituting eq. (5.31) in eq. (5.30), one can get the value of the
coefficients µl(Q
H
2p+1) appearing in eq. (5.27):
µl(Q
H
2p+1) =
2j∑
r=0
2r ∈Z
i2(r−<r>)
√[ 4r + 1
2
]
+
( Λ
(−)
r,j (q) )
2p+1 arl . (5.32)
Following the same methods, one can obtain the CS states corresponding to the rooms
QˆVm , Qˆ
H
2p and Qˆ
H′
p (see figure 9). Let us express them in terms of the basis {| φ(−)l >}, defined
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in eq. (5.15):
|χ (QˆVm) > =
2j∑
l=0
2l∈ Z
µˆl(Qˆ
V
m) | φ(−)l >
|χ (QˆH2p) > =
2j∑
l=0
2l∈ Z
µˆl(Qˆ
H
2p) | φ(−)l >
|χ (QˆH′p ) > =
2j∑
l=0
2l∈ Z
µˆl(Qˆ
H′
p ) | φ(−)l > . (5.33)
The coefficients µˆl(Qˆ
V
m), µˆl(Qˆ
H
2p) and µˆl(Qˆ
H′
p ) entering the linear combinations (5.33) are
given by:
µˆl(Qˆ
V
m) = i
2(l−<l>)
√[ 4l + 1
2
]
+
( Λ
(−)
l,j (q) )
m
µˆl(Qˆ
H
2p) =
2j∑
r=0
2r ∈Z
i2(r−<r>)
√[ 4r + 1
2
]
+
( Λ
(−)
r,j (q) )
2p arl
µˆl(Qˆ
H′
p ) =
2j∑
r=0
2r ∈Z
i2(r−<r>)
√[ 4r + 1
2
]
+
( Λ
(+)
r,j (q) )
p arl . (5.34)
The matrix arl in eq. (5.34) is the same as in eq. (5.32), i.e. is the matrix that relates
the braiding in the first two strands to the braiding in the middle two strands. It is clear
from its definition that arl should be related to some of the duality matrices we have found
in section 3 for the osp(1|2) CFT. There are several non-trivial requirements that arl must
satisfy. These requirements can be obtained as consistency checks of our formalism. Indeed,
taking the rooms of figures 8 and 9 as building blocks, one can construct a large variety of
knots and links. The polynomial of the knot or link obtained by gluing some of the balls
of figures 8 and 9 can be evaluated by substituting eqs. (5.29), (5.32) and (5.34) in eqs.
(5.8) and (5.17). In most of the cases there exists more that one way of constructing a given
knot or link. This fact can be used to generate many relations which, in particular, allow
to determine the matrix arl uniquely. Let us see some examples. First of all, it is a simple
exercise to verify graphically that the link Lˆ0(Qˆ
H
2m, Qˆ
H
2p) is the same as Lˆ2m+2p. The equality
of the corresponding polynomials requires that:
2j∑
l=0
2l∈Z
arl anl = δrn . (5.35)
On the other hand, it is obvious that Lˆ0(Qˆ
H
2m, Qˆ
V
2p) and Lˆ0(Qˆ
H
2p, Qˆ
H
2m) are the same link.
However, the corresponding polynomials are equal only if the arl matrix is symmetric, i.e.
if:
arl = alr . (5.36)
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Taken together eqs. (5.35) and (5.36) imply that arl is a symmetric orthogonal matrix.
Moreover, it is easy to verify that Lˆ0 ( Qˆ
H
2m, Qˆ
V
0 ) is nothing but the unknot. The requirement:
Pj[ Lˆ0 ( Qˆ
H
2m, Qˆ
V
0 ) ](q) = Pj[ unknot ](q) = 1 , (5.37)
is fulfilled only if the arl matrix satisfies:
2j∑
l=0
2l∈Z
i2(l−<l>)
√[ 4l + 1
2
]
+
anl = δn,0
[ 4j + 1
2
]
+
. (5.38)
It is not difficult to find a solution of eqs. (5.35) , (5.36) and (5.38) in terms of the osp(1|2)
fusion matrix F jrl of eq. (3.41). Actually, one can check that:
arl = (−1)2j F jrl , (5.39)
satisfies our requirements. Indeed, the symmetry and orthogonality of the matrix (5.39) are
a consequence of similar properties of the matrix F jrl (eqs. (B.1) and (B.2)). Moreover, eq.
(5.38) is a consequence of eq. (B.4). Other checks of the solution (5.39) for arl, some of
them highly non-trivial, are presented in appendix C.
Once the duality matrix arl is determined, we can evaluate the invariant polynomials for
all types of knots and links [16]. The result we get from our building blocks can be simply
related to the results found in ref. [16] for the su(2) polynomials. In fact, what we get for
arbitrary knots and links is exactly the same relation found in section 4 for torus links (eq.
(4.25)). If Pj[L](q) (P˜j [L](t)) is the isospin j osp(1|2) (su(2)) polynomial, in the variable q
(respectively, t), of the link L, one has:
Pj[L](q) = (−1)2j(νL−1) P˜2j[L](−q) , (5.40)
where νl is the number of components of the link L. In order to establish eq. (5.40) in the
formalism of this section, one must relate the su(2) and osp(1|2) braiding eigenvalues, both
for parallel and antiparallel strands. The frame corrected su(2) braiding eigenvalues, which
we shall denote by Λ˜+l,j(t) and Λ˜
−
l,j(t), are well known:
Λ˜+l,j(t) = (−1)2j−l t2j(j+1)−
l(l+1)
2
Λ˜−l,j(t) = (−1)l t
l(l+1)
2
l = 0, · · · , 2j, l ∈ ZZ . (5.41)
It is easy to verify that, when t is identified with −q, the osp(1|2) and su(2) eigenvalues are
related as:
Λ+l,j(q) = (−1)2j Λ˜+2l,2j(−q)
Λ−l,j(q) = Λ˜
−
2l,2j(−q)
l = 0, · · · , 2j, 2l ∈ ZZ . (5.42)
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Figure 10: Representation of the figure eight knot.
In the process of demonstrating the statement contained in (5.40), it is also necessary to use
the relation between the su(2) and osp(1|2) CS duality matrices. Let us denote the former
by a˜r,l(t). As proved in ref. [16] a˜r,l(t) is given by:
a˜r,l(t) = F˜
j
rl(t) , (5.43)
where F˜ jrl(t) is the su(2) fusion matrix of eq. (3.35). Therefore, as the su(2) and osp(1|2)
fusion matrices are related as in eq. (3.37), it follows that:
arl = (−1)2j a˜2r,2l(−q) . (5.44)
Using eqs. (5.42), (5.44) and the relation between the su(2) and osp(1|2) q-numbers (eq.
(2.24)), one can prove eq. (5.10) case by case. The su(2) polynomials for non-trivial knots
and links, obtained from four-strand braids, carrying arbitrary isospin representations have
been tabulated in ref. [16] and can be compared with our results. In order to illustrate this
comparison, we explicitly compute the osp(1|2) polynomial for the first simplest knot which
is not a torus knot: the figure eight knot. This knot, which in the mathematics literature
is usually denoted by 41, has been depicted in figure 10. It is not difficult to verify that the
knot of figure 10 can be obtained by gluing together the rooms QˆV2 and Qˆ
H
−2. Indeed, the 41
knot is nothing but what we were calling Lˆ0(Qˆ
V
2 , Qˆ
H
−2) and, thus, we can write:
Pj[ 41 ](q) =
1
SDq[j]
2j∑
l=0
2l∈Z
µ
(−)
l (Qˆ
V
2 )µ
(−)
l (Qˆ
H
−2) . (5.45)
Taking the values of µ
(−)
l (Qˆ
V
2 ) and µ
(−)
l (Qˆ
H
−2) from eq. (5.34) and substituting them in the
right-hand side of eq. (5.45), one arrives at:
Pj [ 41 ](q) =
1
SDq[j]
2j∑
l=0
2l∈Z
2j∑
r=0
2r∈Z
i2(l−<l>) i2(r−<r>) ×
×
√[ 4l + 1
2
]
+
√[ 4r + 1
2
]
+
alr
(
Λ
(−)
l,j (q)
)2 (
Λ
(−)
r,j (q)
)−2
.
(5.46)
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Moreover, since SDq[j] = (−1)2j [4j + 1] when t = −q (see eqs. (2.22) and (2.25)), and
making use of eqs. (2.24), (5.42) and (5.44), it is straightforward to verify that eq. (5.46)
can be put in the form:
Pj[ 41 ](q) =
1
[4j + 1]
4j∑
l=0
l∈Z
4j∑
r=0
r∈Z
√
[ 4l + 1 ]
√
[ 4r + 1 ] a˜l,r(−q)
(
Λ˜
(−)
l,2j(−q)
)2 (
Λ˜
(−)
r,2j(−q)
)−2
,
(5.47)
which, indeed, shows that Pj[ 41 ](q) = P˜2j [ 41 ](−q), in agreement with eq. (5.40).
6 Summary and conclusions
We have studied the behaviour of the conformal blocks under the crossing symmetry opera-
tions in osp(1|2) CFT. We have concentrated our efforts in the four-point correlators on the
two-sphere. Our main tool has been the Coulomb gas representation of the conformal blocks
which is obtained in the free field realization of the osp(1|2) current algebra. We have found
closed expressions for the braiding and fusion matrices which, at least for the equal isospin
case studied in section 3, are very similar to the ones corresponding to the su(2) CFT.
As mentioned at the end of section 2, the q = −t correspondence between osp(1|2) and
su(2) has been previously noticed in the context of the quantum group theory. The fact
that our fusion and braiding matrices can also be connected to their su(2) counterparts
by means of this identification (see eqs. (3.37) and (3.45)) is an indication of their quan-
tum group origin, i.e. it can be considered as a clue that reveals the existence of a hidden
Uq(osp(1|2)) symmetry in the model studied. In order to confirm this conclusion, one should
verify whether or not the fusion matrix of the osp(1|2) CFT is given by the 6j symbols of
Uq(osp(1|2)). It is interesting to point out in this respect that an analytical expression of
the 6j symbols of Uq(osp(1|2)) has been recently reported in ref. [28]. This expression is
very similar to the one we have found for the fusion matrix (eq. (3.41)). However, it has
been obtained with normalization conventions different from the ones we have adopted here.
Therefore, the comparison between the 6j symbols of ref. [28] and eq. (3.41) cannot be done
easily and, as a consequence, more work is required in order to reach a firm conclusion about
this subject.
Our analysis of section 4 has served to verify explicitly the connection between the
osp(1|2) CS theory and the corresponding CFT. It is interesting to notice that this con-
nection is not exactly the same as in the su(2) case. Indeed, we have found that the osp(1|2)
Wilson line operators are not, in general, Verlinde operators (they can differ in a sign, see
eq. (4.12)). This difference, which is crucial in order to reproduce the fusion algebra in
the space of the characters, could shed light in the analysis of the validity of the Verlinde
theorem in other non-unitary CFTs. Notice that one can interpret the sign appearing in
the right-hand side of eq. (4.25) as coming from the relative sign between the Verlinde and
Wilson line operators in eq. (4.12).
It is also interesting to point out the consistency between the genus one analysis of section
4 and the genus zero formalism of section 5. Actually, both approaches are complementary
since the information obtained with the knot operators can be used to fix the parameters of
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the genus zero formalism. It is interesting to notice the highly non-trivial checks that the
duality matrix of eq. (5.31) must satisfy. The fact that we were able to find a consistent
solution for this duality matrix (eq. (5.39)) is a new confirmation of the correctness of our
ansatz of eq. (3.41) for the fusion matrix.
There are, of course, many possible extensions of our work. The most obvious one is the
analysis of the invariants corresponding to multicoloured links, i.e. to links with a different
osp(1|2) representation in each of their components. This analysis requires to extend our
study of the two-dimensional crossing symmetry to a more general class of conformal blocks.
It would be interesting to see if there also exists in this case a relation with the su(2) results.
On the other hand, this analysis could be the starting point in the formulation of a quantum
topology program that could lead to the discovery of new invariants for three-manifolds in
the line of ref. [29]. Within the quantum group approach the osp(1|2) invariants for three-
manifolds have been considered in ref. [30]. In the CS framework one must compute the
vacuum expectation values of tetrahedral configurations of Wilson lines (see the second paper
of ref. [6]). The values of this tetrahedra should be related to the 6j symbols of Uq(osp(1|2))
and, presumably, also to the fusion matrix of our osp(1|2) CFT.
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APPENDIX A
Let us consider the integrals appearing in the vacuum expectation values of the type
(3.10) for j1 = j2 = 1/2. In the free field representation described in the main text, these
correlators are given by contour integrals that involve the function:
η(τ1, τ2) = −
{
< χ(0)χ(1)) (w(∞))1+sw(τ1) >< ψ(τ1)ψ¯(τ2) > +
+ < χ(0)χ(1)) (w(∞))1+sw(τ2) >< ψ¯(τ1)ψ(τ2) >
}
. (A.1)
(Compare eq. (A.1) with eq. (3.13)). The function (A.1) is multiplied in the integrand of
the free-field representation of (3.10) by functions of the type:
f1(τ1, τ2) = τ
a
1 τ
a
2 (τ1 − z)b (τ2 − z)b (τ1 − 1)b (τ2 − 1)b (τ1 − τ2)2ρ
f2(τ1, τ2) = τ
a
1 τ
a
2 (τ1 − z)b (z − τ2)b (τ1 − 1)b (1− τ2)b (τ1 − τ2)2ρ (A.2)
f3(τ1, τ2) = τ
a
1 τ
a
2 (z − τ1)b (z − τ2)b (1− τ1)b (1− τ2)b (τ1 − τ2)2ρ .
The phases of the functions (A.2) have been chosen in agreement with eq. (3.15). Let us
denote by Ip(z) the integrals defining the blocks sF1234p (z). The Ip’s are given by ordered
contour integrals (see eq. (3.14)). Closely related to these functions are the integrals:
I1(z) = z
2ρ (1− z)2ρ
∫ ∞
1
du1
∫ ∞
1
du2 f1(u1, u2) η(u1, u2)
I2(z) = z
2ρ (1− z)2ρ
∫ ∞
1
du1
∫ z
0
dv1 f2(u1, v1) η(u1, v1) (A.3)
I3(z) = z
2ρ (1− z)2ρ
∫ z
0
dv1
∫ z
0
dv2 f3(v1, v2) η(v1, v2) .
The only difference between the Ip’s and the Ip’s is the fact that in the former all double
integrations in a given interval are ordered, whereas, as shown in eq. (A.3), no such an
ordering appears in the expression that defines the Ip’s. It is easy to prove that these two
types of integrals are proportional to each other. In fact one has:
I1(z) = 2e
ipi(ρ− 1
2
) c(ρ− 1
2
) I1(z)
I2(z) = I2(z) (A.4)
I3(z) = 2e
ipi(ρ− 1
2
) c(ρ− 1
2
) I3(z) ,
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(a) (b)
(c)
Figure 11: Contours of integration used in the definition of Jp(z) and Jp(z) for p = 1(a),
p = 2(b) and p = 3(c).
where c(x) ≡ cosπx. It will be convenient in what follows to use the functions Ip(z) rather
than the ordered integrals Ip(z). The contours of integration in eq. (A.3) are the ones shown
in figure 2 for the particular case n = 2. Notice that, in order to simplify the notation, we
have suppressed the p-dependence of the function ηp({ui}, {vi}) in the right-hand side of eq.
(A.3).
In order to obtain the matrix elements of the braiding matrix B 12 , one has to relate the
integrals Ip(z) to the s-channel blocks corresponding to the correlator:
F1324(z) ≡< Φ
1
2
− 1
2
(0) Φ
1
2
− 1
2
(1) Φ
1
2
1
2
(z) Φ˜
1
2
1
2
(∞)Q2 > . (A.5)
The integral appearing in the free field representation of the block sF1324p (z) will be denoted
by Jp(z). In this case, the contours of integration differ from the ones of figure 2 in the
exchange of the points τ = 1 and τ = z. The contours corresponding to the s-channel
intermediate states of the correlator (A.5) are shown in figure 11. As in the case of figure
2, the integrals along the contours of figure 11 can be ordered or not. The ordered ones
are those appearing in the free field blocks, i.e. in the Jp’s, while the integrals that are not
ordered will be denoted by Jp(z). The actual expressions of the latter are:
J1(z) = z
2ρ (z − 1)2ρ
∫ ∞
z
du1
∫ ∞
z
du2 f1(u1, u2) η(u1, u2)
J2(z) = z
2ρ (z − 1)2ρ
∫ ∞
z
du1
∫ 1
0
dv1 f2(u1, v1) η(u1, v1) (A.6)
J3(z) = z
2ρ (z − 1)2ρ
∫ 1
0
dv1
∫ 1
0
dv2 f3(v1, v2) η(v1, v2) .
The relation between the Jp and Jp integrals is similar to the one written in eq. (A.4),
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Figure 12: Decomposition of I1(z) for z > 1 into a sum of integrals in the intervals (1, z)
and (z,∞).
namely:
J1(z) = 2e
ipi(ρ− 1
2
) c(ρ− 1
2
)J1(z)
J2(z) = J2(z) (A.7)
J3(z) = 2e
ipi(ρ− 1
2
) c(ρ− 1
2
)J3(z) .
The phase convention used to define the integrals Ip(z) and Ip(z) corresponds to the
situation in which z < 1, which is the ordering of these two points in the contours of figure
2. On the contrary, as shown in figure 11, one should define the integrals Jp(z) and Jp(z)
with a phase convention adapted to the ordering in which z is greater than one. In order to
relate the integrals Ip(z) and Jp(z) one must, first of all, analytically continue the Ip(z)’s to
the region z > 1. After this is done, these two integrals are related linearly as follows:
Ip(z) =
3∑
l=1
cpl Jl(z) . (A.8)
Taking into account the definitions of the functions Ip(z) and Jp(z) and of the braiding
matrix (eq. (3.3)), it is clear that:
B
1
2
jp jl
= cpl , (A.9)
where the relation between the isospin and the number of contours is given in eq. (3.16).
As mentioned above, in order to obtain the explicit value of the coefficients cpl, it is
more convenient to deal with the integrals (A.3) and (A.6). The relation between these two
types of integrals can be obtained by using contour manipulation techniques [17]. We shall
illustrate this procedure by showing in detail how the I1(z) integral can be put in terms
of J1(z), J2(z) and J3(z). First of all, one must assume that in I1(z), the variable z is
analytically continued to the region z > 1. The function I1(z) is defined by means of a
double integration in the interval (1,∞). As shown in figure 12, each of these two integrals
in the interval (1,∞) can be represented as the sum of two integrals performed along the
(1, z) and (z,∞) intervals. One gets in this way four contributions of the type:
I1(z) = I
(a)
1 (z) + I
(b)
1 (z) + I
(c)
1 (z) + I
(d)
1 (z) , (A.10)
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where the superindices a, b, c and d refer to the four contributions displayed in figure 12. In
all the integrals of the right-hand side of eq. (A.10), the integrand is the same as in I1(z).
It is clear by inspection that the integral I
(d)
1 (z) is of the same type of J1(z) (see figure 11a).
Taking into account the different conventions for the relative phase of z and 1, one can write:
I
(d)
1 (z) = e
2ipiρ J1(z) . (A.11)
The other three remaining integrals are defined along contours that do not correspond to
any of those shown in figure 11. It is in these cases where the manipulation of contours is
needed. Let us explain in detail this technique for the integral I
(b)
1 . In this case, the variable
which is not integrated over the intervals represented in figure 11 (i.e. (0, 1) and (z,∞))
is the one we have called 2. This variable is integrated in I
(b)
1 over the interval (1, z). By
“opening” the contour, one can convert this integral into an integral in which the variable
2 runs over the intervals (∞, 1) and (z,∞). One must, however, be careful with the phases
that are picked up when the branch points of the integrand are crossed. In fact, we have
two different possibilities to open the contour of the variable 2. If we open the contour from
above, we get the following representation of I
(b)
1 :
(A.12)
while, on the contrary, opening the contour of the variable 2 from below, we obtain:
(A.13)
In eqs. (A.12) and (A.13) the left-hand side is the same. The first two integrals of the right-
hand side of these equations correspond to some of the contours of figure 11, whereas the
third term does not coincide with any of the integration paths that define the functions Jp(z).
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In order to get rid of this unwanted integral, we shall multiply eq. (A.12) by e−ipi(a+b) and let
us subtract it from the result of multiplying eq. (A.13) by eipi(a+b). After these manipulations,
one can obtain I
(b)
1 (z) in terms of J1(z) and J2(z). This result is the following:
I
(b)
1 (z) = −eipi(b+ρ+
1
2
) s(a+ 2b+ ρ− 12)
s(a+ b)
J1(z) − eipi(b+2ρ) s(a)
s(a+ b)
J2(z) , (A.14)
where s(x) ≡ sinπx. The other contributions appearing in the right-hand side of eq. (A.10)
can be treated similarly. For the integral I
(a)
1 (z) one gets:
I
(a)
1 (z) = e
2ipi(b+ρ) s(a + 2b+ 2ρ− 1) s(a+ 2b+ ρ− 12)
s(a+ b) s(a+ b+ ρ− 1
2
)
J1(z) +
+ eipi(2b+3ρ−
1
2
) s(a) s(a+ 2b+ 2ρ− 1)
s(a+ b+ ρ− 1
2
)
[
1
s(a+ b)
+
1
s(a+ b+ 2ρ− 1)
]
J2(z) +
+ e2ipi(b+ρ)
s(a) s(a+ ρ− 1
2
)
s(a+ b+ ρ− 1
2
) s(a+ b+ 2ρ− 1) J3(z) ,
(A.15)
while I
(c)
1 (z) can be written as:
I
(c)
1 (z) = −eipi(b+3ρ−
1
2
) s(a+ 2b+ ρ− 12)
s(a + b)
J1(z) − eipi(b+4ρ−1) s(a)
s(a+ b)
J2(z) . (A.16)
Putting together the results of eqs. (A.11), (A.14), (A.15) and (A.16), and taking into
account the relation with the ordered integrals (eqs. (A.4) and (A.7)), one obtains the
following values for the matrix elements c1l:
c11 = e
2ipi(a+2b+2ρ− 1
2
) s(b) s(b+ ρ− 12)
s(a+ b+ ρ− 1
2
) s(a+ b)
c12 = e
ipi(a+3b+4ρ−1) s(a) s(b)
s(a+ b+ 2ρ− 1) s(a+ b) (A.17)
c13 = e
2ipi(b+ρ) s(a) s(a+ ρ− 12)
s(a+ b+ ρ− 1
2
) s(a+ b+ 2ρ− 1) .
Using these techniques, although in some cases the calculations are much more involved, the
other elements of the braiding matrix can be obtained. The result is:
c21 = 2 e
ipi(a+3b+4ρ−1) s(a + 2b+ ρ− 12) s(b+ ρ− 12) c(ρ− 12)
s(a+ b) s(a+ b+ ρ− 1
2
)
c22 = e
ipi(2b+4ρ−1) s(a) s(a+ 2b+ 2ρ− 1) − [s(b)]2
s(a+ b) s(a + b+ 2ρ− 1)
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c23 = −2 eipi(b−a+2ρ)
s(b+ ρ− 1
2
) s(a+ ρ− 1
2
) c(ρ− 1
2
)
s(a+ b+ ρ− 1
2
) s(a+ b+ 2ρ− 1) (A.18)
c31 = e
2ipi(b+ρ) s(a+ 2b+ 2ρ− 1) s(a+ 2b+ ρ− 12)
s(a+ b) s(a+ b+ ρ− 1
2
)
c32 = − eipi(b−a+2ρ) s(a+ 2b+ 2ρ− 1) s(b)
s(a+ b) s(a+ b+ 2ρ− 1)
c33 = e
−2ipi(a− 1
2
) s(b+ ρ− 12) s(b)
s(a+ b+ ρ− 1
2
) s(a+ b+ 2ρ− 1) .
Substituting a = b = −α20 = −2ρ in eqs. (A.17) and (A.18), and taking eq. (A.9) into
account, one arrives at the matrix B 12 of eq. (3.30).
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APPENDIX B
In this appendix we shall collect some properties of the duality matrix F j. Some of these
properties can be obtained directly from eq. (3.41), while others can be easily derived from
the identification (3.37) between the osp(1|2) and su(2) fusion matrices.
It is evident after inspecting eq. (3.41) that F j is a symmetric matrix, namely one has:
F jj1 j2 = F
j
j2 j1 . (B.1)
Moreover, F j is an orthogonal matrix, i.e. it satisfies:
∑
j3
F jj1 j3 F
j
j2 j3 = δj1,j2 . (B.2)
By means of a direct substitution in eq. (3.41), one can obtain the value of the first row (or
column):
F j0 j1 = (−1)2j i 2(j1−<j1>)
√[
4j1+1
2
]
+[
4j+1
2
]
+
. (B.3)
Substituting the above value in the orthogonality condition (eq. (B.2)), one gets:
∑
j2
i 2(j2−<j2>)
√[ 4j2 + 1
2
]
+
F jj1 j2 = (−1)2j
[ 4j + 1
2
]
+
δj1,0 . (B.4)
Let the Casimir of the isospin j representation be defined as in the main text, namely
cj = j ( j +
1
2
). The fusion matrix also satisfies:
∑
j3
(−1)<j3> q±2cj3∓8cj F jj3 j1 F jj3 j2 = (−1)<j1>+<j2> q∓2cj1∓2cj2 F jj1 j2(q) . (B.5)
Eq. (B.5) can be proved from a similar relation verified by the su(2) fusion matrix. In
particular, taking j2 = 0 and using the value of F
j
0 j1 , one arrives at:
∑
j3
(−1)<j3> i 2(j3−<j3>) q±2cj3∓8cj
√[ 4j3 + 1
2
]
+
F jj3 j1 =
= (−1)<j1> q∓2cj1 i 2(j1−<j1>)
√[ 4j1 + 1
2
]
+
. (B.6)
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APPENDIX C
In this appendix we verify that our solution (5.39) for the CS duality matrix satisfies
several consistency relations, which constitutes a confirmation of the correctness of our result
(5.39) for arl. The relations we are going to check can be obtained by following the same
procedure as the one used in ref. [16] for the su(2) case. Some of the possible checks are
satisfied as a consequence of the orthogonality and symmetry properties of the arl matrix.
For example, the link L0(Q
H
2p+1, Q
H
2m+1) is the same as the link Lˆ2p+2m+2. It is easy to
prove that the corresponding polynomials are the same if the matrix arl is orthogonal. The
verification of other consistency conditions requires the use of more specific properties of the
osp(1|2) fusion matrix, such as the ones listed in appendix B. So, for instance, as:
L0(Q
H
1 , Q
V
m ) = Lm+1 , (C.1)
one must have:
2j∑
l,r=0
2l,2r ∈Z
i2(r−<r>) i2(l−<l>)
√[ 4r + 1
2
]
+
√[ 4l + 1
2
]
+
Λ
(−)
r,j (q) ( Λ
(+)
l,j (q) )
m arl =
=
2j∑
l=0
2l∈Z
(−1)2l
[ 4l + 1
2
]
+
( Λ
(+)
l,j (q) )
m+1 . (C.2)
Let us prove that the matrix (5.39) satisfies eq. (C.2). If we substitute Λ
(−)
r,j (q) = (−1)<r> q2cr
and arl = (−1)2j F jrl in the left-hand side of eq. (C.2), the sum in r can be evaluated with
the help of eq. (B.6):
2j∑
r=0
2r ∈Z
(−1)<r> i2(r−<r>)
√[ 4r + 1
2
]
+
q2cr arl =
= (−1)2j+<l> q8cj−2cl i2(l−<l>)
√[ 4l + 1
2
]
+
=
= Λ
(+)
l,j (q) i
2(l−<l>)
√[ 4l + 1
2
]
+
, (C.3)
where, in the last step, we have taken into account that Λ
(+)
l,j (q) = (−1)2j+<l> q8cj−2cl. Using
this result in the left-hand side of eq. (C.2), one verifies the consistency required.
Another non-trivial check of our solution for the CS duality matrix has its origin in the
link equivalence:
L0(Q
H
2p+1, Q
V
1 ) = Lˆ2p+2 , (C.4)
which implies the following equation for arl:
2j∑
l,r=0
2l,2r ∈Z
i2(r−<r>) i2(l−<l>)
√[ 4r + 1
2
]
+
√[ 4l + 1
2
]
+
( Λ
(−)
r,j (q) )
2p+1 Λ
(+)
l,j (q) arl =
43
=
2j∑
r=0
2r ∈Z
(−1)2r
[ 4r + 1
2
]
+
( Λ
(−)
r,j (q) )
2p+2 . (C.5)
Taking arl = (−1)2j F jrl and Λ(+)l,j (q) = (−1)2j+<l> q8cj−2cl , and using again eq. (B.6), the
sum in l in the left-hand side of eq. (C.5) can be performed:
2j∑
l=0
2l∈Z
(−1)<l> i2(l−<l>) q8cj−2cl
√[
4l+1
2
]
+
F jrl = (−1)<r> q2cr i2(r−<r>)
√[
4r+1
2
]
+
=
= i2(r−<r>) Λ
(−)
r,j (q)
√[
4r+1
2
]
+
, (C.6)
and, as a consequence, eq. (C.5) is satisfied by the CS duality matrix (5.39).
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