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A study of indirect CP violation in D0 mesons through the determination of the parameter AΓ is
presented using a data sample of pp collisions, corresponding to an integrated luminosity of 1.0 fb−1,
collected with the LHCb detector and recorded at the center-of-mass energy of 7 TeV at the LHC. The
parameter AΓ is the asymmetry of the effective lifetimes measured in decays of D0 and D¯0 mesons to the
CP eigenstates K−Kþ and π−πþ. Fits to the data sample yield AΓðKKÞ ¼ ð−0.35 0.62 0.12Þ × 10−3
and AΓðππÞ ¼ ð0.33 1.06 0.14Þ × 10−3, where the first uncertainties are statistical and the second
systematic. The results represent the world’s best measurements of these quantities. They show no
difference in AΓ between the two final states and no indication of CP violation.
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The asymmetry under simultaneous charge and parity
transformation (CP violation) has driven the understanding
of electroweak interactions since its discovery in the kaon
system [1]. CP violation was subsequently discovered in
the B0 and B0s systems [2–4]. Charmed mesons form the
only neutral meson-antimeson system in which CP viola-
tion has yet to be observed unambiguously. This system is
the only one in which mesons of up-type quarks participate
in matter-antimatter transitions, a loop-level process in the
standard model (SM). This charm mixing process has
recently been observed for the first time unambiguously
in single measurements [5–7]. The theoretical calculation
of charm mixing and CP violation is challenging for the
charm quark [8–12]. Significant enhancement of mixing or
CP violation would be an indication of physics beyond
the SM.
The mass eigenstates of the neutral charm meson system,
jD1;2i, with masses m1;2 and decay widths Γ1;2, can be
expressed as linear combinations of the flavor eigenstates,
jD0i and jD¯0i, as jD1;2i ¼ pjD0i  qjD¯0i with complex
coefficients satisfying jpj2 þ jqj2 ¼ 1. This allows the
definition of the mixing parameters x≡ 2ðm2 −m1Þ=ðΓ1 þ
Γ2Þ and y≡ ðΓ2 − Γ1Þ=ðΓ1 þ Γ2Þ.
Nonconservation of CP symmetry enters as a deviation
from unity of λf, defined as
λf ≡ qA¯fpAf ¼ −ηCP

q
p


A¯f
Af
eiϕ; (1)
where Af (A¯f) is the amplitude for a D0 (D¯0) meson
decaying into a CP eigenstate f with eigenvalue ηCP, and ϕ
is the CP-violating relative phase between q=p and A¯f=Af.
Direct CP violation occurs when the asymmetry Ad ≡
ðjAfj2 − jA¯fj2Þ=ðjAfj2 þ jA¯fj2Þ is different from zero.
Indirect CP violation comprises nonzero CP asymmetry
in mixing, Am ≡ ðjq=pj2 − jp=qj2Þ=ðjq=pj2 þ jp=qj2Þ and
CP violation through a nonzero phase φ. The phase
convention of φ is chosen such that, in the limit of no
CP violation, CPjD0i ¼ −j D¯0i. In this convention CP
conservation leads to ϕ ¼ 0 and jD1i being CP odd.
The asymmetry of the inverse of effective lifetimes in
decays of D0 (D¯0) mesons into CP-even final states, Γˆ ( ˆ¯Γ),
leads to the observable AΓ defined as
AΓ ≡ Γˆ −
ˆ¯Γ
Γˆþ ˆ¯Γ
≈ ηCP

Am þ Ad
2
y cosφ − x sinφ

: (2)
This makes AΓ a measurement of indirect CP violation, as
the contributions from direct CP violation are measured to
be small [13] compared to the precision on AΓ available so
far [14]. Here, effective lifetimes refer to lifetimes mea-
sured using a single-exponential model in a specific decay
mode. Currently available measurements of AΓ [15,16]
are in agreement with no CP violation at the per mille
level [13].
This Letter reports measurements of AΓ in the CP-even
final states K−Kþ and π−πþ using 1.0 fb−1 of pp colli-
sions at 7 TeV center-of-mass energy at the LHC recorded
with the LHCb detector in 2011. In the SM, the phase ϕ is
final-state independent and thus measurements in the two
final states are expected to yield the same results. At the
level of precision of the measurements presented here,
differences due to direct CP violation are negligible.
However, contributions to ϕ from physics beyond the
SM may lead to different results. Even small final-state
differences in the phase Δϕ can lead to measurable effects
in the observables of the order of xΔϕ, for sufficiently
small phases ϕ in both final states [17]. In addition, the
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measurements of AΓ in both final states are important to
quantify the contribution of indirect CP violation to the
observable ΔACP, which measures the difference in decay-
time integrated CP asymmetry of D0 → K−Kþ to π−πþ
decays [18,19].
The LHCb detector [20] is a single-arm forward spec-
trometer covering the pseudorapidity range 2 < η < 5,
designed for the study of particles containing b or c quarks.
The spectrometer dipole magnet is operated in either one of
two polarities, the magnetic field vector points either up or
down. The trigger [21] consists of a hardware stage, based
on information from the calorimeter and muon systems,
followed by a software stage, which performs a full event
reconstruction. The software trigger applies two sequential
selections. The first selection requires at least one track to
have momentum transverse to the beam line pT , greater
than 1.7 GeV=c and an impact parameter χ2, χ2IP, greater
than 16. The χ2IP is defined as the difference in χ
2 of a given
primary interaction vertex reconstructed with and without
the considered track. This χ2IP requirement introduces the
largest effect on the observed decay-time distribution
compared to other selection criteria. In the second selection
this track is combined with a second track to form a
candidate for a D0 decay into two hadrons (charge con-
jugate states are included unless stated otherwise). The
second track must have pT > 0.8 GeV=c and χ2IP > 2.
The decay vertex is required to have a flight distance χ2 per
degree of freedom greater than 25 and the D0 invariant
mass, assuming kaons or pions as final state particles, has to
lie within 50 MeV=c2 (or within 120 MeV=c2 for a trigger
whose rate is scaled down by a factor of 10) around
1865 MeV=c2. The momentum vector of the two-body
system is required to point back to the pp interaction
region.
The event selection applies a set of criteria that are
closely aligned to those applied at the trigger stage. The
final-state particles have to match particle identification
criteria to separate kaons from pions [22] according to their
mass hypothesis and must not be identified as muons using
combined information from the tracking and particle
identification systems.
Flavor tagging is performed through the measurement
of the charge of the pion in the decay Dþ → D0πþ
(soft pion). Additional criteria are applied to the track
quality of the soft pion as well as to the vertex quality of
the Dþ meson. Using a fit constraining the soft pion to the
pp interaction vertex, the invariant mass difference of the
Dþ and D0 candidates Δm is required to be less than
152 MeV=c2.
About 10% of the selected events have more than
one candidate passing the selections, mostly due to one
D0 candidate being associated with several soft pions. One
candidate per event is selected at random to reduce the
background from randomly associated soft pions. The D0
decay-time range is restricted to 0.25 to 10 ps such that
there are sufficient amounts of data in all decay-time
regions included in the fit to ensure its stability.
The whole data set is split into four subsets, identified by
the magnet polarity, and two separate data-taking periods to
account for known differences in the detector alignment
and calibration. The smallest subset contains about 20% of
the total data sample. Results of the four subsets are
combined in a weighted average.
The selected events contain about 3.11 × 106 D0 →
K−Kþ and 1.03 × 106 D0 → π−πþ signal candidates,
where the Dþ meson is produced at the pp-interaction
vertex, with purities of 93.6% and 91.2%, respectively, as
measured in a region of 2 standard deviations of the signal
peaks in D0 mass, mðhhÞ (with h ¼ K, π), and Δm.
The effective lifetimes are extracted by eight indepen-
dent multivariate unbinned maximum likelihood fits to the
four subsamples, separated by the D0 flavor as determined
by the charge of the soft pion. The fits are carried out in
two stages, a fit tomðhhÞ andΔm to extract the signal yield
and a fit to the decay time and lnðχ2IPÞ of the D0 candidate
to extract the effective lifetime. The first stage is used to
distinguish the following candidate classes: correctly
tagged signal candidates, which peak in both variables;
correctly reconstructed D0 candidates associated with a
random soft pion (labeled “rnd. πs” in the figures), which
peak in mðhhÞ but follow a threshold function in Δm ; and
combinatorial background. The threshold functions are
polynomials in
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δm −mπþp . The signal peaks in mðhhÞ
and Δm are described by the sum of three Gaussian
functions. For the π−πþ final state a power-law tail is
added to themðhhÞ distribution to describe the radiative tail
[23]. The combinatorial background is described by an
exponential function in mðhhÞ and a threshold function
in Δm.
Partially reconstructed decays constitute additional back-
ground sources. The channels that give significant con-
tributions are the decays D0 → K−πþπ0, with the charged
pion reconstructed as a kaon and the π0 meson not
reconstructed, and Dþs → K−Kþπþ, with the pion not
reconstructed. The former peaks broadly in Δm while
the latter follows a threshold function and both are
described by an exponential in mðhhÞ. Reflections due
to incorrect mass assignment of the tracks are well
separated in mass and are suppressed by particle identi-
fication and are not taken into account. An example fit
projection is shown in Fig. 1.
Charm mesons originating from long-lived b hadrons
(secondary candidates) form a large background that cannot
be separated in the mass fit. They do not come from the
interaction point leading to a biased decay-time measure-
ment. The flight distance of the b hadrons causes the D0
candidates into which they decay to have large χ2IP on
average. This is therefore used as a separating variable.
Candidates for signal decays, where theDþ is produced
at the pp-interaction vertex, are modeled by an exponential
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function in decay time, whose decay constant determines
the effective lifetime, and by a modified χ2 function in
lnðχ2IPÞ of the form
fðxÞ≡
n
eαx−eαðx−μÞ x ≤ μ
eαμþβðx−μÞ−eβðx−μÞ x > μ;
(3)
where all parameters are allowed to have a linear variation
with decay time. The parameters α and β describe the left
and right width of the distribution, respectively, and μ is the
peak position. Secondary candidates are described by the
convolution of two exponential probability density func-
tions in decay time. Since there can be several sources of
secondary candidates, the sum of two such convolutions is
used with one of the decay constants shared, apart from the
smaller π−πþ data set where a single convolution is
sufficient to describe the data. The lnðχ2IPÞ distribution of
secondary decays is also given by Eq. (3); however, the
three parameters are replaced by functions of decay time
αðtÞ ¼ Aþ Btþ C arctanðDtÞ; (4)
and similarly for β and μ, where the parametrizations are
motivated by studies on highly enriched samples of
secondary decays and where A, B, C, and D describe
the decay-time dependence.
The background from correctly reconstructedD0 mesons
associated to a random soft pion share the same lnðχ2IPÞ
shape as the signal. Other combinatorial backgrounds
and partially reconstructed decays for the K−Kþ final state
are described by nonparametric distributions. The shapes
are obtained by applying an unfolding technique described
in Ref. [24] to the result of the mðhhÞ, Δm fit. Gaussian
kernel density estimators are applied to create smooth
distributions [25].
Thedetector resolution is accountedforby theconvolution
of a Gaussian function with the decay-time function. The
Gaussian width is 50 fs, an effective value extracted from
studies of B→ J=ψX decays [26], which has negligible
effectonthemeasurement.Biases introducedbytheselection
criteria are accounted for through per-candidate acceptance
functions which are determined in a data-driven way. The
acceptance functions, which take values of 1 for all decay-
time intervals in which the candidate would have been
accepted and 0 otherwise, enter the fit in the normalization
of the decay-time parametrizations. The procedure for
determination and application of these functions is described
in detail in Refs. [15,27]. Additional geometric detector
acceptance effects are also included in the procedure. An
example decay-time fit projection is shown in Fig. 2. The
fit yields AΓðKKÞ¼ð−0.350.62Þ×10−3 and AΓðππÞ ¼
ð0.33 1.06Þ × 10−3, with statistical uncertainties only.
The results of the four subsets are found to be in agreement
with each other.
The fit has regions where the model fails to describe the
data accurately, particularly at small decay times and
intermediate values of lnðχ2IPÞ as shown in the pull
plot in Fig. 2. The same deviations are observed in
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FIG. 2 (color online). Top: fit of decay time to D¯0 → K−Kþ
and corresponding pull plot for candidates with magnet polarity
down for the earlier run period, where pull is defined as
ðdata −modelÞ=uncertainty. Middle and bottom: the ratio of
D¯0 toD0 data and fit model for decays to K−Kþ and π−πþ for all
data, respectively.
]2m [MeV/c∆
140 145 150
)2
En
tri
es
 / 
(0.
02
 M
eV
/c
210
310
410
Data
Fit
Signal
sπRnd.
0π+π-K→0D
+π
-K+K→+sD
Comb. bkg
LHCb
FIG. 1 (color online). Fit of Δm for one of the eight subsets,
containing the D¯0 → K−Kþ candidates with magnet polarity
down for the earlier run period.
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pseudoexperiment studies, and are reproduced in several
independent parametrizations, indicating that the origin is
related to the nonparametric treatment of backgrounds in
connection with nonideal parametrizations of the lnðχ2IPÞ
distributions. They do not significantly affect the central
value of AΓ due to the low correlations between the
effective lifetime and other fit parameters. The deviations
are very similar for fits to D0 and D¯0 samples leading to
their cancellations in the final asymmetry calculations as
shown in Fig. 2.
In addition to the nominal procedure, an alternative
method is used, in which the data are binned in equally
populated regions of the decay-time distribution and the
ratio of D¯0 to D0 yields calculated in each bin. This avoids
the need to model the decay-time acceptance. The time
dependence of this ratio R allows the calculation of AΓ from
a simple linear χ2 minimization, with
RðtÞ ≈ ND¯0
ND0

1þ 2AΓ
τKK
t

1 − e−Δt=τD¯0
1 − e−Δt=τD0 ; (5)
where τKK ¼ τKπ=ð1þ yCPÞ is used as an external input
based on current world averages [13,28], ND¯0=ND0 is the
signal yield ratio integrated over all decay times and Δt is
the bin width. The dependence on τD0 and τD¯0 cancels in the
extraction of AΓ. For this method the signal yields for
decays, where the Dþ is produced at the pp-interaction
vertex, for each decay-time bin are extracted by simulta-
neous unbinned maximum likelihood fits to mðhhÞ, Δm,
and lnðχ2IPÞ. Each bin is chosen to contain about 4 × 104
candidates, leading to 118 and 40 bins for K−Kþ and
π−πþ, respectively. In general, the binned fit uses similar
parametrizations to the unbinned fit, though a few sim-
plifications are required to account for the smaller sample
size per bin. The evolution of the fit projections in lnðχ2IPÞ
with decay time is shown in Fig. 3.
The fits for both methods are verified by randomizing
the flavor tags and checking that the results for AΓ are in
agreement with zero. Similarly, the measurement tech-
niques for AΓ are applied to the Cabibbo-favored K−πþ
final state for which they also yield results in agreement
with zero. The unbinned fit is further checked by compar-
ing the extracted lifetime using the K−πþ final state to the
world average D0 lifetime, ð410:1 1.5Þ fs [28]. The
result of ð412:88 0.08Þ fs, where the uncertainty is only
statistical, is found to be in reasonable agreement. If the full
difference to the world average were taken as a relative
systematic bias it would lead to an absolute bias of less
than 10−4 on AΓ. Large numbers of pseudoexperiments,
with both zero and nonzero input values for AΓ, are used to
confirm the accuracy of the results and their uncertainties.
Finally, dependencies on D0 kinematics and flight direc-
tion, the selection at the hardware trigger stage, and the
track and vertex multiplicity, are found to be negligible.
The binned fit yields AΓðKKÞ ¼ ð0.50 0.65Þ × 10−3
and AΓðππÞ ¼ ð0.85 1.22Þ × 10−3. Considering the stat-
istical variation between the two methods and the uncorre-
lated systematic uncertainties, the results from both
methods yield consistent results.
The systematic uncertainties assessed are summarized
in Table I. The effect of shortcomings in the description
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FIG. 3 (color online). Fits of lnðχ2IPÞ for D¯0 → K−Kþ candidates for decay-time bins (left to right) 0.25–0.37 ps, 0.74–0.78 ps, and
1.55–1.80 ps.
TABLE I. Systematic uncertainties, given as multiples of 10−3. The first column for each final state refers to the unbinned fit method
and the second column to the binned fit method.
Source AunbΓ ðKKÞ AbinΓ ðKKÞ AunbΓ ðππÞ AbinΓ ðππÞ
Partially reconstructed backgrounds 0.02 0.09 0.00 0.00
Charm from b decays 0.07 0.55 0.07 0.53
Other backgrounds 0.02 0.40 0.04 0.57
Acceptance function 0.09    0.11   
Magnet polarity    0.58    0.82
Total systematic uncertainty 0.12 0.89 0.14 1.13
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of the partially reconstructed background component in
the K−Kþ final state is estimated by fixing the respective
distributions to those obtained in fits to simulated data.
The imperfect knowledge of the length scale of the vertex
detector as well as decay-time resolution effects are
found to be negligible. Potential inaccuracies in the
description of the combinatorial background and back-
ground from signal candidates originating from b-hadron
decays are assessed through pseudoexperiments with
varied background levels and varied generated distribu-
tions, while leaving the fit model unchanged. The impact
of imperfect treatment of background from D0 candidates
associated to random soft pions is evaluated by testing
several fit configurations with fewer assumptions on the
shape of this background.
The accuracy of the decay-time acceptance correction in
the unbinned fit method is assessed by testing the sensi-
tivity to artificial biases applied to the per-event acceptance
functions. The overall systematic uncertainties of the two
final states for the unbinned method have a correlation
of 0.31.
A significant difference between results for the two
magnet polarities is observed in the binned method. As
this cannot be guaranteed to cancel, a systematic uncer-
tainty is assigned. The unbinned method is not affected by
this as it is not sensitive to the overall normalization of the
D0 and D¯0 samples. In general, the two methods are subject
to different sets of systematic effects due to the different
ways in which they extract the results. The systematic
uncertainties for the binned method are larger due to the
fact that the fits are performed independently in each decay-
time bin. This can lead to instabilities in the behavior of
particular fit components with time, an effect which is
minimized in the unbinned fit. The effects of such
instabilities are determined by running simulated
pseudoexperiments.
The use of the external input for τKK in the binned fit
method does not yield a significant systematic uncertainty.
A potential bias in this method due to inaccurate para-
metrizations of other backgrounds is tested by replacing the
probability density functions by different models and a
corresponding systematic uncertainty is assigned.
In summary, the CP-violating observable AΓ is measured
using the decays of neutral charm mesons into K−Kþ and
π−πþ. The results of AΓðKKÞ ¼ ð−0.35 0.62 0.12Þ ×
10−3 and AΓðππÞ ¼ ð0.33 1.06 0.14Þ × 10−3, where
the first uncertainties are statistical and the second are
systematic, represent the world’s best measurements of
these quantities. The result for the K−Kþ final state is
obtained based on an independent data set to the previous
LHCb measurement [15], with which it agrees well. The
results show no significant difference between the two final
states and both results are in agreement with zero, thus
indicating the absence of indirect CP violation at this level
of precision.
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