Estimation of a regression function is a well known problem in the context of errors in variables, where the explanatory variable is observed with random noise. This noise can be of two types, known as classical or Berkson, and it is common to assume that the error is purely of one of these two types. In practice, however, there are many situations where the explanatory variable is contaminated by a mixture of the two errors. In such instances, the Berkson component typically arises because the variable of interest is not directly available and can only be assessed through a proxy, whereas the inaccuracy related to the observation of the latter causes an error of classical type. In this paper we propose a nonparametric estimator of a regression function from data contaminated by a mixture of the two errors. We prove consistency of our estimator, derive rates of convergence and suggest a data-driven implementation. Finite-sample performance is illustrated via simulated and real-data examples.
INTRODUCTION
We consider nonparametric estimation of a regression function when the covariate is observed with a mixture of Berkson and classical measurement errors. Contamination by mixed errors arises frequently in toxicologic studies, where, for example, the goal is to relate the occurrence, Y , of a disease to the level of exposure, X, to a toxic substance.
Typically, X cannot be observed directly and can be assessed only by observing another variable, L, that is linearly related to it. The observations comprise a sample of independent and identically distributed random vectors (L j , Y j ), 1 ≤ j ≤ n, generated by a so-called Berkson model
where U B,j , L j and η j are mutually independent, E(η j | X j ) = 0, var(η j ) < ∞. In this setting, the variable L is often referred to as a proxy or surrogate for X, and U B is an error of Berkson type. The model at (1.1) was first considered by Berkson (1950) , and has been studied mostly in parametric or semiparametric settings. Recent related work includes that of Huwang and Huang (2000) , Buonaccorsi and Lin (2002) , Stram et al. (2002) and Wang (2003) . See Delaigle, Hall and Qiu (2006) for a nonparametric treatment.
In most situations, the surrogate L cannot be observed without measurement error, caused by the inaccuracy of the measurement process (device or experimenter, for example), and what we really observe are contaminated versions W j of L j , 1 ≤ j ≤ n, generated by the model
where U C,j and L j are independent. The variable U C corresponds to a so-called classical measurement error, a type of error that has been studied extensively in the literature.
Nonparametric methods for inference in settings such as this include kernel approaches (e.g. Fan and Masry, 1992; Taupin, 2001; Linton and Whang, 2002) and techniques based on simulation and extrapolation, or SIMEX, arguments (e.g. Cook and Stefanski, 1994; Stefanski and Cook, 1995; Carroll et al., 2006; Carroll et. al., 1999; Kim and Gleser, 2000; Devanarayan and Stefanski, 2002) .
The Berkson and classical errors are very different in nature, and most existing methods focus exclusively on cases where the observations are contaminated by errors of only one of the two types. In this paper our interest is in estimating the regression function g when both types of errors are present. In our setting we observe a sample of independent pairs (W j , Y j ), for 1 ≤ j ≤ n, generated by 3) where U C,j ∼ f C , U B,j ∼ f B , L j ∼ f L and η j are mutually independent, E(η j | X j ) = 0, var(η) < ∞, and the respective error densities f C and f B are known. This model has been studied by Reeves et al. (1998) in a parametric context of radon exposure, and by Mallick et al. (2002) in a semiparametric, Bayesian setting of radiation exposure from nuclear testing, see also Li, et al. (2007) . In this paper we consider nonparametric estimation of the regression function g, for data generated by the model at (1.3). A good recent discussion of the origins of mixed Berkson and classical errors in the context of radiation dosimetry is given by Schafer and Gilbert (2006) .
In Section 2 we introduce a kernel estimator of g, involving the characteristic functions of the errors U B and U C ; this methodology is appropriate when these quantities do not vanish. The procedure can also be used as a consistent method in the case of pure Berkson errors, and reduces to the approach of Fan and Truong (1993) when the errors are purely of classical type.
Nonparametric estimation of g necessitates the selection of two bandwidths and a ridge parameter. In Section 3 we propose a cross-validation procedure for choosing these parameters in practice. We implement the fully data-driven method on simulated examples, to illustrate its finite-sample performance. Despite the considerable difficulty of the problem, we show that the results obtained in practice are quite good. We apply the procedure to a real-data example where the goal is to estimate the relation between radiation exposure and incidence of thyroid diseases.
Section 4 discusses theoretical properties of the regression estimator. We obtain upper bounds to a uniform rate of convergence of the estimator under models (1.1) and (1.3).
These results emphasize the particular difficulty of the problem, especially when compared to density estimation in this context: for estimating a density from a sample contaminated by mixed errors, Delaigle (2007) shows that the rates of convergence are the rates for classical errors, multiplied by a factor of improvement proportional to the smoothness of the Berkson error. In the case of regression estimators, however, the upper bound established by the theory indicates that the rates of convergence are the rates for classical errors, multiplied by a "degrading factor" proportional to the smoothness of the Berkson error.
Section 5 suggests an alternative nonparametric orthogonal series estimator, designed for cases where the function g and the densities f L and f B are compactly supported.
Technical details are collected into an appendix.
KERNEL METHOD
Assume we observe data (W j , Y j ), for 1 ≤ j ≤ n, generated by the model (1.3) and define the function 
We shall use the sample (W j , Y j ), for 1 ≤ j ≤ n, to consistently estimate the functions b and f L , and obtain an estimator of g by deconvolution through equation (2.1).
Given a density f Z , write f outside a compact interval (note that such kernels are fairly standard in deconvolution problems, see for example Fan and Truong (1993) ). Given h > 0, put
where we shall take
given respectively by f L and b, where 3) and where h in the formula for
is taken as h 1 and h 2 , respectively. In practice one would usually put 
can be taken to be our estimator of g.
When the distribution of U B is degenerate at zero, i.e. when the errors-in-variables are of classical type, a = g and so our estimator g is simply a = b/f L . This is the wellknown Fan and Truong (1993) kernel estimator in classical errors-in-variables regression, modified here only to include a ridge parameter. The latter is introduced so as to avoid problems with the denominator of a at points x where f L (x) is too close to zero.
When the distribution of U C is degenerate at zero, i.e. when the errors-in-variables are solely of Berkson type, f L and b are standard kernel estimators, and in particular, 5) where K can be taken to be a conventional kernel. Using these alternative definitions of f L and b we may continue to define g by (2.4).
NUMERICAL PROPERTIES

A Data-Driven Method
We sought a cross-validation approach to choosing the three parameters h 1 , h 3 and ρ.
In our setting, the smoothing-parameter selection problem is made especially difficult by the fact that the variables X i and L i are not observable. Additionally, calculating g is a computationally intensive operation. We split the problem into two parts, selecting (h 1 , ρ) and h 3 separately, as follows.
Ideally we would use a cross-validation (CV) approach, selecting (h 1 , ρ) as
and then estimating h 3 by
(Here we use a GCV procedure in order to reduce computational labour.) However, L j and X j are unobservable, and so we cannot calculate
directly. We suggest two ways of estimating the unknown quantities, and combine the two ideas to define our final procedure.
The first approach, motivated by the case where the error variances are small, is to simply ignore all error present in the data, i.e. replace all L j 's and X j 's by W j 's, and replace 
, which has, asymptotically, the same expected value.
To gain more intuition, let (Z, f, r, V, h) 
Then the νth procedure, ν = 1, 2, just described amounts to replacing S kr (V j ) by S kr;ν (W j ), this being the version of S kr (V j ) obtained by replacing
We noticed in our simulations that the first procedure tended to select smoothing parameters that were too small, while the second tended to select too large values. The following approach combines the two approaches in a way which tends to remove this problem.
(1) Choose
and finally, (3) 
. The weight functions w 1 and w 2
were chosen empirically and are such that, when the error variance tends to zero, we select the smoothing parameters via the first procedure only, which, for errors tending to zero, is the same as the CV procedure that would be used in the error-free case. The correction applied toh 3 at the third step of the procedure allowed us to improve the results in cases where one of the two errors was much larger than the other one.
Simulations
We applied the kernel method by generating samples (
, where the regression function g was one of the following curves: In each case, we considered samples of size n = 100 or 250, we generated 200 replicated samples from the random vector (W, Y ), and we constructed the corresponding estimator g, using the data-driven method of Section 3.1 and the kernel K with Fourier transform
, which is commonly used in deconvolution problems. We report
dx. In all figures, the estimates shown correspond to the first (d1), fifth (d5) and ninth (d9) deciles of the ordered values of ISE. We present only a portion of the results; the conclusions are also supported by the simulations not presented here.
In deconvolution problems it is rather common to consider two classes of errors, called ordinary-smooth and supersmooth errors. Roughly, an error of the first (respectively, second) type has a characteristic function behaving like a negative polynomial (respectively, exponential) in the tails. Rates of convergence in errors-in-variables problems are In the figure we also illustrate the effect of the errors present in the data; we show the locallinear estimators obtained when ignoring the error, i.e. when using the procedure with plug-in bandwidth described by Fan and Gijbels (1995) . The graphs show that ignoring the error leads to severely biased estimators.
Of course, as for any nonparametric method in the usual 'error-free' regression prob- lem, the quality of the estimator also depends on the range of the observed sample. In particular, for a given family of densities f B , f C and f L , and given noise-to-signal ratios
L , the performance of the estimator depends on the variance of U B , U C and L. For example, Figure 4 illustrates the results of estimating regression function
When the variances are smaller, the observations are more concentrated around the centre, and, as a consequence, it is easier to recover the peaks of the curve. As the variances increase the observations become more widespread, and, for a given sample size, it becomes harder to recover the peaks of the regression curve, since the peaks are located around the centre zero.
Finally, we apply our method to a case where the function g is unbounded. We take In Section 4.3 we shall show that, although it seems quite hard to deal with such unbounded functions g, our estimator is able to estimate g on a compact interval, of length growing with the sample size. In Figure 5 , we illustrate these results by showing the decile curves obtained for samples of size n = 100, 250 and 500. We see clearly that, as the sample size increases, the estimator is able to estimate g correctly on growing intervals. The solid curve is the target curve.
Note that we show the estimated curves over a relatively large range, since the interval [−2.5, 2.5] contains L with a probability of 0.988.
Data Example
We applied the kernel method to data from the Nevada Test Site (NTS) Thyroid Disease
Study; see, for example, Stevens et al. (1992) , Kerber et al. (1993) and Simon et al. (1995) .
The goal of the study was to relate radiation exposure (largely due to above-ground nuclear testing in the 1950s) to various thyroid disease outcomes. In the Nevada study, over 2, 000 individuals exposed to radiation as children were examined for thyroid disease.
The primary radiation exposure came from milk and vegetables. A recent update of the dosimetry is available (Simon et al. 2005) , as is a reanalysis of the thyroid disease data (Lyon et al. 2006 ). We analyze a subset of the revised dosimetry data, namely the 1,278
women in the study, 103 of whom developed thyroiditis.
In this example, X (resp., W ) is the logarithm of the true (resp., observed) radiation exposure and Y = 0 or 1 indicates absence or presence of thyroid disease. As discussed in Mallick, et al. (2002) , the uncertainties in this problem are a mixture of classical and
Berkson measurement errors. Following the illustrative analysis of Mallick et al. (2002) , in this illustration we assume that 50% of the total uncertainty variance is classical, and 50%
is Berkson. Also, as in their analysis and those of many others in the area, the Berkson and classical uncertainties in the log-scale are assumed to be normally distributed. We applied our estimation procedure on these data, with smoothing parameters selected via the method described in Section 3.1, with the kernel K as in Section 3. One of the interesting aspects of errors-in-variables problems is that nonparametric inference cannot be undertaken in a strictly local sense. In particular, to estimate g at x it is not adequate to rely on noisy observations of g at points close to x; observations of g across its support are used to estimate g at a point in the middle of the support.
However, especially when the errors are of Berkson type, use of data on an unbounded, infinitely supported function g can involve significant challenges: in finite samples, it is impossible to observe values of L over more than just a finite range, and hence to obtain information across the whole support of g. 
the range 1 ≤ j ≤ n, converges to 1 as n → ∞. In such instances, the observations on Y are too 'volatile' and the estimator can turn out to be extremely unstable.
Circumstances as extreme as this are awkward to accommodate. One way of avoiding this type of difficulty is to restrict attention to the case of bounded g, but that prevents us from treating relatively standard cases such as, for example, polynomial g. Although the problem can be very hard, we show below that our estimator can in fact be used for such unbounded g; moreover, and perhaps surprisingly, the only way in which our estimator is affected by the fact that, in finite samples, we can only observe data on L over a finite range, is that we can only guarantee consistent estimation of g over a finite, but growing with n, interval. We shall prove consistency of g by exploiting its similarities with g n , the estimator of the function g n , which we define as the restriction of g over a finite, but growing, interval. In situations less extreme than the one mentioned in the previous paragraph, g and g n are sufficiently close for asymptotic properties of g to be derivable from those of g n . More precisely, we assume that: 
Notation and Assumptions
Motivated by the arguments in Subsection 4.1, we shall permit g = g n to depend on n, subject to satisfying:
where λ ≥ 1. It follows that a and b, at (2.1) and (2.3), can also depend on n, although to avoid sub-subscripts we do not express this in notation. We adopt a conventional,
Biases for the estimators f L and b, defined at (2.3), are respectively given by
dt ,
Define too
it being assumed in each case that the integral is convergent in the Riemann sense. To interpret bias g , consider the case where g is a probability density, and we observe noisy data generated as ζ = η g + η, where η g has density g, and η is independent of η g and has a known distribution with a characteristic function that does not vanish on the real line.
Then, bias g represents the bias of the standard deconvolution kernel estimator of g with bandwidth h 3 .
Taking, for simplicity, h 1 = h 2 , let supbi(h 1 ) denote the maximum of the suprema of the biases bias b and bias f , and define also δ, closely related to root mean squared error:
where λ is as at (4.4) and α > 1 will be determined by (4.6); let R denote a finite union of compact intervals on which f L is bounded away from zero; and assume that Then, (a) holds with α = 2ω > 1, and (b) holds with β = 2ω and γ depending on ω.
More particularly, the case where f In such cases, (4.6)(c) holds provided
and the value of γ is limited only by the size of r 2 ; γ does not depend on selection of the constants p and c 1 , . . . , c p in (4.7). In particular, by choosing r 2 sufficiently large we can take γ arbitrarily large in (4.6). These considerations generally permit us to take ξ = ∞ in (4.5)(c); see the discussion immediately below Theorem 4.1. In such cases, (4.5) imposes especially mild conditions on f L .
More generally, (4.5) and (4.6), and the statement of our main results in Section 4.3, are tailored to permit relatively weak conditions on f L and g. For example, no smoothness assumptions are imposed at this point. Indeed, we shall raise the smoothness issue only through the bias terms bias b , bias f and bias g .
Properties in the Mixed Error Case
Here we assume the model (1.3), when neither of the errors U C and U B has a degenerate distribution. The estimator g is given by (2.4), with f L and b defined at (2.3). For simplicity we omit the case β + γ = ξ in (4.9) below; it is the same as for β + γ < ξ, except that a factor log n is included. Upper bounds to convergence rates are given below.
We do not have minimax lower bounds that reflect the upper bounds.
Theorem 4.1. If (4.5) and (4.6) hold, and if
where λ is as at (4.4).
To interpret this theorem, let us first consider the case where g is a bounded, integrable function. Then the contribution of g to bias is represented in (4.9) by 10) where the first identity holds under the conditions of Theorem 4.1, and the second identity holds provided g has k bounded derivatives,
and κ j = u j K(u) du = 0 for j = 1, . . . , k −1. Kernels satisfying these conditions, as well as those in (4.6)(c), are commonly used in practice. For example, the kernels employed in Section 3 are of this type for k = 2.
Bias formulae such as (4.10) are of course conventional. It is the remaining contribution to convergence rate, bounded by the right-hand side of (4.9), that is most affected by the errors-in-variables aspect of the problem and is therefore of greatest interest. Take the ridge parameter ρ to equal a constant multiple of δ and assume that we can choose γ, in (4.6), so large that h γ 3 = O(ρ) (this assumption is not an issue if f −B satisfies (4.7). Related interpretations of (4.9) are also possible where the simplifications obtainable when f −B is given by (4.7) do not apply, but those instances are not so transparent, since then both γ and ξ can impact on the overall convergence rate). Then (4.9) further simplifies to: 12) where, since g is bounded and integrable, λ can be taken constant and so can be omitted from (4.12). Results (4.10) and (4.12) imply the following rate of convergence of g to g:
provided we take
. This order of δ is also the minimax-optimal, root squarederror convergence rate for estimators of g, in the case where U B is identically zero. See, for example, Fan and Truong (1993) . Thus, the factor h −β 3 , on the right-hand side of (4.13), can be interpreted as the amount by which the conventional convergence rate, δ, is degraded by introducing the additional error U B .
Of course, the factor h −β 3 diverges as the bandwidth h 3 becomes smaller. On the other hand, the bias term h k 3 reduces to zero as h 3 decreases, so there will be an optimal order of magnitude of h 3 for which the contributions h k 3 and δ h −β 3 are in balance, leading to:
(4.14)
Result (4.9) reveals the potential deleterious effects of taking the ridge, ρ, too large (that is, of larger order than δ) or too small. In particular, the order of magnitude of the right-hand side of (4.9) is made larger by choosing ρ to be of either strictly larger order, or strictly smaller order, than δ.
It is straightforward to combine Theorem 4.1, and the results in Section 4.1, to handle the case of fixed but unbounded g. Specifically, taking
arbitrarily small, and assuming that (4.1) holds, (4.2) permits us to take λ = O(n r ) for any r > 0 in (4.9), provided we replace bias g (x) there by,
for all s > 0. The second identity in (4.15) holds provided g (k)
n exists and |g (k) n | grows no more than polynomially fast, κ j = 0 for j = 1, . . . , k − 1, and, in a mild strengthening of (4.11), |u| k+c |K(u)| du < ∞ for some c > 0. Therefore, and using also (4.12), the following version of (4.14) follows from (4.2) and (4.9): For all r > 0,
(4.16)
Thus it can be seen that unboundeness of g barely changes the convergence rate.
Note too from (4.14) and (4.16) that our bounds on the rate of convergence increase as the smoothness of either error distribution increases; that is, as α or β increases. These results correctly suggest that if either of the errors were "supersmooth," for example Gaussian, the convergence rate would be slower than the inverse of any polynomial in n.
In fact, no estimator can converge at a polynomial rate in the supersmooth cases.
ORTHOGONAL SERIES METHOD
An alternative estimator of g can be considered in the case where g, f B and f L are compactly supported. Here and below, we assume that f L , g and f B have been rescaled so that all three support intervals are contained within I = [−π, π] . In this case, it follows from work of Delaigle, Hall and Qiu (2006) 
{k 1j cos(jx) + k 2j sin(jx)} , 
In practice, we need to truncate the series for a and only keep the terms corresponding to j ≤ M 1 , where, for example, M 1 can be chosen by a thresholding rule as in Hall and Qiu (2005) . The series for g needs also be truncated, to keep only the terms j ≤ M 2 , where M 2 can be selected by a cross-validation procedure of the type introduced in Delaigle, Hall and Qiu (2006) .
where
Using (b) and (c) of (4.6) it can be shown that
for all real x and all h > 0, where C 1 , C 2 , . . . will denote positive constants. This leads to the result, h
≤ C 2 (I 1 + I 2 ), where, with C > 0 chosen so small that x + h 3 u ∈ S whenever x ∈ R and |h 3 u| ≤ C, and R and S as in (4.5), we define
Combining the results in this paragraph we deduce that 3) uniformly in x ∈ R.
Using (4.6)(a) and the definition of supbi(h 1 ) it can be shown that, for c = b and c = f , we have, uniformly in x,
Using (6.3), (6.4) and the result |b| ≤ C 7 λ f L , it can be proved that, for c = b and c = f ,
where both formulae hold uniformly in x ∈ R. Together, (6.1), (6.5) and (6.6) give:
where Q 2 is as before, and so satisfies the last inequality at (6.2), and (6.8) uniformly in x ∈ R. Properties (6.3) and (6.4), and the last inequality at (6.2), entail:
(6.9)
Results (6.7)-(6.9) imply that g(x) − g(x) = bias g (x) + Q 4 (x), where, uniformly in x ∈ R,
Theorem 4.1 follows directly from these properties.
NOT-FOR-PUBLICATION APPENDIX: DETAILS FOR SECTION 6
Putf
.
where Q 1 , denoting quadratic terms, satisfies
Here we have used the fact that |∆ f | ≤ |∆ f |.
, from which result and (A.1) it follows that
where Q 2 satisfies:
Hence, (A.3) implies that
(A.6) Now,
and so (A.5) entails:
Observe that, and should be interpreted as the s in (4.6)(b). Using parts (b) and (c) of (4.6); employing the first line of (A.8), and taking the absolute value of the integrand, to derive an upper bound for |K −B (x | h)| that does not depend on x; deriving an upper bound that depends on x, by integrating by parts β + γ + 1 times in the manner suggested by the second line of (A.8); and combining these two bounds; we deduce that
(1 + |x|) −(β+γ+1) (A.9) for all real x and all h > 0, where C 1 , C 2 , . . . will denote positive constants. Therefore,
(1 + |u|) .10) where, with C > 0 fixed and chosen so small that x + h 3 u ∈ S whenever x ∈ R and |h 3 u| ≤ C, and R and S as in (3.2), we define
(1 + |u|) 
