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FROM FORESTS TO THE REMOTE OCEAN TO SMOKE PLUMES:                       
AEROSOL MICROPHYSICS IN DIVERSE ENVIRONMENTS 
 
 
Atmospheric aerosol are produced from terrestrial and marine sources, exist throughout the 
troposphere, and have impacts on climate and human health. Aerosol may be emitted directly or 
form in the atmosphere through gas-to-particle conversion. Once emitted, these particles are hardly 
static: they may grow or shrink through condensation or evaporation of vapors, coagulate together, 
and eventually settle out of the atmosphere through dry or wet deposition. This dissertation focuses 
upon the former processes, also known as aerosol microphysics: how do aerosol form, grow 
through condensation, shrink through evaporation, and coagulate within the atmosphere? How 
does the relative importance of each process change for different conditions, such as in an ambient 
forested environment or within biomass burning smoke plumes?  
First, we model oxidation flow reactor (OFR) size distribution data taken from ambient 
data in a ponderosa pine forest and Amazonia with an aerosol microphysics box model. We find 
“the best model-to-measurement agreement when the accommodation coefficient of the larger 
particles (Dp > 60 nm) was 0.1 or lower (with an accommodation coefficient of 1 for smaller 
particles), which suggests a diffusion limitation in the larger particles. When using these low 
accommodation-coefficient values, the model agrees with measurements when using a published 
H2SO4-organics nucleation mechanism and previously published values of rate constants for gas-
phase oxidation reactions. Further, gas-phase fragmentation was found to have a significant impact 
upon the size distribution, and including fragmentation was necessary for accurately simulating 
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the distributions in the OFR. The model was insensitive to the value of the reactive uptake 
coefficient on these aging timescales. Monoterpenes and isoprene could explain 24 %–95% of the 
observed change in total volume of aerosol in the OFR, with ambient semivolatile and 
intermediate-volatility organic compounds (S/IVOCs) appearing to explain the remainder of the 
change in total volume” (Chapter 2, overview).  
Then we test the impact of methanesulfonic acid (MSA) upon global aerosol size 
distributions, using the GEOS-Chem chemical transport model coupled to an aerosol microphysics 
model.  We test volatility assumptions of MSA, treating it as either having a constant volatility or 
a dynamic volatility range based upon temperature and relative humidity. When using the volatility 
parameterization (likely to be the most realistic treatment of MSA), “including MSA in the model 
changes the global annual averages at 900 hPa of submicron aerosol mass by 1.2 %, N3 (number 
concentration of particles greater than 3 nm in diameter) by −3.9% (non-nucleating) or 112.5% 
(nucleating), N80 by 0.8% (non-nucleating) or 2.1% (nucleating), the cloud-albedo aerosol indirect 
effect (AIE) by −8.6 mW m−2 (non-nucleating) or −26 mW m−2 (nucleating), and the direct 
radiative effect (DRE) by −15 mW m−2 (non-nucleating) or −14 mW m−2 (nucleating). The sulfate 
and sulfuric acid from DMS oxidation produces 4–6 times more submicron mass than MSA does, 
leading to approximately a 10 times stronger cooling effect in the DRE. But the changes in N80 
are comparable between the contributions from MSA and from DMS-derived sulfate/sulfuric acid, 
leading to comparable changes in the cloud-albedo AIE” (Chapter 3, overview). We also perform 
model-measurement comparisons to ship-based size distribution observations and MSA mass 
observations from the ATom field campaign. We find that cases that allow MSA to nucleate best 
match the ship-based size distribution observations and that cases that use the volatility 
parameterization best match the ATom MSA mass observations.  
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The final sections of this dissertation focus on biomass burning smoke plume aerosol 
observations and modeling. First, we review all available field and laboratory data on near-field 
(within a few hours of emission) aging of aerosol mass and composition markers. On average, the 
field data show no increase in dilution-corrected aerosol mass with aging but laboratory data show 
a net increase in aerosol mass with aging. Conversely, both field and laboratory data show clear 
changes in compositional markers that are indicative of aerosol aging. Based on these data as well 
as current research directions, we propose the following hypotheses for why laboratory and field 
measurements do not agree on aerosol mass enhancements: (1) differences in emissions and 
chemistry, (2) differences in dilution rates and entrainment, (3) losses in chambers and lines within 
laboratory campaigns, and (4) differences in timing of the initial measurement. There is no clear 
trend in the field and laboratory data for hypothesis (1), emissions and chemistry, to allow us to 
determine how it impacts the field-laboratory discrepancies. Laboratory experiments are diluted 
to a ~fixed value and then not diluted further, potentially limiting losses to evaporation compared 
to field burns that dilute continuously. As well, laboratory burns do not entrain variable 
background air that may further impact partitioning rates. Thus hypothesis (2), dilution rates and 
entrainment, could help explain the relative increases in mass for laboratory campaigns. 
Laboratory experiments do suffer from particle wall and line losses and vapor wall and line 
partitioning. Previously published laboratory experiments (at the time of Chapter 4’s publication 
date) had been corrected for particle wall loss but not vapor wall or tubing partitioning. As vapors 
lost to walls and tubing would have been able to participate in SOA formation, hypothesis (3) leads 
to increases in laboratory mass enhancement ratios, increasing the field-laboratory discrepancy.  
Finally, laboratory campaigns are able to capture all stages of photochemical aging, with “time=0” 
set to when aging begins. Conversely, field campaigns are unable to capture initial emissions and 
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instead typically measure ~10-60 minutes downwind of emission. If fast initial chemistry and SOA 
production occurs before the time of the initial field observation, then the field mass enhancement 
will be biased low. So hypothesis (4), differences in timing of the initial measurement, would 
potentially increase field mass enhancements and lead to closer field-laboratory agreement. 
We finally test hypothesis (2) and (4) using first a theoretical modeling framework and 
then field observations. For the theoretical modeling framework, we simulate fires between 10-4 
and 100 km2 in initial size using an aerosol microphysics model that simulates plume dilution with 
Gaussian dispersion. The plumes are allowed to dilute into aerosol background concentrations 
between 0-50 µg m-3.  In our simulations, we find that “aging organic aerosol [OA] mass is 
controlled by competition between OA evaporation and secondary organic aerosol [SOA] 
condensation. Large, slowly diluting plumes evaporate little in our base set of simulations, which 
may allow for net increases in mass, extinction (E), cloud condensation nuclei (CCN) , and 
geometric mean diameter (Dg) from SOA condensation. Smaller, quickly diluting fire plumes lead 
to faster evaporation, which favors decreases in mass, E, CCN, and Dg. However, the SOA fraction 
of the smoke OA increases more rapidly in smaller fires due to faster primary organic aerosol 
evaporation leading to more SOA precursors. Net mass changes for smaller fires depend on 
background OA concentrations; increasing background aerosol concentrations decrease 
evaporation rates. Although coagulation does not change mass, it can decrease the number of 
particles in large/slowly diluting plumes, increasing Dg and E, and decreasing σg” (Chapter 5, 
overview).  
Finally, we examine aircraft data from the Biomass Burning Observations Project (BBOP) 
field campaign that took place in July-August of 2013. BBOP sampled wildfire smoke in pseudo-
Lagrangian transects in the Pacific Northwest. From measurements of five fires, we are able to 
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show that the initial mass of each region, determined from the first transect, “can help predict 
changes in smoke aerosol aging markers, number and diameter. The initial smoke mass can serve 
as a proxy for plume size/thickness. Dilution can in turn impact photochemistry and evaporation 
of aerosol. Plume cores generally have higher concentrations than edges, and we find that edges 
are more likely to undergo higher ozone production as well as new particle formation. We find 
that particle aging, evaporation, and coagulation has occurred before the first measurement, with 
less aging and evaporation and more coagulation occurring for thicker plumes and in plume cores 
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CHAPTER 1  
INTRODUCTION TO AEROSOL MICROPHYSICS 
 
 
Aerosols are ubiquitous throughout the earth’s atmosphere and play an important role in 
climate (Boucher et al., 2013; Charlson et al., 1992). Particles have both direct and indirect climate 
impacts. In the direct radiative effect (DRE), aerosol can absorb and/or scatter incoming solar 
radiation ((Boucher et al., 2013; Charlson et al., 1992)), altering the earth’s radiation budget. In 
the aerosol indirect effect (AIE), particles modify cloud reflectivity through changes in cloud 
droplet number concentrations (CDNC; Twomey, 1974). The size and composition of the particles 
influence both the DRE and AIE: peak scattering and absorption efficiencies are reached between 
100 nm-1 µm in diameter, dependent upon composition (Seinfeld and Pandis, 2006). Only particles 
capable of acting as cloud condensation nuclei (CCN) influence CDNC; typically particles with 
diameters larger than 40-100 nm may act as CCN but the activation diameter of a particle depends 
on its hygroscopicity, which is a direct function of composition (Petters and Kreidenweis, 2007). 
As well, particle size governs its deposition (loss) rates both in the environment (Seinfeld and 
Pandis, 2006) and within the respiratory tract (Kodros et al., 2018).  
 Particles can be emitted directly from land and marine surfaces (such as dust and sea spray; 
Song and Carmichael, 1999), emitted directly by combustions sources (such as wildfires, 
cookstoves, power plants, and vehicles; Jathar et al., 2014), or created directly in the atmosphere 
from gas-to-particle conversion, also known as nucleation or new particle formation (Kulmala et 
al., 2004; Spracklen et al., 2008). Particle composition may be comprised of inorganic compounds 
(such as sulfate, chlorine, ammonium, nitrate, and many trace metals; Cruz and Pandis, 1998) and  
carbonaceous compounds that include organics and black carbon (Shrivastava et al., 2017; Cooke 
and Wilson, 1996). Organic aerosol (OA) comprises a large fraction of submicron aerosol mass 
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(Murphy et al., 2006; Zhang et al., 2007; Jimenez et al., 2009)). Much of organic aerosol comes 
from secondary organic aerosol (SOA) production ((Shrivastava et al., 2017)). Volatile organic 
compounds (VOCs), compounds with saturation concentrations (C*) >~107 µg m-3 are emitted 
into the atmosphere (Guenther et al., 1995). A portion of these vapors can react with atmospheric 
oxidants (primarily OH, Oc, and NO3.) (Atkinson and Arey, 2003) to form lower-volatility products 
that may then partition to the condensed phase, forming SOA (Pankow, 1994). The absolute 
number of distinct VOC compounds is unknown but may range well above 105 compounds 
(Goldstein and Galbally, 2007), making constraining SOA production a complicated problem. 
Furthermore, OA in the particulate phase spans a wide range of volatilities from extremely low 
volatility organic compounds (ELVOCs) and low volatility organic compounds (LVOCs), where 
nearly all of the compounds mass exists in the particulate phase at equilibrium, to semi-volatile 
organic compounds (SVOCs), which have non-trivial fractions of the species mass exist in both 
the gaseous and particulate phases (Riipinen et al., 2011; Pierce et al., 2011; Ehn et al., 2012; 
Murphy et al., 2014).  SVOCs may have net evaporation to the gas-phase if dilution occurs or 
temperature increases (Donahue et al., 2006). Finally, the details of SOA condensation and OA 
evaporation affect the size distribution of the particles, which impacts their climatic effects. 
 The focus of this dissertation is broadly upon aerosol microphysics: how do aerosol form, 
grow through condensation, shrink through evaporation, and coagulate within the atmosphere? 
What is the relative importance of each process? To test these questions, we examine and model 
evolving size distributions in a ponderosa pine forest and the Amazonian rainforest; we estimate 
the influence of methanesulfonic acid on global size distributions; and we examine smoke plumes 
from theory to field measurements.  
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 Chapter 2 focuses on oxidation flow reactor (OFR) size distribution data taken during field 
campaigns within a ponderosa pine forest in Colorado, USA, and within central Amazonia. The 
OFR experimentally simulates atmospheric OH aging under short residence times (2-4 minutes, 
typically) through the use of high OH concentrations, leading to the equivalent of hours to days of 
atmospheric OH exposure within the residence time (Palm et al., 2016). We use the aerosol 
microphysics model TOMAS (TwO-Moment Aerosol Section model; (Adams and Seinfeld, 
2002)) coupled to a volatility basis set (VBS) framework (Donahue et al., 2006), TOMAS-VBS, 
to constrain the observed nucleation and growth of both the pre-existing and newly formed 
particles within both campaigns for observations <1 day of equivalent aging. The model simulates 
condensation, coagulation, and nucleation and is coupled to a volatility basis set in order to track 
volatility of both the aerosol and gas phases. In order to fit the measurements, we test (1) nucleation 
rate constants and different nucleation schemes; (2) the rate constants of gas-phase 
functionalization and fragmentation of the organic vapors with OH; (3) the reactive uptake 
coefficient for heterogeneous fragmentation reactions with OH; and (4) an effective 
accommodation coefficient that accounts for possible gas-phase diffusion limitations for particles 
>60 nm in diameter, as we observed that the growth rates of the accumulation mode are slower 
than that of the newly formed nucleation/Aiken mode. 
 Chapter 3 asks the question “what impact does methanesulfonic acid (MSA) have upon 
global size distributions and associated radiative impacts?” Dimethylsulfide (DMS) is emitted 
from oceans and oxidizes to form primarily SO2 and MSA (Barnes et al., 2006). SO2 formation 
from DMS oxidation, and the subsequent formation of sulfuric acid from SO2 oxidation, has been 
included within existing aerosol size-resolved global chemical transport models. This study is a 
first look at including MSA from DMS oxidation in an aerosol size-resolved global chemical 
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transport model, the GEOS-Chem chemical transport model (http://geos-chem.org; last accessed 
21 November 2019) coupled to the 15 size-bin version of TOMAS. Uncertainties remain upon the 
effective volatility of MSA and whether MSA can participate in nucleation (Bork et al., 2014). To 
test these uncertainties, we run a suite of cases in which MSA is considered to be ideally 
nonvolatile everywhere (similar to an ELVOC described above, ideally semivolatile everywhere 
(similar to an SVOC described above), or is allowed to vary between nonvolatile, semivolatile, 
and volatile, dependent upon temperature and relative humidity. The variable volatility is 
parameterized with the Extended Aerosol Inorganics Model (E-AIM; http://www. 
aim.env.uea.ac.uk/aim/aim.php; last accessed 21 November 2019). For instances in which MSA 
is nonvolatile, we further run separate simulations in which MSA is or is not allowed to participate 
in nucleation, with the assumed nucleation efficacy of sulfuric acid (an upper bound on MSA’s 
nucleating ability). We also isolate the size distribution and radiative impacts of sulfuric acid and 
sulfate from DMS oxidation for comparison.  
 Chapters 4-6 form a cohesive unit upon smoke observations and modeling of near-field 
(within a few hours of emission) aging. Fires emit vapors and particles to the atmosphere, (e.g. 
(Akagi et al., 2011; Yokelson et al., 2011), and these emissions can rapidly evolve as smoke 
plumes travel downwind, diluting and entraining background air (e.g. (Akagi et al., 2012a; 
Alvarado et al., 2015; Hecobian et al., 2010; Cubison et al., 2011a; May et al., 2015). If the vapors 
oxidize through photochemical aging and form lower-volatility products, they can condense upon 
smoke aerosol, increasing particle mass and size. Conversely, as the plume entrains background 
air and becomes more dilute, semivolatile particulate compounds can evaporate to the gas-phase, 
and this evaporation leads to decreases in smoke particle mass and size. Furthermore, smoke 
particles can coagulate together, leading to decreases in particle number (which may impact total 
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CCN numbers attributable to smoke) but increases in the mean particle size. Better understanding 
the interplay between dilution, photochemical aging, and aerosol microphysics within smoke is 
explored throughout Chapters 4-6.  
 Chapter 4 is a review of laboratory and field observations of near-field aging of smoke 




            (Eq. 1.1) 
where a MassER>1 indicates an increase in aerosol mass over time. Similarly, we looked at the 
evolution smoke composition enhancement ratios for O:C and f44/f60, both calculated in a similar 
way as Eq 1.1. Enhancement ratios greater than 1 for either of these metrics shows that the organic 
aerosol is becoming more oxygenated with time in the plume. To date, most field campaigns show 
little change in dilution-corrected mass (MassER ≅ 1) with time after emission (Brito et al., 2014; 
Capes et al., 2008; Collier et al., 2016; Cubison et al., 2011b; Forrister et al., 2015; Garofalo et al., 
2019; Hecobian et al., 2011; Liu et al., 2016; May et al., 2015; Morgan et al., 2019; Sakamoto et 
al., 2015; Zhou et al., 2017) with a few showing decreases (MassER < 1)  (Akagi et al., 2012b; 
Hobbs et al., 2003; Jolleys et al., 2012, 2015; May et al., 2015) and a few showing increases 
(MassER > 1) (Cachier et al., 1995; Formenti et al., 2003; Liu et al., 2016; Nance et al., 1993; Reid 
et al., 1998; Vakkari et al., 2014, 2018; Yokelson et al., 2009). Conversely, laboratory studies 
typically show increases in mass (Hennigan et al., 2011; Ortega et al., 2013; Tkacik et al., 2017; 
Ahern et al., 2019), with relatively few cases showing losses or no change in mass. To add to the 
puzzle, essentially all observations in both the field and laboratory studies show evidence of 
increasing oxidation as the smoke ages, as seen by increases in O:C and f44/f60 enhancement ratios.  
This discrepancy between field and laboratory mass enhancements is the driver of Chapter 4, 
which seeks to provide hypotheses as to why field and laboratory observations disagree on mass 
 6  
 
enhancements. Although Chapter 4 is ostensibly not focused upon aerosol microphysics, 
microphysics is important for understanding mass and composition, as SOA condensation and OA 
evaporation will alter smoke size distributions, mass, and composition. We present four primary 
hypotheses for differences between field and laboratory smoke aging observations within this 
chapter: (1) differences in emissions and chemistry, (2) differences in dilution rates and 
entrainment, (3) losses in chambers and lines within laboratory campaigns, and (4) differences in 
timing of the initial measurement.  
Chapter 5 examines hypothesis (2) of Chapter 4, differences in dilution rates and 
entrainment, in a theoretical modeling framework. We explore the relationships between fire size, 
dilution rate, and entrainment of background aerosol on particle coagulation, OA evaporation, and 
secondary organic aerosol (SOA) condensation in diluting smoke plumes. We model fictitious 
fires between 10-4-100 km2 in initial size that dilute into backgrounds of 0-50 µg m-3 of nonvolatile 
organic aerosol such that we test each permutation of fire size and background concentration. We 
again use the TOMAS-VBS aerosol microphysics model. Each smoke plume simulates dilution 
within a Gaussian dispersion framework, following (Bian et al., 2017). We test variable 
background concentrations as entrainment of more polluted background air is anticipated to slow 
partitioning to the gas phase. We examine smoke OA mass, geometric mean diameter (Dg), peak 
lognormal modal width (σg), particle extinction (E), and CCN concentrations after four hours of 
aging. We also provide sensitivity studies to the rate of gas-phase oxidation, the number of 
volatility bins dropped per OH reaction, atmospheric stability (which will impact dilution rates), 
the accommodation coefficient (again assumed to be a proxy for diffusion limitations), and total 
aging period. We do acknowledge that the conclusions of Chapter 5 are limited as we chose to 
hold important variables fixed, such as temperature, mass flux, injection height, wind speed, and 
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OH concentrations. Furthermore, we do not compare our simulations to observational data. 
However, we hope that our framework here can motivate further smoke-plume research inclusive 
of the effects of fire size, dilution rates, and background OA concentrations.  
Directly motivated by the work of Chapter 4 and 5, we perform an observational study in 
Chapter 6 of smoke plumes from the Biomass Burning Observation Project (BBOP) field 
campaign (Kleinman and Sedlacek, 2016). BBOP took aircraft observations of smoke plumes from 
wildfires in the Pacific Northwest in 2013. We use measurements of aerosol properties and ozone 
from six research flights sampling wildfires downwind in pseudo-Lagrangian transects that are 
provided on 1-second sampling rate. The high time resolution allows us to parse each smoke plume 
transect into core, edge, or intermediate regions, based on background-corrected CO values, as it 
is anticipated that the edge of a smoke plume may dilute and mix with background air more rapidly 
than the core of a plume.  
In Chapter 7, we provide a brief synthesis of our work and discuss future work that is 
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CHAPTER 2  
 
CONSTRAINING NUCLEATION, CONDENSATION, AND CHEMISTRY IN     
OXIDATION FLOW REACTORS USING SIZE-DISTRIBUTION MEASUREMENTS      




Oxidation flow reactors (OFRs) allow the concentration of a given atmospheric oxidant to 
be increased beyond ambient levels in order to study secondary organic aerosol (SOA) formation 
and aging over varying periods of equivalent aging by that oxidant. Previous studies have used 
these reactors to determine the bulk OA mass and chemical evolution. To our knowledge, no OFR 
study has focused on the interpretation of the evolving aerosol size distributions. In this study, we 
use size distribution measurements of the OFR and an aerosol microphysics model to learn about 
size-dependent processes in the OFR. Specifically, we use OFR exposures between 0.09-0.9 
equivalent days of OH aging from the 2011 BEACHON-RoMBAS and the GoAmazon2014/5 field 
campaigns. We use simulations in the TOMAS (TwO-Moment Aerosol Sectional) microphysics 
box model to constrain the following parameters in the OFR: (1) the rate constant of gas-phase 
functionalization reactions of organic compounds with OH, (2) the rate constant of gas-phase 
fragmentation reactions of organic compounds with OH, (3) the reactive uptake coefficient for 
heterogeneous fragmentation reactions with OH, (4) the nucleation rate constants for three 
 
1This Chapter published as: Hodshire, A. L., Palm, B. B., Alexander, M. L., Bian, Q., 
Campuzano-Jost, P., Cross, E. S., Day, D. A., de Sá, S. S., Guenther, A. B., Hansel, A., Hunter, 
J. F., Jud, W., Karl, T., Kim, S., Kroll, J. H., Park, J.-H., Peng, Z., Seco, R., Smith, J. N., 
Jimenez, J. L. and Pierce, J. R.: Constraining nucleation, condensation, and chemistry in 
oxidation flow reactors using size-distribution measurements and aerosol microphysical 
modelling, Atmos. Chem. Phys., 18, 12433–12460, doi:10.5194/acp-2018-223, 2018. 
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different nucleation schemes, and (5) an effective accommodation coefficient that accounts for 
possible particle diffusion limitations of particles larger than 60 nm in diameter. 
We find the best model-to-measurement agreement when the accommodation coefficient 
of the larger particles (Dp>60 nm) was 0.1 or lower (with an accommodation coefficient of 1 for 
smaller particles), which suggests a diffusion limitation in the larger particles. When using these 
low accommodation-coefficient values, the model agrees with measurements when using a 
published H2SO4-organics nucleation mechanism and previously published values of rate 
constants for gas-phase oxidation reactions. Further, gas-phase fragmentation was found to have a 
significant impact upon the size distribution, and including fragmentation was necessary for 
accurately simulating the distributions in the OFR. The model was insensitive to the value of the 
reactive uptake coefficient on these aging timescales. Monoterpenes and isoprene could explain 
24-95% of the observed change in total volume of aerosol in the OFR, with ambient semivolatile 
and intermediate-volatility organic compounds (S/IVOCs) appearing to explain the remainder of 
the change in total volume. These results provide support to the mass-based findings of previous 
OFR studies, give insight to important size-distribution dynamics in the OFR, and enable the 
design of future OFR studies focused on new particle formation and/or microphysical processes. 
 
 2.1 Introduction  
Aerosols impact the climate directly, through absorbing and scattering incoming solar 
radiation (Charlson et al., 1992), and indirectly, through modifying cloud properties (Rosenfeld et 
al., 2008; Clement et al., 2009). Both of these effects are size-dependent, with larger particles 
dominating both effects. Particles with diameters (Dp) greater than 50-100 nm can act as cloud 
condensation nuclei (CCN) and particles with Dp greater than 200-300 nm can absorb and scatter 
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radiation more efficiently than smaller particles (Seinfeld and Pandis, 2006). The radiative forcing 
predictions of these effects remain amongst the largest uncertainties in climate modelling (Boucher 
et al., 2013), and thus climate predictions rely greatly upon accurate simulations or assumptions 
of the particle-size distributions. The majority of aerosol number globally is derived from 
photochemically driven new particle formation (NPF) of ~1 nm particles (e.g., Spracklen et al., 
2008; Pierce and Adams, 2009a). These new particles are too small to impact climate, and they 
must grow through uptake of vapors and similarly sized particles while avoiding being lost by 
coagulation to larger particles in order to reach climatically relevant sizes (Westervelt et al., 2014). 
Thus, accurately simulating new particle formation and growth processes is a key step towards 
representing particle size distributions and predicting aerosol-climate effects in regional and global 
models that assess aerosol impacts. In the following paragraphs, we discuss the processes that 
shape new-particle formation and growth processes relevant to the analyses in this paper. 
A large fraction of submicron aerosol mass is composed of organic aerosols (OA) (Murphy 
et al., 2006; Zhang et al., 2007; Jimenez et al., 2009; Shrivistava et al., 2017). OA is composed of 
thousands of often-unidentified compounds (Goldstein and Galbally, 2007) and can be emitted 
directly in the particle phase as primary OA (POA) or formed as secondary OA (SOA) through 
gas-to-particle conversion. In SOA formation through the gas-phase, atmospheric oxidants (mainly 
OH, O3, and NO3) react with organic gases to form either less-volatile functionalized compounds 
or often more-volatile fragmentation products. If the oxidation products have a low-enough 
volatility, they may then partition to the particle phase, forming SOA (Pankow et al., 1994; 
Donahue et al., 2006). The vapors may either partition to pre-existing particles or form new 
particles through NPF. Alternatively, the oxidation products could react in the particle phase to 
form lower volatility products that then remain in the particle phase (e.g., Paulot et al., 2009). 
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Controlled studies of SOA formation have traditionally used large reaction chambers with 
residence times of hours (often referred to as “smog chambers”). Chambers are susceptible to loss 
of both gases and particles to the walls of the chambers (e.g., Krechmer et al., 2016; Bian et al., 
2017). In order to enable the study of SOA formation from ambient air and limit wall losses, 
oxidation flow reactors (OFRs, i.e., the Potential Aerosol Mass [PAM] reactor; Kang et al., 2007, 
Lambe et al., 2011a) were developed to produce high and controllable oxidant concentrations and 
have short residence times (usually ~2 – 4 minutes), with the purpose of simulating hours to days 
or weeks of equivalent atmospheric aging (eq. days) in either laboratory or field experiments. Wall 
losses in OFRs can often be smaller than in large chambers due to shorter residence times (e.g. 
Palm et al., 2016), although a direct comparison requires specification of the operating conditions, 
and losses in both types of reactors are still a subject of research. Studies with OFRs have shown 
SOA yields from precursor gases are similar to yields from smog chambers (Kang et al., 2007; 
Lambe et al., 2011b, 2015; Palm et al., 2018). Previous field studies with OFRs have focused on 
bulk aerosol mass formation and aging, and bulk chemical evolution (e.g., Ortega et al., 2013, 
2016; Tkacik et al. 2014; Palm et al. 2016, 2017a, 2018). Ortega et al. (2016) and Palm et al. (2016) 
showed that size distributions in OFR output were dynamic as a function of time and aging. 
However, to the best of our knowledge, no ambient OFR study has focused on the aerosol size 
distributions that form and evolve within the OFR. Processes that could help shape the size 
distribution within the OFR are the same as those that take place in the real atmosphere, and include 
nucleation, condensation of vapors, coagulation, the rate of gas-phase oxidation with OH, gas-
phase fragmentation with OH, vapor-uptake and/or particle diffusion limitations, reactive uptake 
growth mechanisms including accretion reactions and acid-base reactions, heterogeneous 
reactions, and wall losses of both vapors and particles. Many of these processes have uncertainties 
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associated with them, necessitating model-to-measurement comparisons and sensitivity studies. 
Using an OFR extends the parameter space over which comparisons can be made, compared to 
using only ambient data where parameter variations are narrower. 
Nucleation, i.e., the formation of new ~1 nm particles, can involve a number of species, 
including water, sulfuric acid, ammonia, amines, ions, and certain low-volatility organic 
compounds (e.g., Kulmala et al., 1998; Vehkamaki et al., 2002; Kulmala et al., 2002; Napari et al., 
2002; Laakso et al., 2002; Yu et al., 2006a; Yu et al., 2006b; Metzger et al., 2010; Almeida et al., 
2013; Jen et al., 2014; Riccobono et al., 2014). Along with multiple species, observations indicate 
that numerous physical and chemical reactions can be involved (e.g., Zhang et al., 2004; Chen et 
al., 2012; Almeida et al., 2013; Riccobono et al., 2014). Recent studies have pointed to the 
importance of nucleation involving sulfuric acid and oxygenated organic compounds over the 
forested continental boundary layer (BL) (e.g., Metzger et al., 2010; Riccobono et al., 2014). 
However, controlled nucleation and growth studies in smog chambers or oxidation flow reactors 
involving organics have traditionally focused on organics formed from the oxidation of a single 
precursor vapor, such as 𝛼-pinene. Previous chamber studies have examined NPF from plant 
emissions (e.g., Joutsensaari et al., 2005; Vanreken et al., 2006), but to our knowledge no studies 
have systematically investigated nucleation and growth mechanisms in OFR or other types of 
reactors using ambient air as the precursor source. 
Condensation of vapors to newly formed aerosol particles as well as pre-existing particles 
increases the total aerosol particle mass, but the net condensation rate to differently sized particles 
is dependent upon the volatility of the vapors. The lowest-volatility vapors condense essentially 
irreversibly onto particles of all sizes (i.e. “kinetically limited” or irreversible condensation; 
Riipinen et al., 2011, Zhang et al., 2012). Semi-volatile vapors (with non-trivial partitioning 
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fractions in both the particle and gas phases at equilibrium) have a net condensation to particles 
that is determined by reversible partitioning (i.e. quasi-equilibrium condensation; Riipinen et al., 
2011, Zhang et al., 2012). Kinetically limited condensation is gas-phase-diffusion limited and only 
possible for compounds with effective saturation concentrations (C*; Donahue et al., 2006) < ~10-
3 𝜇g m-3 (e.g., low and extremely low volatility organic compounds; LVOCs and ELVOCs); the 
net SOA uptake to a particle is proportional to the Fuchs-corrected surface area of the particle 
(Pierce et al., 2011). Conversely, thermodynamic condensation primarily involves semi-volatile 
organic compounds (SVOCs) with C*~10-1 –102 𝜇g m-3 that quickly reach equilibrium between 
the gas and particle phases for all particle sizes; as a result, the net SOA uptake to a particle is 
proportional to the organic mass (or volume) of the particle (Pierce et al., 2011). 
The gas-phase oxidation rates of organic vapors as well as the competition between gas-
phase functionalization (the addition of polar, oxygen-containing functional groups, generally 
lowering the volatility of the species) and gas-phase fragmentation (the cleavage of C-C bonds, 
with each reaction typically creating two higher-volatility products) influences the changes in 
volatilities of organic species from atmospheric oxidation (e.g.,, Kroll et al., 2009). Gas-phase 
oxidation rates have been well-quantified for many individual species in the lab (e.g., Atkinson 
and Arey, 2003a), but less is known about gas-phase oxidation rates that may be appropriate for 
lumped organic vapors in ambient air. Generally, a representative reaction rate constant (kOH) for 
a given oxidant is chosen to describe oxidation of organic species present in ambient air in 
modelling studies that may be a function of organic-vapor volatility (e.g., Jathar et al., 2014; Bian 
et al., 2017). Beyond kOH values, the volatility of the reaction products is also important. Recent 
modelling studies have shown significant impacts to the SOA budget when fragmentation 
reactions were included relative to the assumption that all products were purely functionalized 
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(e.g., Shrivistava et al., 2013; 2014; 2016). Several recent laboratory studies point to the likely 
increasing importance of fragmentation reactions as organic vapors age and become more 
functionalized (Jimenez et al., 2009; Kroll et al., 2009, 2011; Chacon-Madrid et al., 2010; Chacon-
Madrid and Donahue, 2011; Lambe et al., 2012; Wilson et al., 2012). Reduced organic vapors 
generally functionalize without fragmentation upon oxidation, decreasing their volatility. 
However, the probability of fragmentation (and an increase in overall volatility) increases after 
repeated oxidation reactions (if the molecule does not leave the vapor phase first). Hence, in 
addition to decreasing the overall mass yield of SOA, gas-phase fragmentation reactions reduce 
the production of the lowest volatility species that condense through the gas-phase-diffusion 
limited pathway and thus the balance between fragmentation reactions and purely functionalization 
reactions may impact the size-dependent condensation of SOA in addition to the overall SOA 
yield. However, the balance between gas-phase functionalization reactions and fragmentation 
reactions are not well constrained for ambient organic mixtures. 
Particle-phase reactions also shape OA mass and the size distribution. Heterogeneous 
reactions between OH and organics at the surface of the particle can yield fragmentation products 
with high-enough volatilities to evaporate from the particle (e.g., Kroll et al., 2009), resulting in 
particle mass loss. Heterogeneous reactions contribute to aerosol aging and influence aerosol 
lifetime (George and Abbatt, 2010; George et al., 2015; Kroll et al., 2015). Many laboratory studies 
have reported uptake coefficients of OH, γOH, defined as the fraction of OH collisions with a 
particle-phase compound that result in a reaction, with values of effective γOH ranging from ≤ 0.01 
to > 1, depending upon the reaction conditions (e.g., McNeill et al., 2008; Park et al., 2008; George 
and Abbatt, 2010; Liu et al., 2012; Slade and Knopf, 2013; Arangio et al., 2015; Hu et al., 2016). 
This heterogeneous OA loss pathway is important in OFRs at very high OH concentrations 
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(corresponding to exposures of >>1 day) (e.g., Ortega et al., 2016; Hu et al., 2016; Palm et al., 
2016), and γOH ~0.6 has been measured for ambient OA (Hu et al., 2016). Conversely, particle-
phase reactions including acid-base and accretion reactions can contribute to particle mass through 
the formation of lower-volatility products than the parent molecules (e.g., Pankow 2003; Barsanti 
and Pankow 2004; Pinder et al., 2007; Pun and Seigneur et al., 2007). 
SOA uptake rates may be limited by the phase state of SOA through particle diffusion 
limitations. Traditionally, SOA was viewed as a liquid mixture; however, SOA have been observed 
in solid and amorphous phases in both laboratory and field studies (Virtanen et al., 2010; 2011). 
Measurements taken in 2013 and during the GoAmazon2014/5 campaign (Martin et al., 2016; 
2017) found that SOA produced from oxidation products from the Amazonian rainforest tended to 
be primarily liquid whereas SOA influenced by anthropogenic emissions (both from the Manaus 
pollution plume and biomass burning) tended to have higher fractions of semisolid and solid 
aerosol (Bateman et al., 2015; 2017). Mixing in these solid or amorphous phases could decrease 
(Cappa et al., 2011; Vaden et al., 2011), leading to decreases in gas-particle partitioning rates 
(Shiraiwa and Seinfeld, 2012). The impacts of the changes in phase state from liquid to 
solid/amorphous matters less for SOA uptake at smaller particle sizes (Dp < ~100 nm), but 
increases more with increasing particle sizes (Shiraiwa et al., 2011). Hence, one may hypothesize 
that vapor-uptake limitations may favor the uptake of organics to smaller particles relative to when 
particles are liquid and do not have vapor-uptake limitations. This boost of growth to the smallest 
particles due to vapor-uptake limitations may be strong if coupled with particle-phase 
oligomerization reactions (Zaveri et al. 2014). Zaveri et al. (2017) found that in order to model the 
growth of bimodal aerosol populations formed from either isoprene or ɑ-pinene and isoprene 
oxidation products, the intraparticle bulk diffusivity of the accumulation mode had to be slower 
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(an order of magnitude less) than that of the diffusivity of the Aitken mode. Yatavelli et al. (2014) 
showed that gases and particles appeared to be in equilibrium over a timescale of 1 hr at the 
BEACHON-RoMBAS site; however, OFR timescales are significantly shorter. Recent 
parameterizations for ɑ-pinene SOA, an important compound at the BEACHON-RoMBAS site, 
are inconclusive about the diffusion timescale of these particles due to limitations in the input data 
(Maclean et al., 2017). 
Each of the processes discussed above (nucleation, condensation of vapors, gas-phase 
functionalization and fragmentation reactions, heterogeneous reactions, accretion reactions, acid-
base reactions, and particle diffusion limitations) could have very different timescales in the OFR 
as compared to the ambient atmosphere; for example, the chemistry timescale will typically be 
much shorter than the condensation and coagulation timescales in the OFR since the OFR OH 
concentrations can greatly exceed that of the ambient OH concentrations. Thus, models must be 
used to help interpret the OFR processes to determine how the observations relate to the ambient 
atmosphere. In this study, we use OFR measurements taken from two field locations. In the first, 
an OFR was deployed during the BEACHON-RoMBAS field campaign (Ortega et al., 2014) that 
took place in a montane ponderosa pine forest in Colorado, USA during July-August 2011. The 
second is the GoAmazon2014/5 field campaign (Martin et al., 2016; 2017) that occurred from 
January 2014-December 2015 in the State of Amazonia, Brazil, in the central Amazon basin. OFR 
data from each of these two campaigns have been analyzed in previous work (Palm et al. 2016; 
2017a; 2018; Hunter et al., 2017) to understand the bulk OA mass and chemical evolution in the 
OFR. These analyses showed that the presence of unspeciated S/IVOCs contribute substantial OA 
mass production in the OFR at both locations. However, previous work has not analyzed the 
evolving aerosol size distribution in the OFR to gain insight into nucleation and growth processes. 
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In this paper, we extend the analysis of these ambient datasets using the measured aerosol size 
distributions and a model of aerosol microphysics in the OFR. 
2.2 Methods 
2.2.1 OFR method  
The aerosol measurements investigated in this work were of ambient air before and after 
oxidation in a Potential Aerosol Mass (PAM) reactor, which is a type of OFR (Kang 2007, Lambe 
2011a). This OFR is a cylindrical aluminum tube with a volume of 13 L and a typical residence 
time of 2–4 min. OH radicals were produced inside the OFR by photolysis of ambient H2O and 
concurrently produced O3 using 185 and 254 nm emissions from low pressure mercury UV lamps. 
The OH concentrations in the OFR were stepped over a range from ~8x107 to 9x109 molec cm-3 
by adjusting the UV lamp photon flux, with only data near the lower end of the range investigated 
in this work (see Table 2.1). The OFR was operated outside of the measurement trailer under 
ambient temperature and humidity (but protected from direct sun). This allowed avoiding the use 
of an inlet, which minimized any possible losses of semivolatile or sticky SOA precursor gases to 
inlet walls. Further OFR sampling and measurement details for the data used in this work can be 
found in Palm et al. (2016, 2017, 2018). The chemical regime was relevant to ambient OH 
oxidation, as discussed in detail in Peng et al. (2015, 2016). We note that about ~½ of the RO2 
radicals reacted with NO in ambient air during BEACHON-RoMBAS (Fry et al., 2013), but this 
was not the case in the OFR due to very rapid oxidation of NO (Li et al., 2015; Peng et al., 2017). 
Thus some differences in the product distributions for ambient vs. OFR oxidation would be 
expected. Recently, new OFR methods have been developed that allow RO2+NO to dominate 
(Lambe et al., 2017; Peng et al., 2018), but those methods were not available at the time of the 
field studies discussed here. 
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2.2.2 Field campaigns 
2.2.2.1 BEACHON-RoMBAS campaign 
The BEACHON-RoMBAS field campaign (referred to as BEACHON hereafter) took 
place in July–August 2011 at the Manitou Experimental Forest Observatory near Woodland Park, 
Colorado (Ortega et al., 2014). The sampling site, located in a ponderosa pine forest in a mountain 
valley, was influenced mainly by 2-methyl-3-buten-2-ol (MBO) during the day and monoterpenes 
(MT) at night. During BEACHON, an OFR was used to measure the amount and properties of 
SOA formed from the oxidation of real ambient SOA precursor gases and ambient aerosol. 
Ambient particles and SOA formation after OH oxidation in the OFR (and also O3 or NO3-only 
oxidations (Palm et al., 2017), which are not investigated in this work) were sampled using an 
Aerodyne high-resolution aerosol mass spectrometer (HR-ToF-AMS, hereafter referred to as 
AMS) and a TSI Scanning Mobility Particle Sizer (SMPS). Details of OFR sampling can be found 
in Palm et al. (2016; 2017; 2018). Ambient SO2 concentrations were measured using a Thermo 
Environmental Model 43C-TLE analyzer. VOC concentrations were quantified using a high-
resolution proton-transfer reaction time of flight mass spectrometer (PTR-TOF-MS; Graus et al. 
2010; Kaser et al. 2013). Ensemble mass concentration of ambient S/IVOCs in the range of C* 
from 101 to 107 μg m-3 were measured using a novel thermal-desorption electron impact mass 
spectrometer (TD-EIMS; Cross et al. 2013; Hunter et al. 2017). More details pertaining to the use 
of these instruments in measuring SOA formation in the OFR can be found in Palm et al. (2016). 
2.2.2.2 GoAmazon2014/5 campaign 
The GoAmazon2014/5 field campaign (referred to as GoAmazon hereafter) took place in 
the area surrounding Manaus, Brazil, in central Amazonia (Martin et al., 2016; 2017), investigating 
the complex interactions between urban, biomass burning, and biogenic emissions. OFR 
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measurements of SOA formation from OH oxidation of ambient air (and also O3-only oxidation, 
not investigated here) were taken at the “T3” site downwind of Manaus during two intensive 
operating periods (IOP1 during the wet season and IOP2 in the dry season) to study the 
contributions of the various emission sources to potential SOA formation. The dry season results 
were chosen for investigation in this study due to the generally larger concentrations of gases, 
particles, and potential SOA formation than during the wet season. Whereas SOA formation at the 
BEACHON site was dominated by a single source type (biogenic gases, related to MT), the “T3” 
site was influenced by a complex mixture of biogenic and anthropogenic emissions (Martin et al. 
2016, Palm et al. 2018). Again, ambient particles and SOA formation after OH oxidation in the 
OFR were sampled by an AMS and an SMPS. Ambient SO2 concentrations were sampled using a 
Thermo Fisher Model 43i-TLE SO2 Analyzer. Ambient VOCs were sampled using a PTR-TOF-
MS. More details pertaining to the use of these instruments in measuring SOA formation in the 
OFR can be found in Palm et al. (2018). 
2.2.3 TOMAS-VBS box model 
2.2.3.1 Model description 
In this study, we use the TwO-Moment Aerosol Sectional (TOMAS) microphysics zero-
dimensional (box) model (Adams and Seinfeld, 2002; Pierce and Adams, 2009b; Pierce et al., 
2011) combined with the Volatility Basis Set (VBS; Donahue et al., 2006) as described in Bian et 
al. (2017). This version of TOMAS-VBS simulates condensation, coagulation, and nucleation, and 
it has a simple organic vapor aging scheme that moves an organic species down in volatility upon 
reaction with an OH molecule (Bian et al., 2017). The simulated aerosol species are sulfate, 
organics, and water within 40 logarithmically spaced size sections from 1.5 nm to 10 𝜇m. We 
simulate 6 organic “species” within the VBS, representing lumped organics with logarithmically 
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spaced effective saturation concentrations (C*) spanning 10-4 to 106 𝜇g m-3 (spaced apart by factors 
of 100). The C*=10-4 𝜇g m-3 bin represents extremely-low-volatility organic compounds 
(ELVOCs), the C*=10-2 𝜇g m-3 bin represents low-volatility organic compounds (LVOCs), the 
C*=100 𝜇g m-3 and C*=102 𝜇g m-3 bins represents semivolatile organic compounds (SVOCs), and 
the C*=104 𝜇g m-3 and C*=106 𝜇g m-3 bins represents intermediate-volatility organic compounds 
(IVOCs), following the conventions proposed by Murphy et al. (2014). In the rest of this section, 
we discuss the base model setup and assumptions. In Sect. 2.3.3, we discuss the uncertainty space 
that we test in this study. 
In this study, gas-phase functionalization is modelled by assuming that the organic 
compounds within the VBS bins react with OH and products from this reaction drop by one 
volatility bin (a factor of 100 drop in volatility). As a base assumption of the rate constants of our 
vapors in the VBS bins reacting with OH (kOH), we use the relationship developed for aromatics 
by Jathar et al. (2014), based on data from Atkinson and Arey (2003a):                                                                                    
kOH=−5.7×10-12 log10(C∗) + 1.14×10-10        (2.1) 
As the assumption that the ambient mixture of S/IVOCs is similar to those of aromatics 
may not be suitable, we treat the rate constants for this volatility-reactivity relationship as an 
uncertain parameter that we vary in this study (Sect. 2.3.3). Further, it has been realized after the 
initial completion of this study that the first term in Eq. 2.1 is instead -5.7×10-12ln(C*) (S. Jathar, 
personal communication). We discuss the differences and implications in using log10(C*) versus 
ln(C*) in Sect. 2.3.1.1. 
We account for gas-phase fragmentation reactions separately by allowing one OH reaction 
with a molecule in the lowest volatility bin (C*=10-4 𝜇g m-3; assumed to be an ELVOC molecule) 
to lead to an irreversible fragmentation into non-condensable volatile products that are no longer 
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tracked in the model. Realistically, fragmentation reactions occur for vapors across the whole 
range of volatilities; however, the likelihood of fragmentation increases with increasing levels of 
oxidation (Kroll et al., 2011) and an increase in oxidation is often correlated with a decrease in 
volatility (Donahue et al., 2006; Kroll et al., 2011). We only allow for fragmentation of species in 
our lowest volatility bin in order to limit the number of parameters in our study, but we 
acknowledge that this is a limitation of this study and should be considered as a sensitivity study 
for fragmentation. We discuss the potential implications of only allowing fragmentation in the 
lowest volatility bin in the conclusion section. Our base assumption for this rate constant is 10-10 
cm3 s-1. 
We further account for monoterpenes (MT) oxidation by OH for both campaigns and 
isoprene oxidation by OH for GoAmazon in the model. Palm et al. (2016) determined that on 
average during the BEACHON campaign, MT contributed 20% of the measured SOA formation, 
with sesquiterpenes (SQT), isoprene, and toluene contributing an additional 3% of the measured 
SOA formation. Since these other VOCs contributed a minor amount to the measured SOA 
formation, they were not included in this analysis. S/IVOCs at BEACHON contributed the 
remaining 77% towards the measured SOA formation, and were likely the main source for new 
particles in the OFR. It was observed that for the GoAmazon campaign during the dry season, the 
approximate average contribution to the measured SOA was 4% from isoprene and 4% from MT, 
with an 8% remaining contribution towards the measured SOA coming from SQT, benzene, 
toluene, xylenes, and trimethylbenzene (TMB), combined. Thus, less of the total SOA can be 
described by the VOCs included in the model (isoprene and MT) for the GoAmazon simulations 
than can be described for the BEACHON campaign. The remaining 83% of measured SOA 
formation was found to have come from unmeasured S/IVOCs, so again S/IVOCs were likely the 
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main source for new particles in the OFR. Including the other VOCs would only increase the 
model-predicted SOA yield from the initial VOCs by a few tenths of a µg m3, and decrease the 
model-predicted SOA yield from the initial S/IVOCs by a similar amount, and so they were 
excluded for simplicity. 
Table 2.1 All BEACHON-RoMBAS inputs (values where measurements are missing and we 
estimated values are in bold) and GoAmazon2014/5 inputs (assumed values in bold). Each value 
represents the ambient condition present at the beginning of each modelled exposure.  
 
 
aS/IVOCs were not measured during GoAmazon2014/5. The average BEACHON-RoMBAS 
campaign MT:S/IVOC ratio was 1.4; this ratio was used to create an initial S/IVOC amount. See 
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Table 2.2 Product fractional mass yields for lumped monoterpenes and isoprene (GoAmazon only) 
in each VBS bin in TOMAS. The monoterpene yields are based on Henry et al. (2012), with the 
yield for the C*=10-4 bin representing the average yield from oxidation of OH of the monoterpene 
species examined in Jokinen et al. (2015).  The isoprene yields are from Tsimpidi et al. (2010), 
remapped to fit the TOMAS model’s bin scheme, with the yield to the C*=10-4 bin from isoprene 




The products of both MTs and isoprene oxidation enter the model’s volatility bins in the 
vapor phase. For MT SOA production, we use the product yields for 𝛼-pinene OH oxidation 
chamber experiments of Henry et al. (2012) for the C*=10-2 to C*=104 𝜇g m-3 bins and the average 
OH oxidation yield for ELVOCs from four different terpene species of Jokinen et al. (2014) for 
the C*=10-4 𝜇g m-3 bin (Table 2.2). However, the wall loss correction applied in Henry et al. (2012) 
may not be appropriate (Zhang et al., 2014) and hence these yields may contribute an additional 
source of uncertainty that we do not explore in this paper. The isoprene SOA yields (Table 2.2) 
are for low NOx conditions (Tsimpidi et al. 2010), with the OH oxidation yield of isoprene from 
Jokinen et al. (2014) for the C*=10-4 𝜇g m-3 bin. In the OFR under OH oxidation, NOx is rapidly 
oxidized to HNO3 (Li et al., 2015; Peng and Jimenez, 2017), and thus the assumption of using SOA 
yields developed under low NOx conditions are valid for the OFR exposures taken during 
BEACHON and GoAmazon. We use the rate constants of OH oxidation for MT and isoprene of 
5×10-11 cm3 molec-1 s-1 and 1×10-10 cm3 molec-1 s-1, respectively (Atkinson and Arey, 2003a). In 
this study, TOMAS-VBS does not track the MT and isoprene oxidation products once they enter 
the VBS scheme separately from the products of other precursors, and further oxidation of these 
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products follows the kOH assumptions above. Although this assumption may be reasonable for 
MTs, studies in isoprene-dominated forests have shown that NPF appears to be suppressed in the 
regions studied even when monoterpene emissions are sufficiently high (Bae et al., 2010; 
Kanawade et al., 2011; Pillai et al., 2013; Haller et al., 2015; Yu et al., 2015; Lee et al., 2016). 
Hence, the products of isoprene oxidation likely do not age similar to monoterpenes (e.g., 
Krechmer et al., 2015), but we do not account for this possible effect in our model. 
We simulate heterogeneous fragmentation reactions of particle-phase organics in all VBS 
bins by OH. The resulting particle mass loss is modeled in TOMAS through: 











                                                         (2.2) 
where MK indicates the mass in a size section, K and J indicate the size bin and particle-phase 
species, JOH is the rate of molecules of OH hitting a particle, MWloss is the mass lost per reaction 
(taken here to be 250 amu; Hu et al., 2016), respectively, Na is Avogadro’s number, and ɣOH is the 
reactive uptake coefficient for heterogeneous reactions with OH. Our base value of ɣOH is 0.6, 
following the measurements of Hu et al. (2016) in a very similar OFR field experiment, but we 
treat ɣOH as an uncertain parameter that we vary in this study (Sect. 2.3.3). 
In this work, we explore three different possible nucleation schemes. The first two use a H2SO4-
organics nucleation mechanism, using the nucleation parameterization of Riccobono et al. (2014), 
JORG = kNUC[H2SO4]p[BioOxOrg]q             (2.3)  
where kNUC is the nucleation rate constant, BioOxOrg represents later-generation oxidation 
products of biogenic monoterpenes, and the exponents p and q represent the power law dependence 
of J upon the concentrations of sulfuric acid and BioOxOrg. In Riccobono et al. (2014), JORG was 
parameterized for the mobility diameter of 1.7 nm; in TOMAS, the median dry diameter of the 
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smallest bin is 1.2 nm. In this study, we use the ELVOC (C*=10-4 𝜇g m-3) bin of the TOMAS VBS 
scheme to represent the BioOxOrg concentration: 
 JORG = kNUC[H2SO4]p[ELVOC]q              (2.4)  
Our primary nucleation scheme, referred to here as NUC1, uses the values of p = 2, q = 1, and a 
base value of kNUC = 1×10-21 cm6 molec-1 s-1. We will refer to this kNUC as kNUC1 for the remainder 
of the manuscript. For comparison, for p = 2 and q = 1, Riccobono et al. (2014) found a kNUC1 
value of 3.27×10-21 cm6 molec-1 s-1 at 278 K. We acknowledge that the values of p and q are also 
uncertain (Riccobono et al., 2014) and we do a further sensitivity study for the nucleation 
parameterization, referred to here as NUC2, using p = 1, q = 1, and a base value of kNUC2 = 5×10-
13 cm3 molec-1 s-1. NUC2 can be thought to account for possible saturation effects that could occur 
in the OFR that would result in shallower slopes (p and q) (Almeida et al. 2013; Riccobono et al., 
2014). For comparison, Metzger et al. (2010) found a value of kNUC2 = 7.5 ± 0.3 ×10-14 cm3 molec-
1 s-1 (temperature not reported) when they constrained p and q to be both one. However, their study 
used the lowest-volatility oxidation products of 1,3,5-trimethylbenzene as the BioOxOrg proxy 
(Eq. 2.4), which is an anthropogenic SOA precursor. Although a temperature-dependent form of 
Eq. 2.4 has been developed (Yu et al., 2017), we instead here are fitting the nucleation rate constant 
to the temperature of the measurements (Table 2.1). For each of these nucleation schemes, we treat 
kNUC as an uncertain parameter that we vary in this study (Sect. 2.3.3.). 
We further explore the possibility of a sulfuric-acid only nucleation scheme, as some 
nucleation schemes used in models only rely upon the concentration of sulfuric acid (e.g., 
Spracklen et al., 2008, 2010; Westervelt et al., 2014; Merikanto et al., 2016) by using an activation 
nucleation scheme (Kulmala et al., 2006) for our third nucleation scheme, referred to here as ACT, 
in which existing clusters are activated: 
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JACT = A[H2SO4]              (2.5) 
where A is referred to as the activation coefficient. Previous studies of activation nucleation have 
found fits for A of between 3.3×10-8 and 6×10-6 s-1 for a boreal forest (Sihto et al., 2006; Riipinen 
et al., 2007) and between 2.6×10-6 and 3.5 ×10-4 s-1 for a polluted environment (Riipinen et al., 
2007). We use as a base A value 2×10-6 but treat this as an uncertain parameter (Sect. 2.3.3.).   
We include a simple approximation of potential vapor-uptake and/or particle diffusion 
limitations by setting an adjustable accommodation coefficient (ɑEFF) that is fixed to 1 for particles 
below 60 nm in diameter but can vary between 0.01 and 1 for particles above 60 nm in diameter 
(see Sect. 2.3.3. for further discussion). This simple scheme allows the uptake of OA vapors to 
larger particles to be slowed relative to the uptake to smaller particles, due to the longer diffusion 
timescales in the larger particles (Shiraiwa et al., 2011). The cutoff of 60 nm was chosen because 
upon initial inspection of simulations with the accommodation coefficient set to 1 for all particle 
sizes, it was seen that the growing new aerosol in the Aitken mode (particles largely below 60 nm) 
did not require any slowing of growth but the aerosol in the accumulation mode (particles largely 
above 60 nm) did require slowing of growth. We acknowledge that our method here is a crude 
approximation of particle diffusion limitations. However, with only very limited knowledge of 
particle-phase diffusivities and how they may vary with size (Zaveri et al. 2017), composition, 
and/or ambient conditions, such as temperature and relative humidity, we use this simple scheme 
as a way of determining if vapor-uptake limitations, potentially due to particle-phase-diffusion 
limitations, may be important in limiting the growth of larger particles relative to the smallest 
particles. 
In this study, we do not simulate acid-base reactions and accretion reactions. No gas-phase 
bases (ammonia or amines) were measured during either campaign, making modelling acid-base 
reactions in TOMAS too unconstrained. Further, the model simulations point towards high 
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concentrations of ELVOCs in the gas-phase needed to facilitate nucleation (Sect. 2.3.1), indicating 
that gas-phase ELVOC production may be the dominant ELVOC-formation pathway over particle-
phase ELVOC production (through accretion reactions and/or acid-base reactions). However, we 
cannot rule out ELVOC production in the particle phase through particle-phase reactions, as 
ELVOCs are in the particle phase at equilibrium. 
We simulate loss of low-volatility vapors to the OFR walls using a first-order rate constant, 
kwall=0.0025 s-1, estimated in Palm et al. (2016) following McMurry and Grosjean (1985). Palm et 
al. (2016) estimated this loss for condensable (low-volatility) species; we extend this loss to the 
C*=10-2 𝜇g m-3 (LVOC) and the C*=10-4 𝜇g m-3 (ELVOC) bins in our VBS system. We use this 
value of kwall for both the BEACHON and the GoAmazon OFR simulations. We assume that the 
wall losses for higher volatility species and particles are slow and ignore them (this was verified 
for particles by Palm et al., 2016). 
For the BEACHON simulations, we use the residence time distribution (RTD) in the OFR 
of Palm et al. (2017) assuming non-Brownian motion (their Figure S1). The RTD is less-well 
characterized for GoAmazon; we use the RTD for particles from Lambe et al. (2011a), but as 
discussed in Palm et al. (2018), the RTD from Lambe et al. (2011a) is likely more skewed than for 
the OFR used at GoAmazon, due to the larger inlet at GoAmazon. The SMPS data for both 
campaigns were corrected for diffusion losses to the walls of the sampling lines (Palm et al., 2016; 
Palm et al., 2018). 
We simulate coagulation using the Brownian kernel in Seinfeld and Pandis (2006). 
However, we do not expect coagulation to be a dominant process in our OFR simulations. The 
condensation sink timescale for the measured size distributions were on the order of 0.5-5 minutes, 
which corresponds to coagulation sink timescales on the order of 1-10 minutes for 1 nm particles, 
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2.5-25 minutes for 2 nm particles, and 5-50 minutes for 3 nm particles (Dal Maso et al., 2002). 
Thus, in some cases the coagulation sink timescales for the freshly nucleated particles were similar 
to the residence time. However, in most cases, freshly nucleated particles grew to at least 20 nm 
within the OFR, so the nucleated particles spend only a small fraction (<10%) of the residence 
time at sizes smaller than 3 nm. Hence, the coagulation timescale of the growing particles is overall 
much longer than the residence time, and we expect on the order of 10% or fewer of the nucleated 
particles to be lost by coagulation in these OFR experiments. 
2.2.3.2 Model inputs 
Inputs to TOMAS to initialize each OFR exposure simulated from the BEACHON and 
GoAmazon field campaigns are given in Table 2.1; each input represents the initial condition 
present at the start of the exposure. The initial ambient size distribution from each campaign’s 
SMPS is also used (Figs. 2.1 and A.1, black lines). The initial S/IVOC concentration (as measured 
by the TD-EIMS) is evenly divided between the C*=102 to C*=106 𝜇g m-3 bins in TOMAS. 
Although The TD-EIMS reported ambient concentrations decadally between C*=101 to C*=107 
𝜇g m-3,  differences in mass concentrations per bin were small (Palm et al, 2016; Hunter et al, 
2017) and thus our assumed division should be within experimental uncertainty.  The initial total 
aerosol mass (as measured by the AMS) is evenly divided between the C*=10-4 to C*=10-2 𝜇g m-
3 bins, consistent with the overall low-volatility of the ambient OA (Stark et al., 2017); the C*=100 
𝜇g m-3 bin is assumed to have an initial concentration of 0 𝜇g m-3; Figure 2.2a shows an example 
of the initial ambient partitioning between the volatility bins for a case from the BEACHON 
campaign. Monoterpene (MT) and isoprene concentrations are simulated explicitly outside of the 
VBS (though their reaction products enter the VBS as discussed earlier). Note that we do not 
include isoprene for the model runs from the BEACHON campaign due to the low contribution to 
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measured SOA (1%) as compared to MT (20%, Palm et al., 2016). The isoprene concentrations 
(Karl et al., 2012; Kaser et al., 2013) were also consistently lower than the MT concentrations 
during BEACHON. Conversely, isoprene was observed to be the dominant measured VOC during 
IOP2 of GoAmazon, with the average mass ratio of isoprene to MT during the dry season at 4.5 
µg m-3 per µg m-3 (Palm et al., 2018), and thus isoprene is included in our model, even though 
isoprene’s average contribution towards the predicted SOA during the dry season of GoAmazon 
was only 4% (Palm et al., 2018). 
Data availability during BEACHON and GoAmazon caused data gaps that overlap some 
of the exposures modelled. For these cases with missing measurement data, we assume 
concentrations; assumed values are listed in bold in Table 2.1. Each assumed value is derived from 
either determining the trend from the nearest-available timepoints (for short data gaps) or by 
determining the concentration from different days with similar ambient conditions (for large data 
gaps). 
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Figure 2.1 BEACHON-RoMBAS initial (i.e. ambient air, black line) and final (i.e. after OFR 
processing, blue line) SMPS-derived volume distributions for each individual exposure modelled 
in this study. The differences in SOA production between exposures of similar ages are due to the 
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fact that the exposures were taken from different times during the campaign and thus different 
precursor concentrations were present (Table 2.2).  
 
Figure 2.2 Example model (a) initial ambient and (b) final modelled partitioning for a 0.23 eq. 
day aging exposure from the BEACHON-RoMBAS campaign, with the particle phase loadings in 
green and gas phase loadings in grey (all in 𝜇g m-3). The initial S/IVOC concentration is evenly 
divided between the C*=102 to C*=106 𝜇g m-3 bins; the initial total aerosol mass is evenly divided 
between the C*=10-4 to C*=10-2 𝜇g m-3 bins. The C*=100 𝜇g m-3 bin is assumed to have an initial 
concentration of 0 𝜇g m-3. The input VOCs (MT for BEACHON-RoMBAS and MT and isoprene 
for GoAmazon2014/5) are assumed to be in a volatility bin greater than the C*=106 𝜇g m-3 bin 
(not shown). Panel (b) is the best fit modelled final partitioning for this exposure, corresponding 
to 2×kNUC1, 5×kOH, 0.5× ɣOH, kELVOC, and ɑEFF = 0.01. The C*=10-4 𝜇g m-3 bin (assumed to 
represent ELVOCs) shows a significant amount of material remaining in the gas phase at the end 
of the modelled exposure, indicating that the production of gas-phase ELVOCs exceeded the 
timescale of condensation and gas-phase fragmentation within in the OFR.  
 
 2.3.3 Uncertain parameters 
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In order to understand the evolution of the size distributions of the OFR exposures from 
the BEACHON and GoAmazon field campaigns, we use TOMAS to explore the parameter spaces 
of five uncertain parameters. These parameters are: (1) the rate constant of gas-phase 
functionalization reactions with OH, (2) the rate constant of gas-phase ELVOC fragmentation 
reactions with OH, (3) the reactive uptake coefficient for heterogeneous fragmentation reactions 
with OH, (4) the nucleation rate constant for three different nucleation schemes, and (5) an 
effective accommodation coefficient that accounts for possible particle diffusion limitations of 
aerosol particles larger than 60 nm in diameter. Table 2.3 lists each uncertain parameter, the 
assumed base value, and the parameter space that we search through for each parameter (the 
‘Multipliers’ column). 
As discussed in Sect. 2.2.3.1, we use as the base rate of kOH the relationship determined for 
aromatics by Jathar et al. (2014), Eq. 2.1. (Again, we note that although we use log10(C*) in the 
first term of Eq. 2.1, ln(C*) is the correct expression for the fit found in Jather et al., 2014; S. 
Jathar, personal communication).  As we are assuming that the products from the reactions of 
organic compounds in the VBS bins with OH drop by exactly one volatility bin per reaction (a 
100-fold decrease in C*) and there is uncertainty associated with the actual organic compounds 
(i.e. it is likely that the rates of reaction for some of the organic compounds are different than those 
of aromatics), we treat Eq. 2.1 as an uncertain parameter and we explore up to 10 times above and 
below this base equation. Jathar et al. (2014) determined the volatility-reactivity relationship of 
kOH for both aromatics and alkanes; our choice in using the relationship for aromatics as a base 
case is arbitrary, as our parameter space encompasses both of the base values of kOH for aromatics 
and alkanes from their study. 
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In the model, we treat fragmentation reactions separately from the functionalization 
reactions. As discussed above, we select 1×10-10 cm3 molec-1 s-1 as the base value of the gas-phase 
fragmentation rate constant, kELVOC, and explore up to 9 times above and below the base kELVOC. 
We note that this base fragmentation rate constant is one order of magnitude higher than the 
constant used in Palm et al. (2016) for BEACHON exposures. In their work, they used the rate 
constant for reactions with OH of an oxygenated molecule with no C=C bonds from Ziemann and 
Atkinson (2012) equal to 1×10-11 cm3 molec-1  s-1. They used this for their modelled LVOC 
concentration and assumed that 5 reactions of an LVOC with an OH molecule led to irreversible 
fragmentation into oxidized molecules that could no longer condense. Further, reaching 9×10-10 
cm3 molec-1 s-1 for kELVOC could exceed the kinetic limit for gas-phase fragmentation reactions. 
However, since we do not account for fragmentation reactions of higher-volatility species, a high 
kELVOC value can be considered to effectively account for fragmentation reactions of higher-
volatility species. 
As previously discussed, for the reactive uptake coefficient γOH , we use a base value of 
0.6, following the findings in Hu et al. (2016), and we explore up to 4 times above and below the 
base γOH value, as previous studies have reported effective γOH values ranging from ≤ 0.01 to > 1 
(Hu et al., 2016). 
For our primary nucleation scheme, NUC1, (Eq. 2.4), we use a base nucleation rate 
constant value of kNUC1 of 1×10-21 cm6 molec-1 s-1 and explore up to 20 times above and below the 
base kNUC1 value. For our nucleation scheme sensitivity studies of NUC2 and ACT, (Table 2.3), 
we select base nucleation rate constant values of 1.25 ×10-14 cm3 molec-1 s-1 and 2×10-6 s-1, 
respectively, and similarly explore up to 20 times above and below each base nucleation rate 
constant. 
 46  
 
To account for possible particle-phase diffusion limitations, the effective accommodation 
coefficient is set to vary between 0.01 and 1 for particles larger than 60 nm in diameter (Table 
2.3). 
We simulate every combination of the uncertain parameters described above. In total, we 
run 10,125 sensitivity simulations for each BEACHON and GoAmazon OFR exposure for the first 
nucleation scheme (NUC1), going through each permutation for each of the five different uncertain 
parameters explored in this work. We further run 10,125 sensitivity simulations for both NUC2 
and ACT for each experimental exposure. We acknowledge that there are further uncertainties in 
the measurements and modelling assumptions, including (1) potential but not modelled reactive 
uptake growth mechanisms, (2) uncertainties in the reported OFR OH concentration, (3) isoprene 
chemistry that may affect NPF, (4) whether some products from gas-phase functionalization 
reactions decrease more or less in volatility per reaction than the assumed factor of 100 drop in 
volatility, and likely other factors. However, exploring these uncertainties is outside of the scope 
of this paper (and some of these are not entirely orthogonal to the uncertain factors explored here) 
and will be left to a future study. 
2.2.4 Description of cases 
2.2.4.1 BEACHON-RoMBAS cases 
Figure 2.1 shows the measured initial and final SMPS volume size distributions for each 
exposure examined in this study from the BEACHON field campaign. We simulate these eight 
exposures between eq. ages 0.090 to 0.91 days in the TOMAS model for each combination of 
parameters (Table 2.3), initializing each run with the ambient conditions recorded at the time of 
each exposure (Table 2.1). Each modelled exposure was taken during the nighttime, when MTs 
were the dominant VOC. We limit this study to exposures less than 1 eq. day of aging in order 
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avoid the complications of modelling the different parameters in Sect. 2.2.3.3 across several orders 
of magnitude of OH, and since this is the range of exposures where NPF is most obvious 
experimentally. 
Table 2.3 All parameter value ranges for the suite of sensitivity simulations ran in TOMAS.  
 
 
2.2.4.2 GoAmazon2014/5 cases 
In order to further test the validity of our results, we apply the TOMAS model version 
developed to simulate OFR exposures from the BEACHON field campaign to OFR exposures 
taken between August 31, 2014 and September 4, 2014 during the dry season of the GoAmazon 
field campaign. Figure A.1 shows the initial and final SMPS volume size distributions for each 
exposure examined in this study from the GoAmazon field campaign. We simulate each of these 
exposures for the same combination of parameters as used for the BEACHON simulations, 
initializing each run with the ambient conditions at the corresponding times (Table 2.1). However, 
unlike the BEACHON simulations, we include isoprene as a source of SOA in the model, with 
VBS yields given in Table 2.2. Again, like BEACHON, each modelled exposure was taken during 
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the nighttime and are limited to exposures less than 1 eq. day of aging. During IOP2, it was 
observed that isoprene would peak during the day around 3-4 pm local time and MT would peak 
later, around 6 pm local time (Liu et al., 2016; Martin et al., 2016). Isoprene was primarily depleted 
through oxidation reactions by nighttime but MT had a background level that remained 
approximately constant between midnight to noon (local times) when the concentrations would 
begin to rise again (Fig. A.2). We model fewer exposures for GoAmazon than BEACHON (four 
vs. eight) as few of the GoAmazon OFR exposures during this time period showed significant 
SOA growth on top of the already-high ambient SOA concentrations as compared to BEACHON. 
Also, many of the OFR exposures were either between 0.4-0.5 eq. days or >> 1 eq. day, so we 
were not able to cover as wide a range of <1 eq. day exposures as we did for BEACHON. 
Bulk S/IVOCs were not measured during the GoAmazon campaign and instead we use the 
model to estimate the S/IVOC concentrations required to explain the aerosol particle growth. We 
use as base values of S/IVOC concentrations the average MT:S/IVOC ratio from the BEACHON 
campaign, 1.4, as MT data is available during GoAmazon, and use the model to determine what 
S/IVOC concentrations are needed to help explain observed growth. This analysis is described in 
Sect. 2.3.2.   
2.2.5 Description of simulation analyses 
In order to determine the goodness-of-fit of each model simulation to the observed size 
distribution from the SMPS, we compute the normalized mean error (NME) statistic of the first 






            (2.6)  
  
where Si and Oi are simulated and observed ith moments. The ith moment is defined as 
 49  
 






         (2.7) 
where nN is the number distribution and Dp is the diameter range of the SMPS measurements, ~14-
615 nm for the BEACHON campaign and ~14-710 nm for the GoAmazon campaign. The zeroth 
moment (i = 0) corresponds to the total number of particles, the first moment (i = 1) corresponds 
to the total diameter of particles (also referred to as the total aerosol length), the second moment 
(i = 2) is proportional to the total surface area of particles, and the third moment (i=3) is 
proportional to the total volume of particles. Figure 2.3 gives an example of each measured final 
(OFR) moment (black solid line) as well as two different model runs’ moments (colored lines) for 
a 0.23 eq. day aging exposure. The use of these four moments, including the less-common 1st 
“diameter” moment, allows us to include a broader range of the size distribution in the weighting 
rather than using just number or volume alone. An NME of 0 indicates a perfect fit between the 
simulation and observations, an NME of 0.1 indicates that the average error of the four moments 
between the simulation and observations is 10%, and an NME of 1.0 indicates the average error of 
the four moments between the simulation and observations is 100%. Since the NME is taken as an 
absolute value, it does not give information on whether the model is on average overpredicting or 
underpredicting the moments; however, there could be model cases in which e.g., number and 
diameter are underestimated and surface area and volume are overestimated such that the NME 
statistic computed without the absolute value (normalized mean bias, NMB) would be close to 
zero, falsely indicating a good fit despite the potentially large under- and overpredictions amongst 
the different moments. We determine each individual exposure’s mean error of moments for both 
campaigns and further consider the average across all exposures for BEACHON and GoAmazon. 
To determine the contribution to aerosol formation and growth for the OFR exposures 
studied here from the input VOCs vs the input S/IVOCs, we compare the predicted change in the 
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OFR in total aerosol particle number and volume between simulations with S/IVOCs to 
simulations with no S/IVOCs. We do this comparison for the six best-fitting simulations with 
S/IVOCs for each exposure and calculate the mean volume changes for these six simulations with 
and without S/IVOCs. With these number and volume changes, we calculate the fractional 
contribution of S/IVOCs to aerosol particle volume production in the OFR. We use the same 
technique to determine the contribution of isoprene to aerosol formation and growth for the 
GoAmazon OFR exposures studied here using the same methods. 
 
Figure 2.3 Example case of a 0.23 eq. day aging exposure from the BEACHON-RoMBAS 
campaign. The panels represent the moments used to calculate the normalized mean error (NME), 
with (a) as particle number, (b) as particle diameter (also referred to as aerosol length), (c) as 
particle surface area, and (d) as particle volume. The NME is calculated for each model run, using 
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the final (OFR output) observed size distribution (black lines) compared to each model run’s final 
size distribution (colored lines). The solid blue lines are for the best-fit model case for this 
exposure, corresponding to 2×kNUC1, 5×kOH, 0.5× ɣOH, kELVOC, and ɑEFF = 0.01 (NME =  0.03). The 
dashed orange lines are for the same parameter values of the best-fit case except that ɑEFF = 1.0 
(NME = 0.3).  The vertical grey dashed lines indicate the particle size range across which the 
integration for calculating each mean moment was computed. The initial observed ambient size 
distribution (dotted black lines) is also plotted for comparison.  
 
2.3. Results and Discussion 
2.3.1 BEACHON-RoMBAS modelling results 
2.3.1.1 Average behavior of exposures of eq. age 0.09 to 0.91 days for 
BEACHON-RoMBAS 
Figure 2.4 represents the averaged NME summed across the eight 0.09-0.9 eq. day aging 
exposures modelled from the BEACHON field campaign, for the NUC1 H2SO4-organics 
nucleation scheme and the base value of the reactive uptake coefficient, ɣOH, of 0.6. (A discussion 
of the model sensitivity to other values of the reactive uptake coefficient is below.) Figure 2.4 
shows this average NME as a function of ɑEFF (effective accommodation coefficient of particles 
with diameters larger than 60 nm), kELVOC (gas-phase ELVOC fragmentation rate constant), kOH 
(gas-phase functionalization rate constant), and kNUC1 (rate constant for the first H2SO4-organics 
nucleation scheme). Lower ɑEFF values are necessary for the best fits; however, there are only 
slight differences between ɑEFF = 0.01 and ɑEFF = 0.05, and ɑEFF = 0.1 (the left three columns, 
respectively). Faster kELVOC values are necessary for the best fits; however, similar to ɑEFF, the 
base kELVOC value (middle row), 3×kELVOC, and 9×kELVOC values show similar results, with the 
regions of best fits shifting slightly with kOH and kNUC1 values. It should be noted that more gas-
phase ELVOCs are being formed than could condense during the timescales of the simulated 
exposures (Fig. 2.2b). As ELVOCs would be formed more slowly in the ambient atmosphere but 
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with a similar condensational loss timescale, nucleation is expected to proceed faster  in the OFR 
than the ambient atmosphere. This is a reason for the potential usefulness of this OFR technique, 
that nucleation from chemistry of species present in ambient air can be studied, even if nucleation 
would not be occurrent under ambient-only conditions.  
 
Figure 2.4 Representation of the parameter space for the average across the 0.09-0.9 day eq. aging 
exposures from BEACHON-RoMBAS examined in this study for the NUC1 nucleation scheme 
and base value of the reactive uptake coefficient of 0.6. The effective accommodation coefficient 
increases across each row of panels; the rate constant of gas-phase fragmentation increases up each 
column of panels. Within each panel, the rate constant of gas-phase reactions with OH increases 
along the x-axis and the rate constant for nucleation increases along the y-axis. The color bar 
indicates the normalized mean error (NME) value for each simulation, with the lowest values 
indicating the least error between model and measurement. Grey regions indicate regions within 
the parameter space whose NME value is greater than 1. No averaged case had an NME value less 
than 0.2 for the cases shown here.   
 
For the parameter combinations of ɑEFF = 0.01 through ɑEFF = 0.05 and 9×kELVOC (the top 
row of Figure 2.4), the 2×kNUC1 and 4×kNUC1 values have the best fits. These 2×kNUC1 and 4×kNUC1 
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values are similar to those found by Riccobono et al. (2014) for experimental conditions at 278 K 
(a kNUC1 value of 3.27×10-21 cm6 molec-1 s-1). However, the other wells of good fits for the base 
kELVOC value and 3×kELVOC have lower nucleation rate constants than that of Riccobono et al. 
(2014). As mentioned earlier, these kNUC1 values determined here correspond to the temperatures 
of the measurements (between 282-290 K; Table 2.1) which is 4-12 K warmer than the 
experimental conditions of Riccobono et al. (2014), hence we may expect lower kNUC1 values due 
to the temperature dependence of nucleation (Yu et al., 2017). Figure 2.4 shows that the wells of 
best fits for all parameter combinations require slightly higher kOH values than the base kOH (based 
on the kOH values from Eq.2.1) usually on the order of 1.5-2.5 times higher. 
  Figures 2.2b and 2.3 show an example of the final volatility distribution and size 
distributions for the best-fit case for an exposure of 0.23 eq. days, corresponding to the model 
parameters of 2×kNUC1, 5×kOH, 0.5× ɣOH, kELVOC, and ɑEFF = 0.01. Figure 2.2a and b gives the initial 
and final partitioning for this case, respectively, showing that virtually all of the initial gas-phase 
S/IVOCs have reacted with OH to either enter the lower volatility bins or to fragment into VOC 
products no longer tracked in the model. Figure 2.3 shows each modelled moment compared to 
each observed moment of the size distribution used in calculating the NME for the best-fit case. 
  Figures A.3, A.5, A.7, A.9, A.11, A.13, A.15, and A.17 show the same analysis as 
presented in Figure 2.4 for each individual exposure modelled for the base value of ɣOH, 0.6. 
Figures A.4, A.6, A.8, A.10, A.12, A.14, A.16, and A.18 plot each observed final (OFR output) 
moment used in computing the NME statistic (number, diameter, surface area, and volume) 
compared to the six TOMAS cases with the lowest (best) NME statistic and six TOMAS cases 
with the highest (worst) NME statistic. For comparison, the observed initial (ambient air) moments 
are also plotted for each moment. 
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Figure 2.5 Representation of the parameter space for the average across the 0.09-0.9 day eq. aging 
exposures from BEACHON-RoMBAS examined in this study for the ACT nucleation scheme and 
base value of the reactive uptake coefficient of 0.6. The effective accommodation coefficient 
increases across each row of panels; the rate constant of gas-phase fragmentation increases up each 
column of panels. Within each panel, the rate constant of gas-phase reactions with OH increases 
along the x-axis and the rate constant for nucleation increases along the y-axis. The color bar 
indicates the normalized mean error (NME) value for each simulation, with the lowest values 
indicating the least error between model and measurement. Grey regions indicate regions within 
the parameter space whose NME value is greater than 1. No averaged case had a NME value less 
than 0.2 for the cases shown here.   
 
  Figure A.19 shows the same analysis as Fig. 2.4, but for the NUC2 nucleation scheme. It 
is qualitatively quite similar to NUC1 but with the wells of averaged best-fit regions shifted and 
expanded slightly for some cases. Since we do not have measurements to further constrain the 
system, we acknowledge that we cannot definitively select NUC1 or NUC2 as being the better 
nucleation parameterization and instead note that both nucleation schemes appear to provide 
physically-meaningful results and require further study. In contrast, Fig. 2.5 shows the same 
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analyses of Fig. 2.4 but for the ACT nucleation scheme (Eq. 2.5). Figure 2.5 shows that there are 
regions of moderate NME values between 0.45-0.5 for ɑEFF = 0.01 through ɑEFF = 0.05. These 
regions of moderate fits occur for higher values of A (between 4 and 20×A) for a wide range of 
kOH values. The best fits are seen for higher values of kELVOC (between the base value of kELVOC 
and 9×kELVOC), the highest nucleation rates (for values of A between 10-20×A) and lower to mid 
rates of kOH (in general between 0.4×kOH and the base value of kOH). In general, we do not see as 
good of fits as we do for the NUC1 and NUC2 schemes; however, it does appear that for some 
combinations of parameters, a reasonable model-to-measurement fit can be achieved with an 
activation nucleation scheme. Thus, we conclude that for this study, the H2SO4-organics mediated 
nucleation schemes fit the measurements better than the activation nucleation scheme in our model 
for the OFR measurements taken during the BEACHON campaign. 
  Further, as the best fits in the model come from the H2SO4-organics mediated nucleation 
schemes, and the best-fit kNUC values are similar to those of Riccobono et al. (2014) where particle-
phase chemistry was likely unimportant (low aerosol volume), this is indicative evidence that the 
creation of gas-phase ELVOCs through oxidation reactions could be dominant over the creation 
of particle-phase ELVOCs (either through accretion reactions and/or acid-base reactions) for the 
OFR present at BEACHON campaign, as high concentrations of gas-phase ELVOCs are necessary 
to facilitate nucleation. It is however important to note that we are limited in our confidence of the 
actual values of the best fits of the different nucleation rate constants (kNUC1, kNUC2, and A), since 
each nucleation scheme is sensitive to the concentration of sulfuric acid, and in the majority of the 
exposures modelled we did not have a direct measurement of SO2 available for all cases and instead 
had to estimate SO2 concentrations for nearly half of the cases. 
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  It is of note that in general, the simulations using ɑEFF = 0.5 and ɑEFF = 1.0 do not yield 
good fits for any of the nucleation schemes tested here, indicating the importance of some sort of 
process that limits uptake to the larger aerosol. Figure 2.3 illustrates the impact of the effective 
accommodation coefficient for a 0.23 eq. day aging exposure: it shows each of the first four 
moments of the size distribution for the initial and final observations (dotted and black lines) and 
for the best-fit case for this exposure (solid blue lines) and the model simulation with the same 
best-fit parameter values but for ɑEFF = 1.0 (dashed blue lines). Compared to the final observations, 
the best-fit case closely matches the changes in each moment for the Aitken and accumulation 
modes. However, the best-fit case with ɑEFF set to 1.0 clearly overestimates growth for the 
accumulation mode and underestimates growth for the Aitken mode. In general, when ɑEFF = 1.0 
there was no combination of the other parameters tested that could simultaneously capture (1) the 
number and growth of the growing nucleation mode and (2) the change in volume of the large 
mode. When ɑEFF = 1.0, either the new particles did not grow enough or the large particles grew 
too much throughout our parameter space. Hence, we were unable to explain the observations 
without limiting the uptake of material to particles with diameters larger than 60 nm. Additionally, 
when we tried to lower the accommodation coefficient of smaller particles (not shown), we could 
not simulate the growth of these particles. While our scheme for limiting the uptake of vapors to 
the large particles is very simple in this study, we feel that some limitations of vapor uptake to 
accumulation-mode particles must be at play, possibly from particle-phase diffusion limitations or 
other reasons. Zaveri et al. (2017) modelled the controlled bimodal growth of aerosol from 
isoprene and ɑ-pinene oxidation products and found that in order to replicate the observed growth, 
both the Aitken and accumulation modes required particle-phase diffusivity limitations. However, 
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their experimental conditions were at much lower humidity than the BEACHON exposures, and 
did not include any other atmospheric species that could be relevant at BEACHON. 
The BEACHON simulations show very little sensitivity towards the reactive uptake 
coefficient (ɣOH) parameter, regardless of which nucleation scheme was used. Figure A.20 shows 
the model sensitivity towards ɣOH: the figure is for the NUC1 nucleation scheme and base value 
of kELVOC. Across each row, the effective accommodation increases and down each column, ɣOH 
increases. Within each subplot, the rate constant of gas-phase reactions with OH increases along 
the x-axis and the rate constant for nucleation increases along the y-axis. Isolating ɣOH (each 
column) shows that for a given set of the other four parameters, the varying values of ɣOH do not 
significantly change the NME. Thus, it would appear that gas-phase fragmentation reactions 
dominate over particle-phase fragmentation reactions in the OFR for exposures less than one day 
of equivalent aging. This is in agreement with previous studies of heterogeneous mass loss in 
OFRs; Hu et al. (2016) did not see significant loss of aerosol mass until exposures greater than 1 
day eq. aging for OFR data collected during both the Southern Oxidant and Aerosol Study (SOAS) 
and the GoAmazon campaign. Because of this, we will focus the remaining discussion upon runs 
using only the base value of ɣOH, 0.6. 
  As discussed in Sect. 2.2.3.1, the first term of Eq. 2.1 relies on log10(C*) for the rate 
constant of kOH; however, the fit of Jathar et al. (2014) should instead use ln(C*): 
 𝑘>? = 5.7 × 10
@AB ln(𝐶 ∗) + 1.14 × 10@A;      (2.8) 
(S. Jathar, personal communication). Table A.1 gives the numerical results for kOH for both Eq 2.1 
and Eq. 2.7; when Eq. 2.7 is used, the highest volatility bin reacts ~2 times more quickly but the 
rate constants converge for C*=100  μg m-3 and remain similar to each other for the lowest volatility 
bins. Figures A.21 and A.22 provide results of the parameter space for the average across the 0.09-
0.9 day eq. aging exposures from BEACHON-RoMBAS examined in this study, using the NUC1 
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nucleation scheme and base value of the reactive uptake coefficient of 0.6, using Eq. 2.7 for kOH 
(using the same multipliers for kOH as listed in Table 2.3). Figure A.21 uses all parameter values 
listed in Table 2.3 (excepting the updated kOH values) and can be directly compared to Fig. 2.4. 
Figure A.22 further decreases each nucleation rate constant (kNUC1) value by a factor of 10 in order 
to match the shapes of each panel of Fig. 2.4. Although Fig. A.22 well-matches the general shapes 
seen in Fig. 2.4 for each kELVOC and αEFF, the normalized mean errors are larger in both Figs. A.21 
and A.22 than in Fig. 2.4. Thus we conclude that for this study, using the kOH values from Eq. 2.1 
provide better fits and that parameterizations for rate constants for kOH of air containing a mixture 
of ambient species require further investigation. 
 
2.3.1.2 Importance of S/IVOCs for SOA formation at BEACHON-RoMBAS 
Palm et al. (2016) compared the total SOA formed in the OFR during the BEACHON 
campaign to the predicted yield from the measured VOCs for OH oxidation in the OFR. For the 
analysis, they included the measured MT, sesquiterpene (SQT), isoprene, and toluene 
concentrations and used low-NOx (to match the OFR chemical regime, Li et al., 2015; Peng et al., 
2015), OA-concentration-dependent chamber-derived particle yields for each species. They 
determined that MTs contributed on average 87% of the SOA predicted to form from these VOC 
precursors, but on average, the maximum measured SOA formation was 4.4 times higher than the 
predicted SOA formation. Palm et al. (2016) attributed the yield from measured S/IVOC 
concentration to the mass difference between measured and predicted SOA yields and concluded 
that OH oxidation of organic gases could potentially produce approximately 3.4 times more SOA 
from S/IVOC gases than from the measured VOCs, by using SOA yields for S/IVOC that were 
consistent with the literature. The correlation between measured SOA formation and ambient MT 
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concentrations was R2=0.56, indicating that the S/IVOCs controlling SOA formation in the OFR 
were primarily related to MT and other biogenic gases with similar diurnal behavior. 
To determine the contribution towards the change in total number and volume, we compare 
the changes in total volume between the averaged change in total volume for the six cases with the 
lowest (best) NME values of the original model runs for the NUC1 nucleation scheme to the same 
six cases (matching parameters) but with the initial S/IVOC concentration set to zero (See Sec. 2.5 
for calculation details). Table 2.4 summarizes the fractional contribution of the measured initial 
S/IVOCs (Table 2.1) towards the total change in number and volume. The model predicts that the 
S/IVOCs contribute on average 85% towards the total new number formed in the OFR, indicating 
a strong dependence on S/IVOCs for new particle formation in the OFR at BEACHON. The 
contribution of S/IVOCs towards the total change in volume is lowest for the lowest exposures, 
and increases with increasing eq. age of each exposure. This is primarily due to the increasing 
equivalent timescales of the increasing OH exposures: within our model it takes more reactions 
with OH for S/IVOC species to reach the lowest volatility bins than the MT and isoprene species. 
Thus with increasing timescales (or eq. ages), the contribution of S/IVOCs towards SOA formation 
and growth will increase as a higher fraction of these species reach the lowest volatility bins; the 
results in Table 2.4 corroborate this. However, given that the chemical evolution of S/IVOC is 
probably more complex than is represented here, we do not know if this result of S/IVOCs 
contributing a lower fraction of volume for low exposures is a robust conclusion. Overall, we 
predict that the average fractional contribution of the initial ambient S/IVOCs towards the change 
in total volume is 39% for the BEACHON exposures, and that the initial ambient MT contributes 
the remaining 61% towards the change in total volume. Palm et al. (2016) and Hunter et al. (2017) 
estimated from two independent analyses that S/IVOCs contributed on average 77-78% towards 
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the total mass SOA formation during BEACHON. It is likely that part of the difference between 
our model findings and Palm et al. (2016)’s findings is due to the difference in number of samples 
examined between the two studies as well as differences in the length of exposures analyzed, since 
Palm et al. (2016) included multi-day exposures in their analysis. It is important to note that 
running the model with the initial S/IVOCs set to zero (“S/IVOCs off”) does not perfectly inform 
us of the theoretical SOA yield of the MT concentration because the overall particle-phase yield 
of MTs products decreases with S/IVOCs off due to less mass to partition to. 
2.3.2 GoAmazon2014/5 modelling results 
In order to model GoAmazon size distributions with TOMAS, we assumed an initial 
S/IVOC concentration, as no instrumentation was present during the campaign to measure total 
S/IVOC mass. For a starting total S/IVOC concentration, we used the same measured ratio of 
S/IVOCs to MTs from BEACHON of 1.4 (Table 2.1). This initial S/IVOC concentration was not 
sufficient to explain the observed change in aerosol volume, nucleation, and new-particle growth 
in the OFR for GoAmazon (see Figs. A.21-A.22 for an example). We found that the initial S/IVOC 
concentration needed to be increased by between 20-40 times in order to fit the observed 
distributions. As BEACHON was dominated by biogenic emissions (primarily MTs), but 
GoAmazon had major contributions from anthropogenic and biomass burning sources as well as 
various biogenic emissions (Palm et al., 2018), the larger S/IVOC is thought to be dominated by 
emissions and partially oxidized products from the two latter sources. We present results for 30 
times the base S/IVOC concentrations (Table 2.1) in Figs. 2.6 and A.23-A.32 as this amount of 
increase showed consistently good results across the four exposures modelled. For comparison, 
the total initial S/IVOC mass for the BEACHON OFR exposures modelled ranges between 2.89 
and 14.02 𝜇g m-3 whereas the total initial S/IVOC mass for the GoAmazon OFR exposures 
 61  
 
modelled ranges between 9.0 and 18.6 𝜇g m-3 when the assumption of 30 times higher S/IVOC:MT 
ratios is used. Hence, even though the S/IVOC:MT ratios were higher for GoAmazon relative to 
BEACHON, our assumed S/IVOC concentrations were in the same general range for the two 
campaigns. We note that by not including the measured concentrations of SQT, benzene, toluene, 
xylenes, and trimethylbenzenes in our model likely slightly biases our S/IVOC estimation high, 
but not by a significant amount as Palm et al. (2018) found that these species contributed on 
average a sum total of 8% towards the measured SOA yield from the measured VOC precursor 
species. 
   
 
Figure 2.6 Representation of the parameter space for the average across the 0.3-0.6 day eq. aging 
exposures from GoAmazon examined in this study for the NUC1 nucleation scheme, base value 
of the reactive uptake coefficient of 0.6, and assumed S/IVOC:MT ratio of 30 times that of the 
BEACHON-RoMBAS S/IVOC:MT ratio. The effective accommodation coefficient increases 
across each row of panels; the rate constant of gas-phase fragmentation increases up each column 
of panels. Within each panel, the rate constant of gas-phase reactions with OH increases along the 
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x-axis and the rate constant for nucleation increases along the y-axis. The color bar indicates the 
normalized mean error (NME) value for each simulation, with the lowest values indicating the 
least error between model and measurement. Grey regions indicate regions within the parameter 
space whose NME value is greater than 1. No averaged case had a NME value less than 0.2 for 
the cases shown here.  
 
Figure 2.6 represents the averaged NME across the four 0.3-0.6 eq. day aging exposures 
modelled from the GoAmazon field campaign for the NUC1 H2SO4-organics nucleation scheme 
and the base value of ɣOH, 0.6. In general, there are wider ranges of kOH, kELVOC, and kNUC1 values 
that give small NMEs for the averaged GoAmazon modelled exposures than for the averaged 
BEACHON modelled exposures. The model simulations generally perform best with lower 
accommodation coefficients of the larger particles (between ɑEFF = 0.01 and ɑEFF = 0.1), similar to 
the BEACHON results; however, there are some similarly low-NME results between ɑEFF = 0.05 
and ɑEFF = 1 for the two highest kELVOC values. Bateman et al. (2015) showed that sub-micrometer 
PM aerosol in the Amazon rainforest measured at the same T3 site as the GoAmazon campaign 
during the dry season tend to be liquid, so it is possible that the uptake/diffusion limitations to the 
accumulation mode inferred for BEACHON may not occur during GoAmazon. However, we do 
not have enough information to learn more about the causes of uptake/diffusion limitations to the 
accumulation mode or differences between the campaigns. 
Previous ambient observations of the Amazon rainforests have not observed nucleation at 
the surface (e.g., Spracklen et al., 2006; Martin et al, 2010; Kanawade et al., 2011). Reasons could 
include low sulfuric acid (Kanawade et al., 2011), high condensation sinks resulting from a strong 
source of primary biogenic aerosols during the dry season (Lee et al., 2016), and possible yet 
currently unexplained suppression mechanisms from isoprene and its oxidation products (Lee et 
al., 2016), the dominant biogenic VOC of the region (Guenther et al., 2012). Wang et al. (2016) 
found high concentrations of small particles in the lower free troposphere during the wet season 
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of GoAmazon; however, they found that these particles appeared to be from NPF and subsequent 
condensational and coagulational growth from the outflow regions of deep convective systems, 
such as those common to the Amazonian rainforest during the wet season. These particles could 
then be transported to the boundary layer through vertical transport. By contrast, in some of the 
OFR-oxidized air during the GoAmazon campaign the size distributions show clear evidence of 
NPF and growth (e.g., Fig. A.1) and the TOMAS model simulations corroborate the observed NPF 
(Figs. A.28, A.30, A.32, A.34), even at the initial S/IVOC inputs (Fig. A.24). The OFR shifts the 
relative timescales of chemistry versus condensation, which may create higher concentrations of 
low-volatility vapors capable of participating in nucleation and early growth relative to the ambient 
atmosphere during GoAmazon. The lowest NME values (best fits) from the averaged BEACHON 
modelled exposures (Fig. 2.4) for the highest two kELVOC values overlap regions of wells of best 
fits for the averaged GoAmazon modelled exposures. For GoAmazon there is a wider range of 
kOH, kELVOC, and kNUC1 values that give low NME values compared to BEACHON modelled 
exposures. We note that the lower number of exposures modelled for GoAmazon than modelled 
for BEACHON limit our confidence in comparing the two campaigns’ results to each other, as 
does the narrower range of equivalent aging (between 0.39 and 0.52 eq. days aging for GoAmazon 
compared to 0.09 to 0.91 eq. days aging for BEACHON). Figures A.27, A.29, A.31, and A.33 
show the same analysis as presented in Fig. 2.6 for each individual exposure modelled for the base 
value of ɣOH, 0.6. Figures A.28, A.30, A.32, and A.34 plot each observed final size distributions 
for the first four moments (solid black lines) used in computing the NME statistic compared to the 
six TOMAS cases with the lowest (best) NME statistic and six TOMAS cases with the highest 
(worst) NME statistic. For comparison, the observed initial (ambient) moments are also plotted for 
each moment. 
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Tests of NUC2 and ACT show similar changes from NUC1 for GoAmazon as BEACHON 
(Figs. A.25 and A.26). NUC2 results were qualitatively similar to NUC1, and we cannot determine 
which scheme performed better. The regions of lowest NME values (best fits) shifted for the ACT 
scheme relative to the NUC1 and NUC2 schemes, and generally the NMEs are not quite as low as 
for NUC1 and NUC2, although better fits are found for the ACT nucleation scheme for GoAmazon 
than BEACHON. Thus it would seem that either a H2SO4-organics mediated nucleation scheme 
or a H2SO4-only nucleation scheme can be used in our model to describe the OFR measurements 
taken during the GoAmazon campaign. Like BEACHON, we are still limited in our confidence of 
the actual values of the best fits of the different nucleation rate constants (kNUC1, kNUC2, and A) as 
each nucleation scheme is sensitive to the concentration of sulfuric acid, and some exposures had 
an estimated SO2 concentration. 
Similar to BEACHON, more good fits for each nucleation scheme occur at lower values 
of ɑEFF, again pointing to the potential importance of vapor-uptake/diffusion limitations at least 
within the OFR timescales. Again, varying the reactive uptake coefficient was not seen to 
significantly change the NME values of each set of parameter values, regardless of nucleation 
scheme, and thus we only show results for the base value of the reactive uptake coefficient (Figs. 
2.6, A.25-A.26, A.27, A.29, A.31, and A.33). 
 2.3.2.1 Importance of S/IVOCs for SOA formation at GoAmazon2014/5 
Unlike the BEACHON campaign, bulk S/IVOCs were not measured directly during the 
GoAmazon campaign. However, Palm et al. (2018) applied a similar analysis to that of Palm et al. 
(2016) to determine the measured vs. predicted SOA yield. They found that on average, OH 
oxidation of ambient air during the GoAmazon campaign (dry season) produced 6.5 times more 
SOA than could be accounted for from the measured ambient VOCs. They used the low-NOx SOA 
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yields (verified by standard addition during the campaign) corresponding to the expected 
conditions in the OFR (Li et al., 2015) for the measured MT, SQT, toluene, and isoprene 
concentrations. Unlike BEACHON, it was observed for GoAmazon that the slope of the measured 
versus predicted SOA formation from OH oxidation varied as a function of time of day, with 
predicted SOA lower during the nighttime than daytime but measured SOA formation higher 
during the nighttime than daytime. Palm et al. (2018) were uncertain of the reasons for the observed 
SOA trends, but hypothesize that several processes likely play a role, including diurnal changes in 
emissions, boundary layer dynamics, and variable ambient oxidant concentrations. Palm et al. 
(2018) hypothesized that, like the BEACHON campaign, S/IVOCs could make up the mass 
difference between measured and predicted SOA yields from OH oxidation in the OFR. In this 
study, it was found that between 20-40 times more initial S/IVOCs than the base concentrations 
of S/IVOCs (Table 2.1) derived from using the ratio of S/IVOCs:MT, 1.4, from BEACHON was 
required to explain the aerosol formation and growth and change in total volume observed in the 
OFR during GoAmazon for OH oxidation. This corroborates the findings of Palm et al. (2018) that 
no strong correlation was found between any one VOC precursor gas, indicating that SOA 
formation was impacted by multiple sources. 
To determine the contribution of MT and isoprene towards the change in total number and 
volume for the GoAmazon exposures, we repeat the analysis done for the BEACHON exposures 
(Sect. 2.3.1.2.) and the results are summarized in Table 2.4, using the S/IVOC concentrations of 
30 times the base S/IVOC concentrations. The model predicts that the optimized S/IVOC 
concentrations contribute 100% towards the new aerosol number formation observed for each 
exposure modelled, again pointing towards the importance of S/IVOCs for NPF in the OFR. 
However, since SQT, benzene, toluene, xylenes, and trimethylbenzenes (all measured ambient 
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VOC species predicted to contribute towards SOA formation) were not included in the model, we 
cannot conclude that S/IVOCs are actually responsible for 100% of the new aerosol formed in the 
OFR. Similar to BEACHON, the fractional contribution of S/IVOCs towards the change in total 
volume increases with increasing eq. age; overall, the average fractional contribution of the best-
fit S/IVOC concentration towards the change in total volume is 0.66. By comparison, Palm et al. 
(2018) found that the fractional contribution of S/IVOCs towards the measured SOA formation 
during the dry season of GoAmazon was on average 0.85. We again expect that the VOCs will 
have artificially low SOA yields in the “S/IVOCs off” simulations, indicating that MT and/or 
isoprene could contribute more towards the change in total volume than indicated here. However, 
Palm et al. (2018) found that the yield dependence of ambient SOA precursors on ambient OA 
was weaker for the OFR GoAmazon exposures than it was for the chamber-derived 
parameterizations used to predict the OFR yield. 
Table 2.4  Modelled fractional contribution of initial S/IVOCs towards the total change in number 
and volume between the initial and final number volume size distributions of each exposure 
modelled in this study. We use the measured S/IVOCs for the BEACHON-RoMBAS calculations 
and the best-fit initial S/IVOC concentration found for the GoAmazon calculations.  The remaining 
fractional contribution towards the total change in number and volume is attributable to the 
measured initial monoterpenes (both campaigns) and measured initial isoprene (GoAmazon). Each 
exposure’s fractional contribution is calculated using the averaged contributions of the 6 model 
cases with the lowest (best) NME values from the full model parameter space.  





2.3.2.2 Importance of isoprene for SOA formation at GoAmazon2014/5 
The TOMAS box model does not include isoprene-specific oxidation pathways and instead 
allows it to oxidize in the VBS scheme along with the other lumped oxidized species. We 
determine the fractional contribution of the initial isoprene concentration towards the change in 
total number volume for each exposure modelled (Table 2.5); the remaining fraction is the total 
volume change attributable from initial MT and the optimized initial S/IVOC concentrations (30 
times that of the base S/IVOC concentrations). At maximum, it is predicted that within the OFR 
isoprene will contribute 0% and 3% towards the change in total number and volume, respectively; 
on average, it is predicted that isoprene will contribute 0% and 1% towards the change in total 
number and volume. However, this does not preclude the potential importance of isoprene towards 
ambient SOA formation. The OFR can only form SOA from the gases that enter it; although 
isoprene emissions are high, isoprene reacts quickly (Atkinson and Arey, 2003b) so that much of 
the potential SOA from isoprene and its oxidation products enters the chamber already in the 
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particle phase. Further, the OFR does not capture the most important isoprene SOA formation 
pathway, such as IEPOX-SOA produced from reactive uptake on time scales longer than the OFR 
residence time (Hu et al., 2016). Palm et al. (2018) estimated that on average during the dry season, 
isoprene contributes 5% towards the predicted SOA mass yield from the measured ambient VOC 
precursor species in the OFR. Not including isoprene-specific oxidation pathways in our model 
may be a source of error in calculating the contribution of isoprene towards the total change in 
number and mass. 
 
Table 2.5 Modelled fractional contribution of the measured initial isoprene concentrations towards 
the total change in number and volume between the initial and final number and volume size 
distributions modelled from the GoAmazon2014/5 campaign, using the best-fit S/IVOC estimate. 
(Isoprene was not included in the model for the BEACHON-RoMBAS distributions.)  The 
remaining fractional contribution is attributable to the MT and S/IVOC concentrations in the 
model. Each exposure’s fractional contribution is calculated using the averaged contributions of 




In this study, aerosol size distributions between 0.09-0.9 days of eq. aging formed under 
OH oxidation in an OFR during the BEACHON-RoMBAS (BEACHON) and GoAmazon2014/5 
(GoAmazon) field campaigns were modelled in the TOMAS box model in order to better-
understand the microphysical processes that shape the size distribution under oxidative aging. We 
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explored the following parameter spaces to find regions of best-fit model-to-measurement 
agreements: (1) nucleation rate constants for two H2SO4-organics nucleation mechanisms versus 
a H2SO4 activation nucleation mechanism, gas-phase (2) functionalization and (3) fragmentation 
rate constants, (4) heterogeneous reactions with OH resulting in fragmentation and aerosol mass 
loss, and (5) potential particle diffusion limitations to the accumulation mode. 
In order to limit the scope of this study, several uncertain processes and values were not 
included in this analysis. We did not include the formation of low-volatility organics through 
particle-phase acid-base reactions or accretion reactions, as (1) no measurements of gas-phase 
bases were made at either campaign and (2) the model results indicate the importance of the gas-
phase ELVOC creation pathway must be fast in order to drive nucleation, which may limit the 
importance of particle-phase pathways. We did not consider the model sensitivity towards the 
input OH concentration, although there is uncertainty associated with the estimated OH exposure 
(Palm et al., 2016; 2018). We further did not explore the model sensitivity towards the assumed 
decrease of a factor of 100 in volatility for each product from OH functionalization reactions, nor 
did we explore the sensitivity of including fragmentation reactions for volatility bins higher than 
the ELVOC bin. These two uncertainties are not entirely orthogonal to the uncertainties in kOH and 
kELVOC that we did explore, and including them would have increased the number of free 
parameters in the model, making it more challenging to determine what combinations of 
parameters most-closely match the actual processes occurring in the OFR. Finally, there is 
evidence for possible NPF suppression in some isoprene-dominated regions but as those 
mechanisms are as yet unknown (Lee et al., 2016), no isoprene chemistry was explicitly simulated 
for the modelled GoAmazon exposures. However, as shown in Table 2.5, isoprene was only a 
minor contributor to our predicted aerosol volume for the GoAmazon simulations. 
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We found that we could not explain the observed size-distribution shift without slowing 
the uptake of SOA to the accumulation-mode particles. With an accommodation coefficient of 1 
assumed for the full size distribution, these larger particles underwent too much condensational 
growth relative to the nucleation mode for all test cases. We speculate that this slowed uptake of 
larger particles may be indicative of particle-phase diffusion limitations. We approximate vapor-
uptake limitations by allowing the accommodation coefficient of particles larger than 60 nm 
diameter to vary between 0 and 1. We found that we can achieve the best fits of the size distribution 
when the accommodation coefficient of these larger particles was 0.1 or lower (if we similarly 
lowered the accommodation coefficient of smaller particles, we would not have gotten good fits 
as the new particles did not grow enough). Whether this is representative of ambient aerosol 
processes or just representative of conditions within the OFR is the subject of a future study. 
We found that gas-phase fragmentation reactions also had a significant impact upon the 
modelled size distributions. Our best-fit gas-phase fragmentation rate constants were higher than 
that of a previous mass-based study of OFR exposures from BEACHON (Palm et al., 2016) 
required to model the distributions. However, these higher rates may be because our model only 
simulated fragmentation reactions of the lowest volatility compounds, that of C*≤10-4 𝜇g m-3, 
whereas in reality fragmentation reactions can occur to higher-volatility compounds (although the 
likelihood of fragmentation likely increases with decreasing volatility). Thus, the higher 
fragmentation rate constant can be seen as compensating for fragmentations of higher-volatility 
compounds. Including fragmentation of higher volatility species would lower the fraction of the 
organic vapors that then make it to lower volatility. This would then potentially decrease 
nucleation rates and slow the growth rates of the smallest particles. However, the fragmentation 
scheme used in this study should be viewed as a sensitivity study; the inclusion of a more-complex 
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fragmentation scheme would have added more free parameters to our study and will be left to a 
future study. 
In general, the H2SO4-organics nucleation mechanisms performed better than the activation 
nucleation mechanism for both campaigns. We found that the nucleation rate constants for the 
H2SO4-organics nucleation mechanism suggested by Riccobono et al. (2014) allowed for good 
models fits, with the caveats that the temperatures of both campaigns were higher than the 
experimental conditions of Riccobono et al. (2014) (4-12 K higher for BEACHON and 18-19 K 
higher for GoAmazon), and that the timescales upon which ELVOCs were formed and capable of 
participating in nucleation could be shorter than that of the ambient atmosphere. Similarly, we 
found that gas-phase oxidation rate constants similar to that of Jathar et al. (2014), fit from 
aromatics, allowed for good fits (we assumed that these reactions were 100% functionalization 
and treated the fragmentation reactions separately). The gas-phase oxidation rate constants 
provided better fits when using a slightly different formulation than the parameterization from 
Jathar et al. (2014), indicating that further studies are required for fitting parameterizations for air 
containing a mixture of ambient species. Finally, we found that heterogeneous reactions of the OA 
with OH resulting in fragmentation and aerosol mass loss did not appear to significantly impact 
the distributions modelled in this study. As all of our equivalent exposure times tested were less 
than one day, these results are consistent with previous OFR studies on heterogeneous aging that 
found that heterogeneous losses of OA from OH were not important for these exposure timescales 
(Hu et al., 2016). Like Palm et al. (2016; 2018), our results indicate the importance of S/IVOCs 
towards aerosol growth in the OFR at both the BEACHON and GoAmazon campaigns. We find 
that S/IVOCs contribute on average 85% and 39% (BEACHON) and 100% and 66% (GoAmazon) 
towards the change in total number and volume, respectively, for the exposures modelled in this 
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study. There remains uncertainty in the sources of these S/IVOCs: they could be directly emitted 
or formed as oxidation products from both biogenic and anthropogenic sources for BEACHON 
(Palm et al., 2016) and from biogenic, anthropogenic, and biomass burning sources for GoAmazon 
(Palm et al., 2018). Further studies are required to better understand, speciate, and quantify 
S/IVOC sources.  
This study has shown the potential for using OFRs to study factors that control NPF and 
size-distribution evolution using ambient-air mixtures. The fact that coagulation plays a small role 
in the measured number concentration indicates that this type of reactor is useful to evaluate model 
parameterizations of the number of nucleated particles and their growth, as a function of ambient 
and OFR conditions. Using an OFR greatly expands the parameter space over which comparisons 
can be made as well as the number of cases that can be studied, compared to using only ambient 
data where parameter variations are more narrow, and where NPF is not observed under many 
conditions. Future studies could use OFRs in nucleation studies to both better-understand the 
dependencies of nucleation on input species (e.g., H2SO4, gas-phase bases, and specific VOCs) by 
injecting controlled amounts of each species or precursors on top of ambient air at variable oxidant 
concentrations, as well as determine dominant nucleation mechanisms for different ambient 
environments. In order to assist in ambient nucleation studies, more-precise measurements of 
ambient SO2 should be made during ambient campaigns in order to more accurately test current 
nucleation theories (all of which depend upon the concentration of H2SO4) against different 
ambient environments. Measurements of H2SO4 and ELVOCs, as well as bases such as ammonia 
and amine species, inside the reactor would help constrain the nucleation and growth mechanisms 
significantly. Additionally, studies focused on size-distribution evolution processes could include 
size-dependent particle-phase composition and property measurements in order to assess 
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parameters such as particle phase state and presence of acid-base or accretion products as a 
function of equivalent aging in order to better constrain the model assumptions against 
observations. Focusing on lower OH exposures (<<1 day, to limit fragmentation reactions prior to 
condensation/nucleation) as well as varying OFR residence times may allow extracting more 
information on new-particle formation and growth from these experiments. Another vein of 
research could use the best-fit parameters found in this study and similar studies to initialize 
ambient models in order to predict under what conditions (emissions, initial particle 
concentrations, OH concentrations, and so forth) one would anticipate NPF and growth. Such 
predictions, if well-validated by corresponding ambient measurements, could help construct 
simple parameterizations for use in regional and global models to better-simulate NPF and growth 
events in order to improve predictions of size-resolved aerosol concentrations and their 
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CHAPTER 3  
 
THE POTENTIAL ROLE OF METHANESULFONIC ACID (MSA) IN AEROSOL 
FORMATION AND GROWTH AND THE ASSOCIATED RADIATIVE FORCINGS2 
 
Overview 
Atmospheric marine aerosol particles impact Earth’s albedo and climate. These particles 
can be primary or secondary and come from a variety of sources, including sea salt, dissolved 
organic matter, volatile organic compounds, and sulfur-containing compounds. Dimethylsulfide 
(DMS) marine emissions contribute greatly to the global biogenic sulfur budget, and its oxidation 
products can contribute to aerosol mass, specifically as sulfuric acid and methanesulfonic acid 
(MSA). Further, sulfuric acid is a known nucleating compound, and MSA may be able to 
participate in nucleation when bases are available. As DMS emissions, and thus MSA and sulfuric 
acid from DMS oxidation, may have changed since pre-industrial times and may change in a 
warming climate, it is important to characterize and constrain the climate impacts of both species. 
Currently, global models that simulate aerosol size distributions include contributions of sulfate 
and sulfuric acid from DMS oxidation, but to our knowledge, global models typically neglect the 
impact of MSA on size distributions. 
In this study, we use the GEOS-Chem-TOMAS (GC-TOMAS) global aerosol 
microphysics model to determine the impact on aerosol size distributions and subsequent aerosol 
radiative effects from including MSA in the size-resolved portion of the model. The effective 
 
2
 This Chapter published as: Hodshire, A. L., Campuzano-Jost, P., Kodros, J. K., Croft, B., Nault, 
B. A., Schroder, J. C., Jimenez, J. L. and Pierce, J. R.: The potential role of methanesulfonic acid 
(MSA) in aerosol formation and growth and the associated radiative forcings, Atmos. Chem. 
Phys., 19(5), 3137–3160, doi:10.5194/acp-19-3137-2019, 2019. 
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equilibrium vapor pressure of MSA is currently uncertain, and we use the Extended Aerosol 
Inorganics Model (E-AIM) to build a parameterization for GC-TOMAS of MSA’s effective 
volatility as a function of temperature, relative humidity, and available gas-phase bases, allowing 
MSA to condense as an ideally nonvolatile or semivolatile species or too volatile to condense. We 
also present two limiting cases for MSA’s volatility, assuming that MSA is always ideally 
nonvolatile (irreversible condensation) or that MSA is always ideally semivolatile (quasi-
equilibrium condensation but still irreversible condensation). We further present simulations in 
which MSA participates in binary and ternary nucleation with the same efficacy as sulfuric acid 
whenever MSA is treated as ideally nonvolatile. When using the volatility parameterization 
described above (both with and without nucleation), including MSA in the model changes the 
global annual averages at 900 hPa of submicron aerosol mass by 1.2%, N3 (number concentration 
of particles greater than 3 nm in diameter) by -3.9% (non-nucleating) or 112.5% (nucleating), N80 
by 0.8% (non-nucleating) or 2.1% (nucleating),  the cloud-albedo aerosol indirect effect (AIE) by 
-8.6 mW m-2 (non-nucleating) or -26 mW m-2 (nucleating), and the direct radiative effect (DRE) 
by -15 mW m-2 (non-nucleating) or -14 mW m-2 (nucleating). The sulfate and sulfuric acid from 
DMS oxidation produces 4-6 times more submicron mass than MSA does, leading to ~10 times a 
stronger cooling effect in the DRE. But the changes in N80 are comparable between the 
contributions from MSA and from DMS-derived sulfate/sulfuric acid, leading to comparable 
changes in the cloud-albedo AIE. 
Model-measurement comparisons with the Heintzenberg et al. (2000) dataset over the 
Southern Ocean indicate that the default model has a missing source or sources of ultrafine 
particles: the cases in which MSA participates in nucleation (thus increasing ultrafine number) 
most closely match the Heintzenberg distributions, but we cannot conclude nucleation from MSA 
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is the correct reason for improvement. Model-measurement comparisons with particle-phase MSA 
observed with a customized Aerodyne high-resolution time-of-flight aerosol mass spectrometer 
(AMS) from the ATom campaign show that cases with the MSA volatility parameterizations (both 
with and without nucleation) tend to fit the measurements the best (as this is the first use of MSA 
measurements from ATom, we provide a detailed description of these measurements and their 
calibration). However, no one model sensitivity case shows the best model-measurement 
agreement for both Heintzenberg and the ATom campaigns. As there are uncertainties in both 
MSA’s behavior (nucleation and condensation) and the DMS emissions inventory, further studies 
on both fronts are needed to better constrain MSA’s past, current and future impacts upon the 
global aerosol size distribution and radiative forcing. 
  
 3.1 Introduction 
Atmospheric marine particles contribute significantly to the global aerosol budget and 
impact the planetary albedo and climate (Quinn et al., 2015; Reddington et al., 2017). The number 
concentration, size, and chemical composition of these marine particles determine their ability to 
affect climate, through either absorbing and scattering incoming solar radiation (the direct radiative 
effect [DRE]; Charlson et al., 1992; Erlick et al., 2001) or indirectly, by modifying cloud properties 
(the cloud-albedo aerosol indirect effect [AIE]; de Leeuw et al., 2011). For the DRE, the magnitude 
and relative division between absorbing and scattering will depend on both the particle size and 
composition (Bond et al., 2006; 2013); peak efficiencies for scattering and absorbing solar 
radiation are typically reached with particles between 100 nm to 1 µm in diameter (Seinfeld and 
Pandis, 2006). The cloud-albedo AIE refers to aerosols’ ability to alter the reflectivity (albedo) of 
clouds by changing properties such as the cloud droplet number concentration (CDNC) (Twomey, 
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1974). Typically, particles act as cloud condensation nuclei (CCN) if they are larger than 40-100 
nm; the ability of a particle to act as a CCN is also dependent upon particle hygroscopicity (Petters 
and Kreidenweis, 2007). The number of particles in these size ranges depend on primary 
emissions, as well as nucleation, condensation, and coagulation (Pierce and Adams, 2009a). To 
improve model estimates of the DRE and cloud-albedo AIE, models must account for nucleation 
and condensational growth of marine particles. 
Biologically productive oceans emit volatile organic compounds (VOCs), primary 
biological particles, primary organic particles, and halocarbons (Quinn et al., 2015). Sources of 
marine particles often indicate organic species present (e.g. Heintzenberg et al., 2001; O’Dowd et 
al., 2007; Frossard et al., 2014, Wang et al., 2017) that could dominate submicron aerosol mass 
(O’Dowd et al., 2004; Facchini et al., 2008). Sulfur-containing organic compounds in the form of 
dimethylsulfide (DMS; CH3SCH3) and organosulfates (Bates et al., 1992, Quinn et al., 2015) are 
important precursors and contributors to marine aerosol. DMS accounts for approximately one-
fifth of the global sulfur budget (Fiddes et al., 2017), with DMS flux estimates ranging from 9 to 
35 Tg yr-1 of sulfur (Belviso et al., 2004; Elliott, 2009; Woodhouse et al., 2010; Tesdal et al., 
2016), although global DMS fluxes remain uncertain (Tesdal et al., 2016; Royer et al., 2015). DMS 
and its oxidation products have been the focus of many studies determining the gas-phase 
chemistry (e.g. Barnes et al. 2006 and references therein), gas-phase kinetics (e.g. Wilson and 
Hirst, 1996 and references therein), and possible impact to the aerosol size distribution and 
radiative budget (e.g. Korhonen et al., 2008; Woodhouse et al., 2013). Much of this research has 
stemmed from efforts to test the hypothesis that DMS emissions may regulate climate through a 
temperature-emissions feedback (the CLAW hypothesis, Charlson et al. (1987)). 
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The main products of DMS from oxidation by the hydroxyl radical are sulfur dioxide (SO2) 
and methanesulfonic acid (CH3S(O)2OH, MSA) (Andreae et al., 1985). SO2 can further oxidize to 
create sulfuric acid (H2SO4). The relative yields of SO2 and MSA from DMS oxidation are still 
uncertain, with reported branching ratios from oxidation of DMS by OH addition of SO2:MSA 
varying across 75:25, 65:4, 27:6, and 38:11 (Yin et al., 1990; Chin et al., 1996; Sørensen et al., 
1996; Arsene et al., 2001). The effective equilibrium vapor pressure of sulfuric acid in the presence 
of water in the troposphere is negligible compared to sulfuric acid concentrations under all 
atmospherically relevant conditions (Marti et al., 1997), allowing sulfuric acid to readily condense 
onto particles of all sizes and participate in particle nucleation (e.g. Kulmala et al., 2000). Gas-
phase concentrations of MSA have been observed to be 10-100% of sulfuric acid concentrations 
in coastal marine boundary layers (Eisele and Tanner, 1993; Berresheim et al., 2002; Mauldin et 
al., 2003), and MSA can contribute to the growth of pre-existing marine particles, at times 
contributing over half as much bulk aerosol mass as non-sea salt sulfate to the total aerosol burden 
(e.g. Preunkert et al., 2008; Legrand et al., 2017). To our knowledge, the effective equilibrium 
vapor pressure of MSA, which should depend on temperature, relative humidity, and availability 
of bases, has not previously been well-quantified for the range of potential atmospheric conditions. 
Also to our knowledge, MSA has not yet been observed in the field to directly contribute to aerosol 
nucleation, although Dall’Osto et al. (2018) observed new particle formation events over 
Greenland that suggest that MSA could be involved in a portion of the events. Bork et al. (2014) 
determined through the Atmospheric Cluster Dynamics Code kinetic model (McGrath et al., 2012; 
Olenius et al., 2013) that the presence of MSA could increase the molecular cluster formation rates 
by as much as one order of magnitude for a MSA-H2SO4-DMA (DMA = dimethylamine) system 
under atmospherically relevant MSA concentrations. This enhancement is predicted to be  
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typically less than 300% at 258 K and less than 15% at 298 K for the case of [DMA] = 109 
molecules cm-3 (Bork et al., 2014). Chen et al. (2015) observed an MSA-H2O-TMA (TMA = 
trimethylamine) system to nucleate in the laboratory, but at an efficiency lower than that of the 
H2SO4-H2O system. Chen and Finlayson-Pitts (2017) further observed nucleation of MSA/H2O 
systems with TMA, DMA, MA (MA = methylamine) and ammonia. To our knowledge, global 
models that simulate aerosol number concentrations (e.g. D’Andrea et al. 2013; Kodros et al., 
2018; Ma and Yu, 2015; Regayre et al., 2018; Xausa et al., 2018) only track the effect of sulfuric 
acid and aqueous sulfate from DMS/SO2 oxidation on the aerosol size distribution and not MSA. 
Thus, the potential contribution towards nucleation and/or size-resolved particle growth by MSA 
and the resulting radiative impacts has not yet been quantified. 
The effective volatility (equilibrium vapor pressure above the particle-phase mixture) of 
MSA will modulate its impact on the aerosol size distribution. Condensational growth of vapors 
to the particle phase is controlled by both the volatility of the condensing species and the 
concentration of the species in the gas phase. Riipinen et al. (2011) presented two limiting cases 
of growth for gas-phase condensable material: 
(1) Compounds with low enough saturation vapor concentrations (C*; Donahue et al., 
2006) may be considered essentially nonvolatile to condense irreversibly through kinetic, gas-
phase-diffusion-limited condensation (Riipinen et al. 2011; Zhang et al., 2012). This type of 
growth is referred to as “kinetic condensation” by Riipinen et al. (2011) and can be thought of as 
effectively nonvolatile condensation. The effective volatility required to achieve effectively 
nonvolatile condensation typically must be less than C*<≈10-3 𝜇g m-3 (e.g. low and extremely low 
volatility organic compounds; LVOCs and ELVOCs) (Pierce et al., 2011; Donahue et al., 2011). 
The contribution to growth from effectively nonvolatile condensation is proportional to the Fuchs-
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corrected particle surface area (Pandis et al., 1991). We will refer to this type of condensation as 
“ELVOC-like” condensation in this work. 
(2) In contrast, semi-volatile species (e.g. semi-volatile organic compounds; SVOCs) with 
average C* between 100-102 𝜇g m-3 (Murphy et al., 2014) quickly reach equilibrium between gas 
and particle phases for all particle sizes. As a result, the contribution to growth is proportional to 
the aerosol mass distribution (Pierce et al., 2011; Riipinen et al., 2011; Donahue et al., 2011; Zhang 
et al., 2012), limiting the growth of ultrafine particles. This type of growth is referred to as 
“thermodynamic condensation” by Riipinen et al. (2011) and “quasi-equilibrium” growth by 
Zhang et al. (2012); we will refer to this type of condensation as “SVOC-like” condensation in this 
work. 
Important characteristics for growth in these regimes is that under ELVOC-like 
condensation, particles in the kinetic regime (Dp < ~50 nm) all grow in diameter at the same rate 
(e.g. nm h-1) regardless of diameter, whereas in the continuum regime (Dp > ~1 μm), particle 
growth rates are proportional to 1/Dp. Conversely, SVOC-like condensation growth rates scale 
with Dp for all particle sizes, favoring the largest particles. Thus, if MSA participates in ELVOC-
like condensation, ultrafine particles are able to grow more quickly to climatically relevant sizes 
(e.g. CCN) as compared to SVOC-like condensation. In reality, MSA’s contribution towards 
growth likely lies between these two limiting cases: as MSA is an acid, its volatility will depend 
on not only temperature but also relative humidity and gas-phase bases (e.g. Barsanti et al., 2009; 
Yli-Juuti et al., 2013; Hodshire et al., 2016).   
In this study, we use the GEOS-Chem-TOMAS global chemical transport model to 
estimate the contribution of MSA to the aerosol size distribution and resulting radiative effects. 
We examine (1) MSA condensation assumptions, testing the limiting cases of growth (ELVOC-
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like vs SVOC-like) as well as a parameterization of volatility dependent on temperature, water 
vapor, and gas-phase bases built from a phase-equilibrium model and (2) how the contribution of 
MSA changes depending on whether or not it is allowed participate in nucleation. We further use 
global measurements of aerosol size distributions as compiled by Heintzenberg et al. (2000)  and 
MSA mass as observed on the ATom mission to compare the various model assumptions. Our 
goals are to determine the sensitivity of the aerosol size distribution and radiative impacts implied 
by the various assumptions, and to see if the assumptions can be constrained by observations. This 
study is a first look at how MSA might impact the global aerosol size distribution and associated 
climate effects by considering the sensitivity of its assumed volatility and ability to impact 
nucleation. Along with our model analyses of MSA, we provide a detailed overview of the 
calibration applied to an Aerodyne high-resolution time-of-flight aerosol mass spectrometer 




3.2.1 Model description 
In this work, we use the GEOS-Chem chemical transport model version 10.01  (http://geos-
chem.org) coupled to the online TwO-Moment Aerosol Sectional (TOMAS) microphysical 
module (Adams and Seinfeld, 2002; GEOS-Chem-TOMAS as described in Kodros et al., 2016; 
2017) to test the sensitivity of the aerosol size distribution to the addition of a marine secondary 
organic aerosol (SOA) species, represented in this work by methanesulfonic acid (MSA), of 
varying effective volatility and nucleation capability. The version of GEOS-Chem-TOMAS (GC-
TOMAS) used here has 47 vertical levels, a horizontal resolution of 4°x5° (~400 km at mid 
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latitudes), and GEOS-FP reanalysis (http://gmao.gsfc.nasa.gov) for meteorological inputs. GC-
TOMAS uses 15 size sections spanning dry diameters from approximately 3 nm - 10 μm and 
explicitly tracks total particle number as well as sulfate, sea salt, dust, hydrophilic OA, 
hydrophobic OA, internally mixed BC, externally mixed BC, and water mass (Lee and Adams, 
2012). Biomass burning emissions are simulated using the Fire INventory from NCAR version 1.0 
(FINNv1) (Wiedinmyer et al., 2011).  Dust emissions follow the parameterization of the DEAD 
scheme (Zender et al., 2003); sea-salt aerosol emissions follow the parameterization of Jaegle et 
al. (2011). Anthropogenic emissions except for ammonia, black carbon, and organic aerosol are 
from the Emissions Database for Global Atmospheric Research (EDGAR; Janssens-Maenhout et 
al., 2010). In Europe, Canada, the U.S., and Asia, anthropogenic emissions are overwritten by the 
European Monitoring and Evaluation Programme (Centre on Emissions Inventories and 
Projections, 2013), the Criteria Air Contaminant Inventory (http://www.ec.gc.ca/air/default.asp? 
lang=En&n=7C43740B-1), the National Emission Inventory from the U.S. EPA 
(http://www.epa.gov/ttnchie1/net/2011inventory.html), and the MIX (Li et al., 2017) inventories, 
respectively. Black and organic carbon emissions from fossil-fuel and biofuel combustion 
processes are from Bond et al. (2007). Grid-box gas-phase concentrations of NH3 are used in 
determining the volatility regime of MSA in the MSA parameterization ( Sect. 3. 2.2): global 
anthropogenic, biofuel, and natural ammonia sources are from the Global Emissions InitiAtive 
(GEIA) (Bouwman et al., 1997).  Anthropogenic ammonia emissions are overwritten over Europe, 
Canada, the U.S., and Asia using the same regional inventories discussed above for these regions. 
Ammonia emission from biomass burning are from FINNv1 (above). All simulations are run for 
2014, with one month of model spinup that is not included in the analysis. All results are presented 
as annual or monthly averages. 
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We use the default (at the time of this model version) GEOS-Chem DMS emissions 
inventory (Kettle et al., 1999; Kettle and Andreae 2000) for this study.  We acknowledge that the 
updated DMS inventory of Lana et al. (2011) includes more up-to-date measurements than the 
default DMS inventory for GEOS-Chem v10.01. Their work found that the default climatology 
overpredicted DMS emissions in some latitudes/seasons but underpredicted DMS emissions in 
other latitudes/seasons. We found, however, that using the Lana emission inventory led to minor 
differences in MSA impacts spatially but overall, similar magnitudes of changes were observed. 
Appendix B Sect. B2 provides more analysis of the two different emissions inventories.   
In the standard GEOS-Chem DMS mechanism, DMS reacts with OH through the OH 
addition pathway to form molar yields of 0.75 SO2 and 0.25 MSA (Chatfield and Crutzen, 1990; 
Chin et al., 1996). As discussed in the introduction, laboratory studies have reported variable yields 
of SO2 and MSA from DMS oxidation by OH addition. We do not test the sensitivity of our 
simulations to other pathways, and this is a source of uncertainty. DMS also reacts with the nitrate 
radical (NO3) to form a molar yield of 1 SO2. SO2 can then (1) react further in the model with OH 
to form gas-phase sulfuric acid, (2) undergo aqueous oxidation with H2O2 or O3 to form condensed 
sulfate, or (3) be lost through dry and wet deposition processes (Pierce et al., 2013). Pierce et al. 
(2013) found that in GC-TOMAS (v8.02.02), 26% of global SO2 formed sulfate through aqueous 
chemistry and 13% formed sulfuric acid through gas-phase reaction with OH (the rest was lost 
through dry and wet deposition). The sulfate formed through aqueous chemistry is added to CCN-
sized particles when activated in clouds, whereas the sulfuric acid formed from OH reactions 
participates in nucleation and irreversible condensation to particles of all sizes. Prior to this work, 
the DMS/SO2-oxidized sulfuric acid and sulfate was included in the size-resolved portion of the 
GC-TOMAS model but MSA was not. In this study, we include MSA in the size-resolved 
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microphysics of the model. The contribution of MSA from DMS towards the sulfate budget and 
the size distribution as a function of particle size will then depend on both MSA’s volatility and 
ability to participate in nucleation, as discussed below. A discussion of alternative oxidation 
pathways of DMS and the potential importance of aqueous-phase DMS chemistry (currently not 
included in GEOS-Chem) is provided in Sect 2.6. 
         Nucleation is simulated via a ternary nucleation scheme involving water, sulfuric acid, and 
ammonia (Napari et al., 2002), scaled with a global tuning factor of 10-5 (Jung et al., 2010; 
Westervelt et al., 2013). In ammonia-limited regions (less than 1 pptv), a binary nucleation scheme 
involving water and sulfuric acid (Vehkamaki et al., 2002) is instead used. When MSA is assumed 
to participate in nucleation, it is treated as an extra source of sulfuric acid for the ternary and binary 
nucleation schemes within the model. Growth and loss of nucleated particles between 1 and 3 nm 
is simulated using the parameterization of Kerminen et al. (2004) (Lee et al. 2013) with growth in 
this size range controlled by the pseudo-steady-state sulfuric acid (Pierce and Adams, 2009b) and 
MSA when it participates in nucleation. 
SOA in GC-TOMAS is traditionally formed from terrestrial biogenic sources, with the 
biogenic source represented by 10% of the monoterpene emissions, totalling to 19 Tg(SOA) yr-1; 
we further include 100 Tg(SOA) yr-1 spatially correlated with CO to represent anthropogenic SOA 
and anthropogenically-controlled biogenic SOA (Spracklen et al., 2011; D’Andrea et al., 2013). 
The default GC-TOMAS setting is for SOA to form through effective nonvolatile condensation 
(ELVOC-like condensation) onto pre-existing particles at the time of emission of the parent 
compound. However, it is possible to instead have SOA form in GC-TOMAS through quasi-
equilibrium condensation (SVOC-like condensation, but still irreversible, e.g. not allowing for re-
evaporation, in the model) by distributing the SOA across aerosol sizes proportional to the aerosol 
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mass distribution. In this work, we assuming ELVOC-like SOA condensation as it performed best 
relative to size-distribution measurements in D’Andrea et al. (2013). 
  
3.2.2 MSA volatility assumptions, calculations, and parameterization   
 
Figure 3.1 E-AIM prediction of MSA equilibrium vapor pressure above the particle mixture (Ceq) 
under conditions with (a) no free ammonia and (b) high free ammonia (3 times as many moles of 
ammonia as MSA). (a) The dashed line at 90% RH indicates the cut-off for representing MSA as 
a VOC-like (left of the line) or an SVOC-like (right of the line) species. (b) The dashed line is 
described by Eq. 1 in the text. Above the dashed line, MSA is treated as an SVOC-like species; 
below the dashed line, MSA is treated as an ELVOC-like species. 
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As the effective volatility of MSA is uncertain, we use the Extended Aerosol Inorganics 
Model (E-AIM; http://www.aim.env.uea.ac.uk/aim/aim.php, Clegg et al., 1992; Clegg and 
Seinfeld, 2006a, b; Wexler and Clegg, 2002) to build a parameterization for GC-TOMAS of 
MSA’s potential volatility as a function of temperature, relative humidity, and available gas-phase 
bases. E-AIM calculates the MSA equilibrium vapor pressure above the particle mixture (Ceq in 
units of µg m-3), and thus we get an MSA volatility parameterization in terms of Ceq (Fig. 3.1).  
We also consider two ideal assumptions of MSA volatility: (1) MSA condenses as an ELVOC-
like species, condensing irreversibly to aerosol of all sizes, with net condensation of MSA 
proportional to the Fuchs-corrected aerosol surface area. Conversely, (2) MSA condenses as an 
SVOC-like species, where the net condensation of MSA is proportional to the aerosol mass 
distribution. 
Table 3.1 Fit coefficients for the MSA volatility parameterization equation.  
 
As MSA is a strong acid (pKa=-1.96; Haynes, 2017), we must consider the amount of 
atmospheric gas-phase base present; ammonia is used in E-AIM as the representative base. 
Although Chen and Finlayson-Pitts (2017) found in laboratory experiments that MSA had different 
rates of new particle formation with amines than ammonia, GC-TOMAS currently does not include 
any amine species and thus we do not attempt to account for these variations. Figure B1 and B2 
provides global annual and seasonally averaged NH3 concentrations from GEOS-Chem-TOMAS. 
The effective volatility of MSA also depends on the ambient temperature (Donahue et al. 2006) 
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and relative humidity (RH) (Chen et al., 2018). We run E-AIM for between 10-100% RH and 
between 240-310 K. Figure 3.1 shows the resulting volatility as a function of RH and temperature 
for conditions with no free ammonia and excess ammonia (3 times as many moles of free ammonia 
than moles of MSA). At low-base conditions (Fig. 3.1a), MSA acts essentially as a VOC (will all 
stay in vapor phase) below 90% RH and condenses as an ideally SVOC-like species above 90% 
RH for the entire input temperature range. Conversely, for excess-base conditions, we see that 
MSA transitions between volatilities as a function of both temperature and RH. We parameterize 
a transition between ELVOC-like behavior and SVOC-like behavior for excess-base conditions 
along the Ceq = 10-2 μg m-3 line using the dashed line in Fig. 3.1b, given by: 
  Ttrans (RH)= a - b·RH + c·RH2 - d·RH3 + e·RH4           (3.1) 
where RH is the relative humidity, T is the temperature, Ttrans is the transition temperature, and a, 
b, c, d, and e are fit coefficients, whose values are listed in Table 3.1. If T > Ttrans , then MSA is 
treated as an ideally SVOC-like species that undergoes quasi-equilibrium condensation in GC-
TOMAS. If T < Ttrans , then MSA is low to extremely low in volatility and will be treated as an 
ideally ELVOC-like species that undergoes gas-phase-diffusion-limited condensation in GC-
TOMAS. We do not include a volatile region under excess-base conditions: the high-temperature, 
low-RH regions that this would be applicable to are globally limited and likely only occur over 
desert regions, where MSA formation is likely negligible.  Although E-AIM predicts that MSA’s 
volatility varies smoothly across the volatility space as a function of temperature and RH, for 
simplicity, we only assume three condensational regimes: SVOC-like condensation, ELVOC-like 
condensation, and VOC-like (no condensation). 
When using this parameterization in GC-TOMAS, we use a gas-phase ammonia mixing 
ratio of 10 pptv as a cutoff between the no-ammonia and excess-ammonia cases as this roughly 
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marks the transition from acidic to neutral aerosol (Croft et al., 2016, Supplementary Fig. 3.4). The 
gas-phase MSA production rate is explicitly tracked in the model, but not the MSA gas-phase 
concentrations. At the time of production, the model will then determine whether to treat MSA 
condensation as an effectively volatile species (no MSA condensing), an SVOC-like species (with 
all of the MSA produced condensing to the mass distribution), or an ELVOC-like species (with all 
of the MSA produced condensing to the Fuchs surface area and participating in the nucleation 
calculation in some simulations), based on the current T, RH, and available ammonia. For both 
SVOC-like and ELVOC-like condensation, the condensation is irreversible; we do not let MSA 
partition back to the gas phase once it is condensed as gas-phase MSA is not tracked in the model. 
Even this simple parameterization is a significant increase in the physical representation of MSA 
volatility over assuming a fixed volatility.   
  
3.2.3 Descriptions of simulations 
The different GEOS-Chem-TOMAS (GC-TOMAS) simulations in this study are 
summarized in Table 3.2. The default (DEFAULT_NoMSA) simulation represents a default 
GEOS-Chem-TOMAS simulation with only sulfate and sulfuric acid from DMS/SO2 oxidation 
included in TOMAS; DEFAULT_NoMSA will be the comparison simulation for all other cases. 
PARAM_NoNuc uses the volatility parameterization from E-AIM (Sect 2.2), treating MSA as a 
non-nucleating ELVOC, an SVOC, or a VOC, depending upon the temperature, RH, and amount 
of ammonia in the gas-phase. ELVOC_NoNuc treats MSA condensation as ELVOC-like 
condensation. SVOC_NoNuc treats MSA condensation as SVOC-like condensation (but 
irreversible,  Sect. 3.2.2). PARAM_Nuc and ELVOC_Nuc are identical to PARAM_NoNuc and 
ELVOC_NoNuc except that MSA is allowed to participate in nucleation with the properties of 
 114  
 
sulfuric acid, providing an upper bound on the role of MSA in nucleation. For PARAM_Nuc, MSA 
only participates in nucleation when MSA is in the ELVOC-like regime; for ELVOC_Nuc, MSA 
is always able to participate in nucleation. Finally, to determine the contribution of sulfate and 
sulfuric acid from DMS/SO2 oxidation alone to the default size distribution, we run a case with 
DMS emissions turned off (NoDMS_NoMSA). 
In Appendix B we test the sensitivity of the model to the DMS concentration with two 
additional DMS inventories: the first is the DMS emissions inventory of Lana et al. (2011) and the 
second is the default DMS emissions inventory increased globally by a factor of two. As the sulfate 
and sulfuric acid from DMS/SO2 oxidation is included in the default case simulation, we run new 
default simulations with the new DMS inventories (DEFAULT_NoMSA_Lana and 
DEFAULT_NoMSA_2xDMS). We use the PARAM_NoNuc case settings to determine the 
change in MSA’s impact to the size distribution under the new DMS emissions inventories 
(PARAM_NoNuc_Lana and PARAM_NoNuc_2xDMS). However, the results for the contribution 
of MSA to the size distribution do not qualitatively change between the default DMS emissions 
inventory and the Lana DMS emission inventory. The contribution of MSA towards the submicron 
aerosol mass and thus the aerosol DRE in the 2xDMS case is roughly double that of the base DMS 
case (DEFAULT_NoMSA) but N3 and N80 do not significantly change for our tested metrics. 
Hence, we will not include these model results in the main portion of the paper. See Appendix B, 
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Table 3.2 Description of simulations. 
 
  
3.2.4 Analysis of simulated radiative effects 
We calculate aerosol DRE and cloud-albedo AIE following Kodros et al., (2016). The all-
sky DRE is calculated offline using the monthly mean aerosol mass and number distributions from 
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the GC-TOMAS output. The refractive indices are from GADS (Global Aerosol Dataset; Koepke 
et al., 1997). Aerosol optical depth (AOD), single-scattering albedo, and the asymmetry parameter 
are calculated from Mie code (Bohren and Huffman, 1983). Optical properties and the monthly 
mean albedo and cloud fractions from GEOS5 are used as inputs to the offline version of the Rapid 
Radiative Transfer Model for Global Climate Models (RRTMG: Iacono et al., 2008) that has been 
implemented for the standard (non-TOMAS) version of GEOS-Chem (Heald et al., 2014). We 
assume an internal mixture, spherical particles, non-absorptive OA (brown carbon is not 
considered in this work) and a core-shell morphology. We note that the mixing state may vary both 
regionally and temporally, and that using only one mixing state globally for the full year is a 
limitation of our analysis of the DRE. 
         The cloud-albedo AIE is calculated as follows: first, the CDNC is found using the 
activation parameterization of Abdul-Razzak and Ghan (2002) for the monthly mean aerosol mass 
and number distribution from the GC-TOMAS output. A constant updraft velocity of 0.5 m s-1 is 
assumed. We again assume the aerosol species are internally mixed within each TOMAS size bin 
to determine 𝜅, the hygroscopicity parameter, as a volume-weighted average of the individual 
aerosol species (Petters and Kreidenweis, 2007). For the cloud-albedo AIE, we use an effective 
cloud drop radii of 10 µm as a control and then perturb this value with the ratio of the CDNC of 
each sensitivity case to the default case to the one-third power, following the methods of Rap et 




)	5/7 ⋅ 10𝜇𝑚       (Eq. 3.2)                                                                   
RRTMG is again used to determine the changes in the top-of-the-atmosphere radiative flux from 
the changes in effective cloud drop radii, with monthly mean meteorological data needed as inputs 
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again informed by GEOS5. For more details on the methods used for the DRE and cloud-albedo 
AIE calculations, refer to Kodros et al. (2016) and references therein. 
3.2.5 Measurement comparisons 
Heintzenberg et al. (2000) compiled 30 years (between ~1970-1999) of physical marine 
aerosol data from both sampling sites and field campaigns to create annual global size distribution 
parameters, fitting the size distributions to bimodal lognormal distributions for latitudinal bands 
spaced 15° apart.  We compare their fitted size distributions for 30°-45°S,  45°-60°S and 60°-75°S 
to the annual zonal-mean size distributions for the DEFAULT_NoMSA case and each sensitivity 
case from the model. (There is no data available from Heintzenberg et al. (2000) for 75°S-90°S.) 
We note that changes in the aerosol size distributions between the measurement years and our 
simulated year (2014) are possible, even for these remote latitudes, and may result in apparent 
simulation errors and/or apparent model to measurement agreement biases. 
         The first and second Atmospheric Tomography Missions (ATom-1 and ATom-2) 
(https://espo.nasa.gov/missions/atom/content/ATom) took place from July 28 to August 22 of 
2016 and January 26-February 22 of 2017, respectively. Carrying a comprehensive gas and particle 
chemistry payload, the NASA DC-8 aircraft systematically sampled the remote atmosphere, 
profiling continuously between 0.2 and 12 km. The data for both missions is publicly available 
(Wofsy et al, 2018). As a part of the instrumentation on board, a highly customized Aerodyne 
high-resolution time-of-flight aerosol mass spectrometer (AMS in the following; DeCarlo et al, 
2006; Canagaratna et al, 2007) continuously measured the composition of submicron (PM1), non-
refractory aerosol at 1 Hz time resolution. The principle of operation and instrument/aircraft-
operation specifics have been described in detail elsewhere (Dunlea et al., 2009; Kimmel et al., 
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2011; Schroder et al., 2018; Nault et al., 2018) and only the aspects specific to MSA quantification 
are discussed here. 
The instrument flew in the same configuration for all four ATom missions. MSA data from 
the third and fourth ATom missions, ATom-3 and ATom-4, were not used in this study, but the 
calibration details discussed in Sect. B5 apply to these missions, as well. Overall sensitivity (as 
determined daily from the ionization efficiency of nitrate, IENO3), relative ionization efficiencies 
and particle transmission (all determined periodically in the field) were stable over all four 
deployments.  Particle phase MSA concentrations for all ATom flights are reported based on the 
intensity of the highly specific marker ion CH3SO2+ (Phinney et al, 2006, Zorn et al, 2008).  The 
quantification of MSA PM1 concentrations from the signal intensity of  the CH3SO2+ fragment is 
described in detail in the SI, Sect. B5. Positive Matrix Factorization (Paatero 1994; Ulbrich et al., 
2009) of the ATom-1 organic aerosol (OA) and sulfate data confirmed the specificity of the marker 
ion for MSA and the consistency of the field mass spectra with those acquired in the MSA 
calibrations. Importantly, it also confirmed that the AMS response to MSA is independent of the 
aerosol acidity, which varied significantly over the range of conditions found in ATom. Further 
details are provided in Sect S5. 
For the data presented here, the AMS raw data was processed at 1 minute resolution. Under 
those conditions, the detection limit of MSA was in the range 1.5-3 ng sm-3 (0.3-0.6 pptv), and 
will decrease with the square root of the number of averaged 1-minute data points. The uncertainty 
in the MSA quantification as detailed in the SI, Sect. B5, is comparable to that of sulfate, hence 
the overall uncertainty in the quantification is estimated to be +/-35% (2 standard deviations; 
Bahreini et al., 2009). 
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         We compare our sensitivity simulations to the ATom-1 and ATom-2 data as follows: we 
subtract the DEFAULT_NoMSA sulfate mass (that accounts for sulfate and sulfuric acid from 
DMS/SO2 oxidation but not MSA) for the months of August (ATom-1) and February (ATom-2) 
from the sulfate mass for the months of August and February for each sensitivity case that includes 
MSA for each grid box. The resultant differences in sulfate mass represents the model-predicted 
contributions of MSA to the total sulfur budget for each case. This is an imperfect approach, as 
the additional aerosol mass from the contribution of MSA will change the size distribution, 
therefore changing rates of wet and dry deposition, and is a limitation of this study. We then 
compare the measured and predicted MSA mass by first averaging every ATom data point that 
falls within a given GC-TOMAS grid box. We then compare each averaged data point to that 
model grid box. The ATom data used in our analysis lies within 150-180° W (the Pacific ocean 
basin) and 10-40° W (the Atlantic ocean basin), and thus we use zonal averages of these longitude 
bands for both the ATom data and the GC-TOMAS output. We note that comparing monthly mean 
simulated values from 2014 to airborne measurements from a single point in time in 2016 and 
2017 contributes to the apparent simulation errors. We also note that we use the full size range (3 
nm -10 µm) of sulfate from the model output whereas the ATom data is submicron. However, the 
model-predicted percent difference in MSA mass between the full range and the submicron mass 
is well under 1% (not shown). 
To evaluate model performance, we calculate the log-mean bias (LMB), the slope of the 
log-log regression (m), and the coefficient of determination (R2) between each cosampled GC-
TOMAS grid box and averaged measurement point that falls within that GC-TOMAS grid box. 




	    (Eq. 3.3)  
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where Si and Oi are the simulated and observed MSA masses, respectively, for each data point i, 
and N is the number of data points. An LMB of 1 means that on average, the model overestimates 
the measurements by a factor of 101 (10); an LMB of -1 means that on average, the model 
underestimates the measurements by a factor of 10-1 (0.1); a LMB of 0 indicates no bias between 
the model and measurements (100 = 1.00). LMB, m, and R2 are summarized in Fig. 3.8 (discussed 
in  Sect. 3. 3.4).  Since MSA is observed only in the particle-phase in the ATom measurements, 
we do not include the NoDMS_NoMSA (no DMS emissions in the model) sensitivity case in our 
analysis of the ATom data. We present the aggregated results of the two campaigns, as well as 
results for each campaign and ocean basin. The ATom-1 mission provided more data points than 
the ATom-2 missions (1258 vs. 1000) and thus the aggregate results are slightly skewed towards 
the ATom-1 results. 
3.2.6 Study caveats 
This study is intended to examine the sensitivity of the aerosol size distribution and 
radiative impacts implied by the various sensitivity treatments of MSA (Table 3.2). However, our 
treatments of DMS and MSA still fall short of what is currently known about organic 
condensational behavior. Assuming idealized semivolatile condensation with no re-evaporation 
due to conditional changes (e.g. change in temperatures, RH) may overestimate the amount of 
MSA able to condense on particles; but it may also underestimate particle-phase MSA if conditions 
for condensation switch from unfavorable to favorable after MSA chemical production. Further, 
relying on E-AIM simulations to construct our volatility parameterization could have hidden biases 
due to an incomplete understanding of the system. We are also neglecting known as well as gas-
phase and aqueous-phase oxidation pathways of DMS that are currently not included in GEOS-
Chem. The standard GEOS-Chem model does not include DMS oxidation through the OH or 
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halogen addition pathways to dimethylsulfoxide (DMSO). DMSO chemistry reduces the yield of 
sulfate formation from DMS/SO2 oxidation (Breider et al., 2014) by increasing the yields of both 
gas-phase and aqueous phase MSA as well as aqueous-phase dimethyl sulfone (DMSO2), another 
stable oxidation product (Hoffmann et al. 2016). To reduce the number of parameters for this 
study, we do not include the DMSO pathway. We acknowledge that neglecting this pathway will 
slightly bias our estimates of the contributions to the aerosol size distribution of sulfate and MSA 
mass high and low, respectively. Further, aqueous-phase production of MSA would condense on 
CCN-sized particles, similar to aqueous phase sulfate (Sect 2.1), shifting the size distribution to 
larger sizes. Heterogeneous oxidation may limit the lifetime of MSA in the particle phase (Mungall 
et al., 2017; Kwong et al., 2018), although the reactive uptake coefficients from these studies are 
somewhat dissimilar, indicating a need for further study of the system. Regardless, neglecting 
heterogeneous chemistry could overestimate the estimate of the contribution of MSA to aerosol 
mass. Finally, if MSA does participate in nucleation, it is unlikely that it will behave exactly like 
sulfuric acid, as it is treated here. All of the limitations described above are important and require 
further testing in detailed chemical models and chemical-transport models in order to determine 
their effects. 
         Another limitation of this study is our reliance upon the current ammonia inventory in 
GEOS-Chem as well as our cutoff value of 10 ppt of ammonia between the no ammonia and excess 
ammonia regimes (Sect. 3. 2.2). Uncertainties in the ammonia inventories over the oceans could 
change our results, as could a different cutoff value. As this study is focused on MSA sensitivities, 
we will leave sensitivities of MSA to ammonia for a future study. It is important to note that other 
bases such as amines could also have an important effect on MSA’s effective volatility (e.g. Chen 
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and Finlayson-Pitts, 2017). However, the standard GEOS-Chem currently does not account for 
gas-phase bases beyond ammonia, and this sensitivity will also be left for a future study. 
         We do not test the sensitivity of our simulations to the binary and ternary nucleation 
schemes used in this study, including potential sensitivity to the global tuning factor of 10-5 that 
was developed for continental regions (Jung et al., 2010; Westervelt et al., 2013). This source of 
uncertainty should be tested in future studies, as well. 
  
3.3 Results and Discussion 
Figure 3.2 shows the global annual mean percent change (at 900 hPa and zonally) for submicron 
mass by adding MSA for the PARAM_NoNuc, ELVOC_NoNuc, SVOC_NoNuc, PARAM_Nuc, 
and ELVOC_Nuc simulations. Figure 3.3 shows the global annual mean percent change in N3 and 
N80 due to addition of MSA at 900 hPa and zonally for all model levels for each of these cases, 
and Fig. 3.4 shows the corresponding global annual cloud-albedo AIE and DRE of MSA. Figure 
3.5 shows the global annual mean percent contribution from DMS/SO2 oxidation (at 900 hPa and 
zonally) alone (not including MSA) to submicron mass, N3, N80, AID, and DRE. Figure 3.6 and 
Table B3 summarises the results of Figs. 3.2, 3.3, 3.4, and 3.5. All of the numerical statistics 
presented in Sects. 3.1-3.4 are for the annual mean, either globally or between 30°-90°S. Each case 
with MSA is analyzed for the change relative to DEFAULT_NoMSA to determine the impact that 
MSA has on the size distribution and resulting radiative effects (positive values indicate that the 
inclusion of MSA increases a given metric). For reference, Figure B6 provides the absolute number 
concentration for N3 and N80 at 900 hPa and zonally for all model levels for the 
DEFAULT_NoMSA simulation. We will refer back to these figures in the following sections. 
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3.3.1 Volatility-dependent impact of MSA if MSA does not participate in 
nucleation 
The top rows of Figs. 3.2 and 3.3 show the global annual mean percent change at 900 hPa 
and zonally from adding MSA using the volatility parameterization without nucleation 
(PARAM_NoNuc - DEFAULT_NoMSA) for submicron aerosol mass (Fig. 3.2) and N3 and N80 
(Fig. 3.3). By adding MSA with these assumptions, we predict at 900 hPa an increase in submicron 
mass of 0.7% globally and 1.3% between 30°S-90°S; a decrease in N3 of -3.9% globally and -
8.5% between 30°S-90°S; and an increase in N80 of 0.8% globally and 1.7% between 30°S-90°S 
(Fig. 3.6 and Table B3). These MSA impacts are limited by ammonia availability. Figures B1 and 
B2 show that many oceanic regions are predicted to have annual and seasonal ammonia mixing 
ratios of less than 10 ppt. Below 10 pptv of ammonia, MSA condensation as SVOC-like or VOC-
like (no condensation) (Fig. 3.1a) and MSA condensation will only be SVOC-like if the RH > 
90%; under these conditions for the majority of the year, MSA will be a VOC-like species over 
Antarctica (low RH conditions) and often an SVOC-like species over the southern-ocean boundary 
layer (high RH conditions). Only in the Southern Hemisphere (SH) winter months does ammonia 
exceed 10 ppt over appreciable regions in the southern oceans (Fig. B2); during this time, MSA 
condensation is ELVOC-like due to cold temperatures (Fig. 3.1b). As shown in D’Andrea et al. 
(2013), ideal-SVOC material largely condenses primarily to accumulation-mode particles, which 
in turn suppresses N3 through increased coagulation and reduced nucleation and has little impact 
on N80.  In the midlatitudes, the annual and seasonal ammonia concentrations often exceed 10 ppt, 
and thus MSA condensation will be either ELVOC-like under low-temperature and/or high-RH 
conditions or SVOC-like under high-temperature and/or low-RH conditions. D’Andrea et al. 
(2013) showed that adding ELVOC material can increase N80 by increasing growth of ultrafine 
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particles but also can suppress N3 through the same coagulation/nucleation feedbacks. This 
combination of ammonia-rich and ammonia-poor regions lead to MSA giving an overall weak 
increase in N80 with a large suppression of N3 in some regions. We note that these results are 
somewhat sensitive to the simulated ammonia concentrations and may be sensitivity to the 
ammonia cutoff of 10 ppt in the MSA-volatility parameterization. As there are already 
uncertainties in many other dimensions, we do not attempt to quantify the sensitivity of MSA 
towards ammonia in this work. 
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Figure 3.2 Global annual mean percent change in submicron aerosol mass due to the addition of 
MSA at 900 hPa (first column) and global zonal annual mean percent change (second column) 
between DEFAULT_NoMSA and PARAM_NoNuc (first row), ELVOC_NoNuc (second row), 
SVOC_Nuc (third row), PARAM_Nuc (fourth row), and ELVOC_Nuc (fifth row)  (warm colors 
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Figure 3.3 Global annual mean percent change in N3 and N80 at 900 hPa (first and third columns) 
and global zonal annual mean percent change (second and fourth columns) between 
DEFAULT_NoMSA and PARAM_NoNuc (first row), ELVOC_NoNuc (second row), 
SVOC_Nuc (third row), PARAM_Nuc (fourth row), and ELVOC_Nuc (fifth row) (warm colors 
indicate an increase in N3/N80 as compared to DEFAULT_NoMSA). First and second column: 
N3 (the number concentration of particles with diameters larger than 3 nm). Third and fourth 
column: N80.  
 
The idealized volatility cases, ELVOC_NoNuc (Figs. 3.2 and 3.3, second row) and 
SVOC_NoNuc (Figs. 3.2 and 3.3, third row) help to highlight and further explain MSA’s 
volatility-dependent contribution towards growth. In both of these cases, 100% of the formed MSA 
goes to the particle phase, unlike with the MSA volatility parameterization, where MSA may not 
condense in the absence of base at lower RHs. Hence, the global annual MSA mass is nearly double 
in these cases compared to when using the parameterization (Table 2; Fig. 3.2). The addition of 
MSA in the ELVOC_NoNuc case allows for an increase in condensable material that condenses 






































































































































































































































































°100 °60 °30 °10 °5 °1 1 5 10 30 60 100
% change
 127  
 
growth rate of all particle sizes. Conversely, MSA in SVOC_NoNuc allows for an increase of 
SVOC-like material that will condense preferentially to larger particles through SVOC-like 
condensation (but still irreversible condensation). In both the ELVOC_NoNuc and SVOC_NoNuc 
cases, N3 concentrations are reduced due to increased coagulational losses and decreased 
nucleation rates because of the added MSA mass (D’Andrea et al., 2013). When MSA 
condensation is treated as ELVOC-like, the smaller particles grow more quickly into the larger 
sizes, so N80 increases by 9.1% globally and by 22.2% between 30°S-90°S at 900 hPa (Fig. 3.6 
and Table B3). When MSA condensation is instead treated as SVOC-like, the largest particles 
uptake MSA preferentially to smaller particles, and the N80 are not greatly impacted by the 
addition of MSA. The slight boost in N80 for SVOC_NoNuc in the tropical upper troposphere 
(UT) is due to the very low accumulation-mode concentration in this region: the SVOC material 
condenses to ultrafine particles in this region. 
The changes in DRE and cloud-albedo AIE resulting from the addition of MSA for these 
three no-MSA-nucleation cases (Fig. 3.4, top three rows) depend roughly on the changes in N80 
(the activation diameter for determining CDNC will depend on local particle hygroscopicity and 
concentrations). The DRE generally scales linearly with aerosol mass (Fig. 3.2, top three rows). 
As MSA is assumed to have the same properties as sulfate, which is is assumed to be purely 
scattering, any increases in MSA mass results in a negative radiative effect.  However, the DRE 
also depends on aerosol size; the scattering efficiency peaks between ~300-900 nm, depending 
upon the aerosol composition and shape (Seinfeld and Pandis, 2016, their Fig. 15.8). The change 
in DRE when MSA is included using the volatility parameterization (PARAM_NoNuc) is less 
negative than that of ELVOC_NoNuc and SVOC_NoNuc at -15 mW m-2 globally (-26 mW m-2 
between 30°S-90°S), because the parameterization yielded a smaller mass increase than the ideal 
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volatility simulations.  ELVOC_NoNuc and SVOC_NoNuc have almost identical changes in 
submicron aerosol mass (Fig. 3.6; Table B3) but the DRE is -25 mW m-2 globally (-44 mW m-2 
between 30°S-90°S) for SVOC_NoNuc and -0.02 W m-2 globally (-34 mW m-2 between 30°S-
90°S) for ELVOC_NoNuc (Fig.3. 6; Table B3). MSA will preferentially condense to larger aerosol 
when its condensation is SVOC-like, and so even though ELVOC_NoNuc shows a larger increase 
in N80, SVOC_NoNuc increases the fraction of particulate mass in the peak scattering efficiency 
regime. 
The cloud-albedo AIE instead scales the with aerosol number concentration of particles 
large enough to act as CCN: PARAM_NoNuc’s cloud-albedo AIE (-8.6 mW m-2 globally, -17 mW 
m-2 between 30°S-90°S) reflects the small increase in N80 (0.8% globally and 1.7% between 30°S-
90°S at 900 hPa) (Fig. 3.6; Table B3). The larger increase in N80 for ELVOC_NoNuc results in 
the larger cooling tendency in the cloud-albedo AIE, at -0.075 W m-2 globally (-150 mW m-2 
between 30°S-90°S), and the slight decrease in N80 for SVOC_NoNuc results in the slight 
warming tendency in cloud-albedo AIE at 7.5 mW m-2 globally (11 mW m-2 between 30°S-90°S) 
(Fig. 3.6; Table B3). 
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Figure 3.4 Global annual mean percent change for the aerosol indirect effect (AIE; first column) 
and the direct radiative effect (DRE; second column) between DEFAULT_NoMSA and 
PARAM_NoNuc (first row), ELVOC_NoNuc (second row), SVOC_Nuc (third row), 
PARAM_Nuc (fourth row), and ELVOC_Nuc (fifth row) (warm colors indicate an increase in the 














































































































































































































































































































































































































°1.00°0.50°0.20°0.10°0.05°0.01 0.01 0.05 0.10 0.20 0.50 1.00
W m
°2
 130  
 
 
These annual results show in Fig. 3.6 and Table B3 that if MSA does not take part in 
nucleation, the submicron aerosol mass will increase, causing a cooling tendency in the DRE, and 
N3 will decrease regardless of the volatility assumed. However, the changes in N80 are sensitive 
to the volatility assumption and will only increase if MSA condensation is ELVOC-like at least 
over some spatial and temporal scales, thereby causing a further cooling tendency in the cloud-
albedo AIE. 
  
3.3.2 Volatility-dependent impact of MSA if MSA does participate in nucleation 
To test the potential influence on aerosol size distributions if MSA contributes to 
nucleation, we  allow MSA to participate in binary and ternary nucleation with the same efficacy 
as sulfuric acid. This provides an upper bound in the potential contribution of MSA towards 
nucleation (at least for the nucleation schemes tested here). Figures 3.2, 3.3, and 3.4 (fourth rows) 
show the global annual mean percent changes between DEFAULT_NoMSA and PARAM_Nuc. 
MSA will have the same effective volatility as discussed for PARAM_NoNuc ( Sect. 3. 3.1) but 
will now participate in nucleation under ELVOC-like regimes.  For PARAM_Nuc, we can clearly 
see that  when the ammonia concentrations reach above 10 ppt in the SH winter months over the 
Southern Ocean (Fig. B4), MSA acts as an ELVOC-like species and contributes strongly to 
nucleation in these sulfuric-acid poor regions. The addition of MSA in ELVOC_Nuc has the 
largest impact on N3, N80, and the cloud-albedo AIE of any of our cases with an increase in N3 
of 153.4% globally (397.7% between 30°S-90°S), an increase in N80 of  23.8% globally (56.3% 
between 30°S-90°S), and a decrease for the cloud-albedo AIE of -0.18 W m-2 globally (-0.39 W 
m-2 between 30°S-90°S). MSA in PARAM_Nuc also has a large increase in N3 (112.5% globally 
and 309.9% between 30°-90° Sat 900 hPa) but only increase N80 by 2.1% globally (4.4% between 
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30°-90° S), again indicating that MSA often undergoes SVOC-like or ELVOC-like condensation 
within the volatility parameterization. 
The increase in N80 from MSA in PARAM_Nuc is about double that of the increase from 
MSA in PARAM_NoNuc, and the change in cloud-albedo AIE is similarly slightly double for 
PARAM_Nuc. The global annual changes in submicron mass and the DRE is quite similar between 
the two PARAM cases. However, N80 increases more over the northern hemisphere (NH) high 
latitude ocean regions for PARAM_Nuc than for PARAM_NoNuc, and as a result, the northern 
oceans experience a stronger regional negative cloud-albedo AIE when MSA is allowed to 
participate in nucleation. As noted in  Sect. 3. 3.1, there are uncertainties from the ammonia 
concentrations and cutoff point of 10 ppt for PARAM_Nuc, but we will not attempt to quantify 
them here. 
These results indicate that if MSA does participate in nucleation, the largest climate-
relevant change is anticipated to be an increased cooling tendency for the cloud-albedo AIE as 
compared to if MSA does not participate in nucleation. The change in DRE will be similar though, 
as MSA mass is not predicted to significantly change between non-nucleating and nucleating 
cases. This study provides an upper bound on the contribution of MSA to nucleation: if MSA is 
less efficient at nucleating than sulfuric acid, it is present in relatively sulfuric-acid poor regions 
and would still be able to increase N3 concentrations (although possible by less than predicted 
here). Microphysical feedbacks (increased condensation and coagulation sinks from increased 
N80) will then limit the effect that small changes in N3 can have on N80 and radiative effects. 
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Figure 3.5 Global annual mean percent changes between the NoDMS_NoMSA and 
DEFAULT_NoMSA simulation. First row: change in submicron aerosol mass at 900 hPa (left) 
and zonally (right). Second row: change in N3 at 900 hPa (left) and zonally (right). Third row: 
change in N80 at 900 hPa (left) and zonally (right). Fourth row: radiative effects. This figures 
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aerosol mass, number, and radiative effects. Warm colors indicate that sulfate and sulfuric acid 
produced from DMS/SO2 oxidation increase the metric. 
 
 
Figure 3.6 Annual mean % changes due to MSA at 900 hPa for each MSA simulation relative to 
the DEFAULT_NoMSA simulation for submicron aerosol mass, N3, N80, and radiative forcing 
changes in AIE and DRE. Positive values for any metric for PARAM_NoNuc (P_NN), 
ELVOC_NoNuc (E_NN), SVOC_NoNuc (S_NN), PARAM_Nuc (P_N), and ELVOC_Nuc 
(E_N) all indicate that the addition of MSA increases that metric relative to the 
DEFAULT_NoMSA simulation. The DEFAULT_NoMSA-NoDMS_NoMSA (NoDMS) columns 
shows the contribution of the sulfate and sulfuric acid from DMS/SO2 oxidation present in the 
DEFAULT_NoMSA simulation; positive values of a metric indicate that the sulfate and sulfuric 
acid increases that metric compared to a simulation with no DMS emissions. Numerical values for 
each bar are provided in Table B3.  
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3.3.3 Comparison of MSA impacts to the contribution from SO2 formed in DMS 
oxidation 
By removing DMS from the simulation entirely (NoDMS_NoMSA case; Figs. 3.5 and 3.6 
and Table B3), we determine the baseline contribution of the simulated sulfuric acid and sulfate 
from DMS/SO2 oxidation to the aerosol size distribution in GEOS-Chem-TOMAS at 900 hPa. The 
sulfate and sulfuric acid from DMS/SO2 oxidation provides larger changes in submicron mass and 
N80 than MSA does in any of our sensitivity cases. The contribution of SO2 from DMS to 
submicron mass is 4-6 times that of the MSA contribution. However, about ⅔ of this mass increase 
from DMS/SO2 comes through aqueous oxidation of SO2 to sulfate, which adds mass (but not 
number) to already-CCN-sized particles (Pierce et al., 2013) suppressing nucleation and growth. 
The remaining ~⅓ of the mass comes from gas-phase formation of sulfuric acid, which nucleates 
particles and condenses irreversibly to the Fuchs-corrected surface area, potentially increasing the 
number of CCN-sized particles. Overall, N3 and N80 increase due to the inclusion of the DMS/SO2 
pathway (N3 by 7.3% and N80 by 12.2% globally and N3 by 19.5% and N80 by 24.3% between 
30°S-90°S at 900 hPa). The increases in both N3 and N80 are strongly damped by the formation 
of aqueous sulfate. The changes in N3 at 900 hPa indicate the relative importance of the sulfuric 
acid produced by DMS/SO2 oxidation for nucleation compared to other sources of sulfuric acid. 
N3 generally increases in remote regions where sulfuric acid from DMS/SO2 oxidation would be 
the main source of sulfuric acid. There are also regions of decrease in N3 in remote regions: the 
condensation and coagulation sinks increase from aqueous sulfate formation, and in some regions 
this competition effectively scavenges N3 faster than sulfuric acid from DMS/SO2 oxidation forms 
new particles. Because of the large increase in submicron mass from the sulfuric acid and sulfate 
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from DMS/SO2 oxidation, the DRE from DMS/SO2 is -120 mW m-2 globally (-173 mW m-2 
between 30°S-90°S), about 5 times larger than MSA for any of our assumptions. On the other 
hand, the cloud-albedo AIE cooling tendency of -46 mW m-2 globally and -38 mW m-2 between 
30°S-90°S, was within the range of cloud-albedo AIEs from MSA that we predicted, which is due 
to the N80 damping of DMS/SO2 due to aqueous sulfate formation. Thus, overall we predict the 
DRE from MSA to be at least 5 times weaker than from DMS/SO2, but the cloud-albedo AIE may 
be of similar magnitude depending on the properties of MSA.   
  
3.3.4 Analysis of model-measurement comparisons 
Figure 3.7 shows the comparison between the annual zonal-mean particle number size 
distributions compiled in Heintzenberg et al. (2000; hereon referred to as Heintzenberg) and the 
GC-TOMAS simulated annual-mean particle number size distributions within the boundary layer 
for the latitude bands of 30°S-45°S, 45°S-60°S, and 60°S-75°S (no data was provided in 
Heintzenberg between 75°S-90°S). We focus this comparison to the southern oceans region as this 
region has the strongest influence from DMS and its oxidation products. It is also less likely to be 
influenced by changing anthropogenic emissions that may have occurred between the time of the 
measurements compiled in Heintzenberg (between ~1970-1999) and 2014 (the year of the model 
run) than higher latitudes (e.g. Pierce and Adams, et al., 2009a; Gordon et al., 2017). We see that 
all model simulations underpredict both the Aitken and accumulation modes of Heintzenberg, but 
that the simulations that allow MSA to participate in nucleation (ELVOC_Nuc and PARAM_Nuc) 
give the best model-to-measurement agreements for the Aitken mode for each latitude band, with 
ELVOC_Nuc performing the best across the model cases. Further, ELVOC_Nuc shows the highest 
number of particles in the accumulation mode, particularly between 60°-75° S. These results point 
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to the necessity of another source of ultrafine particles over the southern oceans than is being 
currently accounted for in the model. These particles may be produced locally from ultrafine sea 
spray (Pierce and Adams, 2006), local nucleation (not necessarily through MSA), or entrainment 




Figure 3.7 Comparison of simulated annual mean particle number size distributions to the annual 
zonal particle number size distributions compiled in Heintzenberg et al. (2000) (black lines) for 
the southern oceans. No data was available in Heintzenberg et al. (2000) for 75-90° S. We match 
the grid boxes sampled in their study to the GEOS-Chem-TOMAS grid boxes; due to sparseness 
of data, we do not attempt to discuss seasonal variabilities in this comparison.  
 
         For the ATom mission, Figure 3.8 provides 1:1 plots for each sensitivity case’s predicted 
MSA mass versus the observed MSA mass from the aggregated ATom-1 and ATom-2 campaigns. 
Each subplot provides the LMB, m, and R2 statistics for the given sensitivity case. LMB, m, and 
R2 statistics are also provided for each campaign and ocean basin in Figs. B7-B10; Figures B11-
B14 show the zonally averaged simulated MSA concentrations for each basin and campaign with 
the corresponding particle-phase MSA measurements overlaid. Figure 3.8 indicates that for the 
aggregated campaigns, the model cases in which MSA always condenses to the particle phase (the 
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SVOC_NoNuc, ELVOC_NoNuc, and ELVOC_Nuc cases) overpredict MSA mass, with positive 
LMBs between 0.27 and 0.3 (overpredictions of a factor of 1.9-2). The PARAM_NoNuc and 
PARAM_Nuc cases do not allow MSA to condense to the particle phase under low-base/high-
temperature/low-RH conditions (Fig. 3.1). As a result, the PARAM cases instead slightly 
underpredict MSA mass, with LMBs of -0.1 and -0.08 (underpredictions by a factor of 0.79 and 
0.83). Overall, when the parameterization is not used, too much MSA mass is allowed to condense 
relative to the observations. Given the large improvement in LMB through the use of the 
parameterization (with roughly similar R2 and m values), we feel that these results support the use 
of the volatility parameterization of MSA. 
The R2 values are quite low across cases, with the  parameterization cases giving the highest 
R2 values, at 0.09. The m values are similarly low, with the SVOC_NoNuc, ELVOC_NoNuc, and 
ELVOC_Nuc cases giving the highest m values, at 0.33-0.34. However, we are comparing monthly 
grid-box mean model predictions to individually grid-box averaged measurements taken during a 
different year than the simulation year. Further, using monthly mean model predictions on the y-
axis (Fig. 3.8) decreases variability, which reduces the slope. These considerations contribute to 
lower values of R2 and m. 
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Figure 3.8 1:1 (black dashed line) plots for the simulated mean MSA mass for the months of 
August/February and measured MSA mass during the ATom-1/Atom-2 campaigns (July 28-
August 22 2016 / January 26-February 22 2017). Each subpanel gives the calculated log-mean bias 
(LMB), slope (m), and coefficient of determination (R2) between the ATom data and the sensitivity 
simulation. The red and green dashed lines indicate 5:1 and 1:5 lines.  Simulated MSA mass is 
calculated by subtracting the total sulfate mass for the base case from each sensitivity case.  
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The Heintzenberg and ATom model-measurement comparisons disagree on which MSA 
assumptions lead to the best performance in GC-TOMAS. However, the Heintzenberg analysis 
considers number size distribution whereas the ATom analysis considers total particle-phase MSA 
mass. The model-measurement improvement for the Heintzenberg study is most strongly seen 
within the Aitken mode (the smallest reported particle sizes). Aitken-mode-sized particles 
contribute little to total mass compared to larger particles. Further, it is not possible to determine 
from this study whether the source of ultrafine particles that could explain the size of the Aitken 
modes in Heintzenberg comes from MSA another primary or secondary source. On the other hand, 
the ATom comparison suggests that using the MSA volatility parameterization helps predict the 
MSA mass concentrations more accurately. 
  
3.4 Conclusions 
We used the GEOS-Chem chemical transport model coupled to the TOMAS aerosol 
microphysics module to test the sensitivity of the aerosol size distribution and resulting changes 
in the direct and indirect effects to the condensational and nucleating behavior of methanesulfonic 
acid (MSA), an oxidation product of dimethylsulfide (DMS). GEOS-Chem-TOMAS (GC-
TOMAS) normally simulates sulfuric acid and sulfate from DMS/SO2 oxidation but does not 
include MSA within the size-resolved portion of the model; we used this setup as our default model 
case (DEFAULT_NoMSA). We considered both the global annual mean size distributions and the 
annual mean in the southern ocean regions (30S°-90°S) at 900 hPa for each sensitivity case 
compared to DEFAULT_NoMSA. We further evaluated the model output against two different 
measurement sets: zonal-mean number size distributions compiled from ship-based measurements 
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taken in the southern oceans and particle-phase MSA mass concentrations obtained from aircraft 
data over the Atlantic and Pacific ocean basins for the months of August and February. 
         As the effective volatility of MSA is uncertain, we used the Extended Aerosol Inorganics 
Model (E-AIM) to build a parameterization for GC-TOMAS of MSA’s potential volatility as a 
function of temperature, relative humidity, and available gas-phase base. For simplicity, we only 
allowed MSA to condense as ideally nonvolatile or semivolatile, or to be volatile and not condense 
at all under the parameterization. If MSA was ideally nonvolatile, it contributed to the size 
distribution through condensation proportional to the Fuchs-corrected aerosol surface area 
distribution (effectively nonvolatile or ELVOC-like condensation). If MSA was instead ideally 
semivolatile, it contributed to the size distribution through condensation proportional to the aerosol 
mass distribution (quasi-equilibrium or SVOC-like condensation). Regardless of the volatility 
treatment, condensed MSA was not allowed to evaporate back to the gas-phase, as gas-phase MSA 
was not explicitly tracked in the model. Along with the parameterization, we tested limiting 
volatility cases, allowing MSA to only be ELVOC-like or SVOC-like. We also performed separate 
simulations in which MSA could participate in nucleation, using both the MSA volatility 
parameterization and the ELVOC-like and SVOC-like MSA assumptions. (MSA participated in 
nucleation only when it was under ELVOC-like conditions in the parameterization; it always 
participated in nucleation in the ELVOC simulation). When using the volatility parameterization,  
including MSA in the model changed the global annual averages of submicron aerosol mass by 
1.2%, N3 by -3.9% (non-nucleating) or 112.5% (nucleating), N80 by 0.8% (non-nucleating) or 
2.1% (nucleating),  the aerosol indirect effect by -8.6 mW m-2 (non-nucleating) or -26 mW m-2 
(nucleating), and the direct radiative effect by -15 mW m-2 (non-nucleating) or -14 mW m-2 
(nucleating). Across all simulations, including MSA in the model changed the global annual 
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averages of submicron aerosol mass by 0.7% to 1.2%, N3 by -3.9% to 153.4%, N80 by -0.2% to 
23.8%, the aerosol indirect effect by -0.18 W m-2 to 0.0075 W m-2, and the direct radiative effect 
by -25 mW m-2 to -13 mW m-2, depending on the assumed volatility and nucleating ability of MSA. 
         The contribution from the sulfuric acid and sulfate from DMS/SO2 oxidation to the 
submicron aerosol mass is 4-6 times that of the contribution from DMS/MSA, leading to a global 
cooling from the DRE 5-10 times that of MSA, at -120 mW m-2. However, because much of the 
aerosol mass from DMS/SO2 is added through aqueous sulfate formation, which suppresses 
nucleation and growth, the changes in N3, N80, and the cloud-albedo AIE from DMS/SO2 
oxidation products are smaller and on the order of changes in these metrics from including MSA 
in the model. 
         The model-measurement annual zonal number size distribution comparisons to the ship-
based measurements compiled in Heintzenberg et al. (2000) of the southern-ocean region (Fig. 
3.11) show an underprediction of the Aitken mode across cases, with the best agreement in the 
Aitken mode coming from the cases that allow MSA to act as a nucleating nonvolatile compound 
(ELVOC_Nuc and PARAM_Nuc). These results indicate the necessity of another source of 
ultrafine particles over the southern oceans that is currently not being accounted for in the model. 
However, it is not possible to conclude based on this study where the source of extra ultrafines is 
coming from. More studies over the oceans detailing the chemical compositions of the smallest 
particle sizes are needed in order to help determine the origins of nucleating material in these 
remote regions. 
The model-measurement comparisons of total particle-phase MSA mass from the aircraft 
data taken during the ATom-1 and ATom-2 campaigns compared to the predicted mean MSA mass 
indicate that PARAM_Nuc and PARAM_NoNuc cases perform the best, and that the cases in 
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which MSA is always allowed to condense to the particle phase overpredict MSA mass. As the 
Heintzenberg and the ATom model-measurement comparisons are based on dissimilar metrics 
(number size distribution versus particle-phase MSA mass) over dissimilar spatial extents (surface-
based ground and ship measurements versus aircraft measurements continuously profiling between 
0.2 and ~13 km), we cannot definitively state that any one sensitivity case appears to best-fit both 
the Heintzenberg and ATom measurements. Along with these model-measurement comparisons, 
we provided a detailed description of the calibration for detecting MSA applied to the Aerodyne 
high-resolution time-of-flight aerosol mass spectrometer (AMS) present during the ATom 
campaigns in the supplement as a reference for the AMS community. 
As there are uncertainties in both MSA’s behavior (nucleation and condensation) and the 
DMS emissions inventory, further modelling and measurement studies on both fronts are needed 
to better constrain MSA’s current and future impact upon the global aerosol size distribution and 
radiative effect. Under the simulation tested in this work, MSA tends to have small (< -0.1 W m-
2) global annual radiative effects (DRE and cloud-albedo AIE); in general, the forcings are 
predicted to be cooling effects. The contributions to the size distribution and radiative effects 
increase in magnitude in the southern oceans, where MSA concentrations are highest and more-
pristine conditions exist. Although small, the radiative effects from MSA and the associated size 
distribution dependencies should be well-characterized to more-fully understand the role of 
changing DMS emissions in a changing climate. This study provides a first look at some of these 
potential dependencies and indicates possible directions for future modelling and measurement 
studies.  
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CHAPTER 4  
 
AGING EFFECTS ON BIOMASS BURNING AEROSOL MASS AND COMPOSITION: A 
CRITICAL REVIEW OF FIELD AND LABORATORY STUDIES3 
 
Overview 
Biomass burning is a major source of atmospheric particulate matter (PM) with impacts on 
health, climate, and air quality. The particles and vapors within biomass burning plumes undergo 
chemical and physical aging as they are transported downwind. Field measurements of the 
evolution of PM with plume age range from net decreases to net increases, with most showing 
little to no change. In contrast, laboratory studies tend to show significant mass increases on 
average. On the other hand, similar effects of aging on the average PM composition (e.g. oxygen-
to-carbon ratio) are reported for lab and field studies. Currently, there is no consensus on the 
mechanisms that lead to these observed similarities and differences. This review summarizes 
available observations of aging-related biomass burning aerosol mass concentrations and 
composition markers, and discusses four broad hypotheses to explain variability within and 
between field and laboratory campaigns: (1) variability in emissions and chemistry, (2) differences 
in dilution/entrainment, (3) losses in chambers and lines, and (4) differences in the timing of the 
initial measurement, the baseline from which changes are estimated. We conclude with a concise 
set of research needs for advancing our understanding of the aging of biomass burning aerosol.  
 
3
 This chapter published as: Hodshire, A. L., Akherati, A., Alvarado, M. J., Brown-Steiner, B., 
Jathar, S. H., Jimenez, J. L., Kreidenweis, S. M., Lonsdale, C. R., Onasch, T. B., Ortega, A. M., 
& Pierce, J. R. (2019). Aging Effects on Biomass Burning Aerosol Mass and Composition: A 
Critical Review of Field and Laboratory Studies. Environmental Science & Technology, 53(17), 
10007–10022. https://doi.org/10.1021/acs.est.9b02588 
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4.1 Introduction  
Fires have been part of Earth’s landscape for over 400 million years (Scott and Glasspool, 
2006), with an estimated annual average of 464 Mha (~3.5% of Earth’s ice-free land surface) 
burning each year between 2001-2010 (Randerson et al., 2012). Emissions from biomass burning 
(BB) provide a major source of primary particles (aerosols) and aerosol precursor vapors to the 
atmosphere (Akagi et al., 2011; Baker et al., 2016; Gilman et al., 2015; Hatch et al., 2015, 2017, 
2018; Jen et al., 2019; Koss et al., 2018; Reid et al., 2005; Yokelson et al., 2009, 2011). Emissions 
include primary carbonaceous aerosols (black carbon (BC) and primary organic aerosol, POA; 
(Akagi et al., 2011; Bytnerowicz et al., 2016; Dreessen et al., 2016; Reid et al., 2005; Yokelson et 
al., 2009, 2011)); inorganic aerosol species including potassium, chloride, sulfate, and other 
inorganic salts and trace minerals (Lewis et al., 2009; Reid et al., 2005; Yokelson et al., 2009); and 
inorganic and organic vapors (Akagi et al., 2011; Gilman et al., 2015; Hatch et al., 2015, 2017, 
2018; Jen et al., 2019; Koss et al., 2018), all of which undergo chemical and physical aging as the 
plume is transported downwind (Akagi et al., 2012; Alvarado et al., 2015; Briggs et al., 2016; Brito 
et al., 2014; Cachier et al., 1995; Capes et al., 2008; Collier et al., 2016; Cubison et al., 2011; 
Formenti et al., 2003; Forrister et al., 2015; Garofalo et al., 2019; Hecobian et al., 2011; Hobbs et 
al., 2003; Jolleys et al., 2012, 2015; Landis et al., 2018; Lei et al., 2013; Lindaas et al., 2017; Liu 
et al., 2016b; Mallia et al., 2015; Martin et al., 2006; May et al., 2015; Nance et al., 1993; Reid et 
al., 1998; Sakamoto et al., 2015, 2016; Vakkari et al., 2014, 2018; Voulgarakis and Field, 2015; 
Yokelson et al., 2009; Zhou et al., 2017). In this review, we focus on BB emissions from the open-
air combustion of fuels present in wildfires, prescribed fires (planned fires used for land 
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management), and agricultural burns, and do not include contained combustion of residential 
biomass fuels and commercial biofuels. We primarily discuss daytime aging, as few studies have 
thus far explicitly studied nighttime aging of BB emissions (Decker et al., 2019; Vakkari et al., 
2014, 2018).  
Aerosol derived from BB sources contribute to the total ambient particulate matter (PM) 
concentration(Akagi et al., 2011; Reid et al., 2005; Yokelson et al., 2009, 2011), with significant 
implications for climate (Bond et al., 2013; Ramnarine et al., 2019; Voulgarakis et al., 2015; 
Voulgarakis and Field, 2015), air quality (Brey et al., 2018; Jaffe and Wigder, 2012; Lassman et 
al., 2017; Nie et al., 2015; Xie et al., 2015), and human health (Ford et al., 2018; Janssen and Joint, 
2012; Johnston et al., 2012; Naeher et al., 2007; Roberts et al., 2011; Samburova et al., 2016; 
Zhang et al., 2009). BB smoke aerosols impact the climate directly by absorbing and scattering 
incoming solar radiation (Charlson et al., 1992; Heald et al., 2014) and indirectly by acting as 
cloud condensation and ice nuclei , thereby altering cloud properties (Boucher et al., 2013; DeMott 
et al., 2009; Petters et al., 2009; Twomey, 2007). Both of these effects depend on the particle size, 
mass, and composition (Petters and Kreidenweis, 2007; Seinfeld and Pandis, 2016). As the climate 
warms, North American wildfires have increased in frequency, intensity, and area (Kasischke and 
Turetsky, 2006; Westerling, 2016) and are predicted to continue to do so (Liu et al., 2016a; Yue 
et al., 2013). Air quality regulations have successfully decreased PM2.5 concentrations (that is, total 
mass of particles 2.5 µm in diameter and smaller) in the U.S. (EPA, 2018), but these reductions 
may be offset in the future by PM2.5 from increasing BB sources (Ford et al., 2018; McClure and 
Jaffe, 2018; O’Dell et al., 2019).  
As smoke ages, the mass, composition, and properties of BB vapors and aerosols evolve 
due to complex competing chemical and physical processes (Akagi et al., 2012; Alvarado et al., 
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2015; Brito et al., 2014; Cachier et al., 1995; Capes et al., 2008; Collier et al., 2016; Cubison et 
al., 2011; Formenti et al., 2003; Forrister et al., 2015; Garofalo et al., 2019; Hecobian et al., 2011; 
Hobbs et al., 2003; Jolleys et al., 2012; Liu et al., 2016b; May et al., 2015; Morgan et al., 2019; 
Nance et al., 1993; Reid et al., 1998; Sakamoto et al., 2015, 2016; Vakkari et al., 2014, 2018; 
Yokelson et al., 2009; Zhou et al., 2017) . The vapors and particles are composed of many 
thousands of different chemical compounds that span a wide range in volatility (vapor pressures), 
reactivity, and other properties (Goldstein and Galbally, 2007; Shiraiwa et al., 2014). Volatility 
governs the partitioning of compounds between the gas- and particle-phase (Donahue et al., 2006; 
Odum et al., 1996; Pankow, 1994) and is often reported as the effective saturation concentration 
in µg m-3 (C*(Donahue et al., 2006)). Organic compounds are grouped into volatility categories 
(Murphy et al., 2014): volatile organic compounds (VOCs; C*≥~107), intermediate-volatility 
organic compounds (IVOCs, C*~103-106), semivolatile organic compounds (SVOCs, C*~100-
102), low-volatility organic compounds (LVOCs, C*~10-3-10-1), and extremely low-volatility 
organic compounds (ELVOCs, C*≤~10-4). With chemical aging within plumes, the volatility of 
compounds may decrease – primarily through functionalization or oligomerization reactions – or 
increase – primarily through fragmentation (Donahue et al., 2011; Jathar et al., 2015; Kroll et al., 
2009; Zhang et al., 2014). Gas-phase compounds that decrease in volatility may partition to the 
particle phase through condensation, creating secondary organic aerosol (SOA) and adding to 
aerosol mass. Conversely, semivolatile condensed compounds may evaporate upon dilution of the 
smoke plume, decreasing aerosol mass. These evaporated compounds may act as SOA precursors 
that can undergo reactions and recondense with continued aging of the plume. Recent work 
suggests that the timescales for evaporation may vary based on the particle phase state, and 
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evaporation may also be modified by particle-phase and surface reactions (Shiraiwa and Seinfeld, 
2012; Zaveri et al., 2014).   
BB emissions have been extensively studied through field measurements and laboratory 
experiments to understand the aging of PM mass and composition in BB plumes, as well as to 
provide bottom-up estimates of BB PM. However, there is significant variability in the observed 
aging within and between field and laboratory studies. Field campaigns allow for BB plumes to be 
characterized in natural settings, but are often truncated/limited by uncontrollable and variable 
field conditions. A number of studies have focused on determining OA evolution by following 
plumes downwind to track changes in the gas- and particle-phase as a plume ages (Akagi et al., 
2012; Capes et al., 2008; Cubison et al., 2011; DeCarlo et al., 2008; Forrister et al., 2015; Garofalo 
et al., 2019; Hecobian et al., 2011; Hobbs et al., 2003; Jolleys et al., 2012, 2015; Liu et al., 2016b; 
May et al., 2015; Morgan et al., 2019; Yokelson et al., 2011). Aircraft observations tend to be the 
dominant measurement platform for characterizing aging plumes, as aircraft can track plumes in a 
pseudo-Lagrangian manner. Some ground sites have also provided information on plumes that 
have aged between hours and days (Brito et al., 2014; Collier et al., 2016; Vakkari et al., 2014, 
2018; Zhou et al., 2017). BB laboratory studies have been generally focused on characterizing 
emissions and simulating atmospheric chemical aging under controlled conditions (e.g. fixed 
fuel/dilution ratios, controlled oxidants).  
Laboratory studies provide control over the environmental and chemical conditions, and 
can be used to examine the effect of changing one variable at a time, but face challenges in 
recreating the atmospheric conditions of plumes in the field. 
Top-down estimates of BB PM also exist that compare models with bottom up inventories 
to satellite-based and in situ measurements, and a low-bias of the model could be indicative of BB 
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SOA (Konovalov et al., 2015, 2017; Reddington et al., 2016; Shrivastava et al., 2015). However, 
these discrepancies are dominated by uncertainties in the emissions inventories (Koplitz et al., 
2018), which is beyond the scope of this paper.  
To date there are significant knowledge gaps that limit a full understanding of how field 
and laboratory observations can be reconciled. A more-complete understanding of the underlying 
physics and chemistry could explain the observed variability in the evolution of BB mass and 
composition in field and laboratory experiments. The purpose of this critical review is to provide 
an overview of observed changes in PM mass and composition markers in field and laboratory 
studies (Section 4.2), present possible hypotheses for differences between observations (Section 
4.3), and present research needs for creating a unified framework on BB aerosol aging (Section 
4.4).  
 
4.2 Overview of observations 
4.2.1 Field studies 
Figure 4.1A shows whether OA or PM mass was observed to increase or decrease with age 
in field campaigns. Specifically, ratios of final to initial values of normalized BB aerosol mass are 




                         (4.1) 
(where PM replaces OA in Eq. 4.1 for PM mass enhancements) for published field campaigns on 
BB aerosol aging. 𝛥 indicates the difference between the in-plume and background value of OA 
and CO (i.e. the enhancement of these species concentrations due to BB), f indicates the final 
available measurement, and i indicates the first (initial) available measurement. Values greater 
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than 1 indicate a net increase in dilution-corrected OA or PM concentrations with aging and values 
less than 1 indicate a net decrease. CO is used in BB studies as an inert tracer for these short-term 
(hours to a few days) aging studies to correct for dilution effects, as it has an atmospheric lifetime 
on the order of 2 months (Seinfeld and Pandis, 2006) with negligible impacts from chemical 
production (Griffin et al., 2007).   
Figure 4.1A only includes studies that have both fresh (within 1 hour of emission) and aged 
measurements, and is sequentially arranged by the final age from youngest (leftmost) to oldest 
(rightmost). All studies in Figure 4.1A provide ΔOA/ΔCO from Aerosol Mass Spectrometer 
(AMS) instruments except the SAFARI observations detailed in Hobbs et al. (2003) and the 
Vakkari et al. (2014, 2018) studies (see supporting information). AMS sensitivities (collection and 
relative ion efficiencies) have been shown in some studies to vary with organic oxidation levels 
(see supporting information), but these issues are unlikely to explain differences between lab and 
field measurements. 
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Figure 4.1 (A) The OA or PM mass enhancement ratio (OAER or PMER R) and (B) O:CER (left y 
axis; closed symbols) and 𝑓JJ/𝑓K;&' (right y axis; open symbols) values for each published field 
campaign that provides both fresh (within 1 reported hour of emission) and aged measurements. 
The x axis labels indicate campaign or first-author name; final age as actual/physical (A) or 
photochemical (P); and number of studies associated with a campaign in “()”. Photochemical age 
is the number of hours with an OH exposure of 1.5×106 molec cm-3 that equals the same total 
estimated OH exposure of the field data. Not all studies provide O:CER and 𝑓JJ/𝑓K;&' information. 
Excluding the SAFARI study (which has two separate estimates from the same plume), multiple 
points within a study indicate the range of observations. Studies within grey bars indicate that 
multiple fires/plumes are included in the analyses; studies within grey hatched bars indicate that 
both multiple fires and a single fire was included in the campaign’s analyses; and studies without 
bars indicate that a single plume was tracked downwind by aircraft. Each symbol indicates the fuel 
or biome type, as given by the publications. WF=wildfire, SV=savannah, AG=agricultural, 
GL=grassland. The colored circles around OAER values indicate burn conditions, where mixed--
flaming and smoldering--flaming indicates that a range between mixed and flaming or smoldering 
to flaming was reported. Burn conditions were reported in each publication by modified 
combustion efficiency, ΔBC/ΔCO, or visual appearance (Table C1). (C) OAER and (D) O:CER (left 
y axis; closed symbols or box-and-whisker) and 𝑓JJ/𝑓K;&' (right y axis; open symbols or box-and-
whisker) for each laboratory campaign that has focused on aging. Each box-and-whisker represents 
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all experiments performed within a study. The x axis labels indicate campaign name and final 
photochemical or actual age. The FLAME III OFR data is for the maximum OAER  reported for 
each burn. The horizontal dashed grey line at 1 in each panel indicates no change from the initial 
values with age. The whiskers here and in all other box plots extend to the last datum greater than 
Q1-whisker*IQR and less than Q3+whisker*IQR (IQR = interquartile range, Q3-Q1).  
*SAFARI (Alvarado and Prinn, 2009; Hobbs et al., 2003) and the Vakkari studies (Vakkari et al., 
2014, 2018) reported total excess particulate matter (TPM) and PM1; all other studies reported OA.  
^The two published reports from SAMMBA on BB aerosol aging (one ground-based (Brito et al., 
2014) and one aircraft-based (Morgan et al., 2019)) both report no net OAER 
 
Across field campaigns (Figure 4.1A), the OAER (or PMER) observations range from 
increases to no change to decreases in mass with age, with the median, mean, and interquartile 
ranges (IQR) OAER values at 1, 1.1, and 0.77-1.0, respectively. These values are much lower than 
for urban pollution, where OAER ~5-10 are often observed with aging, in part due to much smaller 
urban POA emissions relative to CO and SOA precursors (de Gouw and Jimenez, 2009; Nault et 
al., 2018). The primary observable trend in mass across the campaigns is that in the few cases 
where increases in mass were observed, they occured at shorter transport ages, with the oldest 
observation of a net increase in mass from Vakkari et al. (2018), at up to 5 hours old. However, it 
is unclear if this trend is real due to a relatively low number of data points along with variability 
in fuels, burn conditions, and initial times. No trend is observed when comparing the age of the 
earliest measurement (ranging from <10 - 60 minutes; Table C1) to OAER. 
Figure 4.1B focuses on OA composition, providing enhancement ratios of oxygen-to-
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                   (4.3)  
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from AMS observations, when available. An elevated fraction of the AMS OA spectra at m/z 
60,  f60, from the fragmentation of “levoglucosan-like” species (levoglucosan and other molecules 
that similarly fragment in the AMS(Aiken et al., 2009; Cubison et al., 2011; Lee et al., 2010)) has 
been shown to be a tracer of BB (Cubison et al., 2011). Although f60 decreases under photochemical 
aging (Huffman et al., 2009; Sullivan et al., 2014), it can still remain present at levels above 
background on aging timescales of at least one day (Cubison et al., 2011). Mass fraction f44 can be 
used as a surrogate for SOA (Cappa and Jimenez, 2010; Jimenez et al., 2009; Volkamer et al., 
2006) with relative increases in f44 indicative of more-oxidized OA (Alfarra et al., 2004).  In recent 
years, f44/f60 has been used to qualitatively explore the amount of oxidative processing of particles 
in BB plumes (Cubison et al., 2011; Jolleys et al., 2015; May et al., 2015). AMS measurements 
also provide the total elemental oxygen and carbon content of the measured aerosol, with the 
atomic oxygen/carbon ratio (O:C) shown to be linearly correlated with f44 in OA (Aiken et al., 
2008; Canagaratna et al., 2015). Thus, increases in either or both of f44 /f60  and O:C indicate BB 
OA aging. 
Unlike OAER, all observations except one of composition increase in O:CER and 𝑓JJ/𝑓K;&', 
(Figure 4.1B). The median and IQR O:CER values lie at 1.85 and 1.5-2.0; the median and IQR 
𝑓JJ/𝑓K;&'values lie at 3.8 and 2.3-6.7. This increase indicates that particles are almost always 
becoming more oxidized even if OAER decreases with age. These values are similar to urban 
environments, where the  O:CER would be 1.2-2.1 for 6-48 hours of photochemical aging (Hayes 
et al., 2015). However, the balance of chemical and physical processes affecting OA aging may 
differ between urban and BB systems.  
The field campaigns in Figure 4.1A,B fall into two general study designs: either a single 
smoke plume is sampled by aircraft as it travels downwind or multiple plumes are characterized 
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both at and near the fires’ sources. In the latter design, characterization of smoke transported 
downwind from these fire becomes more complex. In many of these aggregate (multiple plume) 
cases, the smoke characterized downwind was unlikely to be the same smoke that was sampled 
near the source, which introduces irreducible uncertainty into plume intercomparisons (Brito et al., 
2014; Capes et al., 2008; DeCarlo et al., 2010; Jolleys et al., 2015; Vakkari et al., 2014, 2018). No 
clear trend for mass or composition appears between the single plume and aggregate studies. 
We have attempted to categorize fires by fuel type and burn conditions (e.g. flaming, 
smoldering, or both) in Figure 4.1A,B based on information in existing publications. Burn 
conditions are often estimated using (1) the modified combustion efficiency (MCE = 
ΔCO2/(ΔCO+CO2)(Yokelson et al., 1996)), (2) the ratio of excess BC to CO, ΔBC/ΔCO (Yokelson 
et al., 2009), or (3) the visual appearance of the fire. We use an MCE cutoff of 0.9, with MCE>0.9 
indicating more flaming, MCE<0.9 indicating more smoldering, and MCE around 0.9 indicating 
a mixture of flaming and smoldering conditions (Akagi et al., 2011). Three studies use ΔBC/ΔCO 
to classify the burn conditions and we follow their classifications (Vakkari et al., 2014, 2018; 
Yokelson et al., 2009). The implications of the burn conditions and fuel types are discussed in 
Section 4.3.1.  
The findings from the field campaigns evident in Figure 4.1A, B are:   
OAER and PMER observations show variability, with median and mean changes of 1.0 and 1.1, 
respectively. All cases with increases in mass occurred at shorter transport ages (<5 hours). These 
ratios are much lower than that for urban pollution. 
All studies investigating OA composition markers showed increased oxidation with aging 
(increasing O:CER and 𝑓JJ/𝑓K;&' ).   
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4.2.2 Laboratory studies 
 Figure 4.1C,D detail the aggregate OAER, O:CER, and 𝑓JJ/𝑓K;&' 	for each campaign as box-
and-whisker plots (Figure C1 provides the same information for all individual burns). Figure 
4.1C,D include results from three studies at the U.S. Forest Service Fire Science Laboratory (FSL) 
in Missoula, MT, with specific focus on BB aging: FLAME III, FLAME IV, and FIREX. These 
campaigns provided data from 22 fuel types and 8 different oxidation methods across 84 
experiments (Ahern et al., 2019; Hennigan et al., 2011; Ortega et al., 2013; Tkacik et al., 2017). 
FLAME III, FLAME IV, and FIREX analysed aging of smoke in Teflon environmental (“smog”) 
chambers (Ahern et al., 2019; Hennigan et al., 2011; Tkacik et al., 2017). FLAME III also 
performed aging experiments in an oxidation flow reactor (OFR) (Ortega et al., 2013). The 
residence times within the smog chambers range between 1-6 hours, with photochemical ages 
between 0.3-25 equivalent hours (assuming OH = 1.5 x 106 molec. cm-3 for all studies except 
Tkacik et al.(2017) which assumed OH = 2 x 106 molec. cm-3 and 60 ppb of O3; Figures 4.1 and 
C2). The OFR had a residence time of 180 seconds, with maximum OAER values observed at 40-
105.6 hours (Figures 4.1 and C2). Further details can be found  in the supporting information. 
The laboratory OAER values in Figure 4.1C are mostly >1. The range of values in the smog-
chamber experiments depend on the assumptions used to correct for particle wall losses (PWL; 
details on each study’s PWL methods are included in the supporting information). Vapors can 
either partition with aerosol that have deposited on the chamber walls (“ω=1” case (Weitkamp et 
al., 2007)) or only partition to suspended particles (“ω=0” case(Weitkamp et al., 2007)). Figure 
4.1C shows both box-and-whiskers for both the ω=1 and ω=0 cases from the Hennigan et al.(2011) 
Ahern et al.(2019) and FIREX analyses (Tkacik et al.(2017) only provided the ω=1 case). As 
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expected, the ω=0 case yields a slightly lower mass enhancement. For FLAME IV, Ahern et al. 
(2019) included six fewer experiments than Tkacik et al.(2017) and used different final times (Eq. 
4.1), so caution should be taken when directly comparing OAER between the two studies. None of 
the data presented were corrected for vapor wall losses, which is important for determining OAER 
in smog chamber studies (Bian et al., 2017; Krechmer et al., 2016), and is discussed in Section 
4.3.3. As the residence time is short in the OFR and particle losses are measured to be small, Ortega 
et al. (2013) instead reports OAER without correcting for potential wall losses.   
Despite the variation in both physical and photochemical ages (Figure 4.1 and Figure C2) 
and PWL correction methods between the campaigns, the median, mean, and IQR OAER values 
are generally similar. The median and mean mass enhancements range between 1.15-1.45 and 1.2-
1.74, respectively, and the IQRs range between 1.07 and 2.23 (Figures 4.1C). The median and 
mean OAER for all reported laboratory data are 1.25 and 1.44, 25% and 30% higher than the median 
and mean mass enhancements observed for all reported field data. Further, the IQR for the field 
data is 0.76-1.3 and 1.1-1.54 for the laboratory data, indicating that the laboratory data are 
consistently higher in mass enhancement than the field data. A two-sided Mann-Whitney U test 
on the means between the field and laboratory OAER data shows the means were significantly 
different with a p-value of 5 x 10-5.  
In contrast to the mass enhancement observations, the range in the reported O:CER and 
𝑓JJ/𝑓K;&' laboratory data are consistent with the field data in the direction and magnitude of 
change with aging. The median and IQR O:CER across all laboratory data are 1.5 and 1.3-1.8 and 
the median and IQR for 𝑓JJ/𝑓K;&' across all laboratory data are 3.0 and 1.8-3.6. Sampled plumes 
in the field undergo, on average, slightly more compositional aging than the emissions in the 
laboratory aging studies, although the number of data points for the field data is small (N≤10). The 
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FLAME III data show a higher 𝑓JJ/𝑓K;&' mean and median than the field data, potentially due to 
this study’s AMS detecting fragments other than those from CO2
+ (Ortega et al., 2013).  
 The findings from the laboratory campaigns evident in Figure 4.1C, D are:   
OAER in laboratory observations tends to increase under aging, with a median and mean OAER of 
1.4 and 1.7.  
OAER values in smog-chamber experiments are sensitive to PWL correction methods. 
All studies show chemical signs of aging (increasing O:CER and 𝑓JJ/𝑓K;&'), overlapping the range 
of the field data.  
4.2.3 Variability between field and laboratory campaigns limits the community 
from creating a unified framework for BB aging 
When comparing OAER, O:CER, and 𝑓JJ/𝑓K;&' between field and laboratory data (Figure 
4.1), the broad points are:  
On average, laboratory observations show increases in mass with age (OAER that are mostly 
>1), whereas on average the field data undergo no net change in mass with age (OAER ~ 1). 
Across all studies, O:CER and 𝑓JJ/𝑓K;&'increase with age, with field observations showing on 
average a slightly greater increase in O:CER and 𝑓JJ/𝑓K;&'.   
The variability within and between field and laboratory studies currently prevents the 
community from creating a unified framework for predicting the aging of BB aerosol. Given the 
magnitude of the global BB POA source (Cubison et al., 2011), this results in a significant 
uncertainty in the global OA budgets.  
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4.3. Hypotheses for variability within and between lab and field 
observations 
 In this section, we present four broad categories of hypotheses for the observed variability 
in OA aging within and between lab and field observations: (1) variability in emissions and 
chemistry; (2) differences in dilution rates, partitioning, and absolute OA loading; (3) line and 
chamber wall losses; and (4) differences in the timing of the initial measurement. 
 
4.3.1 Variability in emissions and chemistry 
 
 Much of the focus in BB aging studies has been on how emissions and chemistry vary 
between fuels/biomes and burn conditions (Ahern et al., 2019; Hennigan et al., 2011; Hobbs et al., 
2003; Ortega et al., 2013; Tkacik et al., 2017; Vakkari et al., 2018; Yokelson et al., 2013). Hence, 
we present this as our starting hypothesis for variability in OA aging: variations in emissions and 
chemistry could explain much of the variability between field and laboratory measurements. 
Differences in fuel mixtures lead to differences in emissions: Differences in fuel mixtures 
and conditions (e.g., fuel-moisture content) can lead to differing emissions of gas- and particle-
phase species between different burns, leading to potential differences in initial distributions of 
mass across volatility bins and composition markers. Emission factors (EFs) from BB for a given 
gas or aerosol species can vary by more than an order of magnitude across different biomasses 
(Akagi et al., 2011; Jiang et al., 2018; Stefenelli et al., 2019). Selimovic et al. (2018) found that 
laboratory burns of both individual and grouped fuels were in reasonable agreement with field data 
for select trace gases, although this study has limited PM and VOC measurements and more field-
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to-lab emissions comparisons are required. Emissions vary with time (May et al., 2015), but the 
impact of this variability on mass and composition has not yet been well-characterized.  
Modelling studies suggest that known SOA precursors like aromatics and terpenes are not 
sufficient to explain SOA formation in BB plumes (Alvarado et al., 2015; Alvarado and Prinn, 
2009; Jathar et al., 2014; Ortega et al., 2013). Intensive efforts have been made during the FIREX 
and FLAME IV campaigns to carefully characterize previously unspeciated and often unmeasured 
SOA-precursor emissions (Hatch et al., 2015, 2017, 2018; Jen et al., 2019; Koss et al., 2018; 
Sekimoto et al., 2018; Stockwell et al., 2014, 2015), and studies are now beginning to connect 
these species to BB SOA formation (Ahern et al., 2019). 
The studies in Figure 4.1A are classified by biome and/or fire type based on the published 
descriptions. It is difficult to determine any trend across the fuel types given the small number of 
samples. Although all woodland wildfire samples show either no change or a decrease in mass 
enhancement with age, these aged samples are all over 5 photochemical hours old, the cutoff at 
which no mass gains are observed within the available data. In addition, there are many important 
fire-prone biomes not represented within the current studies such as peatlands and moorlands 
(Davies et al., 2016; Van der Werf et al., 2010). Figure C3 arranges Figure 4.1A and B by 
geographic region. The U.S. and boreal North American studies all show no change or decreases 
in OAER with aging; no other apparent trends are evident.  The published BB aging field studies 
thus far are primarily in North America, with few studies in Africa, Australia, and South America, 
and no studies in Europe or Asia.  
Across the 84 experiments and 161 estimated OAER values only 10 OAER values decrease 
and all but two of the available O:CER and 𝑓JJ/𝑓K;&'values show net increases (Figure C1). 
However, inter-study differences make it difficult to draw conclusions for fuel types. Different 
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fuel and oxidant combinations were used within each experiment and almost all experiments show 
variable OAER, O:CER, and 𝑓JJ/𝑓K;&'within a given fuel type, even within the same study and 
oxidation method. This variability could come from variable burn conditions (discussed below).  
A limited number of fuel-specific comparisons can be made between the laboratory and field 
studies. The dominant fuel in the Akagi et al.(2012) field study, chaparral, was examined in the 
OFR and CSU smog chamber experiments. The chaparral laboratory burns observe positive mass 
enhancements while Akagi et al.(2012) observes a negative mass enhancement. Similarly, the 
woodland forest fire studies likely contained mixtures of different pine species and may be 
compared to the laboratory burns of black spruce, ponderosa pine, lodgepole pine, white spruce, 
douglas fir, subalpine fir, and engelmann spruce. Two of the field studies show no change (Collier 
et al., 2016; Cubison et al., 2011), three show decreases in mass ratios (Forrister et al., 2015; Jolleys 
et al., 2012, 2015), and the majority of laboratory experiments of the listed pine fuels show net 
increases in OA. It is more than likely that other laboratory-studied fuels were present in many of 
the field burns, however, due to lack of specific information we cannot analyze this topic further. 
As well, POA EFs and/or initial OA/CO are highly variable even for a given fuel type within lab 
and field burns (as previous reviews have synthesized; Andrease and Merlet, 2001; Akagi et al., 
2011), which adds to the challenge of comparing OA aging across field and lab studies. 
Burn conditions influence emissions and there may be key differences between field and 
laboratory conditions: Burn conditions (e.g. flaming, smoldering) also influence emissions and 
aerosol mass, as VOC emissions can decrease with increased flaming combustion (Liu et al., 2017; 
Yokelson et al., 2013). SOA precursor emissions may similarly decrease with increased flaming 
combustion; however, some SOA precursors vary with high- and low-temperature pyrolysis 
factors instead of directly with MCE (Sekimoto et al., 2018). In the field, burn conditions will 
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change both temporally and spatially over time (Sekimoto et al., 2018), potentially resulting in 
changing emissions, and aircraft studies that track a single plume in a semi-Lagrangian sense are 
unlikely to sufficiently sample a plume with changing burning conditions. Of the fifteen field 
studies that reported burn conditions (Figure 4.1A, Table C1), the majority report flaming to mixed 
average conditions. For the BORTAS campaign, Jolleys et al. (2015) caution that the fresh smoke 
appeared to be coming from more smoldering conditions but that the aged smoke appeared to be 
coming from more flaming conditions. Vakkari et al. (2018) found that over a 5-year period, 
observations from the most flaming conditions did not undergo any mass enhancement, whereas 
the remaining observations increased PMER in normalized mass with age. Except for Vakkari et 
al. (2018), there appears to be no pattern between flaming, smoldering, and mixed for net mass 
changes. Similarly, the relative differences in O:CER and 𝑓JJ/𝑓K;&'between studies do not appear 
to systematically depend on burn conditions.  
All but three of the laboratory aging studies that have reported MCE have been for more 
flaming fires (MCE>0.9; Figure C4). Laboratory studies of the aging of open-air BB aerosol 
emissions is currently a small subset of the work done to quantify the primary emission factors 
(EF) of BB aerosol emissions and within the context of the primary EF work, it is still an open 
question as to how well laboratory burns represent field variability. Some species, such as BC, 
appear to correlate well between laboratory and field for primary EF measurements (May et al., 
2015). POA emissions from laboratory work exhibit wide and not fully explained variability for a 
given fuel type and combustion condition. These laboratory measurements of POA can also differ 
when compared with field observations. One of the drivers underlying the observed discrepancies 
in POA emissions between laboratory and field measurements may be variable combustion 
conditions driven by flame propagation through the fuel and the availability of oxygen due to the 
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level of turbulent mixing (Jolleys et al., 2014). Combustion conditions are typically defined by an 
average MCE but are governed in part by wind, fuel density, and flame dynamics (Finney et al., 
2015), which may be important factors when comparing laboratory and field measurements 
(Yokelson et al., 2013). Other important factors between laboratory and field measurements that 
influence burn conditions include differences in fuel moisture content (May et al., 2015; Yokelson 
et al., 2013), mixtures of fuel types (Selimovic et al., 2018) and fractions of these fuels that burn 
in the laboratory relative to the field (Campbell et al., 2007; Santín et al., 2015).  
Sekimoto et al. (2018) identified two distinct high- and low-temperature pyrolysis emission 
profiles of VOCs that explained on average 85% of the VOC emissions for 15 fuel types. The 
high- and low- temperature profiles do not correspond exactly to the more commonly used flaming 
and smoldering categories, and require further study to determine how these temperature-based 
profiles may aid in predicting both POA and SOA formation, as well as how the different 
temperature regimes may be identified in field burns. These differences in VOC profiles for the 
two pyrolysis regimes may help explain why some given fuels show variability in OAER between 
experiments even for the same oxidant and campaign. 
Oxidant concentrations influence chemistry: In-plume reactions and oxidant 
concentrations can influence the aerosol mass and composition markers. Higher oxidant 
concentrations lead to increased rates of reactions that could both functionalize and fragment gas-
phase molecules, and enhance heterogeneous chemistry. Functionalization tends to lead to vapors 
with lower volatilities that can partition to the particle phase, but fragmentation and heterogeneous 
reactions tend to lead to higher-volatility products that will remain in or enter the gas phase (Kroll 
et al., 2009, 2011; Smith et al., 2009). Three studies in Figure 4.1A explicitly attempt to account 
for the in-plume OH concentration: Hobbs et al. (2003) and Yokelson et al. (2009) report OH 
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concentrations >107 molec cm-3 (typical daily-averaged ambient tropospheric OH concentrations 
are ~ 1.5×106 molec cm-3) and both of these plumes see a positive mass enhancement (assuming 
that the analyses of Alvarado and Prinn(2009) are correct). Akagi et al. (2012) report a slightly 
elevated in-plume OH concentration of 5.27x106 molec cm-3 and observe a net decrease in mass. 
However, each of these fires were for different environments, fuels, and burn conditions. Without 
corresponding knowledge of what the ratios of functionalization to fragmentation were, no 
conclusions can be drawn as to how the enhanced OH concentrations influenced the plumes’ PM 
masses.  
Plume oxidant levels can be influenced by NOx emissions (and thus combustion phase), 
solar zenith angle, optical depth, temperature, and absolute humidity. The rates of oxidation of 
VOCs and the resulting production of O3 in BB plumes is NOx-limited (Jaffe and Wigder, 2013), 
and fires with higher NOx emissions have higher oxidant levels and more active oxidation of 
VOCs. NOx emissions depend on the fuel N content as well as the combustion phase, leading to 
more rapid oxidation in grassland and savannah fires (mainly flaming combustion) than in boreal 
fires (low fuel N content and more smoldering combustion(Andreae and Merlet, 2001; Mebust and 
Cohen, 2013)). The solar zenith angle influences the sun’s intensity, and the optical depth controls 
how far sunlight may penetrate the plume, impacting photolysis rates and oxidant concentrations. 
Temperature controls rates of chemical reactions, with plumes in colder environments (e.g. plumes 
that reach the free troposphere) likely undergoing slower reactions. Humidity determines the 
fraction of OH production from O3 photolysis. However, these factors have not been explicitly 
accounted for in field or laboratory campaigns.  
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The roles of multiphase and nighttime chemistry are under-characterized: The importance 
of multiphase/condensed-phase reactions and nighttime chemistry (when the nitrate radical can be 
the most important oxidant(Brown et al., 2004)) is currently unclear. Multiphase reactions have 
not yet been explicitly characterized in aging BB studies, although observations of tarball 
formation may be indicative of heterogeneous chemistry (Pósfai et al., 2004; Sedlacek et al., 2018). 
Vakkari et al. (2018) observed no net increase in total PM1 mass concentrations at nighttime but 
did see net increases in aged mass during daytime conditions (excluding the most flaming fires, as 
discussed below). Wildfire plumes in the northwest U.S. transported primarily at night versus day 
showed little difference in mass enhancement (Zhou et al., 2017). Zhou et al. (2017) also find that 
the OA from plumes transported at night appeared to be less oxidized than the daytime plumes, 
with daytime O:CER values higher than nighttime O:CER values. None of the laboratory data in our 
review include experiments where the nitrate radical is the primary oxidant, although we do 
include experiments with dark O3 chemistry (O3 is added but UV lights are off) (Figure C1). These 
“Dark O3” experiments generally do not give higher OAER values than experiments with UV 
lights, and hence they are likely not a cause of the relatively high bias in OAER relative to field 
experiments.  
 
4.3.2 Differences in dilution rates, partitioning, and absolute OA loading  
 
SVOCs can make up between ~20-90% of fresh BB particles (Eatough et al., 2003; 
Grieshop et al., 2009; Huffman et al., 2009; May et al., 2013, 2015) and upon dilution, they may 
evaporate. Evaporated POA can act as precursor vapors for SOA if they react and form lower-
volatility products (Bian et al., 2017; Hodshire et al., 2019), and the resultant SOA is likely to have 
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a more-aged signal (higher O:CER and 𝑓JJ/𝑓K;&') than the original POA compounds, even if OAER 
does not change (POA evaporation could be balanced by recondensation of oxidation products). 
However, the rate and yield at which evaporated POA forms SOA is uncertain (Akherati et al., 
2019) and has not been yet studied for smoke plumes.  
As partitioning and evaporation rates depend on absolute aerosol mass loading (Donahue 
et al., 2006, 2009), the initial OA concentration, dilution rate, and concentration of OA in the 
entrained background air will impact OA aging (Hodshire et al., 2019). In addition, the partitioning 
of semi-volatile OA is temperature dependent, with an order of magnitude shift in C* for every 20 
K change in temperature (Donahue et al., 2006). As dilution proceeds differently within and 
between laboratory and field studies, dilution differences could help explain variability in OAER, 
O:CER, and 𝑓JJ/𝑓K;&'. Evaporation is also influenced by oligomerization reactions and the bulk 
diffusion coefficient. Oligomerization reactions create lower-volatility products (Barsanti and 
Pankow, 2004), decreasing evaporation rates. Similarly, a decreased particle-phase diffusion 
coefficient leads to decreased evaporation rates (Shiraiwa and Seinfeld, 2012). Oligomerization 
reactions and the diffusion coefficient for BB aerosol are currently not well-studied, although tar 
ball formation in BB plumes may indicate both oligomerization processes and a low particle-phase 
diffusion coefficient (Sedlacek et al., 2018).  
Field burns undergo variable dilution rates: In the field, dilution is influenced by the size 
of the fire, atmospheric conditions (e.g., stability of the layer of smoke injection), and regional 
topography. Figure 4.2 provides the range and distribution of fire sizes for the U.S. for 2014, 
indicating the importance of small (<0.1 km2 of burned area) fires. Well over half of the globe’s 
landmass experiences average fire sizes ≤ 1 km2 (Andela et al., 2019). Plumes that dilute quickly, 
either due to being formed by small fires and/or being dispersed quickly due to atmospheric 
 186  
 
conditions, will lose more mass to evaporation, all other conditions being equal. Conversely, 
plumes that dilute slowly, either due to being formed by large fires and/or being dispersed slowly 
due to atmospheric conditions or regional topography, may lose less mass to evaporation (Bian et 
al., 2017; Hodshire et al., 2019). Slowly diluting plumes may also undergo fewer chemical 
reactions if the plume is dense enough to limit sunlight to the interior of the plume, slowing 
photochemistry (Colarco et al., 2004; Hobbs et al., 2003; Liousse et al., 1995). Thus, mass and 
composition markers may change slowly in large plumes if little mass is lost by evaporation or 
gained from chemistry. However, scattered light from smoke aerosols may compensate for light 
lost by aerosol absorption (Baylon et al., 2018).  
Five of the field studies in Figure 4.1 explicitly characterized the fire size (Figure 4.2; Table 
C1, between 0.01-10 km2), and all showed no change or decreases in mass with age. The five 
woodland wildfires (Collier et al., 2016; Cubison et al., 2011; Forrister et al., 2015; Jolleys et al., 
2012, 2015) were likely larger than 10 km2 but also show no change or decreases in mass with 
age. As mentioned above, there are differences in study design for field campaigns between aircraft 
studies and ground-based studies, as well as if the aircraft study is explicitly tracking one plume 
downwind or instead measuring smoke within a region. These differences in measurement design 
may impact the apparent influence of dilution and is a source of uncertainty.  
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Figure 4.2  Annual data for the United States in 2014 for the number of recorded fires by fire size 
in km2 blackened per day (that is, the total area in km2 burned per day) from the National Emissions 
Inventory (U.S. EPA NEI, 2014). Overlain in grey are the number of fires by size from the field 
campaigns in Figure 4.1A for each fire with sizes either explicitly reported or estimated within the 
publication. Note that some campaigns in Fig. 4.1 are not included as this information was not 
provided, and they typically tended to be larger fires.  
 
Laboratory studies do not undergo variable dilution rates: Unlike field campaigns, 
laboratory campaigns keep chambers at an effectively fixed dilution ratio. Most laboratory smog-
chamber experiments initially dilute OA concentrations to 10-100 μg m-3, and the concentrations 
generally stay in this range throughout the aging experiment. Hence, smog-chamber and OFR 
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experiments do not sample continuous dilution with time, which may control evaporation and the 
availability of SOA precursors.  
Initial POA concentrations influence SOA production: The FLAME III OFR introduced 
significantly higher initial OA concentrations into its chamber compared to the three smog 
chamber experiments, impacting mass. Figure 4.3 shows OAER versus the initial OA concentration 
for all experiments, with Figure C5 showing the same for O:CER and 𝑓JJ/𝑓K;&'. The three smog 
chambers introduce between ~5-400 µg m-3 of OA and the OFR introduces between ~110-18,000 
µg m-3 of POA. For the OFR, there is a decreasing trend of OAER with increasing initial OA (R
2 = 
0.62). Ortega et al. (2013) hypothesized that increasing initial OA concentrations drives more 
SVOCs (and potentially even IVOCs) to the particle phase, leading to fewer gas-phase SOA 
precursors available to react and condense onto the particles. A significant amount of mass exists 
in the C*=103-104 μg m-3 range (Bian et al., 2017; Hatch et al., 2018). These species are POA at 
high organic mass concentrations but gas-phase SOA precursors at low organic mass 
concentrations (Donahue et al., 2006; Hatch et al., 2018). The smog chambers in Figure 4.3 are 
dilute enough that species with C*=103-104 μg m-3 range are mostly in the gas phase for all 
experiments, so additional dilution (lower POA concentrations) does not result in a strong trend in 
OAER: Tkacik et al. (2017) has an R
2
 value of 0.47 and the remaining campaigns have R2<0.25. The 
OFR O:CER and 𝑓JJ/𝑓K;&' data have an inverse correlation to POA with R
2 values of 0.42 and 0.3, 
respectively. This inverse correlation indicates less condensation of oxidized organics at higher 
POA loadings, supporting the hypothesis that higher POA loadings reduce OA aging and 
enhancement.  
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Figure 4.3 also includes the field campaigns that provided initial in-plume absolute OA. 
Many of these field studies provided mass time series, and here we qualify the initial OA as the 
highest observed OA concentration. In general, the field OAER are close to 1 for low initial OA 
loadings (~<100 µg m-3). However, the field observations with higher initial OA loadings generally 
have lower OAER values compared to the trend for the FLAME III OFR. This low field bias is 
potentially because the observed ambient plumes diluted between the initial and final observations 
while the OA concentrations in the OFR are held approximately fixed during aging. 
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Figure 4.3 The OA enhancement ratio (OAER) to the initial OA concentration in µg m-3 within 
each chamber for all experiments within the laboratory campaigns of Figure 4.1C and D. Symbols 
indicate fuel type and colors indicate study type. The horizontal dashed black line at OAER=1 
indicates no net change in OA mass from the initial mass. The black solid line indicates the trend 
line for the OFR data, with a slope of -0.16 and an R2 value of 0.62. Also included on this figure 
are the studies that report initial OA concentrations. Where field campaigns published time series 
of OA, we used the highest concentrations as this is likely the closest overpass over a plume. 
 
Background OA differs between field studies: Hodshire et al. (2019) indicated that elevated 
(>20 µg m-3) background aerosol concentrations can impact SOA formation in plumes from 
smaller fires (<10 km2), as entrainment of the elevated background aerosol mass can slow 
evaporation of semivolatile compounds, effectively slowing evaporation caused by dilution. None 
of the studies in Figure 4.1A explicitly report the background aerosol concentration (although this 
information likely is available within the campaign data repositories). This background OA effect 
could be particularly important in regions that experience large numbers of small fires, such as the 
Amazon basin during the dry season (Martin et al., 2016; Reid et al., 1998). Figure C6 shows that 
for the U.S. in 2014, 3% of total reported fires occured in background PM2.5 concentrations of ≥20 
µg m-3, accounting for 7% of total PM2.5 fire emissions. No study to date has explicitly considered 
the effects on OAER, O:CER, or 𝑓JJ/𝑓K;&' from plume size, dilution rates, mixing, and background 
aerosol and vapor concentrations with ambient data. 
Temperature differs between field and laboratory studies: Temperatures at the height of 
plume injection may be significantly colder than those at the surface, and these temperature 
differences could lead to different OA partitioning and aging for plumes at different 
heights/temperatures. In laboratory experiments, temperature is generally held fixed and there is 
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currently no published controlled analysis of the net effect of temperature on biomass-burning OA 
aging.  
4.3.3 Line and chamber wall losses 
Partitioning of vapors to walls in laboratory experiments may alter apparent SOA 
production: Laboratory results are dependent on losses of both vapors and particles to the chamber 
walls and instrument/chamber tubing, which influences mass. Each smog chamber analysis in this 
review has corrected for PWL assuming either that the particles lost to the walls remain in 
equilibrium with semi-volatile vapors (ω=1) or that vapors only interact with suspended particles 
(ω=0): assuming  ω=0 decreases the mean mass enhancement by 3-26% (Figure 4.1C). In reality, 
vapor uptake by deposited particles likely lies between the ω=1 and ω=0 cases (Weitkamp et al., 
2007) and this remains an uncertainty moving forward. None of the published laboratory studies 
here correct for partitioning of vapors to walls directly into the Teflon surfaces, which may be 
more than an order-of-magnitude larger than losses to particles on the walls (Krechmer et al., 
2016). The published OFR study does not correct for either particle or vapor wall losses, although 
these losses are predicted to be relatively low in OFRs (Eluri et al., 2018; Lambe et al., 2011; Palm 
et al., 2016). We do not correct for vapor wall losses in this review as it requires simulating all 
prior experiments in an aerosol microphysics model and knowledge of chamber turbulence within 
each experiment. Rather, we rely on the work of Bian et al. (2017) in Figure C7 to demonstrate 
the potential importance of correcting for these vapor wall losses (see below). 
To date, two published modeling studies have characterized partitioning of vapors to 
Teflon walls for chamber BB aging experiments (Bian et al., 2017; Pratap et al., 2019). Bian et al. 
(2017) modeled both PWL and vapor wall partitioning for the smog chamber in the FLAME III 
campaign, using size-dependent PWL rates and volatility-dependent vapor partitioning rates 
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(Krechmer et al., 2016). Although uncertainties remained for PWL and vapor partitioning rates, 
Bian et al. (2017) found that simulations without vapor partitioning led to roughly a doubling of 
OAER values. Figure C7 shows the results from Bian et al. (2017) next to the Hennigan et al. (2011) 
results with the vapor-wall-loss corrections lifting the mean and median OAER values to over 3. In 
a similar modelling study for the dark period within the chamber before lights are turned on (~75 
minutes), Bian et al. (2015) found that over one-third of the initial particle-phase mass was lost 
during this time to PWL and vapor partitioning, with 35% of this loss coming from evaporation of 
particles driven by vapor wall losses to the Teflon chamber walls. As vapor partitioning is a 
function of volatility, these losses could also impact composition markers.  
The tubing that transports the smoke between the burn chamber and the smog chambers is 
also susceptible to losses/delays of gas-phase SOA-precursor material (Deming et al., 2019; Liu 
et al., 2019; Pagonis et al., 2017). To illustrate this point, we provide a new analysis using the 
absorptive partitioning model for tubing built by Pagonis et al. (2017) (“tubing model”) to estimate 
potential losses of gas-phase material from tubing delay for the smog chamber set-up in FLAME 
III (Hennigan et al., 2011). We assume the fresh-smoke VBS distribution of Bian et al. (2017) and 
the supporting information provides further details on our methods. At a tubing temperature of 40 
°C and residence time of ~4.3 seconds (Hennigan et al., 2011), the heated aerosol may not achieve 
equilibrium instantaneously (Riipinen et al., 2010) and we assume two bounding cases on 
evaporation in which (1) the particles do not evaporate or (2) the particles reach equilibrium 
instantaneously. For these bounding cases and an initial mass loading of 50 µg m-3, ~16-25% of 
the S/IVOC gas-phase material does not exit the tubing after 15 minutes of continual flow of smoke 
through the tubing (Figure C8). This loss increases to ~30% if the tube is not heated. Estimated 
OAER values (neglecting further chamber wall losses and making simple assumptions for SOA 
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yields; supporting information) the OAER ranges between 1.3-1.8 for the cases with transfer lines 
but increase to 2.5 for a case with no assumed tubing loses (Figure C8D).  
Partitioning of vapors to the chamber walls and tubing decreases the concentrations of gas-
phase precursors that could participate in SOA formation, biasing OAER in laboratory campaigns 
low (Figure C7), further increasing the discrepancies between field and laboratory studies. 
 
4.3.4 Differences in the time of the initial measurement  
 
Pre-measurement chemistry may impact SOA: All of the field and laboratory 
measurements in Figure 4.1 are expressed as ratios referenced to an observation that is treated as 
the initial condition (“time zero”). For field studies, the time after emission at which these initial 
observations are made can be highly variable between studies, and in some cases significant 
evaporation and/or chemistry may have occurred prior to that first observation. Generally, the 
earliest measurements for aircraft campaigns are on the order of ~2-3 minutes after emission with 
most being 10 minutes or more after emission (Table C1). In the FIREX laboratory experiments 
conducted, Koss et al. (2018) found a substantial fraction of higher molecular weight organic 
emissions, including heterocyclic (e.g., furans) and phenolic (e.g., phenol, guaiacol) compounds, 
that could already have contributed to SOA on these very short timescales (Stefenelli et al., 2019). 
Results for modeling of residential wood combustion indicate the importance of these species to 
SOA formation (Stefenelli et al., 2019), though these results have yet to be tested for ambient BB 
plumes. As these compounds have short atmospheric lifetimes with respect to OH (~15-60 
minutes), it is possible that some SOA is rapidly formed in the plume after emission but before the 
“initial” condition of the smoke plume can be measured by aircraft. Furthermore, many plumes 
 194  
 
undergo relatively rapid dilution during the first several minutes (e.g. vertical mixing into an 
unstable layer), which may lead to evaporation during this initial time period. Hence, we 
hypothesize that observed enhancement ratios in the field may be sensitive to the location/timing 
of the near-field measurement. 
 
Figure 4.4 OA enhancement ratios (OAER) for the FIREX data (ω=1 case), as a function of where 
time zero (the initial measurement) is defined (relative to when the lights were turned on, or 0 
minutes). Plotted are offsets of 0 (what is always used in laboratory analysis), 10, 30, and 60 
minutes, with the non-zero offsets representative of time zero in field experiments (Table C1). The 
horizontal dashed grey line at OAER =1 indicates no net change in OA mass from the initial mass.  
Laboratory campaigns have high temporal resolution and can capture early-stage chemistry. The 
time zero in most of the laboratory experiments discussed here occurs when chemistry is initiated 
(lights are turned on or ozone is added). If rapid reactions are important to BB SOA formation, the 
differences between time zero in laboratory and field campaigns could be responsible for higher 
OAER values in laboratory experiments.  
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To illustrate how OAER is sensitive to the definition of time zero, we provide a novel 
analysis with the FIREX smog chamber data of the impact on OAER  as a function of where time 
zero is defined relative to when the lights were turned on (Figure 4.4). Plotted are offsets of 0 
(what is always used in laboratory analysis), 10, 30, and 60 minutes, with the non-zero offsets 
representative of time zero in field experiments. The OAER values estimated for a time zero offset 
of 30 minutes are about half of these values when there is no offset. For the cases when time zero 
offset is 60 minutes after the lights turned on, about a quarter of the experiments have an OAER 
less than 1 (only 10 of all reported laboratory OAER values are less than 1 when there is no offset 
in time zero). Hence, the FIREX data demonstrate that the difference in definition of time zero in 
the laboratory experiments and field experiments might explain, at least in part, why OAER values 
are generally higher in laboratory experiments than field experiments. However, the trend shown 
in Figure 4.4 could also be due to wall losses of gases, which occur on timescales of tens of minutes 
(Krechmer et al., 2016), and thus may not be applicable to field studies. In addition, the BB OFR 
study of Ortega et al., (2013) found that most of the OAER increases did not occur on these sub-hour 
photochemical timescales. Oxidant concentrations decreased with time during the FIREX smog 
chamber experiments, which could also favor early OAER production, but OH has also been 
observed to decrease in ambient BB plumes with time (Yokelson et al., 2009). As well, initially 
thick plumes may have low oxidant concentrations due to slow photolysis rates until the plume 
disperses. More research is needed to understand the initial chemistry occurring in smoke plumes. 
 
4.4 Future research needs   
 In this study, we have reviewed prior studies of smoke particle aging in the field and lab 
and discussed hypotheses for differences within and between the two types of studies. In order to 
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create a unified framework to explain variability in the BB aging, we present the following 
recommendations for key research priorities for the community. We do not rank these priorities, 
as we hope that ongoing research efforts will guide the relative importance of each priority. We 
order each subsection by scale, from the molecular level to larger spatial scales:  
Under-characterized variables in field campaigns:  
Better characterization of in-plume chemistry that will allow for improved estimates of, 
amongst others, oxidant and radical concentrations, optical thickness, vertical structure, photolysis 
rates, and reaction rate constants with OH, O3, and NO3 for different classes of smoke compounds.  
Consideration of how well variability in source emissions is characterized to obtain an estimate of 
how much variability would be expected downwind, independent of chemistry.  
Better characterization of the fire size/dilution rate, absolute OA concentrations, and the 
background aerosol/OA concentration to improve understanding of the influence of these 
properties on OA aging. A wider range of fire sizes should be sampled from, as field studies thus 
far appear to have disproportionately sampled mid-sized fires (Figure 4.3), and aging may depend 
on fire size and background concentrations.   
A broader set of study locations, as a majority of existing field studies have occurred in the 
Americas and a few occurring in Africa. Many important fire-prone biomes remain under-studied 
including peatlands and moorlands (Davies et al., 2016; Van der Werf et al., 2010).  
Under-characterized variables in laboratory campaigns:  
Better characterization of particle and vapor wall losses for all transfer line and reaction 
vessel surfaces, and clear documentation of those corrections. Consistent methods for correcting 
data for each of these losses must also be used to compare across studies. 
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A more systematic testing of dilution levels as well as variable temperatures (including rapid 
changes in temperature) for the same fire conditions in order to understand changes in evaporation 
and SOA production during plume dilution and temperature changes. 
A wider range of MCEs, as the burn conditions within the available laboratory studies have 
almost all been with high MCEs, indicating a dominance of flaming fires. More smoldering fires 
within the laboratory setting should be studied. As well, methods to more closely match field burns 
should be developed, such as burning more compact fuels/larger amounts, varying fuel water-
content and/or adding heat lamps to increase fuel temperature prior to combustion. 
A wider sampling of fuels as laboratory studies have been focused predominantly on fuels that 
may exist in North American fires.  
Reconciling laboratory and field campaigns: 
Expanding use of emerging techniques that allow molecular-level measurements of OA in 
real-time(Lopez-Hilfiker et al., 2019) should be applied to both field and lab studies to allow more 
direct connections than can be made with using only OA and O:C to characterize the composition 
of emissions.  
Increased reporting and analysis of emissions correlations such as the high- and low-
temperature emissions profiles of VOCs identified by Sekimoto et al. (2018). These profiles 
provide tractable methods that can be compared in field and laboratory campaigns for 
understanding the thousands of compounds emitted in fires and could be applied to aging studies 
in order to determine which correlations may increase understanding of aged smoke. 
Better characterization of the OA evolution of individual fuels for variable starting mass 
concentrations to explore more dilution regimes in laboratory experiments. As observed for the 
FLAME III OFR data, more SOA was formed with a lower initial POA concentration (increased 
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dilution), likely due to more available precursors (Hatch et al., 2018; Ortega et al., 2013). Careful 
observation of both mass and compositional changes in these experiments can test the impacts of 
dilution on smoke aging.  
Expanded use of OFRs, given their relative ease-of-use compared to environmental 
chambers. In lab studies, OFRs can provide anticipated particle mass, composition markers, and 
size distribution changes with variable levels of aging (Hodshire et al., 2018) for the same fuel or 
fuels burned. In field studies, OFRs can be set up at ground-based sites to sample directly from 
ground-level plumes and have also successfully operated from aircraft (Nault et al., 2018). Aging 
information from field OFRs could be directly compared to aircraft observations of the downwind 
plume.  
Models as tools to interpret field measurements. Models can help to understand the 
chemical and physical impacts of dilution in plumes. As well, combinations of modeling and 
laboratory efforts can constrain initial, fast chemistry anticipated in smoke plumes and should be 
then applied to field measurements in order to determine anticipated changes in mass and 
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CHAPTER 5  
 
MORE THAN EMISSIONS AND CHEMISTRY: FIRE SIZE, DILUTION,                           
AND BACKGROUND AEROSOL ALSO GREATLY INFLUENCE NEAR-FIELD   
BIOMASS BURNING AEROSOL AGING4 
  
Overview 
Biomass burning emits particles (black carbon and primary organic aerosol; POA) and 
precursor vapors to the atmosphere that chemically and physically age in the atmosphere. This 
theoretical study explores the relationships between fire size (determining the initial plume width 
and concentration), dilution rate, and entrainment of background aerosol on particle coagulation, 
OA evaporation, and secondary organic aerosol (SOA) condensation in smoke plumes. We 
examine the impacts of these processes on aged smoke OA mass, geometric mean diameter (Dg), 
peak lognormal modal width (σg), particle extinction (E), and cloud condensation nuclei (CCN) 
concentrations. In our simulations, aging OA mass is controlled by competition between OA 
evaporation and SOA condensation. Large, slowly diluting plumes evaporate little in our base set 
of simulations, which may allow for net increases in mass, E, CCN, and Dg from SOA 
condensation. Smaller, quickly diluting fire plumes lead to faster evaporation, which favors 
decreases in mass, E, CCN, and Dg. However, the SOA fraction of the smoke OA increases more 
rapidly in smaller fires due to faster POA evaporation leading to more SOA precursors. Net mass 
changes for smaller fires depend on background OA concentrations; increasing background 
aerosol concentrations decrease evaporation rates. Although coagulation does not change mass, it 
 
4
 This Chapter published as: Hodshire, A. L., Bian, Q., Ramnarine, E., Lonsdale, C. R., 
Alvarado, M. J., Kreidenweis, S. M., Jathar, S. H. and Pierce, J. R.: More than emissions and 
chemistry: Fire size, dilution, and background aerosol also greatly influence near‐field biomass 
burning aerosol aging, J. Geophys. Res. Atmos., 2018JD029674, doi:10.1029/2018JD029674, 
2019. 
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can decrease the number of particles in large/slowly diluting plumes, increasing Dg and E, and  
decreasing σg. While our conclusions are limited by being a theoretical study, we hope they help 
motivate future smoke-plume analyses to consider the effects of fire size, meteorology, and 
background OA concentrations. 
5.1 Introduction 
Biomass burning smoke is a significant source of primary and secondary atmospheric 
particles that have impacts on climate (Bond et al., 2013), air quality (e.g. Jaffe and Widger, 2012; 
Nie et al., 2015; Xie et al., 2015), and health (e.g. Jassen et al., 2012; Johnston et al., 2012; Naeher 
et al., 2007; Zhang et al., 2009). Biomass burning emits primary carbonaceous aerosol (both as 
black carbon and primary organic aerosol; POA) (Akagi et al., 2011; Reid et al., 2005a and 
references therein), inorganic aerosol, and vapors, where some vapors may serve as aerosol 
precursors (e.g. Alvarado and Pimm, 2009; Bertrand et al., 2018; Hatch et al., 2017; Jen et al., 
2018). Biomass burning particle emissions are dominated by an accumulation mode, with a less-
concentrated coarse mode and occasionally a nucleation mode (Reid et al., 2005a). Although the 
coarse mode is comprised mainly of dust, ash, unburned fuel, and carbon aggregates (Formenti et 
al., 2003; Gaudichet et al., 1995; Hungershoefer et al., 2008), the accumulation mode is comprised 
mainly of organic material, with black carbon and inorganic species (such as potassium, chlorine, 
calcium, and sulfate) making up ~10% each of the remaining fraction, depending on the fuel (Bian 
et al., 2015; Reid et al., 2005a). 
Both the POA and vapors evolve as the initial smoke plume dilutes, entrains background 
air, and undergoes oxidative aging along with aerosol microphysical processes such as 
evaporation, condensation, coagulation, and deposition (e.g. Akagi et al., 2012; Alvarado et al., 
2015; Hecobian et al., 2011; Sakamoto et al., 2016, Vakkari et al., 2014). Each of these processes 
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help shape the aerosol mass and number size distributions. Understanding the bulk mass evolution 
of biomass burning aerosols is important from a regulatory and health standpoint and allows for 
an estimate of their direct radiative effect (DRE) on the Earth’s energy balance (Charlson et al., 
1992, Heald et al., 2014). Understanding the number size distribution evolution of biomass burning 
aerosols further allows for a more precise understanding of their DRE and provides an estimate of 
their indirect effect on the earth’s radiative budget through altering cloud properties (e.g., the 
cloud-albedo aerosol indirect effect [AIE]; Boucher et al., 2013). Further, particle size influences 
the lung-deposition efficiency and hence may impact health (Hussein et al., 2013; Löndahl et al., 
2007; 2009). 
The DRE of particles depends, in part, on their relative amounts of scattering and 
absorption in the atmosphere. The sum of scattering and absorption is given as the particles’ 
extinction (Seinfeld & Pandis, 2006). The mass extinction efficiency is the ratio of the extinction 
of the particle to the particle’s mass; similarly, the mass scattering and absorption efficiencies are 
the ratios of each particle’s scattering and absorption to its mass. Peak mass extinction (or 
scattering/absorption) efficiencies typically occur for particles between 100 nm to 1 µm in 
diameter (Dp). The AIE is determined by cloud condensation nuclei (CCN) properties and 
concentrations: particles that become cloud condensation nuclei (CCN) can alter cloud reflectivity 
(albedo) by changing the cloud droplet number concentration (CDNC) (Twomey, 1974). The 
ability of a particle to act as a CCN depends both on its size and hygroscopicity (Petters and 
Kreidenweis, 2007); for typical cloud conditions, particles with Dp larger than 40-100 nm can 
activate into droplets. As biomass burning plumes age, both particle extinction and CCN 
concentrations are impacted through changes in mass, number, size, and composition. 
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A large number of field campaigns have analyzed the aging of various normalized biomass 
burning aerosol properties within the plume. In this study, normalized refers to correcting a 
property for dilution and background concentrations by subtracting off the background value and 
then dividing the property by a conserved quantity, usually an effectively inert species, such as 
CO. Studies focusing on the aging of organic aerosol mass report a range of changes to the net 
(difference between total secondary organic aerosol [SOA] production and OA evaporation) 
normalized OA within the plume: some of these studies reported an OA gain (Alvarado and Prinn, 
2009; Cachier et al., 1995; Formenti et al., 2003; Liu et al., 2016; Reid et al., 1998; Vakkari et al., 
2014; Vakkari et al., 2018; Yokelson et al., 2009), some an OA loss (Akagi et al., 2012; Forrister 
et al., 2015; Hobbs et al., 2003; Jolleys et al., 2012; Jolleys et al., 2015; May et al., 2015), and 
others showed no significant change in OA (Brito et al., 2014; Capes et al., 2008; Collier et al, 
2016; Cubison et al., 2011; Hecobian et al., 2011; Liu et al., 2016; May et al., 2015; Nance et al., 
1993; Sakamoto et al., 2015; Zhou et al., 2017). However, sampling noise due to different sampling 
times, collection efficiencies, and other issues can also make it ambiguous whether net normalized 
OA increased in a single fire (e.g., the analysis of Alvarado and Prinn, 2009 of the Timbavati fire 
from Hobbs et al., 2003). Studies that measured aspects of particle extinction tend to report net 
normalized increases in total extinction (e.g. Abel et al., 2003; Radke et al., 1995; Reid et al., 1998; 
Vakkari et al., 2014; Yokelson et al., 2009), although loss in total extinction has been observed 
past 10 hours of aging (Radke et al., 1995). The majority of studies that have explored CCN aging 
within plumes have found a normalized increase in CCN with aging (e.g. Eagan et al., 1974; 
Vakkari et al., 2014) with Vakkari et al. (2014) further reporting no change in CCN for some 
observed fires. It is as yet unclear if changes in size, total number, or composition are driving 
observed changes. 
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The net change of organic aerosol (OA) mass in a smoke plume as it dilutes and ages is 
determined from the balances between initial emissions (which depends upon e.g. fuel type and 
burn conditions), SOA production, and evaporation of both POA and SOA (Bian et al, 2017). 
Biomass burning POA has been observed to undergo evaporation (e.g. Formenti et al., 2003; 
Huffman et al., 2009; Liousse et al., 1995; May et al., 2013) as semivolatile compounds that are 
susceptible to evaporation due to dilution can make up a significant fraction, ~20-90% of particle-
phase biomass burning POA (Eatough et al., 2003; Grieshop et al., 2009; May et al., 2013; May et 
al., 2015). The initial plume width (characterized by the fire width) as well as the atmospheric 
stability (often characterized by stability class; Pasquill, 1961) will determine the dilution and 
therefore potential OA evaporation rates, with larger fires and more stable atmospheres diluting 
more slowly and losing less OA through evaporation relative to smaller fires and less stable 
atmospheres (e.g. Bian et al., 2017). The plume edges will mix more rapidly than the plume core 
in all cases. Regardless, large smoke plumes will maintain higher particle concentrations (averaged 
across plume transects at a given distance from the fire) than smaller smoke plumes, all else equal.   
The evolution of the total number of particles from biomass burning emissions is controlled by 
coagulation (Akagi et al., 2012; Capes et al., 2008; Formenti et al., 2003; Radke et al., 1995; 
Ramnarine et al., 2018; Sakamoto et al., 2016), although deposition plays a minor role early in the 
plume, and nucleation may contribute to number in some cases (e.g. Andreae et al., 2001; 
Hennigan et al., 2012; Hobbs et al., 2003; Vakkari et al., 2018). The rate of coagulation is 
proportional to the square of the particle number concentration for particles of fixed sizes. Hence, 
coagulation within plumes will occur the most rapidly within the initial (densest) time period of 
the plume, and observed net changes in CCN for plumes are likely highly sensitive to the range of 
the ages of the measurements within the plume (e.g., if the measurements begin after some 
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aging/dilution, coagulation may have already slowed greatly). As well, large fires that dilute more 
slowly will have more sustained coagulation in plumes than fires with smaller fluxes.  
The particle size distribution is impacted by both coagulation and SOA condensation/OA 
evaporation: coagulation leads to growth of the mean diameter of particles in the plume and a 
narrowing of the modal width while reducing particle number (Janhall et al. 2011; Sakamoto et 
al., 2016). Similarly, SOA condensation/OA evaporation leads to growth/shrinkage of the mean 
diameter. Changes in the modal width depend on the volatility of the vapors: semivolatile vapors 
quickly reach equilibrium and condense or evaporate in the quasi-equilibrium limit, which yields 
diameter growth rates proportional to particle diameter Dp at all sizes (Pierce et al., 2011; Riipinen 
et al., 2011; Zhang et al., 2012), leading to no changes in lognormal modal width with condensation 
or evaporation. Conversely, low volatility vapors condense yielding diameter growth rates 
independent of particle size in the kinetic regime (Dp <~50 nm) but yield diameter growth rates 
proportional to 1/ Dp for the continuum regime (Dp >~ 1 µm) (Pierce et al., 2011; Riipinen et al., 
2011; Zhang et al., 2012), and thus condensation of low volatility vapors decreases the lognormal 
modal width. Thus, understanding the balances between SOA formation, OA evaporation, and 
coagulation in biomass burning plumes are all essential for understanding net changes in OA mass, 
number, and size. 
As we will argue in this study, the background aerosol concentration that plumes dilute 
into and entrain in also impacts plume OA mass, number, and size. If smaller fires occur in polluted 
atmospheres with a high background concentration of OA, evaporation will be reduced as the 
entraining background aerosol provides organic vapors and mass for organic vapors to partition 
into (Donahue et al., 2006), assuming that the OA in the background and plume effectively mix 
with each other, thermodynamically. These background effects can be important for the total size 
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and mass of particles produced, especially in regions that experience high numbers of small fires, 
such as the Amazon Basin during the dry season (e.g. Martin et al., 2016; Reid et al., 1998), 
creating high ambient OA concentrations for new smoke plumes to mix into (Baars et al., 2012; 
Martin et al., 2010; Reid et al., 1998). Only a few studies have reported the explicit ambient 
background aerosol concentrations in their publications (Cachier et al., 1995; Nance et al., 1993), 
and as best we can tell, no published field analyses have explicitly accounted for or discussed the 
potential effect that background aerosol entraining into the diluting plume may have on 
evaporation rates. We note that for most field studies, data for these background concentrations 
exist, but for most studies, it has not been explicitly considered in published work. 
To our knowledge, no study has systematically investigated how fire size, dilution rates, 
and background aerosol concentrations are expected to influence biomass burning aerosol aging. 
In this study, we perform a theoretical analysis of the importance of these factors on total OA mass, 
number concentration, and particle size through changes to OA evaporation, SOA condensation, 
and coagulation. Throughout this study, we use ‘fire size’ to mean the area of the fire that is 
currently burning. The initial plume width is a function of this fire size, and hence, fire size directly 
impacts the dilution rate of the plume. We use an aerosol microphysics model (described in Sect. 
2) to simulate a representative range of plume sizes diluting into different background aerosol 
concentrations. We do not attempt to simulate any specific previously observed plumes here; 
instead we simulate simplified plume test cases that undergo different dilution rates (as represented 
by different initial plume sizes) into variable background aerosol concentrations in order to 
carefully characterize the importance of dilution rates and background aerosol concentrations. In 
these simulations, we hold many known important factors (such as emissions flux; oxidant 
concentrations; temperature; the amount of UV radiation in the plume, which may be attenuated 
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in thick plumes; and chemical rate constants and yields) fixed in order to isolate the potential 
impacts of fire size and background OA concentrations; however, we do test the sensitivity of our 
results to some of these factors. As well, we do not consider black carbon, or the potential 
formation of tar balls within the plume, although these are likely important features in many smoke 
plumes (e.g. Forrister et al., 2015; Sedlacek et al., 2018). In this idealized system, we examine the 
effect of aging on aerosol mass (Sect. 3.1), aerosol size distribution properties (mean diameter and 
peak lognormal modal width; Sect. 3.2), and aerosol properties that impact radiative effects 
(through total extinction cross section and CCN; Sect. 3.3). We discuss limitations of this study in 
Sect. 3.4. Section 4 discusses real-world fire sizes and background aerosol concentrations and 
observational studies. Section 5 provides a synthesis of our findings, as well as recommendations 
for future studies. 
5.2 Methods 
5.2.1 Model description 
We perform simulations of biomass burning aging using the TOMAS (TwO-Moment 
Aerosol Sectional) microphysics box model (Adams & Seinfeld, 2002; Pierce et al., 2011), coupled 
to the Volatility Basis Set (VBS; Donahue et al. 2006) as a single-box, expanding, Lagrangian 
plume model as described in Bian et al. (2017). By assuming a single, Lagrangian box, we do not 
resolve the effects that dilution may have at the edge (rather than the core) of plumes, which is a 
limitation of this study that we will discuss more in Sect. 3.4. TOMAS explicitly tracks and 
conserves number and mass while simulating condensation and coagulation. Condensation and 
evaporation is calculated through aerosol partitioning theory (Pankow, 1994) using kinetic mass 
transfer (Pierce et al., 2011). Coagulation is simulated using the (size-dependent) Brownian kernel 
in Seinfeld and Pandis (2006). We assume that the model simulations occur over timescales short 
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enough that dry deposition is negligible. We do not account for any wet deposition or other 
aqueous processes (see Sect. 3.4 for a full discussion of the limitations of this study). Our model 
set-up is identical to that of the study of Bian et al. (2017); here we provide a brief overview. 
We use 36 logarithmically spaced size sections from 3 nm to 10 µm. The simulated aerosol 
species are a non-volatile inorganic species to represent a generic non-volatile inorganic species, 
water, and 15 organic “species” that represent lumped organics with logarithmically spaced 
effective saturation concentrations (C*) spanning from 10-3 to 1011 µg m-3 within the VBS 
framework. The inorganic species is assumed to remain inert within the particle throughout each 
simulation, as our optical and hygroscopicity properties are held fixed (Sect. 2.3). We do not 
explicitly include black carbon as a separate aerosol species but rather it is implicitly included in 
the generic inorganic species. All species are assumed to be internally mixed within each size 
section. We assume a starting organic mass fraction of 0.9, a value roughly representative of many 
natural fuel types (Bian et al., 2015), with the remaining mass fraction assumed to be the non-
volatile inorganic species. Each simulation is initialized with the initial volatility distribution from 
Bian et al. (2017), which adapts the findings of May et al. (2013) (for C* ≤ 104 µg m-3) and Hatch 
et al. (2017) (for C* > 104 µg m-3). This merged volatility distribution has significant mass in the 
C* = 104 µg m-3 bin and little mass in the C* = 105 µg m-3 C* = 106 µg  m-3 bins, which is likely 
due to limitations of the two methods. In reality, we expect a more even distribution of volatility 
across these bins. However, as most of the initial material in the C* = 104 µg m-3 bin is in the vapor 
phase (Figs. D4 and D5 in the supporting information) for all fire sizes, we do not expect this 
volatility uncertainty to qualitative impact our results across fire sizes. We assume a fixed 
temperature of 298 K throughout the entire simulation, both spatially and temporarily, a limitation 
of this study further discussed in Sect 3.4. 






Table 5.1 Initial input parameters. All cases are run within the parameter space of the primary 
sensitivity simulations (fire size, background aerosol concentration, and chemistry/coagulation), 
using the constants listed in the final section of the table. The base simulations are comprised of 
the bolded values in the secondary sensitivity simulations. Secondary sensitivity simulations are 
run using the values in parentheses within the secondary sensitivity simulations.  
 
Parameter Description  Value 
Primary sensitivity simulations 
Fire size Area of fire emissions, km2 10-4, 10-3, 10-2, 10-1,  
1, 10, 100 
Background concentration Background aerosol mass 
concentration, μg m-3 
0, 5, 20, 50  
Chemistry and coagulation  Whether or not gas-phase 
chemistry and/or coagulation is on  
Chemistry on/off; 
Coagulation on/off  
Secondary sensitivity simulationsa 
kOH In-plume reaction rate constant, 
cm3 molecule-1 s-1 
Upper- bound 
chemistry: −5.7 × 




× 10-12ln(C*) + 
4.27 × 10-10) 
Decrease in volatility bins 
per reaction  
Number of volatility bins decreased 




chemistry: 2)  




α Accommodation coefficient 1.0 
(0.1, 0.01)  





Dg and Dg, bg Dry peak number diameter of 
emissions and background, nm   
70, 157 
σg and σg, bg Particle size distribution standard 
deviation of emissions and 
background 
2.0, 1.7 
Mass flux Fire emission mass flux, kg m-2 s-1 5 × 10-6 
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Wind speed Mean boundary-layer wind speed, 
m s-1 
5 
T  Ambient temperature during 
dilution, K 
298 
Maximum plume mixing 
depth 
Maximum depth the plume can mix 
within, m 
2500  
[OH] In-plume OH concentration, 
molecules cm-3 
1.08 × 106 
aValues in bold are used for the base simulations discussed and shown in the main text; values in 
parentheses represent further sensitivity cases briefly discussed in the main text with results 
shown in Appendix D.  
 
Gas-phase functionalization of the organic species within the VBS is simulated assuming 
that reaction with OH leads to a product vapor four volatility bins lower than the parent molecule. 
The OH concentration is set to 1.08×106 molec cm-3, following Bian et al. (2017), and is held fixed 
throughout each model run. This OH concentration is lower than what has been reported in studies 
that have characterized in-plume OH (Akagi et al., 2012; Hobbs et al., 2003; Yokelson et al., 2009), 
but this may be balanced by our relatively fast OA aging scheme presented below. OH is likely a 
function of fire size/dilution rates, as these factors can control the amount of light available in-
plume as well as the amount of oxidants, and we will leave the exploration of OH and fire size to 
a future study. We assume that the rate of reactions of OH with organics follows the relationship 
determined by Jathar et al. (2014) for aromatics: kOH= -5.7×10-12 ln(C*)+1.14×10-10. Jathar et al. 
(2014) also provides a relationship for alkanes: kOH= -1.84×10-12 ln(C*)+4.27×10-10. The fit for 
aromatics represents faster chemistry than that of alkanes. For this study, we will assume the 
reaction rate of aromatics with a four volatility bin drop as an upper bound on SOA condensation, 
following Bian et al., (2017), as this was the chemistry assumption that best fit smog chamber data 
from the third Fire Lab At Missoula Experiment (FLAME III). The initial OA concentrations in 
the smog chamber in FLAME III were between ~16-86 µg m-3. We present our base results using 
this upper-bound assumption on OA oxidation (“upper-bound chemistry”), as this set of 
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assumptions provided the best fits with chamber data in Bian et al. (2017), but we also show in the 
supplementary information (SI Sect. D5 and Figs. D13-D14) a sensitivity test using the alkane 
reaction rate with a two-bin volatility bin drop as a lower bound on OA oxidation (“lower-bound 
chemistry”; Bian et al., 2017). The lower-bound chemistry simulations could not only be insightful 
for conditions with reduced reaction rates, but can also act as a proxy for conditions with reduced 
OH concentrations, as may occur for plumes with reduced amounts of light available within the 
plume. These reaction rates are applied uniformly to all gas-phase organics within the model’s 
VBS (regardless of species type) so as to represent an “average” reaction rate. We further assume 
that fragmentation is trivial at the timescale of our study (four hours; Shrivistava et al., 2013) and 
do not include any fragmentation reactions in the model. 
The expansion of our Lagrangian box is simulated with a Gaussian dispersion framework, 
assuming a uniform pollutant distribution across the expanding volume. The assumption of a 
uniform pollutant distribution is a limitation of this study that is discussed further in Sect. 2.4. 
Following Bian et al. (2017), we assume a fixed wind speed in the x direction (the plume’s long 
axis) of 5 m s-1. The crosswind width and height of the initial and expanding plume is 4σy and 4σz, 
respectively, but with a maximum plume mixing depth of 2500 m. We do not explicitly assume 
that the plume remains within the boundary layer (BL) (i.e., this layer with a 2500 m maximum 
mixing depth is not necessarily in the BL), but we do not change the temperature and pressure to 
be representative of free troposphere (FT) conditions. Dispersion may be slower in the FT than the 
BL, as the FT is generally stable due to lack of significant heating at the bottom of any given layer 
(Wallace and Hobbs, 2006). We test the sensitivity of our results to moderately stable conditions 
that may be more representative of dispersion in the free troposphere, as discussed in Sect. 2.2. 
(Pasquill, 1961) represent atmospheric stability in the model, and are used to estimate the values 
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of σy and σz, following Klug (1969). The initial plume width of 4σy is set to be the same as the fire 
width (square root of the fire area, which is defined here as the area that is currently burning). Thus 
in the model, the initial plume concentration is defined by the time spent over the fire and initial 
values of 4σy and 4σz.. The dilution rate of the plume is controlled by the initial plume size, the 
wind speed in the x direction, and the atmospheric stability class within the Gaussian dispersion 
framework. Figure 5.1d shows the dilution ratio as a function of time for fire sizes of 100, 1, 10-2, 
and 10-4 km2. The model simulates the expanding plume downwind as it ages in a Lagrangian 
framework. We assume that depositional processes (wet or dry) are minor within the modelled 
time period (4-8 hours) and do not include them in the model. 
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Figure 5.1 (a)-(d) Time evolution of total smoke organic aerosol mass concentration 
enhancement (background organic aerosol subtracted off) in the particle phase for chemistry-on 
(solid lines) and chemistry-off (dashed lines) simulations for the fire areas of 10-4, 10-2, 1, and 
100 km2 (colored lines) and background aerosol concentrations (black dotted lines) of (a) 0,  (b) 
5, and (c) 50 µg m-1. (d) Time evolution of the dilution ratio for each fire size. Results are for the 
base simulations (Table 5.1) from the CoagOn version of each ChemOff/ChemOn case.  
  
5.2.2 Description of simulations 
Table 5.1 provides an overview of the simulations performed in this study. The primary 
sensitivity studies are for seven fires sizes between 10-4 and 100 km2 (0.01 to 104 ha; each fire size 
is separated by an order of magnitude in fire area). Throughout this study, fire size is meant to 
indicate the area of the fire that is currently burning. Fires between 10-4 and 0.1 km2 are 
approximately representative of small prescribed burns (e.g. Huang et al., 2018); the larger fire 
sizes are representative of the range of large prescribed burns and wildfire sizes (e.g. Giglio et al., 
2010). Each simulated plume entrains constant background aerosol concentrations of 0, 5, 20, or 
50 µg m-3 as the plume expands. The background size distribution is assumed to be composed of 
nonvolatile organics (e.g. well-aged), and once entrained into the plume, these particles undergo 
coagulation and may take up organic vapors. The background aerosol also provides mass for the 
plume aerosols and vapors to partition into (Pankow, 1994). These constant background aerosol 
concentrations of 5-50 µg m-3 can exceed the smoke mass from the fire within the diluting plume, 
depending upon the initial mass emissions and dilution rate, the consequences of which will be 
discussed in Sect. 3.1. Real-world background aerosol concentrations vary spatially, hence our 
simulated background is idealized. Each initial plume and background size distribution are 
assumed to be single lognormal modes with lognormal modal number median diameters (Dg and 
Dg, bg) of 70 nm and 157 nm (corresponding to lognormal modal mass median diameters of 296 
and 365 nm) and lognormal modal widths (σg and σg, bg) of 2.0 and 1.7, respectively (Table 5.1). 
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These values were chosen following Carrico et al. (2016) for fresh biomass burning emissions and 
D’Andrea et al. (2013) for background aerosol, respectively. 
In order to determine the individual and combined effects of SOA condensation and 
coagulation on the smoke size distribution, we run four simulations for each fire size and 
background combination: (1) chemistry off , coagulation off (ChemOff_CoagOff), (2) chemistry 
off, coagulation on (ChemOff_CoagOn), (3) chemistry on, coagulation off (ChemOn_CoagOff), 
and (4) chemistry on, coagulation on (ChemOn_CoagOn). We also run simulations with 
coagulation on and coagulation off for each background concentration that has no smoke emissions 
and instead simulates aging of the background as it would be without the presence of the plume 
over the same time period used for the full (plume plus background) simulations. These 
simulations are used to determine the number and mass enhancement of the plume above 
background. Note that since we assume a non-volatile background without available gas-phase 
vapors, changes in the background size distribution occur only if coagulation is on. 
The base set of primary sensitivity simulations in this work are with the upper-bound 
chemistry scheme (Table 5.1), a constant mass flux of 5×10-6 kg m-2 s-1, neutral atmospheric 
stability (stability class D), and the mass accommodation coefficient, α, set to 1. As the mass flux 
and emissions size distribution are held fixed, the particle number emissions per area are also held 
constant; the total initial number concentrations for each fire size are provided in Table D1. We 
further run “secondary sensitivity simulations” on a number of parameters (Table 5.1, Sect. 2) to 
provide a more complete framework of the relative importances of fire size, background 
concentration, SOA condensation, OA evaporation, and coagulation under different potential 
atmospheric and chemical conditions. Each sensitivity simulation tests one parameter while 
holding all others at the values of the base cases. We test the following sensitivities: the rate of 
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SOA condensation (using the lower-bound chemistry parameterization, discussed above, and a 
two bin drop in volatility per reaction); α (testing α=0.1 and α=0.01); and the stability class (testing 
B, moderately unstable, and F, moderately stable). Reducing the accommodation coefficient can 
be used to compensate for potential particle-phase diffusion limitations that would occur if the 
aerosol increased in viscosity (Hodshire et al., 2018). As particle-phase diffusion limitations slow 
or halt the rate at which condensing vapors can diffuse through the particle, the condensing vapors 
can more easily evaporate. Reducing α accounts for this net reduction in the condensation rate, but 
it does not account for potential size-dependent diffusion limitations (Zaveri et al., 2017). (We 
assume liquid particles in our primary cases, which will likely have accommodation coefficients 
at or close to unity; Julin et al., 2014). Bateman et al. (2017) found that SOA influenced by biomass 
burning increased in viscosity over the Amazonian rainforest as compared to purely biogenic SOA, 
indicating that biomass burning could potentially yield high-viscosity aerosol. As well, some field 
studies have observed the presence of tar balls, nearly spherical and highly viscous particles (e.g. 
Adachi & Buseck, 2011; Pósfai et al., 2003, 2004; Sedlacek et al., 2018). Changing the stability 
class effectively models differing dilution rates, and has an effect similar to changing fire sizes, 
which is why we treat stability as a secondary sensitivity. The results of the secondary sensitivity 
tests are briefly discussed in the text, and figures are provided in the supporting information. All 
cases are run with the constants described in the final section of Table 5.1. 
For brevity, we only show results for fire sizes of 10-2, 1, and 100 km2 with background 
concentrations of 0, 5, and 50 µg m-3 for each base case and sensitivity simulation as these capture 
the main features of these dimensions; we also include the fire size of 10-4 in our mass discussion. 
Results for all fires sizes and background are included in the supporting information: Figures D1, 
D3, D6, D7, D10, and D12 for the base cases. We analyze all simulations after 4 hours of aging 
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but also provide results for the base simulations after 8 hours of aging in the supporting 
information. We chose 4 hours as our analysis time as dilution is generally slow past this time, and 
the assumption of a constant OH concentration is less valid over longer time periods. 
Two-moment sectional models can artificially distort the size distribution through size-bin 
emptying, and thus to remove numerical artifacts, the simulated distributions were smoothed. The 
supporting information (Sect. D1.1) provides further details on the smoothing technique used 
(Stevens et al., 1996). 
  
5.2.3 Calculations of smoke size distribution, CCN, and extinction 
We determine each simulation’s contribution of smoke towards total OA mass, total 
extinction cross section (E), and CCN. We find the in-plume enhancement of each metric (OA 
mass, E, and CCN) by subtracting the matching metric from the background aerosol size 
distribution (that is, the background OA mass, E, and CCN) of an otherwise identical simulation 
that has no smoke emissions, as described in Sect. 2.2. (We match both the background 
concentration used and whether coagulation is on or off in our background correction.) Each 
enhancement(ΔOA mass, ΔE, and ΔCCN) is normalized by the enhancement of CO above its 
background (ΔCO) to allow us to determine if these metrics have increased or decreased relative 
to their values at emission. Emissions factors of CO vary from study to study but are generally on 
the order of 10 times greater than that of PM2.5 emissions (e.g. Akagi et al., 2011; Burling et al., 
2011), and so for this study we assume that CO emissions are 10 times that of particle mass 
emissions. Correcting the distributions for the background and normalizing the time-evolving 
simulations by ΔCO can be referred to as the normalized excess mixing ratio (NEMR; e.g.Akagi 
et al., 2012), a common metric in field campaigns, in which the in-plume concentrations of species 
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X are background-corrected (ΔX) and normalized by the inert background-corrected tracer ΔY that 
has been measured at the same time and location. We note that the exact values of ΔOA/ΔCO, 
ΔE/ΔCO, and ΔCCN/ΔCO will vary with the values of mass, number, and CO emissions under 
different real plumes, as well as the values used for particle hygroscopicity and refractive index 
(as described below). However, we are not attempting to simulate any specific observed plumes 
and argue that the specific values of these metrics are less important than their relative changes 
between different fire sizes/dilution rates and background aerosol concentrations. We hypothesize 
that the qualitative conclusions of this work will hold across studies. The total initial and final OA 
mass from smoke is found by summing the mass (explicitly tracked in TOMAS) across all bins. 
We calculate the peak diameter (Dg,) and lognormal modal width (σg) of the smoke plume using 
the methods of Whitby et al. (1991); further details are given in Section S2of the supporting 
information. 







         (5.1)  
  
where i indicates the size bin, ΔNi is the total number of background-corrected particles in the 
plume per bin, Qext,i is the extinction efficiency in each bin, and Ai is the cross-sectional area of the 
particles per bin, assuming spherical particles. Qext,i is calculated through the Python module 
bhmie_herbert_kaiser_july2012.py (https://code.google.com/archive/p/scatterlib/downloads). 
The module finds Qext,i through Mie scattering theory, using the code published in Bohren and 
Huffman (1983). We assumed a wavelength of 500 nm and a refractive index of 1.5 - 0.08i (Mack 
et al., 2010) for the particles regardless of OA and inorganic aerosol content. We also ignore 
potential changes to the refractive index that would occur if black carbon or brown carbon was 
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present in the particles, since we do not include black carbon or brown carbon as a modelled 
aerosol species. Our rationale for using a fixed refractive index is to isolate how the changes in the 
aerosol size and number affect extinction. The particle extinction is also a function of potentially 
evolving particle morphology and refractive index in the plume during aging (Pei et al., 2018), but 
we do not attempt to address these changes here with justification given in the next paragraph. 
ΔCCN/ΔCO at 0.2% supersaturation was calculated using the Kappa formulation of Petters 
and Kreidenweis (2007), assuming a hygroscopicity parameter, κ, of 0.2 for both the smoke aerosol 
and the background aerosol. Aging biomass burning aerosol have been observed to rapidly 
converge to a κ value of 0.2 ± 0.1 (Englehart et al., 2012). Similar to extinction, we do not attempt 
to address aging of κ within the plume and hold this value fixed for all simulations and thus 
changes in CCN are effectively functions of the change in number concentration and size for this 
study. We note that both optical and hygroscopic properties are anticipated to change through 
aging. However, the changes in the refractive index and κ	with	aging	are inconsistent between 
aging cases, with some cases showing increases and some studies showing decreases with age in 
each of these parameters (e.g. Adler et al., 2011; Englehart et al., 2012; Haywood et al., 2003). As 
the direction of change with aging is likely fuel and burn-conditions dependent, we limit this study 
to determining the impacts of size distribution changes through aging. 
In order to determine the relative contributions of SOA and POA to the aging size smoke 
OA, we make a simple estimate of  the mass fraction of SOA to the total mass as follows: 




where OA_ChemOntotal_mass(t) and OA_ChemOfftotal_mass(t) are the total mass concentrations of the 
ChemOn_CoagOn and ChemOff_CoagOn cases, respectively, at time t for a given fire size and 
background aerosol concentration (coagulation does not impact mass and therefore we do not look 
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at the CoagOff cases). And then the POA mass fraction is simply (POA mass fraction)= 1 - (SOA 
mass fraction). A limitation of the approach is that SOA condensation in the ChemOn simulations 
reduces the amount of POA evaporation relative to the ChemOff simulations; however, Eq. 2 
allows us to qualitatively show under which conditions we expect the SOA fraction (or the amount 
of oxygenation of the OA) to increase more or less rapidly. 
A discussion of the limitations of our methods in this study are presented in Section 3.4.  
5.3 Results 
5.3.1 Smoke mass aging depends on fire size, dilution, evaporation, and 
condensation 
In a diluting plume, the total organic aerosol (OA) mass will depend on how much OA 
evaporates versus how much SOA is formed through condensation, at least for our modelled 
system. The total mass is mostly unaffected by coagulation, as coagulation conserves mass 
(although not number and hence affects the size distribution and may change the condensation sink 
timescale). Figure 5.1 provides the time-evolving absolute smoke mass enhancement (that is, the 
excess OA from smoke above the background aerosol concentration), ΔOA (in µg m-3), and the 
time-evolving dilution ratio for fire sizes of 10-4, 10-2, 1, and 100 km2 and constant background 
aerosol concentrations of 0, 5, and 50 µg m-3 for the base simulations from the CoagOn version of 
each ChemOff/ChemOn case (Fig. D1 provides the same information for all modelled fire sizes 
and background concentrations. Fig. D2 provides the time-evolving ΔCO for fire sizes of 10-4, 10-
2, 1, and 100 km2. ). When the background aerosol concentration is 0 µg m-3, ChemOn cases lose 
less mass with a mass increase of up to ~140% between ChemOn and ChemOff than the ChemOff 
cases due to SOA condensation. However, SOA condensation is minor (around a 1% increase 
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compared to ChemOff) for the smallest fire size with no background due to very low OA 
concentrations inside the plume to facilitate partitioning. As the background aerosol concentration 
increases, evaporation of the plume aerosol is slowed due to increased aerosol mass from the 
background aerosol concentration being entrained in. As vapors can partition into this background 
aerosol, this extra mass from the background facilitates increased partitioning of the plume aerosol 
to the particle phase (Donahue et al., 2006, 2009), and SOA condensation increases by over 200% 
compared to the 0 µg m-3 background case for the 10-2 and 10-4 km2 fire sizes. Conversely, the 
evaporation and condensation rates for the 1 and 100 km2 fire sizes are unaffected by the 
background aerosol concentrations, as their mass enhancements remain above or near the 
background concentration throughout the dilution period shown (8 hours). OA for the smaller fires 
quickly decreases to at or below the variability in background aerosol concentrations (Fig. 5.1, 
panels b and c), making these plumes difficult to follow downwind in observational studies and 
also making the accuracy of the excess values measured in the plume marginal. 
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Figure 5.2 (a) The in-plume normalized organic aerosol mass enhancement (ΔOA/ΔCO) initially 
and after 4 hours of aging for the ChemOff and ChemOn base cases (Table 5.1). Warm colors 
indicate an increase in ΔOA/ΔCO after 4 hours of aging, and cool colors represent a decrease. 
The y axis represents fire size/dilution rate; the x axis represents the background aerosol 
concentration. (b) Qualitative summary of the impacts of fire size (y axis) and background 
aerosol concentration (x axis) on ΔOA/ΔCO.   
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The top panel of Fig. 5.2 provides ΔOA normalized by ΔCO (ΔOA/ΔCO) for the base 
simulations at the time of emission and after 4 hours of aging, again showing only the CoagOn 
version of each ChemOff/ChemOn case (Figure D3 provides the same information for all modelled 
fire sizes and background concentrations and includes the CoagOff cases). We note that the y axis 
for Figs. 5.2-5.5 is fire size, as fire size is a simple proxy for dilution rate in this study. However, 
the y axis increases from slow to fast dilution rates, represented by large to small fires. Under the 
assumptions of the base simulations, ΔOA/ΔCO decreases when chemistry is off (ChemOff) 
between 10-60% due to OA evaporation for all fire sizes and background aerosol concentrations 
modelled. When chemistry is on (ChemOn), organic vapors in our simulations shift to lower 
volatilities through gas-phase reactions with OH and may partition to the condensed phase. Figures 
D4 and D5 in the supporting information provide initial and final volatility distributions after 4 
hours for both ChemOn and ChemOff, showing how dilution alone (ChemOff) and chemistry 
(ChemOn) change the aging volatility distributions. 
For ChemOn cases, ΔOA/ΔCO always increases by 15-20% for the 1 and 100 km2 fires, 
regardless of background aerosol concentration. For the 10-2 and 10-4 km2 fire sizes, evaporation 
exceeds condensation for the 0 µg m-3 background aerosol concentration and ΔOA/ΔCO decreases 
by up to 60%. Condensation instead exceeds evaporation when the background aerosol 
concentration reaches 5-50 µg m-3 (Figs. 5.2 and D2), indicating that normalized ΔOA in small 
fires can still undergo net (overall change when accounting for all processes) increases up to 40% 
under non-zero background aerosol loadings, even when ΔOA is less than the background aerosol 
concentration (Fig. 5.1). OA concentrations in summertime forested regions are often on the order 
of 5 µg m-3 (Jimenez et al., 2009), and although there are likely some instances in which smoke 
plumes in e.g. boreal remote regions would be diluting into truly pristine (between 0.1 and 1 µg 
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m-3) backgrounds, we expect results from such cases to scale between the 0 and 5 µg m-3 cases. 
For the cases shown in Fig. 5.2, the maximum OA gain after 4 hours is only ~40% above the initial 
plume, a modest increase consistent with some studies that do report a net increase in OA at the 
time of measurement (e.g. Reid et al., 1998). We reiterate that the exact values of ΔOA/ΔCO here 
depend on our assumed emissions ration between OA and CO, and many factors vary between real 
fires/plumes that we are not testing here. 
We note that for our simplified system of only changing fire size and background aerosol 
(all else fixed) that ΔOA/ΔCO is predicted to increase over the first 4 hours for the 1 through 100 
km2 fire sizes, regardless of background concentration, but that some studies have reported net 
losses or no net change for larger fires (e.g. Collier et al., 2016, Forrister et al., 2015). This 
discrepancy could be related to potential light attenuation within the plume (Hobbs et al., 2003), 
leading to reduced oxidant concentrations and chemistry rates, as well as differences in POA 
volatility and precursor vapors. As well, some studies show no net change or slight decreases in 
normalized OA for intermediate fire sizes (e.g. Akagi et al., 2012; Liu et al., 2016). There are 
regions within our parameter space of our sensitivity studies in which intermediate plumes do not 
increase in normalized OA mass (Figs. D15 and D17 in the supporting information). Further, some 
field experiments have seen factors of 2-3 in mass enhancements (Vakkari et al., 2014, 2018; 
Yokelson et al., 2009), higher than observed in this study, and this discrepancy could be related to 
differences in particle and precursor-vapor emissions, in-plume oxidant concentrations (Yokelson 
et al., 2009), or other factors not explored in this study. The differences in our model results here 
and previously observed measurements should be investigated in a future study in order to attempt 
to discern what other factors are strongly controlling net OA mass, especially in larger fires. 
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Regarding the time evolution of OA, many cases with increases in ΔOA/ΔCO do not show 
a net gain in ΔOA/ΔCO (above the initial value) until after 2-3 hours of aging (Fig. D6), indicating 
that field studies that measure plumes only within the first 1-2 hours after emission may observe 
and conclude that the fire undergoes a net OA loss rather than gain. Further, sets of observations 
in which the earliest measurement is taken 1-2 hours after emissions may be biased high in their 
estimate of net production from subsequent measurements. We note that Fig. D6, which shows 
ΔOA/ΔCO as a function of time for 8 hours of aging, could be interpreted to imply that OA mass 
will continually be added to the diluting plume over time. In the real atmosphere, as the plume 
continues to dilute and age further, many processes will likely slow, halt, or reverse further OA 
production, such as diurnal cycles in oxidants, OA loss to fragmentation (e.g. Kroll et al., 2009), 
and depositional processes (e.g. Knote et al., 2014).   
The bottom panel in Fig. 5.2 qualitatively summarizes the key message for the impact of 
fire size and background aerosol concentration on aging of smoke OA. For our specific modeled 
system, ΔOA/ΔCO is anticipated to increase for large fires due to greater SOA condensation rates 
than evaporation rates. For smaller fires, ΔOA/ΔCO is anticipated to decrease when the 
background aerosol concentration is low (evaporation exceeds condensation) but will instead 
increase when the background aerosol concentration is high enough to slow evaporation rates 
enough that condensation exceeds evaporation.  
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Figure 5.3 The relative fractions of SOA and POA to total ΔOA (just the OA enhancement 
above background) initially and after 4 hours of aging. The y axis represents fire size/dilution 
rate; the x axis represents the background aerosol concentration. The simulation with the smallest 
fire (10-2 km2) and 0 μg m-3 background concentration is far out of equilibrium partitioning (due 
to a low condensation sink), which is why the SOA fraction is lower for this case than expected. 
 
Atmospheric or chemical conditions that favor decreasing condensation or increasing evaporation 
all lead to slower OA formation, causing relative decreases in ΔOA/ΔCO from the base cases (Fig. 
5.2). Table 5.1 and Sect 2.2 describe the sensitivity cases performed in this study: decreasing the 
accommodation coefficient, rate of chemical reactions and number of volatility bins dropped per 
reaction (lower-bound chemistry), and simulating a moderately unstable atmosphere all lead to 
relative decreases in ΔOA/ΔCO. As discussed in Sect. 2.1, the lower-bound chemistry simulation 
can provide insight to conditions with reduced OH concentrations (e.g. a thick plume from a large 
fire with little actinic flux). If plumes from large fires do indeed have lower UV and oxidant levels, 
our sensitivity simulations indicate that there may be less net OA mass produced than if oxidants 
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were held fixed (Fig. D17).  Simulating a moderately stable atmosphere and running the base 
simulation for 8 hours instead favor increased net condensation and lead to increases in ΔOA/ΔCO. 
Section S5 and Figs. D13-D24 in the supporting information provide further discussion on the 
impact of the sensitivity simulations on ΔOA/ΔCO as well as normalized smoke extinction, CCN, 
modal width, and lognormal number median diameter.   
Figures 5.2, D3, and D6 show that the mass results for fire sizes 10-2, 10-3, and 10-4 km2 
are very similar. Thus for the remainder of the main analyses, we will only discuss fires between 
10-2 and 100 km2, and note that our results for the 10-2 km2 fire are likely applicable to fires smaller 
than 10-2 km2. 
Figure 5.3 shows an important point related to Fig. 5.2: even though the ΔOA/ΔCO is lower 
after 4 hours for smaller fires than larger fires, when chemistry is on, the relative contribution of 
SOA (vs. POA) is higher for smaller fires in all but the cleanest background. Figure 5.3 provides 
the mass fractions of smoke POA and smoke SOA to total ΔOA (calculations described in Sect. 
2.3) for fire sizes 10-2, 1, and 100 km2 and constant background aerosol concentrations of 0, 5, and 
50 µg m-3. The SOA mass fraction for the largest fire modelled is ~25% SOA after 4 hours, and 
this ratio increases as fire size decreases to up to ~40-50% SOA. As shown earlier by Bian et al. 
(2017), the low fractional contribution of SOA for large fires is because little POA evaporates 
from these fires, which (1) keeps the POA contribution high and (2) limits the SOA precursors to 
just IVOCs and VOCs as the SVOCs remain as POA in the particle phase. For smaller fires, 
SVOCs evaporate from the POA and act as SOA precursors that can undergo chemical aging and 
recondense, which (1) reduces the POA contribution and (2) increases the SOA contribution. An 
exception to this SOA-fraction trend occurs in Fig. 5.3 for the smallest fire with no OA 
background, where the SOA fraction is lower than expected. This exception is due to the low 
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condensation sink in this small-fire/no-background case, so that even though low-volatility vapors 
are being created in the gas phase, they take hours to find a particle to condense on. If given enough 
time to approach equilibrium, this small-fire/no-background case would similarly show an SOA 
fraction around 0.4-0.5. Additionally, increasing the background OA contribution decreases the 
SOA fraction for similar reasons: high background OA prevents POA from evaporating, which 
increases the POA contribution and limits the amount of SOA precursor vapors. Hence, our results 
show that for our system, OA should become oxidized (e.g. as measured by Aerosol Mass 
Spectrometer measurements) more quickly in plumes of small fires and/or under lower background 
concentrations (when all else is equal). Under conditions where OA concentrations remain high, 
we expect OA to become oxidized more slowly. 
  
5.3.2 Smoke aerosol size distribution aging 
         The plume lognormal modal number mean diameter, Dg, and lognormal modal width, σg, 
also evolve as the plume dilutes and undergoes coagulation, OA evaporation, and SOA 
condensation. The top panel of Fig. 5.4 shows the initial and final (after 4 hours of aging) plume 
Dg and σg values for the base simulations fire sizes of 10-2, 1, and 100 km2 and constant background 
aerosol concentrations of 0, 5, and 50 µg m-3, colored by ΔOA/ΔCO. (The colorbars in Figs. 5.2 
and 5.4 are the same). Figure D7 in the supporting information provides the same information for 
all modelled fire sizes down to 10-2 km2 and all background concentrations. Figures D8 and D9 in 
the supporting information also provide the final number and volume size distributions for a subset 
of fire sizes and background concentrations for the base cases. OA evaporation and SOA 
condensation are still important processes for controlling Dg, σg and the smoke OA mass (Sec. 3); 
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however, for the size distribution, coagulation also is an important process for controlling Dg and 
σg in plumes that do not undergo rapid dilution (the larger fires in Fig. 5.3a). 
OA evaporation results in smaller particles, shifting Dg to smaller values. Without 
coagulation and chemistry (ChemOff_CoagOff), evaporation does not change σg for the largest 
fire sizes but slightly broadens the distribution (increasing σg) for the smaller fire sizes. Conversely, 
SOA condensation grows particles, shifting Dg to larger values, and narrowing the size 
distribution, decreasing σg, as evident in the ChemOn cases. The impact of evaporation and 
condensation on σg is dependent on both the volatilities of the evaporating/condensing vapors as 
well as the sizes of the growing particles (e.g. Pierce et al., 2011; Riipinen et al., 2011; Zhang et 
al., 2012); Sect. D4 of the supporting information provides a detailed discussion of evaporation 
condensational growth, and the roles of volatility and size on changes to the lognormal width.   
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Figure 5.4 (a) Smoke (background corrected) lognormal median diameter of the lognormal 
mode (Dg; x axis) and lognormal modal width (σg; y axis) initially and after 4 hours of aging for 
the base cases (Table 5.1). The colorbar is ΔOA/ΔCO initially and after 4 hours of aging for the 
base cases (same colorbar as Fig. 5.2a). (b) Qualitative summary of the impacts of fire size (y 
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shown, σg has approximately the opposite behavior as that of Dg, although changes in σg depends 
also on the volatility of condensing/evaporating vapors. 
  
Coagulation also shifts Dg to larger values (through coagulational growth) and narrows the 
size distribution, decreasing σg, by removing smaller particles (Sakamoto et al., 2016). Figure 5.4 
shows that for CoagOn cases, this coagulational increase in Dg is most evident in larger (1 km2 
and greater) fire sizes, with increases up to a Dg of  200 nm from coagulation alone. As discussed 
in the introduction, coagulation rates are proportional to the square of the number concentration, 
and thus the coagulation-caused increase in Dg amplifies with increasing fire sizes that take longer 
to dilute as well as for fires with higher emission fluxes leading to higher initial concentrations 
(Sakamoto et al., 2016). Additionally, decreasing dilution rates through a more-stable atmosphere 
for a given smoke emission flux and size will also amplify the coagulational effect on Dg (Sect. 
D5; Figs. D20 and D22). For the largest fire size (100 km2), coagulation alone (ChemOff_CoagOn) 
increases Dg more than SOA condensation alone (ChemOn_CoagOff); for the remaining fire sizes, 
SOA condensation increases Dg more than coagulation. 
The bottom panel of Fig. 5.4 provides a qualitative summary of the anticipated impact of 
fire size and background aerosol concentrations on aging smoke Dg. For the system we have 
modelled, background aerosol concentration impacts Dg similar to OA mass; in general, an 
increasing background allows for a greater increase in Dg (more SOA condensation and less OA 
evaporation). However, the effect of background aerosol on Dg is slight for all but the smallest 
simulated fires, and coagulation plays an important role in increasing Dg, especially for the largest 
fires simulated. The qualitative summary of aging smoke σg (not shown) is essentially the opposite 
of Dg. For σg,  coagulation and SOA condensation generally decrease σg for large and medium 
sized fires and small fires with high background concentrations. Like Dg, if OA evaporation is the 
dominant process over SOA condensation and coagulation (small fires with low background 
 257  
 
concentrations), σg  also decreases. Background aerosol has little effect on σg except for the smallest 
fire sizes in which σg slightly increases with increasing background concentration, due to more 
vapors being allowed to condense (see the discussion in Sect. D4). 
  
5.3.3 Radiative properties: Extinction and CCN evolution 
5.3.3.1 Extinction cross section as a proxy for the direct radiative effect 
The extinction cross section enhancement, ΔE, normalized by ΔCO (ΔE/ΔCO) is used to 
quantify the changes in extinction as our simulated plumes age (ignoring potential 
composition/morphology changes). ΔE/ΔCO further allows for an estimate of the changes in the 
direct radiative effect (DRE). Figure 5.5a shows the initial and final ΔE/ΔCO for  fire sizes of 10-
2, 1, and 100 km2 and constant background aerosol concentrations of 0, 5, and 50 µg m-3 . (Figure 
D10 in the supporting information provides the same information for all modelled fire sizes down 
to 10-2 km2 and all background concentrations). For the assumptions of our study of spherical 
particles with a refractive index of 1.5 - 0.08i at a wavelength of 500 nm, the peak extinction 
efficiency is at a particle diameter of ~500 nm (Fig. D11 in the supporting information). 
The aged ΔE/ΔCO values corroborate the expectation that as plume OA mass increases 
through SOA condensation and particle size increases through SOA condensation and/or 
coagulation, ΔE/ΔCO will increase, as Dg increases towards the peak of mass extinction efficiency. 
SOA condensation (OA evaporation) is the strongest driver of increases (decreases) in ΔE/ΔCO. 
However, it can be seen that for fires 1 km2 and larger, coagulation increases ΔE/ΔCO compared 
to cases without coagulation by up to 40%, due to the shifting of particle mass to larger diameters. 
Similar to mass, increasing background concentrations for fires with rapid dilution rates decreases 
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loss of OA to evaporation, allowing for a greater increase in total extinction cross section than 
similar cases with cleaner background concentrations. 
 
Figure 5.5 (a) The normalized extinction efficiency (ΔE/ΔCO) initially and after 4 hours of 
aging for the primary cases (Table 5.1). (b) The normalized CCN (ΔCCN/ΔCO) from smoke 
aerosol at 0.2% supersaturation initially and after 4 hours of aging, for the base cases (Table 5.1). 
Warm colors in (a) and (b) indicate an increase in the normalized values while cool colors 
represent a decrease. (c) and (d): Qualitative summaries of the impacts of fire size (y axis) and 
background aerosol concentration (x axis) on aged biomass burning (c) ΔE/ΔCO and (d) 
ΔCCN/ΔCO. Although we predicted that the net change in normalized CCN to be an increase for 
all fire sizes and background concentrations for the primary cases presented in Fig. 5.5, we 
expect normalized CCN will decrease under sufficient OA evaporation/low SOA condensation 
rates (Sect. D4 and D5; Figs. D13-D24).  
 
Figure 5.5c shows the qualitative summary of the anticipated impact of fire size and 
background aerosol concentration on aging smoke extinction: for our specific system modeled 
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here, SOA condensation, coagulation, and increasing background concentrations all contribute to 
greater values of extinction, with an expected increase in the DRE, with the largest fire sizes 
producing the highest values of extinction. Similar to mass, OA evaporation decreases smoke 
extinction, and this process is expected to dominate for small fires in clean conditions. 
  
5.3.3.2 CCN as a proxy for the aerosol indirect effect 
The aerosol indirect effect (AIE) depends on the number concentration of particles large 
enough to act as CCN. Figure 5.5b shows the enhancement of CCN (ΔCCN) from smoke aerosol 
normalized by ΔCO (ΔCCN/ΔCO) for the base cases (Table 5.1) after 4 hours of aging for the 
same fire sizes and background concentrations as Fig. 5.5a. (Figure D12 in the supporting 
information provides the same information for all modelled fire sizes down to 10-2 km2 and all 
background concentrations). These results are for a supersaturation of 0.2% (a supersaturation 
typical of stratiform clouds) and the assumption that both the plume and the background particles 
have a hygroscopicity parameter of κ = 0.2; these metrics correspond to a critical activation 
diameter of 121 nm, with 25% of the total initial particles in each plume able to act as a CCN. 
When dilution and evaporation are the only processes occurring (ChemOff_CoagOff), 
ΔCCN/ΔCO after 4 hours of aging is reduced for all fire sizes as the particles shrink, leaving fewer 
particles above the activation diameter (121 nm). The impact of coagulation alone 
(ChemOff_CoagOn) on the 100 km2 fire sizes is to decrease ΔCCN/ΔCO further, as coagulation 
acts to reduce particle number, including CCN-sized particles (this CCN reduction by coagulation 
exceeds CCN production from coagulation due to the increase in the mode diameter [Figure 5.4]). 
As previously discussed, coagulation rates are proportional to the square of the number 
concentration N, and thus coagulation rapidly decreases N for large fires where number 
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concentrations are sustained through high initial concentrations (air spends a longer time over 
larger fires leading to larger concentrations in our simulations) and slow dilution rates. However, 
as is the case for total plume mass, mean diameter, modal width, and total extinction, once the fire 
is small enough (~1 km2) for coagulation rates to be trivial, coagulation has little impact on the 
aged ΔCCN/ΔCO concentrations, although for the smaller fire sizes, ChemOff_CoagOn cases 
sometimes slightly increase ΔCCN/ΔCO compared to ChemOff_CoagOff cases due to 
coagulational growth influencing CCN more than coagulational losses (Figs. 5.4 and 5.5). We note 
there are likely conditions in which coagulation is still important for smaller fires. For instance, 
Akagi et al. (2012) observed that coagulation was likely important within a smoke plume from a 
fire that was ~1 km2 for increasing net normalized scattering. However, the wind speeds in that 
study were much slower than the wind speeds used in this study (0.5-2.2 m s-1 compared to 5 m s-
1), which would lead to an increased initial concentration and slower dilution rate. 
SOA condensation in the ChemOn (relative to the ChemOff cases) greatly increases the 
ΔCCN/ΔCO through particle growth for all cases except for the smallest fire with no background 
aerosol, with ΔCCN/ΔCO increases of up to 70% for the ChemOn_CoagOff cases. However, when 
both chemistry and coagulation are on, coagulation decreases ΔCCN/ΔCO (as compared to 
ChemOn_CoagOff) by up to ~40% for the 100 km2 fire size simulations due to the relatively high 
coagulation rates. Indeed, after 8 hours of aging, ΔCCN/ΔCO has decreased below the initial 
ΔCCN/ΔCO values for the 100 km2 fire size simulations (Fig. D23 in the supporting information). 
Similarly, our sensitivity simulations show that conditions that lead to relatively lower SOA 
condensation (e.g. the lower-bound chemistry case; Figs. D17-D18) leads to a net decrease in 
ΔCCN/ΔCO after 4 hours of aging, due to the high coagulation rates not being sufficiently 
compensated by particle growth. Conversely, for the smaller fires, in the highest background cases, 
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ChemOn_CoagOn cases increase CCN concentrations beyond ChemOn_CoagOff cases, as 
coagulation is able to grow enough particles to past the activation diameter (121) nm (although 
coagulation will slightly decrease particle number). 
Figure 5.5d gives the qualitative summary of the anticipated impact of fire size and 
background aerosol concentration on aging smoke CCN. For the system we have modelled in this 
study, coagulation decreases CCN for the largest fires. When the fire size is small enough that 
coagulation rates are slow and SOA condensation / OA evaporation are the dominant modelled 
processes, CCN follows the same patterns as smoke extinction, OA mass, and mode diameter. 
Although we predicted that the net change in normalized CCN to be an increase for most fire sizes 
and background concentrations for the primary cases presented in Fig. 5.5b, normalized CCN will 
decrease with aging under sufficient conditions that lead to decreases in the lognormal modal width 
or mean diameter, caused by significant OA evaporation and/or low SOA condensation rates (see 
Sect. D4 and D5 for further discussion). Again, we note that the precise values of both CCN and 
extinction may change under variable mass, number, and CO emissions, but we hypothesize that 
the qualitative conclusions will remain similar. 
  
5.3.4 Study limitations  
In this study, our objective is to isolate the impact of fire size, dilution, and background 
OA concentrations on coagulation and OA partitioning. There are many important processes that 
we are not simulating, and many important factors vary between fires/plumes that we leave fixed 
in this study. 
We note that our simulations do not provide context for how the aerosol size distribution 
may change under aqueous processing for plumes that interact with clouds or elevated relative 
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humidities as they age, so our results here illustrate factors that may be important during clear-sky 
conditions. We also do not account for particle-phase or heterogeneous chemistry that could occur 
within the plume. Accretion reactions in the particle phase of organic molecules have been 
observed in laboratory studies to create lower-volatility products (e.g. Barsanti and Pankow, 2004; 
Kalberer et al., 2004; Wang et al., 2010), which would decrease the rate at which OA can 
evaporate, potentially leading to a greater than predicted increase in net (difference between total 
SOA condensation and OA evaporation) OA. Gelencser et al. (2000) demonstrated that phenolic 
acids from biomass burning readily undergo polymerization under reaction with OH. Further, it is 
hypothesized that tar balls may be formed through oligomerization (Adachi & Buseck et al., 2011; 
Pósfai et al., 2004). Conversely, heterogeneous reactions of OA with OH can result in 
fragmentation products that can evaporate from the particle if the volatility is sufficiently 
increased, contributing to aerosol aging (e.g. Hodshire et al., 2018; Hu et al., 2016; Kroll et al., 
2009) and potentially leading to a greater loss in net OA than predicted in this study. Although we 
ran tests varying the accommodation coefficient as a proxy for phase state, we did not explicitly 
address potential size-dependent changes in phase state (Zaveri et al., 2017). We do not explicitly 
include black carbon or brown carbon as an aerosol-phase species, although black carbon and 
brown carbon has been observed within smoke plumes and can alter smoke aerosol optical 
properties (e.g. Forrister et al., 2015). We hold the organic to inorganic/black-carbon emissions 
flux constant throughout the study, although the actual ratio will depend both on fuel type and burn 
conditions (e.g. Akagi et al., 2012; Bian et al., 2015, Zhang et al., 2015). 
We assume that each plume is homogeneous in their dilution across their widths 
(orthogonal to the direction of plume transport) as well as homogeneous concentrations of OH, 
whereas real plumes always display varying degrees of heterogeneity within the plume. This 
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heterogeneity could arise both from imperfect mixing as well as potential light attenuation within 
the plume (Hobbs et al., 2003), particularly within larger plumes, that could reduce oxidant 
concentrations and thus in-plume chemistry. We also do not explicitly explore variable injection 
heights in our analyses. While we do test the sensitivity of our results to different stability classes 
(we expect dispersion to generally follow stable conditions in the free troposphere), we do not 
change any of the temperature and pressure assumptions to be representative of free troposphere 
(FT) conditions. As well, we do not address changes to oxidation rates related to variable OH 
concentrations; reported in-plume OH concentrations estimates range between 5x106 to > 107 
molec cm-3, but we are only aware of a few studies have made these estimates (Akagi et al., 2012; 
Hobbs et al., 2003; Yokelson et al., 2009). We test two chemistry assumptions based on the results 
of Bian et al. (2017), applying the reaction rates to all species uniformly within each VBS bin as a 
representative average reaction rate. However, real-world species of similar volatility will undergo 
variable reaction rates and this is not accounted for. As well, we have not accounted for the 
possibility that the in-plume average reaction rate may be even faster or slower than that of our 
chemistry two assumptions. We hold the emissions flux and size distribution constant for all the 
simulations, even though in reality the mass and number flux will change between different fuels 
and even within the same fire over time. We also hold the hygroscopicity and refractive index of 
the particles constant throughout the simulation time period, as the changes (including the sign of 
the changes) in these parameters during aging are likely burn- and fuel-dependent (e.g. Adler et 
al., 2011; Englehart et al., 2013; Haywood et al., 2003; Reid et al., 2005b and references therein). 
We assume that each plume has the same volatility distribution (regardless of size), that the 
temperature is held constant throughout the entire plume and entire simulation time period, and 
that the plumes entrain in constant nonvolatile background aerosol concentrations (representative 
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of e.g. aged organics) with no additional background gas-phase compounds. In reality, the plume’s 
initial volatility distribution is likely to change based on the fuel burned (e.g. Hatch et al., 2017), 
which can impact SOA formation due to the variable mix of available SOA precursors. TThe 
background will likely contain both additional gas-phase compounds and semivolatile particles 
that would further alter the partitioning of smoke compounds between the particle and gas phases, 
and this will further increase the sensitivity of the plume evolution to background concentrations 
beyond what we predict here. As well, the plume can entrain in further species such as NOx and 
O3 that may impact the aging plume’s chemistry. Finally, we only assume a temperature of 298 K 
in this study. Plumes in the free troposphere may be at much colder temperatures, which will 
impact the organic partitioning in the plumes and will impact the results (e.g. Donahue et al., 2006; 
Huffman et al., 2009). Each of these processes will be left to future studies. 
  
5.4 Fire size, background aerosol concentrations, and observational 
studies 




Figure 5.6 (a) Annual data for the number of recorded fires with different fire sizes in km2 
blackened per day (that is, the total area in km2 burned per day) for the United States for 2014, 
from the National Emissions Inventory (U.S. EPA NEI, 2014). (b) Total annual PM2.5 emissions 
in kg from each fire size for 2014 from the same dataset. 
 
Our test cases indicate that fire size is anticipated to play an important role in determining 
the climate impacts from smoke plumes through its impact on plume dilution rates. Fig. 5.6 is an 
estimate for the distribution of fire sizes (both for wildland and prescribed fires) for the United 
States in 2014 from the National Emissions Inventory (U.S. EPA NEI, 2014). Panel (a) is the 
histogram of fire sizes, reported in km2 blackened per day (not the area of the fire burning at any 
instant, but the closest proxy that we could find), showing that in the U.S., the majority of fires by 
number are smaller than 1 km2 per day, the size range at which we find that the interacting 
background aerosol concentration begins to impact the evaporation rates of the plume aerosol size 
distributions. Panel (b) shows the total PM2.5 emissions for each bin in kg. While the annual 
estimated emissions from fires within the 0.1, 1, 10, and 100 km2 fire sizes have a similar 
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magnitude of PM2.5 emissions, this study shows that the aging of smoke PM2.5 could differ between 
these fire sizes, all other important factors (e.g. emissions flux, oxidant concentrations, chemistry 
rates/yields) set equal. Although it is likely that the exact fire-size distribution will vary within 
different geographical regions as well as from year to year, (small) agricultural and prescribed fires 
are among the dominant sources of biomass burning for many tropical and midlatitude regions 
(e.g. Giglio et al., 2010; Reid et al., 1998; van der Werf et al., 2010). We note that it is likely that 
the histogram in Fig. 5.6a underestimated the number of small fires: the burned area detection 
methods used to construct the database may not detect some of the small fires (e.g. Larkin et al., 
2014), as even active fire detection misses many small fires (e.g. Nowell et al., 2018). Also, the 
total PM2.5 emissions estimated in Fig. 5.6b may underestimate the importance of larger fires, as 
larger fires have been observed to have higher emissions factors than smaller fires (e.g. Liu et al., 
2016) but the NEI estimate assumes that emission factors do not depend explicitly on fire size 
(Anderson et al., 2004, Raffuse et al., 2012). 
Regarding background concentrations, isolated smoke plumes will generally evolve in a 
clean background (generally similar to the 5 μg m-3 case tested here, Jimenez et al., 2009). 
However, regions with many small concurrent fires can create a high background aerosol 
concentration (Baars et al., 2012; Martin et al., 2010; Reid et al., 1998), which can then influence 
the aging and evaporation rates of individual plumes. For example, within the Amazon basin 
during the dry season, daily average background aerosol concentrations can reach between 50-600 
µg m-3 (Reid et al., 1998; Martin et al., 2010). Mid-latitude regions with many nearby wild or 
prescribed fires may also have elevated background OA concentrations (Brey et al., 2018). 
A number of field campaigns have taken place over the last few decades with the explicit 
purpose of characterizing plume aging. Table D2 (Sect. D6) in the supporting information provides 
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an overview of our attempt at a complete set of published biomass burning field studies that focus 
on plume aging. Table D2 provides the available details of fire size and type, approximate age of 
the measurement, atmospheric conditions, background concentration, and the normalized OA, 
extinction, and CCN that were provided in publications. Many of the published studies do not 
provide fire size and/or emissions rates. Similarly, few published studies report direct background 
aerosol concentrations or in-plume aerosol concentrations, even though some studies are of fires 
small enough that the background concentration may be able to influence the OA concentrations 
(e.g. Akagi et al., 2012; Cachier et al., 1995; Liu et al., 2016; Yokelson et al., 2009). For field 
observations, dilution rates can be directly obtained from the change of CO concentrations (or 
another inert tracer) with time rather than relying on the fire-size/Gaussian-plume method that we 
used here, but we find that regardless, the absolute OA concentration and absolute background OA 
concentrations should be important to understand the evolution of particle properties within the 
diluting plume. Further, direct comparisons of ΔOA/ΔCO between campaigns can miss the key 
differences between the systems (fire, atmospheric, and background conditions) and may 
incorrectly attribute differences in observed ΔOA/ΔCO evolution solely to differences in 
chemistry or emissions (even if these factors are also very important). Due to each of the published 
field analyses having a missing piece or pieces of information (e.g. fire size, background aerosol 
concentration, wind speed), and each measured fire having different emission fluxes, oxidant 
levels etc., the interpretation of the published field analyses through the lens of the present study 
is a challenging endeavor for future work. Many of these data parameters currently missing from 
published field analyses described in Sect. 4 may be available in the campaign data repositories, 
and we highlight key needs for the modelling community in Sect. 5. 
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5.5 Synthesis, recommendations, and conclusions 
In this study, we have investigated the potential importances of fire size / dilution rate and 
background aerosol concentrations on OA evaporation, SOA production from condensation of 
vapors, and coagulation, which in turn impact normalized aged smoke OA mass, median diameter 
and modal width, total extinction cross section, and CCN. There are a number of important 
limitations of our study, as detailed in Sect. 3.4; many of these limitations stem from our 
simplification of the smoke-plume system to isolate potential fire-size and background effects. 
This study did not attempt to simulate any specific plumes that have been observed. Discrepancies 
between our results here and observational studies (Sect. 3.1) indicate that our current modelling 
framework still requires further improvements in future studies. For example, some studies have 
seen much higher mass enhancements than any of the cases modelled here, indicated potentially a 
missing major OA source for those specific systems (Vakkari et al., 2014, 2018; Yokelson et al., 
2009). We fix many aerosol/plume properties that are likely to vary across real plumes. These 
include the initial volatility distribution and plume size distribution parameters, temperature, 
emissions flux, oxidant concentrations, available light within the plume for photooxidation, 
chemical rate constants and yields, aerosol hygroscopicity, refractive indices, and the explicit 
impacts of varying injection heights. Further, we assume that our plume expands as a 
homogeneously mixed box, whereas real plumes have concentration gradients in vertical and 
cross-wind transects, which would impact our results. 
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Figure 5.7 Conceptual overview of the roles of fire size and background concentration on net 
normalized changes to aged smoke OA and number concentrations. Shown are the anticipated 
net normalized changes to OA mass, extinction, and CCN for large versus small fires in high 
versus low background concentrations. 
 
Within our test framework we have shown that fire size and a non-volatile background 
aerosol concentration can impact aged mass, extinction, and CCN, even with accounting for these 
other factors, indicating that fire size and background aerosol are important factors that should be 
included in future analyses. Figure 5.7 provides a qualitative summary of the importances of fire 
size and background concentration on OA, extinction, and the CCN for the general system 
modelled in this study. Total extinction cross section was used as a proxy for the DRE, as to first 
order, the DRE will scale with extinction, ignoring refractive index changes and changes to the 
phase function (Chylek and Wong, 1995). CCN was used as a proxy for the AIE, as to first order, 
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the AIE will scale sub-linearly with CCN (Twomey, 1977). Although both large and small fires 
lose mass through dilution-driven evaporation, the rate of SOA condensation versus the rate of OA 
evaporation will determine if the net normalized change in smoke OA mass is an increase or a 
decrease. 
Large, slowly diluting fires with slow rates of evaporation can undergo sufficient SOA 
condensation relative to POA evaporation to yield a net increase in smoke OA, provided the fire 
produces sufficient precursor vapors. The aerosol concentration within these large plumes greatly 
exceeds that of most background aerosol concentrations, and evaporation rates will not be 
significantly impacted by background aerosol concentrations, leading to very similar net smoke 
OA changes under variable background aerosol concentrations. However, as evaporation rates are 
so low in large fires, the majority of the total aged OA will remain as POA (rather than SOA). 
However, if chemistry is slowed due to e.g. reduced available UV radiation within the plume, then 
production of SOA will also be slowed, leading to relatively less SOA formation. 
Conversely, small, rapidly diluting fires will undergo much faster rates of POA evaporation 
that may exceed that rate of SOA condensation (at least initially). The smoke contribution to OA 
concentrations within these small plume can quickly dilute to concentrations near or below the 
background contributions to OA concentrations, and thus more-polluted background conditions 
reduce evaporation more than cleaner conditions, leading to greater net smoke OA mass changes 
during aging. Due to rapid evaporation rates that provide a relatively higher concentration of 
vapors that could oxidize and recondense, a higher fraction of the total aged OA mass will be SOA 
(rather than POA) for small fires over large fires. The inclusion of background aerosol is 
anticipated to be particularly important for regions that experience intense fire seasons that may 
provide large ambient background concentrations into which fresh plumes are mixed. To our 
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knowledge, however, the background aerosol concentration has not been explicitly considered in 
previous analyses of field data. 
As extinction generally scales with mass, it will also tend to increase/decrease with 
increasing/decreasing OA, following a similar pattern with changing background aerosol and fire 
size. Extinction undergoes some additional shifts dependent upon particle size as discussed in Sect. 
3.1.1. CCN instead scales with number and particle size. Within large fires that undergo significant 
SOA condensation and little OA evaporation, CCN will increase if a sufficient number of particles 
can grow past the critical activation diameter. However, particle coagulation rates can also be 
significant within large fires, and thus whether CCN increases or decreases with plume aging 
depends on the relative strengths of SOA condensation and coagulation.Small fires undergo less 
coagulation on these timescales and thus if OA mass increases, CCN concentrations will increase 
due to particle growth to larger sizes. If the modal width decreases or evaporation is large 
(decreasing the mode diameter), CCN concentrations will decrease, and thus the tendency of aged 
CCN will depend strongly upon the relative OA evaporation/SOA condensation rates. 
In order for the modeling community to better verify the conclusions presented here as well 
as improve upon the limitations of this study, we recommend that future publications on analyses 
of field studies should characterize and report as many of the following conditions as possible: fire 
size, emissions rate/flux, background aerosol concentrations, and relevant meteorological 
conditions (e.g,. wind speeds, temperature, the amount of UV radiation in the plume, stability class, 
boundary layer height, plume injection height) that help control dilution, mixing, and chemical 
rates in future studies of PM2.5 and OA biomass burning plumes. We also encourage a wider 
sampling of fire sizes when possible, but we acknowledge the challenge of tracking highly diluted 
plumes, especially for cases when the absolute excess OA concentration in the plume is less than 
 272  
 
the variability in the background OA concentration. Finally, size-distribution measurements of 
aging plumes also across a wide sampling will assist in better constraining the radiative impacts 
from smoke, as both the direct and indirect effects have particle size and number dependencies. 
These data will allow for more comprehensive comparisons between measured plumes and allow 
the hypotheses presented in this paper to be tested. 
This study has shown that fire size and the background aerosol concentration may impact 
aged mass, extinction, and CCN. As a next step, our conclusions and simplifications must be tested 
in plume models, including models that can better-resolve in-plume gradients (e.g. Liu et al., 
2016), against well-characterized observed plumes of different sizes and background aerosol 
concentrations. The validation of this work and related studies against field data can then allow for 
future work on creating plume-processing parameterizations to be used in regional and global 
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CHAPTER 6  
 




Biomass burning emits vapors and aerosols into the atmosphere that can rapidly evolve as 
smoke plumes travel downwind and dilute, affecting climate- and health-relevant properties of the 
smoke. To date, theory has been unable to explain variability in smoke evolution. Here, we use 
observational data from the BBOP field campaign and show that initial smoke concentrations can 
help predict changes in smoke aerosol aging markers, number, and diameter. Because initial field 
measurements of plumes are generally >10 minutes downwind, smaller plumes will have already 
undergone substantial dilution relative to larger plumes.  However, the extent to which dilution 
has occurred prior to the first observation is not a measurable quantity. Hence, initial observed  
concentrations can serve as an indicator of dilution, which impacts photochemistry and aerosol 
evaporation. Cores of plumes have higher concentrations than edges. By segregating the observed 
plumes into cores and edges, we infer that particle aging, evaporation, and coagulation occurred 
before the first measurement, and we find that edges generally undergo higher increases in 
oxidation tracers, more decreases in semivolatile compounds, and less coagulation than the cores.  
6.1 Introduction  
 
5
 This paper to be submitted as: ‘Dilution impacts on smoke aging: Evidence in BBOP data’, 
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Pierce 
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 Smoke from biomass burning is a major source of atmospheric primary aerosol and vapors 
(Akagi et al., 2011; Gilman et al., 2015; Hatch et al., 2015, 2017; Jen et al., 2019; Koss et al., 2018; 
Reid et al., 2005; Yokelson et al., 2009), influencing air quality, local radiation budgets, cloud 
properties, and climate (Carrico et al., 2008; O’Dell et al., 2019; Petters et al., 2009; Ramnarine et 
al., 2019; Shrivastava et al., 2017), as well as the health of smoke-impacted communities (Ford et 
al., 2018; Gan et al., 2017; Reid et al., 2016). Vapors and particles emitted from fires can rapidly 
evolve as smoke travels downwind (Adachi et al., 2019; Akagi et al., 2012; Bian et al., 2017; 
Cubison et al., 2011; Hecobian et al., 2011; Hodshire et al., 2019a, 2019b; Jolleys et al., 2012, 
2015; Konovalov et al., 2019; May et al., 2015; Noyes et al., 2020; Sakamoto et al., 2015), diluting 
and entraining regional background air.  Fires span an immense range in size, from small 
agricultural burns, which may be only a few m2 in total area and last a few hours, to massive 
wildfires, which may burn 10,000s of km2 over the course of weeks (Andela et al., 2019). This 
range in size leads to variability in initial plume size and dilution, as large, thick plumes dilute 
more slowly than small, thin plumes for similar atmospheric conditions (Akagi et al., 2012; Bian 
et al., 2017; Cubison et al., 2011; Hecobian et al., 2011; Hodshire et al., 2019a, 2019b; Jolleys et 
al., 2012, 2015; Konovalov et al., 2019; May et al., 2015; Sakamoto et al., 2015)). Plumes can 
dilute unevenly, with edges of the plume mixing in with surrounding air more rapidly than the core 
of the plume. Variability in dilution leads to variability in the evolution of smoke emissions as 
instantaneous plume thickness will control shortwave fluxes (and thus photolysis rates and oxidant 
concentrations), gas-particle partitioning, and particle coagulation rates ((Akagi et al., 2012; Bian 
et al., 2017; Cubison et al., 2011; Hecobian et al., 2011; Hodshire et al., 2019a, 2019b; Jolleys et 
al., 2012, 2015; Konovalov et al., 2019; May et al., 2015; Sakamoto et al., 2015), (Garofalo et al., 
2019), (Ramnarine et al., 2019; Sakamoto et al., 2016)). Thus, capturing variability in plume 
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thickness and dilution between fires and within fires can aid in understanding how species change 
within the first few hours of emission for a range of plume sizes.   
 The evolution of total particulate matter (PM) or organic aerosol (OA) mass from smoke 
has been the focus of many studies, as PM influences both human health and climate. Secondary 
organic aerosol (SOA) production may come about through oxidation of gas-phase volatile organic 
compounds (VOCs) that can form lower-volatility products that partition to the condensed phase 
(Jimenez et al., 2009; Kroll and Seinfeld, 2008). SOA formation may also arise from 
heterogeneous and multi-phase reactions in both the organic and aqueous phases (Jimenez et al., 
2009; Volkamer et al., 2009). In turn, oxidant concentrations depend on shortwave fluxes (Tang 
et al., 1998; Tie, 2003; Yang et al., 2009). Smoke particles contain semivolatile organic 
compounds (SVOCs) (Eatough et al., 2003); (May et al., 2013), which may evaporate off of 
particles as the plume becomes more dilute (Formenti et al., 2003; Huffman et al., 2009; May et 
al., 2013), leading to losses in total aerosol mass. Field observations of smoke PM and OA mass 
normalized for dilution (e.g. through an inert tracer such as CO) report that for near-field (<24 
hours) physical aging, net PM or OA mass can increase (Cachier et al., 1995; Formenti et al., 2003; 
Liu et al., 2016; Nance et al., 1993; Reid et al., 1998; Vakkari et al., 2014, 2018; Yokelson et al., 
2009), decrease (Akagi et al., 2012; Hobbs et al., 2003; Jolleys et al., 2012, 2015; May et al., 2015), 
or remain nearly constant (Brito et al., 2014; Capes et al., 2008; Collier et al., 2016; Cubison et al., 
2011; Forrister et al., 2015; Garofalo et al., 2019; Hecobian et al., 2011; Liu et al., 2016; May et 
al., 2015; Morgan et al., 2019; Sakamoto et al., 2015; Sedlacek et al., 2018; Zhou et al., 2017). It 
is theorized that both losses and gains in OA mass are likely happening concurrently in most 
plumes through condensation and evaporation (Bian et al., 2017; Hodshire et al., 2019a, 2019b; 
May et al., 2015), with the balance between the two determining whether net increases or decreases 
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or no change in mass occurs during near-field aging. However, there is currently no reliable 
predictor of how smoke aerosol mass (normalized for dilution) may change for a given fire. 
Evolution of total aerosol number, size, and composition is critical in improving  
quantitative understanding of how biomass burn smoke plumes impact climate.  These impacts 
include smoke aerosols’ abilities to both act as cloud condensation nuclei (CCN) and to 
scatter/absorb solar radiation, each of which is determined by particle size and composition 
(Albrecht, 1989; Petters and Kreidenweis, 2007; Seinfeld and Pandis, 2006; Twomey, 1974; Wang 
et al., 2008). Particles can increase or decrease in size as well as undergo compositional changes 
through condensation or evaporation of vapors. In contrast, coagulation always decreases total 
number concentrations and increases average particle diameter; plumes with higher concentrations 
will undergo more coagulation than those with lower concentrations (Sakamoto et al., 2016).  
 Being able to predict smoke aerosol mass, number, size, and composition accurately is an 
essential component in constraining the influence of fires on climate, air quality, and health. Fires 
in the western United States region are predicted to increase in size, intensity, and frequency 
(Dennison et al., 2014; Ford et al., 2018; Spracklen et al., 2009; Yue et al., 2013). In response, 
several large field campaigns have taken place in the last 7 years examining wildfires in this region 
(Kleinman and Sedlacek, 2016)https://www.eol.ucar.edu/field_projects/we-can; 
https://esrl.noaa.gov/csd/projects/firex-aq/(Kleinman and Sedlacek, 2016).  Here, we present 
smoke plume observations from the Biomass Burning Observation Project (BBOP) campaign of 
aerosol properties from five research flights sampling wildfires downwind in seven pseudo-
Lagrangian sets of transects to investigate aging of OA mass and oxidation, and aerosol number 
and mean diameter. A range of initial plume OA mass concentrations were captured within these 
flights and sufficiently fast (1 second) measurements of aerosols and key vapors were taken. We 
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segregate each transect into edge, core, or intermediate regions of the plume and examine aerosol 
properties within the context of both the location within the plume (edge, core, or intermediate) 
and the initial OA mass loading of the given location, with the differences in aerosol loading 
serving as a proxy for differences in dilution rates, as the extent to which dilution has occurred 
prior to the first observation is not a measurable quantity. We create mathematical fits for 
predicting OA oxidation markers and mean particle diameter given initial plume mass and physical 
age (time) of the smoke. These fits may be used to evaluate other smoke datasets and assist in 
building parameterizations for regional and global climate models to better-predict smoke aerosol 
climate and health impacts. 
 
6.2 Methods  
 The BBOP field campaign occurred in 2013 and included a deployment of the United 
States Department of Energy Gulfstream 1 (G-1) research aircraft in the Pacific Northwest region 
of the United States (Kleinman and Sedlacek, 2016; Sedlacek et al., 2018) from June 15 to 
September 13. We analyze five cloud-free BBOP research flights that had seven total sets of 
across-plume transects that followed the smoke plume downwind in a pseudo-Lagrangian manner 
(see Figures E1-E6 for examples; Table S1) from approximately 15 minutes after emission to 2-4 
hours downwind (Kleinman and Sedlacek, 2016). The G-1 sampling setup is described in 
(Kleinman and Sedlacek, 2016; Sedlacek et al., 2018). 
Number size distributions were obtained with a Fast-integrating Mobility Spectrometer 
(FIMS), providing particle size distributions nominally from ~20-350 nm (Kulkarni and Wang, 
2006; Olfert and Wang, 2009); data was available between 20-262 nm for the flights used in this 
study. A Soot Photometer Aerosol Mass Spectrometer (SP-AMS) provided organic and inorganic 
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(sulfate, chlorine, nitrate, ammonium) aerosol masses, select fractional components (the fraction 
of the AMS OA spectra at a given mass-to-charge ratio) (Onasch et al., 2012), and elemental 
analysis (O/C and H/C) (Aiken et al., 2008; Canagaratna et al., 2015). We use the f60  and  f44  
fractional components (the mass concentrations of m/z 60 and 44 normalized by the total OA mass 
concentration) and O/C and H/C elemental ratios of OA as tracers of smoke and oxidative aging. 
Elevated f6 0 values are indicative of “levoglucosan-like” species (levoglucosan and other 
molecules that similarly fragment in the AMS) (Aiken et al., 2009; Cubison et al., 2011; Lee et al., 
2010) and are shown to be tracers of smoke primary organic aerosol (POA) (Cubison et al., 2011). 
The  f44 fractional component (arising from primarily CO2+ as well as some acid groups; ) is 
indicative of SOA arising from oxidative aging (Alfarra et al., 2004; Cappa and Jimenez, 2010; 
Jimenez et al., 2009; Volkamer et al., 2006). Fractional components f60  and  f44  have been shown 
to decrease and increase with photochemical aging, respectively, likely due to both evaporation 
and/or oxidation of semivolatile f60-containing species and addition of oxidized  f44-containing 
species (Alfarra et al., 2004; Huffman et al., 2009). O/C tends to increase with oxidative aging 
(Decarlo et al., 2008) whereas H/C ranges from increasing to decreasing with oxidative aging, 
depending on the types of reactions occurring (Heald et al., 2010). Thus, tracking H/C with aging 
may provide clues upon the types of reactions that may be occuring. A Single-Particle Soot 
Photometer (SP2; Droplet Measurement Technologies) was used to measure refractory black 
carbon (rBC) through laser-induced incandescence (Moteki and Kondo, 2010; Schwarz et al., 
2006). An Off-Axis Integrated-Cavity Output Spectroscopy instrument (Los Gatos, Model 907) 
provided CO measurements.  An SPN1 radiometer (Badosa et al., 2014; Long et al., 2010) 
provided total shortwave irradiance. Appendix E includes more details on the instruments used.  
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To determine the contribution of species X from smoke, the background concentration of 
X is subtracted off and normalized by background-corrected CO (ΔCO), which is inert on 
timescales of near-field aging (Yokelson et al., 2009), to correct for dilution. Increases or decreases 
of ΔX/ΔCO with time indicate whether the total amount of X in the plume has increased or 
decreased since time of emission. We background correct the number size distribution, OA, O, H, 
C, and rBC data in this manner by determining an average regional background for each species 
by using the lowest 10% of the CO data for a given flight with a similar altitude, latitude, and 
longitude as the smoke plume (excluding data from flying to and from the fire). Elemental O, H, 
and C are calculated using the O/C and H/C and OA data from the SP-AMS, allowing us to 
calculate ΔO/ΔC and ΔH/ΔC. We also background-correct f60  and  f44 (using the mass 
concentrations of m/z 60, m/z 44, and OA inside and outside of the plume), we but do not 
normalize by CO due to these values already being normalized by OA. We only consider data to 
be in-plume if the absolute CO >= 150 ppbv, as comparisons of CO and the number concentration 
show that in-plume data has CO >150 ppbv and out-of-plume (background) data has CO < 150 
ppbv. This threshold appears to be capturing clear plume features while excluding background air 
(Figures E7-E11); we perform sensitivity analyses of our results to our assumptions about 
background and in-plume values in Section 3. 
From the FIMS, we examine the background-corrected, normalized number concentrations 
of particles with diameters between 40-262 nm, ΔN40-262 nm/ΔCO. ΔN40-262 nm/ΔCO allows us to 
exclude potential influence of fresh nucleation upon the total number concentrations, as the bulk 
of observed newly formed particles observed fell below 40 nm (Figs. S7-S11). Smoke plumes 
contain particles with diameters larger than 262 nm (Janhäll et al., 2009), and so although we 
cannot provide total number concentrations, we can infer how the evolution of ΔN40-262  nm/ΔCO 
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will impact number concentrations overall. We also obtain an estimate of how the mean diameter 





           6.1  
  
Where Ni and Dp, i  are the number concentration and geometric mean diameter within each FIMS 
size bin, respectively.  
All of the data are provided at 1 Hz and all but the SP-AMS fractional component data are 
available on the DOE ARM web archive (https://www.arm.gov 
/research/campaigns/aaf2013bbop). As the plane traveled at ~100 m s-1 on average, data were 
collected every 100 m across the plume. The instruments used here had a variety of time lags (all 
<10 seconds) relative to a TSI 3563 nephelometer used as reference. The FIMS also showed an 
additional lag in flushing smoky air with cleaner air when exiting the plume with maximum 
observed flushing timescales around 30 seconds, but generally less (Figure E12). To test if these 
lags impact our results, we perform an additional analysis where we only consider the first half of 
each in-plume transect, when concentrations are generally rising with time  (Figures E12-E13), 
and our main conclusions are unaffected. We do not test the impacts of other timelags.  
We use MODIS Terra and Aqua fire and thermal anomalies detection data to determine 
fire locations (Giglio et al., 2006, 2008) and estimate the fire center to be the approximate center 
of all clustered MODIS detection points for a given sampled fire (Figures E1-E6). Depending upon 
the speed of the fire front, the true fire location and center at the time of sampling is likely different 
than the MODIS estimates. To estimate the physical age of the plume, we use the estimated fire 
center as well as the FIMS number distribution to determine an approximate centerline of the 
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plume as the smoke travels downwind (Figures E1-E6) and use  mean wind speed and this 
estimated centerline to get an estimated physical age for each transect. We did not propagate 
uncertainty in fire location, wind speed, or centerline through to the physical age, which is a 
limitation of this study.  
 
6.3 Results & Discussion  
As a case example, we examine the aging profiles of smoke from the Colockum fire during 
the first set of pseudo-Lagrangian transects on flight 730b (Table S1).  Figure 6.1 provides 
ΔOA/ΔCO, ΔrBC/ΔCO  Δf60 ,  Δf44, ΔH/ΔC, ΔO/ΔC,  ΔN40-262  nm/ΔCO, and 𝐷= as a function of 
the estimated physical age; Figures E14-E18 provide this information for the other pseudo-
Lagrangian transect sets studied. We have divided each transect into four regions: between the 5-
15 (edge), 15-50 (intermediate, outer), 50-90 (intermediate, inner), and 90-100 (core) percentile of 
ΔCO within each transect. Figure 6.1 shows the edge and core data, both averaged per transect, 
with Figures E14-E18 providing all four percentile bins for each flight. These percentile bins 
correspond with the thinnest to thickest portions of the plume, respectively, and if a fire has 
uniform emissions ratios across all regions and dilutes evenly downwind, these percentile bins 
would correspond to the edges, intermediate regions, and the core of the diluting plume. We use 
this terminology in this study but note that uneven emissions, mixing, and/or dilution lead to the 
percentile bins not corresponding physically to our defined regions in some cases. However, the 
lowest two ΔCO bins tend more towards the physical edges of the plume and the highest two tend 
more towards the physical center of the plume (Figures E2-E6). We do not use the data from the 
lowest 5% of ΔCO to reduce uncertainty at the plume-background boundary. We do not know 
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where the plane is vertically in the plume, which is a limitation as vertical location will also impact 
the amount of solar flux able to penetrate through the plume. 
  
Figure 6.1 Aerosol properties from the first set of pseudo-Lagrangian transects from the 
Colockum fire on flight ‘730b’ (a) ΔOA/ΔCO (right y-axis) and ΔrBC/ΔCO (left y-axis), (b) Δf60 
(right y-axis) and Δf44 (left y-axis), (c) ΔH/ΔC (right y-axis) and ΔO/ΔC (left y-axis),  (d) 
ΔN/ΔCO, and (e) Dp against physical age. For each transect, the data is divided into edge (the 
lowest 5-15% of ΔCO data; red points) and core (90-100% of ΔCO data; blue points). 
ΔrBC/ΔCO is shown in log scale to improve clarity.  
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Figure 6.1 shows that ΔOA/ΔCO and ΔrBC/ΔCO vary little with age. A true Lagrangian 
flight with the aircraft sampling the same portion of the plume and no measurement artifacts (e.g. 
coincidence errors at high concentrations) would have a constant ΔrBC/ΔCO for each transect. 
This flight and other flights studied here have slight variations in ΔrBC/ΔCO (Figure 6.1; Figures 
E14-E18), which may be indicative of deviations from a Lagrangian flight path with temporal 
variations in emission and/or measurement uncertainties. For this flight, Δf60 changes little (~±6% 
between edge and core) while Δf44 increases slightly (~8% for both edge and core) with age, with 
edges showing the highest Δf44. ΔH/ΔC decreases while ΔO/ΔC increases with the edges showing 
higher values of ΔO/ΔC. Mean aerosol diameter increases and normalized number concentration 
decreases between 40-262 nm with aging. The decrease in number concentration is presumably 
due to coagulation, as little dry deposition would occur within these timescales (<2.5 hours). These 
trends are discussed for all flights in the following sections.  
 
6.3.1 Organic aerosol aging: ΔOA/ΔCO,  Δf60 , Δf44, ΔH/ΔC, and ΔO/ΔC 
 Figure 6.2a-e show available ΔOA/ΔCO,  Δf60,  Δf44 ΔH/ΔC, and ΔO/ΔC edge and core 
data versus physical age for each transect for each flight of this study, colored by the mean ΔOA 
within a ΔCO percentile bin from the transect closest to the fire, ΔOAinitial. We show the 5-15 
(edge) and 90-100 (core) ΔCO percentile bins here; Figure E19 shows the same information for 
all four ΔCO percentiles. We note that although some of the physical ages appear to be at ~0 hours, 
this is from a limitation of our physical age estimation method (Sect. 2), as no flights captured data 
before ~15 minutes after emission (Kleinman et al., 2016). Also included in Figure 6.2 are the 
Spearman rank-order correlation tests (hereafter Spearman tests) that show correlation coefficients 
(R) with initial plume OA mass, ΔOAinitial (RΔOA,initial),  and physical age (Rage) against each 
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variable (for the correlations with ΔOAinitial, all transects in a set are given the same ΔOAinitial 
value). Figures E13, E19-E21 show the same details as Figure 6.2 but provide sensitivity tests to 
potential FIMS measurement artifacts (Figure E13) and our assumed background CO and ΔCO 
percentile spacing (Figures E19-E21). Although these figures show slight variability, the findings 
discussed below remain robust and we constrain the rest of our discussion to the FIMS 
measurements and background and ΔCO percentile spacings used in Figure 6.2.   
 
Figure 6.2 Various normalized parameters as a function of age for the 7 sets of pseudo-
Lagrangian transects. Separate lines are shown for the edges (lowest 5-15% of ΔCO; dashed 
lines) and cores (highest 90-100% of ΔCO; solid lines). (a) ΔOA/ΔCO, (b) Δf60, (c) Δf44, (d) 
ΔH/ΔC, (e) ΔO/ΔC, (f) ΔN/ΔCO, and (g) Dp between 40-262 nm against physical age for all 
flights, colored by ΔOAinitial. Some flights have missing data. Also provided is the Spearman 
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correlation coefficient, R, between each variable and ΔOAinitial and physical age for each 
variable. Note that panels (a), (d), and (g) have a log y-axis.  
 
In general, both the cores and edges show little change in ΔOA/ΔCO with physical aging, 
with RΔOA,initial and Rage both at 0.03 (the absolute variability is dominated by differences between 
plumes). While the observed trends in ΔOA/ΔCO with aging are small, Δf60 and  Δf44 show clear 
signs of changes with aging, consistent with previous studies(Cubison et al., 2011; Garofalo et al., 
2019; May et al., 2015). Spearman tests on physical age vs. Δf60  and Δf44 give Rage values of -0.25 
and 0.54, respectively. Δf60  generally decreases with plume age, consistent with the hypotheses 
that Δf60  may be evaporating off through heterogeneous oxidation and/or has a decreasing 
fractional contribution due to condensation of other compounds. In contrast, Δf44  generally 
increases with age for all plumes with available data, and hence it would appear that for plumes 
with little change in ΔOA/ΔCO, evaporation of f60-containing compounds is roughly balanced by 
condensation of more-oxidized compounds, including those that contain f44, suggesting the 
possibility that heterogeneous or particle-phase oxidation that would alter the balance of Δf60, and  
Δf44.  However, estimates of heterogeneous mass losses indicate that after three hours of aging for 
a range of OH concentrations and reactive uptake coefficients  over 90% of aerosol mass remains 
(Figure E23; see Appendix E for more details on the calculation). 
Two more important features of Δf60  and Δf44 can be seen within Figure 6.2: (1) Δf60  and 
Δf44 depend on ΔOAinitial (RΔOA,initial = 0.38 and -0.5, respectively), with more concentrated plumes 
having consistently higher Δf60  and lower Δf44. (2) Differences in Δf60  and Δf44 for the nearest-to-
source measurements indicate that evaporation and/or chemistry likely occurred before the time of 
these first measurements (assuming that emitted Δf60  and Δf44 do not correlate with ΔOAinitial). The 
amounts of evaporation and/or chemistry depend on ΔOAinitial, with higher rates of evaporation 
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and chemistry occurring for lower values of ΔOAinitial. This result is consistent with the hypothesis 
that aircraft observations are missing evaporation and chemistry prior to the first aircraft 
observation (Hodshire et al., 2019b). The differences in ΔOAinitial between plumes may be due to 
different emissions fluxes (e.g., due to different fuels or combustion phases), or plume widths, 
where larger/thicker plumes dilute more slowly than smaller/thinner plumes; these larger plumes 
have been predicted to have less evaporation and may undergo relatively less photooxidation (Bian 
et al., 2017; Hodshire et al., 2019a, 2019b).  
(Garofalo et al., 2019) segregated smoke data from the WE-CAN field campaign by 
distance from the center of a given plume and showed that the edges of one of the fires studied 
have less  f60 and more f44 (not background-corrected) than the core of the plume. Similarly, we 
find that the 730b flight shows a very similar pattern in  f60 and f44 (Figures E24-E25) to that shown 
in (Garofalo et al., 2019)  (their Figure 6). The 821b and 809a flights also hint at elevated f44 and 
decreased f60 at the edges but the remaining plumes do not show a clear trend from edge to core in 
f60 and f44. This could be as CO concentrations (and thus presumably other species) do not evenly 
increase from the edge to the core for many of the plume transects studied (Figures E2-E6). We 
do not have UV measurements that allow us to calculate photolysis rates but  the in-plume 
shortwave measurements in the visible show a dimming in the fresh cores that has a similar pattern 
to f44 and the inverse of f60 (Figure E26; the rapid oscillations in this figure could be indicative of 
sporadic cloud cover above the plumes).  
We also plot core and edge ΔH/ΔC and ΔO/ΔC as a function of physical age (Figure 6.2d-
e). Similar to Δf44, ΔO/ΔC increases with physical age and is well correlated to both physical age 
and ΔOAinitial (Rage = 0.61 and RΔOA,initial = -0.42). Conversely, ΔH/ΔC tends to be fairly constant 
or slightly decreasing with physical age and is poorly correlated to physical age and ΔOAinitial. A 
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Van Krevelen diagram of ΔH/ΔC versus ΔO/ΔC (Figure E27) indicates that oxygenation reactions 
or a combination of oxygenation and hydration reactions are likely dominant (Heald et al., 2010); 
however, without further information, we cannot conclude which reactions are occurring.  
 
Figure 6.3 Measured versus predicted (a) Δf60, (b) Δf44, (c) ΔO/ΔC, and (d) Dpbetween 40-262 
nm. The predicted values are from the equation X=a log10(OAinitial)+b (Physical age) +c where 
X=Δf60,  Δf44, ΔO/ΔC, or Dp. The values of a, b, and c are provided within each subpanel, as are 
the Pearson and Spearman coefficients of determination (R2p and R2s, respectively). Note that 
Figure 2 provides R values rather than R2 to provide information upon the trend of the 
correlation. Included in the fit and figure are points from all four ΔCO regions within the plume 
(the 5-15%, 15-50%, 50-90%, and 90-100% of ΔCO), all colored by the mean ΔOAinitial of each 
ΔCO percentile range.  
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Both physical age and ΔOAinitial appear to influence Δf60,  Δf44, and ΔO/ΔC: oxidation 
reactions and evaporation from dilution occur with aging, and the extent of photochemistry and 
dilution should depend on plume thickness. Being able to predict biomass burning aerosol aging 
parameters can provide a framework for interstudy-comparisons and can aid in modeling efforts. 
We construct mathematical fits for predicting Δf60,  Δf44, and ΔO/ΔC: 
 
𝑋 = 𝑎	𝑙𝑜𝑔A;(𝛥𝑂𝐴$%$,$&') + 𝑏	(𝑃ℎ𝑦𝑠𝑖𝑐𝑎𝑙	𝑎𝑔𝑒) 	+ 𝑐      6.2 
 
where  X is Δf60, Δf44, or ΔO/ΔC and a, b, and c are fit coefficients. The measured vs. fit data and 
values of a, b, and c are shown in Figure 6.3a-c. The Pearson and Spearman coefficients of 
determination (R2p and R2s, respectively) are also summarized in Figure 6.3 and indicate moderate 
goodness of fits (R2 between 0.21-0.25 for Δf60, between 0.53-0.58 for Δf44, and between 0.41-
0.58 for ΔO/ΔC). Although no models that we are aware of currently predict aerosol fractional 
components (e.g. f60 or f44), O/H and H/C are predicted by some models (e.g., (Cappa and Wilson, 
2012) and these fit parameters may assist in biomass burning modeling.  
Other functional fits were explored (Figures E28-E29), with  
 
𝑙𝑛(𝛥𝑋) = 𝑎	𝑙𝑛(𝛥𝑂𝐴$%$,$&') + 𝑏	𝑙𝑛(𝑃ℎ𝑦𝑠𝑖𝑐𝑎𝑙	𝑎𝑔𝑒) 	+ 𝑐      6.3 
 
(Figure E28) and ΔNinitial  in the place of ΔOAinitial in Eq. 6.2 (Figure E29) providing similar fits for 
Δf60 and Δf44. Aged Δf60  and Δf44  show scatter, limiting the predictive skill of measurements 
available from BBOP. The scatter is likely to variability in emissions due to source fuel or 
combustion conditions, instrument noise and response under large concentration ranges 
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encountered in these smoke plumes, inhomogeneous mixing within the plume, variability in 
background concentrations not captured by our background correction method, inaccurate 
characterizations of physical age due to variable wind speed, and deviations from a true Lagrangian 
flight path. There may be another variable not available to us from the BBOP data that aids this 
prediction, such as photolysis rates. We encourage these fits to be tested out with further data sets 
and modeling.  
 
6.3.2 Aerosol size distribution properties: ΔN40-262  nm/ΔCO and  𝑫𝒑,,,, 
 The observations of the normalized number concentration between 40-262 nm, ΔN40-262 
nm/ΔCO (Figure 6.2f), show that plume edges and cores generally show decreases in ΔN40-262  
nm/ΔCO with physical age, with Rage = -0.25. The plume edges and cores with the highest initial 
ΔOA generally have lower normalized number concentrations by the time of the first 
measurement, and the edges generally have higher initial normalized number concentrations than 
the cores, potentially due to differences in coagulation rates. A few dense cores have normalized 
number concentrations comparable or higher than the thinner edges, leading to no correlation with  
ΔOAinitial. We note that variability in number emissions (due to e.g. burn conditions) adds noise 
not captured by the R values. 
 The mean particle size between 40-262 nm, 𝐷= (Eq. 6.1), is shown to increase with aging 
(Figure 6.2g) for all plumes (Rage = 0.48). Coagulation and SOA condensation will increase 𝐷= 
and OA evaporation will decrease 𝐷=. The plumes do not show significant changes in ΔOA/ΔCO 
(Figure 6.2a), indicating that coagulation is likely responsible for the majority of increases in 𝐷=. 
The functional fits for Δf60 and Δf44 (Eq. 6.2; where X is 𝐷=in this case) can also moderately predict 
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𝐷=(R2p and R2s of 0.36 and 0.31; Figure 6.3d) but do not well-predict ΔN40-300  nm/ΔCO (not shown). 
Sakamoto et al. (2016) provide fit equations for modeled 𝐷= as a function of age, but they include 
a known initial 𝐷= at the time of emission in their parameterization, which is not available here. 
ΔNinitial  in the place of ΔOAinitial in Eq. 6.2 predicts 𝐷=  similarly (Figure E29). As discussed in 
Section 3.1, scatter in number concentrations limits our prediction skill.  
 Nucleation-mode particles (inferred in this study from particles appearing between 20-40 
nm in the FIMS measurements) are observed for some of the transects (Figures E7-E11). Some 
days also show nucleation-mode particles downwind of fires in between transects (Figures E7, E8, 
E9, and E11). Nucleation-mode particles appear to primarily occur in the outer portion of plumes, 
although one day did show nucleation-mode particles within the core of the plume (Figure E11). 
Nucleation at edges could be due to increased photooxidation from higher total irradiance relative 
to the core (Figure E26). However, given the relatively small number of data points showing 
nucleation mode particles and limited photooxidation and gas-phase information, we do not have 
confidence in the underlying source of the nucleation-mode particles. The nucleation mode tends 
to be ~one order of magnitude less concentrated than the larger particles, and appears to be 
coagulating or evaporating away as the plumes travel downwind. 
 
6.4 Summary 
 The BBOP field campaign provided high time resolution (1 s) measurements of gas- and 
particle-phase smoke measurements downwind of western U.S. wildfires along pseudo-
Lagrangian transects. These flights have allowed us to examine near-field (<4 hours) aging of 
smoke particles to provide analyses on how these species vary across a range of initial aerosol 
 311  
 
mass loadings (a proxy for the relative rates at which the plume is anticipated to dilute as dilution 
before the first observation is not a measurable quantity) as well as how they vary between the 
edges and cores of each plume. We find that although ΔOA/ΔCO shows little variability, Δf60 (a 
marker for evaporation) decreases with physical aging; Δf44 and ΔO/ΔC (markers for 
photochemical aging) increases with physical aging; and each correlate with both ΔOAinitial and 
physical age.  ΔN40-262  nm/ΔCO decreases with physical aging through coagulation, with thicker 
plumes tending to show lower number concentrations, indicative of higher rates of coagulation. 
Mean aerosol diameter between 40-262 nm increases with age primarily due to coagulation, as 
organic aerosol mass does not change significantly. Nucleation is observed within a few of the 
fires and appears to occur primarily on the edges of the plumes. Differences in initial values of 
Δf60 , Δf44, and ΔO/ΔC between higher- and lower-concentrated plumes indicate that evaporation 
and/or chemistry has likely occurred before the time of initial measurement and that plumes or 
plume regions (such as the outer parts of the plume) with lower initial aerosol loading can undergo 
these changes more rapidly than thicker plumes. We encourage future studies to attempt to quantify 
these chemical and physical changes before the initial measurement using combinations of 
modeling and laboratory measurements, where sampling is possible at the initial stages of the fire 
and smoke. We also encourage future near-field (<24 hours) analyses of recent and future biomass 
burning field campaigns to include differences in initial plume mass concentrations and location 
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A1. GoAmazon2014/5 SMPS-derived volume exposures and mean diurnal cycle of 
monoterpenes and isoprene 
 
 
Figure A1. GoAmazon initial (i.e. ambient air, black line) and final (i.e. after OFR processing, 
blue line) SMPS-derived volume distributions for each individual exposure modelled in this study. 
The differences in SOA production between exposures of similar ages are due to the fact that the 
exposures were taken from different times during the campaign and thus different precursor 
concentrations were present (Table 2.2).  
 
 




Figure A2. The mean observed diurnal cycle of isoprene (red line) and monoterpenes (MT; green 
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A2. BEACHON-RoMBAS individual exposures and best/worst case distributions  
 
The following are the individual representations of the model simulations for each BEACHON-
RoMBAS exposure modelled in this study. Figures A3, A5, A7, A9, A11, A13, A15, and A17  
give the normalized mean error (NME) values for the parameter space that lies within (Table 2.3) 
the NUC1 nucleation scheme and base value of the reactive uptake coefficient. Figures A4, A6, 
A8, A10, A12, A14, A16, and A18 plot each observed final moment (solid black lines) used in 
computing the NME statistic (number, diameter, surface area, and volume) compared to the six 
TOMAS cases with the lowest (best) NME statistic (solid colored lines) and six TOMAS cases 
with the highest (worst) NME statistic (solid dotted lines). For comparison, the observed initial 
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Figure A3. Representation of the parameter space for a 0.090 eq. day aging exposure from 
BEACHON-RoMBAS for the NUC1 nucleation scheme and base value of the reactive uptake 
coefficient of 0.6. The effective accommodation coefficient increases across each row of panels; 
the rate constant of gas-phase fragmentation increases up each column of panels. Within each 
panel, the rate constant of gas-phase reactions with OH increases along the x-axis and the rate 
constant for nucleation increases along the y-axis. The color bar indicates the normalized mean 
error (NME) value for each simulation, with the lowest values indicating the least error between 
model and measurement. Grey regions indicate regions within the parameter space whose NME 
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Figure A4.  Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.090 eq days aging case from 
BEACHON-RoMBAS for the NUC1 nucleation scheme. The fits are determined using the mean 
error of moments method (see methods); each panel represents a separate moment. The top panel 
represents the number distribution; the second panel represents the diameter distribution; the third 
panel represents the surface area distribution; and the final (bottom) distribution represents the 
volume distribution.  
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Figure A5. Representation of the parameter space for a 0.098 eq. day aging exposure from 
BEACHON-RoMBAS for the NUC1 nucleation scheme and base value of the reactive uptake 
coefficient of 0.6. The effective accommodation coefficient increases across each row of panels; 
the rate constant of gas-phase fragmentation increases up each column of panels. Within each 
panel, the rate constant of gas-phase reactions with OH increases along the x-axis and the rate 
constant for nucleation increases along the y-axis. The color bar indicates the normalized mean 
error (NME) value for each simulation, with the lowest values indicating the least error between 
model and measurement. Grey regions indicate regions within the parameter space whose NME 
value is greater than 1.  
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Figure A6.  Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.098 eq days aging case from 
BEACHON-RoMBAS for the NUC1 nucleation scheme. The fits are determined using the mean 
error of moments method (see methods); each panel represents a separate moment. The top panel 
represents the number distribution; the second panel represents the diameter distribution; the third 
panel represents the surface area distribution; and the final (bottom) distribution represents the 
volume distribution.  
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Figure A7. Representation of the parameter space for a 0.16 eq. day aging exposure from 
BEACHON-RoMBAS for the NUC1 nucleation scheme and base value of the reactive uptake 
coefficient of 0.6. The effective accommodation coefficient increases across each row of panels; 
the rate constant of gas-phase fragmentation increases up each column of panels. Within each 
panel, the rate constant of gas-phase reactions with OH increases along the x-axis and the rate 
constant for nucleation increases along the y-axis. The color bar indicates the normalized mean 
error (NME) value for each simulation, with the lowest values indicating the least error between 
model and measurement. Grey regions indicate regions within the parameter space whose NME 
value is greater than 1.  
 




Figure A8. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.16 eq days aging case from 
BEACHON-RoMBAS for the NUC1 nucleation scheme. The fits are determined using the mean 
error of moments method (see methods); each panel represents a separate moment. The top panel 
represents the number distribution; the second panel represents the diameter distribution; the third 
panel represents the surface area distribution; and the final (bottom) distribution represents the 
volume distribution.   




Figure A9. Representation of the parameter space for a 0.23 eq. day aging exposure from 
BEACHON-RoMBAS for the NUC1 nucleation scheme and base value of the reactive uptake 
coefficient of 0.6. The effective accommodation coefficient increases across each row of panels; 
the rate constant of gas-phase fragmentation increases up each column of panels. Within each 
panel, the rate constant of gas-phase reactions with OH increases along the x-axis and the rate 
constant for nucleation increases along the y-axis. The color bar indicates the normalized mean 
error (NME) value for each simulation, with the lowest values indicating the least error between 
model and measurement. Grey regions indicate regions within the parameter space whose NME 
value is greater than 1.  
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Figure A10. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.23 eq days aging case from 
BEACHON-RoMBAS for the NUC1 nucleation scheme. The fits are determined using the mean 
error of moments method (see methods); each panel represents a separate moment. The top panel 
represents the number distribution; the second panel represents the diameter distribution; the third 
panel represents the surface area distribution; and the final (bottom) distribution represents the 
volume distribution.  
 




Figure A11. Representation of the parameter space for a 0.27 eq. day aging exposure from 
BEACHON-RoMBAS for the NUC1 nucleation scheme and base value of the reactive uptake 
coefficient of 0.6. The effective accommodation coefficient increases across each row of panels; 
the rate constant of gas-phase fragmentation increases up each column of panels. Within each 
panel, the rate constant of gas-phase reactions with OH increases along the x-axis and the rate 
constant for nucleation increases along the y-axis. The color bar indicates the normalized mean 
error (NME) value for each simulation, with the lowest values indicating the least error between 
model and measurement. Grey regions indicate regions within the parameter space whose NME 
value is greater than 1.  
   
 




Figure A12. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.27 eq days aging case from 
BEACHON-RoMBAS for the NUC1 nucleation scheme. The fits are determined using the mean 
error of moments method (see methods); each panel represents a separate moment. The top panel 
represents the number distribution; the second panel represents the diameter distribution; the third 








Figure A13. Representation of the parameter space for a 0.77 eq. day aging exposure from 
BEACHON-RoMBAS for the NUC1 nucleation scheme and base value of the reactive uptake 
coefficient of 0.6. The effective accommodation coefficient increases across each row of panels; 
the rate constant of gas-phase fragmentation increases up each column of panels. Within each 
panel, the rate constant of gas-phase reactions with OH increases along the x-axis and the rate 
constant for nucleation increases along the y-axis. The color bar indicates the normalized mean 
error (NME) value for each simulation, with the lowest values indicating the least error between 
model and measurement. Grey regions indicate regions within the parameter space whose NME 
value is greater than 1.  
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Figure A14. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.77 eq days aging case from 
BEACHON-RoMBAS for the NUC1 nucleation scheme. The fits are determined using the mean 
error of moments method (see methods); each panel represents a separate moment. The top panel 
represents the number distribution; the second panel represents the diameter distribution; the third 
panel represents the surface area distribution; and the final (bottom) distribution represents the 
volume distribution.  






Figure A15. Representation of the parameter space for a 0.82 eq. day aging exposure from 
BEACHON-RoMBAS for the NUC1 nucleation scheme and base value of the reactive uptake 
coefficient of 0.6. The effective accommodation coefficient increases across each row of panels; 
the rate constant of gas-phase fragmentation increases up each column of panels. Within each 
panel, the rate constant of gas-phase reactions with OH increases along the x-axis and the rate 
constant for nucleation increases along the y-axis. The color bar indicates the normalized mean 
error (NME) value for each simulation, with the lowest values indicating the least error between 
model and measurement. Grey regions indicate regions within the parameter space whose NME 
value is greater than 1.  
  




Figure A16. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.82 eq days aging case from 
BEACHON-RoMBAS for the NUC1 nucleation scheme. The fits are determined using the mean 
error of moments method (see methods); each panel represents a separate moment. The top panel 
represents the number distribution; the second panel represents the diameter distribution; the third 
panel represents the surface area distribution; and the final (bottom) distribution represents the 
volume distribution.  
 
 





Figure A17. Representation of the parameter space for a 0.91 eq. day aging exposure from 
BEACHON-RoMBAS for the NUC1 nucleation scheme and base value of the reactive uptake 
coefficient of 0.6. The effective accommodation coefficient increases across each row of panels; 
the rate constant of gas-phase fragmentation increases up each column of panels. Within each 
panel, the rate constant of gas-phase reactions with OH increases along the x-axis and the rate 
constant for nucleation increases along the y-axis. The color bar indicates the normalized mean 
error (NME) value for each simulation, with the lowest values indicating the least error between 
model and measurement. Grey regions indicate regions within the parameter space whose NME 
value is greater than 1.  
  




Figure A18. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.91 eq days aging case from 
BEACHON-RoMBAS for the NUC1 nucleation scheme. The fits are determined using the mean 
error of moments method (see methods); each panel represents a separate moment. The top panel 
represents the number distribution; the second panel represents the diameter distribution; the third 
panel represents the surface area distribution; and the final (bottom) distribution represents the 
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A3. Sensitivity of the model to the NUC2 nucleation scheme for BEACHON-RoMBAS 
 
Figure A19 gives the average NME values across the 0.09-0.9 day eq. aging exposures from 
BEACHON-RoMBAS examined in this study for the parameter space that lies within (Table 3) 
the NUC2 nucleation scheme and base value of the reactive uptake coefficient. This figure is 
qualitatively similar to Fig. 5, which shows the same parameter space except for the NUC1 













Figure A19. Representation of the parameter space for the average across the 0.09-0.9 day eq. 
aging exposures from BEACHON-RoMBAS examined in this study for the NUC2 nucleation 
scheme and base value of the reactive uptake coefficient of 0.6. The effective accommodation 
coefficient increases across each row of panels; the rate constant of gas-phase fragmentation 
increases up each column of panels. Within each panel, the rate constant of gas-phase reactions 
with OH increases along the x-axis and the rate constant for nucleation increases along the y-axis. 
The color bar indicates the normalized mean error (NME) value for each simulation, with the 
lowest values indicating the least error between model and measurement. Grey regions indicate 
regions within the parameter space whose NME value is greater than 1. No averaged case had a 
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A4. Sensitivity of the model to the heterogeneous chemistry parameter for BEACHON-
RoMBAS 
 
In order to determine the model sensitivity to the reactive uptake coefficient, ɣOH, we replot the 
results of Fig. 4 in Fig. A20 to be a function of ɣOH (increasing across each column) for the base 














Figure A20. Representation of the parameter space for the average across the 0.09-0.9 day eq. 
aging exposures from BEACHON-RoMBAS examined in this study for the NUC1 nucleation 
scheme and base value of the gas-phase fragmentation rate constant (kELVOC). The effective 
accommodation increases across each row; the reactive uptake coefficient increases up each 
column of panels. Within each panel, the rate constant of gas-phase reactions with OH increases 
along the x-axis and the rate constant for nucleation increases along the y-axis. The color bar 
indicates the normalized mean error (NME) value for each simulation, with the lowest values 
indicating the least error between model and measurement. Grey regions indicate regions within 
the parameter space whose NME value is greater than 1. No averaged case had a NME value less 
than 0.2 for the cases shown here. This Figure Ehows that for a fixed value of reactive uptake 
coefficient (each column), the NME values for each set of nucleation rate constants/gas-phase 
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A5. GoAmazon sensitivity to S/IVOCs 
 
To model the GoAmazon OFR distributions, we initially run TOMAS with the S/IVOC input 
concentration derived by using the campaign average ratio of MT:S/IVOCs from BEACHON-
RoMBAS (Table 2.2), as S/IVOCs were not measured during the GoAmazon campaign. Figures 
A21 and A22 show that for this initial assumed S/IVOC concentration, we cannot replicate the 
observed growth (Fig. A22, black solid lines) and instead get poor NME values for all 













Figure A21. Representation of the parameter space for a 0.53 eq. day aging exposure from 
GoAmazon for the NUC1 nucleation scheme and base value of the reactive uptake coefficient of  
0.6. The effective accommodation coefficient increases across each row of panels; the rate constant 
of gas-phase fragmentation increases up each column of panels. Within each panel, the rate 
constant of gas-phase reactions with OH increases along the x-axis and the rate constant for 
nucleation increases along the y-axis. The color bar indicates the normalized mean error (NME) 
value for each simulation, with the lowest values indicating the least error between model and 
measurement. Grey regions indicate regions within the parameter space whose NME value is 
greater than 1. In order to see enough growth in the Aitken mode, an increase of between 20-40 















Figure A22. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.53 eq days aging case from 
GoAmazon for the NUC1 nucleation scheme. The fits are determined using the mean error of 
moments method (see methods); each panel represents a separate moment. The top panel 
represents the number distribution; the second panel represents the diameter distribution; the third 
panel represents the surface area distribution; and the final (bottom) distribution represents the 
volume distribution.  In order to see enough growth in the Aitken mode, an increase of between 
20-40 times the original S/IVOC input is required. See text and Figs. 6 and A23-A29 for more 
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A6. Sensitivity of the model to the NUC2 and ACT nucleation schemes for GoAmazon 
 
Figures A23 and A24 gives the average NME values across the 0.3-0.6 day eq. aging exposures 
from GoAmazon examined in this study for the parameter space that lies within the NUC2 
nucleation scheme and ACT nucleation scheme, respectively, for base value of the reactive uptake 
coefficient. These figures use the assumption that the initial S/IVOC concentration is 30 times that 
of the base S/IVOC concentration (Table 2). Figure A22 is qualitatively similar to Fig. 6, which 
shows the same parameter space except for the NUC1 nucleation scheme. Figure A23, using the 
ACT nucleation scheme, shows shifted regions of best-fits as compared to the NUC1 (Fig. 6) and 










Figure A23. Representation of the parameter space for the average across the 0.3-0.6 day eq. aging 
exposures from GoAmazon examined in this study for the NUC2 nucleation scheme, base value 
of the reactive uptake coefficient of 0.6, and assumed S/IVOC concentrations of 30 times that of 
the baseS/IVOC concentrations. The effective accommodation coefficient increases across each 
row of panels; the rate constant of gas-phase fragmentation increases up each column of panels. 
Within each panel, the rate constant of gas-phase reactions with OH increases along the x-axis and 
the rate constant for nucleation increases along the y-axis. The color bar indicates the normalized 
mean error (NME) value for each simulation, with the lowest values indicating the least error 
between model and measurement. Grey regions indicate regions within the parameter space whose 














Figure A24. Representation of the parameter space for the average across the 0.3-0.6 day eq. aging 
exposures from GoAmazon examined in this study for the ACT nucleation scheme, base value of 
the reactive uptake coefficient of 0.6, and assumed S/IVOC concentration of 30 times that of the 
base S/IVOC concentration. The effective accommodation coefficient increases across each row 
of panels; the rate constant of gas-phase fragmentation increases up each column of panels. Within 
each panel, the rate constant of gas-phase reactions with OH increases along the x-axis and the 
rate constant for nucleation increases along the y-axis. The color bar indicates the normalized mean 
error (NME) value for each simulation, with the lowest values indicating the least error between 
model and measurement. Grey regions indicate regions within the parameter space whose NME 
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A7. GoAmazon individual exposures and best/worst case distributions  
 
The following are the individual representations of the model simulations for each GoAmazon  
exposure modelled in this study for the assumption that the initial S/IVOC concentration is 30 
times that of the base S/IVOC concentration (Table 2). Figures A25, S27, S29, and S31 give the 
NME values for the parameter space that lies within (Table 3) the NUC1 nucleation scheme and 
base value of the reactive uptake coefficient. Figures A26, A28, A30, and A32 plot each observed 
final moment (solid black lines) used in computing the NME statistic (number, diameter, surface 
area, and volume) compared to the six TOMAS cases with the lowest (best) NME statistic (solid 
colored lines) and six TOMAS cases with the highest (worst) NME statistic (solid dotted lines). 
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Figure A25. Representation of the parameter space for a 0.39 eq. day aging exposure from 
GoAmazon for the NUC1 nucleation scheme, base value of the reactive uptake coefficient of 0.6, 
and 30 times the base S/IVOC input concentration. The effective accommodation coefficient 
increases across each row of panels; the rate constant of gas-phase fragmentation increases up each 
column of panels. Within each panel, the rate constant of gas-phase reactions with OH increases 
along the x-axis and the rate constant for nucleation increases along the y-axis. The color bar 
indicates the normalized mean error (NME) value for each simulation, with the lowest values 
indicating the least error between model and measurement. Grey regions indicate regions within 
the parameter space whose NME value is greater than 1.  
 
 




Figure A26. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.39 eq. days aging case from 
GoAmazon for the NUC1 nucleation scheme, using 30 times the base S/IVOC input concentration. 
The fits are determined using the mean error of moments method (see methods); each panel 
represents a separate moment. The top panel represents the number distribution; the second panel 
represents the diameter distribution; the third panel represents the surface area distribution; and 
the final (bottom) distribution represents the volume distribution.   
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Figure A27. Representation of the parameter space for a 0.40 eq. day aging exposure from 
GoAmazon for the NUC1 nucleation scheme, base value of the reactive uptake coefficient of 0.6, 
and 30 times the base S/IVOC input concentration. The effective accommodation coefficient 
increases across each row of panels; the rate constant of gas-phase fragmentation increases up each 
column of panels. Within each panel, the rate constant of gas-phase reactions with OH increases 
along the x-axis and the rate constant for nucleation increases along the y-axis. The color bar 
indicates the normalized mean error (NME) value for each simulation, with the lowest values 
indicating the least error between model and measurement. Grey regions indicate regions within 
the parameter space whose NME value is greater than 1.  
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Figure A28. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.40 eq days aging case from 
GoAmazon for the NUC1 nucleation scheme, using 30 times the base S/IVOC input concentration. 
The fits are determined using the mean error of moments method (see methods); each panel 
represents a separate moment. The top panel represents the number distribution; the second panel 
represents the diameter distribution; the third panel represents the surface area distribution; and 
the final (bottom) distribution represents the volume distribution.  
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Figure A29. Representation of the parameter space for a 0.51 eq. day aging exposure from 
GoAmazon for the NUC1 nucleation scheme, base value of the reactive uptake coefficient of 0.6, 
and 30 times the base S/IVOC input concentration. The effective accommodation coefficient 
increases across each row of panels; the rate constant of gas-phase fragmentation increases up each 
column of panels. Within each panel, the rate constant of gas-phase reactions with OH increases 
along the x-axis and the rate constant for nucleation increases along the y-axis. The color bar 
indicates the normalized mean error (NME) value for each simulation, with the lowest values 
indicating the least error between model and measurement. Grey regions indicate regions within 
the parameter space whose NME value is greater than 1.  
 
 




Figure A30. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.51 eq days aging case from 
GoAmazon for the NUC1 nucleation scheme, using 30 times the base S/IVOC input concentration. 
The fits are determined using the mean error of moments method (see methods); each panel 
represents a separate moment. The top panel represents the number distribution; the second panel 
represents the diameter distribution; the third panel represents the surface area distribution; and 
the final (bottom) distribution represents the volume distribution.  
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Figure A31. Representation of the parameter space for a 0.53 eq. day aging exposure from 
GoAmazon for the NUC1 nucleation scheme, base value of the reactive uptake coefficient of 0.6, 
and 30 times the base S/IVOC input concentration. The effective accommodation coefficient 
increases across each row of panels; the rate constant of gas-phase fragmentation increases up each 
column of panels. Within each panel, the rate constant of gas-phase reactions with OH increases 
along the x-axis and the rate constant for nucleation increases along the y-axis. The color bar 
indicates the normalized mean error (NME) value for each simulation, with the lowest values 
indicating the least error between model and measurement. Grey regions indicate regions within 









Figure A32. Example of best (solid lines) and worst (dashed lines) fit size distributions compared 
to the observed (black line) final OFR size distribution for a 0.53 eq days aging case from 
GoAmazon for the NUC1 nucleation scheme, using 30 times the base S/IVOC input concentration. 
The fits are determined using the mean error of moments method (see methods); each panel 
represents a separate moment. The top panel represents the number distribution; the second panel 
represents the diameter distribution; the third panel represents the surface area distribution; and 
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APPENDIX B  
 
SUPPLEMENT TO: THE POTENTIAL ROLE OF METHANESULFONIC ACID (MSA) IN 





































 366  
 
B1. Simulated ammonia concentrations 
 
Annually (Fig. B1) and seasonally (Fig. B2) averaged  simulated concentrations of ammonia from 
the GEOS-Chem-TOMAS model. Each map is made from the reported ammonia concentrations 
for the DEFAULT_NoMSA model.  
 
 
Figure B1. Global annual average predicted NH3 concentrations at (a) the surface and (b) zonally. 
For the PARAM_NoNuc and PARAM_Nuc cases, it’s assumed that if [NH3] < 10 ppt (blue 
colors), then the model is under low-base (no free ammonia) conditions (Figure 3.1a).  
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Figure B2. Global seasonal average predicted NH3 concentrations at the surface for: (a) December, 
January, February; (b) March, April, May; (c) June, July, August; and (d) September, October, 
November. For the PARAM_NoNuc and PARAM_Nuc cases, it’s assumed that if [NH3] < 10 ppt 
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B2. Comparison of different DMS emission inventories in GEOS-Chem-TOMAS. 
 
We test the sensitivity of the size distribution towards the DMS emissions in two ways: (1) we 
replace the default DMS emissions inventory for GEOS-Chem v10.01 (Kettle et al., 1999; Kettle 
and Andreae, 2000) with the updated emissions inventory by Lana et al., (2010) and (2) we 
increase the default DMS emissions inventory globally by a factor of two. We hereon refer to each 
inventory as the default DMS inventory, the Lana DMS inventory, and the 2xDMS inventory. The 
results of these tests are shown in Tables B1-B2 and Figs. B3-B5. Table B1 and Fig. B3 shows the 
comparisons between each DEFAULT_NoMSA simulation (DEFAULT_NoMSA, 
DEFAULT_NoMSA_Lana, and DEFAULT_NoMSA_2xDMS) and the NoDMS simulation. This 
indicates the contribution from sulfate and sulfuric acid produced by DMS/SO2 oxidation for each 
DMS emissions inventory. Table B2 and Fig. B4-B5 shows the comparisons between each 
PARAM_NoNuc case and each DEFAULT_NoMSA case for submicron aerosol mass (only in 
Table B2), N3 and N80 (Fig. B5) and the AIE and DRE (Fig. B6). It is seen that for the Lana DMS 
inventory, both the NoDMS (Fig. B3) and PARAM_NoNuc_Lana (Figs. SB4-B5) case 
comparisons have only small spatial differences and similar magnitude of effects as compared to 
the default DMS inventory. Thus, if DMS emissions are better simulated by the Lana DMS 
inventory, our general conclusions would not be changed about the effects of MSA towards the 
size distribution.  
The 2xDMS inventory shows some non-trivial changes in N80 for some regions and levels as 
compared to the default DMS inventory for the NoDMS comparison (Table B1; Fig. B3), primarily 
with increases in N80 over the Antarctic between 800-500 hPa and over ~20°S -20° N between 
500-100 hPa, and decreases in N80 over 50°-90° N between 1000-750 hPa. The increase in sulfuric 
acid from DMS/SO2 oxidation will boost particle formation and growth rates in relatively clean 
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regions, such as the Antarctic. There will also be a boost from condensed sulfate from aqueous 
oxidation of DMS, further increasing the sizes but not necessarily number concentration of larger 
particles. However, the PARAM_NoNuc_2xDMS case is very similar to the PARAM_NoNuc 
case (Table B2; Figs. B4 and B5) and again, we conclude that even if DMS emissions are globally 
increased by up to a factor of two, our general conclusions would not be changed about the effects 
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Table B1. Annual mean % changes at 900 hPa for the contribution of the sulfate and sulfuric acid 
from DMS/SO2 oxidation for submicron aerosol mass, N3, N80, and radiative forcing changes in 
AIE and DRE for each DEFAULT_NoMSA emissions inventory. Positive values of a metric 
indicate that the sulfate and sulfuric acid increases that metric compared to a simulation with no 
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Table B2. Annual mean % changes at 900 hPa for the MSA for submicron aerosol mass, N3, N80, 
and radiative forcing changes in AIE and DRE for the PARAM_NoNuc simulations using each 
DEFAULT_NoMSA emissions inventory. Positive values of a metric indicate that MSA increases 
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Figure B3. Global annual mean percent change at 900 hPa (first and third column) and global 
zonal annual mean percent change (second and fourth column) between NoDMS_NoMSA and the 
DEFAULT_NoMSA case (first row), the DEFAULT_NoMSA_Lana case (second row), and the 
DEFAULT_NoMSA_2xDMS case (third row). First and second column: N3 (the number 
concentration of particles with diameters larger than 3 nm). Third and fourth column: N80. Warm 













Figure B4. Global annual mean percent change at 900 hPa (first and third column) and global 
zonal annual mean percent change (second and fourth column) between the DEFAULT_NoMSA 
case and PARAM_NoNuc case (first row), the DEFAULT_NoMSA_Lana case and 
PARAM_NoNuc_Lana case (second row), and the DEFAULT_NoMSA_2xDMS case and 
PARAM_NoNuc_2xDMS case (third row). First and second column: N3 (the number 
concentration of particles with diameters larger than 3 nm). Third and fourth column: N80.  
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Figure B5. Global annual mean percent change for the AIE (first column) and DRE (second 
column)  between the DEFAULT_NoMSA case and PARAM_NoNuc case (first row), the 
DEFAULT_NoMSA_Lana case and PARAM_NoNuc_Lana case (second row), and the 
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B3. Global annual mean number concentrations for the DEFAULT_NoMSA case; additional 
results 
 
 Figure B6 provides the number concentrations (N3 and N80) at 900 hPa and zonally for 
the base case (DEFAULT_NoMSA). Table B3 provides the quantitative values for Fig. 3.6.  
 
Figure B6. The number concentration (cm-3) normalized to STP for the DEFAULT_NoMSA case. 
Top row: N3 at cloud level (900 hPa; right) and zonally (left). Bottom row: N80 for cloud level 
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Table B3. Annual mean % changes due to MSA at 900 hPa for each MSA simulation relative to 
the DEFAULT_NoMSA simulation for submicron aerosol mass, N3, N80, and radiative forcing 
changes in AIE and DRE. Positive values for any metric for PARAM_NoNuc, ELVOC_NoNuc, 
SVOC_NoNuc, PARAM_Nuc, and ELVOC_Nuc all indicate that the addition of MSA increases 
that metric relative to the DEFAULT_NoMSA simulation. The DEFAULT_NoMSA-
NoDMS_NoMSA row shows the contribution of the sulfate and sulfuric acid from DMS/SO2 
oxidation present in the DEFAULT_NoMSA simulation; positive values of a metric indicate that 
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B4. ATom-1 and ATom-2 plots 
 
 The ATom-1 and ATom-2 campaigns took place during July 28-August 22, 2016, and 
January 26-February 22, 2017, respectively. Both campaigns took measurements from the Pacific 
and Atlantic Basin. Figures B7-B10 provide the 1:1 plots for each separate campaign and each 
separate ocean basin for the main MSA sensitivity cases in this study, PARAM_NoNuc, 
ELVOC_NoNuc, SVOC_NoNuc, PARAM_Nuc, and ELVOC_Nuc. Also shown are the 5:1 and 
1:5 lines. Each subplot indicates the log mean bias (LMB), slope (m), and coefficient of 
determination (R2) for each sensitivity case as compared to the measurements. Figures B11-B14 
show the zonally averaged simulated MSA concentrations for each model level for each basin and 
campaign with the corresponding particle-phase MSA measurements overlaid. (The up and down 
patterns represent the flight tracks of the NASA DC-8 aircraft.) 
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Figure B7. 1:1 (black dashed line) plots for the simulated mean MSA mass for the month of 
August and measured MSA mass during the ATom-1 campaign (July 28-August 22 2016) for the 
Pacific basin flight tracks, calculated log-mean bias (LMB), slope (m), and coefficient of 
determination (R2). The red and green dashed lines indicate 5:1 and 1:5 lines.  Simulated MSA 
mass is calculated by subtracting the total sulfate mass for the base case from each sensitivity case.  
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Figure B8. 1:1 (black dashed line) plots for the simulated mean MSA mass for the month of 
August and measured MSA mass during the ATom-1 campaign (July 28-August 22 2016) for the 
Atlantic basin flight tracks, calculated log-mean bias (LMB), slope (m), and coefficient of 
determination (R2). The red and green dashed lines indicate 5:1 and 1:5 lines.  Simulated MSA 
mass is calculated by subtracting the total sulfate mass for the base case from each sensitivity case.  
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Figure B9. 1:1 (black dashed line) plots for the simulated mean MSA mass for the month of 
February and measured MSA mass during the ATom-2 campaign (January 26-February 22 2017) 
for the Pacific basin flight tracks, calculated log-mean bias (LMB), slope (m), and coefficient of 
determination (R2). The red and green dashed lines indicate 5:1 and 1:5 lines.  Simulated MSA 
mass is calculated by subtracting the total sulfate mass for the base case from each sensitivity case. 
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Figure B10. 1:1 (black dashed line) plots for the simulated mean MSA mass for the month of 
February and measured MSA mass during the ATom-2 campaign (January 26-February 22 2017) 
for the Atlantic basin flight tracks, calculated log-mean bias (LMB), slope (m), and coefficient of 
determination (R2). The red and green dashed lines indicate 5:1 and 1:5 lines.  Simulated MSA 
mass is calculated by subtracting the total sulfate mass for the base case from each sensitivity case.  
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Figure B11. Comparison of simulated mean MSA mass for the month of August to measured 
MSA mass (circles) during the ATom-1 campaign (July 28-August 22 2016) for the Pacific basin 
flight tracks. Simulated MSA mass is calculated by subtracting the total sulfate mass for the base 
case from each sensitivity case.  
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Figure B12. Comparison of simulated mean MSA mass for the month of August to measured 
MSA mass (circles) during the ATom-1 campaign (July 28-August 22 2016) for the Atlantic basin 
flight tracks. Simulated MSA mass is calculated by subtracting the total sulfate mass for the base 
case from each sensitivity case.  
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Figure B13. Comparison of simulated mean MSA mass for the month of February to measured 
MSA mass (circles) during the ATom-2 campaign (January 26-February 22 2017) for the Pacific 
basin flight tracks. Simulated MSA mass is calculated by subtracting the total sulfate mass for the 
base case from each sensitivity case.  
 






Figure B14. Comparison of simulated mean MSA mass for the month of February to measured 
MSA mass (circles) during the ATom-2 campaign (January 26-February 22 2017) for the Atlantic 
basin flight tracks. Simulated MSA mass is calculated by subtracting the total sulfate mass for the 
base case from each sensitivity case.  
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B5. MSA Calibration Details for the Aerosol Mass Spectrometer 
B5.1. General Approach 
 
As shown first by Phinney et al. (2006), CH3SO2+ is a highly specific ion for the 
identification of MSA in AMS spectra. A number of groups have since used this ion as a calibrated 
marker for quantification of MSA. Other quantification approaches have also been used but they 
have often have proven less robust as discussed in Huang et al. (2017).  
This quantification procedure requires the determination of two MSA specific quantities (Zorn et 
al., 2008, Huang et al., 2015, Willis et al., 2016, Huang et al., 2017): 
-         The ratio of the CH3SO2+ ion to the total AMS signal from MSA, f(CH3SO2), and 
-         The relative ionization efficiency of the total AMS response (ion current) from MSA relative 
to nitrate (the primary AMS calibrant), RIEMSA. Once those quantities are known, the MSA 
concentration can be determined as follows (based on the general expression for calculating 
















    (B1) 
In this equation ICH3SO2 refers to the signal of the marker ion (in ion counts, our measured variable), 
IENO3 is the ionization efficiency of the instrument for nitrate, CE is the collection efficiency, 
MWMSA and MWNO3 are the molar masses of MSA and nitrate, respectively, and C is a 
proportionality constant that includes the MS duty cycle, flow calibration, and unit conversions. 
Both of these quantities were determined over a series of both laboratory and in-field 
calibrations (starting at the end of the ATom-1 deployment) by atomizing either pure dilute MSA 
solutions (Aldrich, >99.9% purity), or dilute solutions that were previously neutralized with excess 
aqueous ammonia (Aldrich, ACS reagent). The nebulizer output for the neutralized solutions 
(effectively NH4CH3SO3, referred to as AMSA in the following) was size-selected with an SMPS 
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(TSI 3936) and the aerosol number concentration was recorded with a collocated CPC (TSI 3010).  
Due to the high amounts of ammonium (from the daily ammonium nitrate calibrations) present in 
our in-field calibration system, the nebulized pure MSA aerosol was introduced directly into the 
AMS to avoid neutralization in the SMPS. Hence, for acidic MSA, only the fragmentation pattern 
was investigated. 
 
B5.2. Estimation of minor ion contributions 
In order to account properly for the total ion signal of MSA, the contribution of some ions 
that had a high background was estimated by indirect means: 
-          The contribution of both water ions (O+, HO+, and H2O+, “familyHO” in AMS parlance) 
and CO2+ were obtained from unconstrained linear regressions, so they could be separated from 
the gas phase contributions. Since the AMS flying on ATom uses a cryopump for background 
reduction, the water background is low enough for this method to work (typically H2O:N2 ~ 0.1 
for the background signals). 
-          The contribution of the sulfur ion (S+) to the AMS signal was estimated based on the 
abundance of the (independently fitted) 34S+ isotope at low MSA concentrations, and fitted directly 
at high concentrations (> 1 mg sm-3) 
-          The contribution of CO+  to the AMS signal was estimated from fitting C18O+, but was 
found to be negligible at all times (<1%) 
Figure B15a shows a typical regression of the different ion species for an AMSA 
calibration, while Figure B15b shows the contributions of the water, sulfur and CO2+ ions to the 
total signal for all calibrations. On average, the contribution of these ions to the total MSA signal 
are small (about 5% in total), in contrast to sulfate (discussed in B5.5). 




Figure B15. (left) Determination of the fractional ion contributions (summed up into chemical 
families) in the AMS (including water, sulfur and CO2) of MSA for an AMSA calibration at 
intermediate concentrations ([MSA]~10-50 µg sm-3, as determined by SMPS measurements).  
(right) Contributions of S+, CO2+ and water ions to the total AMS signal of MSA for all the ATom 
calibrations (calibrations were done with both AMSA and MSA, but only MSA was quantified). 
 
B5.3. Quantification of the Relative Ionization Efficiency of MSA (RIEMSA) 
 RIEMSA was derived from two different approaches: 
-          Relative to the ammonium RIE (RIENH4) after back-to-back calibrations with ammonium 
nitrate (“ammonium balance method”) analogous to the most-commonly used method for the 
determination of sulfate and chloride RIE (Schroder et al., 2018). This assumes that, as in the case 
of sulfate, the analyzed particles are fully neutralized when introduced into the AMS. In the case 
of another ammonium salt of an organic acid, ammonium oxalate, some studies have suggested 
partial evaporation of ammonia prior to analysis (Jimenez et al., 2016). Thermodynamic 
calculations suggest that this is due to the H(COOH)2+ being a weak acid (pKa=4.19, Lide 2008), 
leading to some formation of molecular oxalic acid and subsequent partitioning of NH3 to the gas 
phase, but not of oxalic acid given its much lower vapor pressure. Given that MSA is a strong acid  
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(pKa=-1.96 (Guthrie, 1978)), this is not expected for AMSA, and in fact no difference in these 
experiments was observed when the AMSA solution was saturated with NH4OH (vs just 
neutralized). This method is independent of AMS transmission, collection efficiency and possible 
evaporation of the semivolatile AMSA prior to AMS sampling. 
         Determining the value of RIEMSA that is needed for the AMS to match the aerosol mass 
calculated from simultaneous measurements by the SMPS/CPC (“mass closure method”) (Willis 
et al., 2016; Huang et al., 2017).  This requires generating a monodisperse aerosol with little to no 
doubly charged particles and knowledge of both the density and collection efficiency of AMSA. 
In addition, for a semivolatile species such as MSA (pvap=6*10-4 Torr at 20o C, Tang and 
Munkelwitz, 1991) there could be differences due to potential evaporation in the CPC and AMS 
lines, which would complicate the comparison. Both monodispersity and effective density (which 
was sometimes lower than the bulk density of 1.48 g cm-3, Lide et al., 2008) were confirmed with 
particle time-of-flight measurements (PToF). Single particle measurements (described in detail 
below) confirmed that CE was close to 1 and that evaporation was a minor concern. Therefore a 
CE of 1 was used.  Assuming negligible evaporation/wall deposition in the lines both methods 
should yield similar results. 
Figure B16 shows data for 2 AMSA calibrations at low concentrations taken one year apart 
where the RIEMSA for both methods agreed within 5% and the corresponding PToF measurements. 
We hence report RIEMSA = 1.70 ± 0.08 based on the more accurate ammonium balance method, 
while using the difference with the mass closure method as a conservative uncertainty estimate. 
This RIEMSA was used for the all four ATom deployments, given the small change (<5%) in the 
other RIEs of the instrument over these campaigns. 
 
 




Figure B16. (left) Regression of the AMS response for MSA with the calculated SPMS mass of 
the test aerosol for two different calibrations of the CU AMS instrument using NH4SO3CH3 
(AMSA) taken one year apart. AMS response was calculated using f(CH3SO2) from the calibration 
and an RIEMSA derived from the ion balance (1.7 on 8/2/2017, 1.72 on 6/29/2018); the SPMS mass 
was calculated using the density determined from the Dva/Dgeo ratio for each calibration (DeCarlo 
et al., 2004). (middle) Particle time-of-flight size distribution of the test aerosol for the 8/2/2017 
calibration, used to determine the density and confirm monodispersity. (right) AMS PToF-mode 
size distribution for the 6/29/2018 calibration, showing the same m/z ions that were used in the 
analysis of the single particle experiments (Figure B19). 
 
B5.4. Robustness  of the MSA Mass Spectral Pattern in the AMS  
Zorn et al. (2008) reported that the fragmentation pattern of MSA was highly dependent 
on vaporizer temperature. Special care was taken during ATom to keep the vaporizer temperature 
constant at ~600oC by keeping the vaporizer current constant and periodically calibrating the 
instrument response with NaNO3 (Hu et al, 2017). The MSA fragmentation pattern at low 
concentrations (comparable and larger than ambient concentrations) was observed to be very stable 
over the course of the four ATom deployments.  
However, significant changes in f(CH3SO2) were observed when higher calibration particle 
concentrations were used (Figure B17a). Figure B17b shows the variability in time of the main ion 
families that contribute to the MSA signal for a typical AMSA calibration at higher concentrations. 
While NH4 shows an very fast and stable response, for MSA a fraction of the signal shows a slower 
time response after each background cycle (which some ion groups showing this trend stronger 
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than others; this will be discussed in more detail in Section S5.7). The rate of equilibration is 
concentration dependent, hence at higher concentrations not only do the relative ion ratios change, 
but also the overall signal recorded by the AMS, resulting in larger apparent values of RIEMSA at 
higher concentrations. This effect only appears to be important at very high concentrations of 100s 
to 1000s of μg m-3, but we document it here since calibrations are often performed at such higher 
concentrations. Based on these results, we recommend calibrating at concentrations similar to 
ambient levels. 
It is important to note that the magnitude of this effect is very dependent on the acquisition 
cycle of the AMS: For the CU-AMS, which operates in “fast mode” (6 s closed, 46 s open, 
Schroder et al., 2018), the time available for MSA reaching some of sort of equilibrium in the 
ionizer is substantially longer than in the standard AMS acquisition sequence (4 s closed, 6 s open). 
Hence RIEMSA taken at similar concentrations in the standard AMS acquisition mode may  be lower 
than the values that we reported above. However, it is also possible that the slower response if 
more important in the CU AMS instrument, as the presence of a cryopump surface cooled to 90 K 
around the ionizer region will lower the equilibrium temperature of the ionizer, compared to 
standard AMS instruments. Since at least some of the slow response may be due to particles or 
gases deposited on the ionizer surfaces, this lower temperature could play a role in the observed 
slow response.   
We are unaware of previous reports on this concentration dependent change in 
fragmentation pattern, although most of them calibrated over a small range of concentrations 
(Willis et al., 2016, Huang et al., 2017). It is worth noting that Huang et al. (2015) reports a value 
of 0.10±0.02 for f(CH3SO2), and their error bar does suggest variability on a similar scale as we 
found for unspecified reasons. 




Figure B17. (left) Summary of all the marker ratios found in ATom calibrations as a function of 
MSA concentration, both using AMSA (excluding ammonium) and MSA. (right) Timeseries of 
the total ion signal (classified into AMS families) of MSA and NH4 (both at RIE of 1) for a an 
AMSA calibration with 50 µg sm-3 of MSA, showing that for each acquisition cycle for some 
subset of the ions (mostly SOX and CS) there is an equilibration time which depends on 
concentration and that is not observed for NH4. This results in a time-dependent response that is 
especially pronounced at higher concentrations and hence affects both f(CH3SO2) and RIEMSA 
(relative to RIENH4). 
 
Since all the calibration with acidic MSA in our study were done at high concentrations, 
this could result in a potential uncertainty in the AMS fragmentation pattern of MSA (vs AMSA) 
and a potential bias in quantifying MSA in some of the highly acidic environments found in ATom. 
In order to further address this potential source of uncertainty for the ambient data, the data from 
the ATom-1 deployment was analyzed by positive matrix factorization (PMF) (Paatero 1994, 
Ulbrich et al., 2009) to extract a (calibration independent) MSA mass spectral profile.  This was 
done by combining the organic and sulfate ions from the full mission at 1 min resolution (for 
improved fitting accuracy and detection limits, see Schroder et al., 2018) and performing PMF 
analysis with the PMF Evaluation Panel (PET) v3.01 (Ulbrich et al., 2009). Best results were 
achieved after downweighting the SOx ions by 10x to make their weight in the weighted residual 
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comparable to those of the larger organic ions. Figure B18a and b compares the spectra of the 
MSA factor obtained with the MS Spectra from the low concentration AMSA calibrations, 
showing excellent agreement for all ions except CH3+ (which is less specific than most other ions 
in the spectrum, since it can arise from a myriad of other OA species). Importantly, f(CH3SO2) in 
both cases is nearly identical (7.9% for the PMF factor vs 7.8% for the calibrations), confirming 
the validity of the low-concentration calibrations and also their applicability for ATom-1 (where 
no in-field calibrations for MSA were conducted). 
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Figure B18. (top) Comparison of the MSA Factor extracted from PMF analysis of the full 
sulfate+OA dataset during ATom-1 with the calibration spectrum of NH4SO3CH3 (AMSA) taken 
at low concentrations, (a) on a linear scale and (b) on a logarithmic scale . (bottom) Scatter plot of 
the total signal for the CH3SO2+ ion for the ATom-1 campaign vs. the MSA PMF Factor 
concentration (c) on a linear scale and (d) on a logarithmic scale as a function of acidity. The very 
highly correlated behavior independent of acidity suggests that for ambient data f(CH3SO2) does 
not significantly change as a function of acidity. 
 
However, the mass spectrum of the PMF Factor is a campaign average that is primarily 
weighted towards the often not-so-acidic marine boundary layer passes where the factor 
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concentration was highest. To examine if MSA found under acidic conditions (mostly in the free 
troposphere) could have a different fragmentation pattern, it is instructive to look at the correlation 
of the CH3SO2+ ion with the PMF factor. If pure MSA had a different f(CH3SO2) than AMSA, this 
would lead to a deviation from the 7.9% slope line prescribed by PMF. However, despite the very 
high acidities that were sometimes encountered while sampling MSA (pH<0), no significant 
deviation from linear behavior is observed over several orders of magnitude (Figure B18c and d). 
We hence conclude that there is no evidence for f(CH3SO2) being a function of MSA acidity, and 
that even if the relative fractions of other ions were to change slightly as a function of acidity, 
quantification of MSA based on Eq. B1 should not be affected. 
Hence, with a value of f(CH3SO2) of 0.08±0.003 (average of low concentration calibrations 
and PMF factor), the combined inverse scaling factor of MSA relative to the CH3SO2 ion for ATom 
is 0.136±0.011, i.e. a combined multiplicative factor of 7.35 to translate [CH3SO2+] (in nitrate-
equivalent concentration units; Jimenez et al., 2003) to [MSA] per Eq. B1 (referred in the following 
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B5.5 Comparison with previous studies 
 
Table B4 summarizes all the studies where to the best of our knowledge both the marker 
fraction and the RIE for total MSA signal have been reported. It should be noted that only Willis 
et al. (2016) and Huang et al. (2017) directly measured RIEMSA. In both cases, the mass closure 
method was used with reportedly pure, acidic MSA (although some neutralization was observed 
prior to analysis). While the linearity of their calibrations strongly suggests that doubly charged 
particles were not sampled, as noted above the shorter acquisition sequence might have resulted in 
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a smaller RIEMSA, depending on the fraction of slower response in their instruments. In addition,  
evaporation and neutralization would still be a concern that could possibly lead to a potentially 
reduced RIEMSA.  Phinney et al. (2006) used RIESO4, while Schmale et al. (2013) used RIEOA 
(consistent with their determination of MSA by PMF of OA, which also likely explains the low 
value of f(CH3SO2)).  Both Huang et al. (2015) and Zorn et al .(2008) used an averaged RIE of 
OA and sulfate (in Zorn’s case an arithmetic average, in Huang’s case a mass-weighted one). 
 
Table B4: RIEMSA, as well as the relative abundance of the marker ion f(CH3SO2) in previously 
reported calibrations of AMS response to MSA. Also listed is the effective scaling factor that 
results from these two quantities, S(CH3SO2). 
f(CH3SO2), 
% 
RIEMSA S(CH3SO2) Reference 
6.9 1.15 12.6 Phinney et al, 2006 (Q-AMS) 
9 1.3 8.6 Zorn et al, 2008 
4 1.4 17.9 Schmale et al, 2013 (PMF) 
9.7 1.3 8 Huang et al, 2015 
12.4 1.33 6.1 Willis et al, 2016 
4 1.27 19.7 Huang et al, 2017 
7.9 1.70 ± 0.08 7.4 This work 
 
 
While all reported values for RIEMSA are lower than the one determined in this work, part 
of this difference may be due to instrument-to-instrument variability. It is worth noting that RIESO4 
in the CU AMS (determined by in-situ calibrations) is often significantly higher than the default 
RIESO4 used by the other groups (1.5-1.7 vs 1.15-1.2) (Canagaratna et al., 2007), which might be 
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due to a higher general sensitivity in this instrument for larger ions as well as the longer acquisition 
cycle compared to a regular AMS. However, this may not imply that RIEMSA and RIESO4 should be 
comparable for a given AMS. Sulfate mass in the AMS (based on the default fragmentation table, 
Allan et al., 2004) includes a large contribution of water (31%) and sulfur (7%) ions, significantly 
larger than what was found in this study for MSA (5% total).   
Given the high variability in the determinations of  f(CH3SO2) it would be hence preferable 
to compare the scaling factor S(CH3SO2) used to actually relate CH3SO2 to  MSA (Table B4), but 
given that as already discussed, most studies did not directly measure RIEMSA, the variability of 
this parameter is also quite large.  The fact that  even in the cases where both RIEMSA and f(CH3SO2) 
were determined (Willis et al., 2016; Huang et al., 2017 and this work) the variability is S(CH3SO2) 
is over a factor of 3 emphasizes the instrumental variability and the need for careful calibrations 
of both RIEMSA and f(CH3SO2) in studies where MSA from AMS data is reported. 
B5.6 Details of the Single Particle Calibrations, including CE of pure MSA 
Previous AMS studies on MSA have often assumed that due to acidity and phase, MSA 
should have a collection efficiency (CE, Middlebrook et al, 2012) of 1 (i.e. that pure particles do 
not bounce off the vaporizer), but this has not been confirmed previously.  It is also not clear if the 
same applies for the semivolatile, yet non-acidic and solid at room temperature AMSA.  Hence 
the CE of AMSA was determined using the single particle method (Canagaratna et al, 2007) using 
the Event Trigger acquisition mode of the AMS DAQ software. 
Both monodisperse 400 nm ammonium nitrate (AN in the following, Aldrich, >99%) and 
AMSA particles were introduced into the AMS and detected by triggering on m/z 30 and 46 (NO+ 
and NO2+) for AN and m/z 15 and 79 for AMSA (CH3++NH+ and CH3SO2+) (Figure B19).  For the 
fast evaporating AN, we found that the AMS detected 89% of the particles compared to a 
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collocated CPC, consistent with the inlet transmission close to 100% efficient observed for this 
instrument (Schroder et al, 2018).  For the AMSA particles that have a similar effective density 
(1.48 g cm-3 for AMSA vs 1.42 g cm-3 for AN) and hence should be transmitted at the same rate, 
we found a ratio of AMS single particle detection to CPC of 93%, hence confirming that for 
AMSA, CE~1. 
Despite the fast vaporization and detection of (nearly) every single particle, the MS 
spectrum recorded in single particle mode (Figure B19, 200 μs integration time) and ePToF mode 
(14 ms integration time) show significant differences when compared to the regular (ambient) MS 
mode (FMS, 1 s integration time, Kimmel et al, 2011). Most of the SOx+ ions (and CH3+) have 
lower relative intensities at the shorter integration times, suggesting that these are released on 
longer timescales from the vaporizer. This different response times and hence, equilibration times 
for different components of the spectrum are likely also responsible for the spectral changes 
observed when varying the concentration of MSA over large ranges (Figure B16). For ambient 
data acquired during the ATom mission, this is clearly not a concern, as shown by the PMF 
analysis, but this effect could impact laboratory studies involving MSA and AMS detection via 
the marker method. 
B5.7 ATom Data status 
As detailed in the headers of the currently posted data (Wofsy et al., 2018), currently some 
fraction of the MSA mass is attributed to sulfate and some to OA.  While these errors are typically 
small, future revisions will incorporate a correction to those species based on the quantification of 
MSA detailed above. 
 




Figure B19. (top left) Average timetraces of the single particle signals at several mass to charge 
ratios for both the cation (NH4) and anion (CH3SO3) recorded for 400 nm NH4CH3SO3 particles 
being sampled into the AMS in ET mode. To trigger the single particle acquisition, either of the 
UMR m/z in bold (m/z 15 and 79) had to cross the prescribe threshold (dotted lines). (Right) 
Histograms of the total ions per particle recorded for each UMR m/z mass (2657 total events). 
Black lines show the average values used in the IE calculations. (middle) Comparison of the 
immediate vaporization MS observed in the single particle experiments with the calibration 
spectrum taken in regular acquisition mode (FMS). (bottom) Comparison of the immediate 
vaporization MS observed in PToF mode with the calibration spectrum taken in FMS mode. 
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C1. Additional field campaign information 
 
All studies in Figure 4.1A provide ΔOA/ΔCO from Aerosol Mass Spectrometer (AMS) 
instruments except the SAFARI observations detailed in Hobbs et al. (2003) and the Vakkari et al. 
(2014, 2018) studies. Hobbs et al. (2003) provided total excess particulate matter (ΔTPM) divided 
by ΔCO, as measured by Teflon filters. Although Hobbs et al. (2003) determined a net decrease in 
PMER to 0.5 after 0.65 hours of physical (actual) aging for SAFARI, Alvarado and Prinn (2009) 
provided an alternative analysis to the SAFARI observations that indicated that the initial reported 
mass was likely biased high. We use the Alvarado and Prinn (2009) corrected ΔTPM to obtain a 
final PMER of 1.7 and include both the corrected and uncorrected points in Figure 4.1A. Vakkari 
et al. (2014, 2018) provided total mass of all particles 1 µm in diameter and smaller, ΔPM1, 
normalized by ΔCO, as measured by a differential mobility particle sizer (assuming a density of 
1.485 g cm-3). 
 
C2. Additional laboratory campaign information 
For all experiments, the selected fuel was allowed to completely burn, fill the FSL chamber, 
and become well-mixed (~20 minutes). The FLAME III smog chamber and OFR as well as 12 of 
the FLAME IV smog chamber experiments sampled from the FSL chamber (“chamber burn”). 
The FIREX experiments and 7 experiments from the FLAME IV smog chamber (Tkacik et al., 
2017) instead sampled directly from the FSL exhaust stack (“stack burn”). For each experiment, 
the fuel was burned to completion. 
The FLAME III campaign used two different study designs: Hennigan et al. (2011) used a 
7 m3 environmental (“smog”) chamber located directly outside of the FSL facility, with 
instrumentation for characterizing the chamber experiments in a mobile laboratory parked beside 
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the chamber. A heated (to 40 C) 12 m stainless steel transfer line with two ejector dilutors pulled 
smoke at a rate of 15 L min-1 from the FSL burn chamber to the smog chamber. For each 
experiment, the transfer line was conditioned with smoke for 30 minutes before filling the chamber 
to reduce losses of semivolatile compounds. Ortega et al. (2013) used a 13.1 L oxidation flow 
reactor (OFR) located within the FSL burn chamber itself with instrumentation for characterizing 
the OFR experiments located directly outside of the burn chamber. The smog chamber produced 
OH in four different ways: with natural sunlight only; with UV lights; with both UV lights and 
sunlight; with UV lights and an injection of HONO, producing further OH with the reaction HONO 
+ 𝜈v = OH + NO; and with UV lights, HONO, and natural sunlight. The OFR produced both OH 
and O3 from UV lights, but the OH/O3 ratio was approximately 10 times that of ambient daylight 
levels. Typically, reaction rates of vapors with OH are more rapid than those with O3 (Atkinson 
and Arey, 2003), and thus it was assumed that OH was the dominant reactant in the OFR. The 
smog chamber sampled 18 burns and 12 distinct fuel types; the OFR sampled 25 different burns 
and 16 distinct fuel types.  
 In FLAME IV, Tkacik et al. (2017) used a dual-chamber design: two identical 7 m3 Teflon 
smog chambers were located within the FSL burn chamber, with instrumentation for 
characterization located in a mobile laboratory parked directly outside of the FLS facility. The 
dual-chamber setup allowed for simultaneous characterizations of a single burn under different 
perturbations. The dual-chamber used OH and/or O3 as the primary oxidant. OH was produced 
using UV lights or UV lights + HONO. In the O3 experiments, ozone was directly injected into the 
chamber and was kept otherwise dark in order to test the effects of ozone only (“dark O3”). Most 
of the experiments held one chamber as a reference chamber, allowing the smoke to age in the 
dark without additional oxidants added, although a few experiments directly compared one oxidant 
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type to another. Nineteen burns and 8 distinct fuel types were studied. For the chamber burns, 
smoke was transferred at 24 L min-1 to each chamber using two ejection dilutors and a 3.048 m 
stainless steel line, heated to 40 C. Similar to FLAME III, the transfer lines were conditioned with 
smoke for 30 minutes before filling the chambers for each experiment.  
 For FIREX, Jathar et al. (in prep) used a 10 m3 chamber, similar to Hennigan et al. (2011), 
to perform day- (w/ OH and O3) and night-time (w/ NO3) aging experiments. The nighttime 
experiments were not included in this review. The OH experiments were performed with either 
HONO or H2O2 as the OH precursors, O3 experiments were performed by injecting O3 before 
addition of smoke, and the NO3 experiments were performed by adding NO and O3 to allow the 
gradual build up of NO3 before smoke was added. Smoke was transferred by an unheated 
aluminum transfer line, ~25 m long. Six different fuels found in the western US were used to 
perform a total of 16 experiments, alongside two chamber blanks.   
 To determine the initial condition of the smoke, each smog chamber burn underwent a 
primary characterization period of ~2-120 minutes before an oxidant was applied. Due to the short 
residence time of the OFR, this study instead had a copper bypass line that sampled unprocessed 
smoke from the FSL chamber and aged smoke from the OFR, switching between the reactor and 
the bypass line with 1 minute time resolution, and thus the unprocessed smoke in the FSL chamber 
was assumed to be the initial condition of the smoke within the OFR. 
Figure C2 provides the final photochemical age versus the residence (physical) time for each study 
where reported, colored by OAER. The residence time within the FLAME III smog chamber 
experiments was between 3-4.5 hours, with total equivalent photochemical ages ranging between 
2.6 and 15.1 equivalent hours. The FLAME III OFR reactor had an average residence time of 180 
seconds, with total photochemical ages exceeding 72-120 equivalent hours. However, Figure 4.1C 
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shows the observed maximum OA enhancement ratio (OAER) from the FLAME III OFR, which 
occurred between 40 and 105.6 equivalent hours (Ortega et al., 2013). In Tkacik et al. (2017), the 
FLAME IV smog chambers experiments had a residence time of 2 hours, with calculated 
photochemical ages ranging between 1-25 equivalent hours. We note that the photochemical ages 
during FLAME IV were calculated in only a quarter of the experiments and are deemed to be 
uncertain. Ahern et al. (2019) instead calculated all enhancements after 1.5 hours of actual aging. 
The FIREX smog chamber experiments had a residence time of 1-6 hours, with calculated 
photochemical ages between 0.3 and 8.2 equivalent hours.  
All photochemical ages except the dual chamber are calculated using the estimated total 
OH exposure per experiment and assuming that 1 day of aging is equivalent to 1.5x106 molec day 
cm-3 of OH exposure (Palm et al., 2016). The FLAME IV chambers instead assume that 1 day of 
aging is equivalent to OH and O3 concentrations of 2x106 molec cm-3 and 60 ppb, respectively.  
There were four methods that PWL was corrected for in these studies: 





          (C1) 
where OAt and BCt are the OA and BC concentrations at time t and OA0 and BC0 are the OA and 
BC concentrations during the initial characterization period. Each study assumed that the aerosol 
on the chamber walls can still partition with SVOCs and assumed no mass-transfer limitations of 
the vapors to the particles on the walls (ω=1 case; Weitkamp et al., 2007). This method corrects 
for both particle losses and losses of vapors that partition to the aerosol on the walls. We note that 
more recent understanding shows that the chamber walls themselves greatly outcompete the 
deposited particles for vapor absorption (Krechmer et al., 2016), and thus the analyses with ω are 
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no longer believed to be accurate; however, the reported laboratory results are still greatly sensitive 
to this choice of ω and we report both results here. We explore the effect of tubing and wall losses 
in Section 3.3 and here.   
(2) Hennigan et al. (2011) also determined the PWL rate constant for the decay of OA mass 
during the primary characterization period (75 minutes), and used this to determine particle wall 
loss. They report upper bound mass enhancements as the mean of this and method 1 above (Figure 
4.1C).  
(3) Hennigan et al. (2011) and FIREX  provides an estimate for a lower bound 
enhancement, in which condensable vapors are assumed to only partition to suspended particles 
(ω=0 case; Weitkamp et al., 2007). Hennigan et al. (2011) uses method (2) as a basis to calculate 
their ω=0 cases; FIREX uses method (1) as a basis to calculate their ω=0 cases.  
(4) Ahern et al. (2019) instead corrected both for potential AMS collection efficiency (CE) 
limitations (Donahue et al., 2013; Docherty et al., 2013; Robinson et al., 2017) and chamber wall 
losses. To correct for changes in CE, they use a low-volatility POA tracer ion and determine SOA 
production and POA evaporation through the changing relative contribution from the POA tracer 
ion signal to the total OA ion signal. They then correct for wall losses, using both the ω=1 and 
ω=0 cases. We note that this approach may be prone to underestimating CE at longer ages, since 
the tracer ion may partially be reduced by oxidation or partitioning.  
As the residence time is short in the OFR and particle losses are measured to be small, 
Ortega et al. (2013) instead reports the OA enhancement ratio without correcting for potential wall 
losses:  
 
OAER = OAt/OA0               (C2)   




 C3. Discussion of Aerosol Mass Spectrometer collection efficiency  
AMS collection efficiencies might vary between fresh and aged aerosol: Some studies have 
suggested that AMS collection efficiency (CE) of OA could vary with aging (Donahue et al., 2013; 
Robinson et al., 2017), such that fresh OA emissions could have CE near 1 but aged OA may have 
a CE<=0.5 (Docherty et al., 2013; Robinson et al., 2017). A similar, perhaps correlated, trend in 
decreasing sensitivity with increasing oxidation is observed in the AMS RIE (relative ionization 
efficiency) for laboratory generated single compound OA particles (Xu et al., 2018). However, 
this effect has only been reported for some chamber studies (for non-biomass burning cases), and 
is typically not observed for ambient data (Middlebrook et al., 2012). The field studies have 
evaluated possible changes in CE (and also RIE) by comparison to co-located instruments 
measuring particle volume (e.g. Liu et al., 2017), and to our knowledge none have reported changes 
in CE*RIE with aging. The same procedure is typically applied in OFR studies (e.g. Palm et al., 
2016). In addition, studies using collocated water-soluble organic carbon reached the same 
conclusions (of lack of mass enhancement) as those with the collocated AMS observations for 500 
wildfire plumes sampled from aircraft (Hecobian et al., 2011). Ahern et al. (2019) attempted a 
correction for the potential change in CE for aged BB aerosol. Their analysis shows a much lower 
mean and median mass enhancement ratio than the Tkacik et al. (2017) analysis of FLAME IV; 
however, Tkacik et al. (2017) includes 6 extra experiments and OA enhancements at longer ages 
than Ahern et al. (2019) does and so the two studies are not directly comparable. We note that 
other instrumental problems such as limited particle transmission at some sizes, or problems with 
the instruments being compared to, are often incorrectly interpreted as changes in CE. Overall, this 
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issue is unlikely to explain the differences between laboratory and field experiments, but deserves 
further research. 
 
C4. Description of tubing wall loss estimates for laboratory campaigns 
 In order to provide an estimate of the importance of losses and delays of vapors to the 
tubing that transports smoke from the burn chamber floor to a smog chamber, we apply the model 
developed in Pagonis et al. (2017; hereafter ‘tubing model’) to the smog-chamber set-up used in 
FLAME III (Hennigan et al., 2011). Pagonis et al. (2017) modelled the transfer of vapors to the 
tubing between a smog chamber and a proton-transfer-reaction mass spectrometer as an absorptive 
partitioning process, finding that rapid partitioning of lower-volatility vapors caused significant 
delays in their transfer through the tubing. Based on the description in Hennigan et al. (2011), we 
assumed a tubing length of 12 m, a flow rate of 15 L min-1, and a tubing inner diameter of 0.42 
inches. We assumed that a continuous flow of smoke entered the chamber for an average time of 
15 minutes of smoke per experiment, and ran the model for 15 minutes to determine how much 
gas-phase material would deposit on the tubing and how much would be transmitted by the end of 
15 minutes. The tubing model was developed to estimate vapor losses within a PFA Teflon tube 
at 23 °C as a function of C* (saturation concentration, in units of µg m-3), noting that other tubing 
materials, such as the stainless steel tubing that was actually used in FLAME III, lead to longer 
delays than Teflon and thus larger effects than simulated here (Deming et al., 2019; Liu et al., 
2019). Further discussion of tubing materials is in the final paragraph of this section. We neglect 
potential particle losses to the tubing. We used the VBS distribution from Bian et al. (2017) and 
assumed an initial mass loading of 50 µg m-3 and initial temperature of 23 °C. As the tubing at 
FLAME III was heated to 40 °C, we estimated the losses that would occur at both tubing 
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temperatures of 40 °C and 23 °C to estimate the impact of heating (Figure C7). The new volatility 
distribution at 40 °C was estimated using the Clausius–Clapeyron relation (Cappa and Jimenez, 
2010): 
 












))       (C3) 
 
where C*new is the volatility at 40 °C, L is the specific latent heat, R is the specific gas constant 
(assumed to be 8.314 J mol-1 K-1), and T1 and T2 and 23 °C and 40 °C, respectively. We assumed 
L to be 90 kJ mol-1, which conveniently allows for C*new to shift up by a factor of 10 for 40 °C 
relative to 23 °C.  
 We run two bounding cases for the assumption of the tubing at 40 °C (Figure C7). Upon 
heating from 23 °C to 40 °C, the volatility distribution will shift, with a portion of the aerosol 
evaporating. However, the residence time for smoke within the tubing was ~4.3 seconds, which 
may be fast enough to limit evaporation of the particles (Riipinen et al., 2010). Our lower-bound 
case (Figure C7a) assumes no aerosol evaporates within the temperature shift. Our upper-bound 
case assumes the volatility distribution immediately repartitions to equilibrium at 40 °C (thus 
providing more gas-phase material; Figure C7b). In both cases, we assume the aerosol does not 
evaporate further upon vapor wall losses. In Figure C7, we show the amount of gas-phase material 
“lost” to the tubing, as well as the amount of evaporated aerosol lost to the tubing for the upper 
bound case. We also show the results for if the tubing was not heated and kept at 23 °C (Figure 
C7c).  
Finally, we estimate the OA enhancement ratios for each case (Figure C7d): 
 





         (C4)  
 
where POA is the assumed POA to enter the chamber (50 µg m-3 for the lower bound case at 40 
°C and the case at 23 °C, and ~34 µg m-3 for the upper bound case at 40 °C, as a portion of the 
POA is assumed to evaporate upon heating with some evaporated organics being lost to tubing for 
this case). SOA is calculated assuming that the SOA yield of each bin varies linearly with C*, with 
a yield of 0.05 for the C*=107 µg m-3 bin and 1 for the C*=102 µg m-3 and lower bins. (Bins above 
C*=107 µg m-3 are assumed to not have SOA yields for this calculation). We neglect further wall 
losses in the smog chamber when calculating OAER. We contrast OAER for each case to a case in 
which no tubing was used (that is, the smoke was instantly transferred from the burn chamber to 
the smog chamber at 23 °C).  
 An important caveat of this analysis is that although the tubing model was developed based 
on results for PFA Teflon, the tubing at FLAME III was stainless steel. Deming et al. (2019) shows 
that dramatically different delay times can occur for absorptive materials (such as Teflon) as 
compared to adsorptive materials (such as stainless steel), with stainless steel having longer delay 
times in their study. Thus, parameterizations for adsorptive materials are required to provide a 
more quantitative estimate of the tubing losses that may have occurred during the smoke 
experiments. We note that the delay time for adsorptive materials was shown to decrease in 
Deming et al. (2019) for tubing that had been previously used. In FLAME III, the tubing was 
pretreated by running smoke through it for 30 minutes prior to each experiment, likely decreasing 




 415  
 
Table C1. Field campaigns from Figure 4.1A.  
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Figure C1. Results for each experiment within the laboratory campaigns of Figure 4.1C and D 
arranged by fuel type. Bars are OA mass enhancement (OAER) for the ω=1 case for the FLAME 
III, FLAME IV, and FIREX smog chambers (bottom x axis). For the FLAME III OFR, the bars 
are the maximum OAER (not corrected for wall losses). Magenta crosses are for the ω=0 case for 
the FLAME III, FLAME IV, and FIREX smog chambers, when available. Blue stars are 𝑓JJ/𝑓K;&', 
and red squares are O:CER (top x axis). All metrics are lined up on the same x axis, although each 
x axis is provided separately for reference. The hatching for each OAER bar represent the oxidant 
method used. The vertical grey dashed line at 1 indicates no change from the initial value of a 
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Figure C2. The estimated photochemical age for each residence (actual) time of each aging 
experiment within the laboratory campaigns of Figure 4.1B, colored by OA enhancement ratio 
(OAER).  Each symbol represents an individual fuel type. The outline color of each symbol 
indicates what study a given data point is from. Also shown are the 1-to-1, 10-to-1, 100-to-1, and 
1000-to-1 lines. The FLAME III and FLAME IV campaigns did not provide individual residence 
times, and so the average residence times for each campaign are shown here. For the campaigns 
that provide both ω=1 and ω=0 data, we show the ω=1 cases. 
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Figure C3. The field studies of Figure 4.1A, B arranged by geographic region. No published 









Figure C4. The OA enhancement ratio to the modified combustion efficiency (MCE) for each 
chamber for all experiments within the laboratory campaigns of Figure 4.1B as well as field 
campaigns where MCEs were reported in the associated publications. Symbols indicate fuel type 
and colors indicate study type. The horizontal dashed black line at OAER=1 indicates no net change 
in OA mass from the initial mass. The vertical dashed grey line at MCE=0.9 indicates the rough 
cutoff between flaming and smoldering conditions. MCE values >0.9 indicate more flaming 
conditions. MCE values <0.9 indicate more smoldering conditions. MCE values around 0.9 
indicate mixed flaming and smoldering conditions. Also included on this figure are the studies that 
report MCE. The SEAC4RS and BBOP campaigns reported a range of MCE, indicated by multiple 
symbols showing the minimum and maximum MCE values. Similar to Figure 4.1A, we report both 
estimates of enhancement ratios for SAFARI (Hobbs et al., 2003; Alvarado and Prinn, 2009).  
 
 




Figure C5. O:CER (top panel; closed symbols) and 𝑓JJ/𝑓K;&' (bottom panel; open symbols) values 
to the initial OA concentration in µg m-3 within each chamber for all experiments within the 
laboratory campaigns of Figure 4.1B. Symbols indicate fuel type and colors indicate study type. 
The dashed black line at 1 indicates no net change in either metric from their initial values. Also 






 424  
 
 
Figure C6. (Left) Two-dimensional histogram of the annual data for the United States in 2014 for 
the number of recorded fires by fire size in km2 blackened per day (that is, the total area in km2 
burned per day) from the National Emissions Inventory (U.S. EPA NEI, 2014) against the non-
smoke background PM2.5 that each fire diluted into. The background PM2.5 is a seasonal median 
estimate of PM2.5 without wildland fire smoke influence. It was estimated by kriging daily 24-hr 
PM2.5 concentrations from the EPA Air Quality System (AQS) on days without a smoke plume 
overhead (according to the Hazard Mapping System fire and smoke product). The dataset is 
described in more detail in O'Dell et al. 2019. (Right) Total annual PM2.5 emissions in kg from 
each fire size for 2014 from the same dataset against the background PM2.5 that each fire diluted 
into.  
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Figure C7. The box-and-whiskers for the OA enhancement ratios (OAER) smog chamber at 
FLAME III (Hennigan et al., 2011) and the model results of Bian et al., (2017) for partitioning of 
vapors to the chamber walls on and off (vapor wall losses; VWL). With partitioning of vapors on, 
the simulated range of OAER lies within the observed range. Without partitioning of vapors (i.e., 
if there were no losses of vapors to chamber walls), OAER nearly doubles. Bian et al. (2017) used 
the assumption that ⍵=1 for their analysis and so the Hennigan et al. (2011) results for this 
assumption are shown. The dashed grey line at OAER = 1 indicates no change in OAER with age.  
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Figure C8. Estimated gas-phase losses of smoke to the transfer lines (tubing) between the burn 
chamber and the smog chamber, using the setup for FLAME III (Hennigan et al., 2011), assuming 
the line has been heated from 23 °C to 40 °C and using the Teflon tubing model built in Pagonis 
et al. (2017). (A) The lower bound case assumes that upon heating from 23 °C, the volatility 
distribution shifts but the aerosol does not have time to evaporate. (B) The upper bound case 
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instead assumes that upon heating from 23 °C, the volatility distribution shifts and the aerosol 
instantly evaporates to reach an instantaneous new equilibrium, which provides a reservoir of 
evaporated aerosol that may then be transmitted (and recondensed in the smog chamber) or lost to 
the transfer line. (C) The transmitted and lost volatility distribution if the tubing were not heated. 
(D) OA enhancement ratios (OAER) for each case compared to what OAER is expected if no tubing 
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APPENDIX D  
 
SUPPLEMENT TO MORE THAN EMISSIONS AND CHEMISTRY: FIRE SIZE, DILUTION, 
AND BACKGROUND AEROSOL ALSO GREATLY INFLUENCE NEAR-FIELD BIOMASS 

















The following provides addition model results, including results for all fire sizes and 
background aerosol concentrations modelled (see text section D1; Figs. D1, D2, D5, D9, and D11) 
and the results of all sensitivity analyses done in the study (text section D5; Figs. D13-D24). We 
detail our modeling smoothing techniques in text section S2, provide the calculations for the plume 
mean diameter and peak lognormal modal width. Text section D3 details a discussion on the 
formation of SOA and role of condensing vapor volatility on plume mean diameter and peak 
lognormal modal width and CCN concentrations. Finally, table D1 provides a brief overview of 
published biomass burning field campaigns, in the context of this study.  All citations are provided 
at the end of this document. 
  
D1. Additional model results 
Figure D1 shows the time evolution of smoke organic mass enhancement (ΔOA) and 
dilution ratios for the base simulations all fire sizes and background concentrations modelled in 
this study. Figure D2 shows the time evolution of ΔCO for a subset of the fire sizes. ΔCO is not 
impacted by background aerosol concentration or the aerosol chemistry and coagulation model 
schemes. Figure D3 shows ΔOA normalized by the enhancement of CO above background (ΔCO) 
after four hours of aging for all combinations of Chem and Coag simulations for all fire sizes and 
background concentrations modelled for the base simulations. Figures D4-D5 give the initial and 
final volatility basis set (VBS) distributions for the base simulations for background aerosol 
concentrations of 5 and 50 µg m-3, respectively. The kOH from the Jathar et al. (2014) 
parameterization is sufficiently slow at high C* values that only a small fraction of the highest 
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volatility bins (~C* ≥ 106 µg m-3) undergo oxidative aging within the 4 simulated hours, thus 
contributing little to final normalized smoke OA. Figure D6 provides ΔOA/ΔCO for the base cases 
as a function of time for all fire sizes and background concentrations modelled. Shown are the 
ChemOn_CoagOn and ChemOff_CoagOff cases (as coagulation does not change the total mass 
significantly). Figure D7 provides the background corrected lognormal diameter, Dg, and 
lognormal modal width, σg, for all background concentrations and fire sizes between 10-2 and 100 
km2 for the base cases modelled in this study after 4 hours of aging. Figures D8 and D9 provide 
the number and volume size distributions for the base cases (Table 5.1) after 4 hours of aging for 
a subset of the fire sizes (10-2, 1, and 100 km2) and background aerosol concentrations (0, 5, and 
50 µg m-3). We show the total (plume plus background aerosol) size distributions, as well as the 
background alone size distributions. Figure D10 provides ΔE/ΔCO for the base cases after 4 hours 
of aging for all background aerosol concentrations and fire sizes between 10-2 and 100 km2.  Figure 
D11 shows the size-dependent mass extinction efficiency for the refractive index used in this study, 
1.5 - 0.08i (assuming spherical particles) at a wavelength of 500 nm. Figure D12 provides 
ΔCCN/ΔCO at 0.2% supersaturation for the base cases after 4 hours of aging for all background 
aerosol concentrations and fire sizes between 10-2 and 100 km2. It is assumed that both the plume 
and background aerosol have hygroscopicity parameter (𝜅) values of 0.2. 
  
D2. Model smoothing 
In TOMAS, we use a top hat method for transferring mass between size sections during 
condensation/evaporation, as described in Stevens et al. (1996). First a top hat representation of 
the distribution is constructed for each bin, then these are translated according to the analytic 
solution, and then finally the translated top hats are remapped to the bins. However, in the tophat 
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method, at times a bin will empty out into an adjacent largest bin, creating oscillations of 
number/mass within the diameter space. To reduce the noise created by these oscillations during 
post processing, we transfer mass between adjacent bins in post-processing by moving number to 
make the mass:number ratio in each bin equal to the geometric mean of the bin mass:number limits. 
This method conserves total number and mass. 
When the fire size distribution is very close to the background size distribution (relevant for 
fires 10-2 km2 and smaller in this work), the post-processing smoothing of the total size 
distributions (plume and background) occasionally does not line up with the background-only 
simulations well enough and poor results are obtained. The following results have been skewed by 
model noise and are removed from this study: 
● The base simulation: The plume peak diameter of the lognormal mode and and lognormal 
modal width data point for the ChemOff_CoagOn case for the 10-2 km2 fire with a 20 µg 
m-3 background (Fig. D7) 
● The sensitivity case of a stability class of B: the smoke extinction data point for the 
ChemOn_CoagOff case’s value for Esmoke  for the 10-2 fire size with a 50 µg m-3 background 
concentration (Fig. D19) 
  
D3. Calculations of the plume geometric mean diameter and peak lognormal modal width 
Whitby et al. (1991) determined mathematical relationships between integral moments Mk 
and the geometric mean diameter (Dg) and peak lognormal modal width (σg,) for integer values of 
k1 and k2: 
𝐷] = 𝑀	^>
^>_𝑀	^=







@ )         (D2)  
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Where Mk=Mk/N, r = k1/k2, k1=1/[r(k2-k1)], k2=r/(k1-k2) , and N is the total number concentration. We 
use each combination of integral moments 1, 2, 3, and 4 for k1 and k2 and present the average of 
each moment combination for Dg and σg. (Note that k1 cannot equal k2). 
  
D4. Discussion of the impact of volatility-dependent SOA formation on plume σg, Dg,  and 
CCN 
The size-dependent growth/shrink rates during condensation/evaporation is controlled by 
two different processes: the volatilities of the condensing vapors and the sizes of the growing 
particles (in the absence of particle-phase diffusion effects and significant differences in 
composition with size). For condensation, if the condensing species have a low-enough effective 
volatility (an effective saturation concentration C* <~10-3 µg m-3), the vapors will condense 
essentially irreversibly (Pierce et al., 2011; Riipinen et al., 2011; Zhang et al., 2012). Under 
irreversible condensation, growth rates are independent of Dp in the kinetic regime (particles 
smaller than ~50 nm) but proportional to 1/Dp in the continuum regime (particles greater than ~1 
µm; Seinfeld & Pandis, 2006). As a result, irreversible condensation will grow smaller particles 
more quickly than larger particles in the continuum regime. This effect is seen for the smallest 
fires in the ChemOff cases (Figs. 5.3 and D6): σg increases slightly for these cases, indicating that 
dilution and evaporation rates are great enough that some of the lower-volatility material is also 
evaporating off, broadening the distribution. Conversely, if the vapors are instead semivolatile 
(C*>~10-1 µg m-3), vapors will more quickly reach equilibrium at all particle sizes and growth will 
be in quasi-equilibrium, which is proportional to particle diameter (Dp) for all particle sizes (Pierce 
et al., 2011; Riipinen et al., 2011; Zhang et al., 2012). Thus, if only semivolatile vapors were 
condensing (evaporating) in the plume, σg would not decrease (increase). This effect can be seen 
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for most fire sizes in the ChemOff cases in which evaporation of semi-volatile compounds 
decreases the mean diameter, Dg, but the lognormal modal width, σg, remains essentially constant 
(Figs. 5.3 and D7). 
The majority of the simulated plume particles are in the transition and continuum regimes 
(Fig. D8). In the transition regime, irreversible condensation growth rates will transition in 
between having no Dp  dependence to having a 1/Dp  dependence (Seinfeld & Pandis, 2006), while 
quasi-equilibrium condensation always has a Dp dependence. For the ChemOn cases, where SOA 
is being produced through gas-phase chemistry, σg generally decreases in the cases where SOA 
production dominates (Figs. 5.3 and D7), which indicates that this SOA condensation is occuring 
closer to the irreversible limit than the quasi-equilibrium limit. It is of note that for the smaller fire 
sizes (area 0.1 km2 and smaller), increasing background concentrations leads to less of a total 
decrease in σg in our simulations, as more low volatility vapors are able to condense onto the smoke 
aerosol (OA evaporation decreases with higher background concentrations as the increased mass 
from the background aerosol drives partitioning to the aerosol phase; Donahue et al., 2006). Thus, 
the Dp dependence on growth rates for small fire sizes with higher background concentrations is 
shifted more towards a proportionality in Dp  (quasi-equilibrium) than in 1/Dp (irreversible) for the 
transition and continuum regime-sized particles. 
The effects of the irreversible and quasi-equilibrium condensation on Dg  discussed above 
also impact Dg, which in turn impacts CCN concentrations. Figures 5.4 and D7 shows that for the 
smaller fires, SOA production (moving from chem_off to chem_on simulations) increases Dg  
while decreasing σg as the growth is primarily irreversible. However, for the smallest fires at the 
lowest background concentrations, evaporation of semi-volatile compounds (initial to chem_off; 
decreases Dg  with ~constant σg ) competes with approximately irreversible condensation. The net 
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effect is that Dg remains approximately constant, while σg has decreased. As a result, the aged size 
distribution becomes more narrow but has an approximately constant Dg for the smallest fires at 
the lowest background concentrations. 
  
D5. Sensitivity tests: accommodation coefficient, rate of OH reactions, stability class 
Figures 5.1-5.4 show the results of plume evolution for the base cases, which use an 
accommodation coefficient of 1.0, the upper-bound chemistry parameterization with a four-bin 
drop in volatility per reaction with OH, and an atmospheric stability class of D (neutral). Here we 
briefly discuss the results and main differences from the base cases and sensitivity cases using 
accommodation coefficients of 0.1 and 0.01, the lower-bound chemistry parameterization with a 
two-bin drop in volatility per reaction with OH, and atmospheric stability classes of B and F. 
Figures D12-D22 provide ΔOA/ΔCO, ΔE/ΔCO, ΔCCN/ΔCO, peak diameter (Dg), and lognormal 
modal width (σg) information for a subset of fire sizes (10-2, 1, and 100 km2) and background 
aerosol concentrations (0, 5, and 50 µg m-3). We also provide these data for the base cases after 8 
hours of aging (Figs D23-D24). The purpose of these cases is to provide an overview of expected 
shifts in smoke properties under varying chemical and atmospheric conditions as well as age. Note 
that all colorbars are held fixed to the colorbars used in the main text, expect for the 8 hours of 
aging figure. 
           As the accommodation coefficient α decreases (Figs. D9-D12), both the SOA mass uptake 
and evaporation rates decrease (Seinfeld & Pandis, 2006), leading to decreases in the total aged 
smoke mass, extinction cross section, and CCN for medium to small fires with low to moderate 
background aerosol concentrations for ChemOn cases; the largest fire modelled (100 km2) is not 
significantly impacted by decreases in α due to the large condensation sink when the particles stay 
 435  
 
concentrated in the large plume. Decreasing the rate of chemical reactions by using the lower-
bound chemistry simulations with a two-bin drop in volatility per reaction with OH (Figs. D17-
D18) decreases the rate at which lower volatility materials are formed, slowing SOA formation for 
all fire sizes. Fig. D18 (for Dg and σg) shows evidence that for the lower-bound chemistry 
simulations, when chemistry is on, the majority of the vapors that are oxidizing and condensing in 
the model are semivolatile, as σg does not decrease beyond the decrease caused by coagulation in 
the largest fire and only decreases slightly for the smaller fire sizes (as the growth rate of 
semivolatile vapors is proportional to particle diameter at all particle sizes; Sect S4). 
Decreasing (increasing) the atmospheric stability increases (decreases) the rate of OA 
evaporation, as dilution rates will increase (decrease) with changing stability (Figs. D19-D22). 
Finally, extending the base cases from 4 to 8 hours (Figs. D23-D24) allows for more OA 
evaporation and SOA formation, leading to greater increases (ChemOn) or decreases (ChemOff) 
in smoke mass and E for all fire sizes and greater increases (ChemOn) in CCNfor fires small 
enough to not be impacted by coagulation. 
While the aged normalized mass and extinction values tend to follow the trends seen for 
the base cases presented in the main text, the aged normalized CCN values are more variable. In 
general, the final ΔCCN/ΔCO values are quite sensitive to the relative increases in mass and 
decreases in σg as can be seen in the sensitivity cases (Figs. D13-D22). In cases that lead to smaller 
mass gains in the largest plumes (e.g. for the lower-bound chemistry assumption) or more stable 
atmospheric conditions (leading to slower dilution rates; the sensitivity case of a stability class of 
F), ΔCCN/ΔCO tends to decrease below the initial ΔCCN/ΔCO values in the largest fires, as 
coagulational losses exceed gains from diameter growth from SOA production (Figs. D15, D17, 
D21). 
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 D6. Biomass burning field campaigns 
Table D1 details many publications on biomass burning field studies that focused on the 
aging plume. This table is not intended to be a comprehensive overview of biomass burning studies 
but instead a large sampling of relevant work. Table D1 is organized alphabetically by campaign 
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Figure D1. (a)-(d) Time evolution of total smoke organic aerosol mass concentration enhancement 
(background organic aerosol subtracted off) in the particle phase for chemistry-on (solid lines) and 
chemistry-off (dashed lines) simulations for the fire areas of 10-4, 10-2, 1, and 100 km2 (colored 
lines) and background aerosol concentrations (black dashed lines) of (a) 0,  (b) 5 µg m-3, (c) 20 µg 
m-3, and (d) 50 µg m-1. (e) Time evolution of the dilution ratio for each fire size. Results are for 
the base simulations (Table 5.1) from the CoagOn version of each ChemOff/ChemOn case.  
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Figure D2. ΔCO dilution for each primary fire size for 8 hours of aging, using the assumptions of 
the base simulations (Table 5.1). ΔCO is not impacted by background aerosol concentration or the 
aerosol chemistry and coagulation model schemes. 
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Figure D3. The in-plume normalized organic aerosol mass enhancement (ΔOA/ΔCO) initially and 
after 4 hours of aging for the ChemOff and ChemOn base cases (Table 1) for all fire sizes and 
background concentrations modelled. Warm colors indicate an increase in ΔOA/ΔCO after 4 hours 
of aging, and cool colors represent a decrease. The y axis represents fire size/dilution rate; the x 
axis represents the background aerosol concentration. 
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Figure D4. Initial (first column) and final (after 4 hours of aging) VBS distributions for the ChemOff 
(second column) and ChemOn (third column) base simulations for a background aerosol concentration of 
5 µg m-3. Particle phase loadings are in green and gas phase loadings are in grey (all in µg m-1). We use the 
CoagOn version of each ChemOff/ChemOn case. Shown are fire sizes 10-2 km2 (top row), 1 km2 (second 
row), and 100 km2 (bottom row). The highest volatility bins undergo very little aging as only a small fraction 
of the material in these bins oxidizes under the kOH parameterization used. 
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Figure D5. Initial (first column) and final (after 4 hours of aging) VBS distributions for the ChemOff 
(second column) and ChemOn (third column) base simulations for a background aerosol concentration of 
50 µg m-3. Particle phase loadings are in green and gas phase loadings are in grey (all in µg m-1). We use 
the CoagOn version of each ChemOff/ChemOn case. Shown are fire sizes 10-2 km2 (top row), 1 km2 (second 
row), and 100 km2 (bottom row). The highest volatility bins undergo very little aging as only a small fraction 
of the material in these bins oxidizes under the kOH parameterization used. 
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Figure D6. ΔOA/ΔCO for the base cases (Table 5.1). The vertical grey dashed line is set to 4 hours to guide 
the eye, as the majority of analyses in this study is done for 4 hours of aging in the model. The initial line 
in each plot is also to guide the eye: cases that go above the initial line indicate a net normalized gain in 
mass and cases that go below the initial line indicate a net normalized loss in mass.  
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Figure D7. Smoke (background corrected) lognormal median diameter of the lognormal mode (Dg; x axis) 
and lognormal modal width (σg; y axis) after 4 hours of aging for the base cases (Table 1) for all fire sizes 
between 10-2-100 km2 and all background aerosol concentrations modelled.. The colorbar is ΔOA/ΔCO 
initially and after 4 hours of aging for the base cases (same colorbar as Fig D2). The ChemOff_CoagOn 
case for the 10-2 km2 fire with a 20 µg m-3 background was removed  due to model noise; for more detail, 
see Sect. D2.   
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Figure D8. Final number size distributions for the base cases (Table 5.1) after 4 hours of aging. Shown are 
10-2 km2 (top row), 1 km2 (middle row), and 100 km2 (bottom row)-sized fires with background 
concentrations of 0 (first column), 5 (second column), and 50 (final column) µg m-3. The colored lines show 
the combined plume and background size distributions; the black dashed line shows the background alone. 
The 100 km2 fires are large enough above background that the background distribution appears close to 
zero. The 10-2 km2 fire dilutes and evaporates down to essentially the background distribution for the 50 µg 
m-3 case. The distributions were smoothed as described in Sect. D2. 
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Figure D9. Final volume size distributions for the base cases (Table 1) after 4 hours of aging. Shown are 
10-2 km2 (top row), 1 km2 (middle row), and 100 km2 (bottom row)-sized fires with background 
concentrations of 0 (first column), 5 (second column), and 50 (final column) µg m-3. The colored lines show 
the combined plume and background size distributions; the black dashed line shows the background alone. 
The 100 km2 fires are large enough above background that the background distribution appears close to 
zero. The 10-2 km2 fire dilutes and evaporates down to essentially the background distribution for the 50 µg 
m-3 case. The distributions were smoothed as described in Sect. D2. 
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Figure D10. The normalized extinction efficiency (ΔE/ΔCO) initially and after 4 hours of aging for the 
primary cases (Table 1) for all fire sizes between 10-2-100 km2 and all background aerosol concentrations 
modelled. For this study, we assume spherical particles with a refractive index of 1.5 - 0.08i at a wavelength 
of 500 nm. Warm colors indicate an increase in the normalized values while cool colors represent a 
decrease.The y axis represents fire size/dilution rate; the x axis represents the background aerosol 
concentration. 
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.  
Figure D11. Size dependent mass extinction efficiency for a refractive index of 1.5 - 0.08i (assuming 




 448  
 
 
Figure D12. The normalized CCN (ΔCCN/ΔCO) initially and after 4 hours of aging for the primary cases 
(Table 1) for all fire sizes between 10-2-100 km2 and all background aerosol concentrations modelled. For 
this study, we assume spherical particles with a refractive index of 1.5 - 0.08i at a wavelength of 500 nm. 
Warm colors indicate an increase in the normalized values while cool colors represent a decrease. The y 
axis represents fire size/dilution rate; the x axis represents the background aerosol concentration. 
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Figure D13. Sensitivity case: accommodation coefficient (α) of 0.1. (a) The in-plume normalized organic 
aerosol mass enhancement (ΔOA/ΔCO) initially and after 4 hours of aging. (b) The normalized extinction 
efficiency (ΔE/ΔCO) initially and after 4 hours of aging. (c) The normalized CCN (ΔCCN/ΔCO) from 
smoke aerosol at 0.2% supersaturation initially and after 4 hours of aging. Warm colors indicate an increase 
in the normalized values while cool colors represent a decrease.  
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Figure D14. Sensitivity case: accommodation coefficient (α) of 0.1. Smoke (background corrected) 
lognormal median diameter of the lognormal mode (Dg; x axis) and lognormal modal width (σg; y axis) 
initially and after 4 hours. The colorbar is ΔOA/ΔCO initially and after 4 hours of aging for the base cases 
(same colorbar as Fig. D12). 
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Figure D15. Sensitivity case: accommodation coefficient (α) of 0.01. (a) The in-plume normalized organic 
aerosol mass enhancement (ΔOA/ΔCO) initially and after 4 hours of aging. (b) The normalized extinction 
efficiency (ΔE/ΔCO) initially and after 4 hours of aging. (c) The normalized CCN (ΔCCN/ΔCO) from 
smoke aerosol at 0.2% supersaturation initially and after 4 hours of aging. Warm colors indicate an increase 
in the normalized values while cool colors represent a decrease. 
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Figure D16. Sensitivity case: accommodation coefficient (α) of 0.01. Smoke (background corrected) 
lognormal median diameter of the lognormal mode (Dg; x axis) and lognormal modal width (σg; y axis) 
initially and after 4 hours. The colorbar is ΔOA/ΔCO initially and after 4 hours of aging for the base cases 
(same colorbar as Fig. D14). 
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Figure D17. Sensitivity case: chemical production rate, using the rate of reaction with alkanes (Jathar et 
al., 2014) and a two-bin volatility drop. (a) The in-plume normalized organic aerosol mass enhancement 
(ΔOA/ΔCO) initially and after 4 hours of aging. (b) The normalized extinction efficiency (ΔE/ΔCO) 
initially and after 4 hours of aging. (c) The normalized CCN (ΔCCN/ΔCO) from smoke aerosol at 0.2% 
supersaturation initially and after 4 hours of aging. Warm colors indicate an increase in the normalized 
values while cool colors represent a decrease. 
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Figure D18. Sensitivity case: chemical production rate, using the rate of reaction with alkanes (Jathar et 
al., 2014) and a two-bin volatility drop. Smoke (background corrected) lognormal median diameter of the 
lognormal mode (Dg; x axis) and lognormal modal width (σg; y axis) initially and after 4 hours. The colorbar 
is ΔOA/ΔCO initially and after 4 hours of aging for the base cases (same colorbar as Fig. D16).    
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Figure D19. Sensitivity case: stability class of B. (a) The in-plume normalized organic aerosol mass 
enhancement (ΔOA/ΔCO) initially and after 4 hours of aging. (b) The normalized extinction efficiency 
(ΔE/ΔCO) initially and after 4 hours of aging. (c) The normalized CCN (ΔCCN/ΔCO) from smoke aerosol 
at 0.2% supersaturation initially and after 4 hours of aging. Warm colors indicate an increase in the 
normalized values while cool colors represent a decrease.The value for the ChemOn_CoagOFF case for 
Esmoke  for the 10
-2 fire size with a 50 µg m-3 background concentration has been removed due to model 
noise; see Sect. D2 for more details. 
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Figure D20. Sensitivity case: stability class of B. Smoke (background corrected) lognormal median 
diameter of the lognormal mode (Dg; x axis) and lognormal modal width (σg; y axis) initially and after 4 
hours. The colorbar is ΔOA/ΔCO initially and after 4 hours of aging for the base cases (same colorbar as 
Fig. D19).   
 
 




Figure D21. Sensitivity case: stability class of F. (a) The in-plume normalized organic aerosol mass 
enhancement (ΔOA/ΔCO) initially and after 4 hours of aging. (b) The normalized extinction efficiency 
(ΔE/ΔCO) initially and after 4 hours of aging. (c) The normalized CCN (ΔCCN/ΔCO) from smoke aerosol 
at 0.2% supersaturation initially and after 4 hours of aging. Warm colors indicate an increase in the 
normalized values while cool colors represent a decrease. 
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Figure D22. Sensitivity case: stability class of F. Smoke (background corrected) lognormal median 
diameter of the lognormal mode (Dg; x axis) and lognormal modal width (σg; y axis) initially and after 4 
hours. The colorbar is ΔOA/ΔCO initially and after 4 hours of aging for the base cases (same colorbar as 
Fig. D21).  
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Figure D23. Sensitivity case: aging for 8 hours, using the model settings of the primary cases (Table 1). 
(a) The in-plume normalized organic aerosol mass enhancement (ΔOA/ΔCO) initially and after 8 hours of 
aging. (b) The normalized extinction efficiency (ΔE/ΔCO) initially and after 8 hours of aging. (c) The 
normalized CCN (ΔCCN/ΔCO) from smoke aerosol at 0.2% supersaturation initially and after 8 hours of 
aging. Warm colors indicate an increase in the normalized values while cool colors represent a 
decrease.Note that the maximum of the colorbar for the smoke mass has been increased from 0.14 to 0.16, 
the maximum of the colorbar for the smoke extinction has been increased from 700 to 840, and the 
maximum of the colorbar for smoke CCN has been increased from 2.6×107 to 3.1×107.  
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Figure D24. Sensitivity case: aging for 8 hours, using the model settings of the primary cases (Table 1). 
Smoke (background corrected) lognormal median diameter of the lognormal mode (Dg; x axis) and 
lognormal modal width (σg; y axis) initially and after 8 hours. The colorbar is ΔOA/ΔCO initially and after 
4 hours of aging for the base cases (same colorbar as Fig. D23).  Note that the maximum of the colorbar for 
the smoke mass has been increased from 0.14 to 0.16, the x-axis has been increased from 210 to 260 nm, 








 461  
 
Table D1. Details of relevant field campaigns of aging biomass burning measurements. (Citations 


















Net OA;  
Net extinction;  
Net CCNc  
ARCTAS 










Up to ~24 
hours 
(Hecobian), 
up to ~5 hours 
(Cubison); 
Aircraft  









Not included in 
analysis;  
Not included in 
analysis 
BBOP;  
Collier et al. 
(2016), 












Not in text  Not in text  No significant 
net OA change 
(both studies); 
Not included in 
analysis; 
Not included in 
analysis  
BORTAS; 





















Not included in 
analysis; 











Up to 48 
hours; Aircraft  
Not in text Not in text No significant 
net OA change; 
Not included in 
analysis; 
Not included in 
analysisd  





al burns  
MILAGRO;  
Yokelson et 
al. (2009)  
Each fire 
assumed 









Up to 1.5 
hours; Aircraft  
Average 
wind of 2.6 
m s-1, in-
plume [OH] 
> 107 molec 
cm-3 















Hobbs et al. 
(2003) 
10 km2;  
Controlle























Increase in SSA 
(Abel) 
SAMBBA;  














to wet season 
Not in text No significant 
change in OA;  
Not included in 
analysis; 
Not included in 
analysis  
SCREAM; 












~2 hours (1.47 
km2 fire), ~5 
hours (0.3 km2 
fire); 
Aircraft 
Not in text Not in text No significant 
change in OA 
for 1.47 km2 
fire (~2 hours 
old), net OA 
loss for 0.3 km2 
fire (~5 hours 
old);  
Not included in 
analysis;  
Not included in 























Up to 3 hours 
(Forrister), up 
to 1.2 hours 
(Liu); Aircraft  
Not in text Not in text Decrease 
during first 2 
hours and then 




increase in OA 
for 4 fires and 
no significant 
net change for 4 
fires (Liu);  
Not included in 
analysis 







































Not in text Not in text Small net OA 
loss;  
Not included in 
analysis; 
Not included in 
analysis 
















Not in text Net loss of OA 
(evaporation 
dominant in 
first 2 hours, 
SOA formation 
observed after 
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(U.S.)  [OH] 
~5.27×106 





Not included in 
analysis 
Eagan et al. 
(1974) 
0.04 km2, 




(U.S.)   
Not given; 
Aircraft 
Not in text Not in text Not included in 
analysis; 
Not included in 
analysis; 
Increase in 
CCN up to 40 
km downwindk  








2 “aged”  
measurements 
15 and 20 km 
downwind; 
Aircraft 
Not in text 36 µg m-3 No significant 
change in 
PM3.5;  
Not included in 
analysis; 
Not included in 
analysis 


















modes in first 
10 hours and 
loss after that; 




first 10 hours 
and loss after 
that;  
Not included in 
analysis 










generally < 5 














50-75% of this 
mass increase 
estimated to be 









Not included in 
analysis  
Vakkari et 


























of 2.4 hours 
(2014); 3-5 
hours (2018)  
Not in text Not in text Net increase in 





2/3rds of plumes 
showed 
increases in 
CCN, 1/3rd of 
plumes showed 
no significant 




bMany of these campaigns have further publications associated with them; we only cite the papers 
that directly contributed information to this table.  
cWe report net OA, net extinction, and net CCN values that have been normalized to an inert tracer 
(e.g. CO) to account for plume dilution, unless otherwise noted   
dTotal number concentration observed to decrease with age  
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eSingle scatter albedo  
fTerms in quotations indicate the term used in the specific paper (in lieu of a quantitative 
measurement)  
gFire size data from Akagi et al. (2013)  
hLiu et al. (2105) examined 15 total fires but only 7 aged fires 
iAlthough net OA was observed to decrease, net PM2.5 was observed to increase  
jTwo fires were examined but only one fire’s size was given 
kThe CCN measurements were not corrected for dilution 
l”Hundreds” of smaller fires were observed within the 390 km2 fire boundaries  
mDecreases in mass absorption efficiency with age can indicate a decreasing fraction of black 
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Table D2. Initial total number concentration for each fire size for the base simulations, as described in 
Table 5.1. 
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APPENDIX E  
 
SUPPLEMENT TO: DILUTION IMPACTS ON SMOKE AGING:  
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E1. BBOP instrumentation and fire detection methods 
 
The FIMS characterizes particle sizes based on electrical mobility as in scanning mobility 
particle sizer (SMPS). Because FIMS measures particles of different sizes simultaneously instead 
of sequentially as in traditional SMPS, it provides aerosol size distribution with a much higher 
time resolution at 1 Hz  (Wang et al., 2017). The relative humidity of the aerosol sample was 
reduced to below ~25% using a Nafion dryer before being introduced into the FIMS. Therefore, 
the measured size distributions represented that of the dry aerosol particles.  
An SPN1 radiometer (Badosa et al. 2014; Long et al. 2010) provided total shortwave irradiance, 
with a shaded mask applied following (Badosa et al. 2014). The data was corrected for tilt up to 
10 degrees of tilt, following (Long et al. 2010). For tilt greater than 10 degrees these values are set 
to "bad".  
 
E2. Heterogeneous chemistry calculations 
 
 We test the impact of heterogeneous chemistry on aerosol mass loss within the smoke 
plume. We performed a simple calculation of OH molecules collision to the surface of a single 
particle ranging from 1 nm to 1 μm size in diameter. The following parameters assumed for the 
calculations: 
● OH diffusivity = 3.5e-5 [m2 s-1] 
● Constant OH concentration varied from 1e5 to 5e7 [molecules cm-3] 
● Molecular weight of organics = 200 [g mol-1] 
● Density of organics = 1.4 [g cm-3] 
● Total run time = 3 [hours] 
 470  
 
As an upper bound calculation, we assume each collision results in removing an organic molecule 
on the surface of the particle (assumed to be 200 amu), fragmenting and removing the molecule 
from the particle. The fragmentation products are not assumed to participate in further reaction. 
Figure E23a shows the resulting final:initial mass ratios after four hours of aging, indicating that 
for all aerosol sizes captured in this study (>10 nm) and under a range of OH concentrations, >90% 
of the aerosol mass remains. As a lower bound, we also include a case in which only 10% of all 



































Table E1. Flight description table.  
 
Flight name, date Number of sets of 
pseudo-Lagrangian 
transects  
Fire name  Fuel1 Missing data2 







‘730a’, 07-30-2013 1 Colockum 
Tarps 
grass, trees  
‘730b’, 07-30-2013 2 Colockum 
Tarps 
grass, trees  
‘809a’, 08-09-2013 1 Colockum 
Tarps  
grass, trees NOx 




1When known  





















Figure E1. The flight path for flight ‘730b’, colored by the FIMS total number concentration. The 
red dots are MODIS fire/thermal anomalies. The black star indicates the approximate center of the 
fire and the black dashed line indicates the approximate centerline of the plume, estimated by the 
number concentration. The numbers are the leg number.  
 





Figure E2. The flight path for ‘726a’. The legs used in this study are colored by each ΔCO 
percentile bin used in the main text analyses. There were two complete flight paths for this day. 
The red dots are MODIS fire/thermal anomalies. The black star indicates the approximate center 
of the fire and the black dashed line indicates the approximate centerline of the plume, estimated 
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Figure E3. The flight path for ‘730a’. The legs used in this study are colored by each ΔCO 
percentile bin used in the main text analyses. The red dots are MODIS fire/thermal anomalies. The 
black star indicates the approximate center of the fire and the black dashed line indicates the 












Figure E4. The flight path for ‘730b’. The legs used in this study are colored by each ΔCO 
percentile bin used in the main text analyses. There were two complete flight paths for this flight.  
The red dots are MODIS fire/thermal anomalies. The black star indicates the approximate center 
of the fire and the black dashed line indicates the approximate centerline of the plume, estimated 
by the number concentration. 
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Figure E5. The flight path for ‘809a’. The legs used in this study are colored by each ΔCO 
percentile bin used in the main text analyses. The Worldview image for this day had clouds over 
the fire location at the time of the satellite passover. Thus we estimate a fire center using 
Worldview and MODIS images for this region on the previous day (8-08-2013) and the following 
day (8-10-2013) (salmon-colored star). The black star indicates the approximate center of the fire 






















Figure E6. The flight path for ‘821b’. The legs used in this study are colored by each ΔCO 
percentile bin used in the main text analyses. The red dots are MODIS fire/thermal anomalies. The 
black star indicates the approximate center of the fire and the black dashed line indicates the 



























Figure  E7. Number size distribution data, dN/dlogDp, from the FIMS; CO (white solid line); and 
total short wave (SW) irradiance (black dots) data for the ‘726a’ flight. The dotted dashed line 
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Figure E8. Number size distribution data, dN/dlogDp, from the FIMS; CO (white solid line); and 
total short wave (SW) irradiance (black dots) data for the ‘730a’ flight. The dotted dashed line 
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Figure E9.  Number size distribution data, dN/dlogDp, from the FIMS; CO (white solid line); and 
total short wave (SW) irradiance (black dots) data for the ‘730b’ flight. The dotted dashed line 




















Figure E10. Number size distribution data, dN/dlogDp, from the FIMS; CO (white solid line); and 
total short wave (SW) irradiance (black dots) data for the ‘809a’ flight. The dotted dashed line 
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Figure E11. Number size distribution data, dN/dlogDp, from the FIMS; CO (white solid line); and 
total short wave (SW) irradiance (black dots) data for the ‘821b’ flight. The dotted dashed line 
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Figure E12. FIMS data for ‘809a’ for the two legs that ~overlap (Figure E5) for the 51, 106, and 
219 nm size bins. The solid line is from the plane flying north to south (right to left in this figure) 
and the dashed line is from the plane flying south to north (left to right in this figure). In the absence 
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Figure E13. Same as Figure 6.2 but using only the first 50% of data for each leg of the FIMS and 























Figure E14. Aerosol properties for the first set (left-hand column) and second set (right-hand 
column) of pseudo-Lagrangian transects from flight ‘726a’ (a-b) ΔOA/ΔCO (right y-axis) and 
ΔrBC/ΔCO (left y-axis), (c-d) Δf60 (right y-axis) and Δf44 (left y-axis), (e-f) ΔH/ΔC (right y-axis) 
and ΔO/ΔC (left y-axis),  (g-h) ΔN/ΔCO, and (i-j) 𝐷= against physical age. For each transect, the 
data is divided into edge (the lowest 5-15% of ΔCO data; red points), core (90-100% of ΔCO data; 
blue points), and intermediate regions (15-50% and 50-90% of ΔCO data; light green and dark 
green points). ΔrBC/ΔCO is shown in log scale and the x-axis for the right-hand column has been 
shifted backwards to improve clarity. Note that the left-hand and right-hand columns do not always 
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Figure E15. Aerosol properties for the set of pseudo-Lagrangian transects from flight ‘730a’ (a) 
ΔOA/ΔCO (right y-axis) and ΔrBC/ΔCO (left y-axis), (b) Δf60 (right y-axis) and Δf44 (left y-axis), 
(c) ΔH/ΔC (right y-axis) and ΔO/ΔC (left y-axis),  (d) ΔN/ΔCO, and (e) 𝐷= against physical age. 
For each transect, the data is divided into edge (the lowest 5-15% of ΔCO data; red points), core 
(90-100% of ΔCO data; blue points), and intermediate regions (15-50% and 50-90% of ΔCO data; 









Figure E16. Aerosol properties for the first set (left-hand column) and second set (right-hand 
column) of pseudo-Lagrangian transects from flight ‘730b’ (a-b) ΔOA/ΔCO (right y-axis) and 
ΔrBC/ΔCO (left y-axis), (c-d) Δf60 (right y-axis) and Δf44 (left y-axis), (e-f) ΔH/ΔC (right y-axis) 
and ΔO/ΔC (left y-axis),  (g-h) ΔN/ΔCO, and (i-j) 𝐷= against physical age. For each transect, the 
data is divided into edge (the lowest 5-15% of ΔCO data; red points), core (90-100% of ΔCO data; 
blue points), and intermediate regions (15-50% and 50-90% of ΔCO data; light green and dark 
green points). ΔrBC/ΔCO is shown in log scale to improve clarity. Note that the left-hand and 
right-hand columns do not always have the same y-axis limits.  
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Figure E17. Aerosol properties for the set of pseudo-Lagrangian transects from flight ‘809a’ (a) 
ΔOA/ΔCO (right y-axis) and ΔrBC/ΔCO (left y-axis), (b) Δf60 (right y-axis) and Δf44 (left y-axis), 
(c) ΔH/ΔC (right y-axis) and ΔO/ΔC (left y-axis),  (d) ΔN/ΔCO, and (e) 𝐷= against physical age. 
For each transect, the data is divided into edge (the lowest 5-15% of ΔCO data; red points), core 
(90-100% of ΔCO data; blue points), and intermediate regions (15-50% and 50-90% of ΔCO data; 
light green and dark green points). ΔrBC/ΔCO is shown in log scale and the x-axis for the right-
hand column has been shifted backwards to improve clarity. 
 
 




Figure E18. Aerosol properties for the set of pseudo-Lagrangian transects from flight ‘821b’ (a) 
ΔOA/ΔCO (right y-axis) and ΔrBC/ΔCO (left y-axis), (b) Δf60 (right y-axis) and Δf44 (left y-axis), 
(c) ΔH/ΔC (right y-axis) and ΔO/ΔC (left y-axis),  (d) ΔN/ΔCO, and (e) 𝐷= against physical age. 
For each transect, the data is divided into edge (the lowest 5-15% of ΔCO data; red points), core 
(90-100% of ΔCO data; blue points), and intermediate regions (15-50% and 50-90% of ΔCO data; 
light green and dark green points). ΔrBC/ΔCO is shown in log scale and the x-axis for the right-











Figure E19. Various normalized parameters as a function of age for the 7 sets of pseudo-
Lagrangian transects. Separate lines are shown for the edges (lowest 5-15% of ΔCO; dashed lines) 
cores (highest 90-100% of ΔCO; solid lines), and intermediate regions (15-50% and 50-90%; 
dotted and dashed-dot lines). (a) ΔOA/ΔCO, (b) Δf60, (c) Δf44, (d) ΔH/ΔC, (e) ΔO/ΔC, (f) ΔN40-262 
nm/ΔCO, and (g) 𝐷=between 40-262 nm against physical age for all flights, colored by ΔOAinitial. 
Some flights have missing data. Also provided is the Spearman correlation coefficient, R, between 
each variable and ΔOAinitial and physical age for each variable. Note that panels (a), (d), and (g) 








Figure E20. Various normalized parameters as a function of age for the 7 sets of pseudo-
Lagrangian transects. Separate lines are shown for the edges (lowest 5-15% of ΔCO; dashed lines) 
and cores (highest 90-100% of ΔCO; solid lines). (a) ΔOA/ΔCO, (b) Δf60, (c) Δf44, (d) ΔH/ΔC, (e) 
ΔO/ΔC, (f) ΔN40-262 nm/ΔCO, and (g) 𝐷=between 40-262 nm against physical age for all flights, 
colored by ΔOAinitial. Some flights have missing data. Also provided is the Spearman correlation 
coefficient, R, between each variable and ΔOAinitial and physical age for each variable. Note that 
panels (a), (d), and (g) have a log y-axis.  This figure is identical to Figure 6.2 but uses an in-plume 
CO cutoff of 200 ppb.  
 





Figure E21. Various normalized parameters as a function of age for the 7 sets of pseudo-
Lagrangian transects. Separate lines are shown for the edges (lowest 5-25% of ΔCO; dashed lines) 
and cores (highest 75-100% of ΔCO; solid lines). (a) ΔOA/ΔCO, (b) Δf60, (c) Δf44, (d) ΔH/ΔC, (e) 
ΔO/ΔC, (f) ΔN40-262 nm/ΔCO, and (g) 𝐷=between 40-262 nm against physical age for all flights, 
colored by ΔOAinitial. Some flights have missing data. Also provided is the Spearman correlation 
coefficient, R, between each variable and ΔOAinitial and physical age for each variable. Note that 
panels (a), (d), and (g) have a log y-axis.   This figure is identical to Figure 6.2 but uses different 
ΔCO percentile widths.  
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Figure E22. Various normalized parameters as a function of age for the 7 sets of pseudo-
Lagrangian transects. Separate lines are shown for the edges (lowest 5-15% of ΔCO; dashed lines) 
and cores (highest 90-100% of ΔCO; solid lines). (a) ΔOA/ΔCO, (b) Δf60, (c) Δf44, (d) ΔH/ΔC, (e) 
ΔO/ΔC, (f) ΔN40-262 nm/ΔCO, and (g) 𝐷=between 40-262 nm against physical age for all flights, 
colored by ΔOAinitial. Some flights have missing data. Also provided is the Spearman correlation 
coefficient, R, between each variable and ΔOAinitial and physical age for each variable. Note that 
panels (a), (d), and (g) have a log y-axis.  This figure is identical to Figure 6.2 except that it uses 
the location of the lowest 25% of CO data to determine the background concentrations of each 
species.  
 




Figure E23. Calculated (final aerosol mass):(initial aerosol mass) ratios for mass loss through 
heterogeneous chemistry over a range of aerosol diameters and OH concentrations. As an upper-
bound case, (a) it is assumed that for each OH collision, 200 amu of mass is lost. As a middle-
bound, (b) it is assumed that 50% of OH collisions result in a 200 amu mass loss. As a more-
realistic loss rate, (c) assumes that 10% of all OH collisions result in an 200 amu mass loss. See 
Appendix E for more details.  
 
 








Figure E24. Raw f60 data for each flight along each transect included in this study. The titles 
indicate the flight. The black color indicates the earliest transect, with increasingly lighter colors 
indicating increasingly downwind transects. The centerline was estimated from the number size 
distribution and the estimated center of the fire (Figures E1-E6). 
 
 




Figure E25. Raw f44 data for each flight along each transect included in this study. The titles 
indicate the flight. The black color indicates the earliest transect, with increasingly lighter colors 
indicating increasingly downwind transects. The centerline was estimated from the number size 
distribution and the estimated center of the fire (Figures E1-E6). 
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Figure E26. Total in-plume shortwave (SW) irradiance for each flight along each transect included 
in this study. The titles indicate the flight. The black color indicates the earliest transect, with 
increasingly lighter colors indicating increasingly downwind transects. The centerline was 
estimated from the number size distribution and the estimated center of the fire (Figures E1-E6). 
 




Figure E27. The Van Krevelen diagram of ΔH/ΔC versus ΔO/ΔC for all points in the 7 sets of 
pseudo-Lagrangian transects, colored by ΔOAinitial.  
 
 




Figure E28. Measured versus predicted (a) Δf60, (b) Δf44, and (c) 𝐷=between 40-262 nm, using the 
equation 𝑙𝑛(𝑋) = 𝑎	𝑙𝑛(𝛥𝑂𝐴$%$,$&') + 𝑏	𝑙𝑛(𝑃ℎ𝑦𝑠𝑖𝑐𝑎𝑙	𝑎𝑔𝑒) 	+ 𝑐 where X=Δf60,  Δf44, or 𝐷=. The 
values of a, b, and c when the equation is solved for X are provided within each subpanel, as are 
the Pearson and Spearman coefficients of determination (R2p and R2s, respectively). Included in 
the fit and figure are all four regions within the plume (the 5-15%, 15-50%, 50-90%, and 90-100% 
of ΔCO), all colored by the mean ΔOAinitial of each ΔCO percentile range.  
 
 




Figure E29. Measured versus predicted (a) Δf60, (b) Δf44, and (c) 𝐷=between 40-300 nm, using the 
equation 𝑋 = 𝑎	𝑙𝑜𝑔A;(𝛥𝑁	$%$,$&') + 𝑏	(𝑃ℎ𝑦𝑠𝑖𝑐𝑎𝑙	𝑎𝑔𝑒) 	+ 𝑐	where X=Δf60,  Δf44, or 𝐷=where 
X=Δf60,  Δf44, or 𝐷=. Note that the fit here is the same as that in Eq. 2 except that ΔNinitial  replaces 
ΔOAinitial. The values of a, b, and c when the equation is solved for X are provided within each 
subpanel, as are the Pearson and Spearman coefficients of determination (R2p and R2s, 
respectively). Included in the fit and figure are all four regions within the plume (the 5-15%, 15-
50%, 50-90%, and 90-100% of ΔCO), all colored by the mean ΔOAinitial of each ΔCO percentile 
range. 
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