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Preface 
 
Welcome to the 21st UK Performance Engineering Workshop, being held for the 
first time in Newcastle. UKPEW is designed to be a forum for researchers across 
the UK and beyond to meet and share experiences of their work in the field of 
performance. The meeting is intended to be approachable to researchers at any 
stage of their career and is an ideal place to make new contacts and to meet old 
friends. I very much hope that the 21st UKPEW will be as much of a success in 
this regard as the previous 20 events. 
 
This year the programme consists of eighteen submitted papers across five 
loosely themed sessions spread over two days.  The papers reflect the rise of 
security, MANETs and web services as important growing concerns for 
performance engineers, as well as the continued importance of more traditional 
topics, such as queueing theory.  
 
As usual the majority of papers are from the UK, but there are also contributions 
from Germany, Hungary and Brazil. It is very pleasing to see so many people 
active in this area in the UK and so many familiar faces returning once more to 
UKPEW. The level of interest demonstrates a healthy community. I would like 
to take this opportunity to thank all the authors for preparing their papers 
professionally and for (almost) sticking to the deadlines. Your hard work made 
my job much easier. 
 
In addition to the regular papers there are also two invited talks, given by 
Boudewijn Haverkort and Jeremy Bradley. We are delighted to welcome such 
esteemed researchers to present at UKPEW. Jeremy is an old friend of UKPEW, 
having been co-chair in Bristol in 1999 and Durham in 2000 and a delegate 
every year since. He is well known for his work on stochastic process algebra. 
And will talk about a collaborative environment for performance engineering. 
Boudewijn is new to the UKPEW forum but is very well known and respected 
throughout the community. He is currently Professor of Design and Analysis of 
Communication Systems at the University of Twente and has worked for many 
years in the area of performance and reliability modelling. Boudewijn will 
present work undertaken jointly with his PhD student Lucia Cloth on the use of 
model checking techniques for survivability evaluation. 
 
In recent years Newcastle has become one of the pre-eminent cities in the UK, 
with a reputation for lively night life, modern art and architecture. It is a great 
place to live and work, and we hope that the UKPEW delegates will find it a 
great place to visit. If you have time then please make the effort to walk down to 
the Quayside and over the Millennium Bridge (“The Winking Eye”) to The Sage 
Gateshead and the Baltic Arts Centre. These buildings have become symbols of 
the regeneration of this once industrial area of the city and are well worth the 
walk.  
 
I hope you enjoy what Newcastle has to offer and more importantly I hope you 
enjoy the papers and presentations at UKPEW. If this is your first visit to either 
Newcastle or UKPEW, I trust that both will impress you enough to want to 
return. 
 
 
Nigel Thomas 
 
(Chair of UKPEW 2005) 
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Model Checking for Survivability! 
 
Boudewijn Haverkort and Lucia Cloth 
 
University of Twente, The Netherlands 
 
 
Abstract 
 
Business and social life have become increasingly dependent on large-
scale communication and information systems. A partial or complete 
breakdown as a consequence of natural disasters or purposeful attacks 
might have severe impacts. Survivability refers to the ability of a system 
to recover from such disaster circumstances. Evaluating survivability 
should therefore be an important part of communication and information 
system design. In this paper we take a model checking approach toward 
assessing survivability. We use the logic CSL to phrase survivability in a 
precise manner. The system operation is modelled through a labelled 
CTMC. Model checking algorithms can then decide automatically 
whether the system is survivable. We illustrate our method by evaluating 
the survivability of the Google file system using stochastic Petri nets in 
combination with CSL model checking. 
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The Future is Collaborative Performance Engineering 
 
Jeremy Bradley 
 
Department of Computing, Imperial College London 
 
 
Abstract 
 
Performance engineering is a hard task involving not only a large portion 
of concurrency theory, but also incorporating stochastic, deterministic 
and probabilistic concepts of time and choice at the modelling end. More 
widely performance engineering incorporates the gathering of 
instrumentation of real systems, the simulation of models of such 
systems and the real challenge is to have the modelling and simulation 
results match the performance experiments on the target system. We are 
working on a performance engineering environment called Perform-db 
which has at its core the notion that performance engineers need to 
collaborate in order to maximise the reuse of performance models, 
analysis, simulations, experiments and structural results. We believe that 
only in making use of formal modelling results that others have derived 
or in spotting patterns in experimental data that was produced from other 
related systems can the overall goal of a performance engineering 
lifecycle be achieved. 
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Fault Detection Mechanisms for Autonomic Distributed Applications. 
 
*E.Grishikashvili Pereira, **R. Pereira, **A. Taleb-Bendiab 
* Department of Computing and IS Edge Hill Uni. College, St. Helen’s Road, Ormskirk, L39 4QP, 
pereirae@edgehill.ac.uk 
**School of Computing and Mathematical Sciences Liverpool John Moores University, Byrom Street, 
Liverpool, L3 3AF, UK, R.Pereira@livjm.ac.uk 
 
Abstract: 
Autonomic computing includes a range of desirable properties, which are best 
achieved through middleware support. One of these properties is self-healing, the 
ability that systems may have to reconfigure themselves following the failure of some 
component. Recently, we have witnessed the development of models to provide 
middleware-based support for self-healing, service oriented distributed systems. The 
On-Demand Assembly and Delivery (OSAD) proposed previously by the authors 
consists of a number of components associated with fault-detection and fault-
recovery. In this paper, we consider the performance impact of a number of fault-
detection mechanisms, including pre-emptive detection and on-use detection. 
 
Introduction: 
 
There is a growing body of knowledge associated with techniques related to self-
healing[1-3]. Although to a certain extent self-healing is not yet well defined in terms 
of scope and architectural models, it has received increased attention lately. A short 
definition of a self-healing system is a system that is capable of performing a 
reconfiguration step in order to recover from a permanent fault. The following 
requirements are likely to be relevant to most self-healing systems: adaptability, 
dynamicity, awareness, autonomy, robustness, distributability, mobility and 
traceability. In addition, it is also essential that self-healing systems have strong 
monitoring abilities.  
 
Self-healing properties are particularly useful in dynamic systems, particularly 
distributed, service oriented systems, where new services may be added and removed 
from the network, leading to the need for applications to reconfigure themselves [4, 
5]. Ideally, such reconfiguration steps would be carried out without user intervention. 
Distributed service oriented systems provide application developers with the ability to 
build applications using services provided by other systems across available in a 
network. Such arrangement requires some form of organisation, normally involving a 
look up service, which contains information about all services that are available in the 
network. Applications wishing to use a networked service would carry out a search on 
the look up service and select, based on some criteria, the service that best matches its 
requirements. A well-known system based on distributed services is JINI, which 
provides some support for distributed service-oriented systems [6]. 
 
The OSAD model 
The On-demand Service Assembly and Delivery (OSAD) model [4] provides an 
abstract view of the relationship of the distributed components and services. The 
objective of the OSAD model is to organize the following issues in a uniform 
framework:  
¾ On-demand service delivery and invocation regardless of the location of the 
service;  
7
¾ The automatic assembly of the application in ad-hoc manner based on the 
user’s requirements;  
¾ The ability to self-heal at runtime in terms of replacing a failed component of 
an application. 
 
Figure 1: the lifecycle of self-healing behaviour in OSAD 
  
One of the tasks of the model is to find distributed components offering specific 
functionality, that we call offering the service. After the component is found the next 
task is to make use of this functionality. Finding and assembling components is the 
role of the Assembly Service:  
Assembly Service – this is the core service of the framework and it combines a 
number of functionalities of the model. Therefore the Assembly service is a 
combination of different sub-services and modules. It contains: 
• A Task Definition service;  
• Registration and Discovery Service; 
• Service Invocation Service.  
Control and monitoring are needed to identify failure, and alert the system to find an 
alternative replacement for the failed service as the control mechanism should be 
implemented with self-healing behaviour, in order to improve the newly formed 
application performance. The control and monitoring are performed by the System 
Manager. The system manager is responsible for recovering the application from 
failure. Following failure detection, it notifies the assembly service that a replacement 
service should be found and selected amongst possible alternatives  
 
Fault Detection Mechanisms 
 
Failure detection can be implemented in different ways, which can have considerable 
impact on the performance of the system. Two mechanisms that we put forward for 
consideration are: Pre-emptive detection and on-use detection. With pre-emptive 
detection, the service manager checks, on a regular basis, that each of the services 
associated with the application is alive. If a service fails to respond to the service 
manager, it is assumed that the service has failed and the recovery process is started 
and the service manager then notifies the assembly service. With the on-use detection, 
the service manager monitors locally the service requests and, if a request times-out, it 
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is assumed that the service has failed and the recovery process is started and the 
service manager then notifies the assembly service. 
 
The performance considerations in this study relates to how these two mechanisms 
impact on service replacement waiting time and on network traffic. The notion of 
service replacement waiting time is important: It is the amount of time the application 
is prevented from using the service, because it is found to have failed and is being 
replaced. The main advantage of the pre-emptive detection is that, as the service 
manager periodically polls the services, they may be found to be faulty prior to the 
moment when the application would wish to use them, therefore they can be replaced 
with zero replacement waiting time.  The figure below shows the replacement waiting 
time for the on-use replacement mechanism, against the total number of services in 
used by the application: 
 
 
On the other hand, the pre-emptive mechanism, although reducing the replacement 
waiting time, generates more network traffic, which may lead to congestion if there 
are large numbers of applications and services being used by these applications. 
 
Conclusion 
This paper presents a performance discussion of the relative merits of two 
mechanisms for fault detection in our middleware for self-healing applications. The 
pre-emptive and on-use mechanisms are introduced and a discussion of their relative 
merits presented. It is argued that the pre-emptive mechanism reduces waiting time at 
the expense of higher network traffic. The full paper will present more results that 
could not be included here for lack of space. 
 
References 
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Wolf, An Architecture-Based Approach to Self-Adaptive Software. IEEE Intellingent Systems, 1999. 
[4] E.Grishikashvili, N.B., D. Reilly, A. Taleb-Bendiab. From Componen-Based to Service-Based 
Distributed Applications Development and Life-Time Management. in EuroMicro. 2003. Antalya, 
Turkey 
[5] G. Bieber, J.C., Introduction to Service-Oriented Programming, in Motorola ISD. 2002. 
[6] Newmarch, J., A Programmer's Guide to Jini Technology, 2000, Apress: USA. 
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Performance Measurement of Web Services 
Security Software 
 
 
Christiaan Lamprecht *      Aad van Moorsel †
 
 
 
 
 
Abstract 
 
Web Services are built on open standards to provide a generic way of  
communication between heterogeneous environments. Web Service 
security is an important factor for Web Services to gain increased 
acceptance. This paper presents how message level security is achieved in 
web services interactions and in particular explores whether VeriSign’s 
Trusted Services Integration Kit (TSIK) is a viable option for realising 
this. Through measurement of TSIK as well as of an implementation 
using Java Cryptography Extensions (JCE), we conclude that TSIK 
provides an adequate level of security with minimal additional overheads. 
However, it would benefit from using SHA-256 in future releases and 
decreasing algorithm operation time when processing larger messages. 
 
 
1  Introduction 
 
Web Services have been met with growing interest from academia as well as industry 
due to its potential to provide a generic global service oriented network which is 
flexible enough to cater for individual service needs as well as providing increased 
interoperability between services. For businesses to fully embrace such a new 
technology they need to be confident that it is secure and can provide them with 
adequate security features for business interactions [Rat]. Focusing on security at 
message level, such business interactions typically require: message integrity to 
ensure messages are unaltered during transit; message confidentiality to ensure 
message content remain secret; non-repudiation to ensure that the sending party 
cannot deny sending the received message; and sender authentication to prove sender 
identity. 
This paper will analyse the performance of Web Service security 
mechanisms. In particular we investigate if VeriSign’s publicly available Trusted 
Services Integration Kit (TSIK) is a viable security tool with respect to the level of 
security it provides as well as its efficiency at doing so. We therefore first discuss in 
section 2 how message integrity, confidentiality, non-repudiation and sender 
authentication are typically achieved. Section 3 will focus on the level of security 
provided by TSIK for each of the above. Section 4 will look at asymmetric 
cryptography in more detail to provide a basis for section 5 which details a 
comparative evaluation of TSIK’s performance with respect to using the standard 
Java Cryptography Extensions  (JCE). The paper concludes with a summary in 
section 6. 
 _________________________________________________________________________________ 
 
* School of Computing Science, University of Newcastle upon Tyne, C.J.Lamprecht@ncl.ac.uk 
†  School of Computing Science, University of Newcastle upon Tyne, Aad.vanMoorsel@ncl.ac.uk 
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2  Message level security 
 
We provide a very brief overview of the well-known techniques available to achieve 
message integrity, confidentiality, non-repudiation and sender authentication. 
 
2.1 Symmetric cryptography 
 
Symmetric cryptography tries to ensure message confidentiality by encrypting the 
message (the plaintext) using a secret key to produce an encrypted version of the 
message (the cipher text), which is then sent instead of the original message. Message 
integrity is implicitly provided, as altering the cipher text would result in an illegible 
decrypted message. ‘Symmetric’ refers to the fact that the same secret key is required 
to decrypt the message on the recipient’s side. Typical symmetric encryption 
algorithms include DES, Triple DES, RC2, RC5, IDEA and AES. The main problem 
in this scheme is the key distribution problem; since the same secret key is used to 
decrypt the message, one must find a way to securely transport the key from sender to 
recipient. 
 
2.2 Hashing 
 
Hashing tries to ensure message integrity by producing a condensed version of the 
message, the message digest, which is unique to that message. The hashing algorithm 
is publicly known and so the recipient can perform the same hash on the received 
message, to produce another message digest, and compare it to the received digest to 
asses whether the original message has been altered. Typical hashing algorithms 
include MD2, MD4, MD5, SHA-1, SHA-256, SHA-384 and SHA-512. Hashing does 
not provide confidentiality, non-repudiation or authentication. On its own, hashing 
does not provide message integrity either as both the hash and the message could be 
replaced by a third party and so prevent the recipient from detecting the attack. 
Section 2.4 explains how hashing is utilized to ensure message integrity. 
 
2.3 Asymmetric cryptography (public key cryptography) 
 
Asymmetric cryptography provides the same message security guarantees as 
symmetric cryptography, but additionally provides the non-repudiation guarantee. 
‘Asymmetric’ refers to the fact that different keys are used for encryption and 
decryption. One key is kept secret (‘secret key’) and the other is made public (‘public 
key’), and are both unique. The recipient’s public key should be used during the 
encryption process to ensure message confidentiality as only the recipient has the 
necessary secret key to decrypt the message. If, however, the message is encrypted 
using the sender’s private key the sender cannot deny sending the message as his 
private key is unique and is only known to him. Typical asymmetric encryption 
algorithms include RSA and Elgamal. Asymmetric cryptography is extremely 
powerful, but this comes at a cost. Especially for longer messages and keys, it is much 
slower than its symmetric cryptography counterparts [Adams]. 
 
2.4 Experiment Scenario 
 
The results in this paper assume the following typical scenario, in which the above 
techniques are combined to achieve a more effective security solution through 
signing, verifying, encryption and decryption. They are combined as follows: 
The key, in symmetric cryptography, can be securely transported using 
public key cryptography by encrypting the symmetric key using the receiver’s public 
key. The receiver, and only the receiver, can then first decrypt the symmetric key 
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using his private key and then decrypt the message using the decrypted symmetric 
key. Also note that only the key, which is relatively short, is encrypted using public 
key cryptography and so reduces encryption overhead. 
The message digest, produced by the hash function, can be encrypted using 
an asymmetric cryptography algorithm to avoid and interception attack. Thus, if the 
message digest is encrypted using the sender’s private key, only the message can be 
replaced during transit and not the message digest, since the interceptor does not have 
the sender’s private key to encrypt the new message digest. 
Generating a message digest and then encrypting the message digest using a 
private key is referred to as signing the message. Decrypting the message digest using 
the sender’s public key, generating a new message digest of the received message and 
then comparing the digests is called verifying the message. The performance results 
of these two techniques, among others, are analysed in this paper. 
Sender authentication is achieved when the sender’s public key is signed by 
a mutually trusted third party.  The receiver can then verify the public key as the third 
party’s public key is trusted. 
 
 
3  RSA [Ronald] 
 
Understanding the security implications and performance results in sections 4 and 5 
requires a deeper understanding of public key cryptography. In particular RSA, which 
was developed by Ron Rivest, Adi Shamir and Leonard Adleman in 1977 and is used 
by VeriSign’s TSIK toolkit. We do not explain all the details of RSA, but instead 
focus on the particular use of RSA in our measurements setup. 
 
3.1 The algorithm [Rivest][Hung] 
 
• Choose 2 large primes p and q such that pq = N 
• Select 2 integers e and d such that ed = 1 mod )(Nφ  
o Where )1)(1()( −−= qpNφ  is the Euler totient function of N 
 
In general, N is called the Modulus, e the public exponent and d the private exponent. 
The public key is the pair (N, e) which is made public and the private key is the pair 
(N, d) which is kept secret. 
 
RSA encryption and decryption explained in context of the experiment scenario 
(section 2.4): 
 
Encryption: 
 The symmetric key M: 
Encrypted key = Me mod n 
 
 The message digest M: 
  Encrypted digest = Md mod n 
 
Decrypting: 
 The symmetric key C: 
  Decrypted key = Cd mod n 
  
 The message digest C: 
  Decrypted digest = Ce mod n 
13
Where M is the key or digest converted to an integer according to [PKCS#1], C the 
encrypted key or digest and n the particular modulus, chosen to be either 512, 1024, 
2048, 3072 or 4096. 
 
In particular, it should be noted that encrypting the key and encrypting the message 
digest is not the same function as one uses the public- and the other the private 
exponent. 
Therefore, encrypting the symmetric key and decrypting the message digest 
(in the verification process) is mathematically equivalent as they both use the public 
exponent. The same can be said for encrypting the message digest (in the signing 
process) and decrypting the symmetric key as they both use the private exponent. 
RSA operation time greatly depends on the length of e and d [Free], such 
that longer exponents incur much larger time overheads. It would therefore be 
desirable to use smaller values for e and/or d if possible. 
 
3.2 Smaller public exponent 
 
We consider how the length of the public exponent affects security as both security 
mechanisms (section 5) exploit this to achieve faster symmetric key encryption and 
message verification.  The smallest value for e is 3 [Dan]. This can however weaken 
RSA confidentiality assertions. In particular, if e NM <  the plaintext can easily be 
recovered [Rivest]. Also, Hastad’s broadcast attack can be mounted if k cipher texts, 
encrypted with the same public exponent, can be collected such that k >= e. [Dan]. 
The Chinese Remainder Theorem (CRT) can then be used to recover the plaintext 
message [RFC3110] [Dan]. 
A defense against such attacks would be to ‘pad’ the message using some 
random bits [Bellare]. Coppersmith imposed further restrictions on this in his “Short 
Pad Attack” which concludes that for e = 3 an attack can still be mounted, even 
though a random set of bits are used, if the pad length is less than 1/9th of the message 
length [Dan]. 
PKCS#1 [RFC3447] [PKCS#1] does however propose the use of Optimal 
Asymmetric Encryption Padding (OAEP) [Bellare] for new applications and PKCS1-
v1_5 for backward compatibility with existing applications. 
 
Although e = 3 can provide adequate security, if necessary precautions are taken, the 
current recommendation is e = 216 + 1 [Dan] which is still small, requiring only 17 
multiplications, but big enough to solve the above problems at the cost of a slight 
increase in encryption time. 
Short public exponents are not however a concern for signature schemes 
[RFC3110][Rivest]. 
 
3.3 Smaller private exponent 
 
A shorter private exponent would result in faster key decryption and message signing. 
Typically the private exponent is the same length as the modulus regardless of the 
public exponent length. M. Wiener [Wiener] has however shown that if d < ⅓N0.24 
the private exponent can be obtained from the public key (N, e). Since N is typically 
1024 bits long, d must be at least 256 bits long. More recently, Boneh and Durfree 
have shown this to be closer to d < N0.292 [Durfee] [Hung] and predicted the likely 
final result to be closer to d < N0.5 [Dan][Durfee]. 
Other techniques used to decrease algorithm operation time include the use 
of the Chinese Remainder Theorem [Dan], know as RSA-CRT, which is said to be 
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approximately 4 times faster than using standard RSA algorithms [Hung]. Rebalanced 
RSA-CRT can also be used and tries to shift the cost towards the usage of the public 
exponent e [Shacham] [Wiener]. 
 
 
4  Security software analysis 
 
Java keytool, Java’s Key and Certificate Management Tool, is used to create the Java 
keystore, with appropriate key pairs, used by TSIK and JCE. The keytool generates 
key pairs where N is user specified (512, 1024 or 2048), d is the same length as N and 
e defaults to    216 + 1 (i.e. 17 bits long). As stated in section 3.2 and 3.3, these values 
are adequate and it is currently recommended that the user selects the modulus to be 
at least 1024 bits. 
TSIK 1.10 provides additional functionality, above that of the Java 
Cryptography Extensions (JCE), to construct valid XML messages after 
encryption/decryption or signing/verifying. These messages conform to the W3C 
XML Signature and Encryption specifications [xmldsig] [xmlenc]. TSIK supports 
Triple DES (in Cipher Bite Chaining mode) for symmetric encryption, as defined by 
W3C [tdes]. Using a key length of at least 112 bits will currently provide sufficient 
security. Triple DES is however relatively slow compared to other more recent 
contenders such as AES [Junaid]. Conversely, it has stood the test of time and so is 
potentially a more reliable solution. 
Only SHA-1 is provided for message digest generation (Digest length of 160 
bits). SHA-1 has very recently been shown to be less secure than predicted and it is 
recommended that SHA-256 or above should be used [sha]. RSAES-PKCS1-v1_5 
algorithm, specified by W3C [rsa15] and [RFC2437], is used as the RSA standard. As 
stated in section 3.2 above; if backward compatibility is not an issue OAEP should be 
used in preference to PKCS1-v1_5. However, PKCS1-v1_5 provides adequate 
security assuming the programmer is aware of certain issues. Also, [RFC2437] 
indicates that RSA-CRT is used. 
JCE does not support the creation of valid XML messages but supports 
various symmetric key algorithms including AES, Triple DES and RC5. It also 
supports SHA-1, SHA-256, SHA-512 and MD5, amongst others, for message digest 
generation. It also specifies that the padding is applied according to [PKCS#1]. RSA-
CRT is also used. 
 
 
5  Performance analysis 
 
The following section details a comparative evaluation of the performance of 
VeriSign’s TSIK toolkit with respect to the standard Java Cryptography Extensions 
(JCE) in order to identify whether TSIK is a viable tool to secure web service 
transactions. 
 
5.1 Environment 
 
All experiments were run on a 3GHz Intel Pentium 4 with 1GB RAM, running 
Java(TM) 2 Runtime Environment, Standard Edition (build 1.4.2-b28) on top of 
Linux Fedora Core 2. We used Bouncycastle [bounce] as the Java RSA provider for 
both JCE and TSIK, and used Apache Axis 1.2 to generate the appropriate WSDL 
interface for the web service, which was hosted on Tomcat 5. Axis was used to both 
generate the appropriate SOAP messages, from the java code and TSIK XML 
documents, to be sent to the web service, also know as the server, and also generate 
15
the SOAP messages to be sent back from the web service to the client. We took 
performance measurements on the client and server side where the TSIK and JCE 
implementations reside. Message transmission and conversion delays were not 
measured. 
 
5.2 Experiments 
 
We set up three experiments, as detailed below. 
 
Experiment 1: 
 
In experiment 1 we analyse the performance of Triple DES, as function of message 
size: 
• Client side: Message plaintext encrypted using Triple DES with a keysize of 
168. Symmetric key encrypted using an RSA public key (Modulus 1024) 
• Server side: Encrypted symmetric key decrypted using RSA private key (bit 
length 1024) and cipher text then decrypted. 
 
Experiment 2: 
 
In experiment 2 we analyse the combined performance of SHA-1 and RSA 
algorithms, as a function of the message size: 
• Client side: Message signed using SHA-1 and RSA private key (bit length 
1024) 
• Server side: Message verified using SHA-1 and RSA public key 
 
Experiment 3: 
 
In experiment 3 we analyse how the modulus size affects the performance of RSA 
during signature creation and verification: 
• Client side: Message signed (as in experiment 2) using RSA key sizes 512, 
1024 and 2048. 
• Server side: Message verified. 
 
5.3 Results 
 
We executed above experiments for TSIK as well as JCE. We repeated the first two 
experiments for messages with a range of plaintext sizes, namely 2, 4, 8, 16, … , 512 
and 1024 kB. Experiment 3 was done using a 2 kB plaintext size. The results are 
shown in the graphs below. It should be noted that all points on graphs 1 and 3 exhibit 
confidence intervals of 3 milliseconds and points on graphs 2 and 4 exhibit 
confidence intervals of 0.1 milliseconds. Both with probability 0.9 (Where 1.0 is 
certain). 
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Figure 1: Triple DES encryption time 
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Figure 2: RSA-1024 encryption time of 168 bit Triple DES key 
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Experiment 1 
 
Figure 1 shows that JCE performs noticeably better for large file sizes. It also shows 
that Triple DES encryption takes longer than decryption in both cases (TSIK and 
JCE). Note that the graph also indicates that for very large messages it is decryption 
that takes longer when using TSIK. We have no explanation for this, and suspect it 
has to do with the particulars of the implementation. 
For RSA we see the opposite effect. Figure 2 indicates that RSA encryption 
takes less time than decryption. As we hinted at earlier in this paper, that is caused by 
the size of the keys used in encryption and decryption. For encryption, the public key 
is used, which has a small public exponent of 17 bits. When comparing TSIK with 
JCE, we see that the differences are minimal. Decryption varies by an average of 
about 1 millisecond between the implementations and encryption even less. 
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Figure 3: Message signing/verifying (using SHA-1 and RSA-1024) 
 
 
 
Experiment 2 
 
Figure 3 shows that signing takes more time in both cases. This is once again 
expected as the messages are signed using the large 1024 bit RSA private key. 
Encrypting the message digest should take constant time for each file size and so the 
graph pattern should be wholly due to SHA-1 hashing. Whereas signing and 
verification time increase steadily for JCE, TSIK performs markedly worse for large 
file sizes. 
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Figure 4: Message signing/verifying (2kB message size) 
 
 
Experiment 3 
 
The graph shows that doubling the RSA key size causes signing time to increase 
rapidly whilst having little effect on the verification time. This can partly be explained 
by the fact that doubling the key size effectively doubles the length of the private 
exponent (used in signing) whilst keeping the public exponent length constant. 
 
 
6  Conclusion 
 
TSIK is a toolkit to aid secure Web Service interactions. In this paper, we show 
through performance measurements that TSIK has comparable performance to Java’s 
Cryptography Extensions (JCE). Its performance is similar to JCE, except that it 
slows down when processing messages with large plaintext sizes. It also provides 
adequate confidentiality, non-repudiation and sender authentication guarantees 
through the use of Triple DES and RSA, though should consider using SHA-256 for 
message verification in future releases as is suggested in recent literature [sha]. With 
respect to technical ability, TSIK appears to be a viable and competitive option in 
securing web based business interactions. 
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Abstract- This paper evaluates the performance impact that real world ratios of different 
machine connection speeds has on worm propagation through a computer network. The 
impact is analysed on three different topologies, notably scale free, small world and 
random networks, to assess whether results are specific to a particular topology or taking 
bandwidth into account has an overall effect regardless of the topology in question. 
 
 I. INTRODUCTION 
 
The propagation speeds and the size of the infection base for viruses and worms to 
infect has increased dramatically over the years. From the Melissa virus in 1999 to the 
SQL Slammer worm in 2003 through to the MyDoom worm and its variants in 2004, 
machines connected to the Internet have been barraged with threats which could have 
an impact on a global scale. If an attacker could infect and gain control of a large 
number of machines then the damage they can do is immense, from ordering 
Distributed Denial of Service attacks on specific sites to harvesting confidential data 
and credit card information. Also they can sow misinformation from users machines 
and have a major role in provoking warfare between nations and servicing terrorism 
across the world [1].  
 
Research into simulating worm propagation and devising new ways of counteracting 
their spread has focused chiefly on the spread of warnings, [2-4] the detection and 
filtering of malicious traffic [3-6] and the inoculation of specific nodes to slow or 
stop the spread of infection [7-8]. However these studies have focused on the network 
at an abstract level to simplify network complexities. One of the main complexities 
that is missing is that of bandwidth capacity that each node is able to send and receive 
both worms and warnings. This paper will show that considering the bandwidth factor 
has a great impact on the outcome of any performance analysis. 
 
The authors in [1] have introduced two theoretical worms, Warhol and flash 
worm, which could potentially infect every vulnerable machine in a few minutes or as 
a little as 30 seconds for flash worms. The limiting factor that restricts these worms is 
the bandwidth that an infected machine can send out copies of itself [9] and as such 
taking this parameter out of simulations will have an impact on being able to test new 
strategies against these potential worms. 
 
CodeRed (crV2), the first worm to reach over 90% of vulnerable hosts in less than 14 
hours [10] has been taken by much of the literature as being the benchmark to test 
new strategies against. However as the SQL Slammer or Sapphire worm showed in 
early 2003 that CodeRed is by no means the worst that could be unleashed on the 
internet. The SQL Slammer worm was the fastest spreading worm in history doubling 
in population size every 8.5 seconds, and showed the world what potential damage a 
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malicious worm could do.  
 
One of the key differences between the two worms was that while Code Red was TCP 
based, in other words having to establish a connection with its destination, SQL 
Slammer was UDP based, needing no acknowledgement what so ever. On this 
principle it could invoke a fire and forget principle and could send out packets as fast 
as the particular channel could allow. In other words the SQL Slammer worm limiting 
factor was bandwidth based, restricted only by the connection speed of the infected 
host. Code Red on the other hand, was latency based, having to wait for a connection 
to be established before infecting the target host. 
 
The SQL slammer worm therefore is a much closer approximation of what the worst 
case worms of [1] might look like and as a consequence this research looks into 
simulating such devastating worms that are only limited by bandwidth and seeing if 
previous models and solutions withstand such attacks.  
 
II. BACKGROUND 
 
In order to delay or prevent the spread of malicious viruses and worms there are three 
main areas that have been examined as possible strategies. Firstly the technique of 
intrusion detection where either machines or the network links themselves are 
monitored for potential threats. This is known as host based and network based 
intrusion detection for machine monitoring and network monitoring respectively. [3, 
5, 6] have all highlighted the main drawback of these techniques, namely that of 
having a centralized detection system which handles all the monitoring for the 
network. Having this setup presents a single point of failure, that if exploited could 
turn the whole defence system against itself [11].   
 
Another problem that intrusion detection techniques face is that of differentiating the 
malicious from regular traffic. These again fall into two main categories, anomaly and 
rule based detection. Rule based detection systems, as the name implies make 
decisions based on matching scenarios to a set of rules. Rules such as rejecting all 
packets from a particular source can be very effective if the rule set is well designed; 
however the system does have the weakness that it cant cope with attacks that it 
doesnt have a rule to deal with. Attacks that are novel and not expected will break 
such systems as the defences are not attuned to dealing with them.  
 
To address this issue the alternative method of anomaly detection establishes a 
definition of what is normal traffic and anything outside this is deemed dangerous and 
in need of investigation. The natural problem that occurs of course is that of defining 
what is normal. Users may suddenly decide to use the network in a way that is 
different than normal or not expected and thus many false positives or false alarms 
may be raised. On the flip side, an attacker can work to the borderline of what is 
deemed normal slowing expanding this definition, if it is dynamically created, until 
creating an exploit is considered normal by the system. 
 
An alternative to intrusion detection is that of broadcasting warning to machines to 
tell them to look out for a new attack, similar in principle to the media alerting the 
public to a particular threat. Following through with this analogy both situations are 
confronted with the same problem of how much to trust an information source. 
Furthermore there is the difficulty of warning potential targets faster than the worm 
can propagate [4]. 
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 The Indra project, [3] established in 2003 is a peer-to-peer based intrusion detection 
system that warns other peers when it detects dangerous traffic. Also following a 
similar peer-to-peer based system [2, 7] are designed to have peers encourage other 
nodes it considers to be friends to increase their defences in the case of an attack. 
 
With regards to automated attacks such as viruses and worms the principle behind 
both these systems is the ability to find and compromise new hosts in order survive 
and propagate. Common methods to do this are email based propagation that rely on 
sending copies of a virus to email addresses found on a new victims machine, or 
exploit based propagation that rely on attacking a particular fault in a given 
application or operating system. Depending on the exploit further propagation can be 
made by either randomly scanning IP addresses until targets are found by chance or 
by having a pre-built list of vulnerable IP addresses which can be attacked [1]. In turn 
this list of vulnerable hosts can be generated by either doing the random scanning 
before the attack is launched, or by making use of the actual exploit. For example, if 
the exploit were in an application that is designed for network communication, such 
as a file sharing application or instant messenger then, assuming a significant portion 
of the users of this system use the same application to interact with each other, a 
network of vulnerable machines is already available to the attacking program. 
 
As different infections can clearly use different methods of distribution, each of these 
methods can be regarded in terms of how their targets are connected. As with all 
networks, each one follows a particular topology, be it scale-free, random, lattice and 
so on, and as such, defences can be designed to exploit characteristics of these 
topologies. In their paper [8] Pastor-Satorras and Vispignani have explored 
immunization strategies for scale-free networks, focusing on immunizing specific 
highly connected nodes in order to quarantine an infection to a small section of the 
network.  
 
Each of these defence techniques defines their relative results in terms of the fraction 
of nodes that were saved from infection and uses parameters such as propagation 
speed to define different kinds of infections. As well as this common theme of 
measurement they also have a common theme of expecting each node to behave in a 
similar manner, warning or infecting at the same speed. This research shows that if 
nodes have variable bandwidth then there is a large difference in the propagation rate 
of the worm. 
III. SYSTEM MODEL 
 
This section describes real world scenarios and relates these scenarios to properties 
that the simulator will try to emulate and adjust. While it will relate to specific 
examples the simulator was designed to replicate properties of the scenario not just 
the particular scenario in question.  
 
In order to examine the propagation of bandwidth limited worms the first 
consideration was to define what types of machines such worms will be targeted at. 
To emphasise this is a cross section of three different classes of machines were 
considered, from home systems running on dial up connections to broadband 
connections and finally high-speed university campus connections. The ratios for how 
these three classes of connection were divided up were taken from [13] by David 
Alderson where he describes that the distribution in connection speeds world wide is 
divided into these three main categories. These ratios are divided 50% 20% and 30% 
of internet users for the dial up, broad band and campus connections respectively. 
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 Each of these nodes could be used for different purposes, from simple emailing to 
high bandwidth file sharing. In order to accommodate this, the bandwidth distribution 
was done two different ways; firstly connectivity based where high bandwidth 
capacities were allocated on a highest number of links first. To clarify, using the 
ratios described, the top 30% most connected nodes are allocated the campus speed 
connection, the next 20% are allocated the broadband connection and the remainder 
are left with dialup speeds. This method was selected to emulate a file-sharing 
network with high capacity nodes acting as hubs and taking up the slack of lower 
capacity nodes. 
 
The second distribution method was that of random allocation, in order to replicate a 
network defined by email or instant messenger links. Logically connectivity should 
have no bearing on bandwidth load as a users email ties can be accessed from 
different machines and therefore from potentially different connection speeds. 
 
In examining different topologies, in order to justify confining a worm to follow a 
particular topology instead of just moving to any node it could successfully probe, 
this research assumes that the worm is designed with speed as a priority and as such 
will try to exploit any means necessary to reduce wasted scanning of large address 
spaces. In order to do this, the worm could use a number of strategies such as having a 
pre-built list of nodes that it can infect, or it could exploit a systems connection 
structure itself. Such exploits could be using email addresses stored on a machine, or 
peers that a file sharing program is currently connected to. This therefore confines the 
worm to following the topology that email contacts or file-sharing networks follow, 
giving this research its different topologies to examine.  
 
The SQL Slammer worm propagates by using up all the available bandwidth. While 
the worm propagates from a particular machine all normal background traffic from 
that machine is prevented from reaching the network. Other machines which are not 
transmitting the worm still respond with the portion of their available bandwidth 
capacity not used by their background traffic 
  
IV. SIMULATION MODEL 
 
 This section describes the design of the simulation model, the input parameters and 
metrics used in the performance analysis. Below are two tables that summarise the 
input and output parameters that have been used. 
 
                    TABLE 1: INPUT PARAMETERS                                             TABLE 2:  OUTPUT PARAMETERS 
 
 
 
Name Range/Value  Name Range/Value 
Nodes 106  Infected Nodes 0-106 
Iterations 5,000  Simulation Time 0-20,000 
Simulation Time 20,000    
Topology Scale-Free Small-World 
Random 
   
Bandwidth 255,1,25,500    
Bandwidth 
Distribution 
Uniform, Connectivity 
based random 
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The number of nodes was set to 106 to replicate the network size set in [4] and also to 
allow for a faster run time of simulation. The value of 5,000 for number of iterations 
was set in order to assure the results were a fair average and that the output wouldnt 
be affected by a few anomalous simulations. The three that were chosen were selected 
to represent the three network topologies that infection strategies could spread across 
given their infection method. Scale-free to represent a topology of a file-sharing 
network[12] which could be exploited, small-world to represent the social network of 
email or messenger based exploits and random to represent a random scanning worm. 
 
In order to get values for these speeds described in [13], a bandwidth tester provided 
by cnet.com1 was used to probe different machines around the computer science 
department at the University of Glasgow. These probes where carried out at different 
times the day and different days of the week in order to gauge an approximation of a 
typical machines connection speed. The average connection returned was 25Mbps 
and was taken to be the top speed that a single infected machine could transmit an 
infection.2 For the broadband connection, different ADSL and cable suppliers were 
checked and an average of 1Mbps was taken as the broadband speed representation. 
The dial up was taken at 56Kbps as indicated by [13]  
 
Taking these values with the university connection as the base unit, a broadband 
connection at a 25th of the speed was denoted logically as 25 times that value, and the 
dialup at 500 times that value. To get a uniform speed, these values combined with 
the ratios of the different speeds giving a value of 255. 
 
In order to focus on whether these varying bandwidth rates had an effect everything 
else in terms of the virus propagation was fixed. The probability of a node infecting a 
neighbouring node was taken to be 1 however the time to transmit the infection was 
based on the bandwidth. The speed of the links is calculated as follows: 
 
  A1 = C1  / S1        (1) 
 
   A2 = C2  / S2      (2) 
 
  If A1 < A2  link = A1 else link = A2    (3) 
 
 
where C is the number of connections to a node and S is the nodes network 
connection capacity. With this setup the distribution of bandwidth is not optimally 
assigned, as the link is the smaller of the two connections and thus the larger 
connection has more bandwidth available to distribute to the other connections. While 
dealing with this complexity is outside the scope of this paper from the perspective of 
a spreading infection, unless a worm is aware of what connections its targets have, the 
logical option would be to distribute its available network capacity evenly in order to 
reduce wasted bandwidth given the limited information it has. 
 
 
 
                                                 
1
 This website: http://reviews.cnet.com/Bandwidth_meter/7004-7254_7-0.html was used to test the 
bandwidth 
2
 The speed calculated was only the download speed and does not necessarily represent the upload capacity. 
This limitation has been acknowledged and will be addressed in future work 
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B. ASSUMPTIONS 
 
• Probability of a targeted node being infected is 1 
• No defensive strategies such as immunization or warnings allowed 
• Random node and link failure or node recovery is removed from the 
simulator 
The reason for a probability of 1 is that this simulator defines a worst case scenario 
where it is the bandwidth of a node that decides how soon a neighbouring node 
becomes infected. Relating this to a real world situation, the infected source node 
sends out copies to a limited set of known targets and as such sends copy after copy 
until the target node is infected. As this is the worst case scenario then the first copy 
of the worm always reaches its destination representing a probability of 1. 
The reason for removing node failure and node recovery from the simulator is two 
fold. Firstly, as this is simulating a fast spreading worm, or a worm that travels faster 
than human intervention could occur, then a node cannot recover within the 
simulation time window; i.e. the length of time it takes for all nodes to become 
infected. With regards to node and link failure, a link or node failure from a spreading 
worms perspective would be equivalent to an immunization defensive strategy and 
therefore would not constitute a worst case scenario.  
 
IV. RESULTS OF THE SIMULATIONS 
 
Figures 1, 2 and 3 show a similar pattern of propagation for both variable and 
identical capacity nodes, suggesting that the effect of variable bandwidth capacities is 
not tied to any particular topology, but is a common property that could have an effect 
on any propagation models that are looking at bandwidth limited worms.  
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Figure 1: Small World topology to represent a worm propagating across a social 
network 
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Figure 2: Scale Free topology to represent a worm propagating across peer to 
peer file sharing network 
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Figure 3: Random Topology to represent a worm propagating by following a 
random hit-list 
 
Figure 4: The potential infection speed for a Warhol worm. Figure taken from 
[1] 
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As can been seen on any of the figures, the propagation speed is much more severe 
for variable node bandwidth as there is the possibility of finding a few fast routes 
through the network due to the wide range of different possible connection speeds. 
While 50% of all the nodes are almost twice as slow for the variable bandwidth as 
they are for the uniform speed network there are a few high speed nodes that the 
simulators results show can more than make up for this weakness. 
 
While the uniform bandwidth simulations follow that of a sigmoid function, trailing 
off as they near complete infection of the network, the variable bandwidth graph goes 
in almost two waves, with a slight pause in the middle before very virulent 
propagation once again. This pause is due to all the fast connections finishing 
infecting everyone they are aware of while the slower connections are still 
transmitting the worm to other hosts. Even with this delay the propagation speed is 
much faster, over 25 times faster (in Figure 2, the difference between variable 
bandwidth distribution and static bandwidth at time 1000) in some cases and is a good 
representation of the Warhol worm shown in Figure 4. 
 
VI. CONCLUSIONS 
 
Our above performance results have revealed that varying the bandwidth has a major 
effect on how a bandwidth limited worm propagates in a network of varying capacity 
nodes. Moreover, a random distribution of capacities produces similar results to 
allocating bandwidth based on connectivity suggesting that possible immunization 
strategies taking bandwidth into account might prove to be an effective 
countermeasure to such worms. 
 
This research has considered the worst case scenario, that is no defence strategy has 
been implemented, and as such in order to enrich the simulator, other scenarios need 
to be examined. In particular, the immunization and warning strategies could have a 
significant effect if node selection includes taking node bandwidth into account. One 
of the assumptions used in this study is that nodes do not recover and so if this were 
relaxed then a long term analysis could be made into looking into if there is a 
particular threshold that could sustain a worms spread given a variable bandwidth 
scenario. 
 
Another potential area is to examine is the limiting factors of the present simulation 
experiments, namely the bandwidth ratios, the values used in the simulator and 
efficient bandwidth distribution. With the numbers of broadband subscribers rising all 
the time, the ratios that were given would naturally change over time, and as a result 
changing the ratios to reflect possible future connection distributions could have an 
effect on how to develop better protection strategies. 
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Abstract
For single-source, single-tree-based peer-to-peer live media streaming, it is
generally believed that a short (and wide) data delivery tree provides the best com-
prehensive performance in terms of reliability and service delay. While a short
tree directly benefits delay optimization, it is unclear whether such a structure
maximizes reliability, which is sometimes more critical for a streaming Internet
service. This paper compares several prevalent overlay construction algorithms in
terms of (1) service reliability; (2) service delay and (3) protocol overhead. A new
Heap Algorithm is proposed to enhance reliability by leveraging the peers’ time
properties while maintaining a short tree, which in turn helps to reduce service
delay. This new algorithm dynamically moves peers between different layers of
the tree according to a simple metric called Service Capacity Contribution (SCC),
and gradually adjusts the overlay toward a short tree with peers ordered in time.
Extensive simulations show that this new algorithm achieves better comprehensive
performance than existing algorithms.
1 Introduction
There has been a good deal of research in recent years on the topic of live media stream-
ing services over the Internet [3][4][12][16]. Due to the stringent requirements on net-
work resources and increasing market demand, the traditional client-server framework
faces significant challenges. For example, during busy periods, the server’s bandwidth
may easily be overwhelmed by a surge in the client population. A direct solution to
this problem is upgrading the server system hardware or clustering a large number of
single systems into a server farm. However, this approach will only scale so far. Dedi-
cated content distribution networks (CDN) provide an alternative solution, however its
prohibitive deployment costs make it uneconomical for many small- or medium-sized
sites.
Given the fact that IP multicast has not been widely deployed and this situation is
unlikely to improve in the near future, the peer-to-peer (P2P) paradigm offers an attrac-
tive solution. In this architecture, the clients or peers help to relay the received content
to other clients and thus form a large content distribution network. This approach is
∗This research is sponsored in part by grants from the NASA AMES Research Center (administrated by
USARDSG, contract no. N68171-01-C-9012), the EPSRC (contract no. GR/R47424/01) and the EPSRC
e-Science Core Programme (contract no. GR/S03058/01).
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perfectly scalable in the sense that available bandwidth increases with the growth of
the network. Even if the source server can support only a limited number of concur-
rent clients, the data can be distributed to a large network population in a self-scaling
manner. In the context of live media streaming, the peer-to-peer transfer mode mostly
serves to complement the client-server mode, since a number of clients will need to
receive the content from the server first-hand.
An overlay of peers is often viewed as a tree rooted at the content provider. To pro-
vide satisfactory quality of service (QoS), the data delivery tree needs to address three
problems: (1) to reduce the impact of peer dynamics – peers are free to join and leave
at any time, and abrupt departure or failure of a node will result in service interruptions
on all of its descendants in the tree. Losses due to such failures are more significant
than regular packet losses in the physical network and may cause streaming breaks in
the order of tens of seconds; (2) to minimize end-to-end service delay – transfers over
the logical overlay generally involve longer delays than unicast in the physical net-
work, and hence introduce a prolonged startup delay and increase network dynamics
to the streams; (3) to maintain a reasonable overhead – peers may need to reconnect to
other peers for the purpose of overlay adjusting, which usually requires coordination
among multiple peers. In a distributed environment lacking time synchronization, such
operations may require transient pauses in the streaming.
Given a set of peers with heterogenous out-degrees (limited by the actual band-
width resource and under the condition that no network congestion occurs near the
nodes), it is generally believed that a short (and wide) tree provides a good peer struc-
ture [12][19][16][7] for meeting these requirements. Intuitively, the shortness helps to
reduce the probability of service breaks due to the departure, failure, or congestion at
an ancestor node, and hence enhances tree reliability. A short tree also means a small
average hop count from the root to the peers, and this helps to minimize the average
network delay if the peers are appropriately mapped to the physical network.
For the tree to be reliable, Sripanidkulchai et al. proposes another approach [16]
which leverages the peer’s time property: if the peers’ lifetimes follow a distribution
with a long tail, then the older peers are less likely to leave before the younger ones.
This characteristic has also been observed in a number of statistical studies [20][15].
This paper presents a new overlay construction algorithm, namely the heap algo-
rithm, which leverages peers’ properties in both bandwidth and time. It moves high-
bandwidth and long-lived peers upward in the tree according to a metric called service
capability contribution (SCC), which is defined as the product of a peer’s outbound
bandwidth (or simply called bandwidth) and its age in the overlay. This way the tree is
gradually adjusted toward a layout which exhibits partial time order and partial band-
width order, and consequently has the advantages of high reliability and a short tree.
Besides the overlay-level operations, the heap algorithm uses a simple parent switch-
ing technique to re-map the parents to children so that the actual network delay can be
minimized.
When designing the algorithm, the overlay adjusting cost (called the protocol over-
head in this paper) is also an important consideration, since it has an immediate effect
on the overlay optimization quality, and also reflects the overhead imposed on the end-
users and is thus directly related to the QoS.
Simulations have been conducted to compare the performance of different algo-
rithms. The results show the advantages of the heap algorithm over existing schemes
in a variety of performance respects.
The rest of the paper is structured as follows. Section 2 introduces several existing
methods; Section 3 gives a detailed description of the algorithm; Section 4 introduces
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the simulation methodology; Section 5 presents the experimental results and Section 6
concludes the paper.
2 Existing algorithms
A peer tree has its root at the content provider, and organizes all M peers in layers
L0, L1, · · · , LN , with L0 consisting of the root, L1 consisting of all peers directly
connected with L0, and so on. Generally, Li(i >= 1) receives data from Li−1 and
forwards it to Li+1. Each peer has an out-degree d ≥ 0, which is defined as the
number of children it can serve simultaneously. A peer in the tree is also called a node.
A central part of the tree management is the so-called parent selection strategy,
which identifies a parent for a newly arriving peer. This strategy is crucial to shaping
the tree. A selection of the more significant existing algorithms include the:
• Random algorithm that provides the the simplest approach [16] to parent selec-
tion. It randomly chooses a node with spare bandwidth capacity as the parent for
a new peer. Clearly this algorithm is efficient and requires no global topological
knowledge, but it results in a large tree depth and thus performs badly in almost
all other performance respects.
• High-bandwidth-first algorithm [7] that places the peers from high to low lay-
ers in a non-increasing order of outbound bandwidths, that is, peers do not have
more bandwidth capacity than any peer higher up in the tree. See Figure 1 (a) for
an example. This algorithm allows later arriving peers to preempt the positions of
existing peers with smaller bandwidths. This approach can achieve a minimum
tree depth, but needs frequent disconnections and reconnections between peers
to maintain such a globally ordered layout. For example, if node a in Figure 1 (a)
leaves, then node b should be moved to node a’s position, which further forces
all of node b’s children rejoin the tree. This recursive rejoin imposes very high
overheads on the peers and is therefore impractical for real implementations.
The overhead of disconnections and reconnections for maintenance purposes is
termed the protocol overhead, which should be differentiated from service inter-
ruption since the connection tear-downs and re-establishments can be performed
in a coordinated manner and therefore avoid unexpected breaks in the streaming.
• Minimum depth algorithm obtains a tradeoff between simplicity and high over-
heads [7][12][16]. It searches from the tree root downward to the leaf layer to
identify a parent with spare bandwidth capacity for a new peer. A variant of this
approach is also proposed [11] so as to reduce the reliance on an understand-
ing of the global overlay topology; this algorithm combines the heuristics of the
minimum depth algorithm with some randomness, i.e., it first selects a number
of peers randomly from the overlay and then performs the minimum depth algo-
rithm.
• Longest-first algorithm [16] is intended to minimize service interruptions in-
curred by the departure of peers. It selects the longest-lived peer as the new
peer’s parent; the intuition behind this is that when the peers’ lifetime follows a
heavy-tailed distribution, the older peers generally remain longer than younger
peers. This approach has been verified by the experimentation found in [16], the
algorithm does not however guarantee that an older peer can always be identified.
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Figure 1: Examples of the bandwidth-ordered and time-ordered trees. The numbers in
(a) and (b) represent the peers’ outbound bandwidths and ages, respectively.
Of these algorithms, the high-bandwidth-first algorithm and the random algorithm
achieve optimal tree depth and protocol overhead, respectively. The longest-first algo-
rithm can be easily extended to generate a more reliable tree by placing the peers in
order of arrival time (or ages) order, just as in the bandwidth ordering performed by
the high-bandwidth-first algorithm. Figure 1 (b) gives an example of this type of tree.
Clearly, the time ordering may result in a tall tree because it arranges the peers regard-
less of the peers’ bandwidth properties, which themselves determine the tree shape.
Moreover, this approach requires position adjusting when peers rejoin the tree after
failures occur, and thus incurs higher protocol overheads. Hereinafter, the extended
longest-first algorithm is termed the time-ordered algorithm, and a tree constructed by
such an algorithm is termed a time-ordered tree. Likewise, the high-bandwidth-first al-
gorithm is termed the bandwidth-ordered algorithm which builds a bandwidth-ordered
tree.
While the bandwidth-ordered tree achieves a short tree which helps minimize ser-
vice delay, it is unclear how tree reliability can be maximized: on the one hand, the
short tree reduces the average number of peers affected by a failed node, while on the
other hand, the time-ordered tree, at the expense of a large depth, enhances the reliabil-
ity of an arbitrary top-down tree path. The main driver of this research is the following:
Is it possible to construct a peer tree that achieves time ordering to some degree, while
attaining the characteristics of a short tree; that is, can reliability and service delay can
be improved at the same time?
3 The Heap Algorithm
This section describes the proposed heap-based approach. Its performance implications
are also discussed qualitatively.
3.1 Fundamental approach
The heap algorithm uses the same strategies for peer joining and leaving as the minimum-
depth algorithm. The only difference lies in the sift-up procedure during the normal
streaming process. The criteria guiding the sift-up procedure is a metric SCC = B×T ,
where B is the outbound bandwidth of a peer and T is its age. As such, SCC can be
alternatively interpreted as the volume of media data one peer has helped to (or can)
forward, and thus can be regarded as its “service capacity contribution” to the peer
community. The basis of the algorithm is to move peers with large SCC’s higher in
the tree so that better service quality (less service interruptions and possibly smaller
service delay) can be offered to these peers. This has an interesting result: since either
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a large bandwidth or a long service time helps to increase SCC, a peer can be encour-
aged to contribute more bandwidth resource or longer service time as a trade for service
quality. From the user perspective, this forms an incentive mechanism that encourages
cooperation among peers and helps increase overall system resources. Note that the use
of a dynamic metric combining both bandwidth and time properties differentiates this
mechanism from other incentive schemes [4][10], which themselves usually consider
only a static metric such as bandwidth.
3.2 The sift-up operation
The root is pre-assigned an infinite SCC, and always remains at the top of the tree.
When a peer enters the network, its SCC is 0, and it will be placed using the same
join operation as in the minimum-depth algorithm. In most cases, the high layers are
occupied and the new peer becomes a leaf node. As time continues, the SCC increases
at a rate proportional to its bandwidth. If its bandwidth is larger than its parent, then
there must exist some time in the future when its SCC exceeds its parent. At that time
the algorithm will exchange the roles of these two nodes. Figure 2 gives an example of
this operation.
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Figure 2: Illustration of the sift-up operation. (a) Before sift-up; (b) After sift-up. The
numbers beside the nodes represent the SCCs.
In Figure 2 (a), node a’s SCC is 10 and has an out-degree of 2; node b has an SCC
of 12 and an out-degree of 3. Node b is therefore moved up to become the parent and
node a is moved down to become the child. Now that node a can support only two
of the three nodes d, e, f , one child must be assigned a new parent. The algorithm
chooses f , the node with the largest SCC and reconnects to node b, which now has a
spare out-degree. Node f is promoted because it has contributed the largest “service
capacity” among all its siblings.
The sift-up is performed periodically over all peers. At set time intervals, the algo-
rithm scans from the leaf layer to the first layer and updates the SCCs of all peers. At
the same time, it checks if a node has a smaller SCC than one of its children. If so, it
picks the child with the largest SCC and compares its own bandwidth with that child. If
the child’s bandwidth is larger, the sift-up will be performed between these two nodes.
The bandwidth comparing avoids unnecessary sift-up since if the child has a smaller
bandwidth, the SCC will eventually be exceeded by the parent, and it will ultimately
be placed below the parent. The sift-up operation is illustrated in Algorithm 1.
With the sift-up operations, the tree nodes will be placed in the tree from the high
to low layers in decreasing order of SCCs. This ordering process is analogous to the
sift-up operation in the conventional Heap Sort algorithm, and thus we name this new
approach the “heap algorithm”.
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Algorithm 1 Sift-up
1: for i = N to i = 1 do
2: for all P (j) in L(i) do
3: Scc(j)← B(i)×A(i) {update SCC}
4: c← the first child of P (j)
{find the child with maximum SCC}
5: for all P (k) that is P (j)’s child do
6: if Scc(k) > Scc(c) then
7: c← k
8: end if
9: end for
{sift-up the child peer c}
10: if Scc(c) > Scc(j) and B(c) > B(j) then
11: for r = 1 to r = D(j) do
12: s← child of P (c) with minimum SCC
13: P (s).parent← P (j)
14: remove P (s) from P (c)’s children list
15: end for
16: grandp← P (j).parent
17: P (grandp).child← P (c)
18: P (c).parent← P (grandp)
19: P (c).child← P (j)
20: P (j).parent← P (c)
21: end if
22: end for
23: end for
The algorithm moves peers up the tree in a gradual manner. This accounts for the
fact that many peers may leave within a short time after their arrival [20][17], resulting
in a large number of service interruptions if they are placed high in the tree upon arrival.
In contrast, placing a new peer at the leaf layer first and then adjusting its position
according to its behavior can reduce this risk. The longer a peer stays in the network,
the safer it is to be moved up the tree.
The sift-up procedure requires a per-node operation which involves an updating of
the SCC, and potentially a peer exchange. The peer exchange requires d time, where
d is the average out-degree of the peers. So each pass of the sift-up operation requires
O(M) time.
3.3 Topology-aware delay optimization
A short overlay path does not necessarily means a short network delay due to the mis-
matching between the logical overlay network and the physical underlying network [9].
The heap algorithm addresses this problem in two ways. First, when a peer initially
joins the network, the algorithm provides a number of candidate parents, of which the
nearest will be chosen. Second, for peers that are already in the network, the algo-
rithm uses a parent switching technique to dynamically re-connect the peers so that the
average network delay between the peers remains optimal.
Parent switching is performed between any two consecutive layers, (e.g., Lk and
Lk+1). An example is given in Figure 3: due to changes in the underlying network,
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Figure 3: Topology-aware delay optimization.
the optimized mapping between the three pairs of peers in (a) is transformed to the
mapping in (b) to minimize the average delay. It can be seen that this combinatorial
optimization problem is NP-hard and when the number of peers in each layer is large
(e.g. 2000), it can only be resolved using some approximate algorithms.
The heap algorithm assigns to each peer upon arrival an optimization agent, which
is selected from the peers that have existed for a relatively long time and are thought to
be stable. During the streaming service, peers exchange neighbors information between
each other and periodically measure the network distances (in terms of delay) between
themselves and other peers, including their immediate neighbors, and the neighbors’
neighbors, and so on. These data are reported to their optimization agent, which pe-
riodically computes for a good solution for the peer mapping problem using a genetic
algorithm. The agent does not necessarily compute for all its associated peers, instead
it randomly selects a subset of peers, which form an optimization group. A limited
population size in the genetic algorithm allows a good solution to be obtained quickly,
and thus is more suitable for a dynamic environment. When a solution is obtained, the
agent coordinates the peers to adjust their connections. If an agent leaves, its associ-
ated peers simply request from the server for a new agent. Figure 3 (c) illustrates the
optimization agent and grouping.
The approach of switching trees has also been studied in [8][2][9]. While these
studies make use of fully distributed optimization schemes, the heap algorithm uses
a hybrid approach: a subset of peers are optimized by a single agent, and there are
multiple such agents in the network. This mechanism has the advantage of being
simple to implement. For example, Banerjee et al. define five deterministic local
transformations and one probabilistic transformation, which make the protocol much
more complicated. The switch-tree in [8] also defines multiple transformations. These
distributed algorithms generally have a slower convergence speed than a centralized
scheme, which means they may require more reconnections between peers than the
proposed hybrid approach.
3.4 Discussion
Accurate bandwidth estimates are critical for the heap algorithm and they should not
entirely rely on the users’ settings. In the heap algorithm, the user-advertised band-
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width is only taken as an upper bound; actual bandwidth estimates are derived from the
active end-to-end measurements as described in [5]. When a peer joins, its outbound
bandwidth is set to zero, and an active measurement is launched between itself and
another peer in the leaf layer. The measured bandwidth is then used in the calculation
of SCC. To keep the estimate up to date, the bandwidth is measured periodically for
peers whose bandwidths have not been fully utilized. The techniques of choosing the
end host to transfer testing data, smoothing estimation and estimate discretization all
follow the methods introduced in [5].
A peer tree resulting from the sift-up operation integrates the characteristics of both
the bandwidth-ordered and time-ordered tree, since the peers are adjusted with a metric
that mixes bandwidth and time properties, and those peers at the higher layers either
possess high-bandwidths or long lifetimes, or both. As a hybrid of the two types of
baseline tree, the new tree is expected to inherit their merits in both tree depth and tree
reliability.
4 Simulation methodology
An event-driven simulator has been developed to study the performance of the different
algorithms. The following five algorithms are implemented:
• Minimum-depth algorithm: This algorithm follows that in [16][12][7], but with a
minor modification – when a layer that can support a new peer is found, the new
peer chooses the nearest peer in terms of network delay (from up to 200 peers)
in that layer as its parent. Since in practise a tree hierarchy may have thousands
of peers in a layer, imposing a limit to the number of candidates would be more
practical for implementation;
• Longest-first algorithm: This follows the scheme presented in [16].When a new
peer chooses its parent from the highest possible layer, it always chooses the
oldest peer (from up to 200 peers) in that layer.
• Relaxed bandwidth-ordered algorithm and Relaxed time-ordered algorithm: These
are two variants of the bandwidth-ordered and time-ordered algorithms as intro-
duced in Section 3. The (strict) bandwidth-ordered and time-ordered trees are
found to have a extremely high protocol cost, which makes them unacceptable in
practise and only of theoretical value. Therefore, a modification is made to make
the compared scenarios more realistic – when a peer joins/rejoins the tree, it al-
ways searches from the high to low layers to see if there is a smaller-bandwidth
or younger peer, and if so, the identified peer is replaced with the new one. The
evicted peer, and possibly together with some of its children in the case of time
ordering, are forced to rejoin the tree. This results in bandwidth/time ordering
locally within each layer and among parents and children, but not in a strict hier-
archical structure; that is, a peer may have a smaller bandwidth/age than another
non-child peer in the next layer. Since they still follow the basic ideas of band-
width/time ordering, they are used for performance comparisons.
• Heap algorithm: This is implemented as introduced in Section 3, but with the
parent switching disabled. It should be noted that such a technique can be applied
to any of the other algorithms previously documented. Disabling this component
helps to reveal the performance of the proposed algorithm in its “naive” form,
and also avoids any bias in comparison with other algorithms.
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The GT-ITM transit-stub model [21] is used to generate an underlying network
topology consisting of 15600 nodes. Link delays between two transit nodes, transit
nodes and stub nodes, and two stub nodes are chosen uniformly between [15, 25] ms,
[5, 9] ms and [2, 4] ms, respectively. Of all the 15360 stub nodes, a fraction of them
are randomly selected to participate in the peer tree. The server’s location is fixed at a
randomly chosen stub node.
In all simulations, the root node’s bandwidth is set to 100; the peers’ outbound
bandwidths follow a Bounded Pareto distribution1 with shape, lower bound and upper
bound parameters set to 1.2, 0.5 and 100 respectively (denoted by BP(1.2, 0.5, 100)),
with which 55.5% of the peers have out-degrees less than 1 and are therefore termed
“free-riders”; the peers’ lifetimes follow a lognormal distribution with the µ (location
parameter) and σ (shape parameter) set to 6.0 and 2.0 respectively (denoted by LN(6.0,
2.0)), which are chosen according to the findings in [20].
The simulation considers different network scales in terms of the average number
of peers M in a steady state. According to Little’s Law, the peer arrival rate λ is
determined from M divided by the mean value of LN(6.0, 2.0). For the heap algorithm,
the sift-up operation is performed every time 200 new peers join by default. Other
selections of parameters are also tested and the results are found to be consistent.
5 Performance evaluation
This section presents and discusses the performance results with respect to service
reliability, service delay, protocol overhead and the impact of sift-up frequency on tree
depths.
5.1 Service reliability
Service reliability is measured by the average number of service interruptions experi-
enced by a single peer during its lifetime in the steady state of a tree. The experiments
consider the extreme case in which every peer departs abruptly without notification to
others, and hence results in a service interruption on each of its descendants. This met-
ric reflects the stability of a tree in the most uncooperative and dynamic environment.
Figure 4 compares the performance of the five algorithms under different network
sizes.
As expected, the minimum-depth algorithm performs the worst in most cases, be-
cause it is designed completely blind of reliability. The longest-first algorithm has
very limited improvement over the minimum-depth algorithm, as it operates in a very
conservative way when ordering the peers’ times.
It is surprising to see that the relaxed time-ordered algorithm performs worse than
the heap algorithm. There are two reasons for this: first, the heap algorithm also
achieves a partial time order in the process of sift-ups (the older peers are gradually
moved upward in the tree), and consequently benefits from this in terms of reliabil-
ity; the second reason is that the heap algorithm builds a much shorter tree than the
relaxed time-ordered algorithm, which means that a failed node generally introduces
fewer service interruptions to its descendants.
1Previous studies [15][16][14] have shown that the bandwidths of peers exhibit characteristics of heavy-
tailed distributions, a typical example of which is the Pareto distribution. Considering the practical limits of
possible bandwidth values, a bounded Pareto distribution is used to model the peers’ bandwidths.
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Figure 5: Comparison of service delays.
Therefore, with the advantages of both bandwidth-ordering and time-ordering, the
heap algorithm appears to be a scheme that produces the most reliable tree among all
the algorithms examined.
5.2 Service delay
The metric average service delay measures the actual physical network delay from the
root to the peers. Figure 5 plots the results obtained under different network sizes. All
the values are averages over a certain number of samples in a steady network state. It
can be seen that the heap algorithm significantly outperforms all other algorithms with
the exception of the relaxed bandwidth-ordered algorithm. This shows how bandwidth-
ordering benefits the tree depth, even though it is only implicitly and partially realized.
Compared with the relaxed bandwidth-ordered tree, the heap algorithm has a small
increase of 10-15%. This is because the heap algorithm optimizes the layout in a more
confined space (only along the child-parent paths regardless of the bandwidth order
between siblings), and hence yields a more sub-optimal bandwidth layout.
5.3 Protocol overhead
Both bandwidth ordering and time ordering require re-establishment of connections
between certain peers to optimize the layout of the tree, thus introducing a protocol
overhead. This overhead is measured in the average number of re-connections imposed
on a single peer during its lifetime. Figure 6 compares the protocol overhead of the five
algorithms. Note that the minimum-depth algorithm and the longest-first algorithm
do not impose any protocol overheads at all; they are plotted in the figure with small
values for convenience of observation.
The results show that the relaxed time-ordered algorithm yields the highest over-
head, and the heap algorithm is better the relaxed bandwidth-ordered algorithm. Be-
sides which, the relaxed bandwidth-ordered algorithm and the heap algorithm both
require less than one reconnection for a single peer during its lifetime. This should be
at an acceptable level for a practical system.
5.4 Impact of sift-up frequency
Intuitively, the more frequently the sift-up operations are performed, the more chance
there is for the tree to be optimized, and consequently the higher overhead on the tree
manager. To show how the sift-up frequency impacts on the service delay, Figure 7
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plots the average network delays changing over a time interval of 16.7 hours with dif-
ferent sift-up frequencies. The network is fixed at 10,000 peers. The sift-up interval is
measured by the number of newly joining peers. It can be seen that a higher sift-up fre-
quency achieves smaller average delays. The protocol overhead corresponding to three
intervals, 100 joins, 500 joins and 1500 joins, are 0.069, 0.17 and 1.338, respectively.
This reveals the trade-off between the overlay performance and the required protocol
overhead.
6 Conclusions
This paper presents an analysis for the performance of overlays constructed by several
algorithms for P2P live media streaming. Three performance criteria are considered:
(1) service delay; (2) service reliability and (3) protocol overhead. Two principles of
peer placement, bandwidth ordering and time ordering, are discussed and their impact
on different aspects of the overlay’s performance are analyzed.
Based on this, a new algorithm called the heap algorithm is devised with the objec-
tive of taking advantage of both bandwidth ordering and time ordering. It adjusts peers
in the tree during the normal streaming process according to a metric that combines
both bandwidth and time properties of a peer, and employs a technique to optimize
the mapping of overlay connections to physical network connections so as to minimize
the actual network delay. Simulations show that the heap algorithm achieves superior
comprehensive performance in comparison with existing algorithms.
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Abstract
This paper describes, in detail, techniques for measuring the Hurst parameter.
Measurements are given on artificial data both in a raw form and corrupted in
various ways to check the robustness of the tools in question. Measurements are
also given on real data, both new data sets and well-studied data sets. All data
and tools used are freely available for download along with simple “recipes”
which any researcher can follow to replicate these measurements.
1 Introduction and Background
Long-Range Dependence (LRD) is a statistical phenomenon which has received
much attention in the field of telecommunications in the last ten years. A time-
series is described as possessing LRD if it has correlations which persist over
all time scales. A good guide to LRD is given by [3] and a summary in the
context of telecommunications is given by [4, chapter one] (from which some of
the material in this paper is taken). In the early nineties, LRD was measured in
time-series derived from internet traffic [8]. The importance of this is that LRD
can impact heavily on queuing. LRD is characterised by the parameter H, the
Hurst parameter, (named for a hydrologist who pioneered the field in the fifties
[7]) where H ∈ (1/2, 1) indicates the presence of LRD. There are a number
of different statistics which can be used to estimate the Hurst parameter and
several papers have been written comparing these estimators both in theory and
practice [16, 15, 1]. The aim of this paper is not to make a rigorous comparison
of the estimators but, instead, to present a simple and readable guide to what
a researcher can expect from attempting to assess whether LRD is absent or
present in a data set. All the tools used are available online using free software.
Software can be downloaded from:
http://www.richardclegg.org/lrdsources/software/
1.1 A Brief Introduction to Long-Range Dependence
Let {Xt : t ∈ N} be a time-series which is weakly stationary (that is it has a
finite mean and the covariance depends only on the separation or “lag” between
two points in the series). Let ρ(k) be the auto-correlation function (ACF) of
Xt.
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Definition 1. The ACF, ρ(k) for a weakly-stationary time series, {Xt : t ∈ N}
is given by
ρ(k) =
E [(Xt − µ)(Xt+k − µ)]
σ2
,
where E [Xt] is the expectation of Xt, µ is the mean and σ
2 is the variance.
There are a number of different definitions of LRD in use in the literature.
A commonly used definition is given below.
Definition 2. The time-series Xt is said to be long-range dependent if
∑
∞
k=−∞ ρ(k)
diverges.
Often the specific functional form
ρ(k) ∼ Cρk−α, (1)
is assumed where Cρ > 0 and α ∈ (0, 1). Note that the symbol ∼ is used here
and throughout this paper to mean asymptotically equal to or f(x) ∼ g(x) ⇒
f(x)/g(x) = 1 as x → ∞ or, where indicated, as x → 0. The parameter α is
related to the Hurst parameter via the equation α = 2− 2H.
If (1) holds then a similar definition can be shown to hold in the frequency
domain.
Definition 3. The spectral density f(λ) of a function with ACF ρ(k) and vari-
ance σ2 can be defined as
f(λ) =
σ2
2pi
∞∑
k=−∞
ρ(k)eikλ,
where λ is the frequency, σ2 is the variance and i =
√−1.
Note that this definition of spectral density comes from the Wiener-Kninchine
theorem [17].
Definition 4. The weakly-stationary time-series Xt is said to be long-range
dependent if its spectral density obeys
f(λ) ∼ Cf |λ|−β ,
as λ → 0, for some Cf > 0 and some real β ∈ (0, 1).
The parameter β is related to the Hurst parameter by H = (1 + β)/2.
LRD relates to a number of other areas of statistics, notably the presence of
statistical self-similarity. Self-similarity can be characterised by a self-similarity
parameter H and the increment process of a self-similar process with stationary
increments and H ∈ (1/2, 1) is itself an LRD process with Hurst parameter
H. Indeed analysis of telecommunications traffic is often described in terms of
self-similarity and not long-range dependence.
In summary, LRD can be thought of in two ways. In the time domain it man-
ifests as a high degree of correlation between distantly separated data points. In
the frequency domain it manifests as a significant level of power at frequencies
near zero. LRD is, in many ways, a difficult statistical property to work with.
In the time-domain it is measured only at high lags (strictly at infinite lags) of
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the ACF — those very lags where only a few samples are available and where
the measurement errors are largest. In the frequency domain it is measured at
frequencies near zero, again where it is hardest to make measurements. Time
series with LRD converge slowly to their mean. While the Hurst parameter is
perfectly well-defined mathematically, it will be shown that it is, in fact, a very
difficult property to measure in real life.
1.2 Long-Range Dependence in Telecommunications
In their classic paper, Leland et al [8] measure traffic past a point on an Ethernet
Local Area Network. They conclude that “In the case of Ethernet LAN traffic,
self-similarity is manifested in the absence of a natural length of a ‘burst’; at
every time scale ranging from a few milliseconds to minutes and hours, bursts
consist of bursty sub-periods separated by less burst sub-periods. We also show
that the degree of self-similarity (defined via the Hurst parameter) typically
depends on the utilisation level of the Ethernet and can be used to measure
‘burstiness’ of LAN traffic.” Since then, a number of authors have replicated
these experiments on a variety of measurments of internet traffic and the ma-
jority found evidence of LRD or related multi-fractal behaviour. Summaries are
given in [14, 18]. The reason for the interest in the area is that LRD can, in
some circumstances, negatively impact network performance. The exact details
of the scale and nature of the effect are uncertain and depend on the particular
LRD process being considered.
2 Measuring the Hurst Parameter
While the Hurst parameter is perfectly well-defined mathematically, measuring
it is problematic. The data must be measured at high lags/low frequencies where
fewer readings are available. Early estimators were biased and converged only
slowly as the amount of data available increased. All estimators are vulnerable
to trends in the data, periodicity in the data and other sources of corruption.
Many estimators assume specific functional forms for the underlying model and
perform poorly if this is misspecified. The techniques in this paper are chosen for
a variety of reasons. The R/S parameter, aggregated variance and periodogram
are well-known techniques which have been used for some time in measurements
of the Hurst parameter. The local Whittle and wavelet techniques are newer
techniques which generally fare well in comparative studies. All the techniques
chosen have freely available code which can be used with free software to esti-
mate the Hurst parameter.
The problems with real-life data are worse than those faced when measuring
artificial data. Real life data is likely to have periodicity (due to, for example,
daily usage patterns), trends and perhaps quantisation effects if readings are
taken to a given precision. The naive researcher taking a data set and running
it through an off-the-shelf method for estimating the Hurst parameter is likely
to end up with a misleading answer or possibly several different misleading
answers.
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2.1 Data sets to be studied
A large number of methods are used for generating data exhibiting LRD. A
review of some of the better known methods are given in [2]. In this paper trial
data sets with LRD and a known Hurst parameter are generated using fractional
auto-regressive integrated moving average (FARIMA) modelling and fractional
Gaussian noise (FGN).
A FARIMA model is a well-known time series modelling technique. It is a
modification of the standard time series ARIMA (p, d, q) model. An ARIMA
model is defined by
(1−
p∑
j=1
φjB
j)(1−B)dXi = (1−
q∑
j=1
θjB
j)εi,
where p is the order of the AR part of the model, the φi are the AR parameters,
p is the order of the MA part of the model, the θj are the MA parameters, d ∈ Z
is the order of differencing, the εi are i.i.d. noise (usually normally distributed
with zero mean) and B is the backshift operator defined by B(Xt) = Xt−1. If,
instead of being an integer, the model is changed so that d ∈ (0, 1/2) then the
model is a FARIMA model. If the φi and θi are chosen so that the model is
stationary and d ∈ (0, 1/2) then the model will be LRD with H = d + 1/2.
FARIMA processes were proposed by [6] and a description in the context of
LRD can be found in [3, pages 59–66].
Fractional Brownian Motion is a process BH(t) for t ≥ 0 obeying,
• BH(0) = 0 almost surely,
• BH(t) is a continuous function of t,
• The distribution of B(t) obeys
P [BH(t + k)−BH(t) ≤ x] = (2pi)− 12 k−H
x∫
−∞
exp
( −u2
2k2H
)
du,
where H ∈ (1/2, 1) is the Hurst parameter. The process BH(t) is known as
fractional Brownian motion (FBM) and its increments are known as fractional
Gaussian noise (FGN). FBM is a self-similar process with self-similarity parame-
ter H and FGN exhibits long-range dependence with Hurst parameter H. When
H = 1/2 in the above, then the process is the well known Weiner process (Brow-
nian motion) and the increments are independent (Gaussian noise). A number
of authors have described computationally efficient methods for generating FGN
and FBM. The one used in this paper is due to [11].
Data generated from these models will be tested using the various measure-
ment techniques and then the same data set will be corrupted in several ways
to see how this disrupts measurements:
• Addition of zero mean AR(1) model with a high degree of short-range
correlation (Xt = 0.9Xt−1 + εt). This simulates a process with high de-
gree of short-range correlation which might be mistaken for a long-range
correlation.
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• Addition of periodic function (sine wave) — ten complete cycles of a sin
wave are added to the signal. This simulates a seasonal effect in the data,
for example, a daily usage pattern.
• Addition of linear trend. This simulates growth in the data, for example
the data might be a sample of network traffic at a time of day when the
network is growing busier as time continues.
The noise signals are normalised so the standard deviation of the corrupting
signal is identical to the standard deviation of the original LRD signal to which
it is being added. Note that, strictly speaking, while the addition of an AR(1)
model does not change the LRD in the model, techincally the addition of a
trend or of periodic noise makes the time-series non-stationary and hence the
time-series produces are, strictly speaking, not really LRD.
In addition, some real-life traffic traces are studied to provide insight into
how well different measurements agree across data sets with and without various
transforms being applied to clean the data. The data sets used are listed below.
• The famous (and much-studied) Bellcore data [9] which was collected in
1989 and has been used for a large number of studies since. Note that,
unfortunately, the exact traces used in [8] are not available for download.
This data is available online at:
http://ita.ee.lbl.gov/html/contrib/BC.html
• A data set collected at the University of York in 2001 which consists of
a tcpdump trace of 67 minutes of incoming and outgoing data from the
external link to the university from the rest of the internet.
Various techniques are tried to filter real-life traces in addition to making
measurements purely on the raw data. These methods have been selected from
the literature as commonly used by researchers in the field. Often in such cases,
a high pass filter would be used to remove periodicity and trends, however,
since LRD measurements are most important at low-frequency that is an obvi-
ously inappropriate technique. The techniques used to pre-process data before
estimating H are listed below.
• Transform to log of original data (only appropriate if data is positive).
• Removal of mean and linear trend (that is, subtract the best fit line Y =
at + b for constant a and b).
• Removal of high order best-fit polynomial of degree ten (the degree ten
was chosen after higher degrees showed evidence of overfitting).
2.2 Measurement techniques
The measurement techniques used in this paper can only be described briefly
but references to fuller descriptions with mathematical details are given. The
techniques used here are chosen for various reasons. The R/S statistic, aggre-
gated variance and periodogram are well-known techniques with a considerable
history of use in estimating long-range dependence. The wavelet analysis tech-
nique and local Whittle estimator are newer techniques which perform well in
comparative studies and have strong theoretical backing.
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The R/S statistic is a well-known technique for estimating the Hurst param-
eter. It is discussed in [10] and also [3, pages 83–87]. Let R(n) be the range of
the data aggregated (by simple summation) over blocks of length n and S2(n)
be the sample variance of the data aggregated at the same scale. For FGN or
FARIMA series the ratio R/S(n) follows
E [R/S(n)] ∼ CHnH ,
where CH is a positive, finite constant independent of n. Hence a log-log plot of
R/S(n) versus n should have a constant slope as n becomes large. A problem
with this technique which is common to many Hurst parameter estimators is
knowing which values of n to consider. For small n short term correlations
dominate and the readings are not valid. For large n then there are few samples
and the value of R/S(n) will not be accurate. Similar problems occur for most
of the estimators described here.
The aggregated variance technique is described in [3, page 92]. It considers
var
(
X(m)
)
where X
(m)
t is a time series derrived from Xt by aggregating it over
blocks of size m. The sample variance var
(
X(m)
)
should be asymptotically
proportional to m2H−2 for large N/m and m.
The periodogram, described by [5] is defined by
I(λ) =
1
2piN
∣∣∣∣∣∣
N∑
j=1
Xje
ijλ
∣∣∣∣∣∣
2
,
where λ is the frequency. For a series with finite variance, I(λ) is an estimate
of the spectral density of the series. From Definition 4 then, a log-log plot of
I(λ) should have a slope of 1− 2H close to the origin.
Whittle’s estimator is a Maxmimum Likelihood Estimator which assumes
a functional form for I(λ) and seeks to minimise parameters based upon this
assumption. A slight issue with the Whittle estimator is that the user must
specify the functional form expected, typically either FGN or FARIMA (with the
order specified). If the user misspecifies the underlying model then errors may
occur. Local Whittle is a semi-parametric version of this which only assumes a
functional form for the spectral density at frequencies near zero [13].
Wavelet analysis has been used with success both to measure the Hurst
parameter and also to simulate data [12]. Wavelets can be thought of as akin
to Fourier series but using waveforms other than sine waves. The estimator
used here fits a straight line to a frequency spectrum derived using wavelets. A
95% confidence interval is given, however, this should be interpreted only as a
confidence interval on the fitted line and, as will be seen, not as a confidence
inteval on the fitted Hurst parameter.
3 Results
Results here are in two sections. Firstly, results are given for simulated data.
In these cases the expected “correct” answer is known and therefore it can be
seen how well the estimators have performed. The data is then corrupted by
the addition of noise with the same standard deviation as the original data sets.
Three types of noise are considered as described previously.
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In the second section results are given for real data. The York data is
analysed as a time series of bytes per unit time for two different time units.
The Bellcore data is analysed both in terms of interarrival times and in terms
of bytes per unit time. Note that, strictly speaking, the interarrival times do
not consititute a proper “time-series” since the time units between readings are
not constant.
3.1 Results on Simulated Data
For each of the simulation methods chosen, traces have been generated. Each
trace is 100,000 points of data. Hurst parameters of 0.7 and 0.9 have been
chosen to represent a low and a high level of long-range dependence in data.
The errors on the wavelet estimator are a 95% confidence interval on the fitted
regression line (not, as might be thought, the Hurst parameter measured).
Table 1 shows results for various FGN models. Three runs each are done
with a Hurst parameter of 0.7 and then 0.9. Firstly it should be noted that, in
all case, for H=0.7 all estimators are relatively close when no noise is applied.
The R/S method performs worst, as it consistently underestimates the Hurst
parameter. The addition of AR(1) noise confuses all the methods with the Local
Whittle performing particularly poorly. The correct answer is well outside the
confidence intervals of the Wavelet estimate after this addition. Addition of a
sine wave or a trend causes trouble for the aggregated variance method but the
frequency domain methods (wavelets and local Whittle) do not seem greatly
affected.
When considering runs with Hurst parameter H=0.9, the R/S method gets
a considerable underestimate even with no corrupting noise. Note also that the
R/S and aggregated variance method actually produce quite different estimates
for the three runs. Most methods seem to perform badly with the AR(1) noise
corruption. Again the frequency domain methods seem to be able to cope with
the sine wave and with the addition of a trend.
Table 2 shows a variety of results for FARIMA models. The first three
runs are for a FARIMA (0, d, 0) model (that is one with no AR or MA compo-
nents) and with a Hurst parameter H = 0.7. In this case, all methods peform
adequately with no noise (although the R/S plot perhaps underestimates the
answer). Addition of AR(1) noise causes problems for the R/S plot, wavelet and
local Whittle methods and to a lesser extent the periodogram. The addition of
a sin wave and a trend causes problems for the aggregated variance.
For a FARIMA (1, d, 1) model with H = 0.7 and with the AR parameter
φ1 = 0.5 and the MA parameter θ1 = 0.5 (implying a moderate degree of short
range correlation) all estimators provide a reasonable result for the uncorrupted
series. As before, the wavelet and local Whittle method seem relatively robust
to the addition of a trend. The AR(1) noise again causes problems for most of
the methods.
For a FARIMA (0, d, 0) model with H = 0.9 the R/S method under predicts
the Hurst parameter but all others perform well in the absence of noise. The
AR(1) noise causes problems for the local Whittle and wavelet methods and the
sine wave and trend cause problems for the aggregated variance.
For a FARIMA (1, d, 1) model with H = 0.9 and with the AR parameter
φ1 = 0.5 and the MA parameter θ1 = 0.5 (implying, as before, a moderate
degree of short range correlation) all estimators do relatively well initially. The
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Added R/S Plot Aggreg. Period. Wavelet Local
Noise Variance ogram Estimate Whittle
100,000 points FGN — H= 0.7 — run one.
None 0.66 0.668 0.686 0.707 ± 0.013 0.72
AR(1) 0.767 0.657 0.794 0.888 ± 0.034 0.904
Sin 0.667 0.969 0.692 0.707 ± 0.013 0.787
Trend 0.66 0.968 0.777 0.707 ± 0.013 0.766
100,000 points FGN — H= 0.7 — run two.
None 0.641 0.692 0.7 0.694 ± 0.007 0.721
AR(1) 0.775 0.671 0.795 0.882 ± 0.036 0.902
Sin 0.66 0.97 0.705 0.694 ± 0.007 0.788
Trend 0.641 0.968 0.769 0.694 ± 0.007 0.765
100,000 points FGN — H= 0.7 — run three.
None 0.636 0.69 0.704 0.708 ± 0.009 0.723
AR(1) 0.734 0.654 0.79 0.876 ± 0.038 0.905
Sin 0.64 0.969 0.709 0.708 ± 0.009 0.787
Trend 0.636 0.971 0.783 0.708 ± 0.009 0.77
100,000 points FGN — H= 0.9 — run one.
None 0.782 0.864 0.905 0.901 ± 0.009 0.934
AR(1) 0.805 0.784 0.88 0.969 ± 0.042 1.066
Sin 0.772 0.961 0.907 0.901 ± 0.009 0.945
Trend 0.782 0.958 0.928 0.901 ± 0.009 0.939
100,000 points FGN — H= 0.9 — run two.
None 0.862 0.837 0.891 0.902 ± 0.003 0.933
AR(1) 0.856 0.76 0.877 0.969 ± 0.038 1.062
Sin 0.858 0.955 0.894 0.902 ± 0.003 0.943
Trend 0.862 0.954 0.921 0.902 ± 0.003 0.938
100,000 points FGN — H= 0.9 — run two.
None 0.793 0.884 0.907 0.904 ± 0.007 0.93
AR(1) 0.818 0.802 0.871 0.972 ± 0.041 1.066
Sin 0.8 0.967 0.91 0.904 ± 0.007 0.943
Trend 0.794 0.959 0.924 0.904 ± 0.007 0.936
Table 1: Results for Fractional Gaussian Noise models plus various forms of
noise.
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Added R/S Plot Aggreg. Period. Wavelet Local
Noise Variance ogram Estimate Whittle
100,000 points FARIMA (0,d,0) — H = 0.7 — run one.
None 0.663 0.692 0.699 0.696 ± 0.004 0.681
AR(1) 0.823 0.673 0.792 0.896 ± 0.033 0.876
Sin 0.665 0.972 0.704 0.696 ± 0.004 0.765
Trend 0.662 0.973 0.786 0.696 ± 0.004 0.746
100,000 points FARIMA (0,d,0) — H= 0.7 — run two.
None 0.706 0.701 0.71 0.702 ± 0.007 0.679
AR(1) 0.837 0.673 0.791 0.891 ± 0.034 0.873
Sin 0.714 0.972 0.714 0.702 ± 0.007 0.764
Trend 0.706 0.972 0.782 0.702 ± 0.007 0.742
100,000 points FARIMA (0,d,0) — H= 0.7 — run three.
None 0.718 0.684 0.696 0.687 ± 0.005 0.679
AR(1) 0.827 0.667 0.776 0.868 ± 0.044 0.872
Sin 0.723 0.973 0.701 0.687 ± 0.005 0.765
Trend 0.718 0.972 0.778 0.687 ± 0.005 0.743
100,000 points FARIMA (1,d,1) — H= 0.7, φ1 = 0.5, θ1 = 0.5.
None 0.684 0.693 0.706 0.697 ± 0.006 0.68
AR(1) 0.818 0.656 0.774 0.88 ± 0.041 0.878
Sin 0.689 0.973 0.71 0.697 ± 0.006 0.766
Trend 0.684 0.972 0.786 0.697 ± 0.006 0.743
100,000 points FARIMA (0,d,0) — H = 0.9.
None 0.757 0.882 0.91 0.886 ± 0.004 0.861
AR(1) 0.804 0.789 0.873 0.969 ± 0.036 1.011
Sin 0.764 0.967 0.913 0.886 ± 0.004 0.883
Trend 0.757 0.974 0.933 0.886 ± 0.004 0.875
100,000 points FARIMA (1,d,1) — H= 0.9, φ1 = 0.5, θ1 = 0.5.
None 0.856 0.854 0.881 0.887 ± 0.006 0.858
AR(1) 0.888 0.773 0.874 0.959 ± 0.04 1.001
Sin 0.86 0.963 0.885 0.887 ± 0.006 0.879
Trend 0.856 0.968 0.92 0.887 ± 0.006 0.872
100,000 points FARIMA (2,d,1) — H= 0.7, φ1 = 0.5, φ2 = 0.2, θ1 = 0.1.
None 0.807 0.74 0.817 0.966 ± 0.048 1.05
AR(1) 0.814 0.691 0.822 1.007 ± 0.059 1.136
Sin 0.8 0.94 0.821 0.966 ± 0.048 1.052
Trend 0.807 0.939 0.856 0.966 ± 0.048 1.051
Table 2: Results for various FARIMA models corrupted by several forms of
noise.
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Filter R/S Plot Aggreg. Period. Wavelet Local
Type Variance ogram Estimate Whittle
York trace (bytes/second) — 4047 points
None 0.749 0.88 1.186 0.912 ± 0.052 0.981
Log 0.758 0.894 1.105 0.921 ± 0.039 0.932
Trend 0.749 0.873 1.212 0.912 ± 0.052 0.981
Poly 0.756 0.723 0.732 0.895 ± 0.04 0.972
York trace (bytes/tenth) — 40467 points
None 0.826 0.924 0.928 0.909 ± 0.012 0.881
Trend 0.826 0.923 0.932 0.909 ± 0.012 0.881
Poly 0.827 0.892 0.863 0.909 ± 0.012 0.878
Table 3: Analysis of bytes/unit time data collected at the University of York.
corruption produces the same problems with the same estimators — that is to
say, wavelets and local Whittle do not cope with the AR(1) noise and Aggregated
variance reacts badly to the sine wave and local trend.
For a FARIMA (2, d, 1) model with H = 0.9 and with the AR parameters
φ1 = 0.5, φ2 = 0.2 and the MA parameter θ1 = 0.1 indicating quite strong
short-range correlations, none of the estimators perform particularly well. The
aggregated variance estimate is initially close and remains so in the presence
of AR(1) noise but presented with these results, a researcher would certainly
not know the Hurst parameter of the underlying model from looking at the
results given by the estimators. All five are producing different results in most
cases (there is some aggreement between the R/S plot and periodogram but it
would be hard to put this down to anything more than coincidence and, in any
case, they are agreeing on an incorrect value for the Hurst parameter). It is
interesting that, even in this relatively simple case where the theoretical correct
result is known, five well-known estimators of the Hurst parameter all fail to
get the correct answer.
3.2 Results on Real Data
In analysing the real data it is hard to know where to begin. Since the genuine
answer (if, indeed, it can be really said that there is a genuine answer) is not
known it cannot be said that one result is more “right” than another. The
suggested methods for preprocessing data (taking logs, removing a linear trend
and removing a best fit polynomial — in this case of order ten) have all been
found in the literature on measuring the Hurst parameter.
Table 3 shows analysis of data collected at the University of York. The same
data set is analysed firstly as a series of bytes/second and then as bytes/tenth
of a second. While theoretically the results should be the same, in practice this
is not the case. Obviously there are only one tenth as many points in the data
set when seconds are used rather than tenths of seconds. Firstly, looking at the
data aggregated over a time period of one second, there is no good agreement
between estimators. The periodogram estimate is hopelessly out of the correct
range. The other estimators, while in the range (1/2, 1) show no particular
agreement. Of the suggested filtering techniques, little changes between them
52
Filter R/S Plot Aggreg. Period. Wavelet Local
Type Variance ogram Estimate Whittle
Bellcore data BC-Aug89 (interarrival times) — first 360,000 points.
None 0.73 0.742 0.762 0.73 ± 0.018 0.661
Log 0.722 0.806 0.797 0.77 ± 0.02 0.652
Trend 0.73 0.74 0.762 0.73 ± 0.018 0.661
Poly 0.73 0.733 0.751 0.73 ± 0.018 0.66
Bellcore data BC-Aug89 (interarrival times) — second 360,000 points.
None 0.709 0.703 0.742 0.746 ± 0.025 0.655
Log 0.721 0.795 0.779 0.778 ± 0.011 0.673
Trend 0.709 0.703 0.742 0.746 ± 0.025 0.655
Poly 0.709 0.691 0.732 0.746 ± 0.025 0.654
Bellcore data BC-Aug89 (bytes/10ms) — first 1000 secs.
None 0.707 0.8 0.817 0.786 ± 0.017 0.822
Trend 0.707 0.797 0.815 0.786 ± 0.017 0.822
Poly 0.707 0.789 0.787 0.786 ± 0.017 0.822
Bellcore data BC-Aug89 (bytes/10ms) — second 1000 secs.
None 0.62 0.802 0.808 0.762 ± 0.012 0.825
Trend 0.62 0.802 0.808 0.762 ± 0.012 0.825
Poly 0.618 0.786 0.777 0.762 ± 0.012 0.824
Table 4: Analysis of bytes/unit time and interarrival times for the Bellcore data
with various methods to attempt to remove non-stationary components.
except that removal of a polynomial greatly reduces the estimate found by the
periodogram and slightly reduces the estimate found by aggregated variance.
No conclusion can realistically be drawn about the data from these results.
Considering the data aggregated into tenths of a second time units the pic-
ture is somewhat clearer. Taking a log of data was impossible at this time scale
due to presence of zeros. The estimators, with the exception of the R/S plot are
all relatively near H = 0.9. While it seems somewhat arbitrary to ignore the
results of the R/S plot it should be remembered that this technique performed
poorly with high Hurst parameter measurements on theoretical data and un-
derestimated badly in those cases. No great difference is observed from any
of the suggested filtering techniques except, perhaps, a slight reduction in the
aggregated variance and periodogram results from removal of a polynomial. A
tentative conclusion from this data would be that 0.85 < H < 0.95 and that the
R/S plot is inaccurate for this trace.
In the case of the Bellcore measurements, the data has been split into two
sections and analysed seperately for interarrival times and for bytes per unit
time. Considering first the interarrival times, all estimators seem to have a
result which is not too distant from H = 0.7 in both cases. The various filtering
techniques tried do little to change this. It is hard to come to a really robust
conclusion since the estimators are as high as 0.806 (aggregated variance after
taking logs) and as low as 0.652 (local Whittle after taking logs).
When the bytes per unit time are considered, the log technique cannot be
used due to zeros in the data. The most comfortable conclusion abou this data
might be that the Hurst parameter is somewhere around H = 0.8 with the R/S
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plot underestimating again. As before, it is hard to reach a strong conclusion on
the exact Hurst parameter. Certainly it would be foolish to take the confidence
intervals on the wavelet estimator at face value. The various filters tried seem to
make little difference except perhaps a slight reduction in the answer given by
some estimators after the polynomial is removed. A tentative conclusion might
be that 0.75 < H < 0.85 for this data with the R/S plot being in error.
4 Conclusion
This paper has looked at measuring the Hurst parameter, firstly in the case of
artificial data contaminated by various types of noise and secondly in the case of
real data with various filters to try to improve the performance of the estimators
used.
The most striking conclusion of this paper is that measuring the Hurst pa-
rameter, even in artificial data, is very hit and miss. In the artificial data with
no corrupting noise, some estimators performed very poorly indeed. Confidence
intervals given should certainly not be taken at face value (indeed should be
considered as next to worthless).
Corrupting noise can affect the measurements badly and different estimators
are affected in by different types of noise. In particular, frequency domain
estimators (as might be expected) are robust to the addition of sinusoidal noise
or a trend. All estimators had problems in some circumstances with the addition
of a heavy degree of short-range dependence even though this, in theory, does
not change the long-range dependence of the time series.
When considering real data, researchers are advised to use extreme cau-
tion. A researcher relying on the results of any single estimator for the Hurst
parameter is likely to be drawing false conclusions, no matter how sound the
theoretical backing for the estimator in question. While simple filtering tech-
niques are suggested in the literature for improving the performance of Hurst
parameter estimation, they had little or no effect on the data analysed in this
paper.
All the data and tools used in this paper are available for download from
the web and can be found at:
http://www.richardclegg.org/lrdsources/software/
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An Alternative Algorithm to Multiply a Vector
by a Kronecker Represented Descriptor
Paulo Fernandes∗ Ricardo Presotto† Afonso Sales‡
Thais Webber§
Abstract
The key operation to obtain stationary and transient solutions of models de-
scribed by Kronecker structured formalisms using iterative methods is the Vector-
Descriptor product. This operation is usually performed with the Shuffle algo-
rithm, which was proposed to Stochastic Automata Networks, but it is also cur-
rently used by Stochastic Petri Nets and Performance Evaluation Process Alge-
bra solvers. This paper presents an alternative algorithm to perform the Vector-
Descriptor product, called Slice algorithm. The numerical advantages of this new
algorithm over the previous one is shown to SAN models, in which the compu-
tational costs are compared. Finally, we discuss some possible optimizations of
the Slice algorithm and implementation issues regarding parallel versions of both
algorithms.
1 Introduction
All formalisms used to model complex systems are based on a structured descrip-
tion. This is particularly the case of Markovian performance and reliability evaluation
models. A myriad of formalisms is available in the research community, e.g., Stochas-
tic Activity Networks [13], Queueing Networks [9], Stochastic Petri Nets (SPN) [1],
Performance Evaluation Process Algebra (PEPA) [11], and Stochastic Automata Net-
works (SAN) [12]. Among such formalisms we are specially interested in those which
use Tensor (or Kronecker) Algebra to represent the infinitesimal generator of the un-
derlying Markov chain [7, 8]. Such tensor formula representation is referred in the
literature as descriptor.
The key operation to perform iterative solutions, both stationary and transient, of
models described as a descriptor is the multiplication by a probability vector [14]. Such
operation is performed using the Shuffle algorithm [8] which has a quite efficient way to
handle tensor structures and takes advantage of several techniques developed to SAN
[4], to PEPA [10], and to SPN [6].
The main purpose of this paper is to propose an alternative algorithm to perform
the vector-descriptor product, which we call Slice. The main advantage of the Slice
algorithm is the possible reduction of computational cost (number of multiplications)
∗PUCRS, paulof@inf.pucrs.br (corresponding author). P. Fernandes is partially funded by CNPq/Brazil.
†PUCRS, rpresotto@inf.pucrs.br
‡PUCRS, asales@inf.pucrs.br
§PUCRS, twebber@inf.pucrs.br, T. Webber is funded by CAPES/Brazil.
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for very sparse tensor components. Such reduction is achieved keeping the compact
tensor format of the descriptor. In some way, the Slice algorithm can be considered
as a trade-off between the sparse matrix approach used for straightforward Markov
chains, and the fully tensor approach used by the Shuffle algorithm.
Nevertheless, this paper does not exploit the Slice algorithm possibilities to its lim-
its, since very few considerations are made concerning possible optimizations. In par-
ticular, we do not analyse the possible benefits of automata reordering according to
functional dependencies, which was deeply studied for the Shuffle algorithm. Also a
possible hybrid approach using Shuffle and Slice algorithms are not discussed in de-
tail. Actually, we focus our contribution in the presentation of an original way to handle
the vector-descriptor product and we present encouraging measures to develop further
studies based on this new approach.
This paper is organized with a brief introduction to the descriptor structure (Section
2). Section 3 presents the basic operation of the vector-descriptor product followed
by sections describing the Shuffle algorithm principle (Section 3.1) and the proposed
Slice algorithm (Section 3.2). In Section 4, we show some comparative measures of
both Shuffle and Slice algorithms applied to two distinct structured models. Finally the
conclusion points out some future works necessary to raise the Slice algorithm to a
similar level of optimization as the level already obtained by the Shuffle algorithm.
2 Tensor Represented Descriptor
Regardless of the structured formalism adopted, e.g., SAN, SPN, PEPA, the basic
principle consists in the representation of a whole system by a collection of subsystems
with an independent behavior (local behavior) and occasional interdependencies (syn-
chronized behavior). According to the formalism, the primitives to describe local and
synchronized behaviors may change their denomination, the reader interested in the
formalisms definitions can found information in [12, 4] for SAN, in [1, 6] for SPN,
and [11, 10] for PEPA.
For the purpose of this paper it is only important to consider that, unlike the non-
structured approaches, e.g., straightforward Markov chains, a structured model is not
described by a single sparse matrix, but instead, by a descriptor. For a structured model
with N subsystems and E synchronizing primitives, the descriptor (Q) is an algebraic
formula containing N + 2NE matrices:
Q =
N⊕
g
i=1
Q
(i)
l +
E∑
j=1

 N⊗
g
i=1
Q
(i)
e
+
j
+
N⊗
g
i=1
Q
(i)
e
−
j

 (1)
where:
• Q(i)l represents N matrices describing each local behaviors of the ith subsystem;
• Q(i)
e
+
j
represents NE matrices describing the occurrence of synchronizing primi-
tive e in the ith subsystem;
• and Q(i)
e
−
j
represents NE analogous matrices describing the diagonal adjustment
of synchronizing primitive e in the ith subsystem.
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Table 1 details descriptor Q, which is composed of two separated parts: a tensor
sum corresponding to the local events; a sum of tensor products corresponding to the
synchronizing events [8]. The tensor sum operation of the local part can be decomposed
into the ordinary sum of N normal factors, i.e., a sum of tensor products where all
matrices but one are identity matrices1. Therefore, in this first part, only the non-
identity matrices (Q(i)l ) need to be stored.
∑
Q
(1)
l ⊗
g
In2 ⊗
g
· · · ⊗
g
InN−1 ⊗
g
InN
In1 ⊗
g
Q
(2)
l ⊗
g
· · · ⊗
g
InN−1 ⊗
g
InN
N
.
.
.
In1 ⊗
g
In2 ⊗
g
· · · ⊗
g
Q
(N−1)
l ⊗
g
InN
In1 ⊗
g
In2 ⊗
g
· · · ⊗
g
InN−1 ⊗
g
Q
(N)
l
2E
Q
(1)
e
+
1
⊗
g
Q
(2)
e
+
1
⊗
g
· · · ⊗
g
Q
(N−1)
e
+
1
⊗
g
Q
(N)
e
+
1
e
+ .
.
.
Q
(1)
e+
E
⊗
g
Q
(2)
e+
E
⊗
g
· · · ⊗
g
Q
(N−1)
e+
E
⊗
g
Q
(N)
e+
E
Q
(1)
e
−
1
⊗
g
Q
(2)
e
−
1
⊗
g
· · · ⊗
g
Q
(N−1)
e
−
1
⊗
g
Q
(N)
e
−
1
e
− .
.
.
Q
(1)
e
−
E
⊗
g
Q
(2)
e
−
E
⊗
g
· · · ⊗
g
Q
(N−1)
e
−
E
⊗
g
Q
(N)
e
−
E
Table 1: SAN descriptor
3 Vector-Descriptor Product
The vector-descriptor product operation corresponds to the product of a vector v,
as big as the product state space (∏Ni=1 ni), by descriptor Q. Since the descriptor is the
ordinary sum of N + 2E tensor products, the basic operation of the vector-descriptor
product is the multiplication of vector v by a tensor product of N matrices:
N+2E∑
j=1

v ×

 N⊗
g
i=1
Q
(i)
j



 (2)
where Q(i)j corresponds to Ini , Q
(i)
l , Q
(i)
e+
, or Q
(i)
e−
according to the tensor product term
where it appears.
For simplicity in this section, we describe the Shuffle and Slice algorithms for the
basic operation vector × tensor product term omitting index j from equation 2, i.e.:
v ×

 N⊗
g
i=1
Q(i)

 (3)
1Ini is an identity matrix of order ni.
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3.1 Shuffle Algorithm
The Shuffle algorithm is described in this section without any considerations about
optimizations for the evaluation of functional elements. A thorough study about ma-
trices reordering and generalized tensor algebra properties with this objective can be
found in [8]. All those optimizations aim to reduce the overhead of evaluate func-
tional elements, but they do not change the number of multiplications needed by the
Shuffle algorithm. Therefore, we ignore the functional elements in the context of this
paper, and the basic operation (equation 3) is simplified to consider classical (⊗) and
not generalized (⊗
g
) tensor products.
The basic principle of the Shuffle algorithm concerns the application of the decom-
position of a tensor product in the ordinary product of normal factors property:
Q(1) ⊗ . . .⊗Q(N) = (Q(1) ⊗ In2 ⊗ . . .⊗ InN−1 ⊗ InN ) ×
(In1 ⊗Q(2) ⊗ . . .⊗ InN−1 ⊗ InN ) ×
.
.
.
(In1 ⊗ In2 ⊗ . . .⊗Q(N−1) ⊗ InN ) ×
(In1 ⊗ In2 ⊗ . . .⊗ InN−1 ⊗Q(N))
(4)
Rewritten the basic operation (equation 3) according to this property:
v ×
[
N∏
i=1
Inlefti ⊗Q(i) ⊗ Inrighti
]
(5)
where nlefti corresponds to the product of the order of all matrices before the ith
matrix of the tensor product term, i.e.,
∏i−1
k=1 nk (particular case: nleft1 = 1) and
nrighti corresponds to the product of the order of all matrices after the ith matrix of
the tensor product term, i.e.,
∏N
k=i+1 nk (particular case: nrightN = 1).
Hence, the Shuffle algorithm consists in multiplying successively a vector by each
normal factor. More precisely, vector v is multiplied by the first normal factor, then the
resulting vector is multiplied by the next normal factor and so on until the last factor.
In fact, the multiplication of a vector v by the ith normal factor corresponds to shuffle
the elements of v in order to assemble nlefti×nrighti vectors of size ni and multiply
them by matrix Q(i). Therefore, assuming that matrix Q(i) is stored as a sparse matrix,
the number of multiplications needed to multiply a vector by the ith normal factor is:
nlefti × nrighti × nzi (6)
where nzi corresponds to the number of nonzero elements of the ith matrix of the
tensor product term (Q(i)). Considering the number of multiplications to all normal
factors of a tensor product term, we obtain [8]:
N∏
i=1
ni ×
N∑
i=1
nzi
ni
(7)
3.2 Slice Algorithm
Slice is an alternative algorithm to perform the vector-descriptor product not based
only on the decomposition of a tensor product in the ordinary product of normal factors
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property (equation 4), but also applies a very basic property, the Additive Decomposi-
tion [8]. This property simply states that a tensor product term can be described by a
sum of unitary matrices2:
Q(1) ⊗ . . .⊗Q(N) =
n1∑
i1=1
. . .
nN∑
iN=1
n1∑
j1=1
. . .
nN∑
jN=1
(
qˆ
(1)
(i1,j1)
⊗ . . .⊗ qˆ(N)(iN ,jN )
)
(8)
where qˆ(k)(i,j) is an unitary matrix of order nk in which the element in row i and column
j is equal to element (i, j) of the matrix Q(k).
Obviously, the application of such property over a tensor product with fully dense
matrices results in a catastrophic number of
∏N
i=1(ni)
2 unitary matrix terms, but the
number of terms is considerably reduced for sparse matrices. In fact, there is one uni-
tary matrix to each possible combination of one nonzero element from each matrix.
We may define θ(1 . . .N) as the set of all possible combinations of nonzero elements
of the matrices from Q(1) to Q(N). Therefore, the cardinality of θ(1 . . . N), and con-
sequently the number of unitary matrices to decompose a tensor product term, is given
by
∏N
i=1 nzi.
Generically evaluating the unitary matrices from equation 8, the sole nonzero el-
ement appears in the tensor coordinates (i1, j1) for the outermost block, coordinates
(i2, j2) for the next inner block, and so on until the coordinates (iN , jN ) for the in-
nermost block. By the own definition of the tensor product, the value of an element is∏N
k=1 q
(k)
(ik ,jk)
, where q(k)(ik,jk) is the element in row i and column j of matrix Q
(k)
. For
such unitary matrices, we use the following notation:
Qˆ
(1...N)
i1,...,iN ,j1,...,jN
= qˆ
(1)
(i1,j1)
⊗ . . .⊗ qˆ(N)(iN ,jN ) (9)
The pure application of the Additive Decomposition property corresponds to gen-
erate a single equivalent sparse matrix to the tensor product term. For many cases, it
may result in a too large number of elements. It is precisely to cope with this problem
that the Shuffle algorithm was proposed. However, the manipulation of considerably
sparse tensor product terms like this is somewhat awkward, since a decomposition in
N normal factors may be a too large effort to multiply very few resulting elements.
The basic principle of the Slice algorithm is to handle the tensor product term in
two distinct parts. The Additive Decomposition property is applied to all first N − 1
matrices, generating
∏N−1
i=1 nzi very sparse terms which are multiplied (tensor product)
by the last matrix, i.e.:
Q(1) ⊗ . . .⊗Q(N) =
∑
∀i1,...,iN−1,j1,...,jN−1
∈θ(1...N−1)
Qˆ
(1...N−1)
i1,...,iN−1,j1,...,jN−1
⊗Q(N) (10)
Therefore, the Slice algorithm consists in dealing with N − 1 matrices as a very
sparse structure, and dealing with the last matrix as the Shuffle approach did. The
multiplication of a vector v by the tensor product term (equation 3) using the Slice
algorithm can be rewritten as:
v ×


∑
∀i1,...,iN−1,j1,...,jN−1
∈θ(1...N−1)
Qˆ
(1...N−1)
i1,...,iN−1,j1,...,jN−1
⊗Q(N)

 (11)
2A unitary matrix is a matrix in which there is only one nonzero element.
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Applying the distributive property, equation 11 can be rewritten as:
∑
∀i1,...,iN−1,j1,...,jN−1
∈θ(1...N−1)
v ×
(
Qˆ
(1...N−1)
i1,...,iN−1,j1,...,jN−1
⊗Q(N)
)
(12)
We call each term of the previous equation as Additive Unitary Normal Factor,
since it is composed of an unitary matrix times a standard normal factor. The decom-
position in normal factors applied to each additive unitary normal factor of equation 12
results in:
v ×
[(
Qˆ
(1...N−1)
i1,...,iN−1,j1,...,jN−1
⊗ InN
)
×
(
InleftN ⊗Q(N)
)]
(13)
It is important to notice that the first multiplication takes only nN elements of vector
v and it corresponds to the product of this sliced vector (called vs) by the single scalar
which is the nonzero element of matrix Qˆ(1...N−1)i1,...,iN−1,j1,...,jN−1 . The resulting vector,
called v′s, must then be multiplied only once by matrix Q(N), since all other positions
of the intermediate vector (except those in v′s) are zero.
The application of the Slice algorithm must generate the nonzero element (c) of
matrix Qˆ(1...N−1)i1,...,iN−1,j1,...,jN−1 . Hence, it must pick a slice of vector v (called vs) accord-
ing to the row position of element c, and multiply all elements of vs by c. In fact, this
multiplication by a scalar corresponds to the first multiplication by a normal factor of
equation 13. The resulting vector, called v′s, must be multiplied by the matrix Q(N)
(second multiplication in equation 13), accumulating the result (rs) in the positions of
the resulting vector r corresponding to the column position of element c.
The Slice algorithm (Algorithm 1) can be summarize for all Additive Unitary Nor-
mal Factors in the operation:
r = v ×
[(
Qˆ
(1...N−1)
i1,...,iN−1,j1,...,jN−1
⊗ InN
)
×
(
InleftN ⊗Q(N)
)]
Algorithm 1 Slice Algorithm
1: for all i1, . . . , iN−1, j1, . . . , jN−1 ∈ θ(1 . . .N − 1) do
2: c←∏N−1k=1 q(k)(ik ,jk)
3: slice vs from v according to i1, . . . , iN−1
4: v′s ← c× vs
5: rs ← v′s ×Q(N)
6: add rs to r according to j1, . . . , jN−1
7: end for
The computational cost (number of needed multiplications) of the slice algorithm
considers: the number of unitary matrices (∏N−1i=1 nzi); the cost to generate the nonzero
element of each unitary matrix (N−2); the cost to multiply it by each element of sliced
vector vs (nN ); and the cost to multiply vs by the last matrix Q(N) (nzN ), i.e.:
N−1∏
i=1
nzi ×
[
(N − 2) + nN + nzN
]
(14)
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4 Numerical Analysis
In order to analyze the performance of both Shuffle and Slice algorithms, two dif-
ferent sets of models were considered. The first set of models describes a two-classes
mixed finite capacity queueing network model (Figure 1).
1
2
4 5
3
class 1 class 2
Figure 1: Mixed Queueing Network model
For this model, customers of the first class will act as an open system visiting
all queues, and the customers of the second class will act as a closed system visiting
only the first three queues. In this model, all queues have only one server available
and the customers of class 1 have priority over the customers of class 2. Such model
was modeled using the SPN formalism and it was split in 8 subnets (N = 8) with 9
synchronized transitions (E = 9).
The second set of models describes a parallel implementation of a master/slave
algorithm developed by SAN formalism. This model was introduced in [2] and, con-
sidering an implementation with S slave nodes, it has S + 2 automata (N = S + 2)
and 3 + 2× S synchronizing events (E = 3 + 2× S).
The numerical results for this section were obtained on a 2.8 GHz Pentium IV
Xeon under Linux operating system with 2 GBytes of memory. The actual PEPS 2003
implementation [4] was used to obtain the Shuffle algorithm results and a prototype
implementation was used to obtain the Slice algorithm results.
4.1 Shuffle and Slice Comparison
The first set of experiments is conducted for the two examples using both algo-
rithms (columns Shuffle and Slice). For each option we compute the number of mul-
tiplications performed (computational cost - c.c.), and the time to execute a complete
multiplication in seconds (time). For the Mixed Queue Network model (Mixed QN),
we consider all queues with the same capacity (K) assuming the values K = 3..7. For
the Parallel Implementation model (Parallel) described in [2], we assign the number
of slaves (S) with the values S = 3..7. For all models, we also measured the mem-
ory needs to store the descriptor in KBytes, which is indicated in column mem3 (see
Table 2).
The number of multiplications needed for the Slice algorithm (equation 14) is less
significant than the number needed in the Shuffle algorithm (equation 7). Even though
the time spent in the Slice algorithm is still better than Shuffle one, the gains are slightly
less significant than the computational cost gain. This happens probably due to a more
optimized treatment of the function evaluations in the Shuffle algorithm.
3Obviously, the memory needs for the Shuffle and Slice approach are equal, since the choice of algorithm
does not interfere with the descriptor structure.
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Mixed QN
Shuffle Slice
c.c. time mem. c.c. time mem.
K = 3 9.14× 106 0.16 4 2.59× 106 0.05 4
K = 4 5.53× 107 0.87 5 1.58× 107 0.28 5
K = 5 2.40× 108 3.77 6 6.86× 107 1.19 6
K = 6 8.30× 108 12.86 6 2.36× 108 4.06 6
K = 7 2.43× 109 47.31 7 6.85× 108 14.82 7
Parallel
Shuffle Slice
c.c. time mem. c.c. time mem.
S = 3 2.43× 105 < 0.01 9 6.59× 104 < 0.01 9
S = 4 1.10× 106 0.02 12 2.61× 105 < 0.01 12
S = 5 4.67× 106 0.09 15 9.97× 105 0.02 15
S = 6 1.88× 107 0.33 18 3.71× 106 0.07 18
S = 7 7.31× 107 1.14 21 1.35× 107 0.23 21
Table 2: Shuffle and Slice algorithms comparison
4.2 Slice Algorithm Optimizations
The second set of experiments is conducted over the Mixed Queue Network ex-
ample assuming all queues, but the last one, with the same capacity (K = 4). The
capacity of the last queue (K5) is tested with values 3, 4, 5, 6, and 7. Figure 2 shows
a table with the numeric results obtained for these experiments and a plot of the time
spent in both approaches.
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Shuffle Slice
K5 c.c. time c.c. time
3 4.42× 107 0.69 1.38× 107 0.24
4 5.53× 107 0.91 1.58× 107 0.29
5 6.65× 107 1.06 1.79× 107 0.32
6 7.76× 107 1.19 1.99× 107 0.34
7 8.88× 107 1.36 2.20× 107 0.38
Figure 2: Experiments on Slice Optimization for Mixed Queue Network model
64
Observing equations 7 and 14, it is possible to notice that, unlike the cost of the
Shuffle algorithm, the cost of the Slice algorithm is less dependent on the order of the
last matrix. This can be verified by the results in Figure 2, since both Slice and Shuffle
curves have clearly different behaviors.
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S c.c. time c.c. time
3 6.59× 104 < 0.01 3.67× 104 < 0.01
4 2.61× 105 < 0.01 1.37× 105 < 0.01
5 9.97× 105 0.02 4.92× 105 0.01
6 3.71× 106 0.07 1.73× 106 0.03
7 1.35× 107 0.23 5.95× 106 0.09
Figure 3: Experiments on Slice Optimization for Parallel Implementation model
The last set of experiments (Figure 3) shows the effect of automata reordering for
the Parallel Implementation model. This model has one very large automaton (40
states) and all other automata with only 3 states. For these experiments, only the results
of the Slice algorithm are indicated. The left hand side columns (Non Ordered) indicate
the results obtained for the example with the larger automaton appearing at the begin-
ning. The right hand side columns (Reordered) indicate the results obtained putting
the largest automaton as the last one. The results show clearly the improvements in
the number of multiplications as well as in the time spent. Such encouraging result
suggests that many other optimizations could still be found to the Slice algorithm.
It is important to notice that an analysis of the functional evaluations for the Slice
algorithm may reveal further optimizations, but as said in the introduction such analysis
is out of the scope of this paper.
5 Conclusion
This paper proposes a different way to perform vector-descriptor product. The new
Slice algorithm has shown a better overall performance than the traditional Shuffle
algorithm for all examples tested. In fact, the Shuffle algorithm would only be more
efficient for quite particular cases in which the descriptor matrices would be nearly full.
Even though we could imagine such tensor products (with only nearly full matrices),
we were not able to generate a real model with such characteristics. It seems that real
case models have naturally sparse matrices. The local part of a descriptor is naturally
very sparse due to the tensor sum structure. The synchronizing primitives are mostly
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used to describe exceptional behaviors, therefore it lets the synchronizing part of the
descriptor also quite sparse.
As a matter of fact, the Slice algorithm seems to offer a good trade-off between the
unique sparse matrix approach used for straightforward Markov chains and the pure
tensor approach of the Shuffle algorithm. It is much more memory efficient than the
unique sparse matrix approach, and it would only be slower than the Shuffle algorithm
in hypothetical models with nearly full matrices. However, even for those hypothetical
models, the Slice approach may be used for some terms of the descriptor. Such hy-
brid approach could analyze which algorithm should be used to each one of the tensor
product terms of the descriptor.
Besides the immediate future works to develop further experiments with the Slice
algorithm already mentioned in the previous section, we may also foresee studies con-
cerning parallel implementations. The prototyped parallel implementation of the Shuf-
fle algorithm [3] has already shown consistent gains to solve particularly slow SAN
models. Nevertheless, the Shuffle algorithm parallelization suffers an important limi-
tation that consists in the passing of a whole tensor product term to each parallel node.
This is a problem since all nodes must compute multiplications of the whole vector v
by a tensor product term that usually has nonzero elements in many positions.
The Slice algorithm can offer a more effective parallelization since its Additive
Unitary Normal Factors only affect few positions of vector v. A parallel node could
receive only similar terms and, therefore, not handle the whole vector v. This can be
specially interesting for parallel machines with nodes with few memory resources.
Concentrating back in the sequential implementation, our first results with the Slice
algorithm prototype were very encouraging, but we expect to have many improvements
to do before integrate this new algorithm in a new version of the PEPS software tool
[4]. As we said before, this paper is just a first step for this new approach and much
numerical studies have to be done. However, the current version of the Slice algorithm
already shows better results than Shuffle.
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A moment-based estimation method for
extreme probabilities
A´rpa´d Tari∗, Miklo´s Telek† and Peter Buchholz‡
Abstract
The performance analysis of highly reliable and fault tolerant systems
requires the investigation of events with extremely low or high proba-
bilities. This paper presents a simplified numerical method to bound the
extreme probabilities based on the moments of the distribution. This sim-
plified method eliminates some numerically sensitive steps of the general
moments based bounding procedure.
Numerical examples indicate the applicability of the proposed ap-
proach.
Keywords: reduced moment problem, moments based distribution
bounding, tail distribution
1 Introduction
Performance analysis of real-life systems usually requires the evaluation of the
distribution of some random variables. The direct analysis of these distributions
is often infeasible due to the high computational complexity. A possible way to
overcome this difficulty is to simplify the model or to calculate only an estimate
of the measure of interest. Both types of simplification result in inaccuracies in
calculation, but this is the price of the solvability.
In this paper we investigate the second option, the estimation of the measure
of interest based on a set of its moments. There are several classes of perfor-
mance analysis problems for which the analysis of the moments of a random
variable is far less complex than the analysis of the distribution. For example,
for the class of Markov reward models the moments of the reward measures
can be computed by the effective methods presented in [12, 15], while the di-
rect analysis of the distribution of these measures based on [8, 3, 4] is far more
complex and practically infeasible for models with more than 104 states [7]. In
these cases moments based estimation of the distribution is the only feasible
solution method for large models. There are two ways of moments based esti-
mation: to fit a certain class of distribution functions to the set of moments (e.g.
[16] presents a method for fitting with matrix exponential distribution); and to
calculate maximal and minimal values for the distribution among all possible
distributions having the prescribed set of moments. The first approach results
∗Universita¨t Dortmund, Germany, email: arpad@sch.bme.hu
†Budapest University of Technology and Economics, Hungary, email: telek@hit.bme.hu
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in an unknown error if the performance measure does not belong to the consid-
ered class of distributions. To bound the error of moments based distribution
approximation we apply the second approach.
Determining a distribution function based on its moments is called the re-
duced moment problem (where reduced refers to the finite number of moments).
This is a well-known problem for more than 100 years and has an extensive
literature. A good overview is given in [13].
We denote the ith moment of a distribution function σ(x) supported on the
interval [a, b] by
µi =
∫ b
a
xi dσ(x), i = 0, 1, 2, . . . ,m . (1)
The problem of determining a distribution whose support interval is the real
axis (hence a = −∞, b = ∞) based on its moments is called the Hamburger
moment problem after the German mathematician who first solved this problem
in 1920 [6]. We also refer to this as the infinite case and we discuss this problem
in this paper. Other moment problems are the Stieltjes (when a = 0 and b =∞)
and Hausdorff (if a = 0, b = 1) moment problems.
The performance analysis of highly reliable or safety critical fault-tolerant
systems requires the analysis very unlikely events, i.e., the distribution of a
random variable at very low (close to 0) or very high (near to 1) probabilities.
In the paper we focus on the analysis of these kinds of extreme values and
provide a simplified moments based estimation analysis algorithm with respect
to the one that calculates lower and upper bounds for the distribution function
based on a set of moments in the general case [11]. The modified algorithm is
numerically stable, simple and fast.
The paper is organized as follows: Section 2 introduces the moments based
estimation method. The numerical procedures involved in the solution are sum-
marized in Section 3 and some useful expressions are deduced in Section 4. An
example is analyzed in Section 5. Section 6 concludes the paper.
2 Discrete reference distribution
The method discussed here is based on the idea introduced in [10, 11]. We
briefly present it here as it is the basis of our investigation.
The considered task can be formalized as follows. Find the smallest and
largest values, that any distribution function σ(x) with µ0, µ1, . . . , µm moments
may have at a given point C, i.e:
L = min
{
σ(C) : µi =
∫
∞
−∞
xidσ(x), i = 0, . . . ,m
}
, (2)
U = max
{
σ(C) : µi =
∫
∞
−∞
xidσ(x), i = 0, . . . ,m
}
. (3)
This means that we estimate the distribution in a single point. Estimation in
an interval is only possible with a series of applications in points of the interval,
but this can be done effectively repeating only parts of the algorithm.
The L and U values result from a discrete distribution that have the maximal
probability mass at point C and is characterized by the µ0, µ1, . . . , µm moments.
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Before calculating L and U , we need to check whether the series of moments
µ0, µ1, . . . , µm can belong to a valid distribution function. This can be verified
through the following inequalities:
|Mk| ≥ 0, k = 0, 1, . . . ,
⌊m
2
⌋
, (4)
where
Mk =


µ0 µ1 . . . µk
µ1 µ2 . . . µk+1
...
...
. . .
...
µk µk+1 . . . µ2k

 . (5)
The maximum number of moments that satisfy (4) is denoted by 2n + 1,
i.e. the considered moments are µ0, µ1, . . . , µ2n, and the matrix of largest order
satisfying (4) is denoted byM :=Mn.
Let the roots of
P (x) =
∣∣∣∣∣∣∣∣∣
µ0 µ1 . . . µn
...
...
. . .
...
µn−1 µn . . . µ2n−1
1 x . . . xn
∣∣∣∣∣∣∣∣∣
(6)
be denoted by u1 < u2 < . . . < un in increasing order. These roots are also real
and simple [14].
If C = ui for some i then the discrete distribution consists only of n points
(including C) and we have to take M := Mn−1 [13, p. 42], so this must be
checked before the calculations.
Odd number of input is needed to form the matricesMk. As a consequence
if even number of moments is given, the last one (µ2n+1) does not carry further
information about the distribution, so this can be ignored.
The maximal probability mass that can be concentrated at C is denoted by
p and calculated by [1]:
p =
1
cT M
−1
c
, (7)
where
c
T =
(
1, C, C2, . . . , Cn
)T
. (8)
Furthermore, the difference between any two distribution functions with mo-
ments µ0, µ1, . . . , µ2n is not larger than p [1]. Note that the formula for p
contains the inverse of M , a symmetric and positive definite (due to (4)) ma-
trix. The computation of the inverse of symmetric positive definite matrices is
numerically more stable than the inversion of general matrices.
The other points of the discrete distribution are the roots of the following
polynomial:
χ(x) = cT M−1 x, (9)
where x =
(
1, x, x2, . . . , xn
)T
.
This is an order n polynomial and based on the theory of orthogonal poly-
nomials [14] its roots are all real and distinct. We denote them by x1 < x2 <
. . . < xn in increasing order. The corresponding probability masses are
pi =
1
xi
T M
−1
xi
, i = 1, 2, . . . , n, (10)
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where xi =
(
1, xi, x
2
i , . . . , x
n
i
)T
.
The lower limit of the distribution is obtained as the sum of the weights of
the points smaller than C. The upper limit is the sum of the lower limit and
the maximum mass at C:
L =
∑
i: xi<C
pi, U = L+ p . (11)
This discrete distribution is extreme in that sense, that no other distribution
function with moments µi has either a lower or higher value at C than L and
U , respectively.
The algorithm can be simplified using the following interesting property of
the points xi. These points depend on C, but their locations can be character-
ized by a series independent of C. The x1, x2, . . . , xn, C and the u1, u2, . . . , un
roots (see (6)) are mutually separated as
x1 < u1 < x2 < u2 < . . . < uj−1 < C < uj < xj < uj+1 < . . . < un < xn .
(12)
The number of points xi which are smaller (greater) than C equals the
number of points ui that are smaller (greater) than C. As a consequence the
roots u1, u2, . . . , un define the number of terms considered in (11). Therefore it
is sufficient to calculate only the roots xi smaller than C (or alternatively the
roots xi greater than C). If C < u1 or C > un we do not need to calculate the
points of the discrete distribution, because in these cases the lower and upper
limits are determined by p as follows:
L = 0, U = p, if C < u1, (13)
L = 1− p, U = 1, if C > un . (14)
We use these simple relations to bound the probability of extreme events and
this type of estimation is called the simplified case. The numerical procedure is
summarized in Figure 1.
3 Computational complexity
Some tasks in the proposed algorithm may involve numerical difficulties in the
general case (e.g. evaluating determinants, inverting matrices, finding roots of
polynomials), however the matrices and the polynomial considered here have
special properties that make it possible to use numerically more stable methods
to calculate them.
To calculate the determinants of symmetric matrices we use the LU decompo-
sition [9, p. 43 – 50]. Testing with known distributions the maximum dimension
of the matrix whose determinant could be computed correctly is 15× 15, bigger
matrices resulted negative determinants showing numerical instabilities in the
method. Therefore the limit of the applicability is 29 moments using standard
floating point arithmetic, but the maximum number of moments that satisfy
(4) largely depends on the original distribution: our experiences show that in
general the number of usable moments is around 20, but in some cases it is
below 15.
We use Cholesky decomposition with backsubstitution to invert the positive
definite matrix M [9, p. 96–98]. This method is known to be extremely stable
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Input: µ0, µ1, . . . , µm; a set of C values where we need to bound the distribution.
1. Test if the moments satisfy the
|M k| ≥ 0 k = 0, 1, . . . , bm/2c (15)
inequalities, where
M k =
 




µ0 µ1 . . . µk
µ1 µ2 . . . µk+1
...
...
. . .
...
µk µk+1 . . . µ2k





. (16)
We denote the number of applicable moments (for which the (15) inequalities hold)
by 2n+ 1 (µ0, . . . , µ2n).
2. Find the roots of the polynomial P (x):
P (x) =









µ0 µ1 . . . µn
...
...
. . .
...
µk−1 µk . . . µ2n−1
1 x . . . xk









. (17)
The roots are called u1 < u2 < . . . < un .
3. Do for each C < u1 or C > un point of interest
(a) Calculate the largest possible p:
p =
1
cT M
−1
c
, (18)
where
c
T = 1, C, C2, . . . , Cn
T
. (19)
(b) If C < u1, then L = 0, U = p .
If C > un, then L = 1− p, U = 1 .
Figure 1: Steps of the algorithm
numerically and approximately two times faster than the alternative methods
for solving linear equations. It fails only if the matrix is not positive definite.
It is hard to find the roots of a polynomial if we do not know anything about
the location of the roots. But all the roots of P (x) are real, and in this case
Laguerre’s method [9, p. 371 – 374] works well as it is theoretically guaranteed
that this algorithm converges to a root from any starting point.
Figure 1 shows that at different values of C only p has to be recalculated,
hence the overall algorithm is neither CPU, nor memory intensive. Table 1
shows the required operations in order to estimate a distribution in N points
usingmmoments (µ0, µ1, . . . , µm−1) out of whom 2n+1 (µ0, µ1, . . . , µ2n) defines
a valid moment sequence.
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Task Nr. of executions
calculation of determinants bm/2c+ 1
finding n roots of P (x) 1
inversion of an (n+1)× (n+1) matrix 1
vector-matrix multiplications of size (n+1)× (n+1) 2N
scalar product of vectors of size (n+1) 2N
reciprocal 2N
Table 1: Computational cost of the simplified estimation
4 Closed-form expressions
The applicability of the simplified estimation depends on the smallest and the
largest root of P (x) . If the degree of the polynomial P (x) is less than 5, then
closed form expressions can be deduced for ui, though for degrees 3 and 4 these
expressions are much too complicated and would fill several pages.
However if the degree of P (x) is equal to 2 (hence we have 5 moments as
input: µ0, µ1, µ2, µ3 and µ4) the formulas for u1, u2 and even for p are quite
simple. Discrete construction is needed only in the interval [u1, u2].
u1,2 =
µ1µ2 − µ0µ3 ±
√
−3µ21µ
2
2 + 4µ0µ
3
2 + 4µ
3
1µ3 − 6µ0µ1µ2µ3 + µ
2
0µ
2
3
2µ21 − 2µ0µ2
, (20)
1
p
=
C4(µ21 − µ0µ2) + C
3(−2µ1µ2 + 2µ0µ3) + C
2(3µ22 − 2µ1µ3 − µ0µ4)+
µ32 + µ0µ
2
3 + µ
2
1µ4 − µ2(2µ1µ3 + µ0µ4)
+C(−2µ2µ3 + 2µ1µ4) + (µ
2
3 − µ2µ4)
µ32 + µ0µ
2
3 + µ
2
1µ4 − µ2(2µ1µ3 + µ0µ4)
.
(21)
Having 3 input moments (µ0 = 1, µ1 and µ2) the discrete reference distri-
bution contains only 1 point: C . The only root of P (x) and the maximal
concentrated mass at C are the following:
u1 = µ1, p =
µ2 − µ
2
1
C2 − 2Cµ1 + µ2
. (22)
The lower and upper bounding functions can be expressed by simple formulas
along the whole real axis.
L =


0 if C < µ1 ,
(C − µ1)
2
C2 − 2Cµ1 + µ2
if C ≥ µ1 ,
(23)
U =


µ2 − µ
2
1
C2 − 2Cµ1 + µ2
if C < µ1 ,
1 if C ≥ µ1 .
(24)
It is easy to see that L and U are continuous functions of C .
These formulas are simple but they make only rough estimations possible.
The next section shows how the increasing number of moments affects accuracy.
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Figure 2: State space of the sample model
5 Example of application
This section demonstrates the properties of the proposed approach through an
example, pointing out its strengths and weaknesses.
[5] introduced a strategy to share a telecommunication link between different
traffic classes to satisfy certain pre-defined Quality of Service (QoS) constraints.
Three traffic classes are defined:
• rigid: require constant bandwidth (br) allocation;
• adaptive: characterized by peak (ba) and minimum bandwidth (b
min
a )
requirements, the actual bandwidth usage depends on the link utilization
(for example a video stream with adaptive compression level, where quality
degradation is allowed to a certain degree, but high delay variance in not);
• elastic: similar to the adaptive class regarding their bandwidth require-
ments (be and b
min
e ), but they stay in the system until a given amount
of data has been transmitted (for example an ftp-session, where transfer
rate changes are allowed, but data loss is not).
A Markov reward model (MRM) is used to describe system behavior. The
states of the system are represented by a triple (nr, na, ne) which are the num-
ber of active flows in the system belonging to the rigid, adaptive and elastic
flows, respectively. The arrival rates are λr, λa, λe, and the departure rates are
µr, µa, µe. µe is called the maximal departure rate of an elastic flow experienced
when maximal bandwidth is available, the actual departure rate is proportional
to the available bandwidth, which is a function of nr, na and ne. The transi-
tion rates of the MRM are calculated from these rates, and the reward rates
associated with each state are the actual bandwidth of the elastic class.
Figure 2 shows a portion of the state space in case of nr = 1 . The states
where the elastic flows do not get the maximal bandwidth are printed in grey.
The numbers below the state identifiers indicate the actual bandwidth of the
adaptive and elastic flows as a fraction of their peak bandwidth.
The performance measure of our interest is the distribution of the amount
of time, T (ξ), required to transmit ξ amount of data by an elastic traffic flow.
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We would like to ensure that the transmission completes before time t with a
very high probability:
Pr (T (ξ) < t) > ε, (25)
where ε is a prescribed constant close to 1 (0.99, . . . , 0.99999). The amount of
data is given and we are interested in the minimum value of t which means that
the transfer of ξ amout of data will be finished during the interval [0, tmin) with
probability e.g. 0.9999 but this is not true for any t < tmin .
This investigation requires evaluation of the MRM.We compare two different
analysis approaches:
1. the moment-based method in [15] with estimation based on the moments;
2. direct analysis of the distribution of the completion time: methods of Nabli
and Sericola [8], De Souza e Silva and Gail [2], Donatiello and Grassi [4].
The algorithms were implemented by their original paper. We use a dual AMD
Opteron 248 (2.2 GHz) system with 6 GB of RAM running Linux for computa-
tions.
5.1 Correctness
To verify the procedures we evaluate a sample system with 105 states and calcu-
late the whole distribution of the amount of transmitted data. The three direct
methods result in the same values and the moments-based method gives real
bounds as it is depicted in Figure 3. The more moments are given the tighter
the bounds are. It is also observable that convergence slows down with the
increasing number of moments. The bounds are the widest around the mean of
the distribution. We are able to do the estimations with maximum 17 moments,
because using more moments results in negative determinant while testing the
necessary condition of existence (4). This is due to numerical instabilities in the
procedure that calculates the determinant of a matrix.
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Figure 3: Distribution of the transmission time of ξ amount of elastic data
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Moments Valid from 0.9999 0.99999 0.999999
5 13.668 48.542 78.919 122.966
7 19.760 33.093 43.244 55.756
9 23.188 29.364 34.462 44.324
11 25.071 28.268 31.472 34.967
13 26.285 27.902 30.121 32.451
15 27.129 27.818 29.486 31.144
17 27.698 27.815 29.169 30.405
Exact 26.590 28.373 29.145
Table 2: Moments based bounding of the tail distribution
5.2 Numerical results
We evaluate and estimate tmin, i.e. the minimum of t that satisfies (25). Three
values of ε are considered: 0.9999, 0.99999 and 0.999999, ξ is set to 100. Fig.
4 shows the exact distribution and the bounds we get using different number
of moments in case of ε = 0.9999 . Thick black line represents this value.
All the three direct analysis methods result the same values, the corresponding
curve is labeled “exact” and tmin is the point where it reaches 0.9999 . When
estimating a distribution based on its moments we get a lower and an upper
bounding function. In these special cases that we investigate the upper bounding
function is always equal to 1 and that’s why it is omitted in the figure. The
lower estimation is always smaller than the real value in any point of interest
C, hence all the lower bounding functions corresponding to different number
of moments are below the exact distribution function. As a consequence these
functions intersect the line 0.9999 at greater values of t than tmin .
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Figure 4: Lower estimation reaches to 0.9999
Table 2 presents the experiences. The 3rd, 4th and 5th columns contain the
results at different values of accuracy ε . The last row contains the “Exact”
values which result from the direct distribution analysis. The other rows show
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the points where the moment-based estimation reaches the predefined level of
accuracy. The “Valid from” column indicates un, i.e. from which the presented
simple bounding method is applicable (see (13)) and no reference discrete dis-
tribution is needed.
The table clearly shows that more moments contain more information about
the tail distribution, and the estimated value of tmin is closer to the real one in
these cases. However convergence slows down as the number of used moments
increases.
5.3 Size of the state space
We evaluated a series of runs to determine the maximum number of states
which the different types of solvers are still capable to calculate. We considered
a method unusable if it resulted in clearly invalid values (e.g., negative possibil-
ities) or the running time was more than 20× of the previous configuration.
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Figure 5: Evaluation time vs. state space size in logarithmic scale
Using the moments based method we could calculate the model with 370,000
states, while direct methods calculated the model with maximum 12,000 states.
On the other hand the moments based approach yields less information about
the distribution. The evaluation time of the estimation from the moments is
0.01s, its contribution to the overall calculation time in all considered cases is
negligible.
6 Conclusion
In this paper we focus on a special use of our previously developed moments
based distribution bounding method. For the computation of the distribution
of extreme events the moment based analysis simplifies, because the maximal
probability mass at the point of interest defines the bounds of the distribution.
We present an example where the simple bounding method is efficient and
accurate compared to the results of other methods that calculate directly the
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values of the distribution function.
We plan to increase the accuracy of our algorithm by using extended preci-
sion arithmetic and to improve our method using additional information about
the distribution functions such as finite support intervals.
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Abstract. In MANETs, resources, such as power and channel 
bandwidth are often at premium, and therefore it is important to 
optimise their use as much as possible. Consequently, a traffic aware 
technique to distribute the load is very desirable in order to make good 
utilisation of nodes’ resources. Therefore a number of end-to-end traffic 
aware techniques have recently been proposed for reactive routing 
protocols to deal with this challenging issue. In this paper we contribute 
to this research effort by proposing a new load aware technique that can 
overcome the limitations of the existing methods. Results from an 
extensive comparative evaluation show that the new technique has 
superior performance over similar existing end-to-end techniques in 
terms of the achieved packet delivery ratio and delay.  
Keywords: Ad hoc networks, routing protocol, traffic, load balancing, 
latency, throughput, ns-2 simulation.  
1. Introduction 
Mobile Ad hoc Network (MANET) is a collection of wireless mobile nodes that form 
a temporary network without the need of any infrastructure or centralized 
administration. In such an environment, it may be necessary for one mobile node to 
enlist the aid of others in forwarding a packet to its destination due to the limited 
propagation range of each mobile node’s wireless transmissions [1]. The 
communication in MANETs is peer-to-peer as the mobile nodes communicate 
directly with one another. In MANET resources like power and bandwidth are at 
premium and it is important to minimise the use of these resources. 
The routing protocol in MANETs is responsible for establishing and maintaining 
paths between nodes in the network. The topology of a MANET may change 
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frequently as nodes may move or power themselves off to save energy. In addition, 
new nodes can join the network [2]. Consequently, connectivity information is often 
required to be collected periodically in order to get a consistent view of the network, 
which in turn increases the bandwidth consumption resulting from collecting this 
information. MANETs have limited bandwidth, and therefore need an efficient 
routing protocol that can establish and maintain routes for both stable and dynamic 
topologies with minimum bandwidth consumption. 
A major challenge in MANETs is the design of a routing protocol that can 
accommodate their dynamic nature and frequent topology changes; the topology can 
change unpredictably, so the routing protocol should be able to adapt automatically. 
However, the issue that has to be dealt with when designing a protocol is not only the 
frequent changes in the network, but also the natural limitations that these networks 
suffer from such as limited bandwidth and power. To deal with such issues a number 
of routing protocols have been proposed [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13].  
There has been a lot work on developing reactive routing algorithms for ad hoc 
networks [3, 10, 12]. Most of these algorithms consider finding the shortest path from 
source to destination in building a route. However, this can lead to some nodes being 
overloaded more than others in the network. Therefore, a traffic aware technique to 
distribute the load is highly desirable in order to make good utilisation of nodes’ 
scarce resources. In addition it can be useful to prevent the creation of congested areas 
in the network, which can lead at the end into an improvement on the network 
performance. Furthermore, such technique is a good way to achieve fairness in using 
node’s limited resources.  
A number of studies [15, 16, 17, 18] have recently proposed traffic aware 
techniques for distributing the load in reactive routing. These techniques can be 
classified into two main categories: end-to-end and on-the-spot; based on the way 
they establish and maintain routes between any source and destination. The first 
category is based on using end-to-end information collected along the path from 
source to destination. In this category intermediate nodes participate in building the 
route by adding some information about their status. However the decision for 
selecting the path is taken at one of the ends, either the source or the destination. In 
the second category, information is not required to be passed to one of the ends to 
make a path selection decision; it is most likely that intermediate node will do this 
job. Therefore the decision of selecting a path is made on-the-spot and taken by 
intermediate nodes.  
This research focuses on the end-to-end techniques. In particular, its objective is 
to develop a new reactive routing load aware technique that can overcome the 
limitations of the existing ones. A major limitation of existing techniques, such as 
those proposed in [15, 16], arise from the lack of information about the real traffic 
load experienced by routes, which indeed affect the performance of the routing 
protocol and its efforts in distributing the load over nodes. A special characteristics of 
the new metric over existing ones is that it takes more accurate information about 
traffic transiting a network node; this is computed by using the lengths of packets 
passed over nodes and the one waiting the at nodes’ interface queue. The rationale 
behind using packets sizes in the calculations rather than just using the number of 
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packets as in [15] is that packets can vary in size so it is better to use packets sizes as 
it can cover all the variations, and give a better indication of message contention. As a 
result, the new technique can potentially make a better judgment than the existing 
methods of [15, 16] in selecting routes, which improves the overall performance of 
the network, and distribute the load more fairly over the nodes in the network. 
The remainder of this paper is organised as follows. Section 2 reviews two 
existing end-to-end techniques, namely degree of nodal activity and traffic density. 
Section 3 describes the proposed traffic aware technique. Section 4 conducts a 
comparative analysis of our proposed technique and the existing degree of nodal 
activity and traffic density techniques. Finally, section 5 concludes this study. 
2. End-to-end traffic aware techniques  
This section describes the end-to-end traffic aware techniques: degree of nodal 
activity suggested in the routing protocol “Load-Balanced Ad hoc Routing” (LBAR) 
[16] and traffic density suggested in “Load Aware Routing in Ad hoc” (LARA) [15].  
2.1 Degree of nodal activity 
The degree of nodal activity was defined in LBAR as a technique or metric for 
selecting the route with least traffic load. LBAR is a reactive routing protocol that 
focuses on how to find a path, which would reflect the least traffic load based on a 
cost function. The cost function is calculated using two components: nodal activity 
and traffic interference. Nodal activity of a node is defined as the number of active 
paths passing through that node. An active path is an established path from a source to 
a destination. Traffic interference is defined as the sum of nodal activity for the 
node’s immediate neighbours. The cost of a route is defined as the sum of nodes’ 
nodal activity plus the activity of their neighbouring nodes. The path with minimum 
cost is considered as the path with minimum traffic and is selected to be the path 
between source and destination. 
Route discovery: 
In LBAR route discovery process is initiated whenever a source node needs to 
establish a path with another node. The source node broadcasts a setup messages to its 
neighbours. The setup message carries the cost seen from the source to the current 
node. A node that receives a setup message will forward it to its neighbours after 
updating the cost based on its nodal activity value and traffic interference value. In 
order to prevent looping when setup messages are routed, the setup message contains 
a list of all node IDs used in establishing the path from source node to the current 
intermediate node. The destination node collects arriving setup messages within a 
route-select waiting period, which is a predefined timer for selecting the best-cost 
path. After the waiting period expires the destinations sends an ACK message to the 
source node along the selected path. When the source node receives an ACK message, 
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it recognises that a path has been established to the destination and then starts 
transmission. 
Route maintenance: 
Route maintenance is triggered whenever a node on the active path moves out of the 
communication range, the case on which an alternate path must be found. If the 
source node moves away from the active path, the source has to reinitiate the route 
discovery procedure to establish a new route to the destination. When either the 
destination node or some intermediate node moves outside the active path, path 
maintenance will be initiated to correct the broken path. Once the next hop becomes 
unreachable, the node upstream of the broken hop propagates an error message to the 
destination node. The destination then picks up an alternative path and then sends an 
ACK message to the initiator of the error message. If the destination has no 
alternative path, it propagates an error message to the source, which will initiate a 
new route discovery if needed. 
2.2 Traffic Density 
The traffic density was proposed in LARA as a metric for selecting the route with the 
minimum traffic load. LARA uses traffic density to represent the degree of contention 
at the medium access control layer. This metric is used to select the route with the 
minimum traffic load when the route is setup. LARA protocol requires that each node 
maintain a record of the latest traffic queue estimations at each of its neighbours in a 
table called the neighbourhood table. Traffic queue is defined as the average value of 
the interface queue length measured over a period of time. Traffic density of a node is 
defined as the sum of traffic queue of that node plus the traffic queues of all its 
neighbours. 
Route discovery: 
In LARA route discovery process is initiated whenever node needs to establish a path 
with another node. In the route request process, the source broadcasts a route request 
packet that contains a sequence number, a source id and a destination id. A node that 
receives the request, broadcasts the request further, after appending its own traffic 
density to the packet. This process continues until the request packet reaches the 
destination. After receiving the first request, the destination waits for a fixed time-
interval for more route request packets to arrive. When the timer expires, the 
destination node selects the best route from among the candidate routes and sends a 
route reply to the source. When the source node receives the route reply, it can start 
data transmission. If it does not receive any route reply within a route discovery 
period, it can restart the route discovery procedure afresh. 
Route maintenance: 
Route maintenance is triggered whenever a node on the active path moves out of the 
communication range, the case on which an alternate path must be found. If a link 
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failure occurs during a data transmission session, the source is informed of the failure 
via a route error packet. On receiving a route error packet, the source initiates a new 
route request and queues all subsequent packets for that destination until a new route 
is found. 
3. The Proposed Load-density Metric 
The existing end-to-end traffic aware techniques use a metric or cost function to select 
the route with a minimum load, such techniques are represented by nodal activity [16] 
and traffic density [15]. The nodal activity metric cost function calculation is based on 
monitoring the number of active paths passed over nodes. On the other hand, the 
traffic density metric is measured using number of packets at interface queue. 
However in order to make a good judgment about a given path’s load, it is not enough 
just to capture the number of active paths or number of packets at the interface queue 
over a period of time. Number of active paths can be useful when the used traffic 
flows are equal in characteristics. Number of packets at the interface queue is useful 
to capture the contention at the MAC layer if all packets are equal in size. However, 
this is not sufficient to represent the load. Therefore, what is needed is a metric that 
can deal with most of the cases that could appear in the network. Whether flows are 
with equal characteristics or not, or whether packets are equal in size or not, it should 
not affect the efficiency of the traffic aware technique. Our goal here is to devise a 
new end-to-end metric that selects the less congested route with the least traffic 
history regardless of the shape of the traffic passed over it. 
Our proposed metric, named load-density, is calculated using two main 
components; the load history information represented by the total traffic passed over 
nodes, and the contention information represented by and the number of packets 
waiting at the nodes’ interface queue in order to take the possible contention in the 
network into consideration in the metric calculations. The load-density is embedded 
under a reactive routing algorithm like other existing metrics the degree of nodal 
activity and traffic density. The sections below describe this algorithm. As an 
alternative solution to represent the contention, we can use the sum of packets’ length 
occupying the queue as it can cover the variance in packets sizes instead of using the 
number of packets at interface queue. 
Route discovery: 
The route discovery process starts whenever a node wants to communicate with 
another node for which it does not have a known route. The source node broadcasts a 
request packet to its neighbours. Every node receives the request packet will forward 
it to its neighbours after updating the cost information carried in the request packet, 
by adding the values of its load-history and contention information (see sec. 3.1) to 
the those carried in the packet. The cost information carried in the request packet, 
which includes the load history and the contention information, represents the cost 
seen from the source to the current node. The process of forwarding the request 
packet continues until the packet is received by the destination node. The destination 
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collects the arriving request packets within a route selection period; activated upon 
receiving the first request packet, for selecting the best-cost route. Once the selection 
period is expired the destination selects the route with the best cost and sends a reply 
packet to the source node. The route selection process is illustrated in more details in 
Fig. 1.When the source node receives the reply packet, the path is then established 
and communication can be started.  
 // For selecting the route three parameters are used:  
// traffic load, contention information and path length in hops. 
Collect all route requests packets sent from source S and received within the selection-period 
// The selection-period is started when the first request packet is received. 
// Each request packet corresponds to a route from source to destination  
Find the set of routes R that has contention value ≤ max-contention-threshold  
From the set R find the route r with minimum traffic-load 
Compare the routes’ traffic-load with r’s traffic-load If the difference < acceptable-load-difference  
then select the route with the lowest number of hops and send reply to the source 
else select r as route and send reply to the source 
If all routes available have contention values > max-contention-threshold  
 then select the route with minimum traffic-load and send reply to the source 
 
Fig. 1: Route selection algorithm in the new load aware metrics. 
Route maintenance 
The route maintenance is triggered when there is a change in the topology that affects 
the validity of an active route. If the source node, an intermediate node or the 
destination node on an active route moves out of the communication range, an 
alternative route must be found. Once a node detects that the next hop is unreachable, 
it propagates an error message to the destination node. Upon receiving the error 
message, the destination node picks up an alternative route and then sends a reply 
message to the initiator of the error message. If the destination has no alternative path, 
it sends an error message to the source to start a route discovery process. 
3.1 Route cost computation 
The cost function has two main components: the data traffic load (in bytes) forwarded 
by nodes and number of packets at the interface queue. Every node keeps information 
about the amount of traffic passed over it during a predetermined period of time in the 
addition to the interface queue history represented by the averaged number of packets 
occupying the queue over a period of time. Route cost is calculated by gathering 
traffic load and contention information for the nodes along the route. The contention 
information for a node represents the number of packets at the interface queue plus 
the number of packets at the interface queue for its neighbours.  
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Nodes exchange contention information using hello packets. Each node 
broadcasts a hello packets every hello interval, to its neighbours, containing its 
identity and contention information. The hello packet is broadcasted only for one hop 
i.e. only to the immediate neighbours. Neighbours who receive this packet update 
their neighbourhood information.  
4. Performance Evaluation 
The performance comparison of the load-density metric against traffic density and 
nodal activity is carried out through extensive simulations implemented using the 
well-known network simulator ns-2 [14]. The simulation model we have used in the 
evaluation is illustrated in the sequel. 
4.1. Simulation Model 
The simulation model consists of the following main components: simulation area, 
simulation time, number of nodes, mobility model, maximum node speed, number of 
traffic flows, and traffic rate. Simulation model is represented by two scenario files, 
which are topology scenario and traffic scenario. The topology scenario corresponds 
to how nodes are distributed over the simulation area and there movement during the 
simulation time. The traffic scenario files contain the type of data, number of flows, 
traffic rate, and flow start time and end time. In all scenarios nodes are equipped with 
the wireless standard IEEE 802.11 with transmission range of 250m and a bandwidth 
of 2 Mbps.  
In order to maximise the opportunity of forming multiple paths between data 
flow sources and their destinations we have chosen to make them stationary and the 
rest of the nodes in the network are mobile. The reason for this is that sources could 
become within the range of each other or very close due to mobility. Therefore 
keeping them stationary can boost our study of the traffic aware techniques. 
We have implemented the traffic aware techniques load density, traffic density 
and nodal activity under AODV-like routing algorithm that is the AOMDV [19]. 
AOMDV is a multi-path algorithm that supports loop-free multiple paths. The ns-2 
source code for this algorithm was available, and therefore it was easier to modify this 
source code to simulate the load density, traffic density and degree of nodal activity 
metrics rather than writing it from scratch. 
4.2 Simulation Results 
The evaluation is based on the simulation of 100 wireless nodes forming a MANET 
over a flat space of size (1200m × 1000m) for a period of 900 seconds. Flows with 
Constant Bit Rate (CBR) data have been used. The traffic rate varied between 2, 4 and 
8 packets per second representing low, medium and high traffic loads, respectively. 
The numbers of CBR flows used are 3 and 5 flows with packet size of 512 bytes. 
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Nodes move according to the random waypoint model [3] with a maximum speed of 
10m/s. In random waypoint model each node remains stationary for a pause time 
period. The pause time has been varied from 0 to 900 seconds. When the pause time 
expires, the node selects a random destination in the simulation space and moves 
towards it. When the node reaches its destination, it pauses again for the same pause 
time. This behaviour is repeated throughout the simulation time. Simulation 
parameters are illustrated in Table 1. 
Number of nodes 100 
MAC layer IEEE 802.11 
Transmission range 250m 
Simulation area 1200m x 1000m 
Simulation time 900s 
Mobility model Random waypoint model 
Maximum speed 10m/s 
Pause times 0, 150, 450, 900 
Traffic type CBR 
Packet size 512 bytes 
Packet rate 2, 4, 8 
Number of flows 3, 5 
Table 1: The system parameters used in the simulation experiments 
The performance of the three techniques is measured by: packet delivery ratio 
and end-to-end delay. The packet delivery ratio is the number of packets received at 
their final destinations over the total number of packets injected into the network. 
This measure provides an indication on the efficiency of a given routing protocol as it 
shows the amount of data packets that the protocol is able to deliver to destinations. 
End-to-end delay is the average time interval between the generation of a packet in a 
source node and the successful delivery of the packet at the destination node. It counts 
all possible delays that can occur in the source and all intermediate nodes.  
Figures 2-7 depicts the delivery ratio for the three traffic aware techniques: load 
density, traffic density and nodal activity. Fig. 2 demonstrates the behaviour of the 
three techniques under 3 light traffic flows with a rate of 2 packets per second. The 
load density shows better delivery ratio compared to traffic density and nodal activity 
especially at pause time 0. Fig. 3 shows how the three techniques behave under 
medium traffic rate of 4 packets per second. The traffic density has higher delivery 
than nodal activity especially at low pause times. However, the load density 
outperforms the other techniques in all the simulated scenarios. Fig. 4 shows the 
performance of the three techniques under 3 high traffic flows with rate of 8 packets 
per second. Although the delivery ratio decreases compared to that in Fig. 3, our 
technique still outperforms the other techniques. In Fig. 5, the three methods exhibit 
comparable performance behaviour. However load density shows better performance 
than the other two techniques for all pause times. Figs. 6 and 7 illustrate how 
increasing the traffic rate would affect on the performance of the three methods. 
While the two methods; nodal activity and traffic density, have comparable 
performance under medium and high traffic rates, the load density method 
outperforms the other techniques in the simulated scenarios. 
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Figures 8-13 present the end-to-end delay for the three techniques. Fig. 8 shows 
delays when the traffic is light; 3 flows with a rate of 2 packets per second. The figure 
reveals lower delay for both the traffic density and load density techniques in most of 
the mobility conditions especially at pause time of 0 where high mobility conditions 
exist. The same behaviour is noticed under moderate traffic where 3 flows are used 
with a packet rate of 4 packets per second as it is shown in Fig. 9, except at 0 pause 
time where the load density is the one with better performance. In Fig. 10, although 
the three techniques show similar delays under high traffic rate of 8 packets per 
second, load density shows better performance than the other techniques.  
Figures 11-13 shows the latency results under light, moderate as well as high 
traffic for 5 traffic flows with rates of 2, 4 and 8 packets per second, respectively. Fig. 
11 shows that the load density technique with better performance than traffic density 
and nodal activity techniques under high mobility conditions, at 0 and 150 pause 
times. However the techniques have similar performance under low or no mobility 
conditions. Fig. 12 shows an increase in the end-to-end delay compared to that in Fig. 
11. However load density has a lower packet delay, while the other techniques show 
close performance in most considered cases. Fig. 13, which depicts the behaviour of 
the techniques under high traffic, shows a great increase in the delay compared to that 
in figures 11 and 12. Although the techniques have similar performance, it is worth 
pointing out that the load density technique manages to achieve higher delivery ratios 
under the same operating conditions.  
5. Conclusions 
This study has suggested a new traffic aware technique, referred here to as load 
density that can overcome the limitations of the existing methods in reactive routing 
protocols. It has also conducted a performance evaluation of the new method against 
the two existing similar methods, notably, degree of nodal activity and traffic density 
under various working environments. Simulation results have revealed that in most 
circumstances the load density method exhibits superior performance in terms of both 
packet delivery ratios and end-to-end-delays. As a next step of this research, we plan 
to carry out further investigation on the performance of the techniques considering 
other working conditions by changing the node mobility pattern, traffic patterns, 
network size, and topological area.  
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Fig. 2: Packet delivery ratio for 3 flows of traffic 
with a rate of 2 packets/s. 
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Fig. 3: Packet delivery ratio for 3 flows of traffic 
with a rate of 4 packets/s. 
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Fig. 4: Packet delivery ratio for 3 flows of traffic 
with a rate of 8 packets/s. 
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Fig. 5: Packet delivery ratio for 5 flows of traffic 
with a rate of 2 packets/s. 
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Fig. 6: Packet delivery ratio for 5 flows of traffic 
with a rate of 4 packets/s. 
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Fig. 7: Packet delivery ratio for 5 flows of traffic 
with a rate of 8 packets/s. 
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Fig. 8: Packet delay for 3 flows of traffic with a rate 
of 2 packets/s. 
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Fig. 9: Packet delay for 3 flows of traffic with a rate 
of 4 packets/s. 
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Fig. 10: Packet delay for 3 flows of traffic with a 
rate of 8 packets/s. 
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Fig. 11: Packet delay for 5 flows of traffic with a 
rate of 2 packets/s. 
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Fig. 12: Packet delay for 5 flows of traffic with a 
rate of 4 packets/s. 
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Fig. 13: Packet delay for 5 flows of traffic with a 
rate of 8 packets/s. 
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Abstract. Admission and congestion control mechanisms are integral parts of network design for 
providing Quality of Service (QoS) of real-world applications. The InfiniBand defines a System Area 
Networks (SANs) environment where multiple processor nodes and I/O devices are interconnected 
using a switched point-to-point fabric. InfiniBand is quickly becoming the interconnection of choice for 
cluster computing systems. This paper proposes an improved link-by-link based admission control 
mechanism and an effective source response function, named as Power Increase and Power Decrease 
(PIPD), for traffic congestion control. These proposed schemes adopt rate control to reduce congestion 
of multiple-class traffic in InfiniBand networks. Simulation experiments have demonstrated that the 
admission control algorithm and the new source response function are quite effective for the InfiniBand 
networks.  
Keywords. InfiniBand, Congestion Control, Admission Control, ECN, PIPD. 
1   Introduction 
InfiniBand is quickly becoming the interconnection of choice for many high-performance 
computing systems, e.g., cluster systems, because of its compelling price/performance and 
standard-based technology [6]. InfiniBand Architecture (IBA) has been proposed as a new 
industry standard for high-speed I/O inter-processor communication. It is designed around a 
switch-based interconnection technology with high-speed point-to-point links [10] (see Fig. 
1). The point-to-point interconnection means that every link in the IBA networks has exactly 
one device connected at each end of the link, thus providing better performance than 
traditional bus-shared architectures. InfiniBand switches were designed not only to enable 
large-scale server clusters but also to provide the ability to tie those clusters into Grid 
computing environments [3]. Because the InfiniBand-based interconnection provides the high 
bandwidth, low latency required by the Grid computing systems consisting of cluster 
applications, databases, shared network and storage resources. An IBA network is divided 
into subnets interconnected by routers, each subnet comprising one or more switches, 
processing nodes and I/O devices [2].  
InfiniBand Architecture (IBA) has three mechanisms to support QoS: Service Level (SL), 
Virtual Lanes (VL), and Virtual Lane Arbitration (VLA) [1]. The switch in the InfiniBand 
networks consists of a crossbar where link and VL have dedicated access to the crossbar. 
Each link supports one or more VLs, each of which has its own buffer resources including an 
input buffer and an output buffer. Admission control algorithms help to meet the specific SL 
of the InfiniBand networks. However, admission control alone may not be effective enough to 
guarantee the QoS when the network operates under heavy traffic load. The overload can 
degrade the overall network performance seriously. Therefore, a congestion control 
mechanism should be used to monitor the network loads and intervene traffic actions when 
the loads reache a certain threshold indicating possible network congestion [19]. So both 
admission control and congestion control mechanisms are collectively required to guarantee 
various QoS constraints. 
System Area Networks (SANs) provide high throughput and low latency for efficient I/O 
and cluster communication. The adoption of SANs has increased quickly in recent years and 
should accelerate with the emergence of industry standards such as InfiniBand [16]. 
InfiniBand can experience congestion spreading [4], where one bottleneck link causes traffic 
to be blocked throughout the network. The characteristics of IBA make the congestion control 
mechanism specifically challenging. Firstly, unlike traditional networks, InfiniBand switch 
cannot drop packets to deal with traffic congestion. Secondly, InfiniBand switches are single-
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chip devices [10] with small packet buffers. So there are only a few packets in transit at any 
time. Thirdly, the latencies of switch and end-device processing are very low. For end-to-end 
congestion control in traditional networks, flow sources use packet dropping [11] or changes 
in network latencies [5, 13] as a signal of congestion. In this paper, we use the Explicit 
Congestion Notification (ECN) to detect congestion and notify the flow endpoint. ECN has 
been widely used in ATM networks [9] and Internet with TCP protocols [8, 14]. We adopt the 
ECN mechanism for InifniBand networks because the configuration of the switches with the 
input buffer is the same as that with output buffer in ATM networks. A source adjusts its 
packet injection rate after receiving congestion information. We propose a new source 
response function to improve the performance of the InfiniBand.       
 
                      
                        Fig. 1 IBA subnet: each subnet includes a set of switches and point-to-point links. 
 
The major contributions of this paper are twofold: 1) to extend the traditional admission 
control mechanism so that it is suitable to the InfiniBand architecture by considering different 
connections with various SLs in the networks subject to multiple-class traffic, 2) to propose a 
new effective source response function that can support the higher bandwidth utilization and 
ensure the fairness. 
The rest of this paper is organized as follows: Section 2 presents an improved link-by-link 
based admission control mechanism. Section 3 describes the congestion control mechanism 
and source response function methodology. A new source response function will then be 
proposed. Section 4 uses simulation experiments to evaluate the effectiveness of our 
improved admission control mechanism and the new response function in an InfiniBand 
network subject to multiple-class traffic with different priorities. Finally Section 5 concludes 
this study and indicates future work. 
2   Admission Control 
This section will present the link-by-link based admission control mechanism with the 
proposed extension so that it is suitable to the InfiniBand architecture. In the link-by-link 
approach a bandwidth broker records the load on each link and consults the availability of the 
bandwidth before accepting or rejecting a new connection requirement. We adopt the 
approach described in [12] which ensures the sum of requested resources does not exceed link 
capacity. Let bw  be the total link bandwidth, s  the sum of bandwidth already admitted to 
existing connections, and p  the bandwidth requested by the new potential connection. This 
algorithm accepts the new connection only the condition bwsp <+  is satisfied. In the 
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InfiniBand architecture, connections with different SLs have the different bandwidth 
requirements. Let 
isls  be the sum of the bandwidth that has been admitted to connections with 
the SL isl . The connection is accepted only when ii slsl bwsp <+  is satisfied, where islbw is the 
effective bandwidth available to SL isl . The InfiniBand architecture defines a maximum of 16 
SLs.  
3   Congestion Control  
This section will describe the congestion control mechanism for InfiniBand using an Explicit 
Congestion Notification (ECN) packet marking scheme and a source response function.  
3.1   Packet marking  
An alternative to implicit notification is ECN, in which switches detect incipient congestion 
and notify flow endpoints, for example, by marking packets when the occupancy of a switch 
buffer exceeds a desired operating point [15]. There is a single bit ECN field in the header of 
an identified packet that indicates the occurrence of congestion to the destination. The 
destination returns an acknowledgment packet (ACK) that includes the ECN value and the 
source will use this information to control the packet injection rate. We will extend the packet 
marking mechanism [16] that needs two counters for each output link. The first counter 1cnt  
records the current number of packets in the switch waiting for that output link. The second 
counter 2cnt  records the number of subsequent packets that need to be marked when 
transmitted on that output ink. Whenever a buffer becomes full, the value of counter 1cnt  is 
copied to counter 2cnt . This packet marking mechanism and descriptions of additional 
schemes are discussed in more detail in [17]. 
3.2   Source response function 
The flow rate is adjusted in response to the feedback of network congestion. Because the 
feedback is received through the ACK packet, the flow injection rate will be adjusted 
whenever an ACK packet is received. If the receipt is an unmarked ACK, the source response 
must increase the flow rate. Similarly, if the receipt is a marked ACK, the source response 
must decrease the flow rate. 
In order to design )(rfinc  and )(rfdec , we use the condition defined in [16] as follows: 
 
Condtion1. Avoiding Congested State 
The flows experience the same (or higher) degree of congestion after recovery.                                                   
                                        (1)                                                                                     ))(( rrff decinc ≤  
Condition2. Fairness  
 If the recover time )(rTrec  for lower rate flows does not exceed that of higher flows, the 
fairness is guaranteed.  
            )()( 21 rTrT recrec ≤  for 21 rr ≤  (2) 
Condtion3. Efficiency 
  In order to ensure the source response function efficient, the flows should recover rate 
quickly to maximize bandwidth utilization.                      
             
min
1
1)(
R
rTrec =   for  maxmin
1 )( RrRfdec ≤≤−  
(3) 
      Some conclusions based on the conditions can be found in [16]. 
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      ))(()( recincdecinc TtFftF +=  (4) 
  After an adjustment to rate r , the next ACK is received in a time interval r/1 , thus we 
get 
  )),/1(min()( maxRrFrf rincinc =  (5) 
In summary, to obtain an increase function )(rf inc  we need to find a function )(tFinc  that 
satisfies with Equation (4). In the next section, we will show how to obtain )(rf inc  for a 
specific response function. 
3.3   Power Increase Power Decrease (PIPD) function 
Based on the unique characteristics, the source response function of the InfiniBand 
networks should be different from the current functions, such as the Additive Increase 
Multiplicative (AIMD) [7]. It is known that with the traditional increase function, such as the 
AIMD, the rate increase is the linear. Therefore, the injection rate can not reach a high speed 
quickly. The most bandwidth of the InfiniBand networks is under-utilized for a long time. So 
we consider using the power increase for the new function.  
To design the increase function, we need to define a decrease function firstly, which uses 
the power function.          
   ),max()( min/1 Rrrf mpipddec =  where  1>m is constant. (6) 
In order to avoid congested state from Equation (1), )(tFinc  must satisfy the following 
equation:                        
m
increcinc tFTtF )()( =+
 
(7) 
This equation shows that after each interval time recT  the function is powered by m . From 
this equation, we can get an obvious solution that an exponential function is based on the recT . 
For ...3,2,1 recrecrecrec TTTT ×××=  and with min)0( RFinc = we get 
recTtm
inc RtF
/
min)( =
 
(8) 
 For any rate r , there exists a 't  for which rec
Tt
m
inc RtFr
/'
min)'( == . 
 Therefore,                      
recrecTtrecTtm Tt
inc
r
inc rRttFrF
/
min
//')'()( ==+= +  (9) 
 In order to obtain the increase function )(tf inc  form Equation (4),  
                                   
)),/1(min()( maxRrFrf rincpipdinc =
                                               
                                                 
),min( max
*/1
min Rr rec
TrR
=
                                                     
                                     ),min( max
/min Rr
rR
m
=  
(10) 
Noticing the increase function )(rfinc  of PIPD, we can find that the change of the injection 
rate is based on the value of rR /min . Therefore, the PIPD mechanism can classify the 
different traffic priorities by giving them different value of minR . The increase function of 
PIPD make the injection increasing by power, unlike the linear increase function it can reach 
very high transmission rate in a short time.   
Next we analyze how the PIPD function regulates the transmission rate in the InfiniBand 
networks. At the beginning, injection rate r  is set to minR  and the value of rR /min is equal to 
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1. The injection rate will increase very quickly because it is powered by m  in fact. This can 
improve the utilization of the bandwidth. Then the injection rate is bigger than minR  and the 
value of rR /min  is less than 1, so the injection rate does not increase as fast as at the 
beginning. This will try to avoid congestion condition in the networks.  From our analysis, the 
increase function of PIPD will not only control the rate well to suit the InfiniBand networks 
but also can improve the utilization of the bandwidth.  
 The decrease function also suits the InfiniBand networks environment. Because of small 
buffer size and the low network latency, the multiplicative decrease function cannot deal with 
the congestion in the InfiniBand networks. The power function decrease reduces the injection 
rate quickly enough to make the traffic flows relieve the congestion condition.  
4   Simulation Scenarios and Performance Results 
We have developed a discrete-event simulator to conduct a series of experimental study on 
the scenario illustrated in Fig. 2. Following [16], the network includes five endpoints and two 
switches A and B connected by a single physical link. The traffic flow generated at endpoint 
1B  and destined to endpoint cB ; we call it local flow as it is connected to the same switch of 
the receiver. The traffic flow generated at endpoint 1A  and destined to endpoint cB ; we call it 
remote flow because its packets need to be forwarded by switch A to switch B, through an 
inter switch link. A victim flow generated at endpoint vA  and destined to endpoint vB  
through the inter-switch link between the two switches. Victim flow is destined to a non-
congested endpoint vB  and suffers from congestion spreading [16]. Table 1 lists the 
parameters used in our simulation. 
            
            
 
                                                    Fig. 2 Simulation scenario 
                                                                 Table 1. Simulation Parameters 
        Parameters                        Value 
Link bandwidth 1GB/sec (InfiniBand 4X link) 
Packet header 20 bytes (InfiniBand Local Header) 
Data packet size 20 + 2048 = 2068 bytes 
Packet transmission time 2.068 sµ  
Buffer size 8 packets 
 
Our experiments test the performance of the improved link-by-link based admission control 
mechanism and the new source response function PIPD. We assume there are two classes of 
traffic flows injected into each link with different SLs priorities and there is one remote flow 
and one local flow in the network. In the admission control stage, we set the bandwidth 
required by the high priority SL connection is two times of that required by the low priority 
SL connection. In the congestion stage, we set 128/maxmin RR high =−  for the high priority flow 
2r  and 256/maxmin RR low =−  for the low priority flow 1r  with 4=m . 
Switch B 
      
Switch 
A 
  Av  Bv 
Bc 
B1 A1 
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Figs. 3&4 reveal how the flow injection rates oscillate in the two switches with our 
admission control mechanism and the PIPD function. From these figures we can notice the 
injection rate of the high priority SL connection is almost twice of that of the low priority SL 
connection. Comparing these two figures, it can be found that the utilization of the root link is 
better than the utilization of the inter-switch link. Because of the congestion spreading, switch 
A will be blocked if switch B is under the congestion condition. We can also find that the 
flow with the high priority gets the higher transmission rate than the flow with the lower 
priority. Figs. 3&4 reveal the high priority flow 2r  easily achieves the very high injection 
rate. Table 2 shows the average injection rate of each flow based on the proposed PIPD 
function. The simulation results show an improved performance mechanism with PIPD 
function which justifies our analysis that it suits to the InfiniBand networks well. 
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                                           Fig. 3   Result of Switch-A with PIPD        
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                                                          Fig. 4   Result of Switch-B with PIPD        
                                                         Table 2. Average Injection Rate in PIPD 
   
 
5   Conclusions and Future Work 
This paper has proposed an improved admission control mechanism and a new congestion 
control function for multiple-class traffic in the InfiniBand networks. The traditional 
admission control algorithm has been extended so that it is suitable to the InfiniBand 
         
      Average Injection Rate 
Switch-A-r1         47234.08637836817 
Switch-A-r2         149789.83324444026 
Switch-B-r1         76440.10564262095 
Switch-B-r2         259756.99827139667 
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networks. Base on the characteristics of InfiniBand networks, such as no packet dropping, 
small buffer size and low latencies, the development of the proposed congestion scheme 
comprises two parts: a simple ECN packet marking mechanism and a new source response 
mechanism that combines rate control. The experimental study has demonstrated that the 
proposed schema can maintain the performance of the InfiniBand networks at a good level. 
The future work will focus on extending simulation scenarios in order to explore the 
congestion control mechanisms with richer traffic patterns and larger network topologies. 
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Abstract - Active Queue Management (AQM) is an effective mechanism to support end-to-
end traffic congestion control in network routers.  Dropping packets before the queue reaches 
its maximum capacity is the main idea behind AQM. This paper develops an analytical model 
for a finite capacity queueing system with AQM mechanisms subject to two classes of traffic. 
The joint and marginal performance measures including the mean queue length, response 
time, system throughput, probability of packet losses and mean waiting time have been 
derived. The validity of the analytical results has been demonstrated through simulation 
experiences. The analytical model has been used to evaluate the performance of the queueing 
system with the AQM scheme subject to two classes of traffic. 
1. Introduction 
In very large networks with heavy traffic, sources compete for bandwidth and buffer space 
while being unaware of the current state of the system resources. This situation can easily lead to 
congestion even when the demand for resources does not exceed those available [9]. 
Consequently, system performance degrades seriously due to the increase of packet loss. In this 
context, congestion control mechanisms play important roles in effective network resource 
management.  
End-to-end congestion control mechanisms are not sufficient to prevent congestion collapse in 
the Internet. Basically, there is a limit to how much control can be accomplished from the edges of 
the network. Therefore, intelligent congestion control mechanisms for FIFO-based or per-flow 
queue management [11] and scheduling mechanisms are required in the routers to complement the 
endpoint congestion avoidance mechanisms. Scheduling mechanisms determines the sequence of 
packets to be sent, while queue management algorithms control the queue length by dropping 
packets when necessary.  
Buffer is an important resource in a router or switch. The larger buffer can absorb larger burst 
arrivals of packets but can tend to increase queueing delays as well. The traditional approach to 
buffering is to set a maximum limit on the amount of data that can be buffered. The buffer accepts 
each arriving packet until the queue space is exhausted and drops all subsequent arriving packets 
until some space becomes available in the queue. This mechanism is referred to as Tail Drop (TD) 
that is still the most popular mechanism in IP routers today owing to its robustness and simple 
implementation. However, “Lock-Out” and “Full Queues” [3] due to dropping packets only when 
the congestion has occurred are the main drawbacks of TD. The other two alternative queue 
disciplines, “Random drop on full” and “Drop front on full”, which is applied when the queue 
becomes full, can solve the “Lock-Out” problem but not “Full Queues” problem [3]. 
To overcome these problems and to provide low end-to-end delay along with high throughput, a 
widespread deployment of Active Queue Management (AQM) in routers has been recommended 
in the IETF publications [3]. To avoid the buffer maintaining a full status for a long time, AQM 
mechanism starts dropping packets before the queue is full in order to notify incipient stages of 
congestion. By keeping the average queue length small, AQM decreases the average delay, thus 
resulting in increased link utilisation by avoiding global synchronisation. Two important points in 
an AQM mechanism are when and how to drop packets. The former is mainly based on either the 
averaging queue length or the actual queue length. The latter is based on the threshold and 
dropping function. Both have a significant impact on the average delay, throughput and probability 
of packet loss. However, it is difficult to set values for the parameters of an AQM mechanism. For 
example, as the most popular AQM mechanism, Random Early Detection (RED) was initially 
described and analyzed in [4] with the anticipation to overcome the disadvantages of TD. There 
are five parameters in RED that can individually or cooperatively affect its performance. How to 
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set parameters for RED was discussed by Sally in 1993 [7] and 1997 [5] separately in detail. But it 
is hard to choose a set of these parameter values to balance the trade-off between various 
performance measures with different scenarios. As a result, most studies on RED are using the 
values introduced by Sally in 1997 [5]. In order to reflect the real variation of the queue, the 
instantaneous queue length is used to compare with the set thresholds and a linear function is 
adopted to drop packets. 
Analysing the effects of an AQM mechanism on the aggregate traffic becomes more and more 
important. A simple simulation scenario where only four FTP sources were considered has shown 
that RED performs better than TD in [7]. But against to Sally and Van’s original motivation, the 
more scenarios are considered, the more disadvantages of RED appear. Based on the analysis of 
extensive experiments of aggregate traffic containing various categories of flows with different 
proportions, Martin et al [10] concluded that the harm of RED due to using the average queue size 
appears, especially when the average value is far away from the instantaneous queue size. The 
interaction between the averaging queue length and the sharp edge in the dropping function results 
in some pathology such as increasing the drop probability of the UDP flows and the number of 
consecutive losses. On the other hand, Mikket et al [4] studied the effect of RED on the 
performance of Web traffic using HTTP response time, a user-centric measure of performance, and 
found RED can not provide a fast response time for end-user as well. In [6], a modification to 
RED, named as Gentle-RED (GRED), was suggested to use a smoothly dropping function even 
when avg>=maxth but not the sharp edge in the dropping function as before. In [10], an extension 
of GRED, named GRED-I, was suggested to use an instantaneous queue length instead of the 
averaging queue length, one threshold and the dropping probability varies smoothly from 0 to 1 
between the threshold and the queue size. The surprised result in [2, 6, 10] reveals that GRED-I 
performs better than both RED and GRED in terms of the aggregate throughput, UDP loss 
probability, queueing delay and number of consecutive losses. Compared to RED, GRED appears 
less advantageous than GRED-I because, for RED, the averaging strategy causes more negative 
effects than the cooperation of the average queue length and the sharp edge in the dropping 
function. 
All existing studies [2, 4, 6, 7, 10] on the performance of AQM are based on software 
simulation. It is known that simulation is time-consuming and analytical model becomes a cost-
effective alternative to simulation for evaluating system performance under different design spaces.   
With the aim to develop such a tool for investigating the performance of AQM and justifying the 
choice of different parameters, this study develops a new analytical queueing model for AQM 
mechanisms with two classes of traffic. 
The rest of this paper is organized as follows. Section 2 describes a queueing system model with 
AQM mechanisms for two classes of traffic. The joint and marginal performance measures are 
presented in Section 3. The performance results are validated and analysed in Section 4. Finally, 
Section 5 concludes the study. 
2. The Analytical Model 
We consider two classes of traffic in a single-server queueing system using FIFO discipline. The 
arrival of each class k  )2,1( =k  follows a Poisson process with an average arrival rate kλ . The 
service time of both classes is exponentially distributed with mean µ/1 . The system capacity is 
L . As shown in Figure 1, the packets of class k  will be dropped randomly based on a linear 
dropping function when the customer number in the system exceeds the threshold kth . The 
maximum dropping probabilities of both classes, 1maxd  and 2maxd , are 1. 
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The dropping process can be seen as a decrease of the arriving rate with the probability kid  , 
where i  represents the customer number in the system. A state transition rate diagram of the 
M/M/1/L queueing system with the AQM mechanism is shown in Figure 2.    
 
The kid  for each class k  is given as follows. 
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Let ip , L i ≤≤0  represent the probability of each state in the state transition diagram.  
According to the transition equilibrium between in-coming and out-coming streams of each state 
and Probability Theory, the following equations can be found.  
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Solving these equations, the probability can be expressed as: 









≤≤×
+
=
+
+
=
∏
 ∏
−
=
=
−
=
Li1                           )(
)(1
1
0
1
0
2
2
1
1
1
1
0
2
2
1
10
p
dd
p
dd
p
i
k
kk
i
L
i
i
k
kk
µ
λλ
µ
λλ
                                                  (4)    
2
2
1
1
22 λλ ×+× thth dd  211 12 λλ +×−thd  21 λλ +
 
21
1
1
λλ +×thd
  
21 λλ +
 
Threshold 2 Threshold 1 
Figure 2: A state transition rate diagram 
µ µ µ µ µ µ 
   0   th2   th1 
 
   L 
 
        th1 
Threshold 1 
              L 
Customer No. in the System  
Figure 1: Dropping Functions for Two Classes 
dmax:  1 
Dropping Probability 
        th2 
Threshold 2 
Dropping Function 
For Class Two 
Dropping Function 
For Class One 
2
2
11
1
1 λλ ×+× −− LL dd
 
103
3. Performance Analysis 
In what follows, we will derive the joint system performance metrics including the mean queue 
length ( L ), mean response time ( R ), system throughput ( T ), probability of packet losses ( P ) 
and the mean waiting time ( qW ) and relevant marginal performance metrics for each class of 
traffic. 
3.1 The joint performance measures 
The joint mean queue length and throughput can be calculated using the same way as for the 
traditional M/M/1/L queueing system. Then the mean response time and the mean waiting time in 
the queue can be solved by Little’s Law. The packet loss probability consists of the probability of 
packet loss after the queue is full and that of packet dropped before the queue is full.  
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3.2 The marginal performance measures 
For a system in the steady-state, the average arrival rate equals to its throughput. So the 
throughput of each class can be expressed as Eq. (10). In Eq. (11), the ratio of the instant arrival 
rate of class k  ( 2,1=k ) to the total arrival rate 21 λλ +  is the instant probability of loss packets 
from class k . Because both classes of traffic are served identically, the average response time and 
the delay of each class can be derived using Eqs. (12) and (13) [8]. The delay of a packet from 
class k  can be decomposed into two parts: the mean residual life due to the other packets found in 
service and the waiting time due to customers found in the queue upon its arrival. In an M/M/1/L 
queueing system, the mean residual life equals to the mean service time. The average response 
time consists of the delay and mean service time for the packet.     
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In order to calculate the probability distribution of the marginal queue length for each class, the 
probability that packets of each class stay in any position in the system should be calculated firstly. 
There are L  positions in the system with the number being L1  from server to the tail of the 
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queue. If a packet from class k  is allocated in the position i )1( Li ≤≤  when it arrives in the 
system, it will experience all the positions j  before i , ij ≤ . In other words, the probability that 
there is a packet from class k  in the state j  should be the summation of all the probabilities that 
the packet arrives in the system and is allocated at position i , Lij ≤≤≤1 . From the transition 
diagram above, the later probability can be calculated intuitively as 
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Lij ≤≤≤1 . So the probability that a packet from class k  is in position i , noted as kim , can be 
derived as: 
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If the number of packets from class k  is q , Lq ≤≤0 , then the number of aggregate packets in 
the system should be not smaller than q . When the length of the system is l  ql ≥ , there are 
q
lC composition of two classes to make the length of class k  be q . Furthermore, the probability 
of each composition is different and can be calculated using kim . So the marginal probability 
distribution of queue length for each class k , kqp  can be derived as follows: 
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To represent kqp , two matrices 
j
iA  and 
j
iB  are used to describe the possible compositions and 
defined as: 
( )
( )











−==×








==
==
=
×−
×
×
×
1,2,1;,2                        
;,2,1                                     111
0;,2,1                                   222
11
11
ijL ii 
ij i   
j i   
j
iC
)(i
)(i-
iC
iC
j
i
j
i



j
1)-(i
1)-(j
1)-(i
j
i
  A 
  A
 
A                           (17) 
( )
( )











−==×








==
==
=
×−
×
×
×
1,2,1;,2                        
;,2,1                                     222
0;,2,1                                   111
11
11
ijL ii 
ij i   
j i   
j
iC
)(i
)(i-
iC
iC
j
i
j
i



j
1)-(i
1)-(j
1)-(i
j
i
B  
B  
 
 
B                            (18) 
105
 Both matrices are of size iC ji × . Each row of 
j
iA  is a possible composition of class one and 
class two when the aggregate queue length is i  and the queue length for class 1 is j . jiB  can be 
defined for class two similarly. Another two basic matrices 1×i

 and 1×i
 
are defined as: 
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The relationship between jiA  and 
j
iB  is shown as follow: 
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So the mean queue length can be calculated using the method similar as (5) and can be simplified 
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4. Validation of the Model 
A discrete-event simulator has been developed to validate the above analytical model. The 
effects of varying both thresholds on the marginal and joint performance have been analyzed in 
this section.  
Within the first scenario, threshold 1th is fixed and threshold 2th  increases. The marginal mean 
queue length, throughput, probability of loss packets and delay have been shown in Figures 3-6 
respectively. We can find from these figures that the variation of 2th  affects all performance 
measures significantly. In particular, as the value of 2th rises, the packet number of class two in 
the system increases. As a consequence, its mean queue length, throughput, and delay tend to 
increase. At the same time, the packet loss probability of class two tends to decrease. However, for 
class one, the throughput tends to decrease and the mean queue length, packet loss probability and 
delay tend to increase.  
 
                               
          Figure 3: The marginal Mean Queue length with            Figure 4: The marginal Throughput with 
                          threshold 1 = 6, threshold 2 = 6~15                          threshold 1 = 6, threshold 2 = 6~15  
                               
                   Figure 5: The marginal Delay with              Figure 6: The marginal Probability of Packets Loss with                             
                   threshold 1 = 6, threshold 2 = 6~15                             threshold 1 = 6, threshold 2 = 6~15 
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 We will then investigate the aggregate performance measures of the system. It is clear that the 
increase of 2th  enables more packets to enter in the system. The relative aggregate performance 
measures have been shown in Figures 7-10. It can be seen that the aggregate mean queue length, 
throughput and delay increase as the value of 2th  increase. But the probability of packets loss 
reduces. 
 
                    
                Figure 7: The aggregate Mean Queue length with           Figure 8: The aggregate Throughput with 
                          threshold 1 = 6, threshold 2 = 6~15                             threshold 1 = 6, threshold 2 = 6~15 
 
                    
                         Figure 9: The aggregate Delay with            Figure 10: The aggregate Probability of Packets Loss with                             
                          threshold 1 = 6, threshold 2 = 6~15                                threshold 1 = 6, threshold 2 = 6~15 
 
In order to evaluate the effects of the first threshold, threshold 2th  is fixed and threshold 
1th decreases within the second scenario. The marginal mean queue length, throughput, probability 
of loss packets and delay have been shown in Figures 11-14 respectively. The significant changes 
of all the performance measures can be found from these figures as threshold 1th increases. For 
example, only the packet loss probability of class one tends to increase and the mean queue length, 
throughput, and delay of class two tend to decrease with the reduction of 1th . However, for class 
two, the throughput tends to increase and the mean queue length, packet loss probability and delay 
tend to decrease. 
 
                    
              Figure 11: The aggregate Mean Queue length with         Figure 12: The aggregate Throughput with 
              threshold 1 = 6~15, threshold 2 = 15                          threshold 1 = 6~15, threshold 2 = 15        
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                           Figure 13: The aggregate Delay with           Figure 14: The aggregate Probability of Packets Loss with                             
                              threshold 1 = 6~15, threshold 2 = 15                            threshold 1 = 6~15, threshold 2 = 15 
 
The relevant aggregate performance measures have been shown in Figures 15-18. With the 
decrease of the first threshold, less packets will be allowed to enter into the system. So it can be 
seen that the aggregate mean queue length, throughput and delay decrease when the distance 
between two thresholds becomes larger. But the probability of packets loss increases. 
 
       
                  Figure 15: The aggregate Mean Queue length with         Figure 16: The aggregate Throughput with 
              threshold 1 = 6~15, threshold 2 = 15                          threshold 1 = 6~15, threshold 2 = 15    
                                          
        
                           Figure 17: The aggregate Delay with           Figure 18: The aggregate Probability of Packets Loss with                             
                              threshold 1 = 6~15, threshold 2 = 15                            threshold 1 = 6~15, threshold 2 = 15 
5. Conclusions 
In this paper an analytical model of M/M/1/L queueing systems with AQM mechanisms under 
two classes of traffic has been developed. The model is able to calculate the joint and marginal 
mean queue length, throughput, probability of loss packets and delay. The comparison of 
analytical results and those obtained from simulation has demonstrated the accuracy of the model. 
Although our analysis is based on the well-known GRED-I method for AQM, the derivation of the 
model is general and can be easily extended for other AQM methods. Performance analysis using 
the derived model has shown that all performance measures change significantly as the threshold 
value increases. For instance, the packet loss probability of class two tends to decrease and the 
mean queue length, throughput, and delay of class two tend to increase as the distance between 
two thresholds enlarges. However, the throughput for class one tends to decrease and its mean 
queue length, packet loss probability tend to increase.  
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Abstract. Quality of Service (QoS) is essential in Mobile Ad Hoc Networks 
(MANETs) in order to satisfy communication constraints, e.g. delay, as set in 
real-time applications. Traffic from such applications is normally treated as 
high-priority in contrast to non delay sensitive applications such as FTP or e-mail, 
which are largely delay tolerant and have their flows treated as low-priority in the 
network. This paper analyses the performance behaviour of a recently proposed 
QoS model, notably LWQ, with respect to the number of high priority flows 
under a variety of mobility conditions. Our simulation results reveal that the 
number of high priority flows and different mobility states have a critical impact 
on the mean end-to-end delay and throughput of high priority traffic achieved by 
the LWQ QoS model.  
Keywords: Mobile ad hoc networks, QoS, Delay, Throughput, High priority 
flows, Simulation. 
 
 
1 Introduction 
 
MANETs [1] are formed by wireless devices that communicate with each other using 
multi-hop wireless links without necessarily using pre-existing network infrastructure. 
Two nodes communicate directly if they are in transmission range of each other or 
otherwise achieve connectivity through a multi-hop route via intermediate nodes. 
Hence, it becomes possible to establish spontaneous communication between 
network-enabled electronic devices. MANETs can also be formed by making use of 
other technologies such as optical networks, but wireless communications is the natural 
choice for spontaneous networking [2].  
 
Advances in wireless communications and the growth of real-time applications such as 
streaming audio and games, have drawn a lot of attention to wireless networks that 
support quality of service (QoS). Due to limited availability of transmission bandwidth 
in MANETs, QoS techniques need to optimise the scarce resource by prioritising the 
real-time flows over best-effort flows in order to comply with the QoS requirement 
such as delay bounds and real-time throughput. Unlike best-effort applications, 
real-time applications require these QoS guarantees if they are to operate to a sufficient 
degree. Examples of applications are conversational voice, streaming, interactive and 
background/best-effort. The main distinguishing factor between these four classes lies 
with sensitivity to delay [3, 23]. In this research we have divided the real-time flows 
into two categories: delay-sensitive real-time flows and non delay-sensitive real-time 
flows. Delay-sensitive real-time flows are commonly considered as high priority and 
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 non delay-sensitive real-time flows are considered low priority. As MANETs have 
been proposed for disaster relief environments, it is important to prioritise high priority 
flows so that an important flow will not be blocked due to existing low priority flows.  
 
Based on the above requirement, the goal of our research is to analyse an existing QoS 
model that deals with prioritisation. The reason we have chosen to analyse this model is 
because unlike existing models proposed in the literature [4, 5, 15], the LWQ model has 
a built-in mechanism that ensures tight QoS guarantees to high priority flows. We have 
performed extensive simulation experiments to investigate the performance behaviour 
of this model taking into account a number of important system parameters, including 
the number of high priority flows, node speed, pause time, and network size.  
 
The rest of the paper is organised as follows. In the next section, we briefly review 
several approaches and their extension for service differentiation. Section 3 provides a 
detailed description of the LWQ QoS model that we have analyzed. Section 4 evaluates 
the performance of LWQ in scenario of several competing high-priority flows. Finally, 
Section 5 concludes the findings and offers a plan for future work. 
 
2 Existing QoS Approaches 
 
MANETs exhibit unique characteristics such as limited bandwidth availability and 
special mobility considerations. In order to guarantee QoS and given the limited 
bandwidth requirement it is necessary to prioritise certain flows over others; those high 
priority flows are then treated preferentially so as to meet given delay or throughput 
requirements. There exist several applications that need such type of treatment such as 
Voice over IP (VoIP). When the delay or the loss rate of such flows exceeds certain 
levels they become unusable.  
 
The existing approaches to QoS in MANETs satisfy some subset of these requirements 
[4, 5]. Some QoS solutions are built directly into existing routing [6, 7, 8, 9] or link 
layer protocols [10, 11, 12], making them completely dependant on the adoption of 
those protocols. Furthermore, several QoS approaches dealing with flow priority 
differentiation have been proposed in literature [13, 14,15]. The granularity of such 
differentiation is usually two-levels coarse, i.e. there are two types of flow: high and 
low priority. However, these priority differentiations have also been built into routing 
and link layer protocols. The SWAN model [16, 17], for instance, provides guarantees 
that are soft for high priority flows which implies that they may be downgraded to 
best-effort flows [18] in the presence of congestion. 
One of the recently QoS model that attempts to provide tight guarantees to high priority 
flows is Light-weight QoS model (LWQ) [19, 20]. The following section describes the 
operation of the LWQ model and the limitations of its mechanism which has been the 
main motivation for our present study. 
 
3 The operation of the LWQ model 
 
Light-weight QoS (LWQ) is a modified version of wired DiffServ QoS model [21] that 
takes into considerations the unique characteristics of multi-hop wireless environment. 
This model attempts to provide improved QoS to flows of highest priority class 
through a monitoring and correction mechanism which differentiates it with regard to 
other existing QoS models. As such, the packet rate of high priority flows is monitored 
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 and triggers corrective action like SWAN [16] by stopping the transmission of low 
priority flows of one hop neighbour once the packet rate is below a certain threshold. 
When the monitoring mechanism signals the presence of interference, the H-Node (i.e. 
a node that carries high priority flow) broadcasts a control packet (which is named 
Squelch packet) with a time to live (TTL) of 1. This technique aims at improving 
network utilisation by probabilistically selecting the nodes that must take corrective 
action by adding a fixed value to the Squelch packet, called the p-value, which lies 
between 0 and 1. The direct interfering nodes, upon receiving the Squelch packet, 
compute a random number between 0 and 1. If the random number is greater than the 
p-value, the nodes take corrective action; otherwise, the Squelch packet is discarded. 
Thus, if the p-value is set to 0.5, then only about 50% of the nodes will take corrective 
action. A p-value of 0 corresponds to the basic corrective mechanism where all nodes 
take corrective action. The working model of LWQ is presented in Fig. 1. 
 
 
 
 
 
Fig. 1. The operation of the LWQ model 
 
Despite having some guarantees to high priority packets, this architecture causes a 
reduction in the total throughput because of the corrective action taken by one-hop 
neighbours to stop transmission of other lower priority flows in attempt to maintain the 
rate of high priority flows. As a result, this scheme leads to under-utilisation of network 
resources.  Nevertheless, this behaviour does not affect this model much since its 
objective is to provide tight guarantees to high-priority flow even at some cost in total 
throughput. 
 
Arora and Greenwald [19] have used only one high priority flow in their reported 
simulations since its objective is to provide QoS to the highest priority flow. However, 
the authors have not considered the possibility of several competing high priority flows 
existing in the network. 
 
4 Performance Evaluation 
 
Considering the limitations of previous work [19, 20], we have analyzed the LWQ QoS 
model in the presence of a number of high priority flows in order to evaluate network 
performance in the presence of several competing such flows.  
 
It is important to highlight here our assumed definition of high and low priority flow to 
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 clarify our contribution in the context of previous work. We define high priority flows 
as 1) flows by delay-sensitive applications which require certain delay bound in order 
to operate properly and 2) flows that have high packet generation interval. As for low 
priority flows they are 1) non delay-sensitive application which do not require certain 
delay bound and 2) flows that have lower packet generation interval than the high 
priority flows. In order to perform a thorough analysis of this QoS model, we have 
considered the network topology and accompanying simulated traffic as indicated 
below: 
  
Network topology: describes the way the interconnection topology of nodes with 
different mobility affects the performance of the LWQ QoS model. 
 
Traffic: describes to the traffic load of high/low priority flows with different packet 
sending rate, packet length, and p-value of Squelch packet and in the way they affect 
the QoS requirement of high priority flows.  
 
We have used the network simulator ns-2 (v 2.26) [22] to run our experiments due to its 
extensive support for MANETs and ability to support QoS module such as DiffServ 
[21]. We have generated scenarios in a manner consistent with the recent LWQ 
architecture in [19] in which 50 nodes are considered, distributed over a 1500 x 300 m 
area and moving using Random Waypoint Model. Routing is handled by the AODV 
routing protocol which is mature routing solution in MANETs and a proposed RFC by 
the IETF. The channel bandwidth is 11 Mbps and the traffic sources are chosen to be 
constant bit rate (CBR) with background traffic of 3 to 5 low priority flows. Each 
simulation run lasts for 400 seconds in order to allow the network to experience some 
congestion. 
 
The offered load could be varied by changing the CBR packet size, the number of CBR 
flows or the CBR packet rate. In this experiment, we have fixed the CBR packet size 
and CBR packet rate but we have increased the number of high priority flows. When we 
increase the number of high priority flows, we decrease the number of low priority in 
order to maintain the same total number of running flows in the network. We set the 
rate of high priority flow to 32 80-byte packets per second so that it corresponds to 
audio streams of 20 Kbps and higher packet generation rate. The rate of low priority 
flow is 20 800-byte packets per second which in turn corresponds to multimedia 
on-demand retrieval application of 128 Kbps. The number of high priority flows is 
increased from 1 to 3 in our simulations. The number of low priority flows is decreased 
from 5 to 3 when we increase the number high priority flows in order to maintain the 
same amount of total high and low priority flows in the simulation. 
 
Several pairs of source and destinations of all flows are manually selected. Due to the 
similarities of the simulation results with different source-destination pairs, we only 
present the results from one representative simulation. The selected source-destination 
pair of three high priority flows are (1, 4), (5, 6) and (16,15) whereas the 
source-destination pair of low priority flows are (9, 10), (22, 45) and (7, 8). These pairs 
are selected to create multi-hop paths across the network. The simulation parameters 
and the traffic parameter of high priority flows and low priority flows are summarised 
in Table 1 and Table 2 respectively. 
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 Table 1. The parameter for the LWQ model used in the simulations. 
 
Simulation Parameter Value 
Number of nodes 50  
Simulation area 1500 x 300  
Maximum node speed 5, 10, 15, 20, 25 m/s  
Pause time 10s 
Simulation time 400s 
Routing protocol AODV 
MAC protocol IEEE 802.11 
 
Table 2.  The parameter of the generated traffic used in the simulations. 
Traffic Value 
Offered load 1 - 3 high priority flows,  3 - 5 low priority flows  
Number of maximum high priority 
flows per node 2 
Number of high priority flows 1, 2, 3 
Source – destination pairs (s ,t) of high 
priority flows (1, 4), (5, 6) and (16, 15) 
Start time for high priority flows 0, 1.0, 2.0 seconds respectively 
Packet length and packet interval 80 byte, 32 packets/second 
Rate of high priority packet 20 kbps  
Number of best-effort flows 5, 4, 3 
Source – destination pairs (s, t) of low 
priority flows (9, 10), (22, 45) and (7, 8) 
Start time for low priority flows 0.5, 1.5, 2.5 seconds respectively 
Packet length, packet interval 800 byte, 20 packets/sec 
Rate of low priority packet 128 kbps  
 
We have evaluated the QoS model by comparing two performance metrics, namely: 
 
Mean end-to-end delay: is the time experienced by a packet between its initiation at the 
source and its reception at the destination. This is measured by the total packet delay of 
the flow per number of packets of the flow received at the destination. We have 
analysed the mean delay of high-priority packets since only high-priority flows is delay 
sensitive.  
 
High priority throughput: is the number of high priority packets received per unit time, 
expressed in percentage of number of packets received less than certain bounded delay. 
Any high priority packet received whose delay is greater than 100 ms will not be 
included in this high priority throughput calculation as in a real world implementation 
the application would have no use for it (it would be too late to be meaningful).  
Delay-sensitive applications, such as voice typically require an end-to-end delay of 400 
ms for acceptable quality. However in order to evaluate this model for high priority 
voice applications, delay less than 100 ms is required; such a delay ensure lips 
synchronization [23] in video applications.  
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 5 Results and Discussions 
 
This section presents the results for the mean end-to-end delay and high priority 
throughput considering different mobility conditions. 
 
Fig. 2 shows the impact of competing flows and mobility on mean end-to-end delay of 
each high priority flows as the number of high priority flows increases and at different 
mobility levels. Flow ID 1 to Flow ID 3 are high priority flows whereas Flow ID 4 to 
Flow ID 6 are low priority flows, The results show that the mean end-to-end delay is 
still maintained at less than 100 ms for two high priority flows (as indicated by bars 
beneath the dotted line of 0.1 s). However this delay requirement is violated when there 
are 3 high priority flows as the mean end-to-end delay of high priority flows increases 
drastically. This is a strong indication that the networks can only handle limited amount 
of high priority flows.  
 
As for low priority flows (Flow ID 4 to Flow ID 6), they also experience an increase in 
the mean end-to-end delay when there are 3 high priority flows. However this increase 
of the low priority flow delay is not significant enough to affect the application utilizing 
them since they are by definition resilient to delay changes.  
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Fig. 2. Mean end-to-end delay of high priority flows with increasing number of 
high priority flows (grouped by Flow ID) at different mobility 
 
 
Fig. 3 shows the impact to delay of increasing the number of high priority flows under 
given mobility conditions. The throughput of high priority flows is calculated as the 
percentage of packets received within 100 milliseconds. The result shows that the 
throughput of high priority flows is maintained above 94% when there are up to two 
high priority flows. However this model starts to experience a throughput requirement 
violation when there are 3 high priority flows. In such a case, the throughput of the high 
priority flows decrease drastically. Similarly as with the results presented in Fig. 2, it is 
shown here that the network can only handle limited amount of high priority flows in 
order to maintain QoS guarantee. 
High priority flows
100 ms 
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 Throughput of High Priority Flows vs. Number of High Priority Flows
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Fig. 3. Throughput of each high priority flows with increasing number of high 
priority flows (grouped by the number of high priority flows) with 
different mobility 
 
 
6 Conclusions 
 
This paper has discussed the effects of increasing the number of high-priory flows on 
the mean end-to-end delay in MANETs. Further the effect of increasing the number of 
high priority flows on the achieved throughput has been demonstrated and discussed.  It 
is shown that by increasing the amount of high priority flow, the mean end-to-end delay 
will increase. Similarly, our results have shown that the same increment in the amount 
of high priority flows causes the throughput of high priority flows to decrease from 
50% up to 80%. Because of the properties of the shared wireless medium, inherently, 
the flows compete for transmission time and bandwidth particularly with the same 
priority flows.  
 
In the future, we plan to investigate the effects of suppressing low priority flow where 
probabilistic p-value is dynamically set. Our above simulations have revealed that the 
level of inter-flow interference among the flows could affect the choice of the p-value; 
high levels of interference imply that as limited amount of high priority flows is 
sustainable. Such conditions in turn imply a trade-off; limiting the amount of existing 
high priority traffic in order to ensure the surviving flows meets their QoS 
requirements. 
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Abstract. The dependability of Web Services is becoming increasingly impor-
tant for many application domains, such as e-Science, virtual organizations and 
service-oriented computing. The understanding of how a Web Service behaves 
in practice will help the developers to improve their service and provide clients 
with the information to determine the best ways of employing the Web Service. 
To fulfill such needs, we have developed a tool that monitors the dependability 
and performance of Web Services. The paper reports some initial results of the 
experiments in which the tool has been used. 
 
 
1. Introduction 
Dependability can be a major issue when using computational resources, for example, 
during the enactment of a scientific workflow [1]. The reliability of service resources 
can be erratic and this can lead to the failure of the workflow during its enactment [2]. 
The possibility of failure can be reduced by selecting those services which are the 
most reliable based on data representing their behavioural characteristics.  We have 
developed a Java-based application which monitors the dependability of Web Ser-
vices.  Users can set policies to constrain the tests, for instance, test interval, test pe-
riod and time out period. The tool collects this information from the Web Services 
and displays real time statistics. It was used to investigate the reliability of two 
BLAST Web Services from the bioinformatics domain.  The performance characteris-
tics of the BLAST services were found to differ according to response time and com-
pletion status.  It is hoped that this tool will enable users and client applications to 
select those services which are the most reliable for their needs.  
2. Overview of the Java tool 
The tool measures the dependability of Web Services by acting as a client to the 
Web Service under investigation.  The tool monitors a given Web Service by tracking 
the following reliability characteristics:  
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• Availability: The tool periodically makes dummy calls to the Web Service to 
check whether it is running.   
• Functionality: The tool makes calls to the Web Service and checks the re-
turned results to ensure the Web Service is functioning properly.  
• Performance: The tool monitors the round-trip time of a call to the Web 
Services producing and displaying real time statistics on service performance.   
• Faults and exceptions: The tool logs faults and exceptions during the test 
period of the Web Service for further analysis.  
The tool can also test the dependability of a Web Service at geographically sepa-
rated locations on different Internet backbones through the deployment of the tool at 
different physical locations. The tool and all information about it can be found at 
http://www.students.ncl.ac.uk/yuhui.chen/ 
3. Comparison of BLAST Web Services 
An experiment measuring the performance of two BLAST Web Services was un-
dertaken to test the monitoring tool.  BLAST is an algorithm which is commonly used 
in the bioinformatics domain to search for sequences that are similar to a given query 
sequence [3].  However, the dependability of BLAST services can differ from one to 
another.  For a computationally-intensive in silico analytical experiment, it is impor-
tant that the most reliable services are used so that the chances of the experiment fail-
ing are reduced.  To this end, the most reliable BLAST service can be judged based 
on performance characteristics which have been measured by a tool such as that de-
scribed in this paper. 
Performance metrics from two BLAST services were measured: a BLAST Web 
Service1 deployed by the European Bioinformatics Institute (EBI), Cambridge, UK 
and the BLAST service2  hosted by the DNA Database of Japan (DDBJ).  Each 
BLAST Web Service was invoked from three servers, two located in Newcastle upon 
Tyne, UK and the other in China at 30 minute intervals for a period of 72 hours. 
The response times of the EBI BLAST service varied dramatically during the 72 
hour test period (Fig. 1A).  The average response time of the service was ~900s. The 
response time curves of from domestic broadband and University campus network in 
Newcastle are similar, although the latter was slightly faster. The response time from 
                                                 
1 http://www.ebi.ac.uk/collab/mygrid/service4/soap/services/alignment::blastn_ncbi?wsdl 
2 http://xml.nig.ac.jp/wsdl/Blast.wsdl 
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China is every unstable. One failure has been captured by the three roots synchro-
nously during the test period which suggests a failure of the BLAST Web Service of 
unknown origin. A failure was also detected when a call was made from China sug-
gesting a possible networking failure between China and EBI service. 
 
Fig 1. Performance metrics from BLAST at (A) EBI and (B) DDBJ. 
 
The results of experiment with the DDBJ BLAST service are shown in Figure 1B.  
The average response times of the DDBJ BLAST service from Newcastle using the 
domestic broadband and campus networks were similar at ~100 seconds. The re-
sponse time from China was slightly longer, averaging at ~130 seconds.  The re-
sponse times from all these three locations were very stable which is in contrast to 
that of the EBI BLAST service. The reliability of the DDBJ BLAST was quite good 
since only one slow response was captured at 1:04am on Saturday March 19 (GTM 
standard time) by all three roots synchronously during the 72 hours test which indi-
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cates an unknown Web service state. A timeout exception was also captured at 
1:34am on Sunday March 20 (GTM standard time) by all three roots synchronously 
indicating an unknown failure of the DDBJ BLAST Web Service. 
4. Discussion and future work 
The dependability of Web Services can vary according to a number of independent 
internal and external factors. There are a number of solutions providing methods for 
monitoring the use of Web Services. For example, the Bionanny Project [4] is devel-
oping a tool that can intercept requests incoming from clients, passing the requests to 
the designated Web Service and measuring how many times the service is invoked 
and how many different requests it receives. In effect, it acts as a proxy component to 
the existing Web Services. However in order to develop dependable Web Services, it 
is important to understand how the Web Services behave as clients. Our tool provides 
measurements to fulfil this need. Since failures of Web Services can vary from inter-
nal faults to external errors, it is significant to understand where the faults are actually 
deployed. The tool logs all exceptions for further investigation; however it is difficult 
to understand some exceptions, especially those about timeout problems. It is planned 
to improve the tool to have the ability to monitor and analyze the outgoing and incom-
ing SOAP messages to help discover the origin of service problems that have been 
recorded.  
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Predictive Run-time Adaptation for Service Level 
Agreements on the Grid 
James Padgett, Karim Djemame and Peter Dew * 
Abstract. Performance prediction of execution run-times is a key component 
when delivering timely application services in decision support systems. The 
provision of Service Level Agreements (SLA) and components to manage tasks 
such as resource negotiation, monitoring and policing are needed to help meet 
this requirement. This paper presents an SLA management architecture for use 
in Grid environments focusing on a policing strategy for Grid services. This 
includes a method for generating execution run-time predictions for tracking 
application progress. Experiments to test the prediction model are presented and 
show the prediction trace compared with a reference schedule. 
Introduction 
Grid computing [4] offers scientists and engineering communities access to high 
performance computational resources and applications. Within these virtual 
organisations users and resources often belong to multiple administrative domains. By 
definition, these resources are heterogeneous with varying quality and reliability. The 
ability to uphold commitments and assurances on top of the allocated resources is an 
application requirement, sometimes referred to as Quality of Service. A key goal of 
Grid computing is to deliver management on top of the allocated resources including 
availability of resources (compute resources, storage etc), security and network 
performance (latency, throughput) [7]. Commitments and assurances are implemented 
using Service Level Agreements (SLA), which determine a contract between a user 
and service provider, stating the expectations and obligations that exist between the 
two. 
To support Grid systems based on timely service response a SLA management 
system incorporating resource reservation and run-time adaptation is desirable. In 
such systems there is a need for some form of resource monitoring and run-time 
adaptation on top of resource selection and reservation. An additional requirement is 
the provision of a historical record of the execution plan for auditing.  
SLA management systems found in the literature [12, 21, 27] focus on a limited 
subset of management functions such as negotiation and reservation, or reservation 
and monitoring; few extend support for run-time adaptation. The approach presented 
here deals with these issues, but extends support for run-time adaptation including a 
system of warnings and notifications.  
The paper presents a SLA management architecture for automated SLA 
negotiation, monitoring and policing mechanisms. The SLA Manager negotiates a 
SLA for the rights to execute a Grid application service using an external resource 
broker. Once an agreement exists, management of the SLA involves monitoring, 
which is achieved using performance measurement data obtained from a set of Grid 
monitoring tools. Policing is performed using violation data obtained through 
                                                          
*
 School of Computing, University of Leeds, {jamesp, karim, dew}@comp.leeds.ac.uk 
125
automated monitoring of the SLA against real-time performance measurement data. 
Run-time adaptation is supported thanks to SLA policing mechanisms to enforce 
changes to the execution to meet SLA guarantees. 
The aims of this paper are: firstly, to present a Grid SLA management architecture. 
Secondly, taking an SLA for a compute service as a motivation, discuss how a 
prediction model and rule based controller combine to provide predictive run-time 
adaptation for an application service. With this in mind, experiments are designed to 
test the performance of the prediction model and the rule based adaptation mechanism 
when the application service is executing on a large distributed Grid infrastructure, 
the White Rose Grid (WRG), which consists of high performance computing 
resources at Leeds, Sheffield and York Universities [29]. An infrastructure such as the 
WRG exhibits heterogeneous resources and spans multiple administrative domains.  
SLA Architecture 
The SLA Manager provides SLA and resource management support to virtual 
organisations such as the Distributed Aircraft Maintenance Environment (DAME) 
Diagnostic Portal [2]. In this example the SLA Manager is supporting a Grid based 
decision support system where timely and reliable service provision is a requirement. 
The user gains access to application services with the option of attaching time / 
performance constraints. The architecture is illustrated in Figure 1 and highlights 
component responsibilities. 
Instantiation and Modification 
The SLA Factory provides a template for SLA specification based on user 
identification of relevant time or performance constraints. Additionally, the factory 
records provenance data within the SLA Instance during the policing phase. This 
provides a record of warnings and violations important for auditing after the 
agreement has terminated. Warnings are recorded when significant events are 
detected which may affect the SLA in the future but no actual violation has occurred. 
Violations are recorded when actual breaches in time or performance constraints have 
occured. 
Negotiation and Reservation  
In order to fulfil a time or performance constraint the SLA Manager is able to 
negotiate for resources using a Resource Broker which has responsibility for placing 
reservations with a resource provider. The architecture allows for a community of 
brokers providing reservations for resources of different types, e.g. compute, storage 
and even bandwidth. The example used in this research is a SNAP-based resource 
broker [10], which provides reservations for compute resources. During the 
negotiation phase the user specifies a Task Service Level Agreement (TSLA), 
representing an agreement specification for a desired level of performance or time 
constraint for the Grid application service. Negotiation follows a request() / agree() 
protocol similar to that specified within the SNAP framework [6]. The SLA Manager 
enters into an agreement with the Resource Broker which provides a reservation 
guarantee, a Resource Service Level Agreement (RSLA), with the resource provider. 
Together the TSLA and RSLA form a Binding Service Level Agreement (BSLA) 
which binds the task to the potential resource capabilities promised in the RSLA. 
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Monitoring 
To demonstrate the concept of automated monitoring of a Grid infrastructure - the 
Globus Monitoring and Discovery System (MDS) is used. The SLA engine matches 
SLO’s to relevant Grid monitoring tools so that validation can be made against 
performance measurement data.  
Alternatively, any Grid Monitoring Service [5] which provides resource and 
service information using local Grid Monitoring Tools [3] such as Net Logger [9] and 
the Network Weather Service [28] can be used. The use of a Grid Monitoring Tool 
(GMT) compliant with the Grid Monitoring Architecture (GMA) [25] would allow a 
publish / subscribe mechanism to query resource information. Tools such as these 
enable the SLA Engine to automatically monitor the time and/or performance 
contraints based on dynamic resource and process information.  
 
Fig. 1. SLA Management Architecture 
Violations 
A Grid infrastructure integrates heterogeneous resources with varying quality and 
availability which places importance on the ability to dynamically monitor the state of 
these resources and deploy reliable violation capture mechanisms. A record of 
warnings and violations is important for auditing once the agreement is in place. 
Warnings are recorded when significant events are detected which may affect the 
SLA in the future but no actual violation has occurred. Violations are recorded when 
it is beyond doubt that breaches in time or performance constraints have occurred. 
Policing 
The SLA Engine implements a predictive rule based decision maker. Rule based 
control strategy offers effective control where the control action does not have a 
continuous domain and where the controlling entity.  In this case the SLA manager 
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does not have authoritative control over all applications submitted to the Grid 
infrastructure. In the first case the ability to effect the CPU processing potential is 
implemented either by migration onto a faster machine or one offering a load average 
which is less than that of the current resource. The adaptive process involves a 
prediction model, a rule based decision maker and a grid monitoring service. The 
decision maker takes input from two sources, the constraints stated in the SLA and the 
predicted remaining execution time generated by the predictive model. 
Adaptation has the potential to significantly improve the performance and timely 
behaviour of an application bound with SLAs. Such an application can change its 
behaviour depending on available resources, optimising itself to its environment.   
Prediction Model 
The prediction model assumes the user has a reasonable approximation of the 
application execution time prior to submission. With this assumption the model 
provides a run-time assessment of the remaining execution time based on the CPU 
load immediately prior to and during application run-time. Assessments are made as 
to whether the application will complete within a specified time through comparison 
with the scheduled remaining execution time, which is agreed upon in the SLA during 
negotiation. Even when no approximation can be made, monitoring techniques can 
determine with some accuracy that the execution will take significantly longer than 
anticipated. In this situation the SLO cannot be expressed as a time constraint and 
another metric should be chosen. A good choice is a request to maintain a specified 
percentage of mean CPU usage for the application during run-time. 
The fractional CPU usage iF is measured over n samples at time iT . %100T  is the 
time the task would take to execute if 100% CPU usage was maintained throughout 
application run-time. Festimate is the mean CPU usage over n samples. 
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Tremaining (1) is the predicted remaining execution time if Festimate (2) is maintained 
for the remainder of the execution. If Fi drops for a large proportion of this period the 
prediction will be invalid, subsequently, a new prediction is needed. 
Experiments and Performance Results 
Experiments are designed to test the policing phase of an application execution which 
operates in collaboration with the monitoring phase but after instantiation and 
negotiation is complete. Negotiation and monitoring have been the subject of previous 
study in [20] and [19]. When an SLA bound application is executing and a competing 
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appilication is submitted, the resource may no longer be able to meet its RSLA and 
subseqently the time or performance constraint in the TSLA may be violated.  
Experiments are conducted on a large distributed Grid infrastructure; the WRG 
[29]. Once a SLA has been specified, the objective is to test the ability of the 
prediction model to generate reliable performance predictions for the remaining 
application execution time. The scenario uses a Grid application service used within 
the DAME project [2]. 
The prediction model assumes that the user knows a priori how long the 
application will take at 100% CPU usage. With this in mind the application service is 
executed at 100% CPU usage to determine a reference execution time. Once this is 
known the application service is executed from start to finish. During the course of 
the execution the predicted remaining execution time is generated periodically using 
the prediction model and is compared with the reference remaining execution time. 
This experiment is used to determine the accuracy of the RTP formula (1).  
Prior to the experiment the application was run and took 1800 secs to complete 
with a mean CPU usage of 98%, resulting in a value of 1764 secs for T100%. As a 
result Tsla was set at a reasonable 2100 secs. 
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Fig. 2. Predicted time remaining vs. actual time remaining 
The results in Figure 2 show the prediction model provides a good match with the 
reference remaining execution time suggesting that the model is accurate and can be 
used for the remaining experiments. 
Following this, additional applications are submitted to the same resource to 
disrupt the SLA bound application. This creates a violation in the time constraint Tsla 
and initiates control actions as defined in the rule base. This is compared to the case 
where no adaptive technique is used. It is used to determine the effectiveness of the 
rule-based decision maker in ensuring timely application completion.  
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Fig. 3. CPU Load vs. Time – Disturbance added late in execution schedule 
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Fig. 4. Time remaining vs. Time elapsed – Disturbance added late in execution schedule 
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Fig. 5. CPU Load vs. Time – Disturbance added early in execution schedule 
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Fig. 6. Time remaining vs. Time elapsed – Disturbance added early in execution schedule 
The effect of submitting an additional application late in the execution can be seen 
in Figure 3. After approximately 20 minutes the CPU load decreases producing a 
knock on effect in the mean CPU load. This is reflected in Figure 4, which shows the 
rate of change of Tremaining decreasing. At approximately 25 minutes Tremaining exceeds 
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Tschedule and the decision maker sends a checkpoint and migration signal (marked C 
and M on Figure 4). Consequently, it can be speculated that the predictive adaptation 
results in a shorter application execution time compared to the case when no 
adaptation is used. 
The effect of submitting an additional application early in the execution can be 
seen in Figure 5. After approximately 3 minutes the CPU load decreases, however, 
the effect on the mean CPU is greater at this stage in the execution. This is reflected 
in Figure 6 which shows a rapid increase in Tremaining. After approximately 6 minutes 
Tremaining exceeds Tschedule and the decision maker sends a warning signal (marked W on 
Figure 6). As a result a warning message is added to the SLA Instance. Further into 
the execution Tremaining drops below Tschedule and the the application completes within 
the time specified within the SLA. 
Related Work 
There have been a number of attempts at defining SLA’s and a management 
architecture for both Web and Grid services. Architectures from Sahai et al [21], Leff 
et al [12] and Verma et al [27] concentrate on service level agreements within 
commercial Grids. The service level agreement language used is that presented by 
Ludwig et al [14]. The Global Grid Forum have defined WS-Agreement [1]; an 
agreement-based Grid service management specification designed to support Grid 
service management. Two other important works are automated SLA monitoring for 
Web services [11] and analysis of service level agreements for Web services [22]. 
Contract negotiation within distributed systems have been the subject of research 
where business-to-business (B2B) service guarantees are needed [8]. The mapping of 
natural language contracts into models suitable for contract automation [16] exist but 
has not been applied to a Grid environment, neither has it been applied as a SLA. An 
approach for formally modelling e-Contracts [15] exists at a higher level than the 
research by Ludwig et al [14]. Automated negotiation and authorisation systems for 
the Grid already exist [13] but involve no monitoring or run-time adaptation. 
In [24] methods are discussed for predicting execution run-time for parallel 
applications using historical information. Execution times of similar applications run 
in the past, are used to estimate the execution time. Application of this method to 
executions run on a Grid using a local batch queuing system are considered in [23]. 
This work considers the prediction of execution start times for pending jobs in order 
to decrease the average job wait time. Although their results indicate that the 
approach is succesful at reducing the average wait time it does not provide 
information as to the anticipated execution time of the user’s job. 
An approach to migration of Grid applications using performance prediction is 
presented in [26]. Migration decisions are based on resource load, potential 
performance benefits and the time reached in the application. This technique is 
limited to MPI based programs but makes use of user specified execution times and 
tolerance thresholds. 
A performance prediction based tool, known as PACE (Performance Analysis and 
Characterisation Environment) [17] has been developed at the University of Warwick. 
It uses a combination of source code analysis and hardware modelling to provide an 
application performance prediction. In [18], the use of PACE in the context of Grid 
resource scheduling is discussed. The hardware models used in this research are 
static, which provides the advantage of reusability but does not account for dynamic 
changes to resource performance. 
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Conclusions and Future Work 
Performance prediction of execution run-times is a key component when delivering 
timely application services in decision support systems. The provision of a system of 
SLA’s and components to manage tasks such as negotiation, monitoring and policing  
are needed to help meet these requirements. Making simplifying assumptions 
regarding the task requirements, this work considers a SLA Management architecture 
focussing on a method of execution run-time prediction. 
Experiments were conducted in a Grid environment, the White Rose Grid [29]. 
Submitting an additional application on the candidate resource decreases the 
capability of the resource to satisfy the RSLA and starves the SLA bound application 
of processing power. The estimates produced by the prediction model show an 
increase in the remaining execution time. The rule based controller generates a series 
of warning messages which are recorded by the SLA Factory in the SLA. A violation 
is recorded resulting in a request to checkpoint and migrate the application service. 
Where no adaptive technique is used the application execution continues to violate its 
SLA and fails to deliver on its time constraint. 
Future work will centre on a learning based technique to provide an initial 
prediction for T100%. It will use historical information based on execution run-times 
from previous runs of the same application service. Users will submit input 
parameters describing items such as dataset size and run-time flags in order to 
generate an initial prediction.  Additional work comparing application and user level 
checkpointing will provide a deeper integration of SLA Manager and SLA bound 
application service.  
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Abstract 
In this contribution, we present the idea of an independent measurement 
service. We look at the developed concept and an initial prototype 
implementation. The measurement service can be used to assess the quality of 
Web services that are available on the Internet, with the aspects of performance 
and availability being specifically addressed. This can be used as a basis for 
certifying Web services and effectively supporting the selection process during 
the implementation of Web service-based integration solutions. Moreover, it is 
intended to make the measurement service itself available as a Web service in 
future, thus also enabling a dynamic selection of service offerings to be 
supported, taking qualitative aspects into account. 
1 Introduction 
Web services are attractive for industrial software development, and play an 
important role in the field of EAI solutions and the current challenge of establishing 
service-oriented architectures. However, they will only be suitable for commercial 
applications if non-functional as well as functional requirements are met. In order to 
achieve this goal, appropriate specifications and technologies will have to be 
developed which take account of the general quality of service. The references ([5], 
and [9]) cite the following aspects in relation to the general quality of service: 
accuracy, availability, accessibility, capacity, exception handling, integrity, 
interoperability, performance, reliability, regulatory, robustness, scalability, and 
security. 
Web service technology is currently being used primarily within application 
development as a replacement for tried-and-tested middleware technology such as 
CORBA. This is advantageous particularly with regard to the independence of 
technology that can be achieved, meaning that a combination of SUN’s J2EE 
technology and Microsoft’s .net technology can be used for application development, 
for example. Web services are network-based applications that use the WSDL 
protocol (Web Service Description Language) to describe the functions they offer on 
the Internet, XML documents (eXtensible Markup Language) to exchange 
information, and the SOAP protocol (Simple Object Access Protocol) for calling 
remote methods and transferring data. The data and function calls that are packaged 
into XML documents are typically transferred using the http protocol, which means 
communication can also take place across firewalls. It is this property in particular 
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that opens up the possibility of developing genuine B2B (Business to Business) 
applications. UDDI directory services (Universal Description, Discovery, and 
Integration) are used to localize the Web services that are provided on the Internet. 
Central UDDI directories are operated by IBM and Microsoft, for example. Even 
though the number of Web services available on the Internet is continuously 
increasing, they are used primarily in a semi-professional context. Moreover, Web 
services that make their functionality available via a defined interface are not really 
suitable for integrators who are dealing with many unknown factors. Such Web 
services can be directly compared to components, which is why the following 
statement by Ivar Jacobsen is directly applicable: 
”If the components come with a bad reputation, no one will use them. 
Therefore, components must be of an extraordinary quality. They need 
to be well tested, efficient, and well documented. ... The component 
should invite reuse.” (Ivar Jacobson in [18]) 
It is particularly the non-functional properties that often remain concealed from the 
user. In this article, we want to present the idea of an independently functioning 
measurement service that is able to record the qualitative properties of Web services 
and make these available to potentially interested parties. We will be looking in 
particular at the aspects of performance, availability, and accessibility. 
2 Current situation and existing studies 
The current specifications (e.g. SOAP, WSDL, and UDDI) in Web service technology 
only support the description of qualitative aspects to a very limited extent. 
Correspondingly, most Web service offerings provide no indication of qualitative 
behavior. In this context, [13] and [17] quite rightly stress that using this type of Web 
service is associated with a wide variety of risks. Typical risks involve a lack of 
information regarding the availability, performance, and security or trustworthiness of 
the Web service offerings. We shall now briefly examine studies that are devoted to 
this subject and that comprehensively characterize the current situation: 
• [1] discusses the static and dynamic properties that should be specified in a 
Web service description. 
• [7] suggests using a specific framework for the use of quality-assured 
components. These components possess the ability to communicate to other 
components the qualitative properties of functions on offer, and carry out 
appropriate negotiations. 
• [2] proposes a metaview of Web systems and their components, through the 
use of what is called a Web tomography. Performance properties are 
assessed on the basis of properties determined by Web tomographies. 
• [10] proposes an automated and distributed SLA monitoring engine. This 
engine allows measurements at multiple sites and considers SLAs on Web 
service-based infrastructures. 
• As described by [4], the WSLA framework forms part of the IBM Web 
Service Toolkit. This framework, which is currently available as a prototype, 
contains not only an XML schema definition for describing SLAs, but also a 
run-time environment for SLA management. 
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• The paper by [15] examines various ways of assuring the quality of Web 
services, and proposes a general quality model for the Web service access 
layer. A very comprehensive model is proposed for this purpose. However, it 
has to be adapted in order to carry out specific tasks, and therefore remains 
very generalized. 
• Existing studies that look at the internal details of Web service technology 
can be found in [12], for example. This article relates to a specific 
performance test of the Apache Axis Web service environment. It compares 
the performance behavior of different access mechanisms (RPC vs. DOC-
orientated method of work) on a Web service, with the DOC-oriented 
method of work being identified as clearly the better of the two. 
In summary, the following subjects can be identified in the currently available studies 
with regard to quality issues and, more specifically, performance issues: 
• The use of mathematical models to predict selected aspects of performance 
• The management of Web service-based infrastructures 
• Proposals for enhancing current Web service specifications 
• Case studies/measurements of specific technologies and products 
• The specification of performance characteristics via the use of ontologies. 
Up to now, research has primarily focused on the question of specifying quality 
requirements and quality offerings. It has therefore clarified “what” needs to be taken 
into account with regard to the quality aspects of Web service-based integration 
solutions. However, it has not clarified “how” these quality characteristics can be 
determined. 
3 The aims and design of a measurement service 
3.1 Objectives 
An appropriate measurement service should permit the qualitative properties of Web 
services provided on the Internet to be analyzed over a definable period of time, and 
should support any certification that may be required. The following points illustrate 
the objectives and anticipated advantages of implementing an independent 
measurement service: 
• The provision of additional information regarding the qualitative behavior of 
Web service offerings, which can be used as selection criteria either 
statically or dynamically (i.e. when the application is running). 
• A measurement service should enable the qualitative behavior of a selected 
Web service to be explicitly tested before it is actually integrated into the 
application, by 
o carrying out realistic testing using a load driver 
o creating force.asting models based on existing measurements. 
• The results can be used as the basis for agreeing SLAs (Service Level 
Agreements), or alternatively, the measurement service can be used to verify 
the quality achieved and support an existing Service Level Agreement. 
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o Results as input quantities for the settlement process 
o Basis for fail-over configurations. 
• The measurement service can provide the basis for automating empirical 
investigations into available Web services. 
• The measurement service should allow different communication mechanisms 
to be used to support the process of obtaining measurement results. We 
currently envisage the following approaches in order to achieve this:  
o Request model – measurements are carried out over the network, 
and in this context, we could also refer to this as polling 
o Event model – measurements are carried out using special 
measuring agents at the Web service end. 
3.2 Measurement aspects of a Web service 
The first thing to be clarified is the type of measurements that are of interest in the 
context of the Web services available on the Internet. Since the user does not have 
access to the source code, and the Web service will not be executed on the user’s own 
hardware and software infrastructure, the interface description should include details 
of both functional and non-functional properties. Measurements of functional 
properties could, for instance, include metrics relating to the service interface and 
could therefore record granularity, but we are not examining this aspect any further in 
the present article. (See also [11].) In the context of non-functional properties, it is 
mostly the availability, performance, conformity to standards, and potential security 
aspects that are of interest. 
• The availability relates to a Web service that is ready for operation, and 
whose functions can be called via the network. The availability is usually 
stated as a percentage, with availability rates also being frequently 
mentioned. 
Availability P and Time to Repair (TTR) of a specific Web service endpoint: 
Pavailability = C(X)/N 
C(X) - Number of successful function calls 
N - Number of function calls 
TTR = trestart(X) - tfailed(X) 
tfailed – Time at which service X failed 
trestart – Time at which the service was available again. 
An additional factor relating to availability involves the compatibility and 
stability of the interface description or the syntax and semantics of the 
functions provided. 
o Downwards compatibility – applications can use older versions of a 
Web service without modifications. 
o Upwards compatibility – applications can use new versions of a 
Web service without modifications. 
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The stability of the Web service interface can be measured by using 
peripheral variables (e.g. LoC) or by creating checksums. 
• The performance of a Web service from a black box point of view can be 
recorded along the lines of [3] by using the throughput and response times. 
In addition, the network and processing times of any intermediaries should 
be considered. Internal metrics should be deliberately disregarded here. 
The response time (latency) of specific Web service operations: 
tlatency = to/p(X) – ti/p(X) 
ti/p(X) – Time at which service X was called 
to/p(X) – Time at which the reply to the call was available 
The throughput of specific Web service operations: 
tthroughput = Number of service calls in time interval T 
• The conformity to standards relates to the observance of recommendations 
and standards adopted within the Web service community (e.g. SOAP, 
UDDI, WSDL etc.). Only when these are observed can the technology-
independent interoperability of Web services be truly guaranteed. 
• Security aspects play an important role, particularly in the context of 
communication via the Internet, which is open to all. These aspects relate to 
authentication, the encryption of messages transmitted, and the access 
control or logging of operations that are carried out. 
 
Figure 1: Interaction chain of a Web service call 
Measuring response times on the client (request model) necessarily involves the entire 
interaction chain. This includes calling and setting up the SOAP message (generating 
141
an XML file), transmitting the message over a suitable network (usually http in the 
case of Web services), and parsing the SOAP message at the Web service end. It also 
includes the actual execution time for the functions at the Web service end, and the 
generation, transmission, and relevant processing of the reply message. In order to 
eliminate the network runtimes in the request model, it is advisable to use a simple 
“ping” directly before the actual measurement, and subtract the ping time from the 
result of the actual measurement. Measuring response times at the Web service end 
(event model) requires a suitable measuring agent within the Web service runtime 
environment. The advantage of this type of model is that it eliminates the influence of 
the network. Comprehensive descriptions of factors influencing the performance of 
Web services can be found in [16], [6], and [14]. 
3.3 Designing a measurement service 
The measurement service design described below primarily enables conclusions to be 
drawn regarding the performance, availability, and stability of a measured Web 
service. Based on the measurements carried out, potential interested parties can draw 
conclusions regarding the qualitative properties that can be expected from a Web 
service. 
 
Figure 2: The architecture of the measurement service 
The Web service access components carry out the actual measurement (i.e. they call 
the relevant methods) of a Web service. It is possible for several instances to be active 
simultaneously. The stability of the Web service interface is also determined at 
regular intervals, with an appropriate checksum of the WSDL description being 
calculated for this purpose. The measurement service functions can be accessed both 
via a graphical user interface (Web-based GUI) and a WSDL interface. This enables 
the measurement service to offer its own services as a Web service on the Internet, or 
incorporate its functions into complex, higher-level tasks. The other components that 
are available are described briefly below. 
Configuration of the Web Service access – Configures the basic method of accessing 
the Web service that needs measuring.  
• Selecting the methods to be measured 
• Using the relevant parameters 
• Determining simple measurement intervals 
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• Dealing with error conditions. 
Load driver component – Enables an appropriate load mix to be configured, so that 
several Web service functions can be executed virtually simultaneously. 
• Defining the behavior of method calls in relation to each other 
• Defining target response times 
• Substituting data to be transmitted. 
User configuration & access – Assigns roles and access rights for measurement 
service users. Read access and also the right to measure new Web services can be 
assigned. 
• Assigning read access to all visitors  of the measurement service 
• Assigning read and write access  to administered users. 
Prediction component – Provides a calculation procedure for predicting the 
performance of a Web service under a given load profile. 
• Configuring the anticipated load profile 
• Using a solution method based on the operational analysis. 
Metrics storage & export component – Stores measurements and converts them to an 
appropriate format for transmission (e.g. XML). 
• Storing measurements in a local database 
• Preparing measurements for further processing. 
There are many factors that influence the performance of Web services (particularly 
the associated network runtimes). As mentioned above, our current plan for isolating 
network runtimes involves transmitting a simple PING to the server on which the 
Web service runs directly before the actual measurement, and subtracting this PING 
time tping from the overall runtime tRTT (“round trip time” of a SOAP-RPC) when 
measuring the Web service functions. Although measurement errors cannot be 
entirely eliminated in this way, we feel they can be significantly reduced. So the 
actual response time ta (excluding network time) for a Web service is made up as 
follows: ta=tRTT-tping 
4 A prototype measurement service 
An initial prototype measurement service is currently being implemented at the 
software measurement laboratory of the Otto von Guericke University in Magdeburg, 
in collaboration with T-Systems International (Berlin Development Center). The 
current version allows you to measure any Web service that is available on the 
Internet. 
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Figure 3: Measurement service user interface (main window) 
4.1 Configuring a Web site prior to measurement 
Figure 3 shows the graphical interface of the measurement service, with several Web 
services that are in the process of being measured. The average call time of selected 
Web service operations and the “ping time” can be clearly seen. There are also 
various additional graphical analyses available, which display the performance profile 
of an appropriate time interval, for example. 
 
Figure 4: Administrative sequence for measurements 
To prevent the measurement service from being misused, new Web services requiring 
measurement can only be included by users who have administration rights. In order 
to register a Web service for measurement on the measurement service, the URL of its 
WSDL document must be specified on the main page, and confirmed with “accept”. 
The WSDL document is then downloaded and used to dynamically generate the 
relevant files for accessing the Web service. If no error occurs during this process, the 
user is given a dialog containing the basic configuration options for the actual 
measurement process (see Figure 4). This is where you select the methods you want 
to measure (the current version can only measure a single method), specify the data 
substitution, state how system failures are to be interpreted, and define the following 
parameters. 
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R - Batch length (number of repeat invocations) 
In order to reduce measurement errors, it makes sense to execute the method 
call several times. Parameter R can be used to specify the number of 
successive repetitions of an operation call within a series. The result of a 
measurement is calculated as the average of the individual measurements 
within a series. 
IP - Invocation period of a SOAP operation  
This parameter is used to configure the call interval for the selected methods 
of the Web service. The time period between each series of measurements is 
specified in minutes. 
FT - Failure tolerance 
Permitted number of successive failed measurement series. A series is 
considered to have failed if at least one measurement (ping or operation call) 
in this series has failed. This parameter is useful because some Web services 
are occasionally temporarily unavailable. 
WP - Period of checking for stability of WSDL description  
Interval for checking the WSDL document for stability (potential changes), 
in minutes. The check involves the WSDL file being repeatedly read over the 
Internet, a checksum being calculated based on the Adler32 algorithm, and 
this checksum being compared with the previous checksum. 
OWC - Be optimistic if the WSDL description changes 
If the WSDL document has been changed, the parameters selected during the 
previous configuration or reconfiguration (i.e. service, port, and SOAP 
operation) may no longer be valid. The program can react to this either 
optimistically or pessimistically. In the former case, it will attempt to call the 
operation again in the next series as if nothing had happened; in the latter 
case, the measurement process is suspended and a reconfiguration of the 
Web service unit is requested. 
Measurement parameters for Web services that are already being measured can only 
be configured if the measurements are stopped. The overview of measured Web 
services displays the following measurement parameters: “R=..., IP=..., WP=..., 
FT=..., OWC=...”.  
4.2 Internal states of the measurement service 
Various items of status information are used to display how the measurement service 
is getting on with the registered Web services. These different states are necessary in 
order to react to changes to the Web service, and to permit the self-monitoring of the 
measurement service. 
• Not configured – A Web service requiring measurement has either not been 
configured at all, or the configuration has been aborted or has failed. 
• Ready to start – A Web service has been configured, but the measurement 
process has either not commenced, or has been suspended. The measurement 
will be automatically restarted following successful reconfiguration provided 
the “auto_start” parameter in the configuration file is set to “true”. 
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• Waiting for data – The Web service measurement has commenced, but no 
measurement results are available yet. 
• O.K. – The measurement has commenced, and results are available. In this 
case, the average ping and call times will also be shown in the table. 
• Temporarily not available – An error has occurred during the measuring of a 
Web service, but the count of successive errors is smaller than the value of 
the “fault tolerance” parameter for the respective unit. The measurement 
process is not suspended. 
• Failure Stopped – The number of errors encountered during the 
measurement of a Web service has exceeded the defined limit. This Web 
service is then classed as “unavailable” and its measurement is aborted. 
• Reconfiguration needed – The procedure has ascertained that the WSDL 
document for the relevant Web service has been changed. The Web service 
measurements have been set to react pessimistically, i.e. a reconfiguration is 
required. The measurement process is suspended. 
• Zombie –The Web service (WSDL and configured URL) is no longer 
available. 
4.3 Reporting functions provided 
 
Figure 5: Configuring access to the Web service 
In addition to the option of processing the measurement results in other programs 
such as Excel or SPSS via a data exchange format (currently the XML format shown 
in Appendix A), the measurement service provides a comprehensive view of the 
actual measurements made, in the form of its own graphical analyses.  
The current version allows you not only to examine the measurements for an entire 
month (the relevant configuration dialog is shown in Figure 5) but also to display the 
measurements for a particular day. When generating the analyses, relevant threshold 
values can be defined. When selecting an entire month, the following data is output: 
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• Number of days in the selected month for which there is measurement data 
in the database; 
• Number of days on which the required quality was achieved; 
• Percentage of days on which the required quality was achieved; 
• Total number of measurements carried out in the selected month; 
• Number of failed measurements; 
• Number of changes to the WSDL document detected in the selected month. 
Figure 6 shows the measurement output for a complete day. Both the ping time and 
the actual call time (invocation time) of the Web service functionality are displayed. 
Users also receive the following information relating to the day (not shown in Figure 
6): 
• Number of measurements carried out on the selected day; 
• Number of failed measurements on the selected day; 
• Number of measurements for the day that were of the required quality; 
• The relative proportion of these (%); 
• Number of changes to the WSDL document detected on the selected day. 
 
Figure 6: Results display for measurements carried out 
5 Analysis of a specific Web service 
The Web service “XigniteQuotes” was subject to an appropriate analysis with the aid 
of the measurement service. This Web service provides information on share prices 
and indices on the US stock market. A total of 17 methods are provided for querying 
this information. In an initial analysis, the method GetQuickQuotes was subjected to 
an initial test using the measurement service. After a delay of 20 minutes, this 
provided the relevant share price, with information on the previous price, the 
percentage change, and the new price being supplied. The measurement was 
configured using the following values: 
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R=2; IP=120; WP=1440; FT=4, OWC=true 
In line with the configuration, 2 test samples were carried out for each measurement 
(R=2), with the measurement itself taking place every 120 minutes (IP=120), and a 
check every 1440 minutes to ascertain whether the WSDL file had changed. 
Parameter FT was used to define the permitted number of successive errors (in this 
case, 4) after which the Web service is classed as being unavailable. The parameter 
OWC=true specifies that the service is to behave optimistically in the case of a 
potential change to the WSDL file, i.e. measurements will continue to be taken. This 
service was monitored from July 19, 2004 until the end of 2004. With reference to the 
days on which the relevant measurements were carried out, it was possible to validate 
the series of measurements and identify potential faults in the measurement service 
itself. This led to a fault being identified in the measurement service in the months of 
August and September. For the remainder of the analysis, we shall concentrate on the 
month of October. An overview of the results obtained in October: 
• average call time (1st measurement): 1072 ms 
• average call time (2nd measurement): 547 ms 
• average network time (ping time): 217 ms 
• measurement errors identified: 4 (i.e. 1st and 2nd measurements greater than 3 
seconds) 
• network errors identified (ping time > 1 sec): 1 
• Checks carried out: 369 – availability 99.08%. 
Basically, the series of measurements carried out established that the time for the first 
call is greater than that for subsequent calls. This is due to the Web service being 
initialized, leading to the generation of object instances during the first call. This is 
also highlighted in Figures 7 and 8, with this feature also being evident when other 
Web services were measured (not shown here). 
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Figure 7: Response time behavior for 1st and 2nd measurement 
Figure 7 shows a comparison between the 1st and 2nd measurements for the entire 
month of October.  
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Figure 8: Adjusted measurements excluding response times > 10 secs 
In order to accentuate the effect of the slower response times for the 1st measurement, 
we adjusted the measurement results for values greater than 10 seconds (see Figure 
8).  
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Figure 9: Comparison of 1st and 2nd measurements 
Figure 9 shows the distribution of the results from the 1st and 2nd measurements. The 
difference between the 1st and 2nd measurements can be clearly seen here as well.  
6 Summary and prospects 
The Web services currently available on the Internet vary from simple functions 
(simple services) such as weather or authentication services to complete business 
transactions such as booking all the services required in a travel portal (combined 
services). The more attractive the Web service functions on offer, the greater the 
number of potential users and therefore the load on the hardware and software 
resources used by the service. In a commercial environment, this gives rise to costs 
that should be charged to the customer accordingly. The supplier must also ensure the 
qualitative properties of the Web service. 
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In this context, it makes sense to use an independent measurement service, thus 
supporting the establishment of a wide variety of SLA-supported settlement models. 
The software measurement laboratory is currently working on implementing an 
appropriate billing component that will provide configurable business models for 
marketing Web services. However, it is not possible to carry out access-related 
settlement with the existing Web service specifications. Either the Web service itself 
could provide the relevant access statistics, or an appropriate broker could log the 
accesses. A suitable initial approach can be found in the WSLA specification (see 
[4]). 
We are also focusing on the prediction component. The aim is to infer the future 
qualitative behavior of the Web service from an existing empirical base of experience. 
In the context of the performance properties of the Web service, a simple forecasting 
model is currently being implemented based on the operational analysis. However, 
implementing this procedure for existing Web services will not be straightforward. 
An extension of the interface specification to include details of the efficiency of the 
Web service, or alternatively the provision of an explicit test access would permit 
further progress in this area. In addition, the measurement service is being embedded 
in an appropriate Web service trust center that registers Web services available on the 
Internet in a directory structure and provides appropriate valued-added services, some 
of which build on the functionality of the measurement service we have described 
here. 
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Appendix A – Example of an exported XML-file 
<?xml version="1.0" encoding="utf-8" ?>  
<wesementData xmlns="http://www.cs.uni-
magdeburg.de/~rud/wesement/Export" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:schemaLocation="http://www.cs.uni-magdeburg.de/~rud/wesement/Export 
http://www.cs.uni-magdeburg.de/~rud/wesement/Export.xsd" 
creationTime="2004-11-20T14:18:37" user="andreas" startDate="2004-11-20" 
endDate="2004-11-21"> 
<entity owner="andreas" creation="1100953476361" id="ws8" state="OK" 
wsdlUrl="http://wavendon.dsdata.co.uk/axis/services/CarRentalQuotes?wsdl
"> 
<configuration serviceName="CarRentalQuotesService" 
portName="CarRentalQuotes" operIndex="1" operName="getCountries" 
endpoint="http://wavendon.dsdata.co.uk/axis/services/CarRentalQu
otes" repeatings="1" operPeriod="10" wsdlPeriod="10080" 
maxFailures="0" optimisticWsdlChanges="true" />  
<batch date="2004-11-20" time="13:29:35" repeatings="1"> 
<measurement number="0" ping="49" invoke="304" />  
</batch> 
<batch date="2004-11-20" time="13:31:12" repeatings="1"> 
<measurement number="0" ping="53" invoke="249" />  
</batch> 
<batch date="2004-11-20" time="13:41:17" repeatings="1"> 
<measurement number="0" ping="50" invoke="251" />  
</batch> 
<batch date="2004-11-20" time="13:51:23" repeatings="1"> 
<measurement number="0" ping="53" invoke="253" />  
</batch> 
<batch date="2004-11-20" time="14:01:28" repeatings="1"> 
<measurement number="0" ping="49" invoke="257" />  
</batch> 
<batch date="2004-11-20" time="14:11:34" repeatings="1"> 
<measurement number="0" ping="49" invoke="250" />  
</batch> 
</entity> 
</wesementData> 
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Abstract
It has been proven that the batch renewal process (BRP) is the least biased process given the infinite
sets of measures of the traffic correlation, (i.e. indices of dispersion, covariance or correlation function) in
the discrete time domain. The similar argument is expected for the continuous time BRP but not shown in
here.
The correlation induced by BRP is analysed and a queueing model fed by BRP is studied. In this context,
a continuous time GIG/M/1/N queueing model is analysed having a single server, general batch renewal
arrival process, exponential service time and finite buffer size N . Closed form expressions for performance
distribution, such as, queue length, blocking probability and waiting time distributions are derived. As a
consequence, these analytic tools can be used to efficiently assess the adverse effect of traffic correlation
induced by the BRP on the queue.
Keywords: batch renewal process (BRP),continuous time queueing model, performance distributions, correla-
tion
1 Introduction
A persistent problem in the field of performance modelling and evaluation is to choose the most appropriate
queueing model. Unfortunately, due to the need for analytical tractability most works assume a Poisson arrival
process [9], which is not realistic as shown, for example in [12]. On the other hand, in actual networks, such as
IP or ATM networks, it is most possible that packets arrive at the queue in batches rather than individually.
Recently, queueing models fed by batch arrival process have received significant attention [6-11]. Most of the
research work falls in the discrete time domain, whilst batch arrival process could be also applied into continuous
time domain. The latter removes the restriction that the packets, in discrete time domain, must arrive at the
end of a time slot.
BRP is a general case of batch arrival process which involves both count and interval correlations. Note
that indices of dispersion have long been known as powerful tools in the analysis of the second-order properties
of point processes [13] [14] and computer traffic measurements [1-5].
Sriram and Whitt [1] analysed superposition of bursty correlated arrival processes in terms of indices of
dispersion for intervals (IDI). Heffes and Lucantoni [2] modelled the superposition of bursty arrival processes
approximated by a correlated Markov modulated Poisson process (MMPP) matching three features of indices
of dispersion for counts (IDC) and mean arrival rate. Gusella [3] characterized the variability of measured
packet arrival process with indices of dispersion and discussed the merits of these indices as well as the pitfalls
of their indiscriminate use. Moreover he estimated the indices of dispersion for measured LAN traffic which
∗This work is partially supported by the EU Network of Excellence (NoE) Euro-NGI.
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was approximately modelled by 2-phase MMPP which matched on the three IDCs and the squared coefficient
of variation (SCV) of the inter-arrival times.
Fowler and Leland [14] reported LAN traffic with unbounded IDC. However, it is expected that performance
of a restricted buffer system with deterministic service would not be affected by the magnitude of IDC for long
intervals. Andrade and Martinez-Pascua showed that the queue length distribution and other statistics are
affected by IDC only up to a certain size of interval (determined by the buffer size) whilst the value of the IDC
at infinity is of little importance.
Only a limited number of papers studying on finite-buffer queues with batch renewal process have appeared
so far in the literature. In this context, the batch renewal process in a discrete time domain was introduced
and applied to the analysis of queueing models by Fretwell and Kouvatsos [5-7], where the generating functions
of IDI and IDC were expressed in terms of corresponding generating functions of batch inter-arrival time and
batch size distributions. Moreover, Frey [15] analysed a finite-capacity vacation queue with batch arrivals but
considered batch Poisson arrivals only. Niu [9] studied a vacation queue with setup and close-down times and
batch Markovian arrival processes in discrete time domain. A queueing model with batch arrivals and batch-
dedicated servers was analysed by Gullu [11], which nevertheless, has an infinite number of servers and buffer
sizes. Finally, Takaki and Wu [10] studied queue fed by a semi-Markovian batch arrival process but with infinite
waiting rooms.
The BRP is employed in the continuous time domain and the following analysis of a GIG/M/1/N queue
with a general batch renewal arrival process GIG, as defined in Section 2. Performance distributions of queue
length, blocking probability and waiting time distributions are determined.
Section 2 introduces the continuous time batch renewal process and associated properties. Section 3 gives the
transforms of IDI and IDC of continuous time batch renewal process. The performance distributions of a single
server queue with batch renewal arrival process and finite-capcacity are presented in Section 4. Conclusions are
drawn in Section 5.
2 Batch Renewal Processes
A batch renewal process as a traffic process allows simultaneous arrivals such that
• the number of arrivals in different batches are independent and identically distributed
• the intervals between batches are independent and identically distributed
• the batch sizes (number of arrivals in one batch) are independent of intervals between batches
In the continuous time domain, a batch renewal process has continuous inter-arrival times and discrete counts.
In the discrete time domain a batch renewal process has been found to exhibit both interarrival correlation
between individual arrivals and count correlation between successive epochs. In this paper the corresponding
correlations are investigated in the context of a continuous time batch renewal process.
3 Correlation in Batch Renewal Process
Consider a continuous time batch renewal process in which
• the distribution of batch size is given by the probability mass function (pmf) b(n), n = 1, 2, . . ., with
mean b, squared coefficient of variation (SCV) C2b and probability generating function (pgf) B(z) =∑∞
n=1 b(n)z
n.
• the distribution of interval between batches is given by the probability density function (pdf) a(t), t > 0,
with mean a, SCV C2a and Laplace transform A(θ) =
∫∞
0
a(t)e−θtdt.
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Let ν(n, t) be the probability that exactly n customers arrive during the interval of length t, n = 0, 1, . . .,
t > 0. Then the transform function of ν(n, t) is defined as
N(z, θ) =
∞∑
n=0
∫ ∞
t=0
ν(n, t)zne−θtdt (1)
=
1
θ
− 1
a · θ2 ·
(1−A(θ))(1−B(z))
1−A(θ)B(z)
The IDC, It, is defined to be the variance of the number of arrivals during an interval of length t divided by
the mean number E(Nt) of arrivals in t, namely
It =
V ar(Nt)
E(Nt)
(2)
Let I(θ) to be the generating function of It. From the well-known connection between the indices of dispersion
and correlation functions (covariances), the transform of count correlation function K(θ) can be determined by
(c.f.[16]):
K(θ) = b
(
C2b +
1 + A(θ)
1−A(θ) −
2
a
· 1
θ
)
(3)
Let τ(n, t) be the probability that there are n intervals between n + 1 successive individual arrivals during
interval of length t. Then the transform function of τ(n, t) is defined as
T (z, θ) =
∞∑
n=0
∫ ∞
t=0
τ(n, t)zne−θtdt (4)
=
1
1− z −
z
b · (1− z)2 ·
(1−A(θ))(1−B(z))
1−A(θ)B(z)
The IDI, Jn, is defined to be the n times SCV of intervals X between individual arrivals.
Jn =
n · V ar(X)
E(X)2
(5)
Defining J(z) to be the generating function of Jn. The transform of interval correlation function L(z) can
be obtained by
L(z) = b
(
C2a +
1 + B(z)
1−B(z) −
1
b
· 1 + z
1− z
)
(6)
Note that K(θ) is expressed in terms of batch interarrival time distribution and L(z) in terms of batch size
distribution.
From equations (3) and (6), A(θ) and B(z) can be expressed in terms of K(θ) and L(z), repectively, by:
1−B(z) = 2b
L(z)− b(C2a − 1) +
1 + z
1− z
(7)
1−A(θ) = 2b
K(θ)− b(C2b − 1) + 2λ ·
1
θ
(8)
It may be shown that equations (7) and (8) define A(θ) and B(z) uniquely given K(θ) and L(z) (c.f.[15]).
It may be also shown that counting process ν(n, t) and timing process τ(n, t), taken together, define A(θ) and
B(z) uniquely.
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4 Censored GIG/M/1/N Queue
This section specifies the GIG/M/1/N queue and derives the performance distributions.
4.1 Model Discription and Specification
Consider a GIG/M/1/N queue with a batch renewal arrival process where customers within an arriving batch
are turned away and simply lost (i.e. censored arrivals) when the number of occupied buffers reaches capacity
N . The service times are assumed to be exponentionally distributed and the first customer arriving to an
empty system receives service immediately and departs after serivce completion (immediate service policy). In
the following sections, a(t) denotes the probability density function of inter-arrival time between batches, b(n)
the probability mass function of batch sizes and N(0 < N < ∞) the buffer size of the queue.
4.2 Two Embedded Processes
Consider within a continuous time domain two processes embedded at points immediately before and after each
batch arrivals. Each process may be described independently by a Markov chain but the processes are mutually
dependent.
• For the first chain (chain ‘A’), the state is the number of customers in the queue after allowing for any
departure at that instant but discounting the new arrivals at that instant. Let PAN (n) be the steady state
probability that the state be n = 0, 1, · · · , N − 1 (where N is the capacity of the system)
• For the second chain (chain ‘D’), the state is the number of customers in the queue after allowing for any
departure at that instant but including the new arrivals. Let PDN (n) be the steady state probability that
state be n = 1, 2, · · · , N
• Let PN (n) be the steady state probability that there are n = 0, 1, · · · , N customers in the system (includ-
ing queueing and receiving service) at any time
To see the relation between the two Markov chains, first consider the state of each chain at an arrival instant.
Chain ‘D’ may be in state n = 1, 2, · · · , N − 1 when chain ‘A’ is in state k = 0, 1, · · · , n− 1 and there are n− k
arrivals in the batch. Alternatively, chain ‘D’ may be in state N when chain ‘A’ is in state k = 0, 1, · · · , N − 1
and there are at least N − k arrivals in the batch, therefore
PDN (n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
n−1∑
k=0
PAN (k)b(n− k) n=1,2,· · ·,N-1
N−1∑
k=0
PAN (k)
∞∑
r=N−k
b(r) n=N
(9)
Now consider the states of each chain at successive arrival instants. At the later instant, the chain ‘A’ may
be in state n = 1, 2, · · · , N − 1 when the chain ‘D’ may be in state k = n + 1, · · · , N at earlier arrival instant
and there are k − n departures in the interval between two arrivals of batches. Since the service times are
exponentially distributed, the probability that k − n customers depart during interval of length t is given by
∫ ∞
0
eµt · (ut)
k−n
(k − n)!dt (10)
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The realtionship between PAN and P
D
N at two successive arrival instants
PAN (n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
N−n∑
k=0
PDN (n + k)
∫ ∞
0
e−µt · (µt)
k
k!
· a(t)dt n = 1, 2, · · · , N
N∑
k=0
PDN (k)
∫ ∞
0
∫ t
0
e−µs · (µs)
k
k!
ds · a(t)dt n = 0
(11)
4.3 Queue Length Distribution
If immediately after the arrival of a batch, there are n+k = 1, 2, · · · , N customers in the system and the interval
between that and the next batch be the length of t, then
PN (n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
N−n∑
k=0
PDN (n + k)
∫ ∞
0
∫ t
0
e−µs · (µs)
k
k!
· 1
a
· ds · a(t)dt n = 1, 2, · · · , N
N∑
k=1
PDN (k)
∫ ∞
0
∫ t
0
e−µs · (µs)
k
k!
· 1
a
· (t− s) · ds · a(t)dt n = 0
(12)
4.4 Blocking probability
If an arriving batch of size N − k + r finds k customers in the finite buffer system, then only the first N − k
customers of the arriving batch enter the system and r customers will be blocked and lost.
The probability that the arriving batch finds k customers is PAN (k), the probability that the batch be of size
N − k + r is (N − k + r) · 1b · b(N − k + r) and the probability of a customer being in one of the r positions,
given tha batch being of size N − k + r, is r
N − k + r . Therefore, the blocking probability Π
B
N is given by
ΠBN =
N−1∑
k=0
PAN (k)
∞∑
r=1
r
b
b(N − k + r) (13)
4.5 Waiting time distribution
The waiting time of a customer is given by the interval from the instant at which it arrives in the queue to that
it is receiving service.
If the new arrival batch finds k customers in the system, then the waiting time be the service time of k
customers plus the service time of i− 1 customers before the tagged customer given it is in the ith position in
the batch.
WN (t) =
∑N−1
k=0
∑∞
r=i
∑N−k
r=1 P
A
N (k)b(r)
∫∞
0
(µt)k+i−2·µ
(k+i−2)! e
−µtdt
b(1−ΠBN )
(14)
5 Conclusions
A continuous time GIG/M/1/N queue with single server, general batch renewal arrivals process, exponentially
distributed service time and finite capacity N is analysed. Closed form expressions for basic performance
distributiions, such as queue length, waiting time and blocking probability distributions are derived. As a
consequence, these analytic tools can be used to efficiently assess the adverse effect of traffic correlation induced
by the BRP on the queue.
Numerical results on the effects of correlation on the behaviour of queueing system will be given in a sequel
paper.
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Abstract: IEEE 802.11 Medium Access Control (MAC) uses The Binary 
Exponential Backoff (BEB). BEB uses a uniform random distribution to choose the 
backoff value that often leads to reducing the effect of window size increment. This 
paper introduces a modified logarithmic backoff algorithm that uses logarithmic 
increment instead of exponential extension of window size to eliminate the 
degrading effect of random number distribution. Results from simulation 
experiments reveal that the new algorithm achieves higher throughput when in a 
mobile ad hoc environment. 
Keywords: IEEE 802.11, Ad Hoc networks, Medium access control, Backoff 
algorithm. 
 
1. Introduction 
Mobile Ad Hoc Networks (MANETs) are getting more and more attention. The 
reason for this is that unlike wired networks, MANETs are easily deployed, and need 
no infrastructure [1]. Such networks can be useful in disaster recovery where there is 
not enough time or resources to configure a wired network. Ad hoc networks are also 
used in military operations where the units are moving around the battlefield in a 
random way and a central unit cannot be used for synchronization [1]. 
 
In MANETs, a central station is not needed in order to control the different types of 
operations taking place allover the network. A node participating in an ad hoc 
network must have the ability to act as a client, a server, and a router [1]. Nodes 
should also have the ability to connect to the network and to automatically configure 
to start transmitting data over the network. This is the reason why ad hoc protocols in 
general are functioning in a distributed manner. The distributed Coordination 
Function (DCF) is used for synchronous, contention-based, distributed access to the 
channel [3]. MANETs use a shared medium to transfer data between its nodes. 
 
The wireless medium used by MANETs has a number of problems related to it. 
Bandwidth sharing, signal fading, noise, interference, etc…. with such a shared 
medium, an efficient and effective medium access control (MAC) is essential to share 
the scarce bandwidth resource [12] [1].  
 
As a part of an efficient medium access control protocol, a backoff algorithm is used 
to avoid collisions when more than one node try to access the channel. Only one of 
the nodes is granted access to the channel, while other contending nodes are 
suspended into a backoff state for some period (BO) [9]. Many backoff algorithms 
have been developed in the literature [4, 9]. One example is the Multiplicative 
Increase Linear Decrease (MILD) algorithm [4]. This algorithm improves the total 
throughput of the network, but the cost is that MILD needs a partial knowledge of the 
number of nodes over the network, which is a high cost knowledge.  
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Saher S. Manaseer      Mohamed Ould-Khaoua 
 
Department of Computing Science 
University of Glasgow 
Glasgow G12 8RZ 
{Saher, Mohamed}@dcs.gla.ac.uk 
159
 
 
 
In a normal LAN, the total number of nodes on the network is easily obtained. 
However, as nodes in MANETs are mobile, knowing the number of nodes may incur 
a high cost, since this knowledge needs to be updated.  One approach to update and 
keep the knowledge coherent is by exchanging “hello” packets between neighboring 
nodes. The “hello” packets sending process is a broadcast over the network. The 
broadcast generates extra traffic load over the network, consumes a part of the 
network resources, causes a longer delay, more control processing, and even gives 
more work to the backoff algorithm itself. Other backoff algorithms have tried to find 
a fixed optimum backoff value to use. However, the distribution functioning was not 
complete [8].  
 
In the IEEE 802.11 standard MAC protocol, the Binary Exponential Backoff (BEB) is 
used. This algorithm functions in the following way [2]. 
 
When a node over the network has a packet to send, it first senses the channel using a 
carrier sensing technique. If the channel is found to be idle and not being used by any 
other node, the node is granted access to start transmitting. Otherwise, the node waits 
for an inter-frame space and the backoff mechanism is invoked. A random backoff 
time will be chosen in the range [0,CW-1]. A uniform random distribution is used 
here, where CW is the current contention window size. The following equation is 
used to calculate the backoff time (BO): 
 
    Backoff time (BO) = (Rand () MOD CW) X aSlotTime  (1) 
 
The backoff procedure is preformed then, by putting the node on a waiting period of 
length BO.  Using carrier sense mechanism, the activity of the medium is sensed at 
every time slot. If the medium is found to be idle then the backoff period is 
decremented by one time slot. 
 
    Backoff time (BO) new = (BO) old - aSlotTime  (2) 
 
If the medium is determined to be busy during backoff, then the backoff timer is 
suspended. This means that backoff period is counted in terms of the idle time slots. 
Whenever the medium is idle for longer than an inter-frame space, backoff is 
resumed. When backoff is finished with a BO value of zero, a transfer should take 
place. If the node succeeds to send a packet and receive an acknowledgment, the CW 
for this node is reset to the minimum, which is equal to 31 in the case of BEB. If the 
transfer fails, the node starts another backoff period. In the next backoff period, the 
contention window size is exponentially increased with a maximum of 1023 [5]. 
 
BEB has a number of disadvantages. One major disadvantage is the problem of 
fairness [7]. BEB tends to prefer last contention winner and new contending nodes to 
other nodes when allocating channel access. Backoff time is decided by choosing a 
random backoff value from a contention window (CW) that has a smaller size for new 
contending nodes and contention winners. This behavior causes what is known as 
“Channel capture effect” in the network [10]. Another problem of BEB is related 
stability. BEB has been designed to be stable for large number of nodes. Studies 
showed that it is not [9]. 
 
The rest of this paper is organised as follows. Section 2 describes the new modified 
logarithmic backoff algorithm. Section 3 describes simulation environment and 
discusses the results and there behavior compared to IEEE 802.11 BEB algorithm. 
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Finally, Section 4 concludes the paper. 
 
 
2. The modified backoff algorithm 
BEB algorithm uses the following equation to increase the contention window size 
 
 Backoff time (BO) = (Rand () MOD CW) X aSlotTime  
 
The new algorithm used the Logarithm of the current backoff time as the increment 
factor to calculate the next backoff. The following formula is used: 
 
 (BO) new  = (log (BO) old) X (BO) old X aSlotTime  (3) 
 
This formula provides different outcome for the backoff times. The behavior of the 
two formulas can be seen in Figure1 and 2. The further we go with backoff; the closer 
will become the new values to the old values generated by the modified algorithm. 
  
 
 
 
Fig. 1: CW increases in BEB. 
 
 
 
Fig. 2: CW increases in logarithmic algorithm 
 
Figure 3 explains the modified algorithm.  
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Figure 3 The modified backoff algorithm. 
 
 
The main idea behind choosing such an equation for calculating backoff time is that 
instead of going on a back off period for X time slots, the node goes into two 
consecutive backoff periods say i1 and i2, where i1 + i2 ≈ X when the node is backing 
of for a consecutive number of times. This allows the node a chance to access the 
channel and transmit in a way like if backoff is stopped in the middle of the backoff 
period X.  
 
Reducing the channel capture effect [7] is another perspective of the new algorithm. 
In BEB, when a node loses in contention for channel access, there is a good chance 
that the next backoff timer will be double as the current value, this assigns the node 
larger probability to lose in the next contention against new arrivals and contention 
winners [10]. When using the logarithmic algorithm, the difference between the 
backoff periods is smaller, and so the chance of losing is not increased by the 
logarithmic algorithm. The cost in of using the modified algorithm is one extra 
invocation of the backoff handler to restart the timer. The modified algorithm also has 
stopped using the uniform random distribution. Which, as shown in the results in 
Section 4, hides the effect of the increase behavior of the CW, the thing causing 
research results to be masked by a side factor.  
 
3. Simulation Results and analysis 
Simulation has been performed using nine topologies with different number of nodes 
in each topology. The traffic over the network has been generated as Constant Bit 
Rate (CBR) traffic, maximum speed is 10.0 m/s, and the pause time is 10 s. Queue 
length is 50 packets.  
 
 
Figure 4 displays the result of running the modified algorithm against the standard 
IEEE 802.11 binary exponential backoff algorithm. The figure shows that the 
throughput is higher for the modified algorithm. A network with larger number of 
nodes has a better throughput than the case of small number of nodes. The reason of 
this is, for larger number of nodes, contention is much higher and so, it is more 
probable for a node to backoff for more consecutive periods, this leads a more 
significant effect of the behavior of logarithmic algorithm and backoff values start to 
be closer.  
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The BEB uses a uniform random number distribution generator. The random 
distribution used covers the effect of contention window increment behavior. The 
following graph in Figure 5, show a comparison of the same modified algorithm with 
another version of itself, where a random number distribution is used in the same way 
used by the BEB algorithm. 
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Fig. 4: Throughput of BEB vs. modified backoff algorithm. 
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Fig. 5: Throughput of two versions of the modified algorithm. 
 
 
The reason that the random number distribution is excluded in our algorithm is that a 
uniform distribution generates only 50% of the random values from the added size of 
the contention window. 
 
5. Conclusions 
The Binary Exponential Backoff (BEB) is used by the IEEE 802.11 Medium Access 
Control (MAC) protocol. BEB uses uniform random distribution to choose the 
backoff value. In this paper, we have introduced a modified logarithmic backoff 
algorithm, which uses logarithmic increments instead of exponential extension of 
window size to eliminate the effect of random number distribution. Results from 
simulations have demonstrated that the modified algorithm increased the total 
throughput of the mobile ad hoc networks especially when the system size is large. 
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Abstract
IEEE is preparing its new WLAN standard 802.11e in order to be
able to cope with the emergent needs of real time traffic over wireless
networks. Within this new standard there is an element called the QBSS
(QoS enhanced) load element which should help in choosing the better
access point among many. In this paper we show that this element cannot
help making true decisions in many cases and address some of these cases.
Additionally we suggest a small adjustment in the element which performs
better than the current version.
1 Introduction
The tremendous success of the 802.11 technology is highly visible. The WLAN
standard 802.11 has already proven to be one of the best marketing products for
wireless services. Through Quality of Service (QoS) capabilities which are still in
making, QoS demanding services such as Video on demand, Voice over IP (VoIP)
and gaming can then be used in a wireless setting. A crucial feature which is
required to enable flawless operation of the mentioned services is guaranteed
traffic treatment, in the sense that the needed traffic characteristics are adhered
by the wireless network infrastructure. The IEEE 802.11e task group envisages
solving this problem in the near future with a new standard 1 [6].
For service providers hotspots are very attractive. Hotspots make it possible
to have high connection rates on the move, while it should be noted that moving
stations are not in the focus of the current WLAN standards [7, 8]. Hotspots
are easily installed and very often several access points, sometimes belonging to
different service providers, cover intersecting regions. A station has to choose
from all reachable access points the one offering the best service quality.
The new standard IEEE 802.11e extends the existing 802.11 standard by
adding QoS parameters. By this, 802.11e enables QoS enhanced access points
∗{simsek, wolter}@informatik.hu-berlin.de
†coskun@cs.tu-berlin.de
1current draft version is 12.0
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(QAP) to cope with real-time traffic that is delay-sensitive, jitter-sensitive,
error-prone etc. such as voice and video streams (see [1] for a detailed overview).
In consequence, the whole new 802.11 series is supposed to operate on access
points and wireless stations with QoS enhancement (QAP and QSTAs) and
without it (AP and STAs). The issue of QoS is addressed in the new standard
IEEE 802.11e by introducing a new element called the QBSS (QoS enhanced
basic service set) load element, which is part of the beacon frames generated
by QoS enhanced access points (QAP) and contains information on the current
traffic situation. It includes three parameters: station count, channel utilization
and available admission capacity. The station count is the total number of sta-
tions currently associated with the access point. The channel utilization rate is
the normalized value of the total channel utilization which gives the percentage
of the time the channel is sensed to be busy using either the physical or virtual
carrier sense mechanism of the access point. The available admission capacity
gives the amount of time that can be used by explicit admission control. These
three parameters can be used on one hand by a QoS enhanced access point to
decide whether to accept an admission control request. On the other hand the
QBSS load element parameters can also be used by a wireless station to decide
which of the available access points to choose.
Research in the area of QoS in 802.11 networks concentrates mainly on the
evaluation of the performance of the 802.11e drafts and related improvement
proposals [3, 4, 5]. In this paper we assume that QoS handling is given and
works as expected, the main question we strive to answer is: how should a QoS
enhanced station (QSTA) decide which QoS enhanced access point to use, when
multiple QAPs are present in its environment. Does the extension proposed in
the standard 802.11e provide sufficient information to select the appropriate
access point?
We evaluate the significance of the three parameters of the QBSS load el-
ement in a simulation study using the ns-2 network2 simulator [2], where we
determine the coefficient of correlation with some QoS metric. Different QoS
metrics are used depending on the type of traffic (voice, video, etc) under con-
sideration.
It turned out that none of the three QoS parameters of the QBSS load
element shows a significant correlation with any of the QoS metrics for different
types of traffic. We conclude that the parameters of the QBSS load element
are neither sufficient nor suitable for describing the expected QoS. Instead we
found the number of already present connections of the regarded type (if we look
at video traffic that is the number of already connected video transmissions)
correlates strongly with the respective QoS metric. Therefore we propose to
enhance the QoS description of the QBSS load element by another field holding
the number of existing connections.
The rest of the paper is structured as follows: After a summary of the
current status of the 802.11e MAC protocol and its functioning in Section 2, we
present different scenarios that were simulated with the ns-2 network simulator
in Section 3. Section 4 discusses the simulation results in detail. Based on the
gained results, we suggest an enhancement in the QBSS load element to achieve
improvements in finding the best suited QAP depending on the required QoS
in Section 5. Finally, Section 6 concludes this paper.
2Several implementations of 802.11e mechanisms are already available
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2 The Basics of the IEEE 802.11e Standard
There are two main functional blocks defined in 802.11e. These are the channel
access functions and the traffic specification (TSPEC) management. We will
in this section describe the channel access function which is a key part of the
simulation study. The main idea behind the development of the IEEE 802.11e
QoS facility is the lack of sufficient QoS management over WLAN. To solve
this problem, the IEEE 802.11e task group introduced an obligatory function
for the MAC layer called hybrid coordination function (HCF) composed of a
combination of two sub functions, EDCA (enhanced distributed channel access)
for prioritized channel access (similar to DiffServ) and HCCA (HCF controlled
channel access) for parameterized channel access (similar to IntServ). The HCF
splits the time frame into a contention and a contention-free period assigning
it to EDCA or HCCA respectively. Different applications having different QoS
requirements are differentiated and handled correspondingly using one or both
of these functions.
In the draft, there exists a new central control mechanism of HCF which is
called the hybrid coordinator (HC). The hybrid coordinator, which is collocated
at the QoS enhanced access points, is responsible for the management of the use
of EDCA and HCCA in a cooperative manner. Basically the hybrid coordinator
makes the decision about when and how to use EDCA and HCCA, it assigns
transmission opportunities (TXOP) to the stations defining the time interval
in which they are allowed to send their MPDUs (MAC Protocol Data Unit).
TXOPs can be given by using one of these two functions with respect to the
needs of the stations. The HC can start a contention free period during the
contention period by sending a CFPoll (contention free poll). A possible com-
bination of contention periods and contention free periods is illustrated within
the standard draft as given in Figure 1 where a CAP is the controlled access
phase of the hybrid coordinator. As can be observed from this figure, there is no
observable regularity of the occurrences of controlled access phases. After send-
ing a beacon period, hybrid coordinator starts contention free period. Following
the end of the contention free period, contention period is started. In the sec-
ond beacon period one can see that additional contention free period is started
in between two contention periods for a short period of time. A summary of
both functions/periods and how HCF uses them is given in the following two
subsections.
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Figure 1: CAP/CFP/CP periods
In the following two subsections, we try to make it clear which functional-
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ities of EDCA and HCCA affect their behavioural prediction. This will help
understanding the correlation analysis of the third section.
2.1 Enhanced Distributed Channel Access (EDCA)
The enhanced distributed channel access function is defined to offer prioritized
channel access. Traffic streams using this function are assigned user priorities
at layers higher than the MAC layer. The assignment of user priorities is left
to the service providers offering a high flexibility for network management. At
the MAC layer, user priorities are grouped into 4 access categories. The access
to the channel during the use of the EDCA function is also called a contention
period because all access categories compete with each other to win the so
called EDCA transmission opportunities. Stations receiving EDCA TXOPs
are allowed to send their packets to the access point. Each access category
has a backoff timer that is used for the contention process and is measured in
slotTimes. There is a different maximum length of the transmission opportunity
assigned to each access category. Different TXOPs makes sure that channel is
not occupied with long frames of low priority packets. The maximum time
length an access category can use for sending one frame is restricted with the
TXOPs.
Consequently, there are four main parameters enabling the traffic differenti-
ation by the use of EDCA. These are CWmin[AC] and CWmax[AC] (minimum
and maximum contention window lengths for each access category), AIFS[AC]
(arbitration inter frame space) and TXOPLimit[AC] (maximum duration an
access category can use to send a frame). The values of these parameters are
advertised at the beginning of each beacon period by the access point within
the EDCA parameter set element. This element includes all EDCA related pa-
rameter values needed for the proper operation of the QoS facility during the
contention period. Access points can tune the values of these parameters during
run time with respect to channel load situation and networking policies. This
point is open for further research and will be product specific on each access
point.
The contention procedure is very well defined for EDCA, making simple
reasoning possible such as if there is more traffic on the channel, there will
be more collisions during contention. Additionally there will be more sources
occupying the channel if there is more traffic. These two problems increase the
loss and delay rates directly. Although some exceptions exist, which will be
discussed in the third section, the loss, delay and jitter rates of traffic streams
are mostly directly proportional to the load element parameters.
2.2 HCF Controlled Channel Access (HCCA)
In case a traffic stream has some constraints which cannot be dealt with the use
of EDCA, the owner of this stream can tell the access point that this specific traf-
fic stream needs to be polled in the schedule of HCCA. The hybrid coordination
function uses HCCA in order to make sure that strict QoS requirements such as
delay and loss rates of real time traffic streams are satisfied. During transmis-
sions, the hybrid coordinator has a higher medium access priority compared to
non access point stations by waiting only one point coordination function inter
frame space (PIFS) period, which is smaller than AIFS[AC] (see above). Thus,
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the hybrid coordinator can send its own packets and assigns HCCA TXOPs to
other stations before any station using EDCA can have access to the channel
after the channel has been sensed to be idle. All stations are informed about the
beginning and the end of the use of HCCA. This allows the hybrid coordinator
to have control over transmissions.
Any station wanting to use the HCCA for transmission sends a management
frame to the QAP, which includes the traffic specification (TSPEC) of the cur-
rent stream, thus giving details about its requirements. Traffic specifications
include all necessary information to describe a type of traffic like nominal MAC
protocol data unit (MSDU) size, mean data rate, suspension interval, delay,
surplus bandwidth allowance and maximum service interval where the service
interval (SI) is the time between successive transmission opportunities assigned
to a traffic stream. Using this information, the hybrid coordinator should decide
whether or not to accept the incoming traffic stream and what kind of schedul-
ing mechanism to use in case of acceptance. This decision algorithm is an open
issue in the standard and is one of the most challenging tasks to be realized.
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Figure 2: Schedule for three (i-k) QSTA streams
If the QSTAs send traffic specifications including their allowable maximum
service intervals, then the draft recommends a scheduling method which has
relatively a better organized structure, affecting the traffic treatment and the
experienced QoS significantly Figure 2 shows the difference. Compared to Fig-
ure 1, where a regularity of the access phases does not exist, here on the contrary
the transmission schedule shows an ordered behaviour. One can see that the
distributed TXOPs are repeated at the beginning of each service interval so that
stations have the chance to send their packets periodically. The recommended
practice of the standard describes the choice of the service intervals as follows.
First of all, the access point finds the smallest of the maximum service intervals.
Afterwards, it selects a number which is smaller than the smallest maximum ser-
vice interval and which is a sub multiple of the beacon interval. This means the
service interval is determined by the incoming traffic and this information is only
implicitly available to the stations. Additionally the amount of time reserved for
contention free period, hence to the HCCA TXOPs, is left to the hybrid coor-
dinator except that it must be smaller than the so called dot11CAPlimit (max
percentage of time that can be reserved for controlled access phases). These
two variables (service interval and the time reserved for contention free period)
are the main factors determining the structure of the schedule. In the following
section, we are going to concentrate on the effects of these two variables to the
quality of information given by QBSS load elements and see that depending on
these variables, the new protocol shows unpredictable behaviour which avoids
that load element parameters give reliable information about the QoS one may
expect from an access point.
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3 Simulations
In order to show the information given by the QBSS load element, we run
simulations with different traffic and parameter combinations. We concentrated
on the effects of the percentage of time reserved for HCF controlled channel
access and the service interval length chosen by the access point under mixed
traffic load.
The aim of this paper is to find parameters that are indicative for QoS
of each traffic type (like voice, or video traffic) in an environment exposed to
mixed traffic as described below. For this purpose we measure the amount of
useful information in the QBSS load element through its correlation with our
QoS metric of interest. The considered QoS metric depends on which type of
traffic from the traffic mixture is of interest. We expect that channel utilization
and number of connected stations show positive correlation with all QoS metrics
while the available admission capacity correlates negatively with all QoS metrics.
Note that alternating sign of the correlation across the system parameters as
well as a high variability indicates low reliable expressive power of the QBSS
load element.
The results of the following subsections show that, the information captured
by the QBSS load element is seemly inconsistent. Therefore we included an
extra parameter in the correlation study that is the number of traffic streams of
the different types of traffic. Traffic is divided up into different priority classes
and some of the different types of traffic are associated with different priority
classes, we therefore will discuss the priority classes rather than the traffic types.
We show that this extra parameter is in many cases highly correlated with
the QoS metric and therefore we propose to include the number of stations
guaranteed the different priority levels as an additional parameter in the QBSS
load element. Especially for voice and video traffic streams QoS evaluation can
be substantially improved.
3.1 Simulation Environment
We consider as infrastructure a QoS enabled basic service set (QBSS) composed
of a QoS enabled access point (QAP) and a number of stations (QSTAs) associ-
ated with the QAP. A slightly modified version of Qiang Ni’s ns2 implementation
of EDCF/HCF is used to perform simulation runs based on this infrastructure
[9].
Although 802.11e defines many parameters, we focused on the service inter-
val (SI) and the relative amount of time reserved for HCCA as system specific
variables. Together with the considered traffic types, we input a total of three
variables. We define 7 different traffic types similar to the work in [3, 5, 12] as
follows.
1. Bidirectional constant bit rate (CBR) voice traffic using UDP with a packet size
of 160 bytes and packet interval 20ms (8 Kbytes/s) corresponding to the VoIP
codec G.711. (1st access category)
2. CBR video traffic using UDP with a packet size 1280 bytes and packet interval
of 10ms (128 Kbytes/s). (2nd access category) (High quality Video)
3. 12 simulated VBR video traffic streams using UDP with minimum packet size
of 28 and maximum packet size of 1024 bytes with an average packet interval
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of 23ms corresponding to 30Kbytes/s. (2nd access category) (Average Quality
Video)
4. Bidirectional interactive traffic using TCP with a packet size of 1100 bytes and
exponentially distributed arrival rates having an average of 50ms on time, 30ms
off time and sending rate of 60Kbits/s during on times corresponding to an
average of 10Kbytes/s. This complies with the interactive traffic definition of
3GPP TS 22.105 and ITU G.1010. (3rd access category)
5. CBR Background traffic using UDP with a packet size of 1200 bytes and inter
arrival time of 100ms corresponding to 12Kbytes/s. (4th access category)
6. VBR Background traffic using TCP with a packet size of 1200 bytes and ex-
ponentially distributed inter arrival times having an average of 1000ms off and
1000ms on times with a sending rate of 300Kbits/s corresponding to heavy load
160Kbytes/s traffic. (4th access category)
7. VBR Background traffic using TCP with a packet size of 1200 bytes and ex-
ponentially distributed inter arrival times having an average of 1000ms off and
200ms on times with a sending rate of 100Kbits/s corresponding to low load
11Kbytes/s traffic. (4th access category) (3GPP TS 22.105 Web Browsing-
HTML definition.)
We investigate three different scenarios, where HCCA obtains 40%, 80%
and 98% of the model time, respectively. We chose service intervals of length
4.5ms and 50ms as they were representative for the behaviour of most of the
other combinations we tried. A simulation takes 30 seconds model time. Traffic
streams enter to the simulation within the first 5 seconds with small intervals
and the measurements of delay, jitter and loss rates are done over the last 10
seconds. The simulation results in general converge to steady state within the
first 10 to 15 seconds. The traffic load in a simulation is composed of up to 7
bidirectional voice traffic streams (1st traffic type), 5 video traffic streams (2nd
or/and 3rd traffic types), 10 bidirectional interactive traffic streams (4th traffic
type) and 10 background traffic streams (5th and/or 6th and/or 7th traffic
types).
4 Results
We ran simulations of an access point under the load as described in the previous
section. The considered metrics are delay, jitter and loss rates of a certain traffic
stream so that one can have an intuition about the possible QoS received by the
users. For VoIP streams (1st traffic type), as opposed to the other traffic types,
we evaluate the results on the basis of the mean opinion score (MOS) values
defined in ITU-T Rec. G.107 which is the widely accepted metric of industrial
organizations to measure the quality of VoIP applications [10, 11]. MOS rates
calls on a scale of 1 to 5. The calculation of the MOS value is done firstly by
calculating the so called rating factor R which is also defined in ITU-T Rec.
G.107.
R = Ro− Is− Id− Ie− eff +A (1)
MOS = 1 + 0.035R+R(R− 60)(100−R)7 ∗ 10−6 (2)
where the factor Is represents impairments occuring simultaneously with the
voice signal, Id represents delay impairments and Ie represents codec impair-
ments. Additionally A is a compensation of impairments when there are some
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advantages existing on the user side. Ro, Is and Id are also other impairment
factors decreasing the total MOS value. [10]. For calculating the MOS values
we used a tool in which a number of default values are preset.
If from the mixed traffic on the access point one is interested in the voice
traffic, the obtained MOS values must be studied, while for video traffic delay,
loss rate and jitter are directly used as QoS metrics. The following two subsec-
tions are devoted to our results for voice and video traffic respectively. We skip
here results for interactive and background traffic.
4.1 Voice Traffic Results
The common QoS metric for voice traffic is the MOS value. To find out what
system parameters are indicative for the obtained MOS value we correlate the
MOS value of the voice streams in our mixed traffic with the three QBSS load
element parameters station count, channel utilisation and available admission
capacity. Additionally we correlate the MOS value with a fourth system pa-
rameter, the number of existing voice traffic streams (labelled 1st priority #).
We simulated different scenarios with two variables, the service interval length
and the percentage of time reserved for HCCA. We distinguish two cases of
service interval length, 4.5ms and 50ms and three different percentages of time
reserved for HCCA, 40%, 80% and 98%, as shown in the total of six different
configurations in Table 1. This table summarizes the correlation between MOS
values and the QBSS Load elements and between MOS values and the number
of voice traffic streams.
Table 1: Correlations of voice traffic; SI and HCCA percentage versus QBSS
load elements and voice traffic number
40%HCCA 80%HCCA 98%HCCA
Service Interval 4.5ms 50ms 4.5ms 50ms 4.5ms 50ms
Station Count -0.11 -0.29 -0.27 -0.25 0 -0.19
Channel Util. 0.55 0.01 0.20 -0.01 0.28 0.05
Avail. Adm.C. 0.06 0.26 0.14 0.59 0.11 0.08
1st priority # -0.86 -0.69 -0.90 -0.70 -0.79 -0.73
We observe that the number of stations indeed correlates negatively with the
QoS metric, but correlation is for none of the system configurations more than
roughly 30% which we consider low correlation. There is an intuitive explanation
for this result. Some stations, like the ones producing small background traffic,
put very little load on the system and hence have very little effect on QoS.
Therefore one cannot estimate QoS based on the number of stations. It should
be noted, however, that for the larger service interval the MOS value and the
station count correlate slightly more since the hybrid controller can reserve
transmission opportunities for each demanding stream and the remaining time
used for EDCA determines the quality of the packets sent later on which is
directly correlated with the number of stations.
For the short service interval, the number of connected stations correlates
less with the MOS value and if 98% of the time is reserved for HCCA, lower
priority streams only obtain TXOPs if there is no first priority stream requiring
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admission. Similar to the above argument then the number of stations does not
correlate with the MOS value of the first priority stream.
For the correlation between channel utilisation and MOS value we observe
the reverse. For the long service intervals correlation is negligible. This is
because voice traffic has the highest priority and does in many cases not get dis-
turbed by lower priority traffic. When using the short service intervals, however,
voice traffic competes with many background traffic streams and surprisingly
correlation between channel utilisation and MOS value gets rather high (See
Fig. 3(a)). This result is mainly due to the increasing number of internal colli-
sions over the access point. As the number of stations increases, the number of
internal collisions increases and channel utilization becomes less (See Fig. 3(b)).
Therefore we get lower channel utilization rates for high loads where the MOS
values are very low. For lower loads we get channel utilization up to a hundred
percent where the MOS values are very high. As a result, there is high positive
correlation with the channel utilization rate.
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Figure 3: The relationship between Channel Utilization and MOS values during
small service intervals
In case of longer service intervals, more available admission capacity means
better MOS values for voice traffic. On the other hand if the service interval
drops to 4.5ms, than there is no observable relationship between the available
admission capacity and the MOS values. It is reasonable to have some positive
correlation if the service interval is high. In such a case, if also the percentage
of HCCA is enough, available admission capacity means that TXOPs could
have been assigned for all the traffic on the access point, which indicates a
positive correlation with MOS values. On the other hand, such a relationship
does not exist if there is a small service interval. Available admission capacity
reaches to minimum values just after one video and one voice traffic. At this
point, depending on the percentage of HCCA being used, the results are mainly
affected by the length of EDCA and not HCCA.
As illustrated in the last row in Table 1, we find that the number of connected
1st priority streams correlates much more (and negatively) with the MOS value
than any of the QBSS load element parameters and hence seems to be a good
indication for the expected QoS of voice streams.
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4.2 Video Traffic
Because we do not have a metric like MOS defined for video traffic streams,
we are going to give the correlations of the information elements with delay,
jitter and loss rates of the video traffic streams. In fact, as given in Table 2, the
results are very unstable for video traffic. If the traffic combination changes the
results change also. Nevertheless the sign of the correlation is constant. The
delay and the number of stations correlate positively, as expected.
Since voice traffic has higher priority than video traffic, the number of voice
traffic streams increases the delay of video traffic directly. Additionally, video
traffic streams affect each other more than all the other traffic streams, because
video packets come more often and are larger. This causes a positive correlation
between station count and delay. If the number of traffic streams associated with
the access point increases, the schedule of the HC becomes more stable and
therefore the jitter values decrease, which results in negative correlation. The
correlation with the loss rate is more stable compared to others, which can be
explained in a straightforward manner. On the other hand, channel utilization
and available admission capacity shows nearly no correlation with delay, jitter
or loss rates.
Table 2: Correlations of video traffic; SI and HCCA percentage versus QBSS
load elements and video traffic number
4.5 ms SI 50ms SI
Delay Jitter Loss Delay Jitter Loss
40% HCCA
Station Count -0.11 0.08 0.22 0.23 -0.23 0.22
Channel Util. -0.21 0.05 -0.40 -0.05 -0.14 -0.06
Avail. Adm.C. -0.23 0.59 0.68 -0.02 0.07 -0.02
2st priority # 0.69 -0.37 0.11 0.90 -0.71 0.89
80% HCCA
Station Count -0.11 0.08 0.22 0.23 -0.23 0.22
Channel Util. -0.21 0.05 -0.40 -0.05 -0.14 -0.06
Avail. Adm.C. -0.23 0.59 0.68 -0.02 0.07 -0.02
2st priority # 0.69 -0.37 0.11 0.90 -0.71 0.89
98% HCCA
Station Count 0.12 0.01 0.15 0.26 -0.15 0.29
Channel Util. -0.18 0.10 -0.18 -0.09 -0.07 0.23
Avail. Adm.C. 0 -0.02 0 0.13 0.04 -0.19
2st priority # 0.57 0.07 0.51 0.72 -0.81 0.83
The effect of the number of video traffic streams has mostly a high correlation
with delay, jitter and loss rates of the video traffic. This is due to the fact that
video traffic streams are relatively heavy loaded and constitute the main channel
utilization. If the service interval is small, at most one video traffic can receive
TXOP and the remaining use the contention period. Because the contention
period is short and video packets come very often, the bandwidth reserved to
the video traffic is not enough and the loss rate increases suddenly. The jitter
rate drops because the video packets coming very often allow a self repeating
schedule keeping delays nearly constant. But this does not have any importance
if the service interval is low, because the loss rate increases very fast making it
impossible to have more than two video traffic streams with an acceptable level
of QoS.
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If the service interval is large and the time reserved for contention free period
is long, TXOPs given at the beginning of the service interval do not fully utilise
the amount of time reserved for scheduling which results the start of contention
period. Within the contention period, as the number of voice streams increases,
the loss rate increases due to collisions and delay increases as well. On the other
hand longer delays achieve saturation, decreasing the variation in delay.
5 Evaluation of Results and Enhancement Rec-
ommendation
The results of the Sections 4.1 and 4.2 show that the load element parame-
ters channel utilization and available admission capacity are capable of giving
meaningful information in some of the parameter combinations because they
are moderately correlated with the metric of interest (MOS or delay, jitter and
loss rates) in these cases. However this information is not reliable because it
depends on many other variables and is not stable. The station count is in none
of the cases a reliable source of information to estimate the expected QoS over
an access point as there is no observed correlation bigger than -0.30. Such a low
correlation cannot be regarded as a source of information in decision making.
Even more so since there is another parameter, the number of streams belonging
to the respective priority class, that correlates much stronger.
In fact the number of traffic streams in each priority should definitely give
an idea about the expected QoS, because in most cases, the number of any kind
of traffic that can be transmitted over an access point has a maximum value and
this depends on the standard being used. For 802.11b the maximum number
of voice calls using G.711 codec is about 5 which can further be optimized to 7
with more efficient algorithms [13]. For this reason we also compared the corre-
lation between the number of traffic streams in each priority class and the QoS
indicator values (MOS, delay, jitter and loss rates). The correlations between
the number of traffic streams using the first priority and the QoS indicators can
be found in Table 1 and the second priority can be found in Table 2. As it
can be observed, the correlations reach up to -0.9 for some of the cases. Except
for the correlation between jitter and the number of second priority traffic, the
magnitude of the correlations is significantly higher than what we had for the
load element parameters. Hence, it is worth having this additional information
in the QBSS load element which does not bring a considerably extra load to
the beacon frame. An extension of the current draft with the number of traffic
using different priority levels can ease the choice procedure substantially.
6 Conclusion
In this paper, we presented the QBSS load element and its use in the context
of 802.11e. Our simulation results showed that choosing a QAP based upon
the fields of the received QBSS load element fields, does not always lead to an
association with the best available access point.
In order to delineate the poorness of the QBSS load element information, we
listed the results of the correlation between the QBSS load element parameters
and QoS factors like delay, jitter and loss rate. We showed that, in most of
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the cases the correlation is very low and unfortunately even the sign of the
correlation can change if one uses a different set of parameters.
We observed that in all cases with decreasing HCCA percentage, the deci-
sion accuracy improved significantly supporting our claim that the HCCA brings
extra irregularity and complexity to the new standard. We conclude that, de-
pending on the internal configuration of the QAP, meaning the settings of the
802.11e relevant parameters, the provided network service cannot be bound
barely on the load information.
Although we presented two of the most important parameters affecting the
performance of 802.11e, incorporating more parameters into the decision pro-
cess, for instance considering the number of traffic streams in different priorities,
can improve the accuracy of the decision. We are going to analyse other param-
eters of the TSPEC like surplus bandwidth allowance and delay bound, which
will be included in our next study.
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Abstract 
Contiguous allocation of parallel jobs usually suffers from the 
degrading effects of fragmentation as it requires that the allocated 
processors be contiguous and have the same topology as the network 
connecting these processors. In this paper, two non-contiguous 
processor allocation strategies, referred to as Paging and Greedy-
Available respectively, are suggested for the 2D mesh network, and are 
compared using simulation against the well-known contiguous First Fit 
strategy. The results reveal that the proposed non-contiguous strategies 
exhibit superior performance properties despite the added contention 
that results from non-contiguity. 
Keywords: Multicomputers, Fragmentation, Scheduling Effectiveness, 
Turnaround Time, External Message Interference, Dispersal Ratio, 
Performance Comparison, Simulation. 
1. Introduction 
In a multicomputer, processor allocation is responsible for selecting the set of 
processors on which parallel jobs are executed. Most strategies employed in a 
multicomputer are based on contiguous allocation, where the processors allocated to a 
parallel job are physically contiguous and have the same topology as the network 
connecting the processors [3, 9, 10, 12]. These strategies often result in high external 
processor fragmentation, as has been shown in [12]. External fragmentation occurs 
when there are free processors sufficient in number to satisfy the number requested by 
a parallel job, but they are not allocated to it because the free processors are not 
contiguous or they do not have the same topology as the network topology connecting 
these processors.   
Several studies have attempted to reduce such fragmentation [2, 4, 10]. One 
solution suggested is non-contiguous allocation [2, 10]. In such a strategy, a job can 
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execute on multiple disjoint smaller sub-networks rather than always waiting until a 
single sub-network of the requested size is available. Although non-contiguous 
allocation increases message contention in the network, lifting the contiguity 
condition is expected to reduce processor fragmentation and increase processor 
utilization [10]. Folding has also been proposed for the 2D mesh [2, 4]. Folding 
permits applications to execute on fewer processors than they have requested, when 
necessary. This could improve the performance of contiguous and non-contiguous 
allocation, as demonstrated in [2, 4]. The problem with folding is that it requires that 
jobs be able to execute on a number of processors determined at load time. 
Existing research studies [2, 4, 10] on both contiguous and non-contiguous 
allocation have been carried out in the context of the 2D mesh. The 2D mesh has been 
used as the underlying network in a number of practical and experimental parallel 
machines, such as iWARP [1] and Delta Touchstone [7]. In this study, we investigate 
the performance merits of non-contiguous allocation for reducing processor 
fragmentation on the 2D mesh and compare its performance to that of the contiguous 
allocation. To do so, two non-contiguous allocation strategies, notably Greedy-
Available and Paging, are suggested. The Greedy-Available and Paging strategies 
combine the desirable features of both contiguous and non-contiguous allocation 
strategies. The Greedy-Available strategy only allocates jobs non-contiguously when 
external fragmentation occurs (i.e., when contiguous allocation fails to allocate an 
incoming job). In the Paging strategy, a request for a given number of processors is 
satisfied by the first free pages in a row major scan of the mesh, and some degree of 
contiguity is maintained through the nature of the row major scan. The performance 
of both strategies will be compared against the existing well known contiguous First 
Fit [12] under contention and contention-free communication models. The First Fit 
strategy allocates an incoming job to the first available sub-mesh that is found [12]. In 
this study, First Fit has been used to represent the contiguous class of strategies as it 
has been found to perform well [12]. In order to make comparison fair and realistic, 
we will consider the contention model to assess the effects of contention on the 
performance of non-contiguous allocation when comparing against the First fit 
strategy.  
The rest of the paper is organised as follows. Section 2 contains a brief summary 
of allocation strategies previously proposed for 2D mesh. Section 3 contains the 
proposed non-contiguous allocation strategies. Section 4 compares the performance of 
the contiguous and non-contiguous allocation strategies. Section 5 concludes this 
study. 
2. Related Work  
Two Dimensional Buddy System (2DBS): The 2DBS allocation [8] applies to square 
mesh systems with power of two side lengths. Processors allocated to jobs also form 
square sub-meshes with power of two side lengths. If a job requests a sub-mesh of 
size ba ×  such that ba ≤ , the 2DBS allocates a sub-mesh of size ss × , where 
( )( ) b,amaxlogs 2= . This strategy suffers from high fragmentation. Also, it cannot be 
used for non-square meshes and does not have complete sub-mesh recognition ability. 
Frame Sliding (FS): The frame sliding strategy [9] searches for an appropriate 
allocation using a set of sequenced non-overlapping processor frames that cover the 
whole target mesh. It is assumed that arriving jobs request processor subsets of 
rectangular shape. Processor frames of the same side lengths as the requested sub-
mesh are searched from left to right and from bottom to top. Jumps to successive 
frames are by the job's width and height. The goal of searching is to find a suitable 
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frame for allocation; i.e., all its processors are free and it is big enough to 
accommodate the allocation request. This process ends either with finding a suitable 
allocation or when all frames are scanned and no appropriate frame is found. A 
problem with this strategy is that it cannot recognise all free frames because the jumps 
are by the job's width and height [10]. In this strategy, the search process starts with 
the lowest leftmost available node. If processors in the currently examined frame are 
not all available, the frame is slide over the plane of the mesh to the next candidate 
frame, with horizontal and vertical strides equivalent to, respectively, the width and 
the length of the requested sub-mesh. The frame first slides horizontally from left to 
right until it exceeds the boundary of the mesh. At that point, a vertical slide takes 
place. Further sliding again takes place horizontally from right to left, and so on. This 
strategy does not guarantee complete sub-mesh recognition, i.e., an available free sub-
mesh can go undetected by the strategy [3]. 
First Fit (FF) and Best Fit (BF): The problem of missing an existing possible 
allocation explained above is solved using First Fit and Best Fit allocation strategies 
[12]. The free sub-meshes are scanned and First Fit allocates the first sub-mesh that is 
large enough to hold the job, whereas Best Fit allocates the smallest suitable sub-
mesh. Bit arrays are used for scanning of available processors. 
The above allocation strategies consider only contiguous regions for the 
execution of a job and are referred to as contiguous allocations. Distance of the 
communication path is expected to be minimized in contiguous allocations. Only 
messages generated by the same process are expected within a sub-mesh and 
therefore cause no interjob contention in the network. On the other hand, the 
restriction that jobs have to be allocated to contiguous processors reduces the chance 
of successfully allocating a job. It is possible for the mesh to fail to allocate a job 
while a sufficient number of processors are available [2], i.e., fragmentation are 
occurred in these strategies.  
Hardware advances such as wormhole routing and faster switching techniques 
have made the communication latency less sensitive to the distance between the 
communicating nodes. This makes allocating a job to non-contiguous processors 
plausible. Allocation of jobs to non-contiguous nodes allows jobs to be executed 
without waiting if the number of available processors is sufficient [2]. In the next 
paragraphs, we present non-contiguous allocation strategies that have been proposed 
in previous studies [2, 10, 11]. 
Random: The random allocation is a straightforward strategy in which a request 
for a given number of processors is satisfied with a number of processors selected 
randomly [10]. Both internal and external fragmentations are eliminated since all jobs 
are assigned exactly the requested number of processors if available. Because no 
contiguity is enforced under this strategy, we would expect much communication 
interference amongst jobs. 
Naive: In the naive algorithm [11], a request for a given number of processors is 
allocated to the first free nodes found in a row major scan. 
Multiple Buddy System (MBS): The MBS is an extension of the 2D buddy 
strategy. The mesh is divided into non-overlapped square sub-meshes with side 
lengths equal to the powers of two upon initialization. The number of processors, p , 
requested by an incoming job is factorized into a base of four representation of 
( ) ∑
=
××
plog
i
ii
id
4
0
22 , where 30 ≤≤ id . The request is then allocated to the mesh 
according to the factorized number in which id  number of 
ii 22 ×  blocks is required. 
If a required block is unavailable, MBS recursively searches for a bigger block and 
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repeatedly breaks it down into buddies until it produces blocks of the desired size. If 
that fails, the requested block is then broken into four requests for smaller blocks and 
the searching process repeats [10].  
Adaptive Non-Contiguous Allocation (ANCA): In [2], ANCA always attempts to 
allocate a job contiguously. When contiguous allocation fails, it breaks a job request 
into equal-sized sub-frames. These sub-frames are then allocated to available 
locations if possible; otherwise, each of these sub-frames is broken into two equal-
sized sub-frames, and then ANCA try to allocate these sub-frames to available 
locations and thus take advantage of non-contiguous allocation, and so on. 
The random and naive strategies ignore the contiguity of processors allocated to 
a job, while may cause increases in the communication delay. MBS and ANCA 
strategies maintain some degree of contiguity between processors allocated to the job 
and alleviate communication overhead. 
Our proposed strategy (Greedy-Available) maintains degree of contiguity 
between processors larger than that of the previous non-contiguous allocation 
strategies if the number of requested processors is available in the mesh so that the 
communication between processors in Greedy-Available is lower than that of 
previous non-contiguous allocation strategies. Moreover, it eliminates both internal 
and external fragmentation. 
3. Proposed Allocation Strategies 
The target system is a LW ×  2D mesh, where W is the width of the square mesh and 
L its length. Every processor is denoted by a coordinate ( yx, ), where Wx ≤≤1 and 
Ly ≤≤1  [5]. Each processor is connected by bidirectional communication links to its 
neighbour processors, as depicted in Fig. 1. This figure shows an example of a 4×4 
2D mesh, where allocated processors are shaded and free processors are white. If a 
job requests the allocation of sub-mesh of size 2×2 contiguous allocation fails because 
no 2×2 sub-mesh of free processors is available, however the four free processors can 
be allocated to the job if allocation is non-contiguous. In what follows we assume that 
a parallel job requests, when it arrives, the allocation of a 2D sub-mesh ( )b,aS of 
width Wa ≤ and length Lb ≤ . The following definitions have been adopted from [5]. 
 
 
 
 
 
 
 
 
Definition 1: A sub-mesh ( )l,wS  of  width w   and length l , where Ww ≤≤1  and 
Ll ≤≤1  is specified by the coordinates ( y,x ) and ( yx ′′, ), where ( y,x ) is the 
lower left corner of S , ( y,x ′′ ) is the upper right corner,  and so 1+−′= xxw  and 
1+−′= yyl . The lower left corner node is called the base node of the sub-mesh, 
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Fig. 1: An Example of a 4×4 2D 
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whereas the upper right corner node is the end node. For example (1, 1, 3, 2) 
represents the 3 × 2 sub-mesh S  in Fig. 1. The base node of the sub-mesh is (1, 1), 
and its end node is (3, 2). 
Definition 2: The size of ),( lwS  is lw × . 
Definition 3: An allocated sub-mesh is one whose processors are all allocated to a 
parallel job. 
Definition 4: A free sub-mesh is one whose processors are all unallocated. 
Definition 5: A suitable sub-mesh ),( yxS  is a free sub-mesh that satisfies the 
conditions: ax ≥  and by ≥  assuming that the allocation of ),( baS  is requested. 
In this study, it is assumed that parallel jobs are selected for allocation and 
execution using FCFS strategy. This strategy is chosen because it is fair and it is 
widely used in other studies [2, 3, 5, 10] and because this research deals with the 
allocation problem. In the next two sub-sections, we describe the two non-contiguous 
allocation strategies. 
3.1 Greedy-Available Strategy 
In the Greedy-Available strategy, when a parallel job is selected for allocation a sub-
mesh suitable for the entire job is searched for. If such sub-mesh is found it is 
allocated to the job and allocation is done. Otherwise, the largest free sub-mesh that 
can fit inside ( )b,aS  is allocated. Then, the largest free sub-mesh whose side lengths 
do not exceed the corresponding side lengths of the previous allocated sub-mesh is 
searched for and allocated if this does not result in allocating more processors than 
ba × . This last step is repeated until ba × processors are allocated.  
This allocation process is implemented by the algorithm bellow, illustrated in 
Fig. 2. Note that allocation always succeeds if the number of free processors ba ×≥ , 
and scanning for free sub-meshes uses the First Fit strategy. Moreover, it can be 
noticed that this strategy maintains some contiguity by allocating large sub-meshes.  
 
 
 
 
 
 
 
Fig. 2: Outline of the Greedy-Available allocation algorithm 
Procedure Greedy-Available_Submesh_Allocation (a, b): 
Total_allocated = 0;  Job_Size = a×b 
Step 1. If (number of free processors < Job_Size) return failure 
Step 2. If (there is a free S (x, y) suitable for S(a, b)) allocate the first one 
(i.e., First Fit) and return success 
Step 3. aa=a and bb=b 
Step 4. Subtract 1 from max(aa, bb) if  max > 1 
Step 5.  If (Total _allocated+ aa×bb > Job_Size) go to step 4 
Step 6. If (there is a free S(aa, bb)) allocate it using First 
Fit,Total_allocated = Total_allocated + aa×bb 
Step 7. If (Total_allocated = Job_Size) return success else go to step 5 
End. 
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3.2 Paging Strategy 
The entire 2D mesh is divided into pages that are sub-meshes with equal sides’ length 
of 
index_size2 , where index_size  is a positive integer. A page is the allocation unit. 
The pages are indexed according to the row-major indexing scheme, as illustrated in 
Fig. 3. Busy arrays are used for scanning of available processors. 
 
 
 
 
 
 
 
 
 
 
 
 
 
If the number of free pages is greater than or equal to the allocation request the 
pages are scanned starting with page zero until the needed number of free pages is 
allocated. A paging strategy is denoted as Paging( indexsize _ ). For example, 
Paging(2) means that the pages are 4×4 sub-mesh. The number of pages a job requests 
is computed using the equation: 
( ) PsizebaPrequest /×=           (1) 
where Psize is the size of the pages, and a  and b are again the side lengths of the 
requested sub-mesh. This allocation process is implemented by the Paging algorithm, 
illustrated in Fig. 4. 
 
Fig. 4: Outline of the Paging allocation algorithm 
 
The time taken by this algorithm to scan for and allocate free pages is in the 
worst case bounded from above by LW × ; that is, its time complexity is in 
( )LWO × . Paging suffers from internal fragmentation when size_index > 0. The 
internal fragmentation of running jobs is computed using: 
Internal_Fragmentation =
 
 
 ∑
jobs rocessorsAllocate_P
ssorsLost_Proce
        (2) 
Procedure Paging_Allocation (a, b): 
Pside=2size_index;   Psize=Pside×Pside;   Mesh-Size = (W× L)/Psize;    
Prequest = (a× b)/Psize 
Step 1. If (number of free pages < Prequest) return failure else go to step 2 
Step 2. Allocate the first Prequest free pages to the job, and return success 
End. 
Fig. 3: Row-Major indexing 
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where ssorsLost_Proce  for a parallel job that requests zeProgram_Si  processors, 
but is allocated PagesAllocatedofNumber ___  is calculated using: 
Size_ogramPrPsizepages_Allocated_of_NumberocessorsPr_Lost −×=    (3) 
To illustrate this, consider a paging strategy with index_size =1, and suppose a 
parallel job requests the allocation of a 3×3 sub-mesh. When allocation is carried out 
for the job it is allocated 3 pages (12 processors). Since only 9 processors are needed 
there is internal fragmentation of 3/12. 
4. Performance Evaluation 
Simulation has been used to evaluate the proposed allocation algorithms and compare 
them to First Fit for various mesh sizes and system loads. The main performance 
parameters used are the mean turnaround times of jobs and the mean scheduling 
effectiveness eS . The scheduling effectiveness measures the ability of the allocation 
algorithms to avoid processor fragmentation [6]. At simulation time t  the scheduling 
effectiveness is defined by the following equation:    
( ) ( ) ( )( )tPPtPtS dae ,min/=             (4) 
where aP  is the number of allocated processors, P  the number of processors in the 
multicomputer, and dP  the total processor demand of the jobs in the multicomputer, 
running or waiting. For example, if 100=P , 140=dP  and 80=aP  the scheduling 
effectiveness is 0.8 and processor fragmentation is 0.2 (1.0 minus 0.8). However, if 
40=dP  and 40=aP  the scheduling effectiveness is 1.0 and fragmentation is 0.0. 
The turnaround time is the time that a parallel job spends in the mesh, from arrival to 
departure. The mean scheduling effectiveness is taken over the entire simulation time, 
and the mean turnaround time is the average turnaround time taken for all completed 
jobs. 
Every simulation run completes the execution of 500 parallel jobs. The runs are 
repeated enough times so that the mean performance values obtained have relative 
errors that do not exceed 5% under a confidence level of 95%. The side lengths of the 
sub-meshes requested by programs are uniformly distributed over the range from 1 to 
the mesh side length. Unless it is other specified the target mesh has equal sides of 32 
processors. 
As in previous studies [5, 6], we assume that programs arrive from a Poisson 
source at a rate of λ
 
 
 
jobs per time unit. The rate is computed using the equation 
( )eTN/PL ××=λ , where N  is the mean number of processors requested by jobs, 
eT  their mean execution time, and L  is the system load. The execution times are 
exponentially distributed with 1=eT  time unit.  
The performance of non-contiguous allocation depends on the contention that 
results from external message interference. The messages of two or more jobs may 
need to use the same communication link simultaneously. Therefore, this study uses 
two contention models. The first is the contention-free model, which ignores external 
message interference. The second is the contention model, where external message 
interference is modelled. The execution time of a job is not changed if the sub-mesh it 
is allocated is contiguous. However, if allocation is non-contiguous the execution time 
of the job is changed using the following formula, proposed by Chang and Mohapatra 
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[2]. 
TimeExecutionInitialTimeExecutionNew __60.1__ ×=        (5) 
Figs. 5 and 6 show the mean scheduling effectiveness achieved by the non-
contiguous allocation strategies and the contiguous allocation strategy First Fit under 
the two contention models. It can be noticed in the figures that Paging(0), Paging(1) 
and Greedy-Available are better than first fit for most system loads. Moreover, they 
are highly superior under medium to high loads. This is due to the fact that contiguous 
policies, represented by first fit, produce high external fragmentation under such 
loads. The scheduling effectiveness of first fit is high when the load is low because it 
is highly likely that a suitable contiguous sub-mesh is available for allocation to a job 
when it arrives to the mesh. The poor performance of Paging(2) and Paging(3) can be 
easily noticed. It is due to internal fragmentation caused by their large pages, 
respectively, (4×4 processors) and (8×8 processors) compared to the size of the mesh. 
It can also be noticed that the performance of Paging(0), Paging(1) and Greedy-
Available strategies differs by little using contention-free model. Also, you can notice 
that Greedy-Available is better than Paging(0) and Paging(1) using contention model. 
 
 
 
 
 
 
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0.001 0.101 0.201 0.301 0.401 0.501 0.601 0.701
Load
M
ea
n
 
Sc
he
du
lin
g 
Ef
fe
ct
iv
n
es
s
First Fit
Available
Paging(0)
Paging(1)
Paging(2)
Paging(3)
 
 
Fig. 5: Mean scheduling effectiveness for First Fit and the non-
contiguous strategies using the contention-free model in a 
32×32 mesh. 
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Fig. 6:  Mean scheduling effectiveness for First Fit and the non-
contiguous strategies using the contention model in a 32×32 
mesh. 
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Figs. 7 and 8 show the mean turnaround times of First Fit and non-contiguous 
allocation strategies using both the contention-free and contention models. As can be 
seen in Fig. 7, Paging(0), Paging(1), Paging(2), and Greedy-Available perform much 
better than first fit using contention-free model. On the other hand, the performance of 
contiguous first fit strategy is superior to non-contiguous strategy Paging(3) for most 
system loads using both the contention-free and contention models, this is due to 
internal fragmentation caused by its large pages (8×8 processors). Moreover, the 
performance of Paging(0), Paging(1), and Greedy-Available is almost identical, and is 
better than Paging(2) is substantially better than Paging(3) using contention-free 
model. The poor performance of Paging(3) is due to its large pages size. This 
produces poor scheduling effectiveness as revealed in Figs. 5 and 6. It can also be 
noticed that, and as revealed in Fig. 8, Greedy-Available perform much better than 
first fit and Paging strategies for most system loads using contention model. 
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Fig. 7: Mean turnaround times for First Fit and the non-contiguous 
strategies using the contention-free model in a 32×32 mesh. 
 
1
6
11
16
21
26
0.0001 0.1001 0.2001 0.3001 0.4001 0.5001 0.6001
Load
M
ea
n
 
Tu
rn
ar
ro
u
n
d 
Ti
m
e
First Fit
Available
Paging(0)
Paging(1)
Paging(2)
Paging(3)
 
 
Fig. 8: Mean turnaround times for First Fit and the non-contiguous 
strategies using the contention model in a 32×32 mesh. 
 
As expected, the advantage of non-contiguous allocation over contiguous 
allocation is lower when contention is modelled, however it remains substantial. We 
have also carried out simulation experiments for other mesh sizes, but this did not 
change the relative performance of the allocation strategies.  
In addition to the scheduling effectiveness and turnaround times, we have 
measured two other performance parameters for the non-contiguous strategies. These 
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are the mean dispersal ratio and mean distance computed for all jobs. The dispersal 
ratio is a measure of the degree to which the sub-meshes allocated to a job are 
dispersed over the entire mesh. The higher the dispersal ratio the more likely it is that 
the job's messages will travel through nodes allocated to other jobs, potentially 
causing more contention in the interconnection network [10]. The dispersal ratio is 
defined as follows 
Dispersal ratio =∑ ×
+−×+−
jobs ba
YstartYendXstartXend
)(
)1()1(
                               (6)
 
 
 
where ( )YstartXstart,  is the base of the smallest sub-mesh that includes all 
processors allocated to a job, and ( )YendXend ,  is its end. The values a and b are the 
side lengths of the parallel job's request. 
The mean distance for a parallel job is defined as the sum of the distances 
amongst all pairs of processors allocated to it. The distance is defined as follows 
Distance = ∑ ×
−+−
jobs ba
yyabsxxabs
)(
))(())(( 11
                                                             (7) 
where  , yx, y, x )( 11 are the coordinates of the pairs of the processors allocated to a 
job. The values a  and b  are the side lengths of the parallel job's request. This 
distance is an indicator of contention; that is, the higher the distance the higher 
contention is likely to be.  
Fig. 9 shows the mean dispersal ratio for the two non-contiguous strategies that 
yields the best performance (Greedy-Available and Paging(0)). The results reveal that 
Greedy-Available and Paging(0) have the same dispersal ratio for lighter loads (less 
than 0.3). However, the dispersal ratio of Greedy-Available is higher for high loads 
(greater than about 0.4). 
Fig. 10 displays the mean distance calculated for all jobs in Paging(0) and 
Greedy-Available. As can be seen in the figure, the mean distance for Greedy-
Available is less than that of Paging(0) for loads less than 0.6 approximately, while 
the mean distance for Greedy-Available is equivalent to that of Paging(0) for loads 
greater than 0.6 approximately. This suggests that it is expected that Paging(0) and 
Greedy-Available yield comparable performance across all loads. This conclusion is 
compatible with the values of the mean scheduling effectiveness and the mean 
turnaround times shown above. These results suggest that the mean distance is a 
better performance parameter than the dispersal ratio so that Greedy-Available is 
better than Paging(0). 
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Fig. 9: Mean dispersal ratio for Paging(0) and Greedy-Available 
using the contention model in a 32×32 mesh. 
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Fig. 10: Mean distance for Paging(0) and Greedy-Available using the 
contention model in a 32×32 mesh. 
5. Conclusions 
This study has investigated the performance merits of non-contiguous allocation in 
the 2D mesh. To this end, two non-contiguous allocation strategies, notably Greedy-
Available and Paging, have been presented. The performance of both strategies has 
been compared against the existing contiguous First Fit under contention and 
contention-free communication models. The aim of using the contention model is to 
assess the effects of contention on the performance of non-contiguous allocation. 
Simulation results have revealed that non-contiguous allocation greatly improves 
performance despite the additional message contention inside the network that results 
from the interference among the messages of different jobs. Non-contiguous 
allocation produces superior utilization than its contiguous allocation counterpart. 
Results have also shown that when pages are small the proposed strategies exhibit 
good performance levels. However, when the pages are large the performance of 
Paging degrades because of internal fragmentation. An advantage of paging over 
Greedy-Available is that it can easily be implemented efficiently. Its execution time 
complexity is ( )LWO × . 
As a continuation of this research in the future, it would be interesting to 
evaluate the performance of the contiguous and non-contiguous allocation strategies 
with different scheduling approaches. It would be also interesting to assess of the 
existing allocation strategies on a practical multicomputer. 
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Fault Detection Mechanisms for Autonomic Distributed 
Applications. 
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Abstract 
Autonomic computing includes a range of desirable properties, which are best 
achieved through middleware support. One of these properties is self-healing, the 
ability that systems may have to reconfigure themselves following the failure of some 
component. Recently, we have witnessed the development of models to provide 
middleware-based support for self-healing, service oriented distributed systems. The 
On-Demand Assembly and Delivery (OSAD) proposed previously by the authors 
consists of a number of components associated with fault-detection and fault-
recovery. In this paper, we consider the performance impact of a number of fault-
detection mechanisms, including pre-emptive detection and on-use detection. 
 
1. Introduction 
 
There is a growing body of knowledge associated with techniques related to self-
healing [1] [2] [3] [4] . Although to a certain extent self-healing is not yet well 
defined in terms of scope and architectural models, it has received increased attention 
lately. A short definition of a self-healing system is a system that is capable of 
performing a reconfiguration step in order to recover from a permanent fault. The 
following requirements are likely to be relevant to most self-healing systems [5]: 
adaptability, dynamicity, awareness, autonomy, robustness, distributability, mobility 
and traceability. In addition, it is also essential that self-healing systems have strong 
monitoring abilities.  
 
Self-healing properties are particularly useful in dynamic systems, particularly 
distributed, service oriented systems, where new services may be added and removed 
from the network, leading to the need for applications to reconfigure themselves [6] 
[7]. Ideally, such reconfiguration steps would be carried out without user intervention. 
Distributed service oriented systems provide application developers with the ability to 
build applications using services provided by other systems across available in a 
network. Such arrangement requires some form of organisation, normally involving a 
look up service, which contains information about all services that are available in the 
network. Applications wishing to use a networked service would carry out a search on 
the look up service and select, based on some criteria, the service that best matches its 
requirements. A well-known system based on distributed services is JINI, which 
provides some support for distributed service-oriented systems [8] [9]. 
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This paper is organised as follows. Section 2 describes some relevant related work; 
section 3 provides an overview of the OSAD model architecture; section 4 describes 
fault detection mechanisms; section 5 describes the experiment and presents the 
results of the simulation; section 6 discusses the evaluation of the experiment and 
section 7 presents our conclusions. 
 
2. Related Work 
In order to perform self-healing systems should have the ability to modify their own 
behaviour in response to changes in their environment, such as resource variability, 
changing user needs, mobility and system faults. The lifecycle of self-healing systems 
consists of five major elements [10]:   
1. Runtime monitoring of a given target, be it the system itself or its system 
parts or others;  
2. Exception Event detection, including: an event arising from a deviation from 
a given model, normal system states and/or behaviour; 
3. Diagnosis, including: identification of events and the right course of action;  
4. Generating a plan of change such as architectural transformation during a 
software reconfiguration process;  
5. Validation and enactment of a given change plan. 
The monitoring and problem detection was described as one of the essential features 
of autonomic/self-healing systems in the report: “The Vision of Autonomic 
Computing” published by IBM [1]. Since then a number of architectural models for 
Self-Healing systems, based on monitoring, problem detection and repair have been 
developed.  The use of architectural models as the centrepiece of model-based 
adaptation has been explored by Garlan et al. [11], where the architectural models are 
used for the runtime system’s monitoring and reasoning; for instance, to understand 
what the running system is doing in high level terms, detect when architectural 
constraints are violated, and reason about repair actions at the architectural level. 
The idea of distributed object system monitoring and supervision of a self-healing 
process is shared and extended in Reilly and colleagues work [12], in which an 
architecture and associated middleware services were developed to support dynamic 
instrumentation to detect abnormal systems’ states (events) and trigger and control a 
self-healing process thereby ensuring safety. 
Gross and colleagues from Columbia University [13] also agree that it is essential for 
self-healing systems to have strong system monitoring abilities. Their work “An 
Active Event Model for Systems Monitoring” is based on an intelligent event model 
called ActiveEvent. ActiveEvents build on conventional event concepts by 
augmenting raw and structural data with semantic information, thereby allowing 
recipients to be able to dynamically understand the content of new kinds of events. 
Two submodels of ActiveEvents are proposed: SmartEvents, which are lightweight 
XML structured events containing references to their syntactic and semantic models, 
and GaugeEvents, which are heavier but more flexible mobile agents. By classifying 
the events as lightweight and sophisticated it becomes easer to deal with system 
monitoring. 
 
3. The OSAD model 
The On-demand Service Assembly and Delivery (OSAD) model [14] provides an 
abstract view of the relationship of the distributed components and services. The 
objective of the OSAD model is to organize the following issues in a uniform 
framework:  
190
¾ On-demand service delivery and invocation regardless of the location of the 
service;  
¾ The automatic assembly of the application in ad-hoc manner based on the 
user’s requirements;  
¾ The ability to self-heal at runtime in terms of replacing a failed component of 
an application (hot swapping). 
One of the tasks of the model is to find distributed components offering specific 
functionalities/services. After the component is found the following task is to make 
use of this functionality. To describe these events we use the term ‘on-demand service 
delivery’. The OSAD model can be described as combination of different building 
blocks - component services. Figure1 shows the generic model including all core 
components of OSAD model. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1:  Core components of the OSAD model  
One of the tasks of the model is to find distributed components offering specific 
functionality, that we call offering the service. After the component is found the next 
task is to make use of this functionality. Finding and assembling components is the 
role of the Assembly Service:  
Assembly Service – this is the core service of the framework and it combines a 
number of functionalities of the model. Therefore the Assembly service is a 
combination of different sub-services and modules. It contains: 
• A Task Definition service;  
• Registration and Discovery Service; 
• Service Invocation Service.  
Control and monitoring are needed to identify failure, and alert the system to find an 
alternative replacement for the failed service as the control mechanism should be 
implemented with self-healing behaviour, in order to improve the newly formed 
application performance. The lifecycle of self-healing behaviour of OSAD model is 
shown in figure 2. The control and monitoring are encapsulated into the System 
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Manager, which is another core component of the OSAD model. The system manager 
is responsible for recovering the application from failure. Following failure detection, 
it notifies the assembly service that a replacement service should be found and 
selected amongst possible alternatives.  
 
Figure 2: The lifecycle of self-healing behaviour in OSAD 
 
 
4. Fault Detection Mechanisms 
 
Failure detection can be implemented in different ways, which can have considerable 
impact on the performance of the system. Two mechanisms that we put forward for 
consideration are: Pre-emptive detection and on-use detection. With pre-emptive 
detection, the service manager checks, on a regular basis, that each of the services 
associated with the application is alive. If a service fails to respond to the service 
manager, it is assumed that the service has failed and the recovery process is started 
and the service manager then notifies the assembly service. With the on-use detection, 
the service manager monitors locally the service requests and, if a request times-out, it 
is assumed that the service has failed and the recovery process is started and the 
service manager then notifies the assembly service. 
 
The performance considerations in this study relates to how these two mechanisms 
impact on service replacement waiting time and on network traffic. The notion of 
service replacement waiting time is important: It is the amount of time the application 
is prevented from using the service, because the service is found to have failed and is 
being replaced. The main advantage of the pre-emptive detection is that, as the service 
manager periodically polls the services, services may be found to be faulty prior to the 
moment when the application would wish to use them, therefore they can be replaced 
with zero replacement waiting time.  The figure below shows the replacement waiting 
time for the on-use replacement mechanism, against the total number of services in 
used by the application: 
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Figure 3: Service replacement latency as a function of the number of processes 
 
On the other hand, the pre-emptive mechanism, although reducing the replacement 
waiting time, generates more network traffic, which may lead to congestion if there 
are large numbers of applications and services being used by these applications. 
 
Qualitatively, the relative merits of pre-emptive detection and on-use detection are 
quite clear: With pre-emptive detection, services are monitored regularly, potentially 
enabling the application to detect a failure prior to the moment when the service 
would be invoked: Therefore, replacement of that service can be carried out before 
the service is required for use, so no delay is incurred. However, on closer inspection, 
the design of such a mechanism is difficult to optimise: If the monitoring frequency is 
too high, then the system may generate high overheads and network traffic. If the 
frequency is too low compared to the component failure rate, then it may not be 
effective, by not detecting faults in time to replace components prior to use. On the 
other hand, the on-use detection is a simple model that does not attempt to reduce 
component replacement delay: It assumes that the component is alive and working, 
and invokes the service when it is required. If the service is down, then the failure is 
detected, and the recovery process is initiated, and the full service replacement 
waiting time is incurred. 
 
Even though it is easy to argue the merits of the pre-emptive detection mechanism, 
quantifying the benefits is not straightforward. In addition to the added complexity of 
the system, which increases when there are many services in a network and many 
applications using them, and also the fact that services may be scattered across 
internetworks, there is the problem of modelling components failure behaviour and 
service use behaviour.  
 
According to some well-known models available in the literature, component failure 
frequency follow the bathtub behaviour [15] [16]: 
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Figure 4: The failure rate of a component over its lifecycle 
 
This is the failure rate through the life cycle of a component. In normal conditions, we 
would be considering components with a fixed failure rate, which is often referred to 
by its inverse, the Mean Time Between Failures (MTBF). It is at this stage that we 
would consider the components of a service-based application to be operating. Failure 
can be caused by a variety of events: Machine crash, software error, network 
disconnection, device hardware failure, etc.  
 
At the constant failure rate stage, inter failure intervals may be modelled according to 
different distributions. The use of the negative exponential distribution has been 
proposed in the literature [16] [17] and we have used it in our model for simplicity. 
We anticipate the use of other distributions in the future in order to obtain more robust 
results, particularly as there are a number of distinct possible causes of failure. 
 
5. The Experiment 
 
The experiment consists of simulation of a distributed, service-based application, 
where services fail according to some failure rate (different rates for different 
services), and following the negative exponential distribution. We make the following 
assumptions: 
 
• When a service fail, if pre-emptive detection is used, the service is replaced 
by another service providing similar functionality, according to the self-
healing behaviour provided in the OSAD model. Overheads are incurred for 
replacing the service as illustrated in Fig. 3. Once a service that failed has 
been replaced, the replacement service is subject to failure at the same rate. 
• If on-use detection is used, we assume that the service remains down after it 
fails, until an attempt is made to invoke it: As the failure has not been 
detected by the application until an attempt at using the service takes place, 
the service is then unavailable. 
 
In order to understand the type of scenario in which each of the above strategies are 
suitable, we selected, for simulation, two scenarios: 
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The first scenario is the scenario where an application consists of a large number of 
services, all of which have a fairly high failure rate. This could, for instance, represent 
a network of sensors and similar small devices, interconnected through a combination 
of unreliable wireless links and fixed networks.  
 
The second scenario represents a more stable environment where services are more 
reliable, having lower failure rate and being connected through a more reliable fixed 
network infra structure.   
 
In addition to that, for both scenarios, we assume the application invokes the services 
on a regular basis, for instance to monitor temperature, take a pressure reading or 
similar action. 
 
 
5.1 First Scenario  
 
For this simulation, the following setting was adopted: 
 
Number of Services: 15 
 
Distribution of Interfailure Interval: Negative exponential, with mean values MTBFi,: 
 
MTBF1: 5 Mins,  
MTBFi+1= MTBFi+5 Mins 
 
The simulation was allowed to run for 15 hours. 
Service invocation frequency: 1 invocation of each service, every 5 Mins. 
 
For the pre-emptive detection scheme, the service manager monitors each service also 
on a regular basis: 2 monitoring periods were chosen: 1 minute and 2.5 minutes. 
 
195
010
20
30
40
50
60
70
80
90
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75
MTBF
Pe
rc
en
ta
ge
 ra
tio
 o
f f
ai
lu
re
 o
n 
in
vo
ca
tio
n
With on-use detection
With Pre-emptive detection(Period: 1 min.)
 
Figure 5: The ratio, in percentages, of failed service invocation to total number of 
service invocation, as a function of the MTBF, for a system with pre-emptive failure 
detection (monitoring period = 1 minute) and on-use failure detection. 
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Figure 6: The ratio, in percentages, of failed service invocation to total number of 
service invocation, as a function of the MTBF, for a system with pre-emptive failure 
detection (monitoring period = 2.5 minutes) and on-use failure detection. 
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The results indicate the percentage ratio of the number of times the service was down 
when invoked, to the total number of service invocation, with both schemes. As 
would be expected, for a given invocation rate, the larger the MTBF, the lower the 
percentage of invocations that fail. However, it is the frequency of failure monitoring, 
relative to the invocation frequency, which determines the percentage of failed 
services that are detected successfully. From figures 5 and 6, we see the obvious fact 
that, for a fixed invocation rate, the higher the failure rate, the higher the percentage 
of failed invocations.  The white bars in both graphs show the same values. The black 
bar in figure 5 shows the percentage of failures not detected, when pre-emptive 
detection was used, with a period of 1 min. The grey bar in figure 6 show the 
percentage of failures not detected, when pre-emptive detection was used, with a 
period of 2.5 minutes.  
 
5.2 Second Scenario 
 
For this simulation, the following setting was adopted: 
 
Number of Services: 1 
 
Distribution of Interfailure Interval: Negative exponential, with mean values MTBF1,: 
 
 MTBF1: 300 Mins. 
 
The application was allowed to run for 50 hours of simulated time. 
Service invocation frequency: every 5 Mins. 
 
As in the first scenario, the pre-emptive fault detection scheme periods use were: 1 
minute and 2.5 minutes. 
 
With on use detection, the percentage of failed invocations were 1.5 %. With pre-
emptive detection, with period 1 min., the percentage was 0.68% and with 2.5 minute 
period it was 1.2%. 
 
This reinforces the conclusions from the first scenario: With very low failure rate, 
compared to the service invocation rate, it is very unlikely that a service will fail in 
the first place, so improvement in failure detection is relatively small by using pre-
emptive detection 
 
6. Evaluation of the experiment 
 
The experiment made a number of assumptions, due to the lack of available data: 
 
Inter-failure intervals distributions were assumed to be negative exponential. This 
may not be a very accurate model when there are many possible, independent causes 
of failure. 
 
Service invocations were assumed to take place at regular intervals. This may be 
justifiable in some cases, such as monitoring physical values such as temperature and 
pressure, but is less justifiable in other types of systems. 
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However, it provides an approximated overall understanding of the issue of failure 
monitoring, and some guidance as to the range of usability of the different schemes 
proposed. 
 
7. Conclusion 
This paper presents a performance discussion of the relative merits of two 
mechanisms for fault detection in our middleware for self-healing applications. The 
pre-emptive and on-use mechanisms are introduced and a discussion of their relative 
merits presented. It is shown that the pre-emptive mechanism reduces waiting time at 
the expense of higher network traffic. Future work will include the use of different 
failure interval distributions, and a random pattern for service invocation. 
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