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I. INTRODUCTTON AND MATN RESULT
A. Additive-combinatorial inequalities for cardinality and Shannon entropy
Over the past few years, the field of additive combinatorics has invited a great deal of mathematical activity; see [2] for a broad introduction. An important repository of tools in additive combinatorics is the sumset inequalities, relating the cardinalities of the sumset and the difference set A ± B = {a ± b : a E A, bEB} to those of A and B, where A and B are arbitrary subsets of integers, or more generally, any abelian group.
One can consider the information-theoretic analogs of these additive combinatoric inequalities by replacing the sets by (independent, discrete, groupvalued) random variables and, correspondingly, the log-cardinality by the Shannon entropy. For example, the inequality max{IAI, IBI} ::; IA + BI::; IAIIBI translates to asymptotic equipartition property (AEP) [3] , which states that the random vector consisting 01' n independent copies of X is concentrated on a set of cardinality exp(n(H(X)+o(l)) as n --+ 00. While this observation was fruitful in deducing certain entropy inequality, e.g., Han's inequality [4], directly from their set counterpart cf. [5, p. 5], it has not proven useful for inequalities dealing with sums since the typical set of sums can be exponentially larger than sums of individual typical sets. Forgoing this soft approach and capitalizing on the submodularity property of entropy, in the past few years several entropy inequalities for sums and differences have been obtained [2] .
[6]- [ 10] , such as the sum-difference inequality [2, Eq. (2.2)] (2) which paralleis the following (cf., e.g., [11 , Eq. ( 
It is worth noting that all of the aforementioned results are linear inequalities for entropies of weighted sums of independent random variables, which are of the general form:
with aij E Z and Zl,"" Zm being independent discrete group-valued random variables.
B. Extensions to differential entropy
Recall that the differential entropy of a real-valued random vector X with prob ability density function
Again, in the sense of AEP, h(X) can be interpreted as the log-volume of the etlective support of X [ 3] . In a similar vein, one can consider similar additivecombinatorial inequalities for differential entropies on 
978-1-5090-1806-2/16/$31.00 ©2016 IEEE These resuIts prompt us to ask the following question, which is the focus of this paper:
Question 1. Do all linear inequalities of the form (3) for discrete entropy extend to differential entropies?
A simple but instructive observation reveals that this is not the case because an linear inequalities for differential entropies are always balanced, that is, the sum of all coefficients must be zero. In other words, should (4) hold for all independent JRd-valued Z/s, then we must have L~=l O:i = O. To see this, recall the fact that h(aZ) = h(Z) + dloga for any a > 0; in contrast, Shannon entropy is sc ale-invariant. Therefore, whenever the inequality (4) is unbalanced, i.e.,
L~=l O:i cl 0, scaling an random variables by a and sending a to either zero or infinity leads to a contradiction. For instance, in (1 ), the lett inequality (balanced) extends to differential entropy but the right inequality (unbalanced) clearly does not. Surprisingly, as we show in this paper, all balanced linear (in fact, affine) inequalities for Shannon entropy hold for differential entropy, thereby giving a tüll resolution to Question 1. In particular, it recovers the results in [ I] , [ 12] , which are linear inequalities of mutual information (i.e., Ruzsa divergence) and hence expressible as balanced linear inequalities for differential entropy, in a unified manner trom their discrete counterparts [2] .
To explain our proof, we first note that the main tool for proving ditferential entropy inequalities in [ I] , [9] , [12] is the data processing inequality of mutual information, replacing the submodularity of Shannon entropy exploited in [2] . However, this method has been applied on a case-by-case basis as there seems to be no principled way to recognize the correct data processing inequality that needs to be introduced. Instead, to directly deduce a differential inequality trom its discrete version, our strategy is to rely on a result due to Renyi [13] which gives the asymptotic expansion of the Shannon entropy of a finely quantized continuous random variable in terms of its differential entropy, namely, H(lmXJ) = dlogm + h(X) + 0(1) as m --+ 00 for any continuous JRd-valued X. In fact, this approach has been discussed in [1] at the suggestion of a review er, where it was noted that differential entropy inequalities can be approximately obtained trom their discrete counterparts via this quantization approach, since H(lmXJ + lmYJ) and H(lm(X + Y)J) can only differ by a few bits. In fact, as we shall prove later in Lemma 1, this entropy difference is vanishingly smalI, which enables the additive-combinatorial entropy inequalities to carry over exactly trom discrete to Euclidean spaces and, even more generally, for abelian Lie groups. Interestingly, in addition to bridging the discrete and continuous notion of entropy, Renyi's resuIt also plays a key role in establishing the vanishing entropy difference.
The nature of the equivalence resuIts that we obtained in this paper for linear inequalities for independent random variables bear some similarity to a result established by Chan in [14] for linear inequalities of grouped random variables. In particular, he established that the c1ass of linear continuous information inequalities and the c1ass of linear discrete entropy inequalities are equivalent provided the inequalities are "balanced". Though the notion of balancedness considered in [14] is different trom what we discussed earlier, the technique employed for extending the discrete information inequalities to continuous case is similar to ours, i.e, through discretization of continuous random variables.
C. Main results
Throughout the rest of the paper, to make the statements concise and exclude trivial cases, an differential entropies are assumed to exist and be finite. We now state our main result on affine entropy inequalities which are more general than the linear inequalities (3) and (4). See [15] for extensions to abelian Lie groups. (6) Remark 1. Without loss of any generality, we can always assurne that the coefficients of each linear combination of random variables in (5) are relatively prime. This is because for each i we can divide ai1, ... ,aim by their greatest common divisor so that the resulting entropy inequality continues to hold, thanks to the scale invariance of the Shannon entropy. 
h(X+Y):::--"2(h(X)+h(Y))+"2 log2
holds for any independent real-valued random variables X and Y, which follows directly trom the entropy power inequality. However, the Shannon entropy analogue of (7), replacing all h by H, is c1early false (consider deterministic X and Y).
PRELTMINARIES
In this section we introduce the notations followed throughout the paper.
For x E IR, let lx J ~ max {k E Z : k -s: x} and { x} = x -lx J denote its integer and fractional parts,
Hence 
k--'too
We are now ready to prove Theorem I . For the general case where 
It is easy to see that A k , Bk, Zk E Zd and 
:::; ak -ak+m, (11) where (1 1 In view of (1 0), Lemma 1 follows trom Lemma 6 and the next lemma. it suffices to prove that dTV(PAk , PAklzk=z) -+ 0 far any z E Z'. Using the triangle inequality and the fact that PAk = LZ'EZ JlD(Zk = z')PA,IZk=ZI, we have 
Thus it suffices to prove that each term on the right-hand side of (13) -+ 0 by Lemma 6 and = z) > 0 for any z E Z' by
Thus it remains to prove that the second term on the right-hand of ( 13) 
