The contribution of this paper is twofold: First, we prove existence and uniqueness of the weighted maximum likelihood estimator of the multivariate Student-t distribution and propose an efficient algorithm for its computation that we call generalized multivariate myriad filter (GMMF). Second, we use the GMMF in a nonlocal framework for the denoising of images corrupted by different kinds of noise. The resulting method is very flexible and can handle very heavy-tailed noise such as Cauchy noise, but also also Gaussian or wrapped Cauchy noise.
Introduction
Besides mean and median filter, myriad filter form an important class of nonlinear filters, in particular in robust signal and image processing. While in a multivariate setting, the mean filter can be defined componentwise, the generalization of the median to higher dimensions is not canonically, but often the geometric median is used, see, e.g., [26, 32, 31] . To the best of our knowledge, a multivariate myriad filter has not been considered yet, and in this paper we make a first attempt based on the multivariate Student-t distribution.
In one dimension, mean, median as well as myriad filters can be derived as maximum likelihood (ML) estimators of the location parameter from a Gaussian, Laplacian respective Cauchy distribution. Concerning a multivariate myriad filter, instead of a multivariate Cauchy distribution we propose to start with the family of more general Student-t distributions, which possesses an additional degrees of freedom parameter ν that allows to control the robustness of the resulting filter. While the Cauchy distribution is obtained as the special case ν = 1, the Student-t distribution converges for ν → ∞ to the normal distribution, so that in the limit also mean filters are covered.
The multivariate Student t-distribution is frequently used in statistics [8] , whereas the multivariate Cauchy distribution is far less common and in contrast to the one-dimensional case usually not considered separately from the Student-t distribution. The parameter(s) of a multivariate Student t-distribution are usually estimated via the maximum likelihood method in combination with the EM algorithm, since the resulting equations are not solvable in closed form. The EM algorithm has been first derived in [9] , for an overview over other estimation methods for the multivariate Student t-distribution, in particular the EM algorithm and its variants, we refer to [18] and the references therein.
Recently, the Student-t distribution and closely related Student-t mixture models (SMM) have found interesting applications in different image processing tasks. For instance, in [30] it has been shown that Student-t mixture models are superior to Gaussian mixture models for modeling image patches and the authors proposed an application in image compression. Further applications include robust image segmentation [1, 19, 27] as well as robust registration [6, 33] .
In both cases, the SMM is estimated using the EM algorithm that has been derived in [22] .
In this work we propose an application to robust denoising of images corrupted by different kinds of noise. The initial motivation for this work were the recent papers [17, 25] and [11] for Cauchy noise removal. In [17, 25] the authors proposed a variational method consisting of a data term that resembles the noise statistics and a total variation regularization term.
Based on a maximum likelihood approach the authors of [11] introduced a generalized myriad filter which estimates both the location and the scale parameter of the Cauchy distribution.
They used this filter in a nonlocal approach, where for each pixel of the image they chose as samples those pixels that have a similar neighborhood and replaced the initial pixel by its filtered version. Such a pixelwise treatment assumes the pixels of an image to be independent, which is in practice a rather unrealistic assumption; in fact, in natural images they are usually locally highly correlated. Taking the local dependence structure into account may improve the results of image restoration methods. For instance for denoising images corrupted by additive Gaussian noise this led to the state-of-the-art algorithm of Lebrun et al. [12] . In case of a myriad filtering approach designed to denoise images corrupted by additive Cauchy noise this would require to define a multivariate myriad filter. In this work, we derive a multivariate generalized myriad filter (MGMF) based on ML estimation for the family of Student-t distributions, of which the Cauchy distribution forms a special case.
The paper is organized as follows: In Section 2, we introduce the Student-t distribution.
Then, in Section 3, we prove existence and uniqueness of weighted maximum likelihood estimators for its parameters. We propose an efficient algorithm for computing the ML estimates in Section 4, prove its convergence and compare it to the classical EM algorithm.
In Section 5 we illustrate how the developed algorithm can be applied in the context of nonlocal (robust) image denoising. Conclusions are given and directions of future research are addressed in Section 6.
Multivariate Student-t Distribution
In this section, we introduce the multivariate Student-t distribution and collect some of its properties. The probability density function of the d-dimensional Student t-distribution T ν (µ, Σ) with ν > 0 degrees of freedom is given by
where Γ(x) := ∞ 0 t x−1 e −t dt denotes the Gamma function. The smaller the value of ν for fixed location µ and scatter matrix Σ, the heavier are the tails of the T ν (µ, Σ) distribution, that means, the more robust is the estimation towards outliers. The limiting case ν = 0 is related to the projected normal distribution on the sphere S d−1 , and in particular for d = 2 to the wrapped Cauchy distribution, see also Section 5. Figure 1 illustrates this behavior for the one-dimensional standard Student-t distribution. For ν → ∞, the Student-t distribution T ν (µ, Σ) converges to the normal distribution N (µ, Σ). The expectation of the Student-t distribution is E(X) = µ for ν > 1 and the covariance matrix is given by Cov(X) = ν ν−2 Σ for ν > 2, otherwise the quantities are undefined. As the normal distribution, the Student-t distribution belongs to the class of elliptical distributions.
Some important properties that are needed later on are summarized in the next theorem [8] .
In the following, we denote by SPD(d) the cone of symmetric positive definite matrices.
Weighted Maximum Likelihood Estimators
In this section, we establish the weighted log-Maximum Likelihood (ML) function and prove the existence and uniqueness of corresponding estimators for the scatter matrix Σ and both the location parameter and the scatter matrix. In [16] , sufficient conditions for the existence and uniqueness of a joint minimizer of L ν have been established for uniform weights and M -estimators whose cost function fulfills certain properties. Similar results can be found in [7] . However, the results in [7, 16] cannot be applied if multiple samples occur. Restricting our attention to the multivariate Student t-distribution we can give direct proofs of the existence and uniqueness which are simpler than the argumentation in [7, 16] . Moreover, considering different weights in the log-likelihood function we can also allow multiple samples.
Weighted ML Function
The likelihood function of the T ν (µ, Σ) distribution is given by
and the log-likelihood function by
Ignoring constants, minimizing is equivalent to minimizing its negative, weighted version
for uniform weights w i = 1 n . We want to allow for different weighting of the summands by introducing weights in∆ n := w = (w 1 , . . . , w n ) ∈ R n >0 :
We omit the dependence of L on the samples x 1 , . . . , x n and indicate by subscripting if one or more of the parameters are fixed, for instance L ν (µ, Σ) means that ν is assumed to be known.
Furthermore, we denote with δ(x; µ, Σ) = (x − µ) T Σ −1 (x − µ) the Mahalanobis distance between x and a distribution with mean µ and covariance matrix Σ and set δ i = δ(x i ; µ, Σ)
if µ and Σ are unambiguous from the context. The derivatives of L ν with respect to µ and Σ are given by
where we used the following relations see, for instance, [23] :
Setting the derivatives to zero results in the equations
Computing the trace of both sides of (2) and using the linearity and permutation invariance of the trace operator we see
yielding for any critical point (µ, Σ) of L the necessary condition
For a critical point (μ,Σ) we reformulate (1) and (2) as fixed-point equationŝ
Estimation of Scatter
First, we consider the estimation of only the scatter matrix Σ, where the location parameter µ is known and fixed, w.l.o.g. µ = 0. If µ = 0, we might transform the samples to y i = x i − µ, i = 1, . . . , n. For abbreviation, we set
and make the following assumption on the samples and weights:
(i) Let x 1 , . . . , x n ∈ R d , be a set of samples such that any subset of samples d is linearly independent.
The linear independence assumption holds λ d -a.s. when sampling from a continuous distribution. The interpretation behind the constraints is that the mass of the (empirical) distribution determined by x 1 , . . . , x n is not allowed to be concentrated in lower dimensional subspaces, which would cause the resulting distribution to be degenerated.
Proof. First, if V = {0}, we have I = ∅, so the statement holds true. Next, let k = dim(V ) ≤ d − 1. Then, according to the linear independence assumption on the samples x 1 , . . . , x n , it
Remark 3.3. If (6) holds true, then the linear independence assumption implies n ≥ d.
Indeed, assume that n < d and let V be a linear subspace containing all the samples. Then
which gives a contradiction.
Next, we show the existence of a minimizer of L ν,0 . To this aim, we denote by λ i (A) the i-th greatest eigenvalue, i = 1, . . . , d of a matrix A ∈ SPD(d). First, we have
log(λ jr ). Now, in case (i), the first sum is bounded below, while the second one tends to infinity, so
The more involved analysis of case (ii) is inspired ty the proof of the Courant-Fischer-Min-Max principle. Let 0 ≤ p ≤ d − 1 such that λ 1r ≥ . . . ≥ λ pr ≥ c > 0 for all r ∈ N and λ p+1r ≥ . . . ≥ λ dr r→∞ → 0 (if p = 0, all λ jr tend to zero). Since S d is compact, there exist subsequences (w.l.o.g. again denoted by e jr ) such that lim r→∞ e jr = e j for j = 1, . . . , d. We introduce the following spaces and sets: For k = 1, . . . , d, let S k = span{e 1 , . . . , e k }, in
y, e k = 0, y, e l = 0 for l = k + 1, . . . , d , k = 1, . . . , d.
Let
For y ∈ W k it holds y, e kr r→∞ → y, e k = 0 and for r sufficiently large
1 λ jr y, e jr 2 ≥ 1 λ kr y, e kr 2 > 0.
As a consequence, for y ∈ W k we have
Introducing the functions
we can write
Next, we show that for k ≥ p + 1 it holds
Thus, it suffices to prove
For the induction basis k = d, it suffices to show
This follows directly from (9), since
Now, assume that (8) holds for some k + 1 with d ≥ k + 1 > p + 1, that is
We show that it holds for k as well. We split the sum and estimate
Finally, we have
By definition of p and using (7), the first two sums are bounded below for all r ∈ N, while with the help of Lemma 3.2 we see that the factor in front of the logarithm is positive, so that the second sum tends to +∞ for r → ∞, which yields L ν,0 (Σ r ) r→∞ → +∞.
In summary, the minimum of L ν,0 is attained in SPD(d), and since L ν,0 is continuously differentiable, it is necessarily a critical point fulfilling (2) .
The end of the proof of Theorem 3.4 reveals that the condition on the weights stated in (6) is sufficient for existence. The next lemma shows that a strong inequality is necessary. 
Proof. W.l.o.g. we might assume thatΣ = I, otherwise we might transform the samples to
The idea of the proof is to project the samples onto the orthogonal complement of V . More precisely, let k = dim(V ) and choose an orthonormal
is the orthogonal projection onto V . Now, for Σ = I and µ = 0, equation (2) reads as
Multiplying both sides with I − P and taking the trace afterwards yields
We split the sum into a sum over i ∈ I V and i ∈ I c V = {1, . . . , n} \ I V and get
Rearranging yields
Now, we turn to the question whether the minimizer of L ν,0 is unique. For an alternative proof based on the Mountain pass theorem see Appendix A.1. Proof. LetΣ 1 andΣ 2 be two matrices fulfilling (2) . We might w.l.o.g. assume thatΣ 1 = I, since otherwise we transform the data to y i =Σ − 1 2 1 x i . We set λ 1 = λ 1 (Σ 2 ) and assume that λ 1 > 1 = λ 1 (I). By (2) it holdŝ
Using the Courant-Fisher min-max principle we have
Inserting in (10) yieldŝ
This is a contradiction to λ 1 (Σ 2 ) > 1 = λ 1 (I) , and consequently we have λ 1 ≤ 1. Similarly
Finally, we are interested in the limiting case ν = 0. As the next proposition shows, the solution of (2) will no longer be unique. However, there exists a unique solution Σ 0 with trace d, and all other solutions are of the form αΣ 0 with α > 0.
if and only if S = αΣ for some α > 0.
Proof. Clearly, if S = αΣ then (11) holds true.
To show the reverse direction, we may as in the proof of Theorem 3.6 w.l.o.g. assume that Σ = I. Let λ 1 = λ 1 (S −1 ) denote the largest eigenvalue of S −1 with multiplicity k and let e 1 , . . . , e k be corresponding orthonormal eigenvectors. Further, let
be the associated eigenprojector. The equality (11) means for Σ = I that
Multiplying both sides with P and taking the trace gives
. . , n. This contradicts Assumption 3.1(i) unless P = I, that means, S = λ 1 I.
Proof. First, according to Proposition 3.7 we can restrict the domain of L ν,0 to the bounded set
Nnote that p ≥ 1 since tr(Σ) = d. Now, the same argumentation as in the proof of case (ii) of Theorem 3.4 yields
which tends to +∞ for r → ∞. Note that case (i) of Theorem 3.4 cannot occur when
bounded, it contains a convergent subsequence, whose limit is by the above argumentation an inner point, which completes the proof.
Remark 3.9. The case ν = 0 is closely related to the so called projected normal distribution Π N (µ, Σ) on S d , which is obtained by projecting a normal distribution onto the sphere, i.e.
This distribution is also called angular Gaussian distribution, see [15] . We focus here on angular centered Gaussian distribution obtained for µ = 0. The density of the Π N (0, Σ) distribution (with respect to the Lebesgue measure on S d ) is given by
We have that f (x|Σ) = f (x|cΣ) for any c > 0, so that the positive definite matrix Σ is only identifiable up to a positive factor. Comparing the equations obtained by differentiating the logarithm of the density (12) to the equations (1) and (2) for ν = 0 we see that ML estimation of Σ in Π N (µ, Σ) corresponds exactly to ML estimation of Σ in T 0 (0, Σ).
Estimation of Location and Scatter
In order to show the existence and uniqueness of a joint minimizer of the likelihood function we consider the location and scatter estimation problem as a higher dimensional centered scatter problem (i.e. the higher-dimensional location parameter is zero). This is achieved by adding the location parameter as an additional column to the scatter matrix and modify the resulting matrix to make it symmetric, positive definite using Schur complement. The samples are extended by a known value and we consider the conditional distribution given the appended value afterwards, thereby making use of a recent result on the conditional multivariate Student t-distributions [4] . To make our approach self-contained, we first recall some elementary definitions and results.
The Schur complement (of D) of an invertible matrix
By the help of the inverse of the Schur complement we can express the inverse M −1 as
In our situation, let (µ, Σ, λ) ∈ R d × GL(d) ∩ Sym(d) × R * and consider the matrix
Note that this parametrization of
there exists a unique triple (µ, Σ, λ) ∈ R d × GL(d) ∩ Sym(d) × R * and vice versa. With the help of the Schur complement one sees that the inverse of A is given by
and
and λ > 0.
Lemma 3.10. Let x 1 , . . . , x n be samples of T ν (µ, Σ) and associate to each
Proof. We write the objective function associated to T ν (µ, Σ) using (13) as
with ν degrees of freedom is equivalent to minimizing Lν ,0 (A) withν = ν − 1 degrees of freedom over SPD(d + 1) with the restriction that the (d + 1)-th diagonal element equals one. This requires of courseν ≥ 0, that is ν ≥ 1.
In the following, we first state a counterpart of Assumption 3.1 for samples of the special
, before we analyze critical points ofLν ,0 on SPD(d + 1). To this aim,
. . = λ k = 0. The next known lemma recalls the notions of affine and linear independence. (ii) Let w ∈∆ n fulfill w max < ν+d−1 d(ν+d) , where ν ≥ 1.
In analogy to Lemma 3.2 we have the following result.
where I H = i ∈ {1, . . . , n} :
Then, according to Assumption (3.12)(i), it holds |I H | ≤ k + 1. Using w max < ν+d−1 d(ν+d) and ν ≥ 1 we obtain
Remark 3.14. If (14) holds true, then the affine independence assumption implies n ≥ d + 1.
Indeed, assume that n < d + 1 and let H be an affine subspace containing all the samples.
which gives a contradiction. 
Proof. W.l.o.g. we might assume thatμ = 0 andΣ = I, otherwise we might transform the samples to
Observing that H is in this case a linear space, the rest of the proof follows as in the proof of Lemma 3.5.
We have the following existence and uniqueness result. Then, it suffices to show thatλ = 1. Now, according to (5) , the matrixÂ fulfills the fixed-point equationÂ
and using
this can be rewritten aŝ
By (3) it holds further
so that indeedλ = 1, which finishes the proof.
The multivariate Cauchy distribution (ν = 1) requires a special consideration. Using also in this case the reformulation as a centered scatter only problem yieldsν = 0, so that according to Proposition 3.7 and Theorem 3.8 the matrixÂ can only be identified up to a positive scalar factor. However, observing that this does not change the values ofμ andΣ, we conclude that uniqueness holds also in the Cauchy case.
Efficient Minimization Algorithm
In this section, we propose an efficient algorithm to compute the maximum likelihood estimates of the multivariate Student-t distribution and prove ist convergence.
Algorithm
We assume that ν ≥ 0 in case of estimating only Σ and ν ≥ 1 when estimating both µ and Σ.
We denote with Σ = R 2 a square root of Σ (alternatively: Σ = RR T Cholesky decomposition) and define the standardized samples y i = R −1 (x i − µ). Further, we introduce the notation
Recall from (4) and (5) 
Based on these fixed point equations we formulate the iterative scheme
Note that for d = 1, this coincides with the generalized myriad filtering considered in [11] . If one of the parameters is known, it can be held fixed in the above iterative scheme in order to estimate the other parameter. The resulting algorithm is summarized in Algorithm 1. For comparison, we also state the EM algorithm [14] in our notation in Algorithm 2. It turns out that the updates for µ coincide in both algorithms, while the update for Σ differ by a division with S 0r . The EM algorithm uses a fixed scalar factor 1 ν+d instead of 1 S 0 (µr,Σr) . It turns out that the balancing between S 0 and S 2 leads in particular for small ν to a much faster convergence, see the simulation study at the end of this section, whereas it does not increase the computational complexity, since the quantity S 0 (µ r , Σ r ) has to be computed anyway.
Algorithm 1 Minimization of L ν (·, ·) (Generalized Multivariate Myriad Filter, GMMF)
Initialization: µ 0 = 0, Σ 0 = I for r = 0, . . . do
Input:
Convergence Analysis of the Algorithm
In this subsection, we prove the convergence of the proposed algorithm. Since we will need it at several places we compute the difference of two iterates as 
Proof. By concavity of the logarithm we have
so that it suffices to show that Υ ≤ 1. We abbreviate S 0r = S 0 (µ, Σ r ) and S 2r = S 2 (µ, Σ r ) and start with analyzing the factor |Σ r+1 | 1 d+ν |Σr| 1 d+ν . Using properties of the determinant it holds
Next, we consider the term
Using
and the linearity of the trace, the sum simplifies to
Thus, we obtain
We have νS 0r + tr(S 2r ) = d + ν, such that we can express S 0r in terms of tr(S 2r ) as
Next we consider maximizing the function
under the constraint 0 ≤ tr(X) ≤ d + ν. Note that for X ∈ SPD(d) we always have tr(X), |X| > 0. Further, if tr(X) = 0 or tr(X) = d + ν, we set g(X) = 0. Since g(I) = 1, the maximum is not attained at the boundary, but inside the open set. The derivative of g with respect to X is given by
The necessary condition for a critical pointX of g reads as
To verify thatX = I is a maximizer, we have a look at the Hessian ∇ 2 g of g and show that it is negative definite forX = I. We compute
and further
At the critical pointX = I we obtain
so thatX = I is indeed a maximizer. The corresponding maximum of g is given by Then it holds
Proof. By concavity of the logarithm we have that
so that it suffices to show that Υ ≤ 1. We abbreviate S 0r = S 0 (µ r , Σ) and S 1r = S 1 (µ r , Σ) and compute
with equality if and only if S 1r = 0, that is, µ r+1 = µ r and µ r is a critical point of L ν (·, Σ).
Combining the results of Theorem 4.2 and 4.1 we obtain the following theorem. 
so that it suffices to show that Υ ≤ 1. We abbreviate S 0r = S 0 (µ r , Σ r ), S 1r = S 1 (µ r , Σ r ) and S 2r = S 2 (µ r , Σ r ) and analyze the components of Υ separately. As in the proof of Theorem 4.1
Combining the computations in the proofs of Theorem 4.2 and Theorem 4.1 we get for the sum
Since S 2r ∈ SPD(d) and consequently also S −1 2r ∈ SPD(d) we obtain for all r ∈ N. We show that the sequence {(µ r , Σ r )} r∈N is bounded: for µ r , the update can be rewritten as
, so it is a convex combination of the samples x 1 , . . . , x n . Concerning Σ r , we get by (15) and (16)
.
Thus, Σ r is a weighted average as well and the sequence remains bounded since µ r ∈ conv(x 1 , . . . , x n ) stays bounded, (x i − µ r )(x i − µ r ) T is bounded as well, i = 1, . . . , n, and consequently also Σ r+1 . By Theorem 4.3 we see that the sequence L r := L ν (µ r , Σ r ) is a strictly decreasing, bounded below sequence such that it converges to someL. Further, {(µ r , Σ r )} r∈N contains a convergent subsequence {(µ rs , Σ rs )} s∈N , which converges to some (μ,Σ). By the continuity of L and T we obtain
This implies (μ,Σ) = T (μ,Σ), so that (μ,Σ) is a fixed point of T and consequently the minimizer. Since the minimizer is unique, not only a subsequence, but the whole sequence {(µ r , Σ r )} r∈N converges to (μ,Σ), which finishes the proof.
Simulation Study
In order to evaluate the numerical performance, in particular the speed of convergence, of the proposed algorithm compared to the EM algorithm we did the following Monte Carlo simulation: we draw n = 100 i.i.d. samples of a T ν (µ, Σ) distribution for different degrees of freedom ν ∈ {1, 5, 10, 100} and run Algorithms 1 respective Algorithm 2 to compute the joint ML-estimate (μ,Σ). Both algorithms are initialized with sample mean and sample covariance and we used the relative difference between two iterates (µ r , Σ r ) and (µ r+1 , Σ r+1 ) as stopping criterion, that is √ µ r+1 −µr 2 2 + Σ r+1 −Σr 2 F √ µr 2 2 + Σr 2 F < 10 −6 . This experiment is repeated N = 10.000 times and afterwards, we calculated the average number of iterations iter and iter EM needed to reach the tolerance criterion together with their standard deviations. The results are given in Table 1 , where we chose d = 2, µ = 0 and different values for Σ. First, we notice that the average number of iterations is in general higher for the EM Algorithm 2, and further, it does merely not depend on (µ, Σ), but only on the degree of freedom ν. Here, the smaller the value of ν, the larger on the one hand the number of iterations for both algorithms, and on the other hand the larger the gain in speed of Algorithm 1 compared to Algorithm 2.
Applications in Image Analysis
In this section, we describe how the developed GMMF can be used to denoise images corrupted by different kinds of additive noise. To this aim, let f : G → R be a noisy image, where G = {1, . . . , n 1 } × {1, . . . , n 2 } denotes the image domain. 
Nonlocal Denoising Approach
We assume that each pixel i = (i 1 , i 2 ) ∈ G is affected by the noise in an independent and identical way, and model the image pixelwise as
where η ⊥ t are independent, u is the noise-free image we wish to reconstruct and σ > 0, ν ≥ 1 are assumed to be known. If σ and/or ν are unknown, they might be estimated in constant areas of the image. Constant regions can be found using e.g. the method presented in [29] , further details of this method can be found in [11] . The parameter ν > 0 determines the amount of outliers, while σ > 0 determines their strength. Together with the properties of the Student-t distribution, see Theorem 2.1, this results in independent realizations f i of T ν (u i , σ) random variables, i ∈ G. Now, for each i ∈ G we wish to estimate the underlying u i using a nonlocal generalized myriad filtering approach.
The estimation of the noise-free image requires to select for each i ∈ G a set of indices of samples S(i) that are interpreted as i.i.d. realizations of T ν (u i , σ). We focus here on a nonlocal approach, which is based on an image self-similarity assumption stating that small patches of an image can be found several times in the image. Then, the set S(i) constitutes of the indices of the centers of patches that are similar to the patch centered at i ∈ G. This requires the selection of the patch size and an appropriate similarity measure, which need to be adapted to the noise statistic and the noise level and are detailed later on. Based on the similarity measure, we take as the set S(i) the indices of the centers of the K most similar patches. In order to avoid a computational overload one typically restricts the search zone for similar patches to a w × w search window around i ∈ G. Here and in all subsequent cases we extend the image by mirroring at the boundary.
Assuming the pixels of an image to be independent is in practice a rather unrealistic assumption; in fact, in natural images they are locally usually highly correlated. Taking examples show that an adaptation of the similarity measure to the noise distribution is essential for a robust similarity evaluation. In [3] , the authors formulated the similarity between patches as a statistical hypothesis testing problem and proposed among other criteria a similarity measure based on a generalized likelihood test, which we use in the following. Details on this approach can be also found in [11] . In case of the Student-t distribution, the similarity measure between two patches p = (p 1 , . . . , p t ) and q = (q 1 , . . . , q t ) can be computed as
In practice, we take the logarithm of S in order to avoid numerical instabilities, resulting in the distance measure
Cauchy Noise
As mentioned in the introduction, the initial motivation for this work was the consideration of Cauchy noise in [17, 11] and thus we tested our approach on images corrupted by additive Cauchy noise (ν = 1) with noise level σ = 10. Since the noise level is very high, we chose n = 50 patches of size 5 × 5 for the denoising. It turns out that the differences in terms of PSNR or SSIM compared to the current state of the art method [11] are small and nearly not visible in images with much textured regions. However, the improvement is large in images with many constant or smoothly varying areas. This becomes in particular apparent in case of the test image given in Figure 2 . Here, the top row displays the original image (left) together with its noisy version (right), which is corrupted by additive Cauchy noise (ν = 1) with noise level σ = 10. The bottom row shows from left to right the results obtained using the variational method presented in [17] , the pixelwise [11] and the patchwise nonlocal myriad filter. While in case of the variational method some of the outliers remain, the result of [11] is rather grainy, which is much improved by our new approach. This is also reflected in the corresponding PSNR and SSIM values stated in the captions of the figure.
Projected Normal and Wrapped Cauchy Distribution
In our second example, we consider the ML estimation of the scatter matrix Σ in the case ν = 0, which is related to the projected normal distribution, see Remark 3.9. For d = 2, there is a further relation to the wrapped Cauchy distribution [15] . Since we did not find a reference that provides further details on the relation between the projected normal and the wrapped Cauchy distribution we elaborate it in Appendix A.2. Recall the density of Cauchy C(a, γ) distribution with parameters a ∈ R and γ > 0,
The wrapped Cauchy distribution is obtained by wrapping the Cauchy distribution around the circle, i.e. 
where ρ := e −γ . We rewrite the density as follows we obtain
Using this reparametrization, there is a close relation between wrapped Cauchy and projected normal distribution which is detailed in Appendix A.2, see also [15] . Based on Proposition A.6
we can use Algorithm 1 with µ r ≡ µ = 0 being fixed to do ML estimation for the wrapped Cauchy distribution. The reformulation in terms of ξ 1 and ξ 2 and is given in Algorithm 3.
At this point, to have a full equivalence between the parameters Σ respective a and ρ the additional variable 1 − ξ 2 1 − ξ 2 2 is needed. It can be ignored if one is only interested in ξ 1 and ξ 2 .
Algorithm 3 ML estimation for the wrapped Cauchy distribution
Initialization: ξ 1 , 0 = ξ 2 , 0 = 0 for r = 0, . . . do
We apply Algorithm 3 to denoise S 1 -valued images corrupted by wrapped Cauchy noise,
where we chose γ = 0.1, which yields ρ = e −γ ≈ 0.9048. The original image as well as the noisy image are given in the top row of Figure 3 . The similarity measure to find similar patches is given by
which leads to the distance
We again chose n = 50 patches of size 5 × 5 as samples, but this time extracted only their centers, estimated the parameters and restored the image pixelwise. We compare our approach with the variational method using a first and second order TV-regularizer given in [2] and the nonlocal denoising algorithm based on second order statistic [10] . The results together with the mean-squared reconstruction error are given in the bottom row of Figure 3 .
Both the variational as well as the second order statistical method cannot cope with the impulsiveness of the wrapped Cauchy noise such that several wrong pixels remain, which is in particular visible in the background. Furthermore, the edges of the color squares and the transitions in the ellipse and in circle are rather fringy. On the contrary, our method restores the image very well, if at all a slight grain can be observed in the color squares which is due to the pixelwise denoising that does not regard neighboring pixels appropriately.
Conclusion
We introduced a generalized multivariate myriad filter based on the parameter estimation of the multivariate Student-t distribution by the weighted maximum likelihood approach. We proposed an efficient algorithm for its computation and illustrated its usage in a nonlocal denoising approach. There are different directions for future work: First, we would like extend our analysis to the case that additionally the degrees of freedom parameter ν is unknown and needs to be estimated. Although an EM algorithm has already been derived for this case in [9] , there does not exist any result concerning existence and/or uniqueness of the joint ML estimator. Second, it would be interesting to examine whether our approach can be generalized to Student-t mixture models.
Concerning our denoising approach, fine tuning steps as discussed in [13] such as aggregations of patches [24] , the use of an oracle image or a variable patch size to better cope with textured 
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A. Appendix

A.1. Uniqueness of Scatter
We provide an alternative argument for uniqueness of the scatter matrix based on the Hessian ∇ 2 L ν,0 of L ν,0 . In order to compute the Hessian of L ν,0 we need the following lemma.
has the derivative
Further, for a = 0 and H ∈ Sym(d) \ {0} it holds
Proof. We write f (X) = F 2 F 1 (X) F 3 (X), where
Then, with the help of chain and product rule, we compute
As a consequence, we have
a T X −1 HX −1 HX −1 a c + a T X −1 a − (a T X −1 HX −1 a) 2 (c + a T X −1 a) 2 .
Setting b = X − 1 2 a and Y = X − 1 2 HX − 1 2 , this can be written as
By Cauchy-Schwarz' inequality it holds
with equality if and only if b = λY b for some λ = 0, so that we can estimate
with equality if and only if Y b = 0 = b, i.e. a = 0.
With the help of Lemma A.1 we show that ∇ 2 L ν,0 is positive (semi-)definite at critical points.
Theorem A.2. LetΣ be a critical point of L ν,0 . Then, the Hessian ∇ 2 L ν,0 (Σ) is positive definite for any ν > 0 and positive semi-definite for ν = 0 so that any critical point is a (strict) minimizer.
Proof. First, using Lemma A.1 for a = x i and c = ν (and the derivative of Σ −1 ), we compute the Hessian of L ν,0 as
Set A =Σ − 1 2 HΣ − 1 2 and y i =Σ − 1 2 x i , then
Now, sinceΣ is a critical point of L ν,0 , it holds according to (2) (d + ν)
and Smale [21, 20, 28] .
Definition A.1. Let H be a Hilbert space and J be a real-valued functional on H.
(i) A sequence {x n } n∈N ⊆ H is called a Palais-Smale sequence for J, if J(x n ) n∈N is uniformly bounded in n and ∇J(x n ) → 0 as n → ∞. A simple criterion that implies the Palais-Smale condition is given in the next lemma.
Lemma A.3. Let J ∈ C 1 (H, R) be a functional such that |J| or ∇J 2 (or equivalently, |J| + ∇J 2 ) is coercive. Then, J fulfills the Palais-Smale condition.
Proof. Let |J| + ∇J 2 be coercive and {x n } n∈N ⊆ H be a Palais-Smale sequence. Then, {x n } n∈N has to be bounded, and consequently, according to the Bolzano-Weierstraß theorem it possesses a convergent subsequence.
The Mountain Pass Theorem guarantees the existence of critical points and is an important tool for proving existence of solutions to both ordinary and partial differential equations. It can be found for instance in [5, Section 8.5] . Theorem A. 5 . Let x 1 , . . . , x n ∈ R d fulfill Assumption 3.1(i). For fixed ν > 0, the functional L ν,0 admits a unique local minimum, which is also a global one.
Proof. Assume towards a contradiction that L ν,0 admits at least two strict local minimizer Σ 1 and Σ 2 for some fixed ν > 0, where w.l.o.g. ∞ > L ν,0 (Σ 1 ) ≥ L ν,0 (Σ 2 ). We define the functional J(X) = L ν,0 (X + Σ 1 ) − L ν,0 (Σ 1 ).
Then J is coercive, so it fulfills the Palais-Smale condition. Further, it holds J(0) = 0, and since Σ 1 is a strict local minimum, there exists ε > 0 such that L ν,0 (Σ 1 ) < L ν,0 (X) for all X ∈ B ε (Σ 1 ).
Thus, if we define a := min X∈∂Bε(Σ 1 )
{L ν,0 (X) − L ν,0 (Σ 1 )}, and set r = ε, we have for all X ∈ Sym(d) with X − Σ 1 F = r J(X − Σ 1 ) = L ν,0 (X) − L ν,0 (Σ 1 ) ≥ a > 0.
Furthermore, since L ν,0 (Σ 2 ) ≤ L ν,0 (Σ 1 ), Σ 2 / ∈ B ε (Σ 1 ) so that Σ 2 − Σ 1 > ε and J(Σ 2 − Σ 1 ) = L ν,0 (Σ 2 ) − L ν,0 (Σ 1 ) ≤ 0.
According to Theorem A.4, the functional J admits a critical point which is not a minimum, a contradiction to Lemma A.2.
A.2. Wrapped Cauchy and Projected Normal Distributions
In the following we detail thee relation between the two-dimensional projected normal distribution and the wrapped Cauchy distribution.
Proposition A.6. Let ϑ ∼ Π N (Σ) be a random variable following a projected normal distribution, then ϕ = (2ϑ) mod 2π ∼ C w (a, ρ) has a wrapped Cauchy distribution with parameters a = arctan 2σ 12 σ 11 − σ 22 and ρ = tr(Σ) − 2 |Σ| tr(Σ) + 2 |Σ| 1 2
Conversely, a projected normal distributed random variable can be obtained by a 'random Define Y = − sgn(ϑ)ξπ, then we may write ϕ = ϑ 2 + Y with P(Y = π) = P(sgn(ϑ) = −1, ξ = 1) = π + a 4π , P(Y = 0) = P(ξ = 0) = 1 2 , P(Y = −π) = P(sgn(ϑ) = 1, ξ = 1) = π − a 4π .
Now, the density of ϕ is given by
which finishes the proof.
