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A QUANTUM MODEL OF FESHBACH RESONANCES
R. CARLONE, M. CORREGGI, D. FINCO, AND A. TETA
Abstract. We consider a quantum model of two-channel scattering to describe the mechanism
of a Feshbach resonance. We perform a rigorous analysis in order to count and localize the
energy resonances in the perturbative regime, i.e., for small inter-channel coupling, and in the
non-perturbative one. We provide an expansion of the effective scattering length near the
resonances, via a detailed study of an effective Lippmann-Schwinger equation with energy-
dependent potential.
1. Introduction
In the last twenty years, a central topic in Physics and Mathematical Physics has been the
study of ultra-cold quantum gases. The primary motivation is the extraordinary degree of
control that such systems offer and that allows to investigate the fundamental behavior of
quantum matter in various regimes.
In an ultra-cold quantum gas, the particle density is such that only the two-body scattering
process is relevant at low energy, i.e., in the s-wave, and the scattering length a is the only
physical parameter characterizing the inter-particle interaction. This single parameter can, in
turn, be controlled concretely in the experiments via the so-called Feshbach resonance mecha-
nism [Du, DS, Ko et al, G et al, I et al, SW, TTUK, TVS], which allows to set the scattering
length to any value, both positive and negative.
The role of scattering length tunability in Bose-Einstein condensates is apparent, since the
size of the scattering length is crucial in order to reach condensation. Furthermore, in the
Thomas-Fermi regime, the essential physical features of the condensate, as, e.g., the radius of
its support or the highest peak of the particle density, strongly depends on the scattering length
and in fact scales as suitable powers of it. Even more, in a two-component Fermi gas, one can
tune a from positive to negative values, so passing from a regime of molecular Bose-Einstein
condensation to the formation of a BCS superfluid of Cooper-like pairs. One can even single
out the transition region, where the scattering length diverges and the gas is expected to show
universal features: in this case, the system goes under the name of unitary gas [BH, CFT, CW]
and we refer to [C et al 1, C et al 2] and references therein for further information.
The relevance of this control mechanism is however not limited to the physics of cold atoms
but in fact emerges in many other applications, as, e.g., scattering by nuclei or nuclear physics,
or for the realization of the Efimov effect [Ef, Kr et al] (see also [BT] and references therein
for rigorous results), i.e., when the two-body interaction becomes resonant, and Efimov trimers
appear.
The Feshbach resonance mechanism for cold alkali atoms can be easily modelled in terms of
a multi-channel scattering process [PS, Chpts. 3 & 5]. Indeed, the internal atomic structure
is then given by the usual energy levels which are split because of the hyperfine coupling and
thus it is basically determined by the properties of the valence electrons and specifically their
spin. As a consequence, the interaction between two atoms induces transitions between the
hyperfine energy levels and thus changes the spin of such electrons. It is therefore evident that
such a mechanism is conveniently described by a multi-channel Hamiltonian. In this context,
for a given value of the spin, one speaks of an open channel, when for that value of the spin a
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scattering process is allowed, whereas the channel is called closed, if no scattering is possible
and the system is described by a bound state (see Fig. 1). A Feshbach resonance occurs when
the low energy threshold (ionization threshold) of the scattering process in the open channel is
close to the energy of the closed channel. Under such resonance condition and in presence of
an inter-channel interaction, the scattering process in the open channels is strongly influenced
by the presence of the closed channel, and the corresponding scattering length is modified
accordingly, even for weak coupling between the channels.
In extreme synthesis, the Feshbach resonance mechanism described above can be physically
described as follows: let us consider the stationary Schro¨dinger equation
H Ψ = EΨ (1.1)
and let us introduce two orthogonal projectors P and Q such that P + Q = Id. In the multi-
channel picture P is the projector onto the open channel, while Q projects on the closed one.
Equation (1.1) is equivalent to the system
(HPP − E)PΨ +HPQQΨ = 0 (1.2)
(HQQ − E)QΨ +HQPPΨ = 0 (1.3)
where HPP = PH P , HPQ = PH Q and HQQ = QH Q. The first channel is open when E
lies in the continuous spectrum of HPP and it is associated with a scattering process, i.e., E
is not an eigenvalue of HPP . The second channel is closed when E lies below the continuous
spectrum threshold of HQQ. In such a situation, HQQ−E is invertible and equation (1.3) can
be solved, so that, after substitution in (1.2), (1.1) proves to be equivalent to
HeffPΨ = EPΨ, Heff = HPP −HPQ (HQQ − E)−1HQP , (1.4)
i.e., we have reduced the eigenvalue problem (1.1) to an effective equation in the open channel.
Under the hypothesis that the interaction between channels is weak, (1.3) can be approximated
by (HQQ − E)QΨ = 0. Suppose now that Eb and Φb satisfy
(HQQ − Eb)Φb = 0, (1.5)
then, for E near Eb, we can approximate Heff by
H ′eff = HPP −
|HPQΦb〉 〈HQPΦb|
E − Eb . (1.6)
This substitution is usually called single pole approximation. Let us we denote by Φ+ the
outgoing solution of (HPP − E)Φ = 0. Since H ′eff is a rank one perturbation of HPP , it is
straightforward to see that the solution of (1.4) can be approximated by
PΨ = Φ+ − (HPP − (E + i0))
−1 |HPQΦb〉 〈HQPΦb|
E − Eb − 〈HQPΦb| (HPP − (E + i0))−1 |HPQΦb〉 , (1.7)
where (HPP − (E + i0))−1 stands for the boundary value of the resolvent. Then, we see that
the resonant scattering amplitude contains a Breit-Wigner pole (E − Eres + iΓ/2)−1 with
Eres = Eb + Re
〈
HQPΦb
∣∣(HPP − (E + i0))−1∣∣HPQΦb〉 ,
Γ = −2 Im 〈HQPΦb ∣∣(HPP − (E + i0))−1∣∣HPQΦb〉 .
Notice that Eres is shifted from Eb due to channel interaction.
It is worth mentioning that a typical way to produce the channel splitting for cold atoms is
obtained through an external magnetic field (magnetically induced Feshbach resonances). In
this case, the hyperfine energy levels associated to different configurations of the spin degrees
of freedom split due to Zeeman effect and the splitting is proportional to the external magnetic
field. If we normalize the zero energy level as the continuum threshold of the open channel,
the net effect of the magnetic field is to add a constant term ∆E proportional to B in HQQ.
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As a consequence, we can set B in such a way that Eb is zero, and the resonance influences
the zero energy behavior of the open channel. The effective coupling between the channels is
provided by the typical Van der Waals-like potentials. Hence, the scattering length is given by
the formula
a(B) = a∞ +
∆
B −Bres , (1.8)
where Bres is the resonant value of B, ∆ is the resonance width and a∞ is the asymptotic value
of a for large B.
Matrix Hamiltonians like H above have already been considered in the mathematical liter-
ature [DJN1, DJN2] in the abstract setting but, typically, in a simplified form, i.e., with
HQQ = Eb |Φb〉 〈Φb| ,
which is equivalent to a single pole approximation of the closed channel. In this way, the
total Hamiltonian H may have an eigenvalue embedded in the continuous spectrum or at the
threshold. The survival probability of this eigenvalue is studied in the perturbative regime
where the inter channel interaction is weak, and it is shown to depend on the properties of the
function
F (E) = E − Eb − 〈HQPΦb| (HPP − (E + i0))−1 |HPQΦb〉 .
Other similar results on the Fermi Golden Rule are discussed in [CJN, JN], while the behavior
of eigenvalues at threshold is studied, e.g., in [Me1, Me2] for small perturbations.
In this paper, we consider a two-channel model, and we perform a rigorous analysis providing
some information concerning both the number and the localization of Feshbach resonances. It is
indeed clear that the heuristic argument sketched above is not satisfying from the mathematical
point of view: the Born expansion, implicitly assumed in (1.4) and (1.6), breaks down near the
resonance. Moreover, we prove an expansion of the scattering length near a resonance similar
to (1.8). Notice that no assumption of smallness for the inter-channel interaction is assumed
in our model. If however, such an assumption does hold, we strengthen the results about the
counting and the localization of Feshbach resonances.
The paper is organized as follows. In Section 2 we introduce the model and we state our main
results. A simplified solvable model where the inter-channel interaction is given by a separable
potential is presented and worked out in Section 3. In Section 4 we collect some notation and
the necessary technical results used in the paper. The generalized eigenfunctions of the effective
problem in the open channel at low energy are discussed in Section 5. In Section 6 we finally
prove the characterization of the number and the localization of Feshbach resonances.
2. Main Results
In order to formulate our results, we first fix some notational conventions used in the paper.
We use when possible capital greek or calligraphic letters to denote either vectors or matrix
operators, while lower case or regular capital letters will stand for vector in L2(R3) or operator
on the same space. Bold face letters denote vectors in R3, e.g., x, while scalars are denoted
by regular letters, e.g., E. When there is no ambiguity we also use the notation x := |x| for
the modulus of a vector x. Since we always deal with functions on R3, we often omit the base
space in Banach space notation, i.e., Lp := Lp(R3), where there is no possible confusion and
denote ‖ · ‖Lp =: ‖ · ‖p. Finally, by C we denote a generic positive constant which can possibly
vary from line to line.
We now make the mathematical setting more precise. We consider a multi-channel scattering
of a particle in dimension three: we assume that there are an open channel, where the scattering
is energetically possible, and a closed one where any scattering process is forbidden because
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Figure 1. The potentials in open and closed channels are depicted as thick lines.
The dashed lines represent the energy of the scattering process and the bound
state energy in the closed channel, respectively.
of an energy constraint. The two channels interact via a coupling term in the Hamiltonian.
Hence, we can describe the system by the following matrix Hamiltonian acting on the Hilbert
space H = L2(R3)⊕ L2(R3):
H =
(
HV W
W HU + λ
)
= H0 +W , (2.1)
H0 =
(
HV 0
0 HU + λ
)
, W =
(
0 W
W 0
)
, (2.2)
where
HV = −∆ + V, HU = −∆ + U (2.3)
are the open and closed channel Schro¨dinger operators, respectively, and W is the inter-channel
interaction, i.e., in the physical picture the hyperfine coupling between different Zeeman levels.
The role of the control parameter is played by λ > 0, which can be thought as proportional to
the magnetic field.
In order to study the modified scattering in the open channel, we aim at deriving an equation
analogous to the usual Lippmann-Schwinger (LS) equation for the one or two-particle scattering
problem. We recall here for the convenience of the reader the basics of time-independent
scattering theory of quantum particle by a smooth and short range potential V (x) (see, e.g.,
[RS1]). In this simple case the spectrum of the Hamiltonian HV is known to be absolutely
continuous and to coincide with the positive real line, with the possible exception of some
isolated negative eigenvalues. Then, let
φ0,k(x) := e
ik·x (2.4)
be a plane wave with momentum k ∈ R3, which is a generalized eigenfunction of the unper-
turbed Hamiltonian −∆, then the LS equation is
φV,k(x) = φ0,k(x)−
(
R0(k
2)V φV,k
)
(x), (2.5)
where we denote by RV (E) the resolvent of the operator HV (which reduces to the resolvent of
−∆ for V = 0). For E in the resolvent set of HV
RV (E) := (HV − E)−1 (2.6)
is a bounded operator in L2 while, if E > 0 falls into the continuous spectrum of HV , then
RV (E) stands for the boundary value of the resolvent from the upper half-plane,
RV (E) := lim
ε→0+
(HV − E − iε)−1 . (2.7)
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The solutions of the LS equation are generalized eigenfunctions of HV (a.k.a. distorted plane
waves) with energy E = k2 > 0 lying inside the continuous spectrum.
Under suitable assumptions on the potential V , one can show (see, e.g., [Ag]) that equation
(2.5) has a unique continuous solution, which asymptotically behaves like
φV,k(x) '
x→+∞
eik·x + AV (k,k′)
eikx
x
, (2.8)
i.e., the superposition of a plane wave and a spherical one. Here we denote by
k′ := kxˆ, (2.9)
the outgoing momentum. The quantity AV (k,k
′) is named scattering amplitude and is in fact
sufficient to completely describe the elastic scattering process. At low energy one can actually
characterize all the effects of the scattering by a single scalar quantity, the scattering length
associated to V , which is defined as
aV := lim
k→0
AV (k,k
′). (2.10)
The starting point of our investigation is the eigenvalue equation for the matrix Hamiltonian
H:
HΨk = k2 Ψk. (2.11)
We are going to cast such an equation in a form akin to the LS equation (2.5) and prove that the
corresponding solution has the form (2.8). This will allow us to introduce an effective scattering
length in the open channel, which takes into account the effect of the interaction with the closed
one. We will then characterize further the salient features of such an effective parameter.
Writing Ψk = (ϕk, ξk), equation (2.11) is equivalent to the coupled system{
(−∆ + V )ϕk +Wξk = k2ϕk,
(−∆ + U + λ)ξk +Wϕk = k2ξk.
(2.12)
Since we are interested in the low energy behavior, we can restrict to the energies
0 < k2 < λ. (2.13)
For k2 − λ in the resolvent set of HU , −∆ + U + λ− k2 has a bounded inverse RU(k2 − λ) in
L2(R3) and the system (2.12) is equivalent to the coupled integral equations{
ϕk +RV (k
2)W ξk = φV,k,
ξk +RU(k
2 − λ)W ϕk = 0,
(2.14)
where we have denoted by φV,k the generalized eigenfunctions of HV , i.e., the solution of the LS
equation (2.5). The resolvent RV (k
2) is defined as a boundary value as in (2.7). From (2.14)
one sees that the problem is reduced to find the solution ϕk of the effective LS equation
ϕk −RV (k2)W RU(k2 − λ)W ϕk = φV,k. (2.15)
Before stating the first result, let us specify the technical assumptions we make on the
potentials U , V and W . Our analysis is partly based on the classical work of Ikebe [Ik] and
therefore we recall first the definition of the Ikebe class In(R3), n ∈ N.
Definition 2.1 (Ikebe class In).
We say that a measurable function V belongs to the Ikebe class In(R3), n ∈ N, if V ∈ L2(R3),
V is locally Ho¨lder continuous except for a finite number of points and there exists R0 > 0 and
δ ∈ (0, 1) such that
|V (x)| 6 C
xn+δ
, for x > R0. (2.16)
Assumption 1. We assume that
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a) U ∈ I2(R3);
b) V ∈ I4(R3) ∩ L3(R3);
c) W ∈ I3(R3) ∩ L3(R3).
Our assumptions on the potentials are certainly not optimal and other hypothesis are possible
(see, e.g., [RS1, Si]). However, we stick the choice above for concreteness. Note that, under
Assumption 1, V and U are Agmon potentials according to [RS2, Sect. XIII.8] and therefore
are relatively compact perturbations of −∆. In particular, the one-body Hamiltonians HU and
HV are self-adjoint on H
2(R3). Furthermore,
• HU and HV have finitely many negative eigenvalues by, e.g., the Birman-Schwinger
bound [RS2, Thm. XIII.10] (see also [Ik, Thm. 4]);
• σess(HU) = σess(HV ) = [0,+∞) by, e.g., Weyl’s theorem [RS2, Thm. XIII.15];
• HU and HV have no positive eigenvalues by, e.g., [RS2, Thm. XIII.58];
• σsing(HU) = σsing(HV ) = ∅ by [RS2, Thm. XIII.33] and, therefore, σac(HU) = σac(HV ) =
[0,+∞).
In order to control the effect of the closed channel on the scattering, we also have to make
some further assumptions on the spectra of −∆ + U and −∆ + V :
Assumption 2. We assume that
a) HU has N > 1 negative simple eigenvalues E0 < E1 < · · · < EN−1 < 0, with corre-
sponding eigenvectors ψ0, ψ1, . . . , ψN−1 ∈ L2(R3);
b) HV > 0 and zero is neither an eigenvalue nor a resonance.
c) ker
(
R
1/2
V (0)W
)
= {0}.
The above set of assumptions (in particular point a)) will be used only in next Theorem 2.1
about the characterization of the singularities corresponding to Feshbach resonances. In fact,
we are going to make such assumptions only for technical reasons and to simplify the discussion
of the singularities of the scattering length. We do expect however the result to hold true even
if, e.g., the eigenvalues of HU have nontrivial multiplicities, but the proof will become much
more involved in that case.
We are now able to state the first result about the equation (2.15). We denote by E the set
of positive eigenvalues of H, i.e.,
E := σpp(H) ∩ R+. (2.17)
We will prove E is a discrete set containing only eigenvalues with finite multiplicity (Proposition
5.1). Obviously, we are interested in the solutions of (2.15) having the form of generalized
eigenfunctions or distorted plane waves and therefore we have to assume that k2 /∈ E . In the
following B will stand for the set of continuous functions vanishing at infinity, i.e.,
B :=
{
f ∈ C(R3)
∣∣∣ lim
x→+∞
f(x) = 0
}
. (2.18)
Proposition 2.1 (Generalized eigenfunctions).
Let Assumption 1 hold true and let λ > 0 be fixed. Then, for any k ∈ R3 with k2 ∈ (0, λ) \ E
and k2 − λ 6= Ej, for j = 0, . . . , N − 1, equation (2.15) admits a unique continuous solution
ϕk, such that ϕk − φV,k ∈ B. Furthermore, ϕk satisfies the asymptotic
ϕk(x) '
x→+∞
eik·x + Aeff(k,k′;λ)
eikx
x
, (2.19)
with
Aeff(k,k
′;λ) = 1
4pi
〈φV,k′|W RU(k2 − λ)W |ϕk〉+ AV (k,k′), (2.20)
where AV (k,k
′) is the scattering amplitude associated to the potential V (see (2.8)).
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The above results sets the stage for the main result we prove in this paper. Indeed, the
asymptotic (2.19) shows that, by analogy with the one-particle case described above and the
solution of the LS equation (2.5) given by (2.8), one can think of Aeff(k,k
′;λ) as the effective
scattering amplitude in the open channel, taking into account the effects of the interaction with
the closed one, as usually done in the physics literature (see, e.g., [GP]).
The next definition is thus the obvious consequence.
Definition 2.2 (Effective scattering length).
We define the effective scattering length in the open channel as
aeff(λ) := lim
k→0
Aeff(k,k
′;λ), (2.21)
where Aeff(k,k
′;λ) is given by (2.20)
Any resonance in the open channel is then associated to a singularity of the effective scattering
length aeff(λ). The next Theorem classifies all such singularities and the critical values of the
control parameter λ yielding them.
Theorem 2.1 (Feshbach resonances).
Let Assumptions 1 and 2 hold true. Then,
(i) there exists at least a critical value λ0 ∈ (|E0|,+∞), such that the homogenous equation
(I −RV (0)W RU(−λ0)W ) η = 0, (2.22)
admits at least one non-trivial solution η0 ∈ B. Furthermore, aeff(λ) is continuous for
λ 6= λ0, with the possible exception of finitely many other points, and, if additionally
〈φV,0|WRU(−λ0)Wη0〉 6= 0, ∀η0 ∈ ker (I −RV (0)W RU(−λ0)W ) , (2.23)
one has the expansion
aeff(λ) =
c0
λ− λ0 +O(1), as λ→ λ0, (2.24)
for some c0 6= 0;
(ii) there exists δ0 > 0 such that, if ‖W‖3 6 δ0, then there are exactly N critical values λj,
j = 0, . . . , N − 1, satisfying
λ0 > |E0| > λ1 > |E1| > · · · > λN−1 > |EN−1|, (2.25)
such that the homogenous equation
(I −RV (0)W RU(−λj)W ) η = 0, (2.26)
admits at least one non-trivial solution ηj ∈ B, for any j = 0, . . . , N − 1. Furthermore,
aeff(λ) is continuous for any λ ∈ [|EN−1|,+∞), λ 6= λj, i.e., any further critical value λj,
with j > N , is such that |EN−1| > λj > 0. Finally, if
〈φV,0|WRU(−λj)Wηj〉 6= 0, ∀ηj ∈ ker (I −RV (0)W RU(−λj)W ) , (2.27)
one has
aeff(λ) =
cj
λ− λj +O(1), as λ→ λj, (2.28)
for some cj 6= 0.
Remark 2.1 (Resonant condition).
Condition (2.23) (resp. (2.27)) is not simply a technical assumption, but rather a key ingredient
which plays the role of a necessary condition for the occurrence of the resonance at λ0 (resp.
λj), at least if ker (I −RV (0)W RU(−λ0)W ) is one-dimensional, which we are going to assume
in this discussion. In other words, if 〈φV,0|WRU(−λ0)Wη0〉 = 0, the scattering length remains
bounded at λ0 and no resonance is present. Concretely, this is due to the fact that c0 is
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proportional to the above quantity. In fact, the explicit expression of the coefficients c0 and cj
is provided in (6.59) and (6.64), respectively, and, in principle, their values could be computed
or numerically estimated, once the potentials U, V and W are given.
In order to understand the role played by such a condition, it is convenient to consider the
analogy with one-particle Schro¨dinger operators: it is very well known that an operator of the
form −∆+v in three-dimensions has a zero-energy resonance if the operator |v|1/2(−∆)−1|v|1/2
has the eigenvalue 1 and, denoting by φ0 ∈ L2(R3) a corresponding eigenvector, it must be〈|v|1/2|φ0〉 6= 0. (2.29)
Correspondingly, the scattering length diverges. If the above condition is not met, then 0 is not
a resonance of −∆ + v but rather a zero-energy eigenvalue, and the scattering length remains
finite.
Now, condition (2.23) is precisely the analogue of (2.29) for our matrix Hamiltonian. This
is also made apparent by the fact that WRU(−λ)W plays the role of an effective potential in
the open channel and (2.23) reduces to (2.29) for V = 0.
Remark 2.2 (Number of critical points).
Without the smallness hypothesis on W , we can not prove that there are at least N critical
points, due to a possible accidental degeneracy occurring to a compact operator, which plays a
key role in the analysis (see Proposition 6.1 and Remark 6.1 for further details). Of course such
a degeneracy does not typically occurs, since any infinitesimal change of the potentials U, V , or
W , would break it and we expect at least N critical values as in case (ii). The further singular
points mentioned at point (i) of the above Theorem, where a(λ) is not continuous, become the
λj’s localized at point (ii), thanks to the smallness of W .
It is well known [HS, Def. 2] that in the one-body case the scattering length associated to a
potential v can be expressed as
av =
1
4pi
〈
v1/2
∣∣ (I + |v|1/2(−∆)−1v1/2)−1 ∣∣|v|1/2〉 (2.30)
where we have conventionally set v1/2 := sgn (v)|v|1/2. Hence, any divergence of the scattering
length is associated to a nontrivial kernel of the operator I+ |v|1/2(−∆)−1v1/2, i.e., a nontrivial
solution of the zero-energy Schro¨dinger equation (−∆ + v)ψ = 0, which in turn implies the
presence of a zero-energy resonance, provided the condition (2.29) is satisfied. The same be-
havior holds true in our case, namely there is a Feshbach resonance if and only if there is a
non-L2 solution of the zero-energy Schro¨dinger equation (see [CF] for a low-energy expansion
of the resolvent).
Corollary 2.1 (Zero-energy equation).
Under the same assumptions of Theorem 2.1, if λ = λj, then there exists a distributional
solution of the zero-energy equation HΨ = 0.
Before dealing with the proof of the main results above, we present in next Section 3 a simple
solvable model in which the effective scattering length can be derived almost explicitly and the
corresponding resonances easily found, i.e., the case of an inter-channel interaction given by a
separable or one-rank potential of the form W = |w〉 〈w|. Such an example will prove to be
useful to present and mimic the overall strategy of the proof, which we will discuss in the rest
of the paper.
3. Separable Potentials
We consider here a toy model built in terms of separable potentials, i.e., we replace the
potential W with a projector onto a function w ∈ I3, i.e., only in this Sect. we set
W = |w〉 〈w| . (3.1)
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Then, equation (2.15) takes the form:
ϕk = φV,k +
〈
w
∣∣RU(k2 − λ)∣∣w〉 〈w|ϕk〉RV (k2)w. (3.2)
Taking the inner product of the above equation with w, we obtain
〈w|ϕk〉 =
〈
w
∣∣RU(k2 − λ)∣∣w〉 〈w|ϕk〉 〈w ∣∣RV (k2)∣∣w〉+ 〈w|φV,k〉
and thus
ϕk = φV,k +
〈w|φV,k〉 〈w |RU(k2 − λ)|w〉
1− 〈w |RV (k2)|w〉 〈w |RU(k2 − λ)|w〉RV (k
2)w. (3.3)
In order to recover the asymptotic (2.19), it now suffices to use the resolvent identity and the
standard large distance expansion for R0(k
2)w (see, e.g., [Ik]), i.e.,(
R0(k
2)f
)
(x) =
x→+∞
eikx
4pix
∫
R3
dx′ e−ik
′·x′f(x′) + o(x−1) = 〈φ0,k′|f〉 e
ik·x
4pix
+ o(x−1), (3.4)
where k′ = kxˆ, to get(
RV (k
2)w
)
(x) =
(
R0(k
2)
(
1− V RV (k2)
)
w
)
(x)
=
x→+∞
〈
φ0,k′
∣∣(1− V RV (k2))w〉 eikx
4pix
+ o(x−1).
On the other hand, the LS equation can be rewritten as (I −RV (k2)V )φ0,k′ = φV,k′ and
therefore (
RV (k
2)w
)
(x) =
x→+∞
〈φV,k′ |w〉 e
ikx
4pix
+ o(x−1). (3.5)
Hence, combining (3.3), the above asymptotics and the expansion (2.8) for φV,k, we get
ϕk(x) =
x→+∞
eik·x + Aeff(k,k′;λ)
eikx
x
+ o(x−1),
with
Aeff(k,k
′;λ) = AV (k,k′) +
1
4pi
〈w|φV,k〉 〈φV,k′ |w〉 〈w |RU(k2 − λ)|w〉
1− 〈w |RV (k2)|w〉 〈w |RU(k2 − λ)|w〉 . (3.6)
To compute the scattering length, we have then to take the limit k → 0, obtaining
aeff(λ) = aV +
1
4pi
|〈w|φV,0〉|2 〈w |RU(−λ)|w〉
1− 〈w |RV (0)|w〉 〈w |RU(−λ)|w〉 . (3.7)
In order to find the singularities of the scattering length, one has to investigate the denom-
inator of the second term on the r.h.s. of the expression above, as λ varies in R+, since aV is
finite by assumption. We also note that 〈w |RV (0)|w〉 > 0 by Assumption 2, point (b), and
〈w |RV (0)|w〉 < +∞, which can be proved along the lines of Remark 4.7.
Let us introduce the following further assumptions:
〈w |RV (0)|w〉 > 0, (3.8)
which is a rephrasing of Assumption 2, point c), and
〈w|ψj〉 6= 0, for any j = 0, . . . , N − 1. (3.9)
Observe that condition (3.9) is the analogue of the resonant condition (2.23). By equation (3.7)
one sees that a singularity of aeff(λ) does occur only for λ solution of the equation
F (λ) =
1
〈w |RV (0)|w〉 . (3.10)
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λ
1
〈w|RV (0)|w〉
F (λ)
λ0λ1
|E0||E1|
Figure 2. Qualitative behavior of the function F (λ), λ ∈ R+.
where we have denoted F (λ) := 〈w |RU(−λ)|w〉. By the spectral resolution of HU we have
F (λ) =
N−1∑
j=0
1
Ej + λ
|〈ψj|w〉|2 +
∫ +∞
0
d 〈w|E(µ) |w〉 1
µ+ λ
, (3.11)
where the second term is continuous and monotonically decreasing and the first one has singu-
larities only at λ = −Ej, j = 0, . . . , N − 1. More precisely,
lim
λ→−E±j
F (λ) = ±∞.
Moreover
lim
λ→+∞
F (λ) = 0,
and F (λ) is decreasing in λ: taking the derivative w.r.t. λ for λ 6= −Ej, j = 1, . . . , N − 1, we
get
F ′(λ) = − 〈w ∣∣R2U(−λ)∣∣w〉 = −‖RU(−λ)w‖22 < 0. (3.12)
Hence, we obtain that if limλ→0 F (λ) 6 1/ 〈w |RV (0)|w〉 then equation (3.10) admits N solu-
tions λ0, . . . , λN−1 ∈ R+, such that
0 < |EN−1| < λN−1 < · · · < |E1| < λ1 < |E0| < λ0. (3.13)
On the other hand, if limλ→0 F (λ) > 1/ 〈w |RV (0)|w〉 then there is an additional solution λN ,
such that
0 < λN < |EN−1|.
Therefore, we conclude that there exist at least N points λj ∈ R+, j = 0, . . . , N−1, satisfying
(3.13), so that
aeff(λ) =
cj
λ− λj +O(1), (3.14)
since by (3.12) the first derivative of F (λ) does not vanish at λj. The explicit value of the
constant cj can be easily obtained from (3.7) and (3.12):
cj =
1
4pi
|〈w|φV,0〉|2 〈w |RU(−λj)|w〉
〈w |RV (0)|w〉 ‖RU(−λj)w‖22
. (3.15)
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We have thus shown the result expressed in theorem 2.1 (Feshbach resonances) in the special
case of an inter-channel interaction given by a separable potential.
4. Notation and Technical Lemmas
We collect here some notation and useful technical results, which will be used in the rest of
the paper.
Given the important role played in the following, we recall the definition of weighted Hilbert
spaces: set 〈x〉 := √1 + x2 for short, then, for any s > 0, we define
‖f‖L2s := ‖〈x〉
sf‖2 . (4.1)
The closure of C∞0 w.r.t. the above norm is denoted by L
2
s. The weighted Sobolev space H
2
s ,
s > 0, is defined analogously as the closure of C∞0 w.r.t. the norm
‖f‖H2s := ‖f‖L2s + ‖∆f‖L2s . (4.2)
The conventional Sobolev spaces Hp, p ∈ R can be defined via Fourier transform as the closure
of C∞0 (R3) w.r.t. the norms
‖f‖Hp :=
∥∥〈k〉pfˆ∥∥
2
, (4.3)
where we use the following convention for the Fourier transform
fˆ(k) :=
1
(2pi)3/2
∫
R3
dx e−ik·xf(x). (4.4)
By the properties of the Fourier transform and a simple exchange of the role of x and k, one
easily gets
‖f‖2L2s =
∫
R3
dx
(
1 + x2
)s |f(x)|2 = ∫
R3
dx
(
1 + x2
)s ∣∣∣̂ˆf(−x)∣∣∣2 = ∥∥fˆ∥∥2
Hs
. (4.5)
Hence, we obtain the useful identity
‖f‖H2s =
∥∥fˆ∥∥
Hs
+
∥∥k2fˆ∥∥
Hs
. (4.6)
We now recall some classical results on spectral and scattering theory mostly taken from [Ag,
Ik], which will be used in the proofs. Recall the definition (2.18) of the space B of continuous
functions vanishing at ∞. We also denote by B(L2) the space of bounded linear operators on
L2 and, more in general, B(X, Y ) stands for the space of continuous linear transformations
between two Banach spaces X and Y . Similarly, L∞(X, Y ) is the space of compact operators
from X to Y and L∞(X) := L∞(X,X).
Remark 4.1 (In and compactness).
By Sobolev embedding of H2 in the space of continuous function, one can easily realize that
the multiplication operator by a potential Z ∈ In belongs to L∞(H2s , L2s+n), for any s > 0.
We also state some properties of the operator R0(k
2)Z on B, where Z is a suitable Ikebe
potential. In the following the parameter δ > 0 is the one appearing in the definition of the
Ikebe class (see Definition 2.1) and thus it is a characteristic of the corresponding potential.
Lemma 4.2 ([Ik, Lemmas 3.1, 3.2, 4.1, 4.2 & 4.6]).
Assume Z ∈ I2 and consider the operator TZ(k) := R0(k2)Z with integral kernel given by
TZ (x,y; k) =
eik|x−y|
4pi|x− y|Z(y). (4.7)
Then,
a) TZ(k) ∈ L∞(B);
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b) if f ∈ B, then
(TZ(k)f) (x) =
x→+∞
O(x−δ); (4.8)
c) if f ∈ B and f(x) =
x→+∞
O(x−1), then
(TZ(k)f) (x) =
eikx
4pix
∫
R3
dy e−ik
′·yf(y) +O(x−1−δ/2); (4.9)
d) the map k → TZ(k) from R+ to B(B) is continuous in the uniform topology.
Next we recall some useful properties of the free resolvent in weighted Hilbert spaces.
Lemma 4.3 ([Ag, Thm. 4.1]).
For any k2 > 0, R0(k
2) ∈ B(L2s, H2−s), for any s > 1/2. Furthermore, for any f ∈ L2s, with
s > 1/2, the function u = R0(k
2)f solves(−∆− k2)u = f (4.10)
in distributional sense and the following identity holds:
Im
〈
R0(k
2)f
∣∣ f〉 = pi
2k
∫
S2(k)
dσ(k)
∣∣fˆ(k)∣∣2, (4.11)
where S2(k) is the sphere of radius k and dσ(k) is the surface measure.
Remark 4.4 (Extension to k = 0).
The same results of Lemma 4.3 hold for k = 0 under the stronger assumption s > 1: see, e.g.,
[Ya] for the proof that R0(0) ∈ B(L2s, L2−s), while the improvement to H2−s is standard
‖R0(0)f‖H2−s = ‖R0(0)f‖L2−s + ‖∆R0(0)f‖L2−s 6 C ‖f‖L2s + ‖f‖L2−s 6 C‖f‖L2s .
Notice also that R0(k
2), k > 0, is a compact operator from L2s → L2−s (see [Ya]).
Lemma 4.5 ([Ag, Thm. 3.2]).
Let f ∈ Hs, s > 1/2, and let the spherical average of f vanish on the sphere of radius k > 0.
Set for any αj ∈ N, j = 1, 2, 3, such that 0 6
∑
j αj 6 2,
gα(x) :=
xα11 x
α2
2 x
α3
3 f(x)
x2 − k2 .
Then, gα ∈ Hs−1 ∩ L1loc and ‖gα‖Hs−1 6 C‖f‖Hs.
Finally, we consider the resolvent RV (k
2) (recall that V ∈ I4 by Assumption 1, point (b)).
Exploiting the fact that V has no non-negative eigenvalues, we have
Lemma 4.6 ([Ag, Thm. 4.2]).
For any k2 > 0, RV (k
2) ∈ B(L2s, H2−s), for any s > 1/2. Furthermore, for any f ∈ L2s, with
s > 1/2, the function u = RV (k
2)f solves
(−∆ + V − k2)u = f (4.12)
in distributional sense and the resolvent identity holds, i.e.,
RV (k
2)f = R0(k
2)f −R0(k2)V RV (k2)f. (4.13)
Remark 4.7 (Extension to k = 0).
For k = 0 the above result does not apply, but one has nevertheless
RV (0) : L
2
s → H2−s, for any s > 1. (4.14)
Indeed, since R0(0) ∈ B(L2−s, H2s ), for any s > 1, we have that V R0(0) ∈ B(L2s) and it is in
fact a compact operator on L2s, by Remark 4.1 and Assumption 1, point b). Therefore, by
Freedom alternative and Assumption 2, point b), (I + V R0(0))
−1 ∈ B(L2s): absence of zero
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energy eigenvalues or resonances for V guarantees that the equation (I +V R0(0))f = 0 admits
only the trivial solution. In conclusion, the resolvent identity RV (0) = R0(0)(I + V R0(0))
−1
implies the claim via Remark 4.4.
5. Generalized eigenfunctions
In the first two propositions we relate of the positive eigenvalues of H and the solutions of
the homogeneous equation associated to (2.15). Let us then set
E := σpp(H) ∩ R+. (5.1)
Proposition 5.1 (Positive eigenvalues of H).
The set E is discrete and its only accumulation points can be 0 or +∞. Furthermore, each
eigenvalue in E has finite multiplicity.
Remark 5.1 (Positive eigenvalues).
We expect this characterization of positive eigenvalues not to be optimal but it is sufficient
for our scopes. For instance, one could adapt Kato’s argument as presented in [RS2] and
prove with some lengthy calculations that there are no positive eigenvalues in (λ,+∞). On the
contrary, we expect that there may be positive eigenvalues in (0, λ). Indeed, in the unperturbed
case, i.e., for W = 0, there may be embedded eigenvalues, depending on the relation between
{Ej}j=0,...,N−1 and λ. When W 6= 0, it is expected that such eigenvalues turn into complex
resonances (see, e.g., [CCF1, CCF2, Fr]) for the analysis of this phenomenon in some solvable
models). As discussed in [AHS] in the one-body case, however, there may be persistence of
embedded eigenvalues for some special perturbations.
Proof. Let Ψk = (ζk, θk) ∈ H2 ⊕H2 be a solution of the eigenvalue equation HΨk = k2Ψk, for
k2 > 0. Equivalently, we have that ζk, θk ∈ H2 are solutions of the system (2.12). Following
the line of [Ag, Thm. 3.1], we preliminary prove that there exists ε > 0 such that
‖ζk‖H2ε 6 C (‖ζk‖2 + ‖θk‖2) , ‖θk‖H2ε 6 C (‖ζk‖2 + ‖θk‖2) . (5.2)
The system (2.12) can be rewritten as{
ζk = (k
2 − i)RV (i)ζk −RV (i)W θk,
θk = (k
2 − i)RU(i)θk −RU(i)W ζk.
Then, by Sobolev embedding and the boundedness of (−∆ + 1)RV (i) and (−∆ + 1)RU(i), we
have for any s > 3/2 that{
‖ζk‖H2 6 C ‖ζk‖2 + ‖W‖2 ‖θk‖L∞ 6 C (‖ζk‖2 + ‖θk‖Hs) ,
‖θk‖H2 6 C ‖θk‖2 + C ‖W‖2 ‖ζk‖L∞ 6 C (‖θk‖2 + ‖ζk‖Hs) .
(5.3)
Let us now pick some s ∈ (3/2, 2): then, for any ε > 0 there exists a finite cε > 0, such that
‖f‖Hs 6 ε ‖f‖H2 + cε ‖f‖2, and from (5.3) we obtain{
‖ζk‖H2 6 C (‖ζk‖2 + ‖θk‖2) ,
‖θk‖H2 6 C (‖θk‖2 + ‖ζk‖2) .
(5.4)
Thanks to Assumption 1 and Remark 4.1, the multiplication operators by the potentials V , U
and W belong to L∞(H2, L21+ε). In particular, using also (5.4), we have
‖Wθk‖L21+ε 6 C ‖θk‖H2 6 C (‖ζk‖2 + ‖θk‖2) .
Using Fourier transform, (2.12) can be written as{
(p2 − k2)ζ̂k(p) = −Ŵ θk(p)− V̂ ζk(p) =: ĝk,1(p),
(p2 − k2)θ̂k(p) = −Ŵ ζk(p)− Ûθk(p)− λθ̂k(p) =: ĝk,2(p).
(5.5)
14 R. CARLONE, M. CORREGGI, D. FINCO, AND A. TETA
Due to the above remark, gk,i ∈ L21+ε and ĝk,i ∈ H1+ε, i = 1, 2. Moreover, (5.5) implies that
the trace of ĝk,i on the sphere |p| = k vanishes (see also [Ag]). By Lemma 4.5, it follows that
ζ̂k(p) =
ĝk,1(p)
p2 − k2 (5.6)
belongs to Hε and, in addition, pαζ̂k(p) belongs to H
ε for any multi-index α such that |α| 6 2.
Therefore, by (4.6) and again by Lemma 4.5, ζk ∈ H2ε and
‖ζk‖H2ε 6 C ‖ĝk,1‖H1+ε = C ‖gk,1‖L21+ε 6 C (‖ζk‖L2 + ‖θk‖L2) . (5.7)
The same estimate holds for θk and therefore (5.2) is proven.
Let us now prove that there can be only a finite number of positive eigenvalues in the
interval (a, b), with 0 < a < b < +∞, and that their multiplicity is finite. Suppose by absurd
that this is false and let {Ψj}j∈N a sequence of orthonormal eigenvectors. Then by (5.2) and
Rellich’s criterion [RS2, Thm. XIII.65], the sequence {Ψj}j∈N lies in a compact subset of L2
and we could extract a convergent subsequence. But this is absurd since the eigenvectors Ψj
are orthogonal. 
In the next proposition we study the homogeneous equations associated to (2.15), i.e.,
(I −Dk) ζk = 0 (5.8)
where we have set
Dk := RV (k
2)W RU(k
2 − λ)W . (5.9)
Proposition 5.2 (Solutions of (5.8)).
Let Assumption 1 hold and let k2 ∈ (0, λ), with k2 − λ 6= Ej, j = 0, . . . , N − 1. Then, k2 ∈ E
if and only if there exists a non-trivial solution ζk ∈ H2 ⊂ B of (5.8).
Proof. Let ζk ∈ B be a solution of (5.8). We first prove that ζk ∈ H2 and
(−∆ + V − k2)ζk = W RU(k2 − λ)W ζk. (5.10)
Let us denote χk := W RU(k
2 − λ)W ζk, so that ζk = RV (k2)χk. Then, by Assumption 1 and
boundedness of RU(k
2 − λ), we have that χk ∈ L2s, for some s > 3/2. By Lemma 4.6 we have
that ζk ∈ H2−s and (5.10) holds at least in distributional sense. Moreover, we note that the
r.h.s. of (5.10) belongs to L2 and therefore we also have (−∆ + V − k2)ζk ∈ L2.
Let us now show that ζk ∈ L2. We notice that we can not straightforwardly bootstrap the
argument to conclude that ζk ∈ L2s, for any s ∈ R, as it is done in [Ag], because of the non-
locality of the effective potential W RU(k
2 − λ)W . However, using the resolvent identity (see
Lemma 4.6), we can cast (5.8) in the following form:
ζk −R0(k2)W RU(k2 − λ)W ζk +R0(k2)V RV (k2)W RU(k2 − λ)W ζk = 0
or, equivalently,
ζk −R0(k2)fk = 0, fk :=
(
I − V RV (k2)
)
χk. (5.11)
By the assumption on V , we have fk = χk − V RV (k2)χk = χk − V ζk ∈ L2s. Hence, we can
apply Lemma 4.3, to get
pi
2k
∫
S2(k)
dσ(p)
∣∣f̂k(p)∣∣2 = Im 〈R0(k2)fk∣∣ fk〉 = Im 〈ζk ∣∣(I − V RV (k2))W RU(k2 − λ)W ζk〉
= Im
(〈Wζk|RU(k2 − λ) |W ζk〉 − 〈ζk|V |ζk〉) = 0 (5.12)
where, in the last line, we have used equation (5.8).
Taking into account that f ∈ L2s is equivalent to fˆ ∈ Hs, by (5.12) and Lemma 4.5, we
obtain that (p2 − k2)−1f̂k = ζˆk ∈ Hs−1 ∩ L1loc. This means that ζk = R0(k2)fk ∈ L2s−1, with
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s− 1 > 1/2, and then, in particular, ζk ∈ L2. Thus, by ζk ∈ L2 and (−∆ + V − k2)ζk ∈ L2 we
conclude that ζk ∈ H2 = D(HV ).
To complete the first part of the proof, it suffices to show that (ζk, θk) satisfies the eigenvector
equation of H with eigenvalue k2: setting θk := −RU(k2 − λ)W ζk, one has that θk ∈ H2 and
(−∆ + U + λ− k2)θk = −W ζk, (5.13)
which combined with (5.10) yields the result.
Conversely, if k2 ∈ E , then there must be a non-trivial solution to (2.12) with ϕk, ξk ∈ H2.
Exploiting the assumption on λ, we can invert HU + λ− k2, obtaining{
HV ϕk +Wξk = k
2ϕk,
ξk +RU(k
2 − λ)Wϕk = k2RU(k2 − λ)ξk.
(5.14)
Now, in order to show that ξk provides a non-trivial solution to (5.8), we would have to invert
the first equation, but RV (k
2) is defined as a boundary value and therefore it makes sense only
on a function belonging to L2s, s > 1/2 (Lemma 4.6). More precisely, if (HV − k2)ϕk ∈ L2s,
s > 1/2, then
RV (k
2)
(
HV − k2
)
ϕk = ϕk,
which together with the first equation of (5.14) yields ϕk = −RV (k2)Wξk. This in turn can
be replaced in the second equation of (5.14), leading to (5.8). It just remains to verify that
(HV − k2)ϕk ∈ L2s, s > 1/2, but this is directly implied by the first equation in (5.14), since
ξk ∈ H2 and thus Wξk ∈ L2s, for any 0 6 s 6 3/2. 
We are now in position to prove our result concerning existence, uniqueness and asymptotic
behavior of the solutions of equation (2.15).
Proof of Proposition 2.1. Let us fix k2 ∈ (0, λ) \ E and k2 − λ 6= Ej, for j = 0, . . . , N − 1. We
set
ηk := ϕk − φV,k (5.15)
and accordingly cast (2.15) as an equation for ηk in the space B, i.e.,
(I −Dk) ηk = DkφV,k. (5.16)
As a first step, we shall prove that Dk ∈ L∞(B). Using the resolvent identity and the
notation TZ(k) = R0(k
2)Z introduced in Lemma 4.2, we write
Dk = R0(k
2)WRU(k
2 − λ)W −R0(k2)V RV (k2)WRU(k2 − λ)W
= TW (k)RU(k
2 − λ)W − T〈x〉sV (k) 〈x〉−sRV (k2)WRU(k2 − λ)W, (5.17)
where we have taken some s ∈ (1/2, 3/2], which is fixed throughout this proof, and 〈x〉−s on
the r.h.s. stands for the multiplication operator by the corresponding function. By Lemma 4.2
and Assumption 1, the operators TW (k) and T〈x〉sV (k) are compact in B. Hence it suffices to
show that the operators RU(k
2 − λ)W and 〈x〉−sRV (k2)WRU(k2 − λ)W are bounded in B to
get the result. First we notice that, for any ηk ∈ B,∥∥RU(k2 − λ)Wηk∥∥B 6 C ∥∥RU(k2 − λ)Wηk∥∥H2 6 C ‖Wηk‖2 6 C ‖W‖2 ‖ηk‖B (5.18)
and therefore RU(k
2 − λ)W ∈ B(B). Analogously, using Lemma 4.3, we estimate∥∥〈x〉−sRV (k2)WRU(k2 − λ)Wηk∥∥B 6 C ∥∥〈x〉−sRV (k2)WRU(k2 − λ)Wηk∥∥H2
6 C
∥∥RV (k2)WRU(k2 − λ)Wηk∥∥H2−s 6 C ∥∥WRU(k2 − λ)Wηk∥∥L2s
6 C ‖W‖L2s
∥∥RU(k2 − λ)Wηk∥∥B 6 C ‖W‖L2s ‖W‖2 ‖ηk‖B (5.19)
and then the operator 〈x〉−sRV (k2)WRU(k2 − λ)W is also bounded in B. Thus, we conclude
that Dk is a compact operator in B.
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Using the same arguments, one also shows that DkφV,k ∈ B. Therefore, by Freedom alter-
native and Proposition 5.2, we conclude that equation (5.16) has a unique solution in B and
this implies that (2.15) has a unique continuous solution ϕk, such that ϕk − φV,k ∈ B.
It remains to characterize the asymptotic behavior of ϕk(x) for x→∞. We have shown that
Dkηk and DkφV,k belong to B and therefore both functions are o(1) as x → ∞. This implies
that ϕk = O(1) for large x and Wϕk = O(x−3), which in particular implies that Wϕk ∈ L2.
Moreover, using the resolvent identity, we can rewrite (2.15) as
ϕk = φV,k + T〈x〉W (k)〈x〉−1RU(k2 − λ)Wϕk − T〈x〉V (k) 〈x〉−1RV (k2)WRU(k2 − λ)Wϕk. (5.20)
Now, both functions RU(k
2−λ)Wϕk and RV (k2)WRU(k2−λ)Wϕk are in H2, because Wϕk ∈
L2 and the operators RU(k
2 − λ) and RV (k2)WRU(k2 − λ) map L2 to H2, and therefore they
are bounded in B by Sobolev embedding. We can then apply Lemma 4.2, point c), obtaining
T〈x〉W (k)〈x〉−1RU(k2 − λ)Wϕk − T〈x〉V (k) 〈x〉−1RV (k2)WRU(k2 − λ)Wϕk =〈
φ0,k′
∣∣(I−V RV (k2))W RU(k2 − λ)W ϕk 〉 eikx
4pix
+ o(x−1). (5.21)
Combining this asymptotic with the expansion (2.8) of φV,k and recalling that the LS equation
can be rewritten as φV,k = (I −RV (k2)V )φ0,k, we get the result from (5.20). 
6. Feshbach resonances
According to Proposition 2.1, the effective LS equation (2.15) admits for k > 0 a unique
solution behaving like a generalized eigenfunction with precise asymptotic for large x. In order
to derive the behavior of the effective scattering length aeff(λ), we thus have to investigate the
low-energy limit of such quantities. This will be done in the following in two steps: first we will
study the LS equation (2.15) at zero energy, i.e., for k = 0, and then we will prove continuity
of Aeff(k,k
′;λ), as a function of k, to take the limit k → 0.
More precisely, by Proposition 2.1, we know that for any λ ∈ (0,+∞) and any k ∈ R3, such
that k2 ∈ (0, λ) \ E and k2 − λ 6= Ej, j = 0, . . . , N − 1, the LS equation (2.15) admits a unique
solution ϕk in the space of continuous bounded functions and the following asymptotic holds
true (see (2.19) and (2.20)):
ϕk(x) '
x→+∞
eik·x + Aeff(k,k′;λ)
eikx
x
,
with
Aeff(k,k
′;λ) = 1
4pi
〈φV,k′|W RU(k2 − λ)W |ϕk〉+ AV (k,k′). (6.1)
We prove (Corollary 6.1) that these results hold true also for k = 0, i.e., the zero-energy version
of (2.15),
ϕ0 −RV (0)W RU(−λ)W ϕ0 = φV,0, (6.2)
admits a unique continuous solution, whose asymptotic allows to identify the scattering ampli-
tude
Aeff(0, 0;λ) =
1
4pi
〈φV,0|W RU(−λ)W |ϕ0〉+ aV . (6.3)
In order to conclude that the expression above coincide with aeff(λ), we just have to show that
Aeff(k,k
′;λ), and in particular the first term of the r.h.s. of (6.1), is continuous for k small.
We thus start by considering (6.2) and, more precisely, we focus on the homogeneous equation
associated to the one above, which we rewrite as
η −RV (0)W RU(−λ)W η = 0. (6.4)
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Proposition 6.1 (Solutions of (6.4)).
Let Assumptions 1 and 2 hold. Then, there exists at least a critical value λ0 ∈ (|E0|,+∞), such
that (6.4) has a non-trivial solution η ∈ B. The number M of critical values λj, for which
(6.4) admits a non-trivial solution is always finite.
Furthermore, there exists δn > 0, n = 1, . . . N − 1, with δn < δm, for n > m, such that, if
‖W‖3 6 δn (6.5)
then there are at least n critical points λ0, . . . , λn, for which a non-trivial solution of (6.4)
occurs, and such values satisfy
λ0 > |E0| > λ1 > |E1| > · · · > λn > |En|. (6.6)
Any further critical value λj with j > n is such that λn < |En|.
Remark 6.1 (Number of critical points).
The total number M of critical points λj can not be derived from our hypothesis, but we know
by compactness of the operator K(λ) (see (6.14)) that M is finite for all λ. Typically, each
µj(λ) (see the proof below) would provide a unique λj and, in absence of accidental degeneracy,
this would result in at least N critical points. More precisely, the critical points are identified by
the crossing of µj(λ) with the horizontal line 1 and therefore the degeneracy of µj’s is relevant
only there. This degeneracy is an extremely rare event but its occurrence can not be excluded
and this is why in the first part of the statement we refer to at least one critical value.
Note, however, that even if one assumed ‖W‖3  1, there would be no way to conclude that
there are exactly N critical values, since the existence of critical points for λ 6 |EN−1| depends
on the behavior at the origin of the eigenvalues of K(λ). In fact, if HU has a zero energy
resonance or eigenstate, we do expect that (6.28) holds for some j and therefore additional
critical points close to the origin can occur.
Remark 6.2 (Asymptotics ‖W‖3  1).
When ‖W‖3  1, we can perform an asymptotic expansion for any λj: we sketch the argument
for λ0. According to the behavior of the eigenvalues described in the proof of Proposition 6.1,
we expect λ0 to be close to but larger than |E0|. Let us then restrict the analysis to the region
(|E0|, |E0|+ δ], for some δ > 0 fixed. Then, eq. (6.8) becomes(
1 +O(‖W‖23)
)
ζ =
1
E0 + λ
〈
R
1/2
V (0)W ψ0
∣∣∣ ζ〉R1/2V (0)W ψ0, (6.7)
which implies that ζ = R
1/2
V (0)W ψ0 + O(‖W‖33) and thus, projecting onto R1/2V (0)W ψ0, we
immediately get
1
E0 + λ
∥∥∥R1/2V (0)W ψ0∥∥∥2
2
= 1 +O(‖W‖23),
which yields
λ0 = |E0|+ 〈ψ0 |W RV (0)W |ψ0〉+O(‖W‖43).
Proof. The key idea is to rewrite (6.4) as a more symmetric equation in L2. If η ∈ B is
a non-trivial solution of (6.4), then η ∈ H2loc, since Wη ∈ L2, RU(−λ) is bounded in L2,
the multiplication by W maps L2 into L2s, for some s > 1 (recall Assumption 1, point c))
and, finally, RV (0) maps L
2
s to H
2
−s by (4.14). In addition, (−∆ + V )η ∈ L2 by (6.4), since
WRU(−λ)Wη ∈ L2, for any η ∈ B. Since (−∆ + V )1/2 is invertible by Assumption 2, we
deduce that ζ := (−∆ + V )1/2η ∈ L2, and (6.4) can be cast in the following form
ζ −R1/2V (0)W RU(−λ)W R1/2V (0) ζ = 0 (6.8)
with R
1/2
V (0)ζ ∈ B and ζ ∈ L2.
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To complete the proof of the equivalence of (6.4) in B with (6.8) in L2, it remains to show
that, for any ζ ∈ L2 solving (6.8), then R1/2V (0)ζ ∈ B and solves (6.4).
Before proving the other direction of implication, we show that R
1/2
V (0)W and W R
1/2
V (0) are
compact operators in L2. We recall that, since W ∈ L3 by Assumption 1, point c), then, by
[RS1, Thm. XI.22 with q = 3], R
1/2
0 (0)W ∈ L∞(L2) and∥∥∥R1/20 (0)W∥∥∥ 6 C ‖W‖3 . (6.9)
In order to prove that also R
1/2
V (0)W ∈ L∞(L2), we use the resolvent identity to write
WRV (0)W = WR0(0)W −WR0(0)V 1/2
(
I + |V |1/2R0(0)V 1/2
)−1 |V |1/2R0(0)W (6.10)
where we have used the standard notation V 1/2 := sgn(V ) |V |1/2. By the very same argument
used above, |V |1/2R0(0)V 1/2 is compact in L2, thanks to Assumption 1, point b). If we now
combine Assumption 2, point b) with Freedom alternative, we conclude that(
I + |V |1/2R0(0)V 1/2
)−1 ∈ B(L2).
Then, exploiting that R
1/2
0 (0)W ∈ L∞(L2), we deduce from (6.10) that R1/2V (0)W ∈ L∞(L2)
and ∥∥∥R1/2V (0)W∥∥∥ 6 C ‖W‖3 . (6.11)
Now we can complete the argument: for any solution ζ ∈ L2 of (6.8), we set η := R1/2V (0)ζ ∈
L2, so that
η = RV (0)WRU(−λ)WR1/2V (0)ζ. (6.12)
Now, RU(−λ)WR1/2V (0)ζ ∈ H2 by boundedness of WR1/2V (0) in L2 and the fact that
RU(−λ) maps L2 to H2. Then, RU(−λ)WR1/2V (0)ζ ∈ B by Sobolev embedding and
WRU(−λ)WR1/2V (0)ζ ∈ L2s, for any s 6 3, so that η ∈ H2−s, for any 1 < s 6 3, thanks to
(4.14). Hence, η ∈ H2loc, but (6.12) also implies that
(−∆ + V ) η = WRU(−λ)WR1/2V (0)ζ ∈ L2,
and therefore η ∈ D(HV ) = H2 ⊂ B.
So, from now on, we study (6.8) in L2. By compactness of both R
1/2
V (0)W and W R
1/2
V (0)
and boundedness of RU(−λ), we deduce compactness in L2 of the operator
K(λ) := R
1/2
V (0)W RU(−λ)W R1/2V (0)
=
N−1∑
j=0
1
Ej + λ
∣∣∣R1/2V (0)W ψj〉〈R1/2V (0)W ψj∣∣∣+ ∫ ∞
0
1
µ+ λ
R
1/2
V (0)W dE(µ)W R
1/2
V (0),
(6.13)
where we have used the spectral resolution of HU and exploited Assumption 2, point a). Hence,
(6.8) can be rewritten as
ζ = K(λ)ζ, (6.14)
which admits for any λ at most finitely many non-trivial solutions, because K(λ) is compact and
therefore its spectrum is given by discrete points with finite multiplicity, possibly accumulating
only at 0. Furthermore, since K(λ) is piecewise continuous and monotone in λ, the number M
of critical values λj is always finite.
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λ
1
µj(λ)
λ0λ1λ2
|E0||E1|
Figure 3. Typical behavior of the functions µj(λ), j = 0, . . . , N − 1, and corre-
sponding intersections with the horizontal line 1.
λ
1
µj(λ)
λ0λ1
|E0||E1|
Figure 4. Possible accidental degeneracy at crossing of the µj’s.
To prove the first part of the statement, it is sufficient to notice that K(λ) is a positive
compact operator in L2 which is continuous and monotone (decreasing) in λ ∈ (|E0|,+∞).
Moreover,
‖K(λ)‖ −−−−−→
λ→|E0|+
+∞, ‖K(λ)‖ −−−−→
λ→+∞
0. (6.15)
Therefore, there must be a non-trivial solution of (6.8) for λ = λ0 ∈ (|E0|,+∞).
For N > 1, we study the behavior of K(λ) for λ < |E0| and show that there exist more
critical points λ1, . . . , λN−1, for which a non-trivial solution of (6.8) do exist (see Fig. 3). The
key point is that, by accidental degeneracy (see Fig. 4) of the eigenvalue of K(λ), such points
might coincide and the smallness of W in the condition (6.5) will be used precisely to exclude
that this overlap occurs.
From now assume thus that N > 1. We are going to show is now that (6.8) admit non-trivial
solutions for at least N values λj ∈ (|Ej|,+∞). To this purpose we first focus on the behavior
near |E0| and denote by µ0(λ) and ξ0(λ), the largest eigenvalue of K(λ) and the corresponding
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normalized eigenfunction, respectively. Moreover, we set
Kj(λ) :=
N∑
i=j
1
Ei + λ
∣∣∣R1/2V (0)W ψi〉〈R1/2V (0)W ψi∣∣∣
+
∫ ∞
0
1
µ+ λ
R
1/2
V (0)W dE(µ)W R
1/2
V (0), (6.16)
so that, in particular,
K(λ) =
1
E0 + λ
∣∣∣R1/2V (0)W ψ0〉〈R1/2V (0)W ψ0∣∣∣+K1(λ), (6.17)
and the only singular contribution in K(λ) at |E0| is isolated: note that by construction K1
remains bounded for λ = |E0|. Obviously, by (6.15),
lim
λ→|E0|+
µ0(λ) = +∞, lim
λ→+∞
µ0(λ) = 0,
and thus, if we project (6.8) onto ξ0(λ), we get
〈ξ0(λ)|ζ〉 = µ0(λ) 〈ξ0(λ)|ζ〉 , (6.18)
which is certainly solved by ζ = ξ0(λ) for some λ0 ∈ (|E0|,+∞), such that µ0(λ0) = 1. In
fact, by taking the derivative w.r.t. λ of (6.13), one can easily realize that such a solution
is actually unique, because the operator K(λ), and thus its eigenvalues, are continuous and
monotonically decreasing functions of λ ∈ (|E0|,+∞). Finally, the min-max characterization
of µ0(λ), combined with (6.17), yields
µ0(λ) = sup
f∈L2,‖f‖2=1
〈f |K(λ)| f〉 = ‖K(λ)‖ = C
λ− |E0| +O(1), as λ→ |E0|
+, (6.19)
so that, if we multiply (6.17) by E0 +λ and take the limit λ→ |E0|+ using the expansion above,
we get that |ξ0(λ)〉 〈ξ0(λ)| converges to the projector onto R1/2V (0)W ψ0, or, equivalently,
lim
λ→|E0|+
∥∥∥ξ0(λ)−R1/2V (0)W ψ0∥∥∥
2
= 0. (6.20)
Now, we want to show that one can apply the same argument above to the largest eigenvalue
of the operator K1(λ) for λ ∈ (|E1|,+∞), or, more in general, to Kj(λ) for λ ∈ (|Ej|,+∞).
The idea is to look for a non-trivial solution to (6.8) in
H1 :=
[
span
(
R
1/2
V (0)W ψ0
)]⊥
,
i.e., according to (6.17), we have to consider the homogeneous equation
ζ = K1(λ)ζ. (6.21)
Then, if we denote by µ1(λ) the largest eigenvalue of K1(λ) and by ξ1(λ) the corresponding
normalized eigenfunction, we have that
K1(λ) =
1
E1 + λ
∣∣∣R1/2V (0)W ψ1〉〈R1/2V (0)W ψ1∣∣∣+K2(λ), (6.22)
and K2(λ) in bounded for any λ ∈ [|E1|,+∞). Furthermore,
lim
λ→|E1|+
µ1(λ) = +∞, lim
λ→+∞
µ1(λ) = 0, (6.23)
where the second identity follows from (6.15). Hence, as before, ξ1(λ) provides a non-trivial
solution of (6.21) for some λ = λ1 ∈ (|E1|,+∞) and
lim
λ→|E1|+
∥∥∥ξ1(λ)−R1/2V (0)W ψ1∥∥∥
2
= 0. (6.24)
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λ
1
µj(λ)
λ0λ1λ2
|E0||E1|
Figure 5. Behavior of the functions µj(λ), j = 0, . . . , N − 1, for W small.
Note also that the trivial inequality
K(λ) 6 K1(λ), for λ ∈ [0, |E0|],
directly implies that, for λ 6 |E0|,
sup
f∈L2,‖f‖2=1,f⊥R1/2V (0)W ψ0
〈f |K(λ)| f〉 6 µ0(λ) = sup
f∈L2,‖f‖2=1
〈f |K(λ)| f〉
6 sup
f∈L2,‖f‖2=1
〈f |K1(λ)| f〉 = µ1(λ) = sup
f∈L2,‖f‖2=1,f⊥R1/2V (0)W ψ0
〈f |K(λ)| f〉 ,
and therefore
µ1(λ) = µ0(λ), for λ ∈ [0, |E0|]. (6.25)
The argument can then be easily bootstrapped to show that the equation
ζ = Kj(λ)ζ, (6.26)
for 1 6 j 6 N − 1, admits a non-trivial solution in
Hj := span
(
R
1/2
V (0)W ψ0 ; . . . ;R
1/2
V (0)W ψj
)⊥
,
for some λj ∈ (|Ej|,+∞). Moreover,
µj(λ) = µ0(λ), for λ ∈ [0, |Ej|]. (6.27)
Hence, we have found λ0, . . . , λN−1 such that (6.8) has a non-trivial solution for λ = λj,
j = 1, . . . , N − 1. We remark that by monotonicity of Kj(λ), for λ ∈ (|Ej|,+∞), each λj is
unique. Note also that a necessary condition for the existence of further critical points is
lim
λ→0+
µ˜N−1+h(λ) > 1, for some h > 0, (6.28)
where µ˜N−1+h, h > 0, stands for the lower eigenvalues of the operator KN−1(λ).
As anticipated, however, without any further assumption, we can not exclude a degeneracy
of the values µj(λ): it might indeed be that (Fig. 4)
µ0(λj) = µ1(λj) = · · · = µj(λj),
for some j > 1. As a consequence, a certain number of critical points λ0, . . . , λj might coincide
and thus belong to the interval (|E0|,+∞). By assuming that W is small enough however we
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can exclude such a degeneracy (Fig. 5): by (6.9) and (6.11), we have (recall (6.16))
‖Kn(|Ej|)‖ 6 cj
(
1
|Ej|+ En + 1
)
‖W‖23 , for n < j and j = 0, . . . , n− 1, (6.29)
which implies that, if
‖W‖23 6 c−1n−1
(
1
|En−1|+ En + 1
)−1
=: δn, (6.30)
then
‖Kn(|En−1|)‖ 6 1, (6.31)
and therefore λn ∈ (En, En−1], by monotonicity of Kn(λ) for λ ∈ (En,+∞). This completes the
proof. Note that in this second part of the proof we have implicitly used Assumption 2, point
c), to deduce that all the vectors R
1/2
V (0)W ψj, j = 0, . . . , N − 1, are different, otherwise the
argument does not work: if, for instance, the two vectors did coincide for j < k, then µk = µk+1
and there would be one solution less. 
We have thus found out that the homogenous equation admits a non-trivial solution only for
λ = λj (provided λ 6= |Ej|), j = 0, . . . ,M − 1, for some M ∈ N, so that M > 1. The next step
is the analysis of the full equation (6.2): by Freedom alternative we have a unique solution for
any λ different from |Ej|, λj, j = 0, . . . , N − 1.
Corollary 6.1 (Solutions of (6.2)).
Let Assumptions 1 and 2 hold. Then, (6.2) admits a unique continuous solution ϕ0, which
satisfies
ϕ0(x) = 1 +
Aeff(0, 0;λ)
x
+ o(x−1), as x→ +∞, (6.32)
for any λ ∈ (0,+∞), with λ 6= |Ej|, j = 0, . . . , N − 1, and λ 6= λj, j = 0, . . . ,M − 1, where λj
are the critical values as in Proposition 6.1, and where
Aeff(0, 0;λ) =
1
4pi
〈φV,0 |W RU(−λ)Wϕ0 〉+ aV , (6.33)
and aV the scattering length associated to HV .
Proof. Taking λ different from all critical points possibly occurring for the homogeneous equa-
tion as in Proposition 6.1 allows to apply the Freedom alternative to the equation
ζ −K(λ)ζ = ζV,0, (6.34)
which is the L2-analogue of (6.2) obtained by setting ζ := H
1/2
V ϕ0 and ζV,0 := H
1/2
V ϕV,0: acting
as in the first part of the proof of Proposition 6.1, one can indeed show that ϕ0 ∈ C solves (6.2)
if and only if ζ ∈ L2 solves (6.34). Then, compactness of K(λ) proven previously (proof of
Proposition 6.1), and Proposition 6.1 itself imply that I −K(λ) is invertible whenever there is
no non-trivial solution of the homogenous equation and therefore for λ 6= λj, j = 0, . . . ,M − 1.
Uniqueness in L2 of ζ translates into uniqueness in C of ϕ0.
It remains to prove the asymptotic (6.32), but to this purpose it suffices to apply to the
operator D0 the very same argument used for Dk in the second part of the proof of Proposition
2.1, since (6.2) can be rewritten as (1 − D0)ϕ0 = φV,0. We omit the details for the sake of
brevity. 
In order to complete the derivation of the expression of aeff(λ), according to Definition 2.2,
we have to prove that
Aeff(0, 0;λ) = lim
k→0
Aeff(k,k
′;λ),
i.e., that Aeff(k,k
′;λ) is continuous in k in a neighborhood of k = 0. Before proving this
fact however we need to show that positive eigenvalues E of H do not accumulate at 0, under
suitable conditions on λ and k.
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Lemma 6.3 (E for k small).
Let Assumptions 1 and 2 hold and let λ ∈ (0,+∞), with λ 6= |Ej|, j = 0, . . . , N − 1, and
λ 6= λj, j = 0, . . . ,M − 1, where λj are the critical values as in Proposition 6.1. Then, there
exists δ = δ(λ) > 0, such that, for any 0 < k2 < δ, E ∩ [0, δ) = ∅.
Proof. Thanks to Proposition 5.2, it suffices to investigate the existence of non-trivial solutions
of the homogeneous equation (5.8). For k = 0 we have proven in Proposition 6.1 that no
non-trivial solutions occur for λ 6= λj,j = 0, . . . ,M and λ 6= |Ej|, j = 0, . . . , N − 1. Therefore,
I − D0 is invertible, {0} /∈ E , but 0 might be an accumulation point of E . However, we are
going to show that for k small this is never the case.
First of all we observe that
lim
k→0
∥∥RU(k2 − λ)−RU(−λ)∥∥ = 0, (6.35)
and thus
lim
k→0
‖Dk −D0‖ = 0.
In fact, by using arguments similar to the ones of the proof of Proposition 2.1, it is not difficult
to see that one also has
lim
k→0
‖Dk −D0‖B(B) = 0.
Moreover, under the assumptions above, for λ fixed, there exists δ′(λ) > 0, such that for k2 < δ′,
RU(k
2 − λ) and Dk are well defined and
I −Dk = I −D0 +D0 −Dk = (I −D0)
(
I + (I −D0)−1 (D0 −Dk)
)
.
Now, by the invertibility of I − D0 and the estimates above, we can find another δ′′(λ) > 0,
such that ∥∥(I −D0)−1 (D0 −Dk)∥∥B(B) < 1,
if k2 6 δ′′(λ), which implies that I − Dk is invertible in B by Neumann series. Hence, there
is no non-trivial solution of the homogeneous equation (5.8) in B and thus in H2 for k2 <
min(δ′, δ′′) =: δ, which proves the result. 
Proposition 6.2 (Continuity of Aeff(k,k
′;λ)).
Let Assumptions 1 and 2 hold. Then, for any λ ∈ (0,+∞), with λ 6= |Ej|, j = 0, . . . , N − 1,
and λ 6= λj, j = 0, . . . ,M−1, where λj are the critical values as in Proposition 6.1, there exists
δ = δ(λ) > 0, such that, for any 0 < k2 < δ, Aeff(k,k
′;λ) is a continuous function of k and
Aeff(0, 0;λ) = lim
k→0
Aeff(k,k
′;λ) =: aeff(λ). (6.36)
Proof. By Lemma 6.3, we can take k small enough so that no positive eigenvalue of H lays
in the interval [0, k2]. Then, Proposition 2.1 applies and we know that, if λ − k2 6= |Ej|,
j = 0, . . . , N − 1, which again can be ensured by taking k small enough, since λ 6= |Ej| by
assumption, then (2.15) admits a unique solution in C, which asymptotically behaves like
ϕk(x) = e
ik·x +
Aeff(k,k
′;λ)
x
eikx + o(x−1).
As proven in Corollary 6.1 a similar expansion (see (6.32)) holds true for ϕ0. Therefore, we
just have to control the limit k → 0 of the expression above: we are now going to prove that
there exists ε > 0 such that
lim
k→0
∥∥〈x〉−ε (ϕk − ϕ0)∥∥∞ = 0, (6.37)
which then implies (6.36) by direct inspection of the asymptotic above and (6.32).
Take then ε > 0, so that 〈x〉εW ∈ L2. A trivial estimate shows that
lim
k→0
∥∥〈x〉−ε (φ0,k − φ0,0)∥∥∞ = limk→0∥∥〈x〉−ε (eik·x − 1)∥∥∞ = 0, (6.38)
24 R. CARLONE, M. CORREGGI, D. FINCO, AND A. TETA
but, by using the LS equation associated to the potential V , i.e., (2.5) and (2.8), one can also
prove that
lim
k→0
∥∥〈x〉−ε (φV,k − φV,0)∥∥∞ = 0, (6.39)
Setting ϕk = φV,k + ηk, as in the proof of Proposition 2.1, and consequently ϕ0 = φV,0 + η0, in
order to prove (6.39), it suffices to show that
lim
k→0
‖ηk − η0‖∞ = 0. (6.40)
by (6.38). On the other hand, we have
ηk = (I −Dk)−1Dk〈x〉ε 〈x〉−εφV,k.
We have seen in the proof of Lemma 6.3 that ‖Dk −D0‖B(B) → 0, as k → 0, but, in fact, if
〈x〉εW ∈ L2, the result can be strengthened to get
lim
k→0
‖〈x〉ε (Dk −D0)‖B(B) = 0.
Estimate (6.40) follows then from invertibility of I−Dk in B for k small (proof of Lemma 6.3)
and (6.38). 
We are now in position to complete the proof of the main Theorem. We recall however first
the Schur-Grushin-Feshbach (SGF) formula (see, e.g., [JN]): let X = X0+˙X1 be a vector space,
which is the direct sum of two linear spaces X0 and X1, then, any linear operator L on X can
be expressed as
L =
(
L00 L01
L10 L11
)
, (6.41)
where Lij : Xj → Xi, i, j = 0, 1. Suppose now that L00 is invertible in X0 and set
S := L11 − L10 L−100 L01,
which goes under the name of Schur complement of L11. Then, L is invertible if and only if
S−1 exists and
L−1 =
(
L−100 + L
−1
00 L01S
−1L10L−100 −L−100 L01S−1
−S−1L10L−100 S−1
)
. (6.42)
Proof of Theorem 2.1. Fix λ ∈ R+, such that λ 6= |Ej|, j = 0, . . . , N − 1, and λ 6= λj, j =
0, . . . ,M − 1. Then, by Propositions 6.1 and 6.2, the scattering length aeff(λ) is well defined
and expressed (see (6.36)) by the formula (6.33), i.e.,
aeff(λ) =
1
4pi
〈φV,0 |W RU(−λ)Wϕ0 〉+ aV (6.43)
which, taking into account (6.2), can be rewritten as
aeff(λ) =
1
4pi
〈
φV,0
∣∣W RU(−λ)W (I −D0)−1 φV,0〉+ aV . (6.44)
Therefore we have to investigate the inversion of I −D0.
The first step towards the result is the analysis of the relation between the operator K(λ)
and the one appearing in (6.43), i.e., D0 = RV (0)W RU(−λ)W . It is straightforward to show
that
(I −D0)−1 = (I −RV (0)W RU(−λ)W )−1 = R1/2V (0)(I −K(λ))−1H1/2V , (6.45)
and, via the identity
(I − A)−1 = I + A(I − A)−1 = I + (I − A)−1A,
we can write
(I −D0)−1 = I +R1/2V (0) (I −K(λ))−1R1/2V (0)W RU(−λ)W. (6.46)
The above formula shows the relation between the inverse of I −D0 and the one of I −K(λ).
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Now we analyze the singularities of aeff(λ), by first addressing the singular points of I−K(λ).
Fix some λj, j = 0, . . . ,M − 1 and let Qj be the orthogonal projector onto
Kj := ker (I −K(λj))
while Pj := I −Qj projects onto K ⊥j . Then, we find the following SGF decomposition for the
operator I −K(λ) (recall (6.17)):
I −K(λ) =
(
Pj(I −K(λ))Pj Pj(I −K(λ))Qj
Qj(I −K(λ))Pj Qj(I −K(λ))Qj
)
=:
(
K00(λ) K01(λ)
K10(λ) K11(λ)
)
.
By assumption K00(λ) is invertible at λ = λj, and therefore there exists a neighborhood (λj −
δ, λj + δ), δ > 0, where it is invertible via Neumann series. Moreover, due to the smoothness
of K(λ), we have, for any such λ ∈ (λj − δ, λj + δ),
K00(λ) = K00(λj) +O(λ− λj), (6.47)
K01(λ) = O(λ− λj), (6.48)
K10(λ) = O(λ− λj), (6.49)
K11(λ) = (λ− λj)QjK ′(λk)Qj +O
(
(λ− λj)2
)
, (6.50)
where the rests have been estimated in operator norm. All the above estimates follow from a
Taylor expansion of the operator around λj: (6.47) is trivial, so let us consider (6.48),
‖K01(λ)‖2 = sup
f∈L2,‖f‖2=1
‖K01(λ)f‖22 = sup
f∈L2,‖f‖2=1
〈f |Qj(I −K(λ))Pj(I −K(λ))Qj| f〉
6 ‖(I −K(λ))Qj‖2 = ‖(K(λj)−K(λ))Qj‖2 = O
(
(λ− λj)2
)
.
The third one (6.49) is analogous, so let us consider (6.50):
‖K11(λ)− (λ− λj)QjK ′(λj)Qj‖2 = ‖Qj (K(λj)−K(λ)− (λ− λj)K ′(λj))Qj‖2
= O ((λ− λj)4) ,
which leads to the last expansion.
Part (i). Let us now consider λ0, which is defined as the unique point where µ0(λ0) = 1
(see the proof of Proposition 6.1): at λ0 the homogeneous equation (I −K(λ0))η = 0 admits a
non-trivial solution. A direct computation yields
K ′(λ) = −R1/2V (0)W R2U(−λ)W R1/2V (0) < 0, (6.51)
on L2, thanks to the positivity of R2U(−λ) and triviality of the kernel of WR1/2V (0), by Assump-
tion 2, point c). Hence, the operator is invertible in K0, which is the key ingredient to apply
the SGF method: by (6.49), (6.48) and (6.50)
S = K11(λ)−K10(λ)K−100 (λ)K01(λ) = (λ− λ0) [Q0K ′(λ0)Q0 +O (λ− λ0)]
which is invertible for λ− λ0 small enough, thanks to (6.51), and
S−1 =
1
λ− λ0Q0Y0Q0 +O(1),
where we have denoted by Y0 the inverse of K
′(λ0) restricted to K0. By the SGF formula
(6.42), we conclude that w.r.t. to the decomposition L2 = K ⊥0 +˙K0
(I −K(λ))−1 = 1
λ− λ0
(
0 0
0 Y0
)
+O(1), (6.52)
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where we have estimated
K−100
(
I +K01S
−1K10K−100
)
= K00 (I +O (λ− λ0)) = O(1), (6.53)
K−100 K01S
−1 = O(1), (6.54)
S−1K10K−100 = O(1). (6.55)
Hence, we deduce that w.r.t. to the same decomposition, in a neighborhood of λ0,
(I −D0)−1 = 1
λ− λ0
(
0 0
0 Y˜0
)
+O(1), (6.56)
with
Y˜0 := R
1/2
V (0)Q0Y Q0R
1/2
V (0)W RU(−λ0)W, (6.57)
and, consequently
aeff(λ) =
c0
λ− λ0 +O(1). (6.58)
The coefficient c0 is given by
c0 :=
1
4pi
〈
RU(−λ0)WφV,0
∣∣∣WR1/2V (0)Q0Y0Q0R1/2V (0)W ∣∣∣RU(−λ0)WφV,0〉 6= 0, (6.59)
by (2.23) and the invertibility of K ′(λ0). If Q0 = |η0〉 〈η0|, i.e., ranQ0 is one-dimensional, then
the above formula simplifies to
c0 =
1
4pi
〈η0|Y0 |η0〉 |〈φV,0|WRU(−λ0)Wη0〉|2 . (6.60)
Part (ii). The preliminary assumption we make is that
‖W‖3 6 δ0 := minj=1,...,N−1 δN−1, (6.61)
where δj is as in the statement of Proposition 6.1. Hence, by the same Proposition, we know
that there exist N critical values λj, j = 1, . . . , N − 1, satisfying (6.6). Furthermore, no other
critical values occur in the interval [|EN−1|,+∞), since all the other ones are smaller than
EN−1.
Let us now select one critical point λj. If we denote by Qj the orthogonal projector onto
Kj := ker(I−K(λj)) and by Pj = I−Qj, we can apply the SFG method to invert the operator
I −K(λ) in a neighborhood λ ∈ (λj − δ, λj + δ), exactly as we did for j = 0 in Part (i) of this
proof. For instance, the invertibility of K ′(λj) is again a consequence of (6.51). In conclusion,
we deduce that, for |λ− λj| < δ,
(I −D0)−1 = 1
λ− λj
(
0 0
0 Y˜j
)
+O(1), (6.62)
with Y˜j := R
1/2
V (0)QjY QjR
1/2
V (0)W RU(−λj)W . Therefore,
aeff(λ) =
cj
λ− λj +O(1), (6.63)
where the coefficient cj 6= 0 is explicitly given by
cj :=
1
4pi
〈
RU(−λj)WφV,0
∣∣∣WR1/2V (0)QjYjQjR1/2V (0)W ∣∣∣RU(−λj)WφV,0〉 , (6.64)
which is non-zero due to (2.27) exactly as above.
To complete the proof, we just have to show that the scattering length is continuous far from
the critical values λj. This is obvious if λ 6= |Ej|, j = 0, . . . , N − 1, but it requires some further
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discussion when λ→ |Ej|, for some j. We start by observing that given a bounded operator L
on L2 such that I + L is invertible and β ∈ R, ψ, χ ∈ L2, then one has
(I + β |χ〉 〈ψ|+ L)−1 = (I + L)−1
[
1− 11
β
+ 〈ψ|(I + L)−1χ〉 |χ〉
〈[
(I + L)−1
]∗
ψ
∣∣] . (6.65)
If we now decompose
RU(−λ) = 1
Ej + λ
|ψj〉 〈ψj|+Rj(λ)
with Rj(λ) = O(1), as λ→ |Ej|, then
I −D0 = I −RV (0)W RU(−λ)W = I − 1
Ej + λ
|RV (0)Wψj〉 〈Wψj| − R˜j(λ),
where again R˜j = O(1), as λ→ |Ej|.
Now, we claim that I − R˜j is invertible in a neighborhood of Ej: by compactness of R˜j
and Freedom alternative this is equivalent to prove that there is no non-trivial solution to
(I − R˜j)η = 0. If we set ζ := H1/2V η as in the derivation of (6.8), we map the above equation
into (
I −R1/2V WRj(λ)WR1/2V
)
ζ = 0.
The ordering of eigenvalues Ei’s implies that, as an operator, for any λ < |Ej−1|,
I −R1/2V WRj(λ)WR1/2V > I −Kj+1(λ). (6.66)
However, the smallness condition on W guarantees that ‖Kj+1(|Ej|)‖ < 1 and thus I −
Kj+1(|Ej|) > 0, which in turn implies via the above inequality that I−R1/2V WRj(λ)WR1/2V and
I − R˜j are both invertible at |Ej|, with bounded inverse.
We can therefore apply (6.65) to get for λ close to |Ej|
(I −D0)−1 = (I − R˜j(λ))−1 − 1
Ej + λ+
〈
Wψj
∣∣∣(1− R˜j(|Ej|))−1RV (0)Wψj〉×
×
∣∣∣(1− R˜j(λ))−1RV (0)Wψj〉〈[(1− R˜j(λ))−1]∗Wψj∣∣∣ ,
Some lengthy computation starting from (6.44) and using the above formula leads to the fol-
lowing expression of the effective scattering length
lim
λ→|Ej |
aeff(λ) = aV +
1
4pi
〈
WφV,0
∣∣∣Rj(|Ej|)∣∣∣W (I − R˜j(|Ej|))−1φV,0〉
−
〈
ψj
∣∣∣W (1− R˜j(|Ej|))−1φV,0〉
4pi
〈
Wψj
∣∣∣(1− R˜j(|Ej|))−1RV (0)Wψj〉
〈
WφV,0
∣∣∣Rj(|Ej|)∣∣∣W (1− R˜j(|Ej|))−1RV (0)Wψj〉 .
(6.67)
Exploiting the decay of W , it is not difficult to see that both WφV,0 and W (1− R˜j(|Ej|))−1φV,0
belong to L2 and therefore all the terms in the expression above are in fact bounded. 
We finish the Sect. with the proof of Corollary 2.1.
Proof of Corollary 2.1. Fix λ = λj and let ϕ ∈ B be a non-trivial solution of (I − D0)ϕ = 0
and set
Ψ0 :=
(
ϕ
−RU(−λj)Wϕ
)
, (6.68)
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then by (6.2) and Remark 4.7, see also the regularity used in Proposition 6.1, we have ϕ0 ∈ H2−s
for ∀s > 1 and
(−∆ + V )ϕ0 = WRU(−λ)Wϕ0 ∈ L2.
Moreover RU(−λ)Wϕ0 ∈ H2 and
(−∆ + U + λ)RU(−λ)Wϕ0 = Wϕ0 ∈ L2.
Then it is straightforward to verify that HΨ0 = 0. 
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