Abstract. This is an expository article detailing results concerning large arcs in finite projective spaces. It is not a survey but attempts to cover the most relevant results on arcs, simplifying and unifying proofs of known old and more recent theorems. The article is mostly self-contained and includes a proof of the most general form of Segre's lemma of tangents and a short proof of the MDS conjecture over prime fields based on this lemma.
Basic objects and definitions
Let F denote an arbitrary field and let F q denote the finite field with q elements, where q is the power of a prime p. Let F k denote the k-dimensional vector space over F, and let PG(k − 1, F) (respectively PG(k − 1, q)) denote the (k − 1)-dimensional projective space over F (respectively F q ). A point of PG(k − 1, F) is a one-dimensional subspace of F k , and its coordinate vector with respect to a basis, is determined up to a nonzero scalar and is denoted by (x 1 , . . . , x k ).
The weight of a vector (or a point) with respect to some basis is the number of non-zero coordinates it has with respect to that basis. An arc in PG(k − 1, F) is a set of points with the property that any k of them span the whole space. An arc of PG(2, F) is called a planar arc. An arc of PG(k − 1, F) of size k + 1 is called a frame of PG(k − 1, F). An arc is called complete if it is not contained in a larger arc. An arc of size ≤ k in PG(k − 1, F) is always incomplete. Often we will implicitly assume that an arc has size at least k + 1.
Let PGL(k, F) denote the projective linear group. Two sets of points A and B in PG(k − 1, F) are called projectively equivalent if there exists a projectivity ϕ ∈ PGL(k, F) such that B = A ϕ .
A symmetric bilinear form b(X, Y ) on F k (where X and Y , stand for X 1 , . . . , X k and Y 1 , . . . , Y k ) is degenerate if b(X, y) = 0 for some point y. A quadratic form f (X) is degenerate if f (y) = 0 and b(X, y) = 0 for some point y, where
is the bilinear form associated to f (X). The zero-set in PG(2, F) of a (non-degenerate) quadratic form on F 3 is called a (non-degenerate) conic. We note that there is a unique conic through an arc of size 5 in PG(2, F).
Normal rational curves
A normal rational curve is a set of points in PG(k − 1, F), projectively equivalent to N k−1 = {(1, t, . . . , t k−1 ) | t ∈ F} ∪ {(0, . . . , 0, 1)}. (1) Lemma 1. A normal rational curve in PG(k − 1, F), with |F| ≥ k − 1, is an arc of PG(k − 1, F).
Proof. The condition that k points of the normal rational curve as defined in (1) are linearly independent is equivalent to a Vandermonde determinant being different from zero.
Remark 2. If the condition |F| ≥ k − 1 is not satisfied, say F = F q with q < k − 1, then the normal rational curve N k−1 has q + 1 < k points. Therefore N k−1 spans at most a hyperplane of PG(k − 1, F). In this case t k−2 = t i for some 1 ≤ i < k − 2 for all t ∈ F and N k−1 defines a normal rational curve in the subspace spanned by N k−1 .
For k = 3, a normal rational curve is the zero-set of a quadratic form, i.e. it is a conic. In the example (1) above, the quadratic form is X 1 X 3 − X Since an arc of size k + 1 is a frame of PG(k − 1, F) and PGL(k, F) acts regularly on the set of frames of PG(k − 1, F), any two arcs of size k + 1 are projectively equivalent.
The normal rational curve as defined in (1) 
). (2)
The map ν k−1 can be used to define an action of the group PGL(2, F) on PG(k − 1, F) as follows.
Lemma 3. Given α ∈ PGL(2, F), there is a projectivityα ∈ PGL(k, F) satisfying ν k−1 (x)α = ν k−1 (x α ) for all points x of PG(1, F). Moreover, if |F| ≥ k, thenα is unique.
Proof. It is straightforward to verify that for each α ∈ PGL 2 (F), the map ν k−1 (x) → ν k−1 (x α ) defines a projectivityα of PG(k − 1, F). The uniqueness follows from the fact that if |F| ≥ k then the image of ν k−1 contains a frame and a projectivity is uniquely determined by its action on a frame.
The action of the group PGL(2, F) on PG(k − 1, F) is then defined by lifting the action on PG(1, F):
ϕ : PGL(2, F) → PGL(k, F) : α →α, (3) whereα is the projectivity induced by α as in the proof of Lemma 3.
Lemma 4. The image ofφ is a subgroup H ∼ = PGL(2, F) of PGL(k − 1, F) and the action defined by the restriction of H to the points of the normal rational curve N k−1 from (1) is faithful. In particular, H acts regularly on the set of triples of distinct points of N k−1 .
Proof. The mapφ defined in (3) is a group homomorphism with trivial kernel.
Lemma 5. If |F| ≥ k + 1 then there is a unique normal rational curve through an arc in PG(k − 1, F) of size k + 2.
Proof. Consider an arc in PG(k − 1, F) consisting of the k + 2 points p 0 , . . . , p k+1 . Suppose p 0 = (u 1 , . . . , u k ) and p k+1 = (v 1 , . . . , v k ) with respect to the basis p 1 , . . . , p k . Observe that this implies that the vectors (u i , v i ), i = 1, . . . , k, define k distinct points in PG (1, F) . Now consider the polynomial map ϕ f : (x 1 , x 2 ) → (f 1 (x 1 , x 2 ), . . . , f k (x 1 , x 2 )) from PG(1, F) to PG(k − 1, F), where
are forms of degree k − 1. Since a i f i = 0 implies a i = 0 after substituting (u i , v i ) for (X 1 , X 2 ), the forms f 1 , . . . , f k form a basis for the space of forms of degree k − 1 in F[X 1 , X 2 ]. This implies that up to a change of basis the image of ϕ f coincides with that of ν k−1 as in (4) , and is therefore a normal rational curve N f in PG(k − 1, F). The image under ϕ f of the point (u l , v l ), for l ∈ {1, . . . , k}, is the point p l , since f i (u l , v l ) = 0 for i = l and f i (u i , v i ) = j =i (u −1
, which is nonzero. The image under ϕ f of the points (1, 0) and (0, 1) are the points p 0 and p k+1 . This shows that the points p 0 , . . . , p k+1 are contained in a normal rational curve in PG(k − 1, F).
The uniqueness follows by considering any normal rational curve N g given by the image of ϕ g : (x 1 , x 2 ) → (g 1 (x 1 , x 2 ), . . . , g k (x 1 , x 2 )) where the g i 's form a basis for the space of forms of degree k − 1 in F[X 1 , X 2 ], and assuming that N g contains the k + 2 points p 0 , . . . , p k+1 . W.l.o.g. we may assume that the points (1, 0) and (0, 1) are the pre-images of the points p 0 and p k+1 (if necessary, apply a coordinate transformation to PG(1, F) and relabel the g i 's). For each i ∈ {1, . . . , k}, the assumption p i ∈ N g implies the existence of a point (a i , b i ) in PG(1, F) and a factor a
This determines each of the g i 's up to a nonzero scalar factor. The condition that ϕ g (1, 0) = p 0 and ϕ g (0, 1) = p k+1 implies that (u 1 , . . . , u k ) = λ(a 1 , . . . , a k ) and (v 1 , . . . , v k ) = µ(b 1 , . . . , b k ) and therefore
If follows that N f = N g , since N g = Nα g where α is the projectivity of PG(1, F) mapping (x 1 , x 2 ) to (λx 1 , µx 2 ) (see Lemma 3 and Lemma 4). Lemma 6. The projection x(N ) of a normal rational curve N in PG(k −1, F) from one of its points x onto a hyperplane Π, x / ∈ Π, is contained in a normal rational curve of Π, which is uniquely determined by x(N ) if |F| ≥ k + 1.
Proof. Let A be the set of points on the normal rational curve as defined in (1) . The projection from the point (1, 0, . . . , 0) onto the hyperplane Π with equation X 1 = 0 is the set of points {(0, 1, t, . . . , t k−2 ) | t ∈ F \ {0}} ∪ {(0, . . . , 0, 1)}, to which we can add the point (0, 1, 0, . . . , 0) to obtain a normal rational curve in Π. Applying Lemma 5 and the transitivity properties from Lemma 4 concludes the proof.
A normal rational curve is a nonsingular algebraic curve in PG(k − 1, F) and the tangent line at the point p = ν k−1 (x 0 , x 1 ) of N k−1 is the line ℓ p = p, p 0 , p 1 where p i is the point whose coordinates are the evaluations at (x 0 , x 1 ) of the partial derivatives of the coordinates of ν k−1 (X 0 , X 1 ) with respect to X i (i = 0, 1).
Lemma 7. The tangents to a normal rational curve N k , with k ≥ 4, are pairwise disjoint and only meet the secants of N k which pass through the points of tangency.
Proof. Observing that the tangent lines at the points ν k−1 (1, 0) and ν k−1 (0, 1) are disjoint, the first part of the lemma follows from the transitivity properties from Lemma 4. For the second part, consider the tangent line ℓ p at the point ν k−1 (1, 0) and the secant line ℓ through the points ν k−1 (0, 1) and ν k−1 (1, 1) . Observing that the matrix Lemma 8. If x is a point of a normal rational curve N = N k−1 in PG(k − 1, F) with |F| ≥ k + 1, Π a hyperplane not passing through x, and N x is the unique normal rational curve passing through the projection x(N ) of N from x onto Π, then the tangent line of N at x is the line through x and the unique point of N x \ x(N ).
Proof. By the transitivity properties from Lemma 4 we may assume x = ν k−1 (1, 0). The result then immediately follows from the details given in the proofs of Lemma 6 and Lemma 7.
Examples of large arcs in
From now on we consider the case F = F q for some prime power q. As we have seen in the previous section, when q ≥ k − 1, a normal rational curve is an example of an arc of size q + 1 in PG(k − 1, q). If k = 3 then a normal rational curve is a non-degenerate conic C, and if q is even, then the tangents to C are concurrent. The point N common to all the tangents is called the nucleus of C. If follows that C ∪ {N } is also an arc. This gives an example of what is called a hyperoval: an arc of size q + 2 in PG(2, q). So a hyperoval can be obtained from a non-degenerate conic C in PG(2, q), q even, by adding the nucleus of C. Another example of a hyperoval is the following.
Example 9 (Segre [44] ). Let σ be the automorphism of F q , q = 2 h , which takes x to x 2 e . The set
is an arc of q + 2 points in PG(2, q), whenever (e, h) = 1. It is an example of a translation hyperoval.
Proof. We prove that A defined in Example 9 is an arc. Clearly, the line through (0, 0, 1) and (0, 1, 0) (X 1 = 0), as well as the lines through one of {(0, 0, 1), (0, 1, 0)} and a point (1, t, t σ ) (tX 1 = X 2 and t σ X 1 = X 3 ) contains no other points of A. If three distinct points (parameterised by t 1 , t 2 , t 3 ) of A were collinear then, by calculating the corresponding determinant, one obtains
Since (e, h) = 1 this implies t 2 = t 3 , a contradiction.
We refer to [41] , [39] and the more recent [49, Section 1] and to Section 14.1 in this article, for more on hyperovals.
Next we give two further examples of large arcs (of size q + 1) which are not normal rational curves. The first example is an example in PG(3, q), q even, the second in PG(4, q), q = 9. As we will see, such examples are extremely rare.
Example 10 (Segre [46] ). Let σ be the automorphism of F q , q = 2 h , which takes x to x 2 e . The set
is an arc of q + 1 points in PG(3, q), whenever (e, h) = 1. Note that A is a normal rational curve when e = 1.
Proof. Consider the map
from PG(1, q) to PG (3, q) . Then A is the image of ϕ 1 , and lifting the action of PGL(2, q) on PG(1, q) to PG(k − 1, q), (in the same way as in (3) , but now with ϕ 1 instead of ϕ) we obtain the action of a subgroup H ≤ PGL 4 (F q ), H ∼ = PGL 2 (q), on the set of points of A, which is regular on the set of triples of distinct points of A. Now consider any four distinct points of A. Using the action of H, we may assume that the first three points are the images under ϕ 1 of the points (1, 0), (0, 1) and (1, 1) . Let (1, t, t σ , t σ+1 ), t ∈ F q \ {0, 1} be the fourth point. Then these four points are collinear if and only if t σ = t, a contradiction since t / ∈ {0, 1} and t σ = t 2 e with (e, h) = 1.
Example 11 (Glynn [18] ). Let η be an element of F 9 , η 4 = −1. The set
is an arc of size q + 1 in PG(4, 9).
Proof. Consider five distinct points of A (for the moment excluding the point (0, 0, 0, 0, 1)) parameterised by t 1 , . . . , t 5 . Let A denote the 5 × 5-matrix, with the corresponding vectors as rows. 
Applying the automorphism σ : a → a 3 to the entries of A 1 gives the matrix obtained from A 2 after applying the permutation (24) to its columns. This implies that |A 1 | 3 = −|A 2 | and so Proof. This follows from Lemma 12, since t ≥ 0.
Proof. After choosing a suitable basis we may assume that A contains the standard frame {e 1 , . . . , e k , e 1 + · · · + e k }, where e i is the i-th vector in the standard basis of F k q . Suppose u = (u 1 , . . . , u k ) ∈ A \ {e 1 , . . . , e k , e 1 + · · · + e k }. If u i = 0 for some i then the hyperplane with equation X i = 0 contains k points of A, contradicting the arc property. If u i = 0 for all i then, since k ≥ q, by the pigeon-hole principle there exists and i and j such that u i = u j . But then the hyperplane with equation X i = X j , contains k points of A, contradicting the arc property.
Let G A denote the k × |A| matrix whose columns are the coordinate vectors of the points belonging to a set A in PG(k − 1, q). Let C be a linear code of length n and minimum distance d. Ifū denotes the vector obtained from the codeword u ∈ C by deleting the first d − 1 coordinates from u, then clearly for any two codewords u = v, we must haveū =v. This implies that the dimension k of C can be at most n − (d − 1). Equivalently d ≤ n−k+1. This bound is called the Singleton bound. A k-dimensional linear maximum distance separable (MDS) code C of length n is a k-dimensional subspace of F n q in which every non-zero vector has weight at least n − k + 1. We have already established the following theorem.
Theorem 17. The linear code C generated by the matrix G, whose columns are the coordinate vectors of the points of an arc is a linear MDS code, and vice versa, the set of columns of a generator matrix of an MDS code considered as a set of points of the projective space, is an arc.
The dual of a linear code C of length n over F q is,
Lemma 18. The linear code C is MDS if and only if C ⊥ is MDS.
Proof. Suppose C is a k-dimensional MDS code of length n and that C ⊥ is not MDS. Then C ⊥ contains a non-zero vector v of weight less than n − (n − k) + 1 = k + 1. Let G be the generator matrix of C. Since v ∈ C ⊥ if and only if Gv = 0, the (at most k) non-zero coordinates of v give a non-trivial linear dependence relation between at most k columns of G A . This contradicts the fact that the columns of G form an arc in PG(k − 1, q).
Corollary 19.
There is an arc of size n in PG(k − 1, q) if and only if there is an arc of size n in
Proof. This follows from Theorem 17 and Lemma 18.
We have seen examples (normal rational curves and some others) of arcs of size q + 1 in PG(k − 1, q) (for q ≥ k − 1) and of size q + 2 in PG(2, q).
If A is the set of points on the normal rational curve as defined in (1) , and G A is the generator matrix of the associated MDS code, as described above, then for each u = (u 0 , . . . , u k−1 ) ∈ F k q , we obtain a codeword c = uG A , whose last coordinate is u k−1 and whose other coordinates are of the form
Therefore, the code C = {uG A | u ∈ F k q } can be rewritten as
where we have labeled the q elements of F q as {t 1 , t 2 , . . . , t q }. This MDS code obtained from a normal rational curve is called the Reed-Solomon code (or extended Reed-Solomon code) and has parameters [q + 1,
Theorem 20. The dual of the Reed-Solomon code is a Reed-Solomon code.
Proof. Let C k denote the Reed-Solomon code obtained from the normal rational curve in PG(k − 1, q) as in (5) . Let c f ∈ C k and c g ∈ C q+1−k with f, g ∈ F q [X]. The inner product of c f and c g is
Since the sum of all n-th powers {t n : t ∈ F q } is zero unless n is a multiple of q − 1 in which case it is −1, the above sum is zero.
By Corollary 19 the normal rational curves also give arcs of size q+1 in PG(q−k, q) and the hyperovals give arcs of size q +2 in PG(q −3, q). If we exclude the trivial parameters, so assume 3 ≤ k ≤ q −2, and we also exclude the case of hyperovals (including the arcs obtained from the dual codes of a hyperoval code), we obtain the interval 4 ≤ k ≤ q − 3 for the dimension k of an F q -linear MDS code. For these dimensions, no F q -linear MDS codes are know which have length larger than q + 1. Equivalently, if 4 ≤ k ≤ q − 3, then no arcs in PG(k − 1, q) are known of size larger than q + 1. This led to the well-known MDS-conjecture, see for example [35, Chapter 11] .
The MDS conjecture can be extended to non-linear codes but that was not done until recently, see [28] . For the purposes of this article, the MDS conjecture will refer to the MDS conjecture for linear codes.
In fact, although we have already seen some examples (precisely Examples 10, 11) of arcs which have the same size as but are not equal to normal rational curves, it is our belief that all arcs of size q + 1 are already known, excluding the cases k ∈ {3, q − 1} and q is even.
Observe that Theorem 20 implies the following.
Theorem 23. For k ≥ 3 and q − k ≥ 3, if every arc of size q + 1 in PG(k − 1, q) is a normal rational curve then so is every arc of size q + 1 in PG(q − k, q).
In the next sections we will give a proof for several instances of the MDS conjecture. In Section 18, we summarize the state of the art on the MDS conjecture.
The projection theorem
Most results on arcs are, or rely on, results on planar arcs, i.e. arcs in PG(2, q). The reason for this, besides the fact that it is the smallest interesting case, is the projection theorem (Theorem 24), which asserts that if two distinct projections of an arc are contained in a normal rational curve then so is the arc. The fundamental ideas were developed by Segre in [43] in which the MDS conjecture is proven for k ∈ {4, 5} and q odd. The papers of Beniamino Segre published in the 1950's and 1960's had a huge influence on the development of combinatorial and geometric techniques which were used (first by himself and later by others) to prove several instances of the MDS conjecture. The proof of his celebrated theorem which says that an arc of size q + 1 in PG(2, q), q odd, is a conic (compare to Conjecture 22) is just one example. Segre's work was so influential that it can hardly be overestimated, and mathematics today still benefits from his efforts.
Theorem 24 (Projection theorem).
Let A be an arc in PG(k − 1, q), with k ≥ 4 and q ≥ k + 1. If A projects onto a subset of a normal rational curve in a hyperplane of PG(k − 1, q), for two distinct points of A, then A is contained in a normal rational curve.
Proof. We may assume that A has size at least k + 3, since by Lemma 5 every arc of size ≤ k + 2 is contained in a normal rational curve. Suppose that each of the projections x(A) and y(A) from the points x, y ∈ A, x = y, is contained in a normal rational curve, say N x and N y . Consider any subset S of A of size k + 2, containing x, y, and let N be the unique normal rational curve containing S (here we use q ≥ k + 1). By the hypothesis, Lemma 5 and Lemma 6, both the arc A and the normal rational curve N are then contained in the two distinct cones xN x and yN y . Consider a point z ∈ A \ {x, y}, and let ℓ x = xz and ℓ y = yz. Suppose ℓ x does not contain a point of N . Then ℓ x is the tangent line of N at x, since x(ℓ x ) is then the unique point of N x \ x(N ) (see Lemma 8) . Also ℓ y is either a secant or the tangent line of N at y. But then the fact that ℓ x and ℓ y meet contradicts Lemma 7. Therefore neither of the lines ℓ x and ℓ y are tangents. But then z ∈ N since the plane ℓ x , ℓ y can contain at most 3 points of N . This shows that A is contained in N .
Corollary 25. Let A be an arc in PG(k − 1, q), with k ≥ 4 and q ≥ k + 1. If the projection of A from each (k − 3)-subset of a (k − 2)-subset of A is contained in a conic then A is contained in a normal rational curve.
Proof. The proof follows by induction on k from Theorem 24. It coincides with Theorem 24 in the case k = 4. The hypothesis for k = r implies the hypothesis for a projected arc (from one of the points in the (k − 2)-subset) for k = r − 1, from which one can apply the induction hypothesis and then Theorem 24.
Corollary 26. If every arc of size q + 1 in PG(k − 1, q) with q + 1 ≥ k + 3 ≥ 6 is a normal rational curve then the MDS conjecture holds true in PG(k, q).
Proof. Suppose A is an arc in PG(k, q) of size q + 2. Projecting A from any of its points gives an arc of size q + 1 in PG(k − 1, q) which by hypothesis is a normal rational curve. By Theorem 24, A is contained in a normal rational curve, which is a contradiction since a normal rational curve has q + 1 points.
The lemma of tangents
Let A be an arc of PG(k − 1, q) of size q + k − 1 − t in which we arbitrarily order the points of A. Let S be a subset of A of size k − 2 ordered as in A. Let α 1 , . . . , α t be t linear forms whose kernels are the t hyperplanes which meet A in precisely S, see Lemma 12. Define, up to a scalar factor, a homogeneous polynomial of degree t,
where X = (X 1 , . . . , X k ). The zero locus Z(f S ) of f S in PG(k − 1, q) is called the tangent hypersurface of A at S. For any permutation σ of the elements of S, define
where s(σ) is the parity of the permutation σ.
A homogeneous polynomial f in k variables defines a functionf from F k q to F q under evaluation. If we change the basis of F k q then although the polynomial f will change, the functionf will not. Put another way, any function from F k q to F q is the evaluation of a polynomial once we fix a basis of F k q . Obviously, the polynomial we obtain depends on the basis we choose.
The following is the coordinate-free version of Segre's lemma of tangents.
Lemma 27 (Coordinate-free lemma of tangents). Let A be an arc of PG(k − 1, q) and let D be a subset of A of size k − 3. For all x, y, z ∈ A \ D,
Proof. Let f * a be the polynomial we obtain from f D∪{a} with respect to the basis B = {x, y, z} ∪ D. Then
for some a ij , b ij , c ij ∈ F q . Let s ∈ A \ B. The hyperplane joining s and D ∪ {x} is ker(s 3 X 2 − s 2 X 3 ) where (s 1 , s 2 , . . . , s k ) are the coordinates of s with respect to the basis B.
As s runs through the elements of A \ B, the element −s 2 /s 3 runs through the elements of F q \ {a i3 /a i2 | i = 1, . . . , t}, the latter being excluded since the tangent hypersurface of A at D ∪ {x} does not pass through s. Using the fact that the product of all the non-zero elements of F q is −1, we obtain
and since
This equation was obtained by considering all hyperplanes through D ∪ {x}. Similarly, by considering the hyperplanes through D ∪ {y}, we get
and by considering the hyperplanes through D ∪ {z} we get
Combining these three equations, we obtain
. Now, since f * and f define the same functions on the points of PG(k − 1, q), the lemma follows.
Let E be the set of the first k − 2 elements of A. For each (k − 2)-subset S ⊂ A, scale the polynomial f S (X) so that
where e is the first element of E \ S, a is the last element of S \ E, and s is the parity of the permutation which orders S ∪ {e} as in the ordering of A (to determine the value of s we assume the ordering of A for the subset S). With this notation it should be understood that the order is respected when taking the union of ordered sets, i.e. with "union" we mean the concatenation of the ordered sets.
So that this definition makes sense, we fix a vector representative for each point of A. This is essential, since the scaling will depend on which vector representative we choose for a particular point.
where σ is the permutation that orders (D ∪ {x}, y) as (D ∪ {y}, x) and s(σ) is the parity of σ.
Proof. We will prove this inductively on |D ∩ E|. Suppose that |D ∩ E| = k − 3 and let e be the unique element of E \ D. Applying Lemma 27 to D and x, y, e, we have that
Since we scaled f D∪{x} (X) so that
where θ is the permutation that orders (D ∪ {x}, e) as (D ∪ {e}, x), and we scaled f D∪{y} (X) so that
where τ is the permutation that orders (D ∪ {y}, e) as (D ∪ {e}, y), we have that
It suffices to observe now that s(σ) = s(θ)+s(τ )+1, where σ is the permutation that orders (D∪{x}, y) as (D ∪ {y}, x).
Now suppose that |D ∩ E| ≤ k − 4 and that the statement holds for D such that |D ∩ E| is larger. Let e be the first element of E \ (D ∪ {y}).
If e = x then we are done since we scaled f D∪{y} (X) so that
where σ is the permutation that orders (D ∪ {y}, e) as (D ∪ {e}, y).
If e = x then let z denote the last element of D ∪ {y}. By scaling,
where τ is the permutation that orders (D ∪ {y}, e) as (D ∪ {e, y} \ {z}, z). By induction,
where θ • τ is the permutation that orders (D ∪ {y}, e) as (D ∪ {e}, y).
Observe that e is also the first element of E \ (D ∪ {x}), so we also have that
where α is the permutation that orders (D ∪ {x}, e) as (D ∪ {e}, x). Now, applying Lemma 27, to D and x, y, e the lemma follows observing again that if σ is the permutation that orders (D ∪ {y}, x) as (D ∪ {x}, y) then
This concludes the proof.
Define the function g on ordered subsets of A of size k − 1 by
where S is an ordered subset of A of size k − 2 and s is the parity of the permutation which orders S ∪ {a} as in the ordering of A. Note that S is considered as an unordered set in the notation f S (a).
Lemma 29 (Scaled coordinate-free lemma of tangents). If σ is a permutation in
where s is the parity of the permutation σ.
Proof. This follows from Lemma 28 and the observation that
for permutations σ and τ .
A system of equations associated with an arc
Let A be an arc of PG(k − 1, q) of size q + k − 1 − t ≥ k + t arbitrarily ordered and let E be a subset of A of size k + t. For a (k − 1)-subset C of A, we define g(C) as in the previous section, see (8) . We write det(u, C)
to mean the determinant of the matrix whose first row is u and whose remaining k − 1 rows are the vectors in C in the order in which they are ordered in A. Other expressions for det are similarly defined and X is understood to mean the indeterminants (X 1 , . . . , X k ).
where the sum is over (k − 1)-subsets C of E containing S.
Proof. Let S be a subset of E of size k − 2. Since there are t + 1 determinants in the product, any permutation σ of C will change the sign by (−1) s(σ)(t+1) which, by Lemma 29, will be cancelled out by the same sign appearing due to the permutation of C in the g(C) term. Thus, the summand in the equation is unaffected by the ordering of C. Hence, it suffices to prove the equation for ordered subsets C of E in which the first k − 2 elements are S.
Let B be a subset of A of size k containing S. With respect to the basis B, the polynomial f S (X) is a homogeneous polynomial in two variables of degree t.
Let x be a fixed element of E \ S. The polynomial
evaluates to f S (e) for all e ∈ E \ (S ∪ {x}). Since this polynomial and f S (X) are both homogeneous polynomials in two variables of degree t which agree at t + 1 distinct points, they are the same. Evaluating the polynomial in X = x, we have
.
Dividing by
det(e, u, S) −1 , from which we deduce that If k ≤ p then the system of equations in Lemma 30 contains a set of equations which will be put to use in the classification of large arcs in this range and verifies the MDS conjecture for these values of k.
Lemma 31. Let E be a subset of A of size k + t and let ∆ be a subset of E of size t + 2.
where the sum runs over the (k − 1)-subsets of E contained in ∆.
Proof. For any subset S of E of size k − 2, Lemma 30 implies that
where the sum runs over the (k − 1)-subsets of E containing S. For each such S, define
where m = |S ∩ ∆|, and consider the sum
where S runs over all (k − 2)-subsets of E.
Let C be a (k − 1)-subset of E and let m = |C ∩ ∆|.
If C ⊆ ∆ then the term
appears in the sum (10) with coefficient
where the first term comes from the subsets S of C for which |S ∩ ∆| = m and the second term comes from the subsets S of C for which |S ∩ ∆| = m − 1.
from which the assertion follows.
A proof of the MDS conjecture for prime fields
The following theorem verifies the MDS conjecture for prime fields. We suppose throughout that q = p h , for some prime p.
Theorem 32. If 4 ≤ k ≤ p then an arc of PG(k − 1, q) has at most q + 1 points.
Proof. Let A be an arc of PG(k − 1, q) of size q + 2 = q + k − 1 − t, so t = k − 3, and define g(C) as in (8) . By Theorem 19, we can assume that k ≤ 1 2 q + 1, so k + t = 2k − 3 ≤ q − 1. Let E be a subset of A of size k + t = 2k − 3 and let ∆ be a subset of E of size t + 2 = k − 1. By Lemma 31,
which is a contradiction, since g(∆) = 0 and det(u, ∆) = 0, for all u ∈ A \ ∆.
9.
A proof of the MDS conjecture for k ≤ 2p − 2
In a similar vein to Theorem 32 we will prove that the MDS conjecture is true for k ≤ 2p − 2.
Let A be an arc of PG(k − 1, q) of size q + 2 and define g(C) as in (8) . Let X = {x 1 , . . . , x k−1 }, Y = {y 1 , . . . , y k−2 } be disjoint subsets of A and define E = X ∪ Y . Note that X is a set in this section and not a vector of indeterminants as in Section 7. Let r be a non-negative integer such that r ≤ k − p and define X r = {x 1 , . . . , x r } and Y r = {y 1 , . . . , y r }. For any T ⊆ {1, 2, . . . , r}, let
Lemma 33. Let A be an arc of PG(k − 1, q) of size q + 2 and suppose k ≥ p. Let E = X ∪ Y be a subset of A of size 2k − 3 defined as above. Then
Proof. Let S be a subset of E of size k − 2 and set r = k − p.
where m = |S ∩ (X \ X r )|, otherwise put λ S = 0.
Let α C denote the coefficient of the C-term in the sum
If |C ∩ (X r ∪ Y r )| = r + 1 then there exists some i ∈ {1, . . . , r} for which x i , y i ∈ C. If i is not unique then λ S = 0 for all (k − 1)-subsets S of C, so α C = 0. If i is unique then
Finally, if none of the above then C = C r,T for some T ⊂ {1, . . . , r} and
Lemma 34. Let C be a (k − 1)-subset of A. Suppose W and ∆ are disjoint subsets of A such that |W | = k − |∆|, and ∆ ⊆ C. Then
Proof. This is interpolation of the linear form det(u, C) in u = (u 1 , . . . , u k ) at the points of ∆∪W .
Theorem 35.
If q is not prime and k ≤ 2p − 2 then an arc of PG(k − 1, q) has at most q + 1 points.
Proof. Let A be an arc of PG(k − 1, q) of size q + 2. By Theorem 32, we can assume that k ≥ p. Let r be a non-negative integer such that r ≤ k − p. Define g(C) as in (8) and define X, Y , E, X r , Y r , X T , Y T and C r,T as before.
We will prove that T ⊆{1,...,r}
By iteration, this implies that
which is a contradiction.
By Lemma 33, the statement holds for r = k − p, so it suffices to show the inductive step.
Let W and ∆ be disjoint subsets of A\ {x 1 , . . . , x k−1 , y 1 , . . . , y r } of size r + 1 and
Let w ∈ W . By induction, replacing {y r+1 , . . . , y 2r } by W \ {w},
Hence,
Summing over w ∈ W , Lemma 34 implies
Since det(y r , C r,T ) = 0 if r ∈ T , this implies that
This equation no longer depends on y r , so we could have chosen y r to be an arbitrary point of A and chosen Ω = {y r , . . . , y k−2 }, which proves the inductive step.
10. The classification of the largest arcs for k ≤ p and k = Proof. Let A be an arc of size q + 1. By Corollary 19, we may assume that k ≤ 1 2 (q + 1). Let E be a subset of A of size k + t = 2k − 2. Let ∆ be a subset of E of size t + 2 = k.
By Lemma 31,
where the sum runs over the (k − 1)-subsets C of E contained in ∆.
Let W be a subset of A \ ∆ of size k − 2 and let w ∈ W . Let x ∈ A \ (∆ ∪ W ) and apply the above equation
Let D be a subset of ∆ of size 3. Since |D| = 3 and |W | = k − 2, there is a linear combination v of the vectors {w | w ∈ W } such that v is in the subspace spanned by D. Hence, det(v, C) = 0 for all (k − 1)-subsets C for which D ⊂ C. Thus, we can sum the above equations, so that
where the sum is over the three (k − 1)-subsets of ∆ which do not contain D.
With respect to the basis ∆ = {e 1 , . . . , e k }, ordered so that the elements of D are the first three elements of the basis, the above sum is
where
Thus we have that for all x ∈ A \ W ,
The coefficients a 1 , a 2 and a 3 are determined, up to scalar factor, by two points of A \ (W ∪ ∆). Thus, since |A| − (2k − 2) ≥ 3, we can switch an element of W with an element of A \ (W ∪ ∆) and conclude that a 1 x 2 x 3 + a 2 x 1 x 3 + a 3 x 1 x 2 = 0, for all x ∈ A.
This implies that the projection of A from ∆ \ D is contained in a conic, for any subsets ∆ and D of A. By Corollary 25, A is a normal rational curve.
Extending small arcs to large arcs
Let G be an arc of PG(k − 1, q) arbitrarily ordered. Suppose that G can be extended to an arc A of PG(k − 1, q) of size q + k − 1 − t ≥ k + t. Let n = |G| − k − t be a non-negative integer. Let P n be the matrix whose columns are indexed by the (k − 1)-subsets C of G and whose rows are indexed by pairs (S, U ), where S is a (k − 2)-subset of G and U is a n-subset of G \ S. The ((S, U ), C) entry of P n is zero unless C contains S in which case it is u∈U det(u, C).
The following theorem is from [17] , see also [3] .
Theorem 37. If an arc G of PG(k − 1, q) can be extended to an arc of size q + 2k − 1 − |G| + n then the system of equations P n v = 0 has a solution in which all the coordinates of v are non-zero.
Proof. Let |G| = k + t + n and suppose that G extends to an arc A of size q + k − 1 − t.
Let U be a subset of G of size n. Then E = G \ U is a subset of G of size k + t. By Lemma 30, for each subset S of E of size k − 2,
where the sum runs over all (k − 2)-subsets C of E containing S.
This system of equations is given by the matrix P n and a solution v is a vector with C coordinate
which is non-zero for all (k − 1)-subsets C of G.
Suppose that we do find a solution v to the system of equations. Then we know the value of α C,G and therefore f S (x), where C = S ∪ {x}. This would allow one to calcuate the polynomials f S (X) for each subset S of G of size k − 2. Therefore, if G does extend to an arc A then each solution tells us precisely the tangent hyperplanes to A containing S, for each (k − 2)-subset S of G.
By starting with a sub-arc G of size 3k − 6 of the normal rational curve one can prove that the matrix P n has full rank and conclude the following theorem, see [4] .
Theorem 38. If G is a subset of the normal rational curve of PG(k − 1, q) of size 3k − 6 and q is odd, then G cannot be extended to an arc of size q + 2.
The Segre-Blokhuis-Bruen-Thas hypersurface
The Segre-Blokhuis-Bruen-Thas hypersurface associated to an arc A in PG(k−1, q) is a hypersurface in the dual of PG(k − 1, q) containing the set of points which are dual to the hyperplanes of PG(k − 1, q) meeting A in k − 2 points. Its existence was proved in a sequence of papers by Segre ([46] ) and Blokhuis, Bruen and Thas ( [7] and [8] ). The following theorem gives an alternative proof. It relies on the scaled coordinate-free lemma of tangents (Lemma 29).
For i ∈ {1, . . . , k − 1} denote by X i the (k − 1)-tuple (X i1 , X i2 , . . . , X ik−1 ) and by det j (X 1 , . . . , X k−1 ) the determinant in which the j-coordinate of each of the X i 's has been deleted.
Theorem 39. Let m ∈ {1, 2} such that m − 1 = q modulo 2. If A is an arc of PG(k − 1, q) of size q + k − 1 − t, where |A| ≥ mt + k − 1, then there is a homogeneous polynomial in k variables φ(Z), of degree mt, which gives a polynomial G(X 1 , . . . , X k−1 ) under the substitution Z j = det j (X 1 , . . . , X k−1 ), with the property that for all {y 1 , . . . , y k−2 } ⊂ A
Moreover, φ(Z) is unique.
Proof. Order the arc A arbitrarily and let E be a subset of A of size mt + k − 1. Define
where the sum runs over subsets T = {a 1 , . . . , a k−1 } of E.
Observe that G can be obtained from a homogeneous polynomial of degree mt in Z 1 , . . . , Z k under the change of variables Z j = det j (X 1 , . . . , X k−1 ).
For S = {y 1 , . . . , y k−2 }, define h S (X) := G(y 1 , . . . , y k−2 , X).
Note that h S (X) is well-defined since any reordering of S can only ever multiply h S (X) by (−1) mt = 1.
For S ⊂ E, the only nonzero terms in h S (X) are obtained for subsets T of E containing S. Therefore,
The evaluation of h S (X) at x ∈ E is equal to zero if x ∈ S and equal to (f S (x)) m = 0 otherwise. Since, with respect to a basis containing S both f m S and h S are homogeneous polynomials in two variables of degree mt and E \ S has size mt + 1, we may conclude that h S = f m S . If S is not contained in E then we proceed by induction on the size of S \ E. As induction hypothesis we assume that for each subset S with S \ E of size r the polynomials h S and f m S are equal. Let S = {y 1 , . . . , y k−2 } be such that S \ E is of size r + 1. W.l.o.g. assume
where S ′ is the set obtained from S by replacing the (k − 1)-th element y k−1 of S by x. On the other hand, by the definition (8) of g and Lemma 29, the scaled coordinate-free lemma of tangents, we have Therefore, the polynomial φ(Z) vanishes at the set of points, denoted by T , of the dual space which are dual to the hyperplanes meeting A in k − 2 points. It remains to prove that φ is unique. Suppose that φ(Z) and φ ′ (Z) are two forms of degree mt vanishing on T .
We will prove by induction on r that for a subset D of A of size k − r, there is a constant a ∈ F q , such that the restriction of φ − aφ ′ to D ⊥ is zero. Once this is established uniqueness follows when r = k.
For r = 2, D
⊥ is a line containing t points of T . Both φ and φ ′ have zeros of multiplicity m at these t points. Thus, selecting a so that φ − aφ ′ is zero at a point distinct from these t points, the polynomial φ − aφ ′ is zero at mt + 1 points (counting with multiplicity) of the line D ⊥ , which implies it is zero on all the points of D ⊥ .
Now, suppose that D is a set of k − r points. By induction, for x ∈ A \ D, we can choose an a x ∈ F q so that φ − a x φ ′ is zero on D ∪ {x} ⊥ . For two distinct points x, y ∈ A \ D the form a x φ ′ − a y φ ′ therefore vanishes on the two hyperplanes D ∪ {x} ⊥ and D ∪ {y} ⊥ of D ⊥ . Since φ ′ does not vanish on their intersection (there exists a hyperplane through D, x and y which is spanned by A) it follows that a x = a y . So there exists an a ∈ F q for which the form φ − aφ ′ vanishes on every hyperplane of D ⊥ of the form D ∪ {x} ⊥ , with x ∈ A \ D. By hypothesis there are at least mt + 1 such hyperplanes. It follows that φ − aφ ′ must be zero on D ⊥ . This proves the inductive step.
The following theorem is a corollary of the uniqueness part of Theorem 39. In the planar case this is due to Segre [46] and the general case is due to Blokhuis, Bruen and Thas [7] and [8] .
Theorem 40. Let m ∈ {1, 2} such that m − 1 = q modulo 2. If A is an arc of PG(k − 1, q) of size at least mq/(m − 1) + k − 1 then A has a unique completion to a complete arc.
Proof. Let φ(Z) be the form of degree mt obtained from A by Theorem 39. Suppose that A can be extended to a larger arc by appending the point x. In the dual space the hyperplane x ⊥ contains the point dual to the hyperplane S ∪ {x} ⊥ for every (k − 2)-subset S of A. By induction on r, we will prove that φ is zero on D ∪ x ⊥ for every subset D of A of size k − 2 − r. Then, for r = k − 2, this will imply that φ is zero on x ⊥ . Thus, φ contains linear factors of multiplicity m for each point x which extends A to a larger arc. Thus, the extension of A to a complete arc is unique and can be found by finding the linear factors of φ(Z).
To prove the induction claim for r = 1, let D be a (k − 3)-subset of A. Then, for every point y ∈ A\ D, the point D ∪ {x, y} ⊥ is a point on the line D ∪ {x} ⊥ , which is a zero of φ of multiplicity m. Since φ has degree mt, this implies that φ is zero on the line D ∪ {x} ⊥ .
To prove the inductive step, consider a (k − 2 − r)-subset of D of A and observe that for every point y ∈ A \ D, the form φ is zero on D ∪ {x, y} ⊥ . Thus, φ is zero on more than mt hyperplanes of D ∪ {x} ⊥ , which implies φ is zero on D ∪ {x} ⊥ .
The following theorem is a corollary to Theorem 39.
Theorem 41. Let m ∈ {1, 2} such that m − 1 = q modulo 2. Let A be an arc of PG(k − 1, q) of size q + k − 1 − t, where |A| ≥ mt + k − 1. Let T be the set of points in the dual space which are dual to the hyperplanes of PG(k − 1, q) which contain exactly k − 2 points of A. Then T is contained in a unique hypersuface of degree mt.
Proof. The hypersurface is defined by φ(Z) = 0, where φ(Z) is as in Theorem 39.
A tensor associated to an arc
The following theorem is in the spirit of Theorem 39. It is stronger in that one does not require m = 2 in the case of q odd, but weaker in the sense that the multi-homogeneous form F does not necessarily come from a form φ(Z) on PG(k − 1, q) under substitution. This theorem is from [5] and it is proved using the scaled coordinate-free lemma of tangents (Lemma 29).
Theorem 42. Let A be an arc of PG(k − 1, q) of size q + k − 1 − t and let Ψ[X] denote the subspace of homogenous polyomials of degree t which are zero on A. There is a form F (X 1 , . . . , X k−1 ), which is homogenous of degree t in each of the indeterminates X i = (X i1 , . . . , X ik ) with the property that for each S = {y 1 , . . . , y k−2 } ⊂ A
, the form F is alternating for t even and symmetric for t odd.
One can show that for large subsets of A such a form exists such that the statement holds without the modulo Ψ[X]. We conjecture that the statement indeed holds without the modulo Ψ[X].
The multi-homogeneous form F from Theorem 42 is called a tensor form of A. Here is an example. (1, 1, 1), (1, −1, 1), (−1, 1, 1), (−1, −1, 1)} is an arc with t = 3 and it is not contained in a curve of degree 3. Consequently, Theorem 42 implies that there is bi-homogeneous form F (X, Y ) of degree three with the property that F (X, a) = f a (X) for all a ∈ S. It is given by In this example the tensor form F of A is unique up to a scalar factor.
We will see that Theorem 42 has strong implications for planar arcs and leads to a proof of the MDS conjecture for k ≤ √ q − √ q/p + 2 in the case that q is an odd square.
The tensor form for planar arcs is a bi-homogeneous form of bi-degree (t, t), which we call a (t, t)-form.
To be able to state the next theorem we need the following terminology. Let V r [X] denote the vector space of homogeneous polynomials of degree r in F q [X 1 , X 2 , X 3 ]. For a set D of points of PG(2, q), we define an r-socle of D as follows. Let M r (D) denote the matrix whose rows are indexed by the elements of V r [X] and whose columns are indexed by the points of D, and where the (f (X), x)-entry is f (x). Then an r-socle of D is a subset of D whose elements index the columns which form a basis for the column space of M r (D).
The following theorem from [5] applies to planar arcs and is more detailed than Theorem 42 for the tensor form of an arc in higher dimensions.
Theorem 44. Let A be an arc of size q + 2 − t of PG(2, q) and let Ψ[X] denote the subspace of homogeneous polyomials of degree t which are zero on A. For any subset S of A containing a t-socle S 0 of A, where
for all y ∈ A and F (X, y) = f y (X),
As we will see in the section on planar arcs, Theorem 44 leads to the existence of certain algebraic curves containing a given planar arc.
Planar arcs
It follows from the trivial upper bound Theorem 13 that a planar arc can have size at most q + 2, and by the existence of a hyperoval, this is best possible for q even. However, when q is odd this can easily be improved.
Theorem 45. If q is odd then a planar arc has size at most q + 1.
Proof. As we have seen in the proof of Theorem 13, considering a point x ∈ S and the q + 1 lines through x, the bound |A| ≤ q + 2 follows immediately. Now suppose |A| = q + 2. Then each line through a point in A must contain another point in A, and therefore each line intersects A in 0 or 2 points. Counting points on the lines through a point y / ∈ S implies that |A|, and hence q, is even.
The following theorem is Segre's celebrated characterisation of conics from [42] . We give a proof using the tensor associated to a planar arc.
Theorem 46. If q is odd and A is an arc of size q + 1 in PG(2, q) then A is a conic.
Proof. Applying Theorem 44, where in this case t = 1 and Ψ[X] = {0}, we obtain a symmetric bilinear form F (X, Y ) with F (a, a) = 0 for each a ∈ A.
14.1. Hyperovals. The situation is very different for q even. There are many examples of arcs of size q + 2 known for q even which are projectively inequivalent. These can be described by a so-called o-polynomial which is a polynomial f with the property that
is an arc of size q + 2. A planar arc of size q + 2 is called a hyperoval.
The list of hyperovals is complete for q = 8, q = 16 and q = 64. There is a sporadic example when q = 32 due to O'Keefe and Penttila [34] . Table 1 lists all the known families of hyperovals. The references for these infinite classes of hyperovals are: (1) regular (Bose [9] ), (2) translation (Segre [44] ), (3) Segre [45] , (4) Glynn I and Glynn II [19] , (4) Payne [36] , (5) Cherowitzo [14] , (6) Subiaco (Cherowitzo, Penttila, Pinneri and Royle [16] , Payne [37] , Payne, Penttila and Pinneri [38] ), (7) Adelaide (Cherowitzo, O'Keefe and Penttila [15] ). In Table 1 , T 2 denotes the trace function from F q to F 2 and
, and
where T (X) = X + X q .
The complete classification of hyperovals has been determined for q ≤ 64 and is given in the next theorem.
Theorem 47. (i) (Segre [44] ) In PG(2, q), q = 2, 4, 8, the only hyperovals are the regular hyperovals.
(ii) (Hall [20] , O'Keefe and Penttila [33] ) In PG (2, 16) , there are exactly two distinct hyperovals. They are the regular hyperoval and the Subiaco hyperoval. This latter hyperoval is also called the Lunelli-Sce hyperoval [32] .
(iii) (Penttila and Royle [40] ) In PG (2, 32) , there are exactly six distinct hyperovals. They are the regular hyperoval, the translation hyperoval, the Segre hyperoval, the Payne hyperoval, the Cherowitzo hyperoval and the O'Keefe-Penttila hyperoval.
(iv) (Vandendriessche [49] ) In PG(2, 64), there are exactly four distinct hyperovals. They are the regular hyperoval, the Subiaco I, the Subiaco II and the Adelaide hyperoval.
The following theorem is due to Caullery and Schmidt and is from [13] .
Theorem 48. If f is an o-polynomial of F q of degree less than This also classifies exceptional o-polynomials extending results from [22] and [52] on monomial opolynomials.
14.2. Second largest planar arcs, q even. The following theorem implies that the second largest complete arc is somewhat smaller than the size of a hyperoval. Its proof illustrates the power of the algebraic hypersurface (in this case a curve) of an arc from the planar version of Theorem 39. . Suppose A has size less than q + 2. Then t ≥ 1. Let φ(Z) be the form of degree t obtained from A by Theorem 39. If φ(Z) has a linear factor then by the arguments used in the proof of Theorem 40, A can be extended to a larger arc, a contradiction. Hence φ(Z) does not have linear factors. Let T denote the set of points on the curve defined by φ(Z). Then T = ∅, and each line meets T in at most t points. Choose x ∈ T . Counting points of T on the lines through x we obtain |T | ≤ (t − 1)(q + 1) + 1. Since the tangents to A form a set of |A|t = (q + 2 − t)t points in the dual plane, we have (q + 2 − t)t ≤ (t − 1)(q + 1) + 1,
In [46] Segre used the algebraic curve in the dual plane of a planar arc (which he called the algebraic envelope) in combination with the Hasse-Weil bound to obtain the upper bound q − √ q + 1 for a planar arc in PG(2, q), q even. This bound is sharp as we will see later.
Theorem 50. If q is even then a complete planar arc in PG(2, q) which is not contained in a hyperoval has size at most q − √ q + 1.
The following theorem is from Voloch [51] . Its proof combines Theorem 39 with the Stöhr-Voloch theorem.
Theorem 51. If q is an even non-square then a planar arc of size larger than q − √ 2q+2 is extendable to a hyperoval.
14.3. Second largest planar arcs, q odd. The bounds on the size of the second largest arc in planes of odd order, obtained by the methods described above, are worse than for q even. The reason for this is the fact that the hypersurface from Theorem 39 has degree 2t for q odd. As with the proof of Theorem 51, the theorems by Voloch use Theorem 41 and the Stöhr-Voloch theorem from [47] . The following theorems are from [50] and [51] respectively. In contrast to the previous bounds the following theorem does not rely on Hasse-Weil or Stöhr-Voloch. It is proved using the tensor of a planar arc Theorem 44 from [5] . It illustrates that in this case the tensor form (of degree t in each component) is stronger than the algebraic hypersurface (which is of degree 2t).
Theorem 54. Let A be a planar arc of size q + 2 − t not contained in a conic. If q is odd then A is contained in the intersection of two curves, sharing no common component, each of degree at most t + p ⌊log p t⌋ .
Theorem 54 has the following corollary.
Theorem 55. If q is an odd square then a planar arc of size at least q − √ q + √ q/p + 3 is contained in a conic.
In the case that q is a non-square and non-prime, the bound obtained from Theorem 54 does not improve upon the bound of Voloch mentioned above. However, in the case that q is prime, it does improve on Voloch's bound for primes less than 1783, see [5, Theorem 5 ].
14.4. Planar arcs of size q − √ q + 1. In the case that q is a square, Kestenband [31] constructed large complete planar arcs as the intersection of Hermitian curves. For any 3 × 3 matrix M, let
Theorem 56. Let q > 4 be a square. Let I be the 3 × 3 identity matrix. Let H = (a ij ) be a 3 × 3 matrix with the property that H √ q = H t , where
If the characteristic polynomial of H is irreducible over F q then the intersection of the Hermitian curves A = V (I) ∩ V (H) is a planar arc of size q − √ q + 1 which is not contained in a conic.
Proof. Consider the Hermitian curves V (H + µI), where µ ∈ F √ q and V (I). If x is a point on two of these curves then x ∈ A. If x ∈ A and x ∈ V (I) then x is a point of V (H + (a/b)I), where x t Hx √ q = a and x t Ix √ q = −b. Hence, each point is either in A or on exactly one of the √ q + 1 Hermitian curves. Therefore,
Suppose that ℓ is a line incident with r ≥ 2 points of A. Then ℓ intersects each Hermitian curve (V (H + µI) or V (I)) in √ q + 1 points, r of which are in A and √ q + 1 − r of which are not in A.
Counting points of ℓ not in A we have ( √ q + 1 − r)( √ q + 1) = q + 1 − r, since each point not in A is on exactly one of the √ q + 1 Hermitian curves. This gives r = 2 and so A is an arc.
It follows from Bezout's theorem that A has at most 2 √ q + 2 points in common with a conic, so cannot be contained in a conic for q − √ q + 1 ≥ 2 √ q + 2. The case q = 9 can be checked directly.
14.5. Classification of planar arcs of size ≥ q−2. Planar arcs of size q were shown to be incomplete by Segre for q odd and by Tallini for q even. In contrast there do exist complete planar arcs of size q − 1. The classification of planar arcs of size q − 1 and q − 2 was only recently completed in [5] and is given in the following corollaries.
Corollary 57 proves a conjecture from Hirschfeld, Korchmáros and Torres [26, Remark 13.63] . It was proven in [5] as a corollary of Theorem 54.
Corollary 57. The only complete planar arcs of size q − 1 occur for q = 7 (there are 2 projectively distinct arcs of size 6), for q = 9 (there is a unique arc of size 8), q = 11 (there is a unique arc of size 10) and q = 13 (there is a unique arc of size 12).
Corollary 58. The only complete planar arcs of size q − 2 occur for q = 8 (there are 3 projectively distinct arcs of size 6), for q = 9 (there is a unique arc of size 7) and q = 11 (there are 3 projectively distinct arcs of size 9).
A proof of the MDS conjecture for
Suppose that q is an odd square. In the previous section we saw how the tensor for planar arcs has far reaching consequences for the size of planar arcs which are not contained in conics. Using the projection theorem this leads to a proof of the MDS conjecture for k ≤ √ q − √ q/p + 2. The following two corollaries are from [5] .
Proof. Let A be an arc of size q + 1 in PG(k − 1, q). The projection of A from a subset of size k − 3 is a planar arc of size at least q + 1 − (
. By Theorem 55, this projection is contained in a conic. By Corollary 25, this implies that A is a normal rational curve.
Corollary 60. If k ≤ √ q − √ q/p + 2 and q = p 2h , p odd, then an arc of PG(k − 1, q) has size at most q + 1.
Proof. Suppose A is an arc of size q + 2 in PG(k − 1, q). By Corollary 59, the projection of A from any of its points is a normal rational curve. By Theorem 24, the arc A is contained in a normal rational curve, a contradiction.
Arcs in PG(3, q)
The following theorem was proved by Segre [43] for q odd and by Casse [10] for q even. The theorem proves the MDS conjecture for k = 4.
Theorem 61. An arc of PG(3, q), q ≥ 4, has size at most q + 1.
Proof. If q is odd and A is an arc in PG(3, q) of size q + 2, then by projection from a point of A we obtain an arc of size q + 1 in a plane, which by Segre's theorem is a conic. By projecting A from two distinct points and applying Theorem 24 it follows that A is contained in a unique normal rational curve of PG (3, q) . This contradicts the assumption |A| = q + 2.
Let A be an arc of size q + 2 with q even. By Theorem 41, the set of points dual to the planes containing exactly two points of A is contained in a hypersurface of degree one (a plane). Hence, these planes are all concurrent in a point y, which extends A to an arc of size q + 3.
Let A ′ be an arc of size q + 3. The number of points which are incident with bisecants to A ′ is
This is less than (q + 1)(q 2 + 1), the total number of points of PG(3, q), which implies there is a point u not incident with any bisecant. Since |A ′ | = q + 3, any plane incident with two points of A ′ is incident with three points of A ′ . Therefore, the number of planes incident with u and three points of A ′ is 1 3 q + 3 2 , which implies 3 divides q + 2.
Let x and y be points of A ′ spanning the line ℓ and let v be a point of ℓ \ {x, y}. For each pair of points z, w ∈ A ′ \ {x, y}, the plane spanned by v, z and w contains three points of A ′ \ {x, y}. Thus, the number of 3-secant planes which are incident with v but do not contain x or y is 1 3
This implies 3 divides q + 1, contradicting the previously obtained divisibility condition.
The following theorem classifies arcs of size q + 1 in PG(3, q). The case q odd was already obtained by Segre [43] . The case q even is due to Casse and Glynn [11] .
Theorem 62. Let A be an arc in PG(3, q) of size q + 1. If q is odd and q ≥ 5 then A is a twisted cubic. If q is even and q ≥ 8 then A is projectively equivalent to Example 10.
Proof. Suppose q is odd. Projecting A from two distinct points gives to planar arcs of size q, each of which, by Theorems 55, 52, 53, is contained in a conic. Applying Theorem 24 concludes the proof.
Suppose q = 2 h . Projecting A from a point x ∈ A gives a planar arc x(A) of size q. By Theorem 50, x(A) is extendable to a hyperoval. Let a, b be the unique pair of points which extend x(A) to this hyperoval. The lines xa and xb are called the tangent lines of A at the point x. For any point y = x of A, it follows from Theorem 41, that the planes xya and xyb are contained in a hyperbolic quadric in the dual space. Therefore the lines xa and xb are contained in a hyperbolic quadric in the dual space. Hence, the 2(q + 1) tangent lines of A are the lines on a hyperbolic quadric Q + in PG(3, q). We may assume that Q + is the zero locus of the quadratic form X 1 X 4 − X 2 X 3 and that x = (1, 0, 0, 0) and y = (0, 0, 0, 1) are in A. The ovals x(A) and y(A) correspond to two o-polynomials f and g with f (0) = g(0) = 0 and f (1) = g(1) = 1. The arc A can therefore be written as
Equating coefficients in the o-polynomilals f and g, leads to the condition that f (1/s) = g(s), for each s = 0, and consequently to the conclusion that the only possibility for f and g is f (s) = g(s) = s n for some integer n. So
It follows that A is invariant under the projectivity ϕ interchanging the first with the last and the second with the third coordinate. In particular ϕ interchanges the points x and y. Since x and y were arbitrary points of A it follows that A is invariant under a group G ≤ PGL(4, q), which acts transitively on the points of A. Since the tangent plane at x (which has equation X 4 = 0) intersects A in x with multiplicity n + 1, each tangent plane must intersect A in a point with multiplicity n + 1. Imposing this condition on the tangent plane at a general point (1, s, s n , s n+1 ) implies that n = 2 e for some integer e. The fact that A is an arc implies (e, h) = 1 (see last line of the proof of Example 10).
Arcs in PG(4, q)
The following theorem proves the MDS conjecture for k = 5. It was proved by Segre [46] for q odd and Casse [10] for q even.
Theorem 63. An arc A in PG(4, q), q ≥ 5, has size at most q + 1.
Proof. Let A be an arc in PG(4, q) of size q + 2.
Suppose q is odd. Projecting A from any two distinct points of A gives a planar arc of size q, which is contained in a conic. By Corollary 25, the arc A is contained in a normal rational curve, a contradiction.
Suppose q is even. Projecting from two distinct points x, y ∈ A gives two arcs x(A) and y(A) of size q + 1 in a hyperplane π of PG(4, q). Arguing as in the proof of Theorem 62, it follows that for each of these projected arcs the 2(q + 1) tangent lines are the lines on a hyperbolic quadric Q Let z be the point of intersection of the line through x and y with π and let ℓ be one of the tangent lines of x(A) at z. By the definition of ℓ, each plane through ℓ contains at most one point of x(A) different from z. For each p ∈ A \ {x, y} the plane x, y, p meets π in a line containing z, x(p) and y(p). Therefore, the plane spanned by ℓ and x(p) also contains y(p). Hence, each plane through ℓ also contains at most one point of y(A) different from z. It follows that the two tangents, say ℓ and m, of x(A) at z are equal to the two tangents of y(A) at z. are the zero locus of the forms X 1 X 2 + X 5 a(X) and X 1 X 2 + X 5 b(X), where a(X) and b(X) are linear forms in X = (X 1 , . . . , X 5 ). The arc A is therefore contained in the zero locus of X 5 (a(X) − b(X)), which is the union of two hyperplanes. This implies that A has size at most 8, a contradiction.
The quadratic cones xQ
The following improves on the previous bound q > 83 (see e.g. [27, Table 3 .1]).
Theorem 64. An arc in PG(4, q), q odd, q > 13, of size q + 1 is a normal rational curve.
Proof. Projecting from two points gives a planar arc of size q − 1 which by Theorem 57 is contained in a conic unless q ≤ 13.
Remark 65. An arc A of size 8 in PG(4, 7) gives a 5-dimensional MDS code C A of length 8, whose dual is a 3-dimensional MDS code of length 8, which by Segre's theorem is a Reed-Solomon code. By Theorem 20, the code C A is also a Reed-Solomon code, and therefore A is a normal rational curve. In [18] Glynn proved that there are exactly two arcs of size 10 in PG(4, 9).
To prove the following theorem from [12] , Casse and Glynn prove that every arc of size q in PG(3, q), q even and q ≥ 16, is incomplete and its completion is unique. From this one can then prove that an arc of size q + 1 in PG(4, q), q even and q ≥ 16, is a normal rational curve.
Theorem 66. An arc in PG(4, q), q = 2 h , h ≥ 3 , of size q + 1 is a normal rational curve.
State of the art on the MDS conjecture
Proofs of the MDS conjecture for k-dimensional codes with k ∈ {4, 5} can be found in Sections 16 and 17. The following table contains a survey of the conditions on the parameters for k ≥ 6 for which the MDS conjecture has been proven. The proof of the MDS conjecture for k = 6, q even, follows from Theorem 66 and Corollary 26.
In 1991 Kaneta and Maruta [30] proved the uniqueness of arcs of size q + 1 in PG(5, q), q even, q ≥ 16, which by Corollary 26 proves the MDS conjecture for k = 7 and these values of q.
In [48] the Segre-Blokhuis-Bruen-Thas hypersurface is used to obtain an upper bound for the second largest arc in PG(4, q), q even, improving upon the bound from [7] . By Theorem 66, any arc exceeding that bound is contained in a normal rational curve. Using Corollaries 25 and 26, this proves the MDS conjecture for k < The best asymptotic bounds for q odd are from [51] and [5] . Theorem 53 implies the MDS conjecture for k < For a proof of the MDS conjecture for k ≤ p and k ≤ 2p − 2, we refer to Sections 8 and 9.
The bounds on planar arcs from Hirschfeld and Korchmáros [24] and [25] imply the MDS conjecture for k ≤ 1 2 √ q, provided that the characteristic is at least 5, and for k ≤ 1 2 √ q + 2, for q ≥ 529 and q = 3 6 , 5 5 .
We have not dealt here very deeply with the techniques used to obtain the results of Voloch [51] and Hirschfeld and Korchmáros [24] , [25] . These results not only use bounds on the number of points of algebraic curves of small degree but also require more careful analysis of the curves which can arise from Segre's algebraic envelope associated to the tangents of a planar arc.
