We consider the problem of partitioning a matrix of m rows and n columns of non-negative integers into M smaller submatrices. With each submatrix is associated a cost equal to the sum of its elements. The objective is to minimize the cost of the submatrix of maximum cost. We present a (0 -1)-integer programming formulation of the problem and three di erent lower bounds. A heuristic procedure for ÿnding a valid upper bound to the optimal solution cost is also described. Problem reduction tests derived from both the original problem and the lower bounds are given. Lower bounds and reduction tests are used in a tree search algorithm in order to ÿnd the optimal solution to the problem. Computational results on a number of randomly generated test problems are presented. ?
Introduction
In the matrix partitioning problem (MP) a matrix A = [a ij ] of m rows and n columns of non-negative integers is to be partitioned into M smaller submatrices of di erent sizes. Let A ij ÿ be a submatrix that contains all elements a rs such that i6r6j and 6s6ÿ. With each submatrix A ij ÿ we associate a cost c ij ÿ = j r=i ÿ s= a rs that corresponds to the sum of its elements. The objective is to ÿnd a matrix partitioning that minimizes the cost of the submatrix of maximum cost.
A similar problem, with the additional constraint that the submatrices must be obtained by means of a set of vertical and horizontal cuts (guillotine cuts), has been described by Mingozzi et al. [8] . The problem considered in this paper is more general in that the partitioning is not restricted to guillotine cuts.
Becker et al. [3] studied a somewhat di erent max-min partitioning problem where a rectangular grid graph with weighted vertices must be partitioned into M connected components. This problem becomes the MP studied in this paper when each component is restricted to be a rectangular subgraph.
To our knowledge no exact algorithm exists in the literature for solving problem MP with non-guillotine cuts.
In Fig. 1 , an optimal partitioning of a matrix A(10×10) into M =12 submatrices using guillotine cuts is shown. The partitioning has a maximum cost of 349 corresponding to the cost of submatrix A 5746 .
In Fig. 2 , an optimal partitioning of the matrix A given in Fig. 1 into 12 submatrices using non-guillotine cuts is shown. Here we found a partitioning of A of cost of 257 corresponding to the cost of submatrix A 2248 .
An application of problem MP arises in the management of a parallel computer system having M processors where a problem workload, represented by matrix A, must be partitioned and distributed to the processors (see [5, 6, 9, 10, 12] ). In order to maximize the system performance the workload must be partitioned in an evenly balanced way. In a wide range of applications, including computer graphics, image processing, and numerical analysis, the workload corresponds to a matrix. Examples of workloads, that can be easily represented by a matrix, range from the projection of a 3D scene, created by computer graphics techniques, to large matrices involved in numerical computations and images resulting from image processing algorithms. The value of each matrix element represents the number of computations required. For example, in a matrix of pixels representing an image, the value of each matrix element can represent the number of ray=surface intersections that a ray tracing algorithm must compute for the corresponding pixel.
The workload of each processor depends on the sum of the values of the submatrix elements assigned to it. This problem can be tackled in two ways: either by allocating individual matrix elements to the processors, or by ÿrst partitioning the matrix into M contiguous subregions and subsequently allocating each subregion to a di erent processor. This latter approach (see [6] ) is preferred in those applications (e.g. image processing and computer graphics) where it must be considered the overhead associated with inter-processor communications. This overhead is proportional to the number of adjacent pairs of matrix elements assigned to di erent processors. The communication costs can be strongly reduced forcing the subregions to be of rectangular shape (see [9] ). In this case the workload balancing problem can be formulated as the MP problem considered in this paper. At our knowledge, the methods proposed in the literature for this problem only consider solutions obtained by orthogonal recursive bisections (see [11] ).
Two applications related to MP are described by Becker et al. [3] . In the ÿrst application matrix A represents the individual units of a manufacturing plant that must be partitioned among M supervisors such that the workload of the supervisors is as "balanced" as possible. The second application deals with the balanced subdivision of a rectangular mining area among M mining companies.
In this paper we present a (0 -1) integer programming formulation of problem MP and three di erent lower bounds that are used in a tree search algorithm for ÿnding the optimal solution. Problem reduction tests derived from both the original problem and the lower bounds are given. A heuristic procedure for ÿnding a valid upper bound is also described.
The computational results show that moderately sized problems can be solved by the proposed algorithm.
Mathematical formulation
In this section we describe a (0 -1)-integer programming formulation of problem MP. The formulation is based on one proposed by Beasley for the two-dimensional non-guillotine cutting problem (see [2] ) and will be used in Section 3 to derive valid lower bounds that can be incorporated into an exact tree-search procedure.
Formulation MP
Let S be the index set of all possible submatrices of A, where each ' ∈ S denotes the submatrix A i ' j ' ' ÿ ' (see Fig. 3 ). Let S rs ⊂ S be the index subset of all the submatrices covering the matrix element a rs . Hereafter, we will use the shortening c ' to denote the cost c i ' j ' ' ÿ ' of the submatrix of index ', and R ' to represent the set of row and column indices of the elements of matrix A covered by submatrix ', that is
Let x ' be a (0 -1) binary variable that is equal to 1 if and only if the submatrix of index ' is in the optimal solution. 
'∈Srs
x ' = 1; r = 1; : : : ; m; s = 1; : : : ; n;
'∈S
x ' = M; (4)
Constraint (2) ensures that the cost of the solution is greater than or equal to the cost of the submatrix of maximum cost. Eq. (3) ensure that every matrix element a rs is covered exactly once, while Eq. (4) forces the solution of contain M submatrices.
Formulation MP requiresn=n(n+1)m(m+1)=4 variables andn+mn+1 constraints. However, the number of variables (and consequently the number of constraints of type (2)) can be reduced by means of the reduction tests described in the following section.
Variable reduction
The set S can be reduced by means of the following observations. Reduction 1. Let z UB be a valid upper bound to the optimal solution cost found by a heuristic algorithm. It is obvious that any optimal solution of cost z * ¡ z UB cannot contain a submatrix ' ∈ S of cost c ' ¿z UB , hence every such submatrix can be removed from S. 
Proof. By contradiction. Assume that there exists an optimal solution of cost z * ¡ z UB containing a submatrix ' * ∈ S of cost c ' * ¡ĉ. The cost of any other submatrix of such solution must be greater than or equal to c where
Since c ' * ¡ĉ, we have
Substitutingĉ into Eq. (7), we obtain
In the following, we will assume that the set S is such that
Linear programming relaxation of MP
A valid lower bound to the optimal MP solution can be obtained from MP by relaxing the integrality constraints (5) to x ' ¿0; ∀' ∈ S and solving resulting problem, called LP.
However, this bound can be very weak, as shown in the following example. Let us consider the following matrix ; 0) while the cost of any optimal solution of MP2 is z = L. Other more complex test problems have conÿrmed that the gap between the optimal solution cost of LP and the optimal MP solution cost is too large and, therefore, this bound has not been investigated further.
A method for computing lower bounds
An obvious lower bound, called LB0, to the optimal solution cost z * can be computed as follows:
where x denotes the smallest integer greater than or equal to x. In this section we describe a method that is used in Sections 4 and 5 for computing two new valid lower bounds LB1 and LB2 such that LB1¿LB0 and LB2¿LB0. The method for computing LB1 and LB2 is based on the observation that any optimal solution of cost z * =q is a feasible solution to the problem of partitioning matrix A into M submatrices where each submatrix has a cost smaller than or equal to q. This latter problem, called MP(q), can be formulated as follows. Let
be the number of elements (area) of the submatrix ' ∈ S, and S(q) = {': ' ∈ S and c ' 6q}, be the index subset of all submatrices of cost less than q, and S rs (q)=S rs ∩S(q), be the index subset of all submatrices of cost less than q covering the matrix element a rs .
Problem (MP(q)) is as follows:
s:t:
'∈Srs(q)
'∈S(q)
x ' ∈ {0; 1}; ' ∈ S(q):
It is obvious that if MP(q) contains a solution of cost (q) = mn, then problem MP has an optimal solution of cost z * 6q. Notice that the cost of any feasible solution of MP(q) is equal to mn. We assume (q) = −∞ if MP(q) has no feasible solution. Therefore, the optimal MP solution z * can be obtained by ÿnding z * such that z * = min{q: LBO6q ¡ z UB and (q) = mn}:
A valid lower bound LB to z * can be obtained from expression (14) as follows:
where UB(q) is a valid upper bound to (q) and can be obtained by ÿnding the optimal solution of the relaxed problem RMP(q; ) derived from MP(q) by relaxing, in a Lagrangean fashion, constraints (11) . Problem (RMP(q; )) is as follows:
(RMP(q; )): (12) and (13);
c=j ' rs , and the upper bound UB(q) is then given by UB(q) = min { (q; )} and can be computed using subgradient optimization techniques (see [4] ).
In the next Sections 4 and 5, we describe two lower bounds, called LB1 and LB2, respectively, that are obtained by adding to problem RMP(q; ) two di erent types of constraints. These constraints are redundant with respect to Eq. (11) of problem MP(q); however, they are not redundant in RMP(q; ), consequently, the resulting value of (q; ) can be smaller than UB(q), thus improving the value of LB given by expression (15).
Lower bound LB1
Let P = {(r 1 ; s 1 ); (r 2 ; s 2 ); : : : ; (r p ; s p )} be an ordered set of the indices of p elements of A, with p6mn, inducing a partitioning of S into p disjointed subsets:
where, ∀(r k ; s k ) ∈ P, we have
R ' ∩ {(r 1 ; s 1 ); (r 2 ; s 2 ); : : : ; (r k−1 ; s k−1 )} = ∅; ∀' ∈ S r k s k :
We assume that P is partitioned as P = P ∪ P , where P corresponds to the ÿrst p elements of P and P to the last p = p − p elements of P. We impose that any two elements (r i ; s i ); (r j ; s j ) belonging to P , cannot be covered by any submatrix ' ∈ S, that is
From condition (19) we have that every submatrix of the set (r; s)∈P S rs covers exactly one element of P . Notice that condition (18) implies that
and from condition (19) we have S rs = S rs , for each (r; s) ∈ P . For a given ordered set P satisfying conditions (18) and (19) the following constraints can be added to RMP(q; ):
=1 if (r; s) ∈ P ; 61 if (r; s) ∈ P :
We can observe that the quality of the upper bound UB(q) may be strongly a ected by the partition P used in generating constraints (21). A method for computing the sets P and P is described in [7] .
Computation of lower bound LB1
We call LB1 the value of the lower bound computed according to expression (15), where UB(q) = min [ (q; )] and (q; ) is the optimal solution cost of the following problem RMP1(q; ) that is obtained from problem RMP(q; ) by adding constraints '∈S rs (q)
x ' =1 if (r; s) ∈ P ; 61 if (r; s) ∈ P ; (24)
An optimal solution of RMP1(q; ) can be easily computed as follows:
we assume h rs = 0 if S rs (q) = ∅.
(ii) Sort P in non-increasing h rs order: P = ((r i1 ; s i1 ); (r i2 ; s i2 ); : : : ; (r it ; s it )) where
(iii) Then (q; ) = (r; s)∈P h rs + M −|P | t=1 h ri t si t . For the MP problem shown in Fig. 1 , the value of LB1 is 247, which corresponds to the solution shown in Fig. 4 .
Lower bound LB2
Lower bound LB2 is derived from LB1 imposing the additional constraint that every border element of matrix A is covered exactly by one submatrix.
Let B =((r 1 ; s 1 ); (r 2 ; s 2 ); : : : ; (r |B| ; s |B| )) be an ordered set containing the (2m+2n−4) indices of the border elements of matrix A. We assume that B is ordered as follows: B = ((1; 1); : : : ; (1; n); (2; n); : : : ; (m; n); (m; n − 1); : : : ; (m; 1); (m − 1; 1); : : : ; (2; 1)).
Notice that if the number of required partitions M is greater than or equal to 4, then any feasible solution must contain at least 4 submatrices covering B and at most (M − 4) submatrices not covering any element of B.
The submatrices not covering elements of B can be partitioned by means of a subset P of elements of A, as described in Section 4, such that P ∩ B = ∅.
We denote by RMP2(q; ) the problem obtained from RMP(q; ) by adding constraints (21) and the (2m + 2n − 4) constraints of type (3) '∈S rs (q)
x ' =1; (r; s) ∈ P ; 61; (r; s) ∈ P ;
Problem RMP2(q; ) is as hard to solve as problem MP(q); however, it can be relaxed as follows. Let B(q) ⊆ S(q) be the subset of the submatrices covering at least one element of B and B (q) = S(q) \ B(q) and let B rs (q) = S rs (q) ∩ B (q), ∀(r; s) ∈ B. Consider the relaxed problem RRMP2(q; ) that is obtained from RMP2(q; ) by replacing in constraints (27) "=" with "6" and the set S rs (q) with B rs (q). Furthermore, we replace in constraints (29) the set S rs (q) with B rs (q) = S rs (q) ∩ B(q), ∀(r; s) ∈ B.
Problem RRMP2(q; ) can be written as follows:
(RRMP2(q; )): (q; ) = Max
'∈B(q)
'∈B rs (q)
x ' 61; (r; s) ∈ P;
'∈Brs(q)
x ' = 1; (r; s) ∈ B;
We call LB2 the value of the lower bound computed according to expression (15) where UB(q)=min [ (q; )] and (q; ) is the optimal solution cost of RRMP2(q; ).
Computation of lower bound LB2
The procedure that we propose for solving problem RRMP2(q; ) is based on the following observation. Any optimal solution of RRMP2(q; ) is composed of k (k6M ) submatrices covering the border B and (M − k) submatrices non-covering the border B. Therefore, we can decompose problem RRMP2(q; ) into two subproblems S 1 (q; ; k) and S 2 (q; ; k) where S 1 (q; ; k) ÿnds among the submatrices of the set B(q) the k largest cost submatrices covering B (i.e. satisfying constraints (33)) while S 2 (q; ; k) ÿnds among the submatrices of the set B (q) the (M − k) largest cost submatrices satisfying constraints (32).
Let 1 (q; ; k) and 2 (q; ; k) be the optimal solutions of subproblems S 1 (q; ; k) and S 2 (q; ; k), respectively; it is quite obvious that the cost (q; ) of the optimal solution of RRMP2(q; ) is given by 
Subproblems S 1 (q; ; k) and S 2 (q; ; k) can be formulated as follows:
(S 1 (q; ; k)):
w ' x ' s:t:
x ' = 1; (r; s) ∈ B; (37)
(S 2 (q; ; k)):
x ' 61; (r; s) ∈ P; (40)
x ' ∈ {0; 1}; ' ∈ B (q) (41)
Solving subproblem S 1 (q; ; k)
Let G = (X; E) be a directed graph where X = {1; 2; : : : ; |B|} contains one vertex for each element of B (i.e. vertex 1 corresponds to matrix element (1,1), vertex 2 corresponds to (1,2), etc. The arc set E contains every pair (i; j) with i; j=1; : : : ; |B|; i = j, such that:
(i) i ¡ j and B(q) contains a submatrix ' covering the elements of B from position i + 1 up to position j;
(ii) i ¿ j and B(q) contains a submatrix ' covering the elements of B from position i + 1 to position |B| and from position 1 up to j (see Fig. 5 ).
With each arc (i; j) ∈ E is associated a cost c i; j = Max{w ' : ' ∈ B(q) s:t: (r i+1 ; s i+1 ); (r j ; s j ) ∈ R ' }:
Every feasible solution of S 1 (q; ; k) corresponds to a circuit of cardinality k in G and vice versa. In Fig. 5 it is shown an example of a circuit in G of cardinality corresponding to a feasible solution of S 1 (q; ; k) for a matrix A(10 × 10). The optimal cost 1 (q; ; k) is computed as the cost of the maximum cost circuit of G having cardinality k. Notice that every circuit in G of cardinality k contains only one arc (say (i 1 ; j 1 )) with i 1 ¿ j 1 (see in Fig .5 the arc (30; 4) ), and k − 1 arcs {(i 2 ; j 2 ); : : : ; (i k ; j k )} with i r ¡ j r ; r = 2; : : : ; k (see in Fig. 5 the arcs (4; 7); (7; 16); (16; 21); (21; 30)).
The optimal cost 1 (q; ; k) can be computed as follows. Let E = {(i; j): (i; j) ∈ E s.t. i ¿ j} and E = E \ E and let us denote by f(i; j) the cost of the circuit of maximum cost in G of cardinality k containing arc (i; j) ∈ E . The value of f(i; j) can be computed as f(i; j) = c ij + g(i; j) where g(i; j) is the cost of the path of maximum cost from vertex i to vertex j in the partial graph G = (X; E). Since G is an acyclic directed graph, the value of g(i; j) can be computed in polynomial time, see [1] . The optimal solution cost of S 1 (q; ; k) is then given by 1 (q; ; k) = max
5.3. Solving subproblem S 2 (q; ; k) Subproblem S 2 (q; ; k) can be solved by inspection in a similar way as RMP1(q; ). Details of this procedure are given by Mingozzi and Morigi [7] .
In Fig. 6 the solution corresponding to LB2 = 250 for the matrix given in Fig. 1 is shown. Note that all the border elements are covered, whereas some internal matrix elements remain uncovered.
Heuristic method
In this section we propose a heuristic method for ÿnding a feasible MP solution of cost z UB by means of a recursive procedure using guillotine cuts. At the ÿrst stage, matrix A is split into two submatrices that are introduced into a stack T . The main recursive step consists of splitting a given submatrix ' ∈ T , of m(') rows and n(') columns, by means of either one horizontal or one vertical cut according to a minimum cost criteria. We denote by k(') the number of submatrices that, at some earlier stage of the recursion, it has been decided to extract from submatrix '. The cost associated with a horizontal cut in position r is given by the following function g(r):
where g(r) is a lower bound to the cost of the submatrix of maximum cost obtained by partitioning submatrix ' into k(') submatrices using a horizontal cut in position r. Hence the optimal horizontal cut r * corresponds to g(r * ) = min 16r6 m(') [g(r)]. We denote by Á(r * ) the value of producing the minimum in expression (42). Similarly, the cost of a vertical cut in column position c is given by the following function f(c):
n(') j=c+1 a ij k(') − ÿ ; c = 1; : : : ; n(' − 1):
The optimal vertical cut c * corresponds to f(c * )=min 16c6 n(') [f(c)] and we denote by (c * ) the value of ÿ giving the minimum in expression (43). At the main recursive step, submatrix l is split into two submatrices ' and ' either by a guillotine cut at column c * , if f(C * )6g(r * ), or by a guillotine cut at row r * , if f(c * ) ¿ g(r * ). In the ÿrst case we set k(' ) = (c * ) and k(' ) = k(') − (c * ), and in the latter case we set k(' ) = Á(r * ) and k(' ) = k(') − Á(r * ). Submatrix ' is removed from the stack T and the two submatrices ' and ' are added to T .
The recursive step is then repeated until M submatrices have been produced (i.e. |T | = M ). Fig. 7 shows the solution of cost z UB = 277 produced by the heuristic procedure for the problem of Fig. 1 .
Exact tree search algorithm
We chose to solve problem MP using a binary, depth-ÿrst tree search procedure that builds up a complete partitioning of matrix A. The state of a node of the tree is represented by two sets S0 and S1. The set S0 contains the indices of the submatrices that are excluded from the solution (i.e. x ' = 0; ∀' ∈ S0) while S1 contains the indices of the submatrices that are ÿxed in solution (i.e. x ' = 1; ∀' ∈ S1). Both LB1 and LB2 can be easily adapted to cope with the setting of variables {x ' } for computing a lower bound for the optimal completion of the solution emerging from node . This involves the setting of x ' = 0; ∀' ∈ S0; x ' = 1; ∀' ∈ S1 and x ' = 0; ∀' ∈ S2 where S2 denotes the submatrices that overlap with some submatrix ' ∈ S1 (i.e. S2 = {': ' ∈ S \ S0, s.t. R ' ∩ R ' = ∅ for some ' ∈ S1}). Moreover, in expression (14) we must replace (q) = mn with (q) = mn − '∈S1 |R ' |. We use S = S \ (S0 ∪ S1 ∪ S2) to denote the submatrices that can belong to the completion of the emerging solution. We backtrack in the tree when the lower bound is greater than or equal to z UB or when there exists an element a rs of matrix A that cannot be covered by any of the submatrices of S (i.e. (r; s) ∈ R ' ; ∀' ∈ S).
We use the following branching rule. Let ' * ∈ S2 be a submatrix of maximum cost c ' * less than or equal to the value of the lower bound that contains the highest, then leftmost, element of matrix A not yet covered by any submatrix of the set S1. We generate two nodes and of the tree search where at we set x ' * = 1 and at we set x ' * = 0. The algorithm terminates when all its nodes have been explored.
Computational results
The algorithm was programmed on Fortran 77 and run on a Pentium with a 200 MHz CPU and 64 Mbytes of memory. To evaluate the performance of our methods with respect to di erent type of integer square matrices, we generated three di erent classes Tables 1, 2 and 3 report the computational results of the test problems of classes 1; 2; and 3, respectively. In the tables we give for each problem the size (n) of the square matrix A, the number of partitions (M ) to be produced, the value and the computing time of the lower bounds (LB0, LB1, and LB2) at the root node of the tree search, the number of variables (|S|) of problem MP, the optimal solution cost (z * ); the value of the upper bound (z UB ) produced by the heuristic algorithm of Section 6 and the computing time and the number of nodes of the exact algorithms A1 and A2, where A1 denotes the tree search procedure described in Section 7 using the lower bound LB1, and A2 is the tree search using LB2.
All computing times shown are in seconds. The three tables show that lower bound LB2 is always better than LB1, but LB2 requires more computing time. On average the exact algorithm A2 is computationally more expensive than A1 but it generates a smaller number of nodes in the tree search due to the better quality of lower bound LB2.
We can observe, for the three classes of problems, that the computing time of A1 and A2 increases for increasing values of M due to the fact that the quality of both LB1 and LB2 deteriorates with M . Furthermore, the results seem to indicate that the performance of algorithms A1 and A2 does not depend on the class of matrix considered in our computational experience.
In conclusion, the exact algorithms A1 and A2 proposed are capable of solving moderately sized MP problems.
