Introduction
As in the classical travelling salesman problem (TSP), the travelling salesman problem with time windows (TSPTW) requires the specification of a Hamiltonian cycle through a graph of nodes, but adds the requirement that each node must be visited within a predefined time window. For a routing application, the TSPTW represents the problem of finding an efficient route, starting and ending at a specified depot, that visits a set of customers, each one in his predefined time window. In the machine scheduling environment, the TSPTW can be used to model the problem of sequencing jobs on a single machine where the setup time of each job depends on the previous job, and each job has a release time and a deadline. In the routing context, the TSPTW objective is typically to minimize the sum of the travel times. In the machine scheduling context, the TSPTW objective is to minimize the makespan. Both versions of the TSPTW are proven to be NP-hard, and even finding feasible solutions is an NP-complete problem [1] . For convenience we henceforth refer to the TSPTW with travel-time minimization by TSPTW-TT, and to the TSPTW with makespan minimization by TSPTW-M.
Contribution of this Paper
Among the two above-mentioned problem versions, the TSPTW-TT has been more closely studied in the literature. In fact, very few algorithms have been proposed for the TSPTW-M. In this paper, we adapt two state-of-the-art algorithms for the TSPTW-TT, compressed annealing (CA) [2] and the Beam-ACO algorithm [3] , to the TSPTW-M. These algorithms, by virtue of being metaheuristics, can be easily adapted to different variants of the same problem. Moreover, in this case, the structure of the problem remains the same despite the change in the objective function. We do not attempt to adapt other algorithms developed for the TSPTW-TT to the TSPTW-M. First, some of these algorithms heavily rely on heuristics specific to the TSPTW-TT. Second, since Beam-ACO and CA are the state-of-the-art for the TSPTW-TT, there is no a priori indication that other algorithms could become better than them when adapted to the TSPTW-M.
Concerning the experimental results, we present an exhaustive comparison between both adapted algorithms on a compre-hensive set of benchmark instances available in the literature. This, as such, is a useful contribution because existing algorithm proposals for the TSPTW-M have only been applied to rather small subsets of the available benchmark instances. Furthermore, both algorithms are compared to current state-of-theart algorithms developed specifically for the TSPTW-M.
Concerning the comparison between Beam-ACO and CA, we were able to detect-for all considered sets of benchmark instances-a statistically significant advantage of Beam-ACO over CA. With respect to the comparison of Beam-ACO and CA with existing state-of-the-art algorithms, the following conclusions can be drawn. First, for the benchmark set proposed by Dumas et al. [7] , Beam-ACO is able to improve the best-known results from [12] in five out of 22 cases. In the remaining cases, the same results as in [12] are achieved. Currently, the stateof-the-art algorithms for the TSPTW-M are ACS-TSPTW and ACS-Time [16] . Both algorithms are based on the metaheuristic ant colony optimization. In [16] , both algorithms were applied to the benchmark set proposed by Potvin & Bengio [22] . A comparison of Beam-ACO and CA with the two ACO algorithms on this benchmark set reveals that Beam-ACO outperforms ACS-TSPTW in 17 out of 24 cases and ACS-Time in 20 out of 24 cases. While in the remainder cases both algorithms obtain the best-known solution in every run, Beam-ACO is from 40 to more than one hundred times faster than the other algorithms. The results of CA are similar to those of Beam-ACO.
Organization of the Paper
The remainder of the paper is organized as follows. In Section 2, we provide a technical description of the TSPTW. We review the history of both problem variants in Section 2.1. In Section 3, we briefly describe CA and Beam-ACO as well as providing a description of the changes that were necessary for adapting them to makespan optimization. The benchmark instances considered in this work are described in Section 4. After outlining the tuning process, we provide comprehensive results in Section 5 for both algorithms on a comprehensive set of benchmark instances used in the related literature. Finally, we offer conclusions and an outlook to future work in Section 6.
Technical Problem Description
Given an undirected complete graph G = (N, A), where N = {0, 1, . . . , n} is a set of nodes representing the depot (node 0) and n customers, and A = N × N is the set of edges connecting the nodes, a TSPTW solution is a sequence visiting each node of G exactly once (starting and ending at the depot). We represent a tour as P = (p 0 = 0, p 1 , . . . , p n , p n+1 = 0), where the subsequence (p 1 , . . . , p k , . . . , p n ) is a permutation of the nodes in N \ {0} and p k denotes the index of the node at the k th position of the tour. The two additional elements-that is, p 0 = 0 and p n+1 = 0-represent the depot at which the tour starts and ends.
For each edge a i j ∈ A, which connects the two nodes i and j, there is an associated cost c(a i j ). In a routing application, c(a i j ) represents the service time at customer i plus the travel time between customer i and j. In a scheduling application, c(a i j ) represents the task time for job i plus the time to set up for job j when following job i. A time window [e i , l i ] is associated to each node i ∈ N, which defines when service at node i can begin. Waiting times are generally permitted; in the routing, this implies that a customer i may be reached before the start e i of its time window, but service cannot start until e i . Therefore, given a particular tour P, the departure time from node p k is calculated as
where
is the arrival time at node p k in the tour. A tour P is feasible, if and only if Ω(P) = n+1 k=0 ω(p k ) = 0, where ω(p k ) = 1 if A p k > l p k , and 0 otherwise.
As outlined above, two different objective functions may be considered for the TSPTW. The function for travel-time minimization, f tt (·), concerns the minimization of the sum of the costs of the edges traversed along a tour. That is, given a tour P:
Note that the objective function f tt (·) is analogous to the one of the classical TSP. The other alternative is to minimize A p n+1 , that is, the arrival time at the depot. That is, given a tour P:
where function f m (·) refers to makespan minimization.
Previous Work on the TSPTW
The earliest papers on the TSPTW focused on exact approaches for makespan optimization [4, 5] . The testing of these approaches was limited to instances of at most 50 nodes. Moreover, these algorithms were not able to handle wide or overlapping time windows. Langevin et al. [6] proposed a branchand-bound scheme to solve a two-commodity flow formulation for the TSPTW and considered both makespan and travel-time optimization; their implementation was able to solve instances of up to 40 nodes. Dumas et al. [7] extended earlier dynamic programming approaches by using state space reduction techniques that allowed them to solve larger problem instances. More recently, Ascheuer et al. [8] developed a branch-andcut algorithm in which they applied techniques tailored for the asymmetric TSPTW. Balas & Simonetti [9] presented a lineartime dynamic programming algorithm for several TSP variants with precedence constraints, including the TSPTW. Constraint programming is another exact approach that has been applied to the TSPTW [10, 11] .
Due to the inherent difficulty of the TSPTW, heuristics have been the focus of research in more recent years. Carlton & Barnes [12] developed a tabu search approach to optimize a hierarchical objective that attempts to primarily minimize makespan, and then secondly to minimize total travel time subject to maintaining the minimal makespan. In order to deal with infeasibility, Carlton & Barnes [12] augment the objective function with a static penalty for violating l i of customer i. Gendreau et al. [13] presented a constructive heuristic with a subsequent improvement procedure. Wolfler Calvo [14] presented a constructive heuristic that starts with a solution to an ad-hoc assignment problem, proceeds with a greedy insertion procedure to obtain a complete solution and applies local search to further improve the obtained solution. Two stateof-the-art TSPTW-TT algorithms for travel-time optimization were proposed by Ohlmann & Thomas [2] and López-Ibáñez & Blum [3] . Ohlmann & Thomas [2] proposed a compressed annealing (CA) algorithm, which is a variant of simulated annealing making use of a variable penalty method. Finally, López-Ibáñez & Blum [3] presented Beam-ACO algorithm, which results from the combination of ant colony optimization (ACO) with beam search, a heuristic variant of branch-and-bound. The same authors [3] also provided a comprehensive comparison of CA and Beam-ACO. Recently, a variable neighborhood search approach has been proposed [15] . This algorithm appears to perform similarly well. However, it has not been tested on all available benchmark instances. Authors developing heuristic approaches have focused on travel-time optimization and fewer results are published on makespan optimization. Curiously, TSPTW-M has been the focus of the ant colony optimization community [16, 17, 18] . Some of these ACO approaches [16, 17] can be considered state-of-the-art for the TSPTW-M.
Adaptation of the Algorithms to Makespan Optimization
In the following we provide a short description of both CA (as published in [2] ) and Beam-ACO (as published in [3] ) for the TSPTW-M.
Compressed Annealing for the TSPTW-M
Compressed annealing (CA) incorporates a variable penalty approach within the stochastic local search framework of simulated annealing to address constrained combinatorial optimization problems (such as the TSPTW). Simulated annealing algorithms escape local optima by probabilistically allowing moves to non-improving neighbors. Simulated annealing controls the likelihood of accepting a non-improving neighbor solution via a parameter called temperature, τ. CA introduces an additional parameter called pressure, λ, which controls the likelihood of accepting an infeasible solution (with respect to the time window constraints) by introducing a penalty proportional to the degree of infeasibility. Specifically, CA evaluates each tour P according to the augmented function v(P, λ) = f m (P) + λρ(P), where
is the degree of time window violation. The search behavior of CA is governed by the manner in which temperature and pressure are adjusted during the annealing run. Every ι iterations, the values of temperature and pressure are respectively updated according to τ k+1 = βτ k and λ k+1 =λ 1 − e
−γk
, where β and γ are user-specified parameters.
To estimate the initial temperature value, τ 0 , as well asλ, we execute a pre-processing step that samples 5000 pairs of neighbor solutions (for a 1-shift neighborhood). Based on this sample, we compute
where |∆v| is the average absolute difference in objective function over the 5000 sample transitions, and the values of χ 0 and κ are user-specified. CA is terminated when the best solution has not been updated in the last I temperature/pressure changes (I × ι neighbor solutions) while requiring a minimum of 100 total temperature changes, i.e., the algorithm will consider at least 100 × ι neighbor solutions. We discuss the calibration of parameters ι, β, γ, χ 0 , and κ in Section 5.1. See Algorithm 1 for an overview of CA; we refer to Ohlmann & Thomas [2] for further details on CA.
Algorithm 1 Pseudo-code of Compressed Annealing 1: Initialize best tour found, P best , so that f m (P best ) = ∞ and ρ(P best ) = 0 2: Generate initial tour, P 3: k := 0 4: Set initial temperature and pressure, τ k and λ k 5: Set ι, the number of iterations at each temperature/pressure 6: repeat 7: counter := 0 8:
counter := counter + 1 10: Randomly generate P , a neighbor tour of P
11:
With probability exp
if ρ(P) ≤ ρ(P best ) and f m (P) < f m (P best ) then 13:
end if 15: until counter = ι 16: k := k + 1 17: Update τ k and λ k according to cooling and compression schedules 18: until termination criterion satisfied 19: output: P best
Beam-ACO for the TSPTW-M
Beam-ACO is an algorithm that results from the hybridization of the metaheuristic ant colony optimization (ACO) with beam search. The general framework of a Beam-ACO algorithm [19] is based on ACO. In ACO, a certain number of solutions are constructed at each iteration independent of each other. This is based on a so-called pheromone model, a set T of numerical values that are used to generate the probabilities for the possible extensions of the partial solution considered at the current construction step. In the case of the TSPTW, partial solutions correspond to partial tours. Moreover, an extension of a partial tour is obtained by visiting exactly one of the so-far unvisited customers.
The general framework of Beam-ACO is shown in Algorithm 2. In contrast to ACO, Beam-ACO employs-at each iteration-a probabilistic beam search procedure that generates a number of k bw solutions interdependently and in parallel (see line 5 of Algorithm 2). The best one of these solutions, P ib , is provided as feedback to the algorithm. The pseudo-code of the probabilistic beam search that we devised is given in Algorithm 3. Parameter k bw is known as the beam width. Just like in ACO, the extension of partial solutions in Beam-ACO is based on a greedy function and on the pheromone model. More specifically, based on greedy and pheromone information, Beam-ACO selects at each construction step a number of µ · k bw extensions of the current set of k bw partial solutions. Hereby, µ > 1 is a parameter of the algorithm. As the number of solutions to be generated is limited by k bw , the next step consists in reducing the set of selected partial solutions to the k bw best ones. This is generally done by means of bounding information. Hence, accurate and inexpensive bounding information is of crucial importance for Beam-ACO. In other words, when the bounding information is either misleading or when this information is computationally expensive, Beam-ACO may not be the algorithm of choice. Unfortunately, this has turned out to be the case for the TSPTW. Therefore, López-Ibáñez & Blum [3] replaced, in the context of the TSPTW-TT, the use of bounding information by a technique known as stochastic sampling [20, 21] . Apply local search to P ib 7:
Apply an update of the pheromone values 9: until termination criterion satisfied 10 Generate the set of all extensions, C, of the partial solutions in B t
4:
B t+1 := ∅ 5:
Choose one of the children from C, c, based on greedy/pheromone information 7: Remove c from C
8:
Add c to B t+1 9:
end for 10: Reduce the size of B t+1 to k bw by means of stochastic sampling 11: end for 12: output: The best solution from B n pling is not used at all. Instead, the k bw partial solutions for further examination are chosen randomly from the set of µ · k bw generated extensions. Stochastic sampling is only used in the remaining construction steps. Note that when r s = 0 stochastic sampling is not applied at all, while r s = 100 refers to the use of stochastic sampling at each construction step.
Finally, we adapt the 1-opt best-improvement local search already proposed for the TSPTW-TT [3] . This local search is applied to the best solution generated at each iteration. In the 1-opt neighborhood, a single customer is removed from the tour and reinserted in a different position. A similar local search was previously proposed by Carlton & Barnes [12] , but with some notable differences. In particular, we implemented several speed-ups that are not found in previous proposals, and we compare solutions lexicographically, instead of using a penalty term. The adaptation of the 1-opt local search to the TSPTW-M requires that Beam-ACO keeps track of the partial makespan during solution construction. Since this was already required by the speed-ups proposed in the context of the TSPTW-TT [3] , the local search algorithm remains basically the same.
Since we noticed that the best-improvement local search could be computationally expensive, we also implement here a first-improvement variant, which does not necessarily examine the whole neighborhood of a given solution. In the firstimprovement variant, whenever a neighbor is found that is better than the current solution, this neighbor is selected without examining the rest of the neighborhood. Just like the bestimprovement variant, the first-improvement variant stops when no improving neighbor can be found.
The Beam-ACO approach differs from other published algorithms for the TSPTW by not making use of a penalty term in the objective function. Instead it uses a lexicographic comparison of-possibly infeasible-solutions. For this purpose, an operator (< lex ) was defined that compares solutions by their number of constraint violations (Ω). In the case of an equal number of constraint violations, the objective function ( f ) is used as a second criterion. More formally, two different solu-tions P and P are compared as follows:
or (Ω(P) = Ω(P ) and f (P) < f (P )) (7) The interested reader may note that the pseudo-codes that are given above are slightly simplified. A complete description of the Beam-ACO algorithm can be found in the original paper [3] .
Benchmark Instances
In the following, we briefly describe the seven benchmark sets considered in this work. 1 1. The first set consists of 30 instances originally provided by Potvin & Bengio [22] and derived from Solomon's RC2 VRPTW instances [23] . These instances are very diverse in structure. The number of customers (n) ranges from 3 to 44 customers. 2. The second set of benchmark instances, by Langevin et al. [6] , consists of seven instance classes of 10 instances each. Instances are grouped by number of customers and time window width. 3. The third benchmark set consists of 27 classes of five instances each. All instances were proposed and solved to optimality by Dumas et al. [7] . Instance size ranges from 20 to 200 customers. 4. Gendreau et al. [13] provided the fourth benchmark set consisting of 120 instances grouped into 26 classes with the same number of customers and equivalent time window widths. These instances were obtained from the instances proposed by Dumas et al. [7] by extending the time windows by 100 units, resulting in time windows in the range from 120 to 200 time units. 5. The fifth set of benchmark instances, proposed by Ohlmann & Thomas [2] , contains 25 instances grouped into five classes. The instances were derived from the instances with 150, respectively 200, customers proposed by Dumas et al. [7] by extending the time windows by 100 time units. 6. The sixth benchmark set consists of 50 asymmetric TSPTW instances introduced by Ascheuer [24] . These are real-world instances based on the routing of a stacker crane in an automated storage system. 7. Finally, the seventh benchmark set contains 27 symmetric instances proposed by Pesant et al. [10] (and also used by Focacci et al. [11] ). While they were also derived from Solomon's RC2 VRPTW instances [23] , they are different from the instances proposed by Potvin & Bengio [22] . 1 These instances are available at http://iridia.ulb.ac.be/~manuel/ tsptw-instances 
Experimental Evaluation
We
Parameter Tuning
All benchmark sets described in the previous section are randomly partitioned in two distinct sets: 20% of the instances are used for tuning and the remaining 80% are used for testing. The parameters of both Beam-ACO and CA are tuned by means of Iterated F-race [25] , as implemented by the irace software package [26] . Tables 1 and 2 indicate the domain of the parameter settings considered for tuning.
Each run of the tuner (irace) produces a single parameter configuration of the algorithm being tuned (either Beam-ACO or CA). The stopping criterion for a single run of the tuner is 1000 runs of the algorithm being tuned, and each individual run of Beam-ACO or CA is stopped after 60 seconds. The tuner does not directly use the objective function to evaluate the quality of each run of Beam-ACO or CA. Instead, in order to take into account the number of constraint violations (Ω), the makespan ( f m ) and the computation time (T cpu ), the tuner uses the following formula to evaluate the cost value (Cost) of a run:
where c 1 and c 2 are constants that were chosen as follows. First, given a run having produced a solution with a lower number of constraint violations than another run, the former should always have a lower cost value than the latter. This can be achieved by choosing c 1 to be (i) greater than any possible makespan value of any possible solution to any of the considered problem instances, and (ii) greater than any possible computation time. It was verified that c 1 = 10 7 satisfies this requirement concerning the set of benchmark instances that was tackled in this work. Second, in the case of two runs having produced solutions with the same number of constraint violations, the run with the better solution concerning the makespan value should have a lower cost value than the other run. This can be achieved by choosing c 2 to be greater than any possible computation time. As the computation time limit for all runs was 60 seconds, the setting c 2 = 100 satisfies this requirement. We repeat each run of the tuner five times for each algorithm, thus, we obtain five parameter configurations of Beam-ACO and five parameter configurations of CA. Table 3 describes the configurations of Beam-ACO found by the five tuning runs, and Table 4 describes the ones corresponding to the tuning of CA. The table also includes the default parameter settings of CA (row "default") for further comparison. The parameter settings found by the different runs of the tuner are quite similar. In the case of Beam-ACO, they are characterized by small beamwidth, low µ, and the use of first-improvement local search. The values of sample rate and number of samples are more varied, which indicates some trade-off between these two parameters. The variability of the parameter settings found by the five tuning runs is also small in the case of CA. However, there are large differences with respect to the default parameter settings, in particular for ι and I. The next step is to test these configurations on the set of testing instances. 
Testing of the Tuned Configurations
We ran the above eleven algorithm versions (five settings of Beam-ACO and five settings of CA plus its default setting) on the remaining 80 percent of the benchmark instances that were not used during the tuning procedure. We repeat each run 15 times with a different random seed and stop each run after 60 seconds. We record the number of constraint violations (Ω), the relative percent deviation (RPD) of the makespan, that is, 100 · (makespan−best-known)/best-known, and the CPU time (T cpu ) required to find the best solution returned by each run. For the sake of brevity, we provide here only a statistical summary of the results.
For each run, we calculate a single value using Eq. 8, and we average over the 15 repetitions. We apply the nonparametric Friedman test to the average of these values over the 15 repetitions of each experiment. The different configurations are the treatment factor and the instances within each benchmark set are the blocking factor. The Friedman test ranks the configurations for each instance: the lower the rank the better. Moreover, it calculates the sum of the ranks for each configuration. Then, given a confidence level-95 percent, for instance-it provides the minimum difference of ranks that is significant at that level (∆R 95% ). Tables 5 and 6 summarise the results of the Friedman test for each benchmark set. The different configurations are sorted according to their difference of ranks (∆R) with respect to the best configuration. The value of ∆R is given in parenthesis and it should be compared with the critical value (∆R 95% ). When the critical value is infinite, there is no significant difference between the configurations. For ease of reading, we mark with a grey background those configurations that are not significantly different from the best one. In the case of Beam-ACO, Table 5 shows that configurations 1, 4, and 5 are most often the best ranked. Nonetheless, in most cases, there are no statistically significant differences between most configurations. In the case of CA, configurations 1, 4 and 5 are the best ranked, 2 whereas the default configuration is often among the worst ranked. Nonetheless, in almost all cases, the observed differences are not significant according to the Friedman test. These results indicate that the multiple runs of the tuning procedure found parameter settings of roughly the same quality.
Results of Beam-ACO and CA
For the sake of brevity, in the following we compare one configuration of Beam-ACO and one of CA. Specifically, we choose the best ranked configuration for each benchmark set, as reported in Tables 5 and 6 . We report for each instance, the best-known makespan value (Best), the percentage of runs of an algorithm that did not find any feasible solution (%inf ), the mean and standard deviation of the RPD makespan (RPDm and RPDsd) over 15 runs with different random seed, and the mean and standard deviation of the CPU time in seconds (Tm and Tsd) required to find the best solution returned by each run. Table 7 concerns the results obtained for the asymmetric instances proposed by Ascheuer [24] . Except for two large instances, Beam-ACO is able to achieve the best-known solution in all runs in very short time. For these two large instances (rbg193.tw and rbg233.tw), Beam-ACO finds the best-known solution in 93.33% and 80% of the runs, respectively, while it fails to find a feasible solution in the rest. CA, on the other hand, is much faster on the largest instances, but it converges prematurely to slightly sub-optimal solutions for several instances of size 21. This suggests that structural differences between the instances play a larger role than instance size for what concerns the performance of Beam-ACO and CA.
Apart from these few instances, the performance of Beam-ACO and CA is similar. Table 8 shows results for the instances proposed by Dumas et al. [7] . In order to enable a comparison with previous results reported by Carlton & Barnes [12] , the statistics of 15 applications to each instance are averaged over the five instances of each instance class. In this case, Beam-ACO generates the best-known solution in all runs for all but two instance classes, whereas CA fails to obtain a feasible solution in five instance classes. Although CA converges faster than Beam-ACO for instances of size n ≥ 150, it often converges to an infeasible solution. In comparison to the results provided by Carlton & Barnes [12] , we found new best-known solutions for five instance classes. Table 9 compares the results of Beam-ACO with CA for the instances proposed by Gendreau et al. [13] . Following Gendreau et al. [13] , we compute the statistics of 15 applications to each instance averaged over the five instances of each instance class. Hence, each instance class contains both tuning and testing instances. These instances have wide time windows for which the performance of exact algorithms tends to degrade. Interestingly, Beam-ACO is always able to find the best-known solution within one second. CA also finds very good feasible tours in short time. However, the quality of the solutions found by CA is slightly inferior to the ones obtained by Beam-ACO on a number of instances. Table 10 examines the performance of Beam-ACO on the instances proposed by Ohlmann & Thomas [2] . In this case, we only use the test instances for comparison. These instances were designed to be difficult for both heuristic and exact optimization methods, since they involve a large number of customers and wide time windows. However, they do not seem to pose any difficulty to Beam-ACO, whereas CA has problems finding the best-known solutions. Since these instances were proposed as larger variants of those in Gendreau et al. [13] (Table 9), this result confirms that Beam-ACO is particularly good in solving this type of instances. Table 11 provides the results for the symmetric instances proposed by Pesant et al. [10] . We only show results on the test instances. Although both algorithms always find a feasible solution, Beam-ACO always converges to the best-known solution, whereas CA obtains slightly worse solutions in some runs. Table 12 shows the results obtained by Beam-ACO and CA on the test instances from the benchmark set by Potvin & Bengio [22] . In that table, we also show the results of the current state-of-the-art algorithms for this benchmark set: (1) the results reported by Cheng & Mao [16] for their Ant Colony System algorithm (ACS-TSPTW), and (2) the results of a different Ant Colony System algorithm (labelled ACS-Time) proposed by Gambardella et al. [17] . Both ACS algorithms were exclusively applied to this benchmark set in the original papers. Concerning our results, we can observe that Beam-ACO obtains the best-known feasible solutions in all runs. On the other hand, CA has difficulties finding the best-known solution for seven instances. Despite the fact that Cheng & Mao [16] used a modern computer equipped with an AMD Athlon 1.46 GHz processor (the programming language that was utilized was not The above results show conclusively that both Beam-ACO and CA are high-performance algorithms for TSPTW with makespan optimization relative to the benchmark sets from the literature. The above results also show that, although CA is able to obtain very good solutions in a very short computation time, Beam-ACO consistently finds the highest quality feasible solutions within the time limit of 60 CPU-seconds. The only methods requiring significant amounts of time (more than 20 seconds) are the ACS algorithms. In most problem instances, both Beam-ACO and CA require less than one second to find the best-known solution. The fact that both Beam-ACO and CA require a mean time of around 20 seconds for a few instances shows that those instances are harder than usual. Nonetheless, given that the time limit was 60 seconds, and that we report the time that the last best-so-far solution was found, a value of 20 seconds indicates that the algorithms converge fast. This may be explained by the fact that we included minimizing time (T CPU ) as a criterion for tuning the algorithms (Eq. 8).
Finally, we performed a statistical comparison of Beam-ACO and CA on all test instances, using the best configurations of Beam-ACO and CA for each benchmark set, that is, those ranked first in Tables 5 and 6 . We applied Eq. 8 to the results obtained by each run for each instance. This was done in order to take into account both feasibility, quality and computation time. Then, the results are ranked and the Friedman test is applied per benchmark set. The results of the tests are given in Table 13 . For all benchmark sets, except for the Ascheuer instances, there is a significant difference in favor of Beam-ACO over CA, which confirms the results observed in the tables above.
Summary and Conclusions
This paper presented the adaptation of the Beam-ACO and compressed annealing algorithms from the travel-time variant of the traveling salesman problem with time windows to the variant that considers makespan optimization. This case study supports the intuition that, when tackling a variant of a wellknown problem, it might be a good strategy to first adapt the best-known algorithms from the literature to the problem variant, before starting to develop completely new algorithms.
Both Beam-ACO and compressed annealing have been subject to a rigorous tuning process in order to obtain well-working Table 9 : Results for instances proposed by Gendreau et al. [13] . [16] are better than the best value we ever found. We suspect a typo in the original paper. inf. The algorithm did not find a single feasible solution over 5 independent runs. (7) parameter settings. Moreover, a comprehensive experimental analysis has shown that both Beam-ACO and compressed annealing perform significantly better than algorithms recently proposed specifically for makespan optimization. Concerning the comparison between Beam-ACO and compressed annealing, a slight but consistent advantage of Beam-ACO over CA was observed.
Future work might consist in adapting other algorithms originally proposed for the travel-time minimization to makespan minimization. However, this may prove to be difficult in the case of algorithms that rely on heuristics specific to the traveltime objective. Moreover, we are not aware of other state-ofthe-art metaheuristics for the travel-time objective that are candidates to perform well for the makespan objective [3] .
Another interesting extension of the present work concerns the automatic development of algorithms for less known problem variants on the basis of well-performing algorithms for well known (and closely related) problems by means of automatic configuration tools [27] . The resulting algorithms would then be benchmarked against the current state of the art for those less known problem variants in the same way as done in this paper.
