Bag of Lines (BoL) for ImprovedI. INTRODUCTION R OBUST feature representation is key for the performance of many automated image understanding systems. Feature representation involves efficiently and accurately extracting and representing interesting image structures in the scene ranging from edge lines to complex shapes. Earlier studies often focused on extracting and classifying features associated with a single pixel or a group of homogeneous pixels (often referred to as objects) [1] . In this letter, we focus on aerial image patches termed as scenes that represent local geospatial neighborhoods. Fig. 1 shows a few aerial scenes that are used in our study. Depending on the source, these scenes can have different spatial resolutions ranging from meters to a few inches. We focus on developing holistic scene representations from low-level primitives that are invariant to spatial resolutions and scene conditions yet powerful to discriminate the underlying scene categories. The proposed scene representation can be used for supervised image classification and content-based image retrieval.
The variations in scene conditions, spatial arrangements of scene structures, and differences in sensor parameters make aerial scene representation a nontrivial problem. Although feature descriptors such as SIFT [2] , [3] , Gabor filters [4] , and texture motifs [5] have been extensively studied earlier for representing aerial scenes, these techniques do not directly address the variations in the spatial resolution of the aerial imagery. Here, we introduce a line-based feature representation where the extracted line features can be automatically adapted based on the spatial resolution of the image. The proposed representation encodes the structural and spatial patterns in the scene through a histogram computed over different line types. We show that the proposed feature representation yields superior classification and clustering performance when tested with urban scenes acquired by sensors with different spatial resolutions.
II. RELATED WORK
Aerial scene modeling typically involves two primary steps-extraction of low-level features and encoding them into suitable descriptors [2] . Low-level descriptors such as SIFT [6] and histogram of gradients (HoG) [7] are first extracted at either key points of interest or as dense grids. These local features are judiciously combined into global-level descriptors to represent the scene using popular approaches such as bag of visual words (BoVW) [8] , latent Dirichlet allocation [9] , and sparse encoding [2] , [3] . The success of a scene recognition model predominantly depends on the choice of low-level features and its transformation into an intermediate representation. The geometry and spatial arrangements of local scene structures are often used to generate intermediate scene representations. Urban scene structures such as edges of buildings, streets, freeway lanes, and similar things often appear as linear features with distinct characteristics. Earlier works by Unsalan and Boyer [10] and Cheriyadat [11] showed that statistics estimated from these linear features can produce feature vectors that U.S. Government work not protected by U.S. copyright. are useful in scene category prediction. The authors computed statistics, including the mean and entropy of line length and contrast, to produce a scene representation. In [11] , the author extended line features by computing additional line statistics and supplementing it with global features estimated from the scene power spectrum. Similarly, in [12] , Huang et al. explored a similar idea based on statistics computed from directional lines. In this letter, we further extend the scene representation based on line features through the unsupervised learning of line types associated with various local linear structures observed in the scene. A dictionary containing different line types is used to generate the scene representation, which we refer to as the bag of lines (BoL).
III. BoL REPRESENTATION
The proposed scene representation begins by extracting straight line segments from the image by grouping spatially contiguous pixels with consistent gradient orientations as reported in [13] . We begin by applying a 2 × 2 gradient filter to a normalized scene with zero mean and unit variance. Fig. 2(b) shows the gradient vectors with the line length and direction indicating the gradient magnitude and orientations, respectively. Next, spatially contiguous pixels with similar orientations are grouped together to form line support regions as shown in the zoomed-in inset in Fig. 2(b) . For the detailed mathematical definition of line support regions and the line extraction procedure, we refer interested readers to [10] and [13] for details. From the line support regions, we compute two line parameters, namely, length and contrast, through the Fourier series approximation of their line support region boundary [10] .
Next, for the scene representation, we learn a dictionary to account for the different types of lines observed in the aerial scenes. For this, we randomly collect 100 000 line samples from the aerial scene database. We apply unsupervised k-means clustering to cluster these lines based on their length and contrast parameters. The cluster centers represent different line types and form the dictionary entries. In this letter, we experimented with different numbers of clusters (dictionary size), and a dictionary size of 1000 was found to have the best performance in all the experiments discussed in Section IV. All results based on this codebook are reported in this study. Note that the dictionary can be learned as an offline process and is completely unsupervised. Next, we map each of the extracted lines in the scene to its closest entry in the dictionary based on Euclidean distance measure. Now, each line in the scene has an associated label which represents the line type. Fig. 2(d) shows the lines colored by the line type label. Fig. 3 shows lines associated with different aerial scenes. Note that the frequency of certain line types is a key indicator that uniquely characterizes the scene category. Finally, a compact feature vector representing the scene is produced by computing a normalized histogram over different lines. Unlike the summary statistics provided by previous approaches [11] , [12] , this approach provides a holistic representation of the scene using the distribution of line types. To account for the variations in the spatial resolutions, we apply a scale factor to the line length parameter. The scale factor is set as 1/S, where S is the spatial resolution of the scene (the spatial resolution of the image is extracted from the image metadata). This operation transforms all measurements into physical ground units and therefore has a direct geometric relationship with the structure present in the scene. The novelty of the proposed method lies in its ability to provide a simple yet powerful way to integrate the spatial resolution information into the feature computation, thereby making it applicable to satellite images with different spatial resolutions. In the remaining sections, we present our experimental setup and results.
IV. EXPERIMENTS
For our analysis, we extend the image data set published in [14] . The original data set comprises 810 1-m image patches representing three urban and two natural scene categories. We extend this data set by adding image patches from 0.6-and 0.15-m spatial resolution data covering the same areal extent (0.26 km 2 ). Since natural categories like agriculture and forest do not generally have long linear structures, these scenes will result in shorter lines with lower contrast and are distinctly different. We drop these natural categories and place our focus on discriminating highly overlapping and complex urban classes. The newly compiled data set contains a total of 1156 samples. The proposed representation is compared with the popular SIFT and Gabor scene representations. For the SIFT-based representation, a 128-dimension rotation-invariant descriptor is computed for each detected key point following the work proposed in [6] . We use the SIFT implementation provided in [15] . Next, following the standard BoVW approach [8] , we compile the codebook to represent each SIFT descriptor in terms of the visual word that is closest to the descriptor. The codebook size is set to 1000 after careful validation. Each scene is now represented by a normalized histogram computed over the visual words.
For the Gabor feature representation, we follow the work proposed in [4] . For this, the image is convolved with a filter bank consisting of Gabor filters at 5 scales and 30 orientations to produce a 300-dimensional feature descriptor representing the mean and variance of the filter response magnitudes. The scale and orientation parameters of the filters were empirically chosen based on the best performance. We compare the performance 
A. Unsupervised Clustering
Visualizations of the BoL-, SIFT-, and Gabor-based feature spaces are provided in Fig. 4 . These visualizations are created by reducing their corresponding high-dimensional feature vector into 2-D space using the t-distributed stochastic neighbor embedding (t-SNE) implementation discussed by van der Maaten and Hinton [16] . Fig. 4(a) shows that the samples belonging to the same semantic categories are closely mapped to each other and form distinct clusters. Although similar clustering are also observed with the BoVW representation based on SIFT and Gabor features, the BoL representation presents a stronger separability between the three semantic classes. The cluster containing the residential scenes is markedly farther while the clusters with the downtown and large-complex scenes are closely placed. This visualization affirms the strong correlation between the line-based representation and the geometry of the linear structures present in a scene. While similar patterns are observed with the SIFT and the Gabor features, the three semantic clusters are less cohesive in comparison to the linebased features. For the Gabor filter-based representation, as observed in Fig. 4(c) , a considerable consfuion occurs between the downtown and large-complex scenes.
In order to quantitatively evaluate the ability to cluster semantically similar scenes, unsupervised k-means clustering is performed on the three feature spaces. Since there are three semantic categories in the data set, the k parameter is set as 3. The resulting clusters are evaluated using two measures-cluster cohesiveness [17] and adjusted rand index [18] . A cluster is highly cohesive (homogeneous) if all its samples belong to the same semantic category. The cluster cohesiveness measure C A ranges from 0 to 1, where C A = 0 indicates a highly homogeneous cluster and C A = 1 indicates a very heterogeneous cluster where all the samples come from different semantic categories. The cluster cohesiveness measure of each k cluster is determined, and an average is computed to arrive at a final cohesiveness measure. In addition to the cohesiveness measure, the unsupervised clusters were compared with the reference labeled clusters to determine their similarity. This was done using the adjusted rand index [19] which provides a measure of similarity between two types of partitioning. The rand index varies from 0 to 1 with 0 indicating that the two partitioning (unsupervised clusters and labeled reference clusters) are very different and 1 indicating that they are the same. The proportion of samples from each semantic category in each cluster obtained from the unsupervised clustering is provided in Table I . The numbers provided in this table direct us toward similar conclusions as Fig. 4 . With the BoL feature space, each cluster predominantly contains scenes from only one of the three semantic categories. The line-based descriptors resulted in highly homogeneous clusters with almost 40% decrease in the average cluster cohesiveness measure in comparison to the SIFT-and Gabor-based descriptors. Although a similar pattern in sample proportion can be noted with the SIFT features [see Table I (b)], a noticeable confusion between the semantic categories can be detected. The Gabor-based features resulted in the poorest cluster cohesiveness measure, reflecting the observations from Fig. 4(c) . From Table I(c), it can be observed that Cluster 1 contains almost equal numbers of samples from the downtown and large-complex categories, while both Cluster 2 and Cluster 3 are dominated by residential samples.
The numbers of clusters are varied, and their corresponding cluster cohesiveness measure and rand index are measured for each of the three feature representations (see Figs. 5 and 6 ). As the number of clusters increases, they become homogeneous as reflected by the decreasing cohesiveness value. Comparing the cohesiveness and rand index for the three descriptors in Figs. 5 and 6, it can be observed that the line-based representation has consistently produced homogeneous clusters that are very similar to the three labeled reference clusters.
Residential areas have smaller sized closely arranged buildings with vegetation juxtaposed between them. Large-complex scenes contain large mostly isolated buildings with the presence of large parking lots. Downtown scenes, on the other hand, are composed of a large fairly dense arrangement of buildings. Lines detected from each thematic class have distinct properties. For instance, lines from trees are short in length with low contrast, whereas lines from large commercial buildings are longer with high contrast. The BoL therefore provides a realistic representation of the geometry and arrangement of the geospatial structures within an aerial scene. Since each semantic category has a distinguishable pattern of structures, the BoL representation is subsequently able to clearly discriminate them. The BoL therefore outperforms the SIFT and Gabor features, which are able to provide only an indirect representation of the geospatial structures through key points and textures, respectively.
B. Supervised Classification
In order to quantitatively evaluate the resolution invariance of the proposed representation, a supervised classification is performed by training a linear support vector machine. A threefold validation is performed by holding out samples from one resolution pool for training and conducting validation on the other two pools. For instance, the first part uses samples TABLE II  SUPERVISED CLASSIFICATION USING THE LINE-, SIFT-, AND  GABOR-BASED FEATURES. THREEFOLD CROSS-VALIDATION WAS  PERFORMED USING THE THREE DIFFERENT RESOLUTION POOLS from the 1-m pool to train the model, and this model is used to label scenes from the 0.6-and 0.15-m pools. Average accuracies from the threefold validation are reported in Table II . The BoL representation resulted in the highest overall classification accuracy (see Table II ) along with highest precision/recall values for each semantic category. The scale factor adjustment done to the line length provides a closer correspondence to the ground size of the structures in a scene. The direct incorporation of the spatial resolution in the computation of the feature representation provides a high degree of invariance to the data source. This provides a competitive advantage over the SIFT and Gabor feature representations as confirmed by these results. Increasing spatial resolution causes a corresponding increase in the detail of information obtained. This can potentially modify texture patterns, thereby causing a difference in the SIFT and Gabor features.
V. CONCLUSION
In this letter, we introduced the BoL representation for aerial scenes by computing a histogram over different types of lines extracted from the scene. This unique scene representation utilizes the spatial resolution information provided in the image data for the feature representation, therefore making it resolution invariant. Our experiments demonstrate that the proposed BoL representation outperforms existing scene representation strategies on both clustering and classification tasks. The current representation, however, does not consider the spatial arrangement of the lines. In future, we plan to investigate spatial line features where neighborhood line relations are encoded into the feature representation.
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