We propose strict canonical and microcanonical Monte Carlo algorithms for an arbitrary lattice-gas binary mixture. We deduce formulas that allow us to obtain field quantities over the ensembles in which their conjugate extensive quantities are conserved. As an example, we have considered a lattice-gas mixture that is equivalent to the spin-1 Blume-Emery-Griffiths model ͓Phys. Rev. A 4, 1071 ͑1971͔͒. For a finite system and near a phase coexistence, the field as a function of its extensive conjugate shows a loop that disappears in the thermodynamic limit giving rise to the usual tie line. The first-order phase transition was determined by the use of three criteria.
I. INTRODUCTION
According to Gibbs' statistical mechanics, it is possible, in principle, to use distinct ensembles to evaluate the thermodynamic properties of a given system, since the properties will be the same, in the thermodynamic limit. 1 The distinguishing feature of a given ensemble is that if a quantity is held fixed, its conjugate quantity will be a fluctuating variable. A quantity held fixed may be either an extensive or a field quantity. In the study of lattice spin models the use of Monte Carlo algorithms is common, in which all fixed quantities are fields, except one which must be extensive. In this paper we propose Monte Carlo algorithms in which two or more extensive variables are held fixed.
Since there are few problems in the statistical mechanics of interacting systems for which we can find an exact solution, Monte Carlo simulations are important tools for the analysis of models in statistical mechanics. Moreover, Monte Carlo simulations can be performed in any ensemble if one is able to set up the appropriate algorithm. For example, the one-component lattice-gas model, or Ising model, has been simulated in the grand-canonical ensemble, [2] [3] [4] [5] in the canonical ensemble, 6, 7 and in the microcanonical ensemble. 8 When a field quantity is held fixed, the calculation of its conjugate extensive quantity poses no problem. On the other hand, if an extensive quantity is held fixed, then the calculation of its conjugate field quantity may not be easily obtained. This problem is overcome here by the use of a procedure already introduced 8 which allows us to deduce the appropriate formulas for calculating a field quantity.
In spite of the equivalence of the ensembles, there are cases in which the use of a given ensemble may be more appropriate. A situation that illustrates this occurs when one desires to compare theoretical and experimental results, since experiments are performed in a specific ensemble. For example, experiments involving solutions of molecules, such as surfactant solutions, for which phase separation may be present, 7 it may be more advantageous to use the canonical ensemble, because in general these experiments are performed by maintaining the temperature and the concentration of molecules constant. Also, in case of polymer dilute solutions, it may not be trivial to implement grand-canonical simulations. 9 Concerning the performance of numerical simulations, grand-canonical ensembles are usually generated by one-flip algorithms such as the dynamics of Metropolis et al. 2 and Glauber. 3 Although these algorithms are general and relatively easy to implement, they present hysteretic effects when used to determine first-order transitions, preventing a precise location of transition point. In the last years, several techniques have been proposed 10, 11 to circumvent this fact, such as the use of cluster algorithms. 4, 5, 12 Several studies have shown the efficiency of using this technique to not only eliminate metastability in first-order transitions but also to reduce the critical slowing down in continuous phase transitions. However, these algorithms are specialized. Each model considered requires a specific cluster algorithm that takes account of the appropriate transitions. In some cases, such as antiferromagnetic models in a triangular lattice, a priori it is not possible to develop an efficient cluster algorithm. On the other hand, our approach is general and valid for any latticegas mixture model and, in particular, for the model considered here which is equivalent to the spin-1 Blume-EmeryGriffiths model. 13 In the simulation of systems that display phase transitions, finite size effects are important. These effects have been investigated thoroughly for critical and first-order transitions in ensembles where the field variables are fixed. The situation in which the extensive variable is fixed is much less studied. In this case the field quantity as a function of its conjugate quantity exhibits a loop that is shown to disappear in the thermodynamic limit giving rise to the usual tie line. An appropriate treatment of loops has not been described in the literature. Therefore the comparison of results in different ensembles may lead to new methods for establishing phase transition lines or phase coexistence regions.
Our aim here consists also of using a procedure 8 that allows us to obtain the field quantities with respect to both canonical and microcanonical ensembles for an arbitrary lattice-gas mixture of two components. The model has several applications, as in the study of solid-liquid-gas systems, liquid crystal mixtures, semiconductor alloys, and others. 13 It displays phase diagrams with very different structures.
14 In general, it is used to describe the behavior of systems whose phase transitions are governed by two mechanisms: symmetry breaking and density fluctuations. 13, 14 We have described three criteria that can be used to identify and analyze firstorder transitions in the ensembles whose extensive variables are strictly constant.
The algorithms we propose here are defined as follows. At each time step, two sites of the lattice having distinct values of the occupation variable are chosen at random. The two chosen sites need not be nearest neighbors. Actually they may be any pair of sites of the lattice. The canonical distribution is generated by interchanging their occupation variables with probability min͕1 , exp͑−␤⌬H͖͒ where ⌬H is the change of energy due to the interchanging and ␤ =1/k B T with T being the temperature and k B the Boltzmann constant. The microcanonical distribution is generated by performing the interchanging only when the change of energy is null.
II. SPIN REPRESENTATION OF THE LATTICE-GAS MIXTURE
It is well known that a lattice-gas model composed of two species A and B with vacancies can be represented in terms of a spin-1 model. 13 Let us consider a mixture of species A and B sitting on a regular square lattice with V = L ϫ L sites. To each site i of the lattice we attach a variable i which takes, the values of 1, 0, and −1 according to whether the site i has a particle of species A, is vacant, or a particle of species B, respectively. A configuration of the system is denoted by = ͑ 1 , 2 , ... , i , ... , V ͒, and the Hamiltonian H͑͒, which is a sum of pair interaction energy, is given by
where the summation is over the nearest neighbor pair of sites. The parameters J, K 1 , and K 2 are related to the interaction energies between particles placed at neighboring sites of the lattice as follows:
and
where −⑀ AA , −⑀ BB , and −⑀ AB are the energies of interaction between species AA, BB, and AB, respectively. It is convenient to define the following quantities:
These two quantities are related to the number of particles N A of species A and the number of particles N B of species B. The quantity Q is just the total number of particles,
and M is the difference between the number of particles of species A and B,
The microcanonical ensemble is defined in such a way that the probability P inc ͑͒ of a configuration is the same for all configurations such that H͑͒, M͑͒, and Q͑͒ are held constant. The probability distribution for this ensemble is given by
where U is the fixed value of the energy, M is the fixed value of the difference N A − N B and Q is the fixed value of the total number of particles N A + N B , and ␦͑x , y͒ denotes the Kronecker delta.
In the canonical ensemble, M͑͒ and Q͑͒ are held constant but not H͑͒. In this case the probability P c ͑͒ of a configuration such that M͑͒ and Q͑͒ are constant is given by
where ␤ =1/k B T.
In the grand-canonical ensemble the quantities M͑͒ and Q͑͒ are also allowed to fluctuate and the probability distribution P͑͒ of the configuration is given by
where H is the field conjugated to M = ͗M͑͒͘ and D is the field conjugated to Q = ͗Q͑͒͘. They are related to the chemical potentials A and B of the species A and B, respectively, by
III. GRAND-CANONICAL ENSEMBLE
If the Monte Carlo simulation is performed in the grandcanonical ensemble then the quantities U = ͗H͘, M = ͗M͘, and Q = ͗Q͘ can be calculated simply as the averages of the well defined state functions H͑͒, M͑͒, and Q͑͒. If, however, an ensemble is used in which H, M, and Q are held fixed, we have to know how to determine their conjugate variables, the temperature T and the fields H and D. In the following we will deduce the appropriate formulas that allows us to perform these calculations.
One may obtain relations between the field variables H and D and average quantities M = ͗M͑͒͘ and Q = ͗Q͑͒͘ by considering relations between probabilities P͑͒ of different microscopic states . We start by writing the ratio between the probability of configuration i,0 , in which i = 0, and configuration i,+ , in which i = + 1. It is given by
where the summation is over the nearest neighbor sites of site i. This ratio can written as
or yet as
if we sum over all possible configurations , where ͗…͘ denotes an average over the grand-canonical ensemble. From this equation the relation follows:
By an analogous reasoning, if we started from the ratio
we would reach the relation
Dividing Eqs. ͑14͒ and ͑19͒ we obtain the ratio
where
from which we reach the relation
The above relation is identical to that obtained for the ordinary lattice-gas model or the Ising model in the spin language.
8 Now let us denote by E any one of the possible values that i + ͑͒ may assume and let us multiply both sites of Eq.
͑16͒ by ␦͑ i + ͑͒ , E͒ to get
After summing over all possible configurations the following relation can be reached:
From Eq. ͑22͒, we get the expression
If we multiply both sides of this equation by ␦͑ i ͑͒ , E͒, where E denotes now the possible values assumed by i ͑͒, and summing over all configurations, we reach the following relation:
Thus, we have written down relations between field variables, such as the temperature T and the fields H and D, and certain averages calculated in the grand-canonical ensemble.
IV. MICROCANONICAL AND CANONICAL ENSEMBLES
In the following, we resort to the equivalence of ensembles in order to write relations between field variable and averages calculated in the canonical or microcanonical ensemble. This extends to spin-1 models the procedure used for the Ising model. 8 In the canonical ensemble, the temperature T and the particle numbers N A and N B are constant which means that M and Q are held fixed. The canonical probability distribution P c − ͑͒ is given by Eq. ͑10͒. Assuming the equivalence of ensembles, Eqs. ͑18͒ and ͑21͒ may be rewritten as
where ͗...͘ c denotes an average in the canonical ensemble, q = Q / V, and m = M / V. These formulas allow us to obtain H and D from the canonical distribution and from them the chemical potentials A and B by means of Eqs. ͑12͒ and ͑13͒.
In the microcanonical ensemble, the total energy of the system H͑͒ and the quantities M͑͒ and Q͑͒ are held fixed. The probability distribution P mc ͑͒ is given by Eq. ͑9͒. Appealing to the equivalence of ensembles, we use Eq. ͑26͒ to write
Analogously, we can write a second relation for the microcanonical ensemble by using Eq. ͑28͒,
where ͗...͘ mc denotes an average over the microcanonical ensemble. These formulas allow us to obtain the temperature T and the fields H and D for the microcanonical ensemble. It is worth mentioning that formulas relating a field quantity to an average over an ensemble in which the conjugate extensive quantity is held fixed have been considered for continuous systems. 15, 16 For lattice systems analogous relations have also been obtained. 8, 16 Other approaches to describe microcanonical ensembles have been proposed in the literature. Creutz 17 has generated a microcanonical ensemble by assuming a canonical distribution of the energies carried by a "demon," whereas Lang and Stauffer 18 used an empirical energy-temperature relationship determined by a canonical Monte Carlo simulation. We remark that these approaches are distinct from ours.
V. NUMERICAL SIMULATIONS
We have performed numerical simulations of the lattice gas mixture with the total energy H͑͒ given by Eq. ͑1͒. We will take the values K 2 = 0 and K 1 =3J for energy constants, which correspond to symmetric interaction energies ⑀ AA = ⑀ BB =2⑀ AB . The corresponding phase diagram in the plane T vs D is well known, and it has been determined by Hoston and Berker 14 by means of mean field analysis. For H = 0, the concentration of species A and B is equal, whereas H Ͼ 0 ͑H Ͻ 0͒ favor the concentration of species A ͑B͒. Concerning the analysis at H = 0, small T and D, there is the phase separation of species A and B, respectively. Increasing D at low temperatures, the coexistence of three phases ͑rich at species A and B and vacancies͒ takes place, whereas for higher values of D only the phase rich at vacancies occurs. The phases rich at species A and B and rich at vacancies may be interpreted as two liquid phases and a gas phase, respectively, in analogy with the phase diagram of a simple fluid.
In the low temperature regime, when one increases D, the phase transition between the liquid phases and the gas phase is first order and it occurs at D =2z where z is the coordination number. In the present case of a square lattice, z = 4. For higher temperatures, the model displays a triple point, a critical point, and a tricritical point from which comes out a line of critical points. We will concern our analysis at first-order phase transitions.
It is possible to study the phase diagram of the system by considering different variables. If we take the phase diagram in the space of intensive variables, the coexistence of phases and second order transitions will be represented by a single point at the diagram. If the phase diagram is plotted by considering an intensive variable and an extensive one, the coexistence of phases will now be described by a tie line, whereas a second-order transition corresponds to a point. However, as it will be shown subsequently, the tie line occurs only in the thermodynamic limit; for finite systems it is replaced by a loop. 19 In the next subsection, we will describe and analyze three distinct criteria that can be used to determine the phase diagrams.
A. Canonical ensemble
We simulated the lattice-gas mixture in a square lattice with periodic boundary conditions. The simulations were performed for fixed values of M and Q. In all simulations we have considered M = 0. Thus, the total number of species A is equal to the total number of species B.
The actual Monte Carlo simulation begins by distributing N A = ͑Q + M͒ / 2 and N B = ͑Q − M͒ / 2 particles over the lattice. Since the total number of particles is strictly constant, the total number of vacant sites V − ͑N A + N B ͒ is also constant. For a given initial configuration ͑in our case, we started from a disordered initial configuration͒, one of the three possible transitions is chosen with equal probability. Next, two sites of the lattice describing the chosen transition are selected at random. The chosen sites interchange their occupation variables obeying the transition rate,
where ⌬H is the increase of the energy of the system after the interchange step. It is important to observe that this rate transition satisfies the detailed balance condition. We used system sizes ranging from L =30 to L = 80 and 10 7 Monte Carlo steps to evaluate the appropriate averages. Here a Monte Carlo step corresponds to V possible interchanges between the chosen occupation variables. The first criterion used here consists of obtaining the transition point by means of analysis of the specific heat. The specific heat C q,m at fixed m and q is related to the total energy H by means of the relation
In Fig. 1 , we plotted the specific heat C q,m versus the temperature T for q = 0.2. Under the condition of temperature T, q, and m held constant, starting from the coexistence of three phases we will arrive at a homogeneous phase for lower values of q or to the coexistence of two liquid phases, for higher values of q. For a system of size L, the crossing from one regime to another one is described by a maximum in the specific heat at T L . We expect that, in the thermodynamic limit, the crossing between the two regimes is signed by a peak in the specific heat at T 0 * . However, in the thermodynamic limit, the specific heat C q,m does not become a delta-function singularity. This is expected in first-order transitions between two phases when the chemical potentials ͑fields͒ are held constant. Finite size analysis in this case is well established, 21 with the difference between the temperature T L at which the specific heat is maximum and the temperature of the phase transition in the thermodynamic limit T 0 * decaying as L −2 . 12,20, 21 The scale with the volume of the system is related to the double Gaussian distribution of the energy near the transition, separated by a minimum of the probability distribution.
In the present case, the difference
when one increases L, as can be shown in the inset of Fig. 1 . A reasoning for justifying a different scale behavior is that, in the present case, the energy is described by a single Gaussian distribution throughout. Using this asymptotic scale relation, we obtained the extrapolated temperature 
where D 0 * is its asymptotic value. In the thermodynamic limit, the loops disappear. An analogous relation can be written down for the field H. Our data is clearly described by Eq. ͑35͒, which gives the asymptotic values H 0 * = 0.001͑1͒ and D 0 * = 8.0008͑3͒. These estimates are in excellent agreement with the values H 0 * = 0 and D 0 * = 7.998͑2͒ obtained from the specific heat analysis showed above.
Our data support that not only the maximum and the minimum D m * , but also all values of q inside the coexistence region, follow Eq. ͑35͒, as can be seen in Fig. 3 . The inset of Fig. 2 shows the collapse of all curves in the coexistence region using the transformation y
* − H L * is the chemical potential obtained for a fixed q and fixed system size L. The collapse of all curves confirms the dependence of the fields on the inverse of the system size L, whose asymptotic values of D 0 * are compatible to 8.0008͑3͒. For higher values of q outside the coexistence region, the deviation of D from its asymptotic value also decays as 1 / L, as shown in Fig. 3 . This can be understood by the fact that two liquid phases coexist and therefore the calculated quantities are also affected by interface phenomena. 23 For lower values of q outside the coexistence region, the deviation of D from its asymptotic value is not proportional to 1 / L but to 1/L 2 , as shown in Fig. 3 . The third criterion consists of identifying the transition point by the crossing among the isotherms of chemical potential for different system sizes, as shown in Fig. 2 . As we show in the Appendix, the crossing point is independent of lattice size and properly identifies coexistence. All curves cross at D = 8.000͑2͒, in good agreement with the other two criteria described above. Let q gas and q liq be the densities of the phases poor and rich in species A and B, respectively. At this point the fraction ␣ = q − q gas q liq − q gas ͑36͒ equals 0.65͑1͒. In the Appendix we demonstrate that the crossing among the isotherms occurs at ␣ =2/3, very close to the value ␣ = 0.65͑1͒. The crossing among the isotherms of q vs D is also observed in grand-canonical simulations with a cluster algorithm, and it occurs at the transition point D = 8.0 and ␣ =2/3. 20 Although the crossing occurs at the same point for both ensembles, the behavior of the isotherms in distinct ensembles are very different. While in the canonical ensemble the isotherms possess loops, as shown in Fig. 2 , in the grandcanonical ensemble the isotherms present no loops and are monotonic functions. 20 In the thermodynamic limit, the isotherms with loops coming from the canonical ensemble and the isotherms coming from the grand-canonical ensemble reduces to the same and unique isotherm with a tie line at the crossing point. We remark that if we use a Monte Carlo algorithm with local rules, such as a one-flip algorithm, to simulate the grand-canonical ensemble there will be no crossing due to the presence of hysteresis. 20 The second and third criteria described here has been verified for other values of temperatures. For T = 0.9, the crossing among the isotherms occurs at about ␣ =2/3, whose value of D is also consistent to 8.0.
B. Microcanonical ensemble
To simulate the lattice-gas model with vacancies in the microcanonical ensemble we have also considered a square lattice and periodic boundary conditions. The system was simulated at total energy H, with N A and N B strictly conserved. We started from an ordered initial state. In order to reach a state with the desired value of the energy which will be held fixed, we have performed at first only exchanges that increase the total energy. When the desired energy is reached, we start the actual simulation in which only exchanges that do not change the total energy will be performed.
After the system reached the steady state, we have calculated the temperature and the fields H and D using Eqs. ͑31͒ and ͑32͒. We considered here the same values of K 1 and K 2 of the previous section. Thus, from Eqs. ͑15͒ and ͑23͒, the possible values of E to be used in Eqs. ͑31͒ and ͑32͒ are 0,2J ,4J , ... ,16J and −4J ,−3J , ... ,3J ,4J, respectively.
To simplify the notation, the right-hand side of Eqs. ͑31͒ and ͑32͒ is renamed as 1 / R 1 and 1 / R 2 , respectively. The quantity R 1 is the ratio between the average number of particles of type A with nearest neighbor energy nJ and the average number of empty sites with nearest neighbor energy nJ. The quantity R 2 is the ratio between the average number of particles A with nearest neighbor energy nJ and the average number of particles of type B with nearest neighbor energy nJ.
Extracting the logarithm of the Eqs. ͑31͒ and ͑32͒, we get the following relations, given in unities of J and k B :
In these forms, the temperature T and the fields H and D can be obtained from the two coefficients of these linear equations. In Figs 
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for analyzing isotherms in the canonical ensemble, showed previously. We remark that for q 2 / 3, there is no crossing among the curves of the quantity ln R 1 .
To draw a comparison between the ensembles, we plotted in Fig. 6 , the total energy per site u versus the temperature T for the canonical and microcanonical ensembles. We used a lattice size L = 80 and the parameters m = 0 and q = 0.2. From our data, we see that the results coming from distinct ensembles agree very well, even for smaller system sizes. For example, in the canonical ensemble for fixed T = 1.800, m = 0, and q = 0.2 we obtained the mean total energy u = −1.1106͑6͒. In the microcanonical ensemble for fixed total energy per site u = −1.110 56 we obtained T = 1.801͑1͒. Small discrepancies are due to finite size effects. Another comparison between the ensembles is done by plotting isotherms of D vs q for different temperatures, as shown in Fig.  7 . In the low temperature regime, the isotherms in the plane D vs q, determined by the microcanonical Monte Carlo ensemble, also exhibit loops, as can be shown in Fig. 7 .
Microcanonical simulations are also influenced by finite size effects. To verify the dependence of the field quantities on the system size L, we plotted the evaluated temperature T L as a function of L −1 and L −2 for several values of u for q = 0.2. As can be seen in Fig. 8 , below T 0 * ͑obtained from the canonical ensemble͒, the deviation of T L from its asymptotic value decays as L −1 , whereas above T 0 * , the deviation becomes proportional to L −2 , in agreement with the results by Shida et al. 8 for the microcanonical Ising model. Finite size analysis for the microcanonical ensemble proposed by Creutz 17 has been described by Desai et al. 22 for the Ising model.
VI. CONCLUSION
We introduced both canonical and microcanonical Monte Carlo algorithms that can be used for describing any lattice-gas model with vacancies, equivalent to a spin-1 model. We deduced formulas that allow us to obtain the fields ͑chemical potentials͒ with respect to the canonical ensemble and the fields and temperature in the microcanonical ensemble. We described in detail three distinct criteria that can be used to identify first-order transitions in systems whose extensive variables are held fixed. For a finite system we have shown that near a coexistence the isotherms present loops that disappear in the thermodynamic limit, giving rise to the usual tie line characteristic of a first-order transition. For different system sizes, the isotherms cross at a point, which allows us to use it as a criterion to locate the firstorder transition.
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APPENDIX: LOOPS IN THE ISOTHERMS OF THE CANONICAL ENSEMBLE AND THE COEXISTENCE CROSSING POINT
If the isotherms corresponding to a given temperature, near coexistence, is plotted in the plane of field versus density for different lattice sizes, they will cross at the same point. At this point they are thus independent of size and can be used as a reference for identifying coexistence. This can be proven by analyzing the probability distribution for densities near coexistence. Following arguments similar to Refs. 
͑A1͒
where ⌿ 0 ͑H , D͒ is the grand-canonical potential and
Near the coexistence of n phases the distribution is constructed from n Gaussian functions. Next, we make use of density quantities q = Q / V, m = M / V, D = X D / V, and H = X H / V, to write the probability distribution at the three phase coexistence of gas ͑q 0 = q gas , m 0 =0͒ and rich A ͑q 
͑A4͒
If we define q as the density at which the distribution has a minimum ͑by symmetry this minimum must be located at m =0͒, we obtain, to first order,
which makes the location of the minimum of the distribution independent of the lattice size L, since V −1 D is of order unity. As a consequence, the field isotherms all cross at this point, which thus localizes the coexistence fields and corresponding tie lines. For the particular case we have studied, due to symmetry, ͑ D ͒ gas = ͑ D ͒ liq , from which follows q − q gas = 2 3 ͑q liq − q gas ͒, ͑A6͒
or, comparing with Eq. ͑36͒, ␣ =2/3. In the case of the grand-canonical ensemble, hysteresis is obtained from Monte Carlo simulations that use local rules such as a one-spin flip algorithm. If, however, a cluster algorithm is adopted then the hysteresis is absent and a smooth variation of the isotherms is obtained. 20 In this case, isotherms cross at a single point which is independent of size for the same reasons explained above. The cluster algorithm averages over the three Gaussian distributions thus destroying the hysteresis. Since at the coexistence fields the minimum of the distribution is at a fixed point, independent of lattice size, the averaged densities at these fields will also be independent of system size.
