Abstract-This paper aims at studying underwater acoustic OFDM communication systems interfering with each others in the same channel. We propose a decentralized spectrum sharing method that minimizes the total power consumed while satisfying a constraint related to their information rate. The considered systems are supposed noncooperative, i.e. unable to communicate with each others so that they cannot agree on a fair resource sharing scheme. The problem is formulated within the framework of game theory and solved according to the Nash Equilibrium concept. Several results are presented and show that interfering UA systems can share the spectrum in a more efficient way, both in terms of energy consumption and information rate.
I. INTRODUCTION
Underwater acoustic (UA) communication channels feature important distance and frequency dependent attenuation that strongly limits the available communication bandwidth. This makes the UA spectrum a scarce resource potentially shared by many heterogeneous sources (communication systems, sonars, marine mammals, etc) and whose usage is not restricted by any regulatory body or standard. As a consequence, reliable UA communications are not challenging only because of the severe propagation channel, but also due to mutual interferences between several noncooperative entities wishing to use the same physical resource. This unintended jamming can drastically decrease the performance of UA systems, both in terms of information rate and energy efficiency.
Our aim in this paper is to propose a strategy able to improve the coexistence of UA communication systems transmitting in the same channel at the same time. Our interest lies in adaptive approaches, where transmitting devices are brought with the ability of automatically changing their transmission parameters according to the soundscape in which they operate.
So far, most of the works on similar topics have focused either on adaptive modulation for single user UA links [1] , [2] or on cooperative multiusers UA systems evolving within the same network [3] , [4] . The systems considered here are assumed to be fully noncooperative, which suppose the absence of signaling between the different communication links and the inability to agree on a resource sharing policy. In recent works [5] , [6] , we proposed a decentralized, adaptive power allocation strategy based on game theory for noncooperative UA OFDM communication systems, where each transmitter seeks to maximize selfishly a criterion related to its information rate under average power constraint. It was shown that efficient power allocations over the available frequency band are attained by an iterative waterfilling solution. Numerical results have shown the benefits of this approach in high interference environments.
Here, we propose to study a situation where several interfering UA OFDM links try to minimize the total power needed to guarantee a minimum information rate. Energy consumption minimization problems are relevant for many UA applications requiring some energy autonomy or long battery life such as UA wireless networks or Autonomous Underwater Vehicles. Our contribution is to prove that UA systems can share the spectrum in an adaptive, decentralized and noncooperative manner to reach operating points where both their spectral and energy efficiencies are improved.
The paper is organized as follows: we first present the transmission and channels model, then formulate the problem of constrained total power minimization for multiple noncooperative users in Section II. A waterfilling solution based on the Nash Equilibrium concept is given in Section III. Finally, simulation results based on synthetic shallow water channels are analyzed in Section IV before conclusion in Section V.
Notations: Uppercase and lowercase boldface letters, e.g. A, x, denote matrices and vectors, respectively. The superscript T denotes transposition. The unitary column vector is denoted by 1. Finally, E{.} denotes expectation.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Based on [5] , we consider M UA communication links using OFDM modulation and transmitting at the same time on the same frequency band B divided in N subcarriers. The OFDM symbol duration and subcarrier spacing are denoted by T and ∆f respectively. Considering noncooperative setups, each receiver treats the interference generated by other users as colored additive noise. Let x i ∈ C N be the sequence of i.i.d symbols sent by transmitter i on the N subcarriers. For any i, the symbols x j =i sent by the other transmitters are independent of x i . The received symbol at receiver i on the n th subcarrier is where
is the complex gain of the direct subchannel n and h ji (n) ∈ C are those of the subchannels through which transmitters j = i interfere on the receiver i.
In scenarios where all the links are located in the same area it may be that some (or even all) links are unreliable, due to a high interference level. Trying to establish a communication without taking into account the presence of interfering sources would lead to a waste of energy.
Our goal is to minimize the total power allocated on the whole band B by each transmitter while complying to a specified information rate. As the information rate of the link i will depend of the interference generated by the other links, we denote this rate by u i (p i , p −i ) where
+ is the vector of powers allocated on the N subcarriers by the transmitter i and
are all the allocation strategies chosen by the other transmitters.
Formally, we need to solve simultaneously a set of M constrained optimization problems. For each individual problem, the optimization variables are the power allocations p i of transmitters i ∈ {1, · · · , M }, and optimal solutions p ⋆ i depend on the choice of p −i made by all others transmitters:
where
is the constraint on the information rate. We follow [5] to define u i as
is the Rice factor of subchannel h ii (n) and Ei(−x) denotes the exponential integral function defined, for x > 0, as
Note that u i should not be understood as an achievable rate in the sense of [7] but rather as an optimization criterion allowing UA systems to find efficient power allocation strategies in a noncooperative way and with minimal knowledge about their environment. In the following, u i will thus be called "information rate" with a slight abuse of language.
Solving the minimization problem (1) requires that the transmitters have a knowledge only about the statistics of their direct channels h ii and the overall noise plus interference PSD. From a practical implementation point of view, this knowledge can be acquired via a feedback link from their respective receiver -which is supposed to estimate correctly the needed parameters. Computing these statistics on the long term can reduce the feedback activity of the receiver. It also copes with issues related to outdated channel state information (CSI) at the transmitter.
Given the structure of the problem, it is possible to reformulate it as a noncooperative game [8] defined by the following triplet:
where the set of players M = {1, · · · , M } are the active links in the same channel, P i (p −i ) is the strategy space of the player i ∈ M defined as
and the total transmit power P tot i (p i ) = 1 T p i is the objective function that the transmitter i has to minimize.
III. ITERATIVE WATERFILLING SOLUTION

A. Nash Equilibrium and waterfilling best-response functions
We propose to solve the noncooperative game defined by G according to the concept of Nash Equilibrium (NE) [9] . In game theory, a NE of a noncooperative game is a strategic choice which is unilaterally optimal for each player. In the previous context, it would correspond to a set of power allocation strategies
In order to drive our systems to a Nash Equilibrium point of the game, we need to define their best response functions [8] :
Definition 2: Given a fixed strategic choice p −i ∈ R N + of his opponents, the best response function of the player i to p −i is the set of strategies p
In other words, the best response function of a player i corresponds to the unique solution of (1) for a fixed nonnegative p −i [10] and can be found by solving the Karush-Kuhn-Tucker system of equations associated to the dual problem of (1). This yields the waterfilling solution ∀ i ∈ M and ∀ n = 1,
where [x] + is equivalent to max(0, x) and λ i is chosen to satisfy the information rate constraint
with equality.
Then, combining Definitions 1 and 2, it appears that a NE of the game G in (3) is reached when all the communication links use the waterfilling strategy (7) to allocate their power among the N subcarriers. In practice, the NEs of G have to be reached iteratively [10] , [11] . In this paper we choose to focus on a distributed sequential waterfilling algorithm where the communication links update their strategy one after the other, one link being chosen at each iteration. Questions that can arise are wether or not a bounded power allocation solution exists for a given set of channels and rate constraints and if it can be reached iteratively.
B. Existence of a solution and convergence of iterative algorithms
In general, existence of at least one NE is guaranteed for any game whose objective functions are concave and strategy spaces are closed and bounded convex sets [13] . However, given the problem stated in (1), the strategy spaces are not bounded since there is no constraints on the maximum total power. As a consequence, it is possible that the set of channels h ji and the rate constraints lead to a situation where some communication links have no other choice than increasing their transmit power each time they have to update their power allocation strategy in order to maintain their information rate constraint satisfied. Sufficient conditions on the existence of a non-empty, bounded set of solutions for the game G in (3) have been given in [10, Theorem 5] and will be adapted next to our context. We first need to introduce the matrices Ψ n (R min ) ∈ R M×M , given a specified set of rate constraints . . .
Interestingly, one can verify that these conditions always hold in the two user case.
Corollary 1: Sufficient conditions for the matrices Ψ n (R min ) to have all their principal minors positive are :
with
The previous corollary is useful to derive a simple physical interpretation of Theorem 1: as the interferences become higher, having a bounded solution to the problem (1) requires that the rate constraints imposed on each communication link are not too high.
Usually, convergence of iterative best-response algorithms, the sequential iterative waterfilling being one example, is guaranteed only in games with some particular properties. In most of other communication games, convergence proofs are application-specific and only sufficient conditions can be given [11] . We focus on a sequential version of the iterative waterfilling algorithm, for which convergence conditions can be derived [10, Theorem 14] 
Theorem 2: [10, Theorem 14] Assume that the conditions of Theorem 1 are satisfied for the game G with rate constraints R min . If the matrix Ξ n (R min ) as defined in (11) has its principal minors all positive, then the sequential waterfilling algorithm converges to the (unique) NE of the game. Note that the previous theorem gives also sufficient conditions for uniqueness of the NE of the game G. Furthermore, it can also be interpreted as a requirement of sufficiently small interference level perceived by each communication link [10, Remark 15] .
The conditions of Theorems (1) and (2) can be hard to check and may be unsatisfied in many scenarios of practical interest where one can expect that good operating points can be reached by iterative waterfilling (see for instance [5] , [6] ). Indeed, as these two theorems give sufficient conditions on solutions boundedness and algorithms convergence, it does not imply that their non-satisfaction will lead necessarily to divergence and unbounded power budget. Nevertheless, they are useful to warn us that if the level of interferences and/or the desired information rates are too high, the whole system cannot reach an equilibrium.
IV. NUMERICAL RESULTS
We here show some simulation results for three noncooperative UA OFDM links with N = 256 subcarriers in the same bandwidth B = 6 kHz centered around f c = 12 kHz. The subcarrier spacing and OFDM symbol time are ∆f = 23.4 Hz and T = 57.7 ms, including a 15 ms cyclic prefix time. Direct and cross channels h ji , i, j ∈ {1, 2, 3}, are generated by an UA shallow water channel simulator described in [12] , [14] . The impulse responses are obtained by ray tracing according to imput parameters describing the transmission geometry. Time fluctuations are then modeled by a maximum entropy Doppler spectrum given the mean Doppler spread σ D and Rice factor K max of the main arrival. The Rice factor of other arrivals decreases exponentially. In the following, we set σ D = 1 Hz and K max = 20 dB. The water depth is fixed to 50 m and the depth of each terminal is chosen arbitrarily between 5 and 20 m. Path losses and frequency-dependent absorption are taken into account using Thorp's formula [15] . The distances d ii between a transmitter and its intended receiver are set to 1 km and we set their initial total transmit power to 160 dB re µPa, distributed uniformly on the whole 6 kHz band. The noise PSD is modeled with a decay of 18 dB/decade and its power in the frequency band in use is such that the communication links experiences a signal to noise ratio (SNR) of 15 dB for their initial uniform power allocation (without considering interferences). Each receiver is supposed to estimate its direct channel statistics µ ii (n) and σ 2 ii (n) as well as the noise plus interference PSD without errors. These parameters are used by the corresponding transmitter to find the power allocation solving the problem (1), with the constraint
. The update period of each link is set to 30 seconds, which is long enough compared to the OFDM symbol duration and channel coherence time to assume ergodicity. The links update their power allocation strategy one after the other 1 and each update (from any player) is called "an iteration" of the game in the following. The game is run during 50 iterations.
We will consider several scenarios by varying the interference links distances d ji and the rate constraints.
A. Medium interference scenario
The distances of the interference links are set to d ji = 1.5 km and the rate constraints are u i (p i , p −i ) = 1 bits/s/Hz for all the links. The time varying frequency responses of the channels for this setup are shown in Figure 1 , where the diagonal shows what we call the direct channels h ii between a transmitter i and its intended receiver, and the other subplots depicts the interference channels h ji between the j th transmitter and the i th receiver. Here, we noted that the conditions required by Theorem 1 are not met. Figure 2 depicts the total power in use by the three communication links as a function of iterations of the game. After 15 iterations -corresponding to 2.5 minutes given the update period -the users are close to a state where none of them has an incentive to decrease or increase its transmit power to satisfy the information rate constraint. The evolution of the information rate metric u i (2) is depicted in Figure 3 . In dashed lines, we compare these results with the initial uniform power strategy with the total power of 160 dB re µPa (denoted by P
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in Figure 2) . A clear improvement both in terms of spectral efficiency and total power consumption can be observed since our proposal of noncooperative and adaptive spectrum sharing strategy yields a better information rate metric u i with only 30 % of the initial total power (approximately 5 dB less).
B. High interference scenario
In this scenario we decrease the distance separating the interfering links to simulate a high interference setup. The distances d ji are set to 500 m, so that at the initial uniform power allocation state, each link perceives approximately twice more interference than signal of interest. 2 The results of the noncooperative game after 50 iterations in terms of total power and information rate functions are shown in Figures 4 and 5 respectively.
After 25 iterations the three communications links are in an equilibrium state. Most importantly we see that they have considerably increase their information rate function u i compared to the initial state (in dashed lines), and with a decrease of total power in use of more than 5 dB. This is 2 In a real setup this would obviously impact the performances of the channel estimations required to solve the minimization problem (1). due to the fact that as the interference level is high, the best strategic choice for the players tends to a FDMA-like power allocation as the Figure 6 depicts. This fact has been pointed out in [16] , [17] .
However, it can be seen from Figure 4 that before reaching the equilibrium state, all links need to increase considerably their total transmit power during the convergence phase. Depending on the initial power, such an increase could be prohibitive for many UA systems. During the first iterations, each player increases its total power one after the other and releases or decreases its power on some subcarriers at the same time. They act this way repeatedly until each of them have succeed in pushing the others out of its subcarriers of most interest, leading to a strategy profile close to FDMA. Then, the next iterations lead them to reduce the power allocated where they experience still some interference and increase it on their good subcarriers, until the information rate constraints are simultaneously satisfied. Interestingly, it has been proven that the sum-rate optimal power allocation is an FDMAtype strategy when the crosstalk between the different links is sufficiently high [18] . In the previously cited reference, a locally optimal FDMA power allocation is found by means of a centralized algorithm, assuming the knowledge of all the direct and interference channels. In contrast, our present work assume only little knowledge of the environment from the communication links involved in the problem -namely, only the direct channels statistics (h ii ) and noise plus aggregate interference PSD.
V. CONCLUSION The proposed distributed power allocation strategy allows several interfering UA OFDM communication links to share the spectrum in an efficient way regarding the total transmit power in use, compared to the naive uniform transmit PSD strategy which leads to waste of energy in the studied scenarios. Our method has been developed for fully noncooperative systems competing for the same physical resource. Moreover, it requires only a little knowledge on the ambient soundscape by the transmitters to adapt their power allocation strategy. The main drawback of this method relies on the fact that convergence of distributed algorithms used to reach the Nash Equilibrium solutions is not guaranteed in many scenarios of practical interest, where the interference level is high. In addition, situations where an equilibrium state is reached at the cost of a considerable increase of the power budget have been observed. To be closer from practical UA systems requirements, future works on the topic could consider a modified game, with for instance an additional constraint on the maximum average power or systems having the ability to adapt their rate constraints automatically when the use of too high powers is observed.
