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We consider the estimation of the multivariate probability density functions of stationary random 
processes from noisy observations. The strong consistency and almost sure convergence rates for 
kernel-type deconvolution estimators is established for strongly mixing processes. The dependence of 
the a.s. convergence rates on the noise distribution is examined; both ordinary and super smooth noise 
distributions are considered. 
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1. Introduction 
Let {XJ::-co be a stationary process and for each integer p ~ 1 let f(x ;p) = 
f(x 1, ... , xP ;p) be the joint probability density function of the random variables 
X 1 , ••• , Xp which is assumed to exist. Consider the deconvolution problem 
Y;=X;+t:;, (1.1) 
where the (noise) process {t:;}::_co consists of i.i.d. random variables, independent 
of the process {XJ~ -=,with known density ii(x). Let g(x; p) be the joint probability 
density function of the random variables Y~> ... , YP, which is given by the multi-di-
mensional convolution 
where 
g(x;p)= r f(x-u;p)h(u)du, J~p 
p N 
h(u) = n h(uJ. 
j~l 
( 1.2a) 
(1.2b) 
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The deconvolution problem is to estimate consistently the multivariate density f(x; p) 
from the noisy observations { Y;}7=I· The deconvolution problem arises in biological 
studies (Medgyessy, 1977; Mendelsohn and Rice, 1982), communication theory 
(Wise eta!., 1977; Snyder eta!., 1988), and applied physics and analytical chemistry 
(Jones and Misell, 1967; Harder and Galan, 1974). 
The case ofi.i.d. observations (the X;'s being i.i.d. random variables with probabil-
ity density function f(x)) has received considerable attention in recent years with 
contributions by Carroll and Hall (1988), Liu and Taylor (1989), Stefanski and 
Carroll (1990), Zhang (1990), and Fan (1991a). The principal focus ofthese works 
is to provide bounds on the rate of quadratic-mean convergence for kernel-type esti-
mates of f(x ). Fan ( 1991 b) established the asymptotic normality of kernel-based es-
timates of f(x). 
The general case of stationary processes {XJ~-oo was considered recently by 
Masry (1991) where bounds, as well as asymptotic expressions, for the mean-square 
error of kernel-type estimators of the multivariate probability densities f(x; p ), p ~ 1, 
are established for several classes of mixing processes {XJ~-oo· The asymptotic 
normality of estimates of f(x; p ), for p ~ 1, was addressed recently in Masry (1992). 
The purpose of this paper is to establish sharp rates of almost sure convergence 
for kernel-type density estimators fn (x; p) based on the noisy observations { Y;} 7= 1 • 
The process {X;}~-oo is assumed to be strongly mixing. Both pointwise and uniform 
rates, over compact subsets of~ P, are presented. Following Fan (1991a) we call a 
noise distribution 
• super smooth of order {3, if the characteristic function J;h ( t) satisfies 
a0 l tJ 13o exp( -a I tl 13 ),; IJ'>h ( t)J,; a1l tl 13 ' exp( -a I tl 13 ) as t ~ oo, 
where a, a0 , a1 , {3 are positive constants and {3 0 , {3 1 are constants. 
• ordinary smooth of order {3, if the characteristic function J;h ( t) satisfies 
doltJ-!3,;JJ'>h(t)J,;d1ltJ-!3 as t~oo, 
where d0 , d 1 , {3 are positive constants. 
Section 2 considers the case of ordinary smooth noise distributions (e.g. Gamma 
and symmetric Gamma distributions). The principal results here are given in 
Theorems 2.1 and 2.2. Section 3 treats the case of super smooth noise distributions 
(e.g. Gaussian and Cauchy distributions). The principal results here are given in 
Theorems 3.1 and 3.2. 
We first introduce some notation. Denote the characteristic functions of f(x; p ), 
g(x; p), and h(x) by <f>.t(t), </>g(t) and J'>h(t), respectively. Then 
p -
<!>h(t) =IT <!>h(tj). (1.3) 
j=l 
For simplicity we select product-type kernels as follows: Let K (x) be a real-valued, 
even, bounded density function on the real line satisfying K (x) = O(lxl- 1- 8 ) for 
some 8 > 0 and denote its Fourier transform by J;K (t). For every b > 0 define the 
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deconvolution kernel 
(1.4) 
(assumptions will be made on J;K(t) and J;h(t) which ensure that J;K(t)jcj;h(t/b)E 
L 1 n Leo). Set 
p -
K(x) = 0 K(xi), 
p 
Wb(x) = n Wb(xJ, (1.5) 
j~I j~I 
so that 
p -(f>K(t) = n (f>K(tj). (1.6) 
j~I 
The choice of product-type kernels in ( 1.5) is not essential, as shown in Masry 
(1991), and is made for the sake of simplicity. 
Let { bn} ': ~ 1 be a sequence of positive numbers such that bn ~ 0 as n ~ oo. Given 
the observations { Y;} 7~ 1 we estimate f(x; p) by 
A 1 n-p 
fn(x; P) = ( _ )bP. L Wb,[( lj -x)j bn], 
n p n ,~1 
(1.7) 
where 
( 1.8) 
and it is assumed of course that n > p. Note that the deconvolution kernel Wb,(x) 
depends on the bandwidth parameter bn in contrast to the noise-free kernel density 
estimation. An alternative expression for Jn (x; p) is 
f,A(. )-(1/ 2 )Pf -it·xJ. ( )tPK(bnt)d n X, p - 7T e '+' g,n t ( ) t, 
R" tPh t 
where ¢g.n(t) is the standard estimate of the characteristic function tj>g(t), 
A 1 n-p . 
1>g.n(t) =-- 2: e"· yi 
n-pi~I 
and u· v=I;~, uivi. The bias of the estimator Jn(x;p) is given by the following 
proposition (Masry, 1991) and does not depend on the noise distribution. 
Proposition 1.1. (a) For almost all x E [RP we have 
E[]n(x;p)J~f(x;p) as n-->oo. 
(b) If f(x; p) is twice differentiable and its second partial derivatives are bounded 
and continuous on IR P and the kernel K (x) satisfies s::'oo u2 K ( u) du < oo, then 
2 A If T (lfbn)bias[fn(x;p)]~2 uG"(x;p)u K(u)du 
!Rr 
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as n ~ oo where the p x p matrix G" is given by 
G"(x; P) = [(a2f(x; P )) J 
ax;axj ij 
and u T is the transpose of the row vector u. 0 
2. Ordinary smooth noise distributions 
Let ~~be the u-algebra of events generated by the random variables {Xj, i ~j ~ k}. 
The stationary process {Xj} is called strongly mixing (Rosenblatt, 1956) if 
sup jP[AB]-P[A]P[B]!=a(k)~o as k~oo, 
AE.'¥~00 
BEffoC:: 
(2.1) 
a(k) is the strong mixing coefficient. We make the following assumption on the 
characteristic functions c$h ( t) and c$ K ( t). 
Assumption 2.1. c$h(t) and c$K (t) are twice continuously differentiable with bounded 
derivatives such that 
(i) !c$h(t)j>O for all tEIR. 
(ii) t13c$h(t) ~ B1 as t ~ oo for some f3 ~ 1 and jB1! > 0. 
where 813,1 is the Kronecker delta. 
We make the following assumption on the process {X;}:-oo. 
Assumption 2.2. (i) The density f(x; q) exists andf(x; q)~A1 for all1~q~2p. 
(ii) The 2p-dimensional probability density function f(x, y; 2p,j) of the vectors 
X 0 and Xj, j ~ p, exists and 
!f(x, y; 2p,j)- f(x; p )f(y; p )j ~ A2 for all j ~ p, 
where A;, i = 1, 2 are positive constants. 
(iii) The process {X;}:_00 is strongly mixing with 
00 
I r[a(j)f-21 v < oo for some v > 2 and a> 1-21 v. 
j=I 
(2.2) 
(2.3) 
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We remark that condition (2.3) is equivalent to a (j) = 0(1/ j 2+1l) for some 8 > 0. 
Write 
ILn = E [ b1~ WhJ ( Yo- X)/ bn] J (2.4a) 
and 
(2.4b) 
Then 
" 1 n-p 1 n-p n-p 
Var[fn(x; p )] = (n _ P )2 i~I Var[Zn.J + (n _ P? i~I i~I Cov{Zn,i• ZnJ 
i¥:-j 
(2.5a) 
Put 
1 n-p n-p 
13 = (n _ p )2 i~I i~I jCov{Zn,i• Zn,)J. (2.5b) 
i~j 
The proof of the following lemma is given in the Appendix. 
Lemma 2.1. Under Assumptions 2.1 and 2.2, we have 
(a) lim nb~2/3+I)pf1 =[-1-2 J 00 ltl 213 l¢K(t)j1dt]P g(x;p)=u2(x) n~oo 27TIB~I -oo (2.6) 
at continuity points of g(x; p ), 
(b) nb~2/3+IlPJ3 =o(l) asn-HD. 
The pointwise strong consistency of J" (x; p) is as follows. 
Theorem 2.1. Suppose Assumptions 2.1 and 2.2 hold and bn tends to zero such that 
nb~2fl+Ilp /Inn~ oo as n ~ oo. Define 
r(n) = (nb~jln n) 112 (2.7) 
and for y > 0, 
n ( n )y/[2(2y+Ill 
!/f(n) =-- --- {a[r(n)]} 2 y/(Zy+l). 
r(n) b~ Inn (2.8) 
If the strong mixing coefficient a ( k) satisfies 
oc 
I !/f(n)<oo (2.9) 
n=I 
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for some y > 0, then for each fixed x E IR P we have 
,.. ,.. [( ln n ) 112 ] fn(x;p)-E[fn(x;p)]=O nb~2f3+l)p (2.10) 
almost surely as n ~ oo. 
Remark 2.1. It may be of interest to compare the a.s. convergence rate (2.10) with 
that of the variance of fn(x; p) for which we have by Lemma 2.1, 
lim nbt;f3+l)p Var[fn(x; p)] = u 2(x). 
n->oo 
This mean-square convergence rate with p = 1 and i.i.d. observations was shown to 
be optimal in Fan (1991a). Consequently the a.s. convergence rate (2.10) is quite 
sharp. 
We further note that when f(x; p) is twice continuously differentiable, as in part 
(b) of Proposition 1.1, the bias of fn(x; p) is proportional to b~ and if we choose 
bn optimally, 
( ln n) t/[4+(2f3+1)pJ b--
n ' n 
(2.11) 
we have: 
Corollary 2.1. Under Assumptions 2.1 and 2.2 and Proposition l.l(b) with b" given 
by (2.11) we have for each fixed x E IR P, 
"' ((ln n)2/[4+(2f3+t)pJ) fn(x; p)- f(x; p) = 0 -
n 
(2.12) 
almost surely as n ~ oo. 0 
We note that Theorem 2.1 and Corollary 2.1 hold when the strong m1xmg 
coefficient a(k) satisfies conditions (2.3) and (2.9). It is of interest to provide an 
explicit rate of decay for a(k). Assume that a(k) is of the form a(k) = 0(1/ kc) 
for some c > 0; we determine the minimum required value of c. Assume that 
the bandwidth parameter b" satisfies (2.11). Then by (2.7) and (2.8), 1/J(n) = 
O((ln nt /na-t) where 
a= 
2yc(2+ ~p) + (2+ ~p) + y(2+ (~ -l)p) 
(2y + 1)[ 4+ (2~ + l)p] (2.13) 
In order for { 1/J(n)} to be summable, as required by (2.9), it suffices that a> 2. This 
gives a lower bound on c, 
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and since the order f3 of the noise distribution satisfies f3 ~ 1, it suffices that 
7 5p 1 [3 p J 
c>l+2(2+p)+; l+2+p · (2.14) 
Thus for p = 1, (2.9) is satisfied if a(k) = 0(1/ k 1313+ 8 ) for some 8 > 0. Similarly, 
(2.9) is satisfied for all p ~ 1 if c = 6 + 8 for some 8 > 0. It is easy to see that condition 
(2.3) is satisfied whenever a ( k) = 0( 1/ kc) with c = 2 + 8 for some 8 > 0. We conclude 
therefore that Theorem 2.1 and Corollary 2.1 hold for densities of all orders p ~ 1 
and ordinary smooth noise distributions of order f3 ~ 1 whenever the strong mixing 
coefficient a(k) satisfies a(k) = 0(1/ k 6 +D) for some 8 > 0. 
Proof of Theorem 2.1. Partition the set {1, 2, ... , n- p} into 2q = 2q(n) consecutive 
blocks of size r(n); 2q(n)= l(n-p)/r(n)j where lxJ in the integer part of x. 
Henceforth we replace the sample size n- p by n; asymptotically this has no effect 
on the result. Write 
1 jr 
Vn(j)=- I zn.i• j=1, ... ,2q, 
n i=(j-l)r+l 
(2.15) 
and 
q q n 
s~ = I Vn(2j -1), s~ = I Vn(2j), S'n" = '\' Z £.., n,i, (2.16) 
j=l i=l i=2qr+l 
(2.17) 
so that S~ and S~ are the sums of the odd-numbered and even-numbered blocks, 
respectively. The contribution of the remainder term S': is negligible (and is sub-
sequently ignored) since it consists of at most r( n) terms whereas S~ and S~ each 
consists of q(n)r(n) terms and q(n)-HX) as n-HX:J. For any 71>0 we have 
P[IJn(x; p)-E[]n(X; p)JI> YJ] = P[IS~+S~I> YJ] 
~P[IS~I>hJ+P[IS~I>hJ. (2.18) 
We proceed to estimate the probabilities on the right side of ( 2.18). We begin with 
P[ IS~ I>!~]. The analysis for P[ IS~ I> !~1 is similar. We use Lemma A. I to approxi-
mate the random variables Vn(l), Vn(3), ... , Vn(2q -1) by independent random 
variables. By enlarging the probability space if necessary, introduce a sequence 
( ul' u2, ... ) of independent uniform [0, 1] random variables which is independent 
of { Vn(2j -1)}[= 1 • Define v;(O) = 0, v;(l) = Vn(l). By Lemma A.1 for each j > 2, 
there exists a random variable v;(2j -1) which is a measurable function of 
Vn(l), Vn(3), ... , Vn(2j -1), U; such that v;(2j -1) is independent of Vn(l), 
Vn (3), ... , Vn (2j- 3 ), has the same distribution as Vn (2j -1), and satisfies 
P[l V;(2j -1)- Vn(2j -1)1 > fL] 
~ 18(11 Vn(2j -Oily/ ~tF1 ( 2y+ltsupiP[AB]- P[A]P[B]Ify1(2y+o, (2.19) 
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where the supremum is over all sets A, B with A, B in the a--algebras of events 
generated by {Vn(l), Vn(3), ... , Vn(2j-3)} and Vn(2j-1) respectively. Here t-t and 
y are any positive numbers such that 0 < t-t ,; II Vn (2j -1) II Y < oo. Now 
P[ IS~ I> !~1,:::; p[IJI V~(2j-1 )I>!~] 
+ p [ IJI vn (2j -1)- V~(2j -1) I > h J 
=II+ I2. (2.20) 
We bound I 1 as follows. By Lemma A.2, 
2 A IZn,;l,; bp sup I wb.,(u)l,;2 b(!l;'l)p' i= 1, ... ' n, 
n u n 
(2.21) 
where A 3 is a finite positive constant. Thus by (2.15), IVnCi)I,;2A3 r/(nb~f3+ 1 >P) and 
using (2.7) we find 
I I 2A3 Vn(j) ,;[nb~2!l+Op!nnrl2• j=1, ... ,2q. (2.22) 
Define 
A =-1- [nb<2!l+l)p In n] 112 . 
n 4A3 n 
(2.23) 
Then 
(2.24) 
Since ex,; 1 +X+ x 2 for lxl,;! and V~(2j -1) has the same distribution as vn (2j -1), 
it follows by (2.24) that AniV~(2j-1)[,;! so that 
e±A,,Vt<2J-I>,; 1 ±An V~(2j -1) +A;,[ V~(2j -1)]2. 
Hence 
E[e±AnVWJ-1)1,:::; 1 +A.~£[ V~(2j-l) ]2,::;eA.~E[VWJ-I)J2. (2.25) 
Now by (2.24) and Markov inequality, 
II = p [JI V~(2j -1) > h J + p [t (- V~(2j -1)) > h J 
E[eA" I'f~, vwJ-1>] + E[e -A., I'f~, vt<2J-I>] 
<~~--------~~~--------~ 
--:.: eA 11 17/4 ' 
and since the { V~(2j -1) H~ 1 are independent, 
(2.26) 
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by (2.25). We obtain an upper bound on E[ V~(2j -1)]2 : 
1 q [ 2rj ] 2 
=2 L E L Zn,i 
n j~! i~(2j-l)r+l 
i"'j 
a 2 (x) 
= nb ~2P+ I )p (1 + 0 (1 ) ) (2.27) 
by Lemma 2.1. It then follows from (2.26) that 
(2.28) 
We now proceed to bound the term / 2 on the right side of (2.20) 
lz~ I P[iVn(2j-l)-V~(2j-l)i> 411 ]. J~l q (2.29) 
We make use of (2.19): 
(i) Ifi1Vn(2j-l)I/'Y~7]/(4q) then by (2.19), 
lz,;;;; 18q {II Vn(2j -l)II'Y I (4:)} -y/( 2 -y+l) 
x [supjP[AB]- P[A]P[B]j] 2 y/(Zy+!). (2.30) 
By (2.22) we have for every 'Y > 0, 
(2.31) 
Also 
BE u{ Vn(2j -1)}. 
From (1.8), (2.4), and (2.15) we have that Vn(2j -1) is a function of { Y;, i = (2}- 2)r+ 
1, ... , (2} -l)r} and is thus a function of { }(2j-Z)r+z, ••• , }(2j-l)r+p}. It follows 
that AEu{X;+e;,i=2, ... ,(2j-3)r+p} and BEu{X;+e;,i=(2j-2)r+2, ... , 
(2} -l)r+ p}. Now put ea = (e;, i = 2, ... , (2} -3)r+ p) and eb = (e;, i = (2} -2)r+ 
2, ... , (2j -1) r + p ). By adding and subtracting the product of the conditional means 
of 1A and 18 , given (ea, eb), and using the independence of the s;'s, it is seen that 
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Applying the mixing inequality (Hall and Heyde, 1980, Theorem A.5) for the process 
{X;} ':'oo to the conditional covariance above, we find 
iP[AB] -P[A]P[B] I ~E{4a[r-p+2]}=4a[r-p+2], (2.32) 
where a(k) is the strong mixing coefficient of the process {X;}~-oo· It follows by (2.30)-
(2.32) that 
( I )y/(2y+l) 
I ,0::: q TJ { [ 2]}2y/(2y+l) z~const.q[nb~Z.B+OplnnF/[Z(Zy+l)J a r-p+ 
for every y>O. (ii) If IJVn(2j-1)II'Y< TJ/(4q) then by (2.29), 
q 
lz~ L P[IVn(2j-1)- V;;'(2j-l)l> IJVn(2j-1)ly] 
j=l 
and using (2.19) with f.L = IJVn(2j -OilY we have 
12 ~ 18q[ a (r- p + 2)] 2y/(Zy+l). 
It then follows from (2.33) and (2.34) that 
""-= 2y/(2y+l){ (q/TJP1czy+l) } 
12 ~ const. q[a(r- p + 2)] -[n-b-;~~z.a.;-:+':';o,-P~ln_n_F-;1[;-:::-z<;:;-z-y+:-:-J-;'!;)]+ 1 · 
Eqs. (2.20), (2.28) and (2.35) now yield 
l 'l 1 { 1 A~u2(x)} P[ S n > 21'/] ~ 2 exp -4 AnT/+ nb~z,e+l)p 
+ const. q[a(r- p + 2)] 2y/[(Zy+I)J 
{ (q/TJ)'Y/(2y+l) } 
x [nb~Z.B+I)p In nF/[2(2y+I)J+ 1 
and similarly for P[S~ I> !TJ ]. Now let TJ = 'Tin with 
( Inn ) 112 Tin = A4 nb~z,e+l)p , 
(2.33) 
(2.34) 
(2.35) 
(2.36) 
(2.37) 
where A 4 is a positive constant to be determined. Then by 2q(n)- n/r(n) and (2.7), 
{ (q(n)/1'/n)2 }y/[2(2y+I)] 
nb<;.e+op In n 
( n ) y/[2(2y+l)J 
- const. -- -+ oo b~ Inn 
Also by (2.23) and (2.37), 
as n-+ oo. 
!A, _ ~ 1 . A.~a2 (x) a 2 (x) 
4 nrfn- 16A3 n n, nb~2P+!Jp = 16A~ Inn. 
(2.38) 
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It then follows by (2.36) that 
(2.39) 
where 
n ( n ) y/[2(2y+1Jl 
lj!(n)=-- --- {a[r(n)-p+2Wy/(Zy+Il, 
r(n) b~ Inn 
using (2.38) and 2q(n)- n/ r(n). Now choose the constant A 4 such that A 4 > 
16A3 +(u2(x)/A3 ) then by (2.39), 
4 
P[!Sn!> TJn]~----;;-+const. lf!(n), 
n 
where a> 1. Hence by the summability (2.9) of lj!(n) and the Borel-Cantelli lemma 
we have Sn = 0( TJn) a.s. and the result follows by (2.37). 0 
Next we provide almost sure convergence results which are uniform over compact 
sets D c IR P. It will be seen that a stronger condition on the mixing coefficient is 
needed for this purpose. First, Lemma 2.1 is modified so as to give uniform bounds 
for the terms 11 (x) and J3(x) defined in (2.5). The proof is outlined in the Appendix. 
Lemma 2.1'. Under Assumptions 2.1 and 2.2 we have 
(a) sup nb~Zfl+l)p Jl(x) ~ cl' 
XEIRP 
(b) sup nb~2fl+I)PJ3 (x)=o(l), 
XEIR I' 
where cl is a positive constant. 
We also need a Lipschitz-type bound on the deconvolution kernel Wb(u). The 
proof of the following lemma is outlined in the Appendix. 
Lemma 2.2. Under Assumption 2.l(i)(ii) and 
I~= ltiP+II¢'K(t) I dt<oo, 
we have 
p 
bflP!Wb(u)-Wb(v)!~Cz I lu;-v;l 
i=l 
where c2 is a positive constant. 
( 2.40) 
The following result gives rates of almost sure convergence which are uniform 
over compact subsets of fRP. 
64 E. Masry I Deconvolution of multivariate densities 
Theorem 2.2. Let Assumptions 2.1 and 2.2 hold and bn tend to zero such that 
nb~ZfHO/p /Inn~ oo as n ~ oo. Define 
where 1/f(n) is given in (2.8). If the strong mixing coefficient a(k) satisfies 
00 
I 1/J'(n)<oo 
n=1 
for some y > 0, then for every compact subset D c IR P we have 
almost surely as n ~ oo. 
Using 
E[]n(x;p)]= ( K(u)f(x-bnu;p)du J~p 
it is seen that if 
then 
sup jbias[Jn(x;p)]j=O(b=), 
.XE!Jip 
and if 
( 2.41 ) 
(2.42) 
(2.43a) 
f( x; p) has bounded second partial derivatives and f II u 11 2 K ( u) du J~p 
<oo (2.43b) 
then 
sup jbias[fn(x; p )]j = O(b~). 
XE!Rp 
Combining these results with Theorem 2.2 we obtain: 
Corollary 2.2. Let Assumptions 2.1 and 2.2 hold and D be any compact subset of IR P. 
(a) If condition (2.43a) holds and bn satisfies 
b--(
In n) I/[20+(2tHI)pJ 
n ' n 
(2.44a) 
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then 
((Inn) e;[2e+(2t3+t)pJ) ~~giJn (x; P)- f(x; P )j = 0 --;;- almost surely. 
(b) If condition (2.43b) holds and bn satisfies 
( Inn) t/[4+(2/HtlpJ b ~-
n ' n 
(2.44b) 
then 
((Inn) 2/[4+(2/Ht)pJ) ~~glfn(x;p)-J(x;p)j=O --;;- almost surely. D 
Finally, we obtain an explicit rate on the mixing coefficient a(k) under which 
Corollary 2.2(b) holds and compare with the corresponding condition for the 
pointwise result of Corollary 2.1. Assume bn is given by (2.44b) and a(k) = 0(1/ k') 
for some c > 0. We determine the required value of c: t/J'(n) takes the form t/J'(n) = 
O((ln nt'/na') where 
(2yc+ 1 )(2+j3p) +y[2+ (/3-1 )p]- (2y+ 1 ){ [3+ (/3+ 1 )p]p+ [ 4+ (2/3+ 1 )p]} 
a2= (2y+1)[4+(2j3+1)p] 
and t/J'(n) is summable (cf. condition (2.42)) provided a2 > 1 or 
(3.5+p)p 
c>3.5+p+ j3p+ 2 
and since /3~ I and p ~ 1, it suffices that c> ( 7 + 2p )(p + 1 ) I (p+ 2). In contrast, for the 
pointwise result of Corollary 2.1 it was only required, for the same bandwidth ( 2.44b), 
th::tt c> 6 for all p~ I. 
Proof of Theorem 2.2. Since D is compact, it can be covered by a finite number 
N = Nn of cubes h = In.ko with centers xk = Xn.k having sides of length In for k = 
1, ... , Nn. Clearly /~ = 0(1/ Nn) since D is compact. Put 
( Inn ) 112 Y!n=A4 nb~2f3+t)p , 
where A4 is a constant to be chosen and note that by (2.41), In= O(b<,f+t)p+tY/n). Write 
supjjn(x; P)- E[]n(x; P )]j 
xED 
~ max sup iJn(x; p)- Jn(xk; p )I+ max IJn(Xk; p)- E[]n(Xk; P )JI 
l~k~N xEDnl,.. 1~k~N 
+max sup IE[Jn(x;p)]-E[]n(xk;p)JI 
l~k-;sN xEDnh_ 
(2.45) 
66 E. Masry I Deconvolution of multivariate densities 
Now by (1.7) and Lemma 2.3, 
(2.46) 
The above equation implies that 
(2.47) 
The main task is to show that Q2 =0(TJn) almost surely. We note that, as in (2.18), 
P[Q2> TJn]~ P L!H}!,x)S~(xdi>!TJn J + P L!H,~x)S~(xk)I>!TJn J 
~2Nn sup P[IS~(x)I>!"TJn]. 
XEIRP 
We now bound the expression P[\S~(x)\>hnl as in the proof of Theorem 2.1, 
using Lemma 2.1' instead of Lemma 2.1. We find 
P[ISn(x)l> 7Jn]~4exp{ -L:~3 - 1 ~~~] ln n }+const. t/l(n) 
uniformly in x E jRP (compare with (2.39): a 2(x) is now replaced by the constant C 1 
of Lemma 2.1'). With a= [A4/(16A3)]- [ C1/(16A~)] we have 
P[ Q2> TJn] ~ const. {Nn/ na + Nnt/l(n)}. 
Finally, we choose A 4 large enough such that Nn/na is summable and since 
Nnt/J(n)=t/l'(n) is summable by (2.41), we have Q2 =0(TJn) by the Borel-Cantelli 
lemma. The result follows by (2.45)-(2.47). D 
3. Super smooth noise distributions 
In this section we establish the strong consistency and almost sure convergence 
rates for the deconvolution estimators (1.7) when the noise distribution is super 
smooth of order {3. We make the following assumption on J;h(t) and J;K(t). 
Assumption 3.1. (i) ic$h(t)\ > 0 for all t. 
(ii) B1 \t\ 13oexp(-a\t\ 13 )~\c$h(t)\~B2 \t\ 13 o exp(-a\t\ 13 ) as \t\~oo for some a>O, 
f3 > 0, {30 real, and positive constants Bi. 
(iii) J;K(t) has a finite support (-d, d). 
(iv) ic$K (t)\ ~ B3(d- t)m for t E (d- 8, d) for some positive constants m and 8. 
(v) J;K (t) ~ B4(d- t)m for t E (d- 8, d), where B4 is a positive constant. 
(vi) Either jh ( t) = o(Rh ( t)) or Rh( t) = oah ( t)) as t ~ 00 where Rh( t) and jh( t) 
are the real and imaginary parts of J;h(t). 
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The parameter f3 > 0 is the order of the noise distribution. (/3 0 = 0 with f3 = 2 gives 
the Gaussian case; /30 = 0 with f3 = 1 gives the Cauchy case.) Since ti ¢h ( t) E L 1 it 
follows that h(x) has bounded derivatives of all orders and thus g(x; p) of (1.2a) 
is certainly bounded and continuous. Condition (vi) is fairly weak: it says that at 
the tail, the characteristic function ¢h ( t) is either purely real or purely imaginary. 
In particular, this is satisfied for symmetric densities h(x). We make the following 
assumption on the process {Xj. 
Assumption 3.2. The process {XJ~~-co is strongly mixing with mixing coefficient 
a (j) satisfying 
co 
2: f[a(j)] 1- 21 "<oo for some v>2 andA>O. 
j~l 
(3.1) 
The above condition is equivalent to a(j)=O(l//+S) for some 8>0 and is 
weaker than the corresponding condition (2.3) in the ordinary smooth case. With 
Zn,i, 11 , and 13 defined as in (2.4) and (2.5) respectively we have the following result 
whose proof is given in the Appendix. 
Lemma 3.1. Under Assumptions 3.1 and 3.2 we have 
uniformly in x E IR P for some positive constant B3 and B4 where 
p = 2[(m + 1){3 + /3 0 -1]. 
We note that by Lemma 3.1 and Proposition (l.l)(a), fn(x; p) IS consistent 
in quadratic-mean whenever the bandwidth parameter satisfies bn = 
d(2apj[(l-8)lnn]) 1113 for some 0<8<1. Then Var[},(x;p)]=0(1/n°) so that 
the bias term becomes dominant. Under the assumptions of Proposition (l.l)(b), 
the mean-square convergence rate is of the order 1/(in n) 2113 for all p?!l. Fan 
(1991a) has shown that this rate is optimal for p = 1 under the assumption of i.i.d. 
observations. The pointwise strong consistency of fn (x; p) is as follows. 
Theorem 3.1. Suppose Assumptions 3.1 and 3.2 hold and bn tends to zero such that 
7Tn Inn...,. 0 as n...,. oo, where 
(3.2) 
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Define 
r(n) = (n/(ln n)) 112 
and for y > 0, 
(3.3) 
!/J,(n) = (n3y+'(ln n)'+y)l/[2(2y+l)J{a[(n/(ln n))I/2]}2y/(2y+l). (3.4) 
If the strong mixing coefficient a ( k) satisfies 
00 
n=l 
for some y > 0, then for each fixed x E IR P we have 
Jn(x; P)- E[Jn(x; p )] = 0[( 7Tn ln n) 112 ] 
almost surely as n ~ oo. 
(3.5) 
(3.6) 
We remark that for (3.6) to tend to zero as n ~ oo, the bandwidth parameter bn 
must decrease to zero exponentially. If we set exp(2ap( d / bn )13 ) = n !-o for some 
0 < (} < 1, then 
d 1 b = ------:-= ----,-,,-:::-
n [(1-(})/2ap] 1113 (lnn) 1113 (3.7) 
and 
A A ([ (lnlnn)2mp] 112) fn(x; P)- E[fn(x; P)] = 0 n11(1n n )PPIP-I (3.8) 
almost surely. When f(x; p) is twice continuously differentiable, as in part (b) of 
Proposition 1.1, and bn -1/(ln n) 1113 as in (3.7) we have the following result by 
(3.8) and Proposition 1.1. 
Corollary 3.1. Under Assumptions 3.1 and 3.2 and Proposition 1.1(b) with bn given 
by (3.7), we have for each fixed xEIRP, 
fn(x;p)-f(x;p)=0(1/(lnn) 2113 ) (3.9) 
almost surely as n ~ oo. D 
We remark that Fan (1991a) has shown, under the assumptions of Corollary 3.1, 
that the optimal mean-square convergence rate is (In n)-4113 for p = 1 and i.i.d. 
observations. It is therefore evident that the a.s. convergence rate (3.9) is quite sharp. 
We note that Theorem 3.1 and its Corollary require the strong mixing coefficient 
a(k) to satisfy conditions (3.1) and (3.5). It is easily seen that (3.1) holds whenever 
a(k) = 0(1/ k 1+1J) for some o > 0. Now with bn as in (3.7) and a(k) = 0(1/ kc) for 
some c > 0, we determine the smallest value of c under which Theorem 3.1 and its 
corollary hold. Then !/1 1(n) of (3.4) takes the form !/f1(n) = O((ln nt /nb) where 
a=l+y(2c+l) b=2yc-3y-1. 
2(2y+ 1) ' 2(2y+ 1) 
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Thus the summability condition (3.5) is satisfied for some y > 0 whenever c > ~. It 
then follows that Theorem 3.1 and Corollary 3.1 hold for density estimates of all 
orders p ~ 1 whenever the strong mixing coefficient a(k) satisfies a(k) = 0(1/ kc) 
for some c > ~ independent of the order f3 of the noise distribution. 
Proof of Theorem 3.1. The method of proof is identical to that of Theorem 2.1 so 
we only provide an outline highlighting the differences. The variables V" (}), S~, 
S~ and S~ are as in (2.15)-(2.17) respectively. The bound (2.18) remains valid. By 
(1.7) and the bound on Wh(x) given in Masry (1992, Lemma A.l), we find that 
I Wb,. (x )I~ B5vn b ~ 1r~12 for some positive constant B5 • Then by (2.4b ), 
IZn,il ~ :P supl Wb,(u)l ~ 2Bsvn 7T~12 . 
n u 
It follows by (2.15) that 
Define 
I . I 2Bs I/2 Vn(J) ~ vn r(n)1rn . 
__ 1_ 1/2 An- (lnn/7Tn) , 
4B5 
then by (3.3), (3.11), and (3.12), 
AniVn(})l~~' j=1, ... ,2q. 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
Now we estimate P[IS~I > hJ by appealing to Lemma A.1 as in the proof of Theorem 
2.1. Equations (2.19)-(2.20) and (2.25)-(2.26) remain valid. Using Lemma 3.1 we find 
~ ~2 c~~ Var[Zn,J+ ~~~ ;~~ ICov{Zn,h Zn)l} 
~ B47Tn(l +o(l)) 
so that by (2.26) and (3.14), 
II~ 2 exp{ -~An1] + B4A~7Tn}. 
i~j 
(3.14) 
(3.15) 
The second term 12 on the right side of (2.20) can be bounded, using (2.19), as in 
the proof of Theorem 2.1. We obtain 
12 ~ const. q(n) { [ IIVn (2j -1) II"] y/(Zy+Il + 1} { a[r- p + 2]} 2 " 1(2"+ 0 • (3.16) 
17/ ( 4q( n)) 
By (3.2) and (3.11) we have for every y>O, 
2B I/2 
II Vn(2j-l)ll,~ (lns~:/2. (3.17) 
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Substituting (3.17) in (3.16) and using (3.15) we find 
P[IS~I>h/]:s;;2 exp{ -!An17 + B4A;.7Tn} 
+const. q(n){a[r(n)- p+2]}2YI< 2y+IJ q n 7ln + 1 {( ( ) 1/2 )y/(2y+ I) } 
170n n)I/2 
and similarly for P[ IS~ I> !171· Now let 11=1/n with 
11n = C0 ( 7Tn ln n) 112, 
(3.18) 
(3.19) 
where C0 is a positive constant to be determined. Then by 2q(n)- n/ r(n) and (3.3) 
we have 
( ) 1/2 q n 7T n 1/2 
( ) 112 -const. (n/ln n) ~oo 11n In n 
Also by (3.12) and (3.19), 
I Co 4An11n =--Inn, 16B5 
It then follows by (3.18) that 
as n~oo. (3.20) 
P[Snl>17n]:s;;4exp{-(....9!_- B42)lnn}+const.t/11(n), (3.21) 16B5 16B5 
where 
1/JI(n) = (n<3y+O(ln n)I+y)I/[2(2y+Ol{a[r(n)- p+2]}2y/(2y+I> 
using (3.20) and 2q(n)- n/r(n). Now choose the constant C0 such that C0 > 
16B5 + B4 / B5 then by (3.21), P[ISnl > 11n] :s;; 4/ na + const. t/1 1(n) where a> 1. Hence 
by (3.5) and the Borel-Cantelli lemma we have Sn = 0( 11n) a.s. and the result follows 
by (3.19). 0 
Next we establish uniform rates of almost sure convergence over compact subsets 
of IR P. The proof of the following lemma is outlined in the Appendix. 
Lemma 3.2. Under Assumption 3.1(i)-(iv) we have 
p 
1Wb(u)-Wb(v)l:s;;B6b~(n7TS12 L lui-vii, 
i=l 
where B6 is a positive constant and 7Tn is given in (3.2). 
We have: 
Theorem 3.2. Suppose Assumptions 3.1 and 3.2 hold and bn tends to zero such that 
7Tn ln n ~ 0 as n ~ oo, where 7Tn is given in (3.2). Define 
1 N =-(n/lnn)P12 
n b~ ' (3.22) 
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with t/f 1(n) given in (3.4). If the strong mixing coefficient a(k) satisfies 
for some y > 0, then for every compact subset D c IR P we have 
suplfn(x;p)-E[](x;p)]l =O[(nn In n) 112 ] 
xeD 
almost surely as n ~ oo. 
71 
(3.23) 
Proof. Follows in the manner of the proof of Theorem 2.2 using Lemmas 3.1 
and 3.2. D 
With bn given in (3.7) it can easily be seen that Theorem 3.2 holds provided the 
strong mixing coefficient satisfies a(k) = 0(1/ kc) for some c > 3.5 + p independent 
of the order f3 of the noise distribution. 
Appendix 
The following result on strong approximation is due to Bradley (1983). 
Lemma A.l. Suppose TJ and ~ are random variables taking their values on S and IR 
respectively when Sis a Borel space. Let U be a [0, !]-uniform random variable which 
is independent of ( TJ, ~). Put II~IIY = {Ei~IY} 1 1Y and suppose that f..t andy are positive 
numbers such that f..t ,; II~ II Y < oo. Then there exists a real-valued random variable 
g* = f( TJ, ~. U), where f is a measurable function from S X IR x [0, 1] into IR such that 
e is independent of TJ, ~ 4 e, and 
P[ I C- ~I> .ul ~ 18 ( ll~llr/ .uV1<2r+ 1 >[sup 1 P[AB]-P[A ]P[BJIJM<Zy+ 1 > , 
where the supremum is taken over all sets A, B with A EO"( TJ ), BE O"( ~). Here O"( TJ ), 
O"( ~) are the O"-algebras of events generated by TJ and ~ respectively. D 
The following result is given in Masry (1991). 
Lemma A.2. Under Assumption 2.1, there is a constant c such that 
f3 ~ b n II wh,. ll1 ,; c, D 
Proof of Lemma 2.1. The proof is identical to that of part (b) of Theorem 3 in 
Masry (1991) with the following minor modification. In Masry (1991) it is assumed 
that the process { }j} is strongly mixing and this is used, by applying Davydov's 
lemma, to bound the term 
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for large I. In our case it is only assumed that the process {XJ is strongly mixing 
and the result continues to hold by simply conditioning on the e;'s, i.e., with 
e1 = (e1+ 1, ... , eJ+p) one applies Davydov's lemma to 
and then taking expectation over the ei's (see the proof of Lemma 2.1' for details). 0 
Proof of Lemma 2.1'. By stationarity, the terms 11 and 13 , defined in (2.5), are 
equal to 
n-p-1 
J3(x) = 2 L (1-l/ n )lin,/ I, 
{~I 
where 
As in the proof of Theorem 3(b) in Masry (1991) we find 
] 1 =( 1) 2 P j Wt((u-x)/bn]g(u;p)du+O(l/n) 
n-p bn Ju;lp 
using Lemma A.2 in the last step. Next, 
n-p-1 p-1 c, n-p-1 
!J3,;;; L IJn,/1= L + L + L =S1+S2+S3, (A.l) 
I= 1 I= l l=p l=c,+l 
where en~ oo such that c"b~ ~ 0 as n ~ oo. As in the proof of Theorem 3(b) in Masry 
(1991) we find 
nb~2f3+IJp supiS1 I=O(b")~o as n~oo, (A.2) 
xE[RP 
(A.3) 
using Lemma A.2 in the last step. For the term s3' define Ej = ( Ej+l' ... ' Ej+p) and 
by the independence of the e;'s we have for I~ en, 
E. Masry / Deconvolution of multivariate densities 
Applying Davydov's lemma to the conditional covariance, we find 
It is seen that 
using Lemma A.2 in the last step so that 
Hence 
I I canst. 1-2; v In.l $(n-p)b~(I+J3-I/v)p[a(l-p-1)] . 
nb(2J3+t)p supiS 1$ const. n-;-t [a(I-p-1)]1-2/v 
n 3 b(l-2/v)p L.-
XEIRP n f=c,+l 
00 
$Canst. I za[a(l)] 1 - 21 v~o 
l=c,1 
as n ~ oo, choosing c~ 1 = b~1 -21 v)p/a. Part (b) now follows by (A.l)-(A.4). D 
Proof of Lemma 2.2. By ( l. 6), 
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(A.4) 
(A.5) 
Using condition (2.40), the integral on the right side is bounded by a const./ b13 , as 
in the proof of Proposition 1 in Masry (1991), so that 
b13 l Wb(u)- Wb(v)l $ const.lu- vi. (A.6) 
By ( l. 7) and the inequality 
we obtain 
lwb(u)- wb(v)l$ [~~~lwb(Y)Ir-It lwb(u;)- wb(v;)l (A.7) 
and the result follows by (A.6) and Lemma A.2 for II Wblloo· D 
Proof of Lemma 3.1. Lemma 3.1 is proved in Masry (1992) under the assumption 
that the process {lj} is strongly mixing. By conditioning on the {sJ, as outlined in 
the proof of Lemma 2.1, the result continues to hold when only the process{~} is 
assumed to be strongly mixing. D 
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Proof of Lemma 3.2. Equations (A.5) and (A. 7) hold. It suffices to bound the integral, 
say I, on the right side of (A.5). By Assumption 3.1(iii) we have 
I~ d f :d I~K ( t)/ ~h ( t/ b )I dt = 0( b~m+l)iJ+ilo[ln(l/ bn )]m exp( a( d Ibn )il) 
by Lemma A.l in Masry (1992); the right side is also an upper bound on II wb lloo· D 
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