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MODULI OF REPRESENTATIONS I. PROJECTIONS FROM
QUIVERS
JIARUI FEI
Abstract. We use categorical method and birational geometry to study mod-
uli spaces of quiver representations. From certain “representable” functor, we
construct a birational transformation from the moduli space of representations
of one quiver to another new quiver with one vertex less. The dimension vector
and the stability for the new moduli are determined functorially. We introduce
several relative notions of stability to study such a birational transformation.
The essential case is proven to be the usual blow-ups. Moreover, we compare
the induced ample divisors for the two moduli. We illustrate this theory by
various examples.
1. Introduction
We propose to use birational geometry in a functorial way to study moduli
spaces of representations of algebras in the sense of geometric invariant theory, e.g.
King [14]. The idea is very simple and can be roughly described as follows. For
any algebra A, we denote by Mod(A) the abelian category of finite-dimensional left
modules of A and Repα(A) the usual affine variety of α-dimensional representations
of A. To study the moduli space of representations in an irreducible component C
of Repα(A), we appropriately choose an A-B-bimodule T and consider the functor
F = HomA(T,−) : Mod(A) → Mod(B). If F maps a general representation in an
irreducible component C to a general representation in an irreducible component
CF . Then F induces a rational map f from C to the moduli stacks ModCF (B). This
procedure is explained in detail in Section 3. Let ModσC(A) be the GIT quotient of
σ-semi-stable representations of C. It is a quotient of an open substack of ModC(A).
Under some nice property of F , f descends to a rational map of the GIT quotients
ModσC(A) → Mod
σF
CF
(B) for certain stability σF . This construction is explained
in detail in Section 6. If we can understand this rational map and the quotient
downstairs, then the other one can be understood as well.
Although this idea can be applied to any algebra, as a first attempt we only
focus on finite-dimensional quiver algebras. We have the following reasons for
this. The varieties of representations are all affine spaces, in particular smooth and
irreducible. Otherwise, one has to detect irreducible components and works with
possibly highly singular varieties. For smooth variety, Mumford’s semi-invariant
construction gives all possible good quotients in the category of varieties or schemes.
Moreover, the simple nature of quiver algebras allow us to refine many general
results. In fact, we think that it is even possible to do some classification in low
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dimensions. Finally, this theory has a good application in Schubert calculus [7,
Section 7]. Since we hope to stay in the world of quivers, the functors that we pick
are very special. They are orthogonal projections, introduced by Geigle and Lenzing
[9]. Its induced rational map turns out to be birational in the orthogonal case.
This approach may be also suggested by Schofield at the end of the introduction of
[20]. In [20], Schofield studied the birational equivalence among the moduli spaces
targeting the rationality problem. However, we focus more on the geometry of
the birational transformation. We also show by example that the answer to the
question proposed in [20, Introduction] is negative in general.
We state several main results of this notes. Given a dimension vector α with
a stability σβ , we consider an exceptional representation E (right) orthogonal to
a general α-dimensional representation. The right orthogonal projection functor
RQE projects the module category Mod(Q) to Mod(QE) for another quiver QE
with one vertex less. This functor also determine a new dimension vector αǫ and
a new stability σβ∨
E
of QE. Let q : Rep
σβ ·ss
α (Q)→ Mod
σβ
α (Q) be the GIT quotient
map.
Theorem 1.1. The functor RQE induces a birational transformation
ϕE : Mod
σβ
α (Q) 99KMod
σβ∨
E
αǫ (QE),
which maps q(Repσβ ·ssα (
⊥E)) isomorphically onto its image.
We say a stability σβ lying on a wall of α if Repα(Q) contains a strict σβ-semi-
stable point. The orthogonal projection functor also determines a stability σβ˜∨
E
on
Q.
Theorem 1.2. Assume some mild conditions. If ββ˜∨E only crosses a single wall,
then ϕE is the blow-up of Mod
σβ∨ǫ
αǫ (QE) along an irreducible subvariety which has
dimension −〈ǫ, α− ǫ〉Q if non-empty.
Both the blow-up locus and the exceptional divisor can be described in terms
of the representation theory. The exceptional divisor is exactly the quotient of
those representations having E as a quotient representation, and the blow-up locus
is exactly the quotient of image of RQE on those representations having E as a
subrepresentation.
The GIT construction also gives us an ample divisor on the quotient for free,
namely the one induced from the G-linearization. We denote by Dβ the one from
the stability σβ .
Theorem 1.3. Under some mild assumption, Dβ = ϕ
∗
E(Dβ∨ǫ )− 〈β, ǫ〉QEβ .
Here, Eβ is an irreducible divisor which can be explicitly described. In the situation
of Theorem 1.2, it is the exceptional divisor of the blow-up.
This notes is organized as follows. In Section 2, we review some basics on the
GIT moduli of quiver representations. In Section 3, we explain how to construct
algebraic morphisms out of a functor represented by a bimodule. Lemma 3.5 is fun-
damental to the whole notes. In Section 4, we review some basics on the orthogonal
projection. A concrete description of the representability of this functor (Lemma
4.5) may be new. Next, we make a crucial definition of E-regular representations
and give several characterizations (Lemma 4.7). We provide a family of surface
examples to illustrate Lemma 3.5. In Section 5, we introduce the fundamental rank
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to prove some basic properties of the exceptional set Eα including its irreducibility.
In Section 6, we introduce a series of relative notions to study how the stability
changes under the orthogonal projections. After that, we give our first main result
Theorem 6.9 on a functorial construction of birational transformations of the GIT
quotients. We illustrate this result by continuing the examples in Section 4. One
important corollary builds up the connection between the functorial construction
and the wall-crossing, which leads to the important definition of the core of the
G-ample cone. The functorial construction is further refined in Section 7 by using
a result of M. Thaddeus. We show in Theorem 7.3 that the essential case of that
birational transformation is the usual blow-up. This is our second main result. It is
furnished with an interesting example in dimension three. In Section 8, we compare
the induced ample divisors under the birational transformation. Theorem 8.6 is our
third main result. We also illustrate it by examples discussed before. We consider
in particular the induced divisors from the anti-canonical characters and show they
agree with the anti-canonical classes in most cases.
Finally, we want to make several little remarks on our language and notations.
Although the moduli spaces we interested in are the classical GIT quotients, for our
convenience we introduce the moduli stacks because the functors that we consider
work better at the level of moduli stacks. We use Rep to denote the affine variety of
representations and replace Rep by Mod to denote the corresponding moduli stack.
For example, Modα(Q) is the moduli stack of all α-dimensional representations
of Q, and similarly Modσβ ·ssα (Q) is the moduli stack of all α-dimensional σβ-semi-
stable representations. Note the difference between the moduli stack Modσβ ·ssα (Q)
and the GIT quotient Modσβα (Q). When used without any subscript or superscript,
it coincides with the module category. We indulge ourself in this abuse of notation.
The second remark is that if we put an irreducible variety in an argument for
a single representation, we mean a general representation in that variety. For
example, homQ(M,C
M ) means the dimension of HomQ(M,N), where N is a gen-
eral representation of CM . If the variety is Repα(Q), we abbreviate it by α, e.g.
homQ(α,C
M ). If the variety is a subvariety of a product of two varieties, then this
variety can replace a bi-argument. For example, homQ(C) means the dimension of
HomQ(M,N) for a general element (M,N) ∈ C.
Finally, our vectors are exclusively row vectors. If an arrow of a quiver is denoted
by a lowercase letter, then we use the same capital letter for its linear map of
a representation. For direct sum of n copy of M , we write nM instead of the
traditionalM⊕n. IfM has a projective (resp. injective) presentation P1 → P0 (resp.
I0 → I1), then we may use the shorthand M = P1 → P0 (resp. M = I0 → I1).
Similar notation for injective presentation For any other unexplained terminology
or notation in the representation theory of quivers, we refer the readers to [7].
2. Basics on Moduli of Quiver Representations
We provide some preliminary background on the GIT moduli spaces of quiver
representations. For a good introduction or more detailed treatment, we recom-
mend [14, 17]. Let Q be a finite quiver with the set of vertices Q0 and the set
of arrows Q1. If a ∈ Q1 is an arrow, then ta and ha denote its tail and its head
respectively. Throughout k is a algebraically closed field of characteristic 0. Fix a
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dimension vector α, the space of all α-dimensional representations is
Repα(Q) :=
⊕
a∈Q1
Hom(kα(ta), kα(ha)).
The product of general linear group GLα :=
∏
v∈Q0
GLα(v) acts on Repα(Q) by
the natural base change. This action has a kernel, which is the multi-diagonally
embedded k∗. Two representations M,N ∈ Repα(Q) are isomorphic if they lie in
the same GLα-orbit. Any character or weight of GLα has the form
{g(v) | v ∈ Q0} →
∏(
det g(v)
)σ(v)
, σ(v) ∈ Z.
We define the subgroup GLσα to be the kernel of the character map. The semi-
invariant ring SIRσα(Q) := k[Repα(Q)]
GLσα of weight σ is σ-graded: ⊕n>0 SI
nσ
α (Q),
where
SIσα(Q) := {f ∈ k[Repα(Q)] | g(f) = σ(g)f, ∀g ∈ GLα}.
A representation M ∈ Repα(Q) is called σ-semi-stable if there is some non-
constant f ∈ SIRσα(Q) such that f(M) 6= 0. It is called stable if the orbit GL
σ
αM
is closed of dimension dimGLσα−1. We denote the set of all σ-semi-stable (resp.
σ-stable, σ-unstable) representations in Repα(Q) by Rep
σ·ss
α (Q) (resp. Rep
σ·st
α (Q),
Repσ·unα (Q)). When Rep
σ·ss
α (Q) (resp. Rep
σ·st
α (Q)) is non-empty, we say that α is
σ-semi-stable (resp. σ-stable). Based on Hilbert-Mumford criterion, King provides
a simple criterion for the stability of a representation.
Lemma 2.1. [14, Proposition 3.1] A representation M is σ-semi-stable (resp. σ-
stable) if and only if σ(M ) = 0 and σ(L) 6 0 (resp. < 0) for any non-trivial
subrepresentation L of M .
The GIT quotient with respect to a linearization of character σ is
Modσα(Q) := Proj(⊕n>0 SI
nσ
α (Q)),
which is projective over the ordinary quotient Spec(k[Repα(Q)]
GLα). If we assume
that Q has no oriented cycles, then k[Repα(Q)]
GLα = k, so the GIT quotient is
projective. In this notes, we assume that Q has no oriented cycles, or equivalently
the associated path algebra kQ is finite-dimensional. So the category Rep(Q) has
enough projective and injective objects.
The induced quotient map q : Repσ·ssα (Q) → Mod
σ
α(Q) is a good categorical
quotient and the restriction of q on Repσ·stα (Q) is a geometric quotient. In general,
the quotient Modσα(Q) may be singular, but they are always normal and have
rational singularities because in general these two properties are inherited by the
invariant ring.
Before treating the general case, we would like to mention several reduction
steps. If α is strictly σ-semi-stable, then it has a σ-stable decomposition: α =
c1α1+˙c2α2+˙ · · · +˙crαr [7, 3.2]. [7, Theorem 3.20] says that in this case the GIT
quotient Modσα(Q) is just a symmetric product of Mod
σ
αi(Q)’s. So we only need
to deal with the more geometric cases when α is σ-stable. Next, if the quotient is
1-dimensional, it is a rational normal curve, which must be P1. So we will focus on
the case when the quotient has dimension at least 2. The dimension of the quotient
is given by
dimRepα(Q)− (dimGL
σ
α−1)− 1 = 1− 〈α, α〉Q,
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where 〈−,−〉Q is the Euler form associated to Q. So in this case, α must be a non-
isotropic imaginary Schur root. Here, non-isotropic imaginary means that 〈α, α〉Q <
0 and Schur root means that HomQ(M,M) = k for general M ∈ Repα(Q).
Let Σα(Q) denote the G-ample cone of the action, that is, the set of all weights
σ such that α is σ-semi-stable. It turns out that such a weight σ must be of the
form σβ := 〈β,−〉Q for some dimension vector β.
For any N ∈ Repβ(Q), we apply the functor HomQ(−,M) to the canonical
resolution of N :
(2.1) 0 −→
⊕
a∈Q1
Pha ⊗N(ta) −→
⊕
v∈Q0
Pv ⊗N(v) −→ N → 0.
Here, Pv is the indecomposable projective representation with top Sv, the one-
dimensional simple representation supported on the vertex v. Then we get the
following exact sequence
(2.2)
HomQ(N,M) →֒
⊕
v∈Q0
Hom(N(v),M(v))
φNM−−→
⊕
a∈Q1
Hom(N(ha),M(ta))։ ExtQ(N,M).
If 〈β, α〉Q = 0, then φ
N
M is a square matrix. Following Schofield [18], we de-
fine c(N,M) := detφNM . Note that c(N,M) 6= 0 if and only if HomQ(N,M) =
ExtQ(N,M) = 0. We denote cN := c(N,−) and dually c
M := c(−,M). Note that
cN ∈ SI
σβ
α (Q). We call them Schofield’s semi-invariants. In fact, they span SI
σβ
α (Q)
over k [6, Theorem 1]. So if M is a σβ -semi-stable representation, then there is
some n ∈ N and N ′ ∈ Repnβ(Q) such that cN ′(M) 6= 0. Clearly cN defines a
GLα-invariant divisor on Repα(Q) and we denote it by CN . Let q : Rep
σβ ·ss
α (Q)→
Modσβα (Q) be the quotient map, then CN induces an ample effective divisor q∗(CN )
on Modσβα (Q). All divisors of this form are linear equivalent and we denote it by
Dβ. So we get not only a projective quotient but also an induced ample divisor
for free. Its space of global section H0(Modσβα (Q), Dβ) is isomorphic to SI
σβ
α (Q).
Certainly, there are dual statements for cM .
For any dimension vector α, there is a canonical choice of weight, which is
σac = 〈α,−〉Q − 〈−, α〉Q = 〈α+ τ
−1α,−〉Q = −〈−, α+ τα〉Q.
To simplify our notation, sometimes we denote the dimension vector α+ τ−1α also
by ac. One importance of this weight was discovered by Schofield in [19, Theorem
6.1].
Proposition 2.2. α is a Schur root if and only if it is σac-stable.
3. Bimodules and Stacks
Suppose that an affine algebraic k-group G acts on a k-scheme X . Recall that
the quotient stack [X/G] is the category whose objects are principal G-bundles
π : P → S together with a G-equivalent morphism φ : P → X . Morphisms are
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Cartesian diagram such that φf = φ′.
P
φ //
π

f
""❊
❊❊
❊❊
❊❊
❊ X
S
g
""❉
❉❉
❉❉
❉❉
❉❉
P ′
π′

φ′
<<②②②②②②②②
S′
This is a category fibred on groupoids with structure functor p sending the above
morphism to S′
g
−→ S. The fibre p−1(S) is a groupoid called S-points of [X/G],
denoted by [X/G](S). Clearly the k-points are in one-to-one correspondence with
the orbits of the action. In particular, a scheme is naturally a quotient stack with
G = {e}.
A morphism of quotient stacks F : [X/G] → [Y/H ] is a functor between the
categories commuting with the structure functors. The stack [X/G] is an Artin
stack with the atlas the natural morphism X → [X/G] [10, Example 2.29].
Let A be some path algebra kQ. By the moduli stack Modα(A), we mean the
quotient stack [Repα(A)/GLα]. Let B be another k-algebra, and T be an (A,B)-
bimodule. We assume that T =
⊕
Ti is a basic A-module with EndA(T ) = B. We
fix for each Ti a projective resolution 0→ P
i
1 → P
i
0 → Ti → 0. We also fix for each
HomA(Ti, Tj) a basis hij and its lift h˜ij through the following diagram:
0 // P i1 //

P i0 //
h˜ij

Ti
hij

// 0
0 // P j1 // P
j
0
// Tj // 0
Definition 3.1. A representation M is called T -regular if applying HomA(−,M)
to a projective resolution 0 → P1 → P0 → T → 0, we get a surjective map
HomA(P0,M) ։ HomA(P1,M). A dimension vector α is called T -regular if there
is a T -regular representation in Repα(A). We denote the set of all T -regular repre-
sentations in Repα(A) by Repα(T
reg).
Note that being T -regular is an open condition and does not depend on the
choice of the projective resolution. For simplicity, we assume that α is T -regular.
This is equivalent to say that for each i, Hom(P i0,M)→ Hom(P
i
1,M) is surjective
for generalM ∈ Repα(A). Later we will see that this is always the case for functors
interested to us.
Let M(n,m) be the affine space of n×m matrices, and M
0
(n,m) be the subvariety
of full-rank matrices.
Lemma 3.2. There is a morphism M0(n,n−1) → k
n sending a matrix M to a non-
zero vector v such that vM = 0.
Proof. The i-th coordinates of v can be chosen as the i-th maximal minor of M
with coefficient (−1)i. 
Corollary 3.3. For any x ∈ M0(n,n−k) there is a neighborhood Ux of x with a
morphism Ux →M
0
(k,n) sending a matrix M to a basis of the null space of M .
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Proof. We prove by induction on k. The lemma is for k = 1. Since x has full
rank, there is some non-vanishing maximal minor mI of x. Let UI be the open set
defined by non-vanishing of the I-th maximal minor. We can add a fixed vector to
any y ∈ UI such that the n× n− k + 1 matrix is still of full rank. Then our result
follows from the induction. 
Lemma 3.4. Let M be any T -regular representation with dimHomA(Ti,M) = βi.
The functor: HomA(T,−) : modA→ modB induces a morphism respecting orbits
from an open neighborhood UM of M to Repβ(B).
Proof. By Corollary 3.3, we have an open neighborhood UM of M such that there
is a morphism from UM sending N ∈ UM to the null space of HomA(P0, N) ։
HomA(P1, N). The null space is nothing but HomA(T,N). The above diagram
with fixed lift h˜ij allow us to define an element in Repβ(B). This morphism respects
orbits because it lifts the functor between module categories. 
Lemma 3.5. The functor: HomA(T,−) : modA → modB induces a morphism
from Repα(T
reg) to Modβ(B).
Proof. Let πM : UM → Modβ(B) be the morphism constructed in Lemma 3.4
composed with the quotient map Repβ(B)→ Modβ(B). Since all such morphisms
respect orbits, they agree on Repα(T
reg). 
4. Orthogonal Projection
Let us review some basic facts about the orthogonal projections, first at the level
of unimodular bilinear form and later at the level of module category. Let V be a
unimodular lattice with bilinear form 〈−,−〉 and ǫ be a root of V , i.e., 〈ǫ, ǫ〉 = 1.
The left (resp. right) orthogonal lattice ⊥ǫ (resp. ǫ⊥) is the sublattice
{α ∈ V | 〈α, ǫ〉 = 0} (resp. {α ∈ V | 〈ǫ, α〉 = 0}).
The Coxeter transformation τ is the unique linear transformation determined by
〈α, β〉 = −〈β, τα〉. Clearly ⊥ǫ = τ−1ǫ⊥, so we can focus on the left one. Following
[15], we define the orthogonal projection Rǫ : V →
⊥ǫ and the dual projection
R∨ǫ : V →
⊥ǫ by
Rǫ(α) = α− 〈α, ǫ〉ǫ and R
∨
ǫ (α) = α+ 〈α, ǫ〉τ
−1ǫ.
Clearly for α ∈ ⊥ǫ and β ∈ V , we have that
〈α, β〉 = 〈α,Rǫ β〉 and 〈β, α〉 = 〈R
∨
ǫ β, α〉.
A direct calculation can verify that 〈α, β〉 = −〈R∨ǫ τ
−1β, α〉 = −〈β,Rǫ τα〉 for
α, β ∈ ǫ⊥. In particular, Rǫ τ is the Coxeter transformation for
⊥ǫ and its inverse
is R∨ǫ τ
−1 [15, Corollary 18.1].
Let Q be a finite quiver without oriented cycles. For two kQ-module M and
N , M is said to be left orthogonal to N denoted by M ⊥ N if HomQ(M,N) =
ExtQ(M,N) = 0. In this case we also say that N is right orthogonal to M . The
left orthogonal category ⊥N is the abelian subcategory {M ∈ Mod(Q) | M ⊥ N}.
A kQ-module E is called exceptional if HomQ(E,E) = k and ExtQ(E,E) = 0, so
the dimension vector of E corresponds to a real Schur root ǫ. We specialize some
general results in [9] (see also [18]) to the quiver case.
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Lemma 4.1. [9, Proposition 3.2, 3.5] ⊥E is a reflective subcategory ofMod(Q), i.e.,
there is a functor RE : Mod(Q)→
⊥E right adjoint to the inclusion functor ⊥E →
Mod(Q). In particular, RE is left exact and compatible with injective presentations.
Sketch of proof. It is useful to recall the construction in [9], which is depicted by
the following diagram. The row is the universal extension and the column is the
universal homomorphism.
RE(M)
_

rM
##●
●●
●●
●●
●●
eE 
 // M ′

// // M
hE
Here, the universal extension means the extension universal with respect to the
property that the connecting morphism HomQ(eE,E)
δ
−→ ExtQ(M,E) in the long
exact sequence is an isomorphism. Similarly, we mean by the universal homomor-
phism.
Alternatively, we can change the order of taking the universal extension and the
universal homomorphism, but this leads to the same construction.
eE _

RE(M)

rM
##●
●●
●●
●●
●●
M ′′ 
 // M // hE
Note that the composition rM is the universal homomorphism from an object of
⊥E to M . 
Definition 4.2. The basic set b(M) of a moduleM consists of all the non-isomorphic
direct summands of M . We call M basic if its direct summands are all pairwise
non-isomorphic.
A kQ-module T is called partial tilting if ExtQ(T, T ) = 0. A partial tilting
module is called tilting if its direct summands generate the category Mod(Q). This
is equivalent to say that the cardinality of the basic set of T is equal to the number
of vertices |Q0| [2, Proposition VI.4.4].
Remark 4.3. If Iv is the indecomposable injective module corresponding to a ver-
tex v, then applying RE to Iv is particularly simple. If E is not injective, then
HomQ(Iv, E) = 0; otherwise ExtQ(Iv , E) = 0. Clearly, RE(kQ
∗) = ⊕v∈Q0 RE(Iv)
is partial tilting. Applying HomQ(E,−) to the construction of Lemma 4.1, we see
that ExtQ(E,RE(kQ
∗)) = 0, so RE(kQ
∗)⊕E is a tilting module for Mod(Q). Let
Ib be a direct sum of elements in b(RE(kQ
∗)), then the quiver of EndQ(Ib) has
|Q0| − 1 vertices and no oriented cycles.
Corollary 4.4. [18, Theorem 2.3] The orthogonal category ⊥E is (Morita) equiv-
alent to representations of a quiver QE having no oriented cycles with |Q0| − 1
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vertices. The inverse functor ιE : Mod(QE) →
⊥E is a full exact embedding into
Mod(Q).
We called the functor RE in Lemma 4.1 the (right) orthogonal projection through
E and its composition with the equivalence in Lemma 4.4 the (right) orthogonal
projection to QE , denoted by RQE : Mod(Q) → Mod(QE). Sometimes we do not
distinguish ⊥E and Mod(QE) if no confusion is possible.
If E is not injective, then everything above has a dual statement for the right
orthogonal category E⊥ and left orthogonal projection LE and LQE . Let τ be the
classical AR-transformation [2, IV.2] on Mod(Q). By the AR-duality [2, Theorem
IV.2.13], ⊥E = τ−1E⊥. We define the dual right orthogonal projection R∨E :=
Lτ−1E , the left orthogonal projection through τ
−1E. Then the dual of Lemma 4.1
implies that b(R∨E(kQ)) contains all the indecomposable projective module in
⊥E.
We denote by Pb the direct sum of all elements in b(R
∨
E(kQ)).
It is well-known [22] that an adjoint pair between module categories must be
representable by a bimodule. The next lemma says that the bimodule for RE is
explicitly given by b(R∨E(kQ)).
Lemma 4.5. RE(M) = HomQ(R
∨
E(kQ),−), so RQE (M) = HomQ(Pb,−).
Proof. First, we treat the case when M = I is injective. Apply the functor
HomQ(R
∨
E(kQ),−) to the exact sequence 0 → eE → RE(I) → I → 0, then we
get
HomQ(R
∨
E(kQ), eE)→ HomQ(R
∨
E(kQ),RE(I))→ HomQ(R
∨
E(kQ), I)→ ExtQ(R
∨
E(kQ), eE).
Since the first and last term vanish and R∨E is left adjoint to the inclusion functor,
HomQ(R
∨
E(kQ),RE(I)) = HomQ(kQ,RE(I)) = RE(I).
Hence HomQ(R
∨
E(kQ), I)
∼= RE(I).
Now for any representation M , we apply HomQ(R
∨
E(kQ),−) to its injective res-
olution 0→M → I0 → I1 → 0. Comparing
0→ HomQ(R
∨
E(kQ),M)→ HomQ(R
∨
E(kQ), I0)→ HomQ(R
∨
E(kQ), I1)
with 0 → RE(M) → RE(I0) → RE(I1), We find that HomQ(R
∨
E(kQ),M)
∼=
RE(M) by the natural functoriality. 
The equivalence in Corollary 4.4 induces a linear isometry between theK0-groups
equipped with the Euler forms. In particular for M,N ∈ ⊥E,
dimQM = dimQN ⇐⇒ dimQE RQE (M) = dimQE RQE (N).
In general, we consider any dimension vector α. Under the functor RQE , general
elements in Repα(Q) maps to ModαE (QE) for some dimension vector αE . We also
have the dual notion α∨E for the functor R
∨
QE .
Let ǫ be a real root of Q. We denote by Rǫ the right orthogonal projection
on the K0-group of Mod(Q) equipped with the Euler form 〈−,−〉Q, i.e., Rǫ(α) =
α − 〈α, ǫ〉Qǫ. Similarly, we write RQǫ for the composition of Rǫ with the linear
isometry induced by the equivalence in Lemma 4.4 and ιǫ for the inverse of this
linear isometry. To simplify our notation, sometimes we write α˜ǫ := Rǫ(α), αǫ :=
RQǫ(α), and α
ǫ := ιǫ(α). We need the obvious dual notions R
∨
ǫ ,R
∨
Qǫ , and α˜
∨
ǫ , α
∨
ǫ
later.
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Definition 4.6. A representation M ∈ Repα(Q) is called E-regular if
dimQRE(M) = α˜ǫ or equivalently dimQE RQE (M) = αǫ.
We denote the set of all E-regular representations by Ereg and Ereg ∩Repα(Q) by
Repα(E
reg).
Lemma 4.7. The following are equivalent for a representation M
(1) M is E-regular.
(2) The universal homomorphism M → hE is surjective.
(3) The functor RE is exact on any injective resolution 0→M → I0 → I1 → 0.
(4) ExtQ(R
∨
E(kQ),M) = 0.
Proof. (1) ⇔ (2) and (3) ⇔ (4) follows from the construction of Lemma 4.1 and
Lemma 4.5 respectively. For (1) ⇒ (3), we need to show that RE(I0) → RE(I1)
is surjective. If not, let C be the cokernel, which must be injective in ⊥E. Since
M, I0, I1 are all E-regular, we see that the dimension of C is a multiple of ǫ, which
is impossible. For (3)⇒ (2), we consider the following diagram
K _

// RE(M) _

rM // M _

0 // e0E //
f

RE(I0)
rI0 //

I0

// 0
0 // e1E //

RE(I1)
rI1 //

I1 //

0
C 0 0
By the snake lemma, we get an exact sequence 0→ K → RE(M)
rM−−→M → C → 0
appeared in the construction of Lemma 4.1. Since E is exceptional, the cokernel C
of f must be a direct sum of E’s. Hence M → C is the universal homomorphism
map and it is surjective. 
According to Lemma 4.7.(4), E-regular is the same as R∨E(kQ)-regular of Section
3. The next corollary follows easily from the adjoint property of RE and the above
diagram.
Corollary 4.8. If M is E-regular, then ExtQ(−,RE(M)) = ExtQ(−,M) on
⊥E.
In general, we have ExtQ(−,RE(M)) ⊆ ExtQ(−,M). Here we prove the dual
statement.
Lemma 4.9. For any M ∈ Mod(Q), ExtQ(R
∨
E(M),−) ⊆ ExtQ(M,−) on
⊥E. So
M ⊥ N implies R∨E(M) ⊥ N for N ∈
⊥E.
Proof. Take a projective resolution ofM : 0→ P1 → P0 →M → 0, then R
∨
E(P1)→
R∨E(P0)→ R
∨
E(M)→ 0 is exact. Let us look at the following diagram.
0 // HomQ(M,N) // HomQ(P0, N) // HomQ(P1, N) // ExtQ(M,N) // 0
0 // HomQ(R
∨
E(M), N)
// HomQ(R
∨
E(P0), N)
// HomQ(R
∨
E(P1), N)
// E // 0
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Since N ∈ ⊥E, the adjunction property gives the first three vertical isomorphisms,
which implies the last isomorphism. Clearly ExtQ(R
∨
E(M), N) is a subspace of
E. 
Let us specialize the above discussion to the orthogonal case. Since any repre-
sentation in ⊥E is trivially E-regular, we get a surjective morphism Repα(E
reg)→
Modαǫ(QE) from Lemma 3.5. By a slight abuse of notation, we denote this mor-
phism still by RQE .
Definition 4.10. We say that E is right orthogonal to a dimension vector α,
denoted by α ⊥ E, if Repα(
⊥E) := Repα(Q)∩
⊥E is non-empty. We say E is right
exceptional to α if in addition Eα := Repα(E
reg) \ ⊥E is non-empty. We call Eα an
exceptional set in Repα(Q) with respect to E. It has codimension one in Repα(Q)
because it is open in CE .
Although we do not know if there are only finitely many E orthogonal to a fixed
α, Lemma 4.7.(2) does guarantee that there are only finitely many E exceptional
to α. The following lemma is a nice application of Luna’s e´tale slice [16].
Lemma 4.11. [18, Theorem 3.2] If α ⊥ E, then Repα(
⊥E) is isomorphic to the
homogeneous fibre space GLα×GLαǫ Repαǫ(QE).
Example 4.12. Consider the quiver B1
1
a1
    
  
  
   b1
❃
❃❃
❃❃
❃❃
❃
2
c1 //
d1
// 3
with dimension vector α = (1, 1, 1). Then the only exceptional representation E
right orthogonal to α is the simple S1. Let us compute B
1
E and αǫ. We observe that
P1, P3 ∈
⊥E and R∨E(P2) = P1. So Repα(E
reg) is the whole Repα(B
1). Moreover
B1E is the three-arrow Kronecker Quiver Θ3 with αǫ = (1, 1). Let us denote the
three arrows by a, b, c, then the morphism Repα(B
1)→ Repαǫ(Θ3) can be explicitly
described as A = D1A1, B = C1A1, and C = B1. Note that RE crashes Eα defined
by A1 = 0 to a single module N˜1 represented by {A1 = B1 = 1, C1 = D1 = 0}. So
RQE (Eα) is represented by {A = B = 0, C = 1}.
Consider the quiver B2
1
a2

b2 // 4
3
e2   
@@   
2c2
oo
d2
OO
with dimension vector α = (1, 1, 1, 1). Then there are three exceptional represen-
tations right orthogonal to α. They are
0→ Ev → I3 → Iv → 0, v = 1, 2
0→ E3 → I4 → I3 → 0.
Let E = E2. We observe that P2, P4 ∈
⊥E, R∨E(P3) = P2, and R
∨
E(P1) = P3 →
P2 ⊕ P1. So B
2
E = B
1 with αǫ = (1, 1, 1). The E-regularity is defined by the
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condition that A2 6= 0 or C2 6= 0. The morphism Repα(E
reg) → Modαǫ(B
1) can
be explicitly described as 

A1 = −A2,
B1 = C2B2,
C1 = E2C2,
D1 = D2.
By symmetry B2E1 = B
1 and αǫ1 = (1, 1, 1). However, B
2
E3
is the quiver Θ2,2 :
1
a //
b
// 2
c //
d
// 3 .
with αǫ3 = (1, 1, 1). We claim that there is no exceptional representation orthogonal
to (1, 1, 1) for Θ2,2. If there is one with dimension ǫ = (x, y, z), then 〈αǫ3 , ǫ〉Q = 0
and 〈ǫ, ǫ〉Q = 1. Elementary calculation can show that 2z(z − y) = 1, which
is impossible. So the answer to the question in [20, introduction] is negative in
general.
Consider the quiver B3
4
1
b3
@@        
a3
❃
❃❃
❃❃
❃❃
❃ 2
d3
OO
c3

3
e3
^^❃❃❃❃❃❃❃❃
f3    
  
  
  
5
with dimension vector α = (1, 1, 1, 1, 1). Then there are six exceptional representa-
tions right orthogonal to α. They are
0→ Euv → Iv → Iu → 0,
where u = 1, 2, 3, v = 4, 5. Let E = E35. We observe that P3, P4 ∈
⊥E, R∨E(P5) =
P3, and R
∨
E(Pv) = P5 → P3 ⊕ Pv for v = 1, 2. So B
3
E = B
2 with αǫ = (1, 1, 1, 1).
The morphism Repα(E
reg)→ Modαǫ(B
2) can be explicitly described as

A2 = −A3,
B2 = B3F3,
C2 = −C3,
D2 = D3F3,
E2 = E3.
Consider the quiver B4
1
a4

5
e4
❑❑
%%❑❑
2
b4
ss
yyss
6
4
d4ss
99ss
3
c4❑❑
ee❑❑
with dimension vector α = (1, 1, 1, 1, 1, 2). Then there are ten exceptional repre-
sentations right orthogonal to α. They are
0→ Euv → I6 → Iu ⊕ Iv → 0,
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where {u, v} ⊂ {1, 2, 3, 4, 5}. Let E = E45. We observe that P4, P5 ∈
⊥E, R∨E(P6) =
P4 ⊕ P5, and R
∨
E(Pv) = P6 → P5 ⊕ P4 ⊕ Pv for v = 1, 2, 3. So B
4
E = B
3 with
αǫ = (1, 1, 1, 1, 1). The morphism Repα(E
reg) → Modαǫ(B
3) can be explicitly
described as 

A3 = − det(A4, D4),
B3 = det(A4, E4),
C3 = − det(B4, D4),
D3 = det(B4, E4),
E3 = det(C4, E4),
F3 = − det(C4, D4).
Example 4.13. Consider the quiver B4,1
5
e5
❃
❃❃
❃❃
❃❃
❃ 1
a5

6
f5 // 7 2
b5
oo
4
d5
@@        
3
c5
OO
with dimension vector α = (1, 1, 1, 1, 1, 2, 2). Then there are eighteen representa-
tions exceptional to α. The ones interesting to us are
0→ E1 → I7 → I6 → 0
0→ E2 → I6 → I5 ⊕ I4 → 0
To compute B4,1E1 , we observe that all Pi’s except P6 are in
⊥E1. So B
4,1
E1
=
B4 with αǫ1 = (1, 1, 1, 1, 1, 2). The morphism Repα(
⊥E1) → Repαǫ1 (B
4) can be
explicitly described as 

A4 = A5,
B4 = B5,
C4 = C5,
D4 = D5F5,
E4 = E5F5.
We leave it to interested reader to verify that B4,1E2 is also equal to B
4 and those
are the only two among the eighteen representations.
Example 4.14. Consider quiver C63 :
1
a //
b
// 2
c // 3
with dimension vector α = (3, 4, 1), then the only representation right excep-
tional to α is E = (2, 3, 0). By computation, we have that R∨E(P1) = 3(2P2 →
3P1),R
∨
E(P2) = 4(2P2 → 3P1), and R
∨
E(P3) = P3. So (C
6
3 )E is the four-arrow Kro-
necker quiver Θ4 with αǫ = (1, 1). Let us denote the four arrows by aE , bE, cE , dE .
As a good exercise, one can check that 2P2 → 3P1 can be represented by the
matrix
(
a 0 b
0 b a
)
, and that the morphism Repα(E
reg) → Modαǫ(Θ4) can be repre-
sented by AE = det
(
A 0 AC
0 B 0
B A 0
)
, BE = det
(
A 0 BC
0 B 0
B A 0
)
, CE = det
(
A 0 0
0 B AC
B A 0
)
, DE =
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det
(
A 0 0
0 B BC
B A 0
)
. The representations in Eα have the following normal form: A =(
1 0 0 0
0 1 0 0
0 0 0 s
)
, B =
(
0 1 0 ∗
0 0 1 0
0 0 0 t
)
and C = (∗, ∗, ∗,−1)T. Plug in and we get the image of
Eα has the form
(4.1) AE = st
2, BE = t
3, CE = s
3, DE = s
2t.
This example is taken from [8]. We will continue these examples later.
5. The Exceptional Set Eα
Definition 5.1. For any dimension vector γ, we define Hom(kα, kβ)γ
= {(M1, N1, φ) ∈ Gr
(
α
α− γ
)
×Gr
(
β
γ
)
×Hom(kα, kβ) | Kerφ =M1, Imφ = N1},
HomQ(α, β)γ
= {(M,N,M1, N1, φ) ∈ Repα(Q)× Repβ(Q)×Hom(k
α, kβ)γ | φ ∈ HomQ(M,N)}.
Lemma 5.2. q : Hom(kα, kβ)γ → Gr
(
α
α−γ
)
×Gr
(
β
γ
)
is a principal GLγ-bundle. In
particular, Hom(kα, kβ)γ is smooth and irreducible.
r : HomQ(α, β)γ → Hom(k
α, kβ)γ is a vector bundle with fibre⊕
a∈Q1
(Hom(kγ(ta), kγ(ha))⊕Hom(k(β−γ)(ta), kβ(ha))⊕Hom(kα(ta), k(α−γ)(ha))).
In particular, HomQ(α, β)γ is smooth and irreducible with
(5.1) dim(HomQ(α, β)γ) = dimRepα(Q)+dimRepβ(Q)+ 〈α, β〉− 〈α− γ, β− γ〉.
Proof. (Sketch) For any ι ∈ Hom(kγ , kα) injective and π ∈ Hom(kβ , kγ) sur-
jective, define Vιπ = {(M1, N1, φ) ∈ Hom(k
α, kβ)γ | πφι is isomorphism} and
Uιπ = {(M1, N1) ∈ Gr
(
α
α−γ
)
× Gr
(
β
γ
)
| kα = M1 + Im(ι), k
β = N1 + Ker(π)}.
Then {Uιπ} is an open cover of Gr
(
α
α−γ
)
× Gr
(
β
γ
)
and {Vιπ} is an open cover of
Hom(kα, kβ)γ such that Vιπ = Uιπ ×GLγ . Moreover, one can show that r is trivial
over Vιπ. 
Now we assume that 〈α, β〉Q = 0. Let C be the subscheme of Repα(Q)×Repβ(Q)
defined by c(M,N) := detφMN (2.2), so its reduced part is
Cred = {(M,N) ∈ Repα(Q)× Repβ(Q) | homQ(M,N) > 0}.
Definition 5.3. We call the (non-trivial) general rank γ on any irreducible com-
ponent of C a fundamental rank for (α, β).
Lemma 5.4. All the irreducible components of C are parameterized by the funda-
mental ranks. We denote by Cγ the component with fundamental rank γ, then
(5.2) extQ(Cγ) = homQ(Cγ) = 1− 〈α− γ, β − γ〉.
Proof. Let C0 be irreducible component of Cred and γ be the general rank on C0.
Consider the projection p : HomQ(α, β)γ → Repα(Q)× Repβ(Q). p(HomQ(α, β)γ)
is irreducible and must equal to C0.
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If (M,N) ∈ Cγ is in general position, then a general element in HomQ(M,N)
has rank γ. But the fibre p−1(M,N) is {φ ∈ HomQ(M,N) | rankφ = γ}, so
extQ(Cγ) = homQ(Cγ) = dim p
−1(M,N)
= dim(HomQ(α, β)γ)− dim(Repα(Q)× Repβ(Q))
= 1− 〈α− γ, β − γ〉.

We denote the following three sets respectively by Repγ →֒α(Q),Repα։γ(Q), and
Repγ⊕α−γ(Q):
{M ∈ Repα(Q) |M has a γ-dimensional subrepresentation},
{M ∈ Repα(Q) |M has a γ-dimensional quotient representation},
{M ∈ Repα(Q) |M has a direct sum decomposition of dimension γ and α− γ},
The following lemma is implied in the proof of [19, Theorem 2.1, 3.3].
Lemma 5.5. Repα։γ(Q) is a closed irreducible subvariety of codimension equal
to extQ(α− γ, γ) in Repα(Q); Repγ⊕α−γ(Q) is irreducible of codimension equal to
extQ(γ, α− γ) + extQ(α− γ, γ) in Repα(Q).
Corollary 5.6. If α ⊥ E ,then the following are equivalent
(1) E is right exceptional to α;
(2) ǫ is a fundamental rank for (α, ǫ);
(3) extQ(α− ǫ, ǫ) = 1, or equivalently homQ(α− ǫ, ǫ) = 0;
In this case, the exceptional set Eα is irreducible and homQ(Eα, E) = 1. Moreover,
Repα։ǫ(Q) = Eα and Repǫ→֒α(Q) = GLα ·RE(Eα).
Proof. If Eα is non-empty, then ǫ is clearly a general rank on Eα×GLǫE. But GLǫE
is dense in Repǫ(Q), so Eα × GLǫE has codimension one in Repα(Q) × Repǫ(Q),
and thus must be irreducible. Hence, ǫ is a fundamental rank for (α, ǫ) and Eα
is irreducible. Now each representation on Eα has a quotient representation of
dimension ǫ, so extQ(α−ǫ, ǫ) = 1. Conversely, if extQ(α−ǫ, ǫ) = 1, then homQ(α−
ǫ, ǫ) = 0. Let M be a general representation in Repα։ǫ(Q). We can assume that
the kernel S of M ։ E is general in Repα−ǫ(Q). We claim that HomQ(M,E)
contains solely one epimorphism, otherwise homQ(S,E) = homQ(M,E) − 1 > 0
contradicting homQ(α − ǫ, ǫ) = 0. So this epimorphism is indeed the universal
homomorphism.
The equality homQ(Eα, E) = 1 follows from the formula (5.2). Repα։ǫ(Q) = Eα
is evident from Lemma 5.5. So we can require the kernel of the universal homomor-
phism is in general position, and therefore GLα ·RE(Eα) is dense in Repǫ→֒α(Q). 
Example 5.7. It is possible that E is right orthogonal to α with dimQE < α, but
E is not right exceptional to α. Consider a reflected quiver C63 :
1 // 2 //// 3
with α = (1, 2, 2), then the only representation right orthogonal to α is E = (0, 2, 1).
However, α− ǫ = (1, 0, 1) and HomQ(S3, E) = 1, so homQ(α− ǫ, ǫ) = 1. Moreover,
one can check that the only fundamental rank for (α, ǫ) is (0, 1, 1) 6= ǫ.
The proposition will be used in Section 7.
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Proposition 5.8. Suppose that for any dimension vector γ < α, Repǫ→֒α(Q) *
Repγ⊕α−γ(Q), then homQ(ǫ, α− ǫ) = 0, so extQ(ǫ, α− ǫ) = −〈α− ǫ, ǫ〉Q.
Proof. The proof is just a slight variation of that of [18, Theorem 4.1]. Suppose
that homQ(ǫ, α− ǫ) > 0, then let γ be the general rank on Repǫ(Q)× Repα−ǫ(Q).
We claim that either γ = ǫ or γ = α − ǫ. Suppose this is not the case. We take
a general representations N ∈ Repα−ǫ(Q) with a general morphism f from E to
N . Let K, I, C be the kernel, image, and cokernel of f . Note that K and C can
not both be zeros, otherwise α = 2ǫ. Since extQ(ǫ, ǫ) = 0, this will contradicts
our assumption by Lemma 5.5. We assume that K is nonzero, otherwise the proof
goes similarly. We get an induced surjection ExtQ(N,K) ։ ExtQ(I,K), which
corresponds to the following exact diagram of extensions:
0 // K // E
π′ //
ι′

I //
_
ι

0
0 // K // M
π // N // 0,
from which we can construct an exact sequence of representations
0 // E
(π′ −ι′)// I ⊕M
( ιπ ) // N // 0.
This exact sequence cannot split, otherwise I⊕M = E⊕N contradicts the unique-
ness of decomposition. So the sequence corresponds to a general extension in
ExtQ(N,E). This is because extQ(α − ǫ, ǫ) = 1 and N,E are general. Then
a general representation in Repα→֒ǫ(Q) has a decomposition of dimension γ and
α− γ, which contradicts our assumption. 
6. A Functorial Construction
Let α be a non-isotropic imaginary Schur root and σβ = 〈β,−〉Q be a weight. We
assume that Repα(Q) contains a σβ-stable representation. Let E be an exceptional
representation with dimQE = ǫ and we assume it is right orthogonal to α. Note
that Repα(
⊥E) = Rep
σ
τ−1ǫ
·ss
α (Q) because GLǫE is dense in Repǫ(Q). We denote by
Repσβ ·ssα (Q) ∩
⊥E (resp. Repσβ ·stα (Q) ∩
⊥E) by Repσβ ·ssα (
⊥E) (resp. Repσβ ·stα (
⊥E)).
It follows from Lemma 4.9 that αǫ is σβ∨
E
-semi-stable.
Definition 6.1. A representationM ∈ Repσβ ·ssα (Q) is called E-effective if RQE (M)
is σβ∨
E
-semi-stable. Clearly, being E-effective is an open condition. We denote the
set of all E-effective σβ -semi-stable α-dimensional representations by Rep
σβ∨
E
·ss
α (Q)
and all E-effective σβ-unstable representations in Repα(
⊥E) by Rep
σβ∨
E
·us
α (⊥E).
Lemma 6.2. If M ∈ Repα(
⊥E) is σβ-(semi-)stable, then RQE (M) is σβ∨E -(semi-
)stable. In particular, αǫ is σβ∨
E
-stable.
Proof. Let M1 ∈ Mod(QE) be a quotient representation of RQE (M), then we
have that σβ∨
E
(dimQE M1) > σβ(dimQ ιE(M1)) by Lemma 4.9. Since ιE is an
exact embedding, ιE(M1) is also a quotient representation of ιE RQE (M). But
ιE RQE (M) = M because M ∈
⊥E. Now everything follows from King’s criterion
(Lemma 2.1). 
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Remark 6.3. In general, σβ-unstable points in Repα(
⊥E) may become σβ∨
E
-semi-
stable under RQE . This is equivalent to say that σβ∨E -semi-stable points may become
unstable under ιE . The following lemma is an easy consequence of King’s criterion.
Lemma 6.4. A σβ-unstable representation M ∈ Repα(
⊥E) is E-effective if and
only if there is no subrepresentation (resp. quotient) M1 of M such that M1 ∈
⊥E
and σβ(dimQM1) > 0 (resp. σβ(dimQM1) < 0).
Now we turn to the inverse functor ιE . Let p be the projection:
Repα(
⊥E) ∼= GLα×GLαǫ Repαǫ(QE)→ Repαǫ(QE)
and Repσβ ·ssαǫ (QE) be the open set p(Rep
σβ ·ss
α (
⊥E)) in Repαǫ(QE). By definition, it
consists exactly of all representationsM such that ιE(M) is σβ-semi-stable. We also
denote p(Repσβ ·stα (
⊥E)) and p(Rep
σβ∨
E
·us
α (⊥E)) by Rep
σβ ·st
αǫ (QE) and Rep
σβ ·su
αǫ (QE)
respectively. Note that Repσβ ·suαǫ (QE) consists exactly all representations M ∈
Rep
σβ∨
E
·ss
αǫ (QE) such that ιE(M) is σβ-unstable, so it is closed in Rep
σβ∨
E
·ss
αǫ (QE).
We give a useful criterion on when Repσβ ·ssαǫ (QE) = Rep
σβ∨
E
·ss
αǫ (QE), i.e., ιE pre-
serves (semi-)stable points. At certain points below, we may assume that σβ is a
E∨-regular weight, that is, β∨E = β
∨
ǫ . Equivalently, for a general N ∈ Repβ(Q), the
universal homomorphism τ−1(hE) → N is injective. Thus (nβ)∨E = nβ
∨
ǫ holds for
all n ∈ N.
Remark 6.5. We want to point out this is really not a big assumption. As an easy
consequence of Generalized Fulton’s Conjecture [7, Theorem 7.16], α is strictly
στ−1ǫ-semi-stable, so τ
−1ǫ must lie on the boundary of the cone Σα(Q). In fact, in
many cases it is an extremal ray of Σα(Q), then τ
−1(hE) must inject into N .
Proposition 6.6. Assume that σβ is a E
∨-regular weight, then GLβ∨ǫ ·R
∨
QE (Repβ(Q))
contains a dense subset of Repβ∨ǫ (QE) if and only if
(i) 〈β, ǫ〉Q 6 0, or
(ii) 〈β, ǫ〉Q > 0 and extQ(β, τ
−1ǫ) = 0.
In these cases, ιE preserves semi-stable points.
Proof. Suppose that−m = 〈β, ǫ〉Q 6 0. LetM be any representation in Repβ˜∨ǫ
(⊥E),
then M ⊕m(τ−1E) has dimension β = β˜∨ǫ +m(τ
−1ǫ). We have β˜∨ǫ ⊥ E because σβ
is E∨-regular. Clearly R∨E(M ⊕m(τ
−1E)) =M , so GLβ∨ǫ ·R
∨
QE (Repβ(Q)) contains
Repβ∨ǫ (QE).
If 〈β, ǫ〉Q > 0, then extQ(τ
−1ǫ, β) > 0. Let β′ be the dimension vector of
M ′ in the universal homomorphism sequence 0 → h(τ−1E) → M → M ′ → 0.
By the dual construction of Lemma 4.1 and Lemma 5.5, extQ(β
′, τ−1ǫ) = 0 is
a necessary and sufficient condition for GLβ∨ǫ ·R
∨
QE (Repβ(Q)) containing a dense
subset of Repβ∨ǫ (QE). It follows from the sequence that extQ(β
′, τ−1ǫ) = 0 if and
only if extQ(β, τ
−1ǫ) = 0.
Now if M ∈ Repαǫ(QE) is σβ∨ǫ -semi-stable, then there is some general repre-
sentation N ∈ Repnβ∨ǫ (QE) such that N ⊥ M . Since σβ is a E
∨-regular weight,
we can assume that N = R∨QE (N˜) for some N˜ ∈ Repnβ(Q). By the adjointness,
HomQ(N˜ , ιE(M)) = HomQE (N,M) = 0. Since σβ(α) = 0, N˜ ⊥ ιE(M) and thus
ιE(M) is σβ -semi-stable. 
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Definition 6.7. A weight σβ is called weakly Eα-effective if Eα ∩ Rep
σβ∨
E
·ss
α (Q) is
non-empty. It is called Eα-effective if in addition 〈β, ǫ〉Q > 0.
Note that for anyM ∈ Eα, E is a quotient representation ofM . So if σβ is weakly
Eα-effective, then at least we have that 〈β, ǫ〉Q > 0. If Eα∩Rep
σβ∨
E
·ss
α (Q) contains a
σβ-stable point, then 〈β, ǫ〉Q > 0. In this case, Eα ∩ Rep
σβ∨
E
·ss
α (Q) has codimension
one in Repα(Q), so its closure descends to a divisor in the corresponding GIT
quotient. It is possible that there exists weakly Eα-effective weight but no Eα-
effective weight, see Example 6.18.
Let E
σβ
α : = {M ∈ Eα ∩ Rep
σβ ·ss
α (Q) | RE(M) ∈Mod
σβ∨
E
·us
α (
⊥E)}
= {M ∈ Eα ∩ Rep
σβ∨
E
·ss
α (Q) | RE(M) ∈Mod
σβ ·un
α (Q)}.
So p(E
σβ
α ) = p(Rep
σβ ·un
α (
⊥E)) ∩ Rep
σβ∨
E
·ss
αǫ (QE) is closed in Rep
σβ∨
E
·ss
αǫ (QE).
Lemma 6.8.
(i) If 〈β, ǫ〉Q > 0, then M ∈ Eα implies RE(M) is σβ-unstable. In particular,
E
σβ
α = Eα ∩Rep
σβ∨
E
·ss
α (Q).
(ii) If σβ is E
∨-regular and E
σβ
α is non-empty, then 〈β, ǫ〉Q > 0.
Hence, the additional condition 〈β, ǫ〉Q > 0 can be replaced by E
σβ
α = Eα∩Rep
σβ∨
E
·ss
α (Q)
or E
σβ
α is non-empty when σβ is E
∨-regular.
Proof. (i) Let us look at the second construction of Lemma 4.1. Since hE is a
quotient representation of M and σβ(ǫ) > 0, σβ(dimQ(M
′′)) < 0. But M ′′ is a
subrepresentation of RE(M), so RE(M) is σβ-unstable.
(ii) Pick a representation M ∈ E
σβ
α , then by definition and Lemma 6.2, RE(M) is
στ−1ǫ and σβ˜∨ǫ
semi-stable but σβ-unstable. So there is a quotient representation
N of RE(M) with dimN = γ such that σβ(γ) < 0. Then σβ˜∨ǫ
(γ) = σβ(γ) +
〈β, ǫ〉Qστ−1ǫ(γ) > 0 implies that 〈β, ǫ〉Q > 0. 
Let q : Repσβ ·ssα (Q) → Mod
σβ
α (Q) be the GIT quotient maps. This map is the
composition of the stack quotient qˆ : Repσβ ·ssα (Q) → Mod
σβ ·ss
α (Q) and the natural
morphism q˜ : Modσβ ·ssα (Q) → Mod
σβ
α (Q) [10]. We use the similar notation for the
GIT quotient qE : Rep
σβ∨
E
·ss
αǫ (QE)→ Mod
σβ∨
E
αǫ (QE).
Theorem 6.9. The functor RQE induces a birational transformation
ϕE : Mod
σβ
α (Q) 99KMod
σβ∨
E
αǫ (QE),
whose fundamental set lies outside q(Rep
σβ∨
E
·ss
α (Q)). It maps q(Rep
σβ ·ss
α (
⊥E)) iso-
morphically onto qE(Rep
σβ ·ss
αǫ (QE)) and maps q(E
σβ
α ) onto the closed set q˜E RQE (E
σβ
α ).
Proof. By Lemma 3.5, we have already got a morphism from Repα(E
reg) to the
moduli stack Modαǫ(QE). By definition this morphism descends to Rep
σβ∨
E
·ss
α (Q)→
Mod
σβ∨
E
αǫ (QE). It is clearly constant on the orbit, so we use the fact that q is a cate-
gorical quotient to obtain a morphism ϕ : q(Rep
σβ∨
E
·ss
α (Q))→ Mod
σβ∨
E
αǫ (QE). Apply
a similar argument to the functor ιE , we get another morphism qE(Rep
σβ ·ss
αǫ (QE))→
Modσβα (Q). This is a rational inverse of ϕE because the property of ιE ensure it
MODULI OF REPRESENTATIONS I. PROJECTIONS FROM QUIVERS 19
maps qE(Rep
σβ ·ss
αǫ (QE)) isomorphically onto its image, which is q(Rep
σβ ·ss
α (
⊥E)) by
Lemma 4.11. Clearly, ϕE maps q(E
σβ
α ) onto q˜E RQE (E
σβ
α ), which is closed.
The situation is depicted in the following diagram:
Repσβ ·ssα (Q)
q // // Modσβα (Q)
ϕE

Repσβ ·ssαǫ (QE)
oo
_

Rep
σβ∨
E
·ss
α (Q) //
 ?
OO
Mod
σβ∨
E
αǫ (QE)
ϕ−1
E
OO
Rep
σβ∨
E
·ss
αǫ (QE)
qEoooo

Remark 6.10. Recall that we have the following decompositions
Rep
σβ∨
E
·ss
α (Q) = Rep
σβ ·ss
α (
⊥E) ∐ (Eα ∩ Rep
σβ∨
E
·ss
α (Q));
Rep
σβ∨
E
αǫ (QE) = Rep
σβ ·ss
αǫ (QE)∐ Rep
σβ ·su
αǫ (QE).
So if
(6.1) Modσβα (Q) \ q(Rep
σβ ·ss
α (
⊥E)) ⊆ q(Eα ∩ Rep
σβ∨
E
·ss
α (Q)),
then ϕE is a morphism. If in addition the following two equivalent conditions are
satisfied
(6.2) q(Rep
σβ∨
E
·us
α (Q)) ⊆ q˜RE(E
σβ
α ) or qE(Rep
σβ ·su
αǫ (QE)) ⊆ q˜E RQE (E
σβ
α ),
then ϕE is surjective, and only contracts q(E
σβ
α ) to q˜E RQE (E
σβ
α ). The contraction
may not be strict in the sense that the generic fibre can be zero-dimensional. In
this generality, we cannot say too much on this contraction. However, we will see
in the next section that the essential case is the blow-up of Mod
σβ∨
E
αǫ (QE) along
q˜E RQE (E
σβ
α ).
Recall our notation that βǫ = ιǫ(β), so RQǫ(β
ǫ) = β.
Corollary 6.11. In the situation (i) or (ii) of Proposition 6.6, the birational trans-
formation ϕE is an isomorphism. In particular, if α, β are dimension vectors of
QE such that α
ǫ ⊥ E and βǫ ⊥ E, then Modσβα (QE)
∼= Mod
σβǫ
αǫ (Q).
Motivated by Lemma 6.8, Theorem 6.9, and Corollary 6.11, we make the follow-
ing definition:
Definition 6.12. The core Σ♥α (Q) of the G-ample cone Σα(Q) is the subcone
defined by 〈−, ǫ〉Q > 0 for all real roots ǫ right orthogonal to α; and 〈ǫ,−〉Q < 0 for
all real roots ǫ left orthogonal to α. Its boundary ∂Σ♥α (Q) is called the shell of the
core. In practice, a more useful definition is the weak core if we add the restriction
ǫ < α.
For a weight σβ on the boundary ∂Σ
♥
α (Q), there usually exists strictly σβ-semi-
stable points. If there is no strictly σβ -semi-stable points, then by Lemma 4.11
and Proposition 6.6 the whole Cτ−1E consists of unstable points. So the null-cone
has codimension one, which is quite rare considering α is a non-isotropic imaginary
Schur root. So basically the boundary consists of a subset of walls in the sense of
variational GIT theory [4, Definition 3.3.1]. Here we give it a special name “shell”
to stress its importance in the quiver setting. From the view of Corollary 6.11, the
birational transformation ϕE is just a special type of wall-crossing.
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Lemma 6.13. If the anti-canonical weight σac = 〈α+τ
−1α,−〉 is E∨-regular, then
σac∨ǫ is the anti-canonical weight for Repαǫ(QE).
Proof. We need to verify that R∨Qǫ(α + τ
−1α) = αǫ + τ
−1
QE
(αǫ). But this is clear
from the formula τ−1QE = R
∨
Qǫ τ
−1ιǫ. 
Example 6.14. (Example 4.12 continued)
Let us consider the anti-canonical weight for Repα(B
1), i.e., σβ = (2, 1,−3),
then σβ is Eα-effective. One can verify that τ
−1ǫ = (1, 0, 1) is an extremal ray
of the cone Σα(B
1), so σβ is a E
∨-regular weight and σβ∨ǫ = (3,−3). It is clear
that Mod
σβ∨ǫ
αǫ (Θ3) is the projective plane P
2. Since there is no strictly semi-stable
points in Repα(B
1), Modσβα (B
1) is smooth. Elements in Rep
σβ∨ǫ
·us
α (B1) satisfy that
C1 = D1 = 0, B1 6= 0, so RQE (Rep
σβ∨ǫ
·us
α (B1)) is a single point N1 represented
by {A = B = 0;C = 1}, which is exactly RQE (E
σβ
α ). Now by Theorem 6.9 and
its remark, the birational morphism ϕE : Mod
σβ
α (B
1) → Mod
σβ∨ǫ
αǫ (Θ3) contracts
the curve q(E
σβ
α ) to a point N1. So by the Castelnuovo’s criterion ([11, Theorem
5.7]) the curve must be a −1-curve and ϕE is the blow-up at N1. This can also
be seen from Theorem 7.3 later. It is clear from Corollary 6.11 that the chambers
of τΣα(B
3) can be described as follows: the core in red gives the blow-up at one
point while the dark part gives P2.
Let us consider the anti-canonical weight for Repα(B
2), i.e., σβ = (2, 2,−1,−3),
then σβ is Eα-effective for E = E2. One can verify that τ
−1ǫ = (0, 1, 0, 1) is an
extremal ray of the cone Σα(B
2), so σβ is a E
∨-regular weight and σβ∨ǫ = (2, 1,−3).
For the same reason, Modσβα (B
2) is smooth. Elements in Rep
σβ∨ǫ
·us
α (B2) satisfy
that B2 = D2 = 0 and A2C2E2 6= 0, so RE(Rep
σβ∨ǫ
·us
α (B2)) is a single point
N2 represented by {B1 = D1 = 0;A1 = C1 = 1}, which is exactly RE(E
σβ
α ).
By Theorem 6.9 and its remark, the birational morphism ϕE : Mod
σβ
α (B
2) →
Mod
σβ∨ǫ
αǫ (B
1) is the blow-up at N2. Note that ϕE(N2) ∈
⊥E of B1, so it does
not lie on the −1-curve of Modσβα (B
1). Hence Modσβα (B
2) is the blow-up of P2
at two general points. We leave to interested readers to check that for E = E3,
ϕE : Mod
σβ
α (B
2) → Modσβǫαǫ (Θ2,2) is the blow-up of P
1 × P1 at one point. Using
Corollary 6.11, one can easily verify that the chambers of τΣα(B
3) can be described
as follows: the red core, and yellow, blue, green parts gives the blow-up at two
general points, the blow-up at one point, P1 × P1, and P2 respectively.
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Let us consider the anti-canonical weight for Repα(B
3), i.e., σβ = (2, 2, 2,−3,−3),
then Eα-effective for E = E35. One can verify that τ
−1ǫ = (0, 0, 1, 1, 0) is an ex-
tremal ray of the cone Σα(B
3), so σβ is a E
∨-regular weight and σβ∨ǫ = (2, 2,−1,−3).
For the same reason, Modσβα (B
3) is smooth. Elements in Rep
σβ∨ǫ
·us
α (B3) satisfy that
B3 = D3 = 0 and A3C3E3F3 6= 0, so RE(Rep
σβ∨ǫ
·us
α (B3)) is a single point N3 repre-
sented by {B2 = D2 = 0;A2 = C2 = E2 = 1}, which is exactly RE(E
σβ
α ). By Theo-
rem 6.9 and its remark, the birational morphism ϕE : Mod
σβ
α (B
3)→ Mod
σβ∨ǫ
αǫ (B
2)
is the blow-up at N3. Note that ϕE(N3) ∈
⊥E3 of B
2, so it does not lie on the
−1-curve passing the two blow-up points. Hence Modσβα (B
3) is the blow-up of P2 at
three general points. Using Corollary 6.11, one can easily verify that the chambers
of τΣα(B
3) can be described as follows: the red-hexahedron core gives the blow-up
at three general points, the six tetrahedrons all give the blow-up at two general
points, and the rest gives either the blow-up at one point, P1 × P1, or P2.
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The above examples are well-known. The earliest reference that we found is [13].
Let us consider the anti-canonical weight for Repα(B
4), i.e., σβ = (2, 2, 2, 2, 2,−5),
then σβ is Eα-effective. One can verify that τ
−1ǫ = (0, 0, 0, 1, 1, 1) is an extremal
ray of the cone Σα(B
4), so σβ is a E
∨-regular weight and σβ∨ǫ = (2, 2, 2,−3,−3).
For the same reason, Modσβα (B
4) is smooth. Elements in Rep
σβ∨ǫ
·us
α (Q) satisfy that
rank(A4, B4, C4) = 1, so RE(Rep
σβ∨ǫ
·us
α (Q)) is a single point N4 represented by
{A3 = B3 = C3 = D3 = E3 = F3 = 1}, which is exactly RE(E
σβ
α ). By Theorem
6.9 and its remark, the birational transformation ϕE : Mod
σβ
α (B
4)→ Modσβǫαǫ (B
3)
is the blow-up at N4. Note that ϕE(N4) ∈
⊥Euv of B
3 for all u, v, so it does not
lie on any −1-curve passing two blow-up points. Hence Modσβα (B
4) is the blow-up
of P2 at four general points. The chambers of τΣα(B4) has a similar structure.
If Σ♥α (Q) is empty, then according to Corollary 6.11, for almost every weight σβ ,
we can find an exceptional E such that ϕE is an isomorphism. In this sense, we
say that
Definition 6.15. (Q,α) is weakly reduced if Σ♥α (Q) is non-empty. (Q,α) is reduced
if there is a weight σβ such that ϕE is not an isomorphism for any exceptional rep-
resentation E. (Q,α) is strongly reduced if there is a weight σβ such that Mod
σβ
α (Q)
is not a moduli for any quiver having vertices less than that of Q. We also call the
above triple (Q,α, σβ) reduced and strongly reduced. (Q,α) is minimal if its core
is the same as its cone.
It is possible that (Q,α) is weakly reduced but not reduced, see Example 6.20.
In this case, all possible GIT quotients inside the core already appear on the shell.
However, we do not know if strongly reduced is really stronger than reduced.
Conjecture 6.16. “Strongly reduced” and “reduced” are equivalent.
Conjecture 6.17. If (Q,α) is reduced, then the weak core coincides with the core.
Starting with a triple (Q,α, σβ) as in the beginning of this section, the first step
to study the moduli space Modσβα (Q) is to make the triple reduced. This can be
done as follows. Find a real root ǫ orthogonal to α, if β falls into the two situation
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of Proposition 6.6, then we project it. Although the second criterion is sharp in
certain cases (Example 6.14), it is just a sufficient condition in general. In practice,
it may be not as useful as elementary arithmetic consideration. However, the main
difficulty is that we do not know a good algorithm to detect real roots orthogonal
to α.
Example 6.18. (Example 4.13 continued)
What happened if we take the anti-canonical weight again for Repα(B
4,1)? In
this case, σβ = (2, 2, 2, 2, 2, 0,−5), then it has strictly semi-stable points this time.
One can verify that extQ(β, τ
−1ǫ1) = 0, so by Corollary 6.11, Mod
σβ
α (B
4,1) is still
the blow-up of P2 at four general points. We leave it for interested readers to verify
that the core is empty, i.e., (Q,α) is not reduced, so the only GIT quotients for
Repα(B
4,1) are the blow-up of n points of P2, where n 6 4, and P1 × P1.
Conjecture 6.19. Those are all the possible 2-dimensional GIT quotients in the
quiver setting.
Example 6.20. (Example 5.7 continued) The cone Σα(Q) is generated by two
extremal rays (0, 1, 1) and (2, 2, 3). With a little effort, one can show that the core
Σ♥α (Q) is cut out by a single real root (0, 2, 1). So the core is generated by two
extremal rays (0, 1, 1) and (2, 3, 4). But an elementary arithmetic argument can
show that the quotient is constantly P2.
Example 6.21. It is possible that ϕE is not a morphism, i.e., strictly birational.
Take any weight in the green area of Σα(B
2), then we see from the picture that ϕE
induces a birational transformation P2 → P1 × P1, which is strict.
One can blame this example for the birational transformation crosses too many
walls. In fact, we will see in the next section that crossing a part of shell which does
not intersect any other wall behaves quite agreeable and can be described explicitly.
7. The Shell-crossing
A fundamental problem in the variational GIT is to describe how the quotients
change when the weight crosses a single wall. As shown in the example 6.21, the
birational transformation ϕE constructed in Theorem 6.9 can cross several walls.
However, we can always appropriately choose weights such that a piece of the shell
is the only wall being crossed.
Remarkably, Michael Thaddeus gave an beautiful solution to the above problem
in [21]. Let us recall some of his general results. Let G be a reductive group over k
acting on a quasi-projective variety over k. Suppose that L+ and L− are two ample
G-linearization such that if L(t) = Lt+L
1−t
− for t ∈ [−1, 1], there exists t0 ∈ (−1, 1)
such that Xss(t) = Xss(+) for t > t0 and X
ss(t) = Xss(−) for t < t0. This certainly
happens when we cross a wall only at L(t0) through the line segment L+L− in the
G-ample cone. We denote
X± := Xss(±) \Xss(∓);
X0 := Xss(0) \ (Xss(+) ∪Xss(−)).
It is easy to see that X± ⊂ X0 [21, Lemma 4.1].
Let x ∈ X0 be a smooth point such that G · x is closed in Xss(0) and Gx ∼= k
∗.
Since x ∈ Xss(0), Gx acts trivially on the fibre (L0)x. Assume that it acts non-
trivially on (L+)x with some negative weight v+, then it acts on (L−)x with some
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positive weight v−. We require that two weights are coprime: (v+, v−) = 1. It is
shown that over a neighborhood of x in X0//
0
G, X±//
±
G are locally trivial fibrations
with fibre the weighted projective space P(|ω±i |). If furthermore all ω
±
i = ±ω for
some ω, then
Lemma 7.1. [21, Theorem 4.8] Over a neighborhood of x in X0//
0
G, X±//
±
G are
naturally isomorphic to the projective bundles PW±, their normal bundles are natu-
rally isomorphic to π∗±W
∓(−1), and the blow-ups of X//
±
G at X±//
±
G, and of X//
0
G
at X0//
0
G, are all naturally isomorphic to the fibred product X//
−
G×X/
0
G X//+G.
What is X± and X0 in our setting? Let us first make one simple observation
on the walls of Σα(Q). We write Hω for the hyperplane defined by 〈−, ω〉Q = 0,
then the set of all walls is contained in the union of Hω for all indivisible roots
ω < α. Let C+, C− be two adjacent chambers with W being a common wall whose
supporting hyperplane is given by 〈−, ω〉Q = 0 for some indivisible root ω. Here,
we assume adjacency in a quite strong sense that W has codimension one. In this
case, the strictly semi-stable representations on W must have a subrepresentation
of dimension an integral point in the cone spanned by ω and α−ω. For simplicity,
from now on let us assume that
α, α− ω are indivisible, and 2ω ≮ α, 2(α− ω) ≮ α.(,)
Note that with the assumption that α is indivisible, there is no strictly semi-stable
points in C+ and C−, so in particular the corresponding quotients are smooth.
Let β± be an interior point of C
±, and β0 be the intersection of β+β− with W .
By definition, there is a strictly σβ0 -semi-stable representation M with a quotient
representation N of dimension γ such that 〈β0, γ〉Q = 0 but 〈β+, γ〉Q〈β−, γ〉Q <
0. By assumption ,, we can assume γ = ω without loss of generality. By our
convention that 〈β+, ω〉Q > 0, M is σβ+ -stable but σβ−-unstable. We conclude
that
X+ = Rep
σβ+ ·ss
α (Q) ∩Repα։ω(Q) := Rep
σβ+ ·ss
α։ω (Q),
X− = Rep
σβ− ·ss
α (Q) ∩ Repω →֒α(Q) := Rep
σβ− ·ss
ω →֒α (Q).
With a little effort, one can show that X0 = Rep
σβ0 ·ss
α (Q) ∩Repω⊕α−ω(Q), but we
do not need this in the future. Readers shouldn’t find any difficulty to formulate
these sets without assumption ,. Our main interest is the case when ω = ǫ is a real
Schur root (right) orthogonal to α. Then W = S is called a piece of the shell, and
by our convention C+ is inside the core. In view of the next lemma, it is usually an
uninteresting case when ǫ is not exceptional to α (Definition 4.10). So we assume
that ǫ is exceptional to α.
Lemma 7.2. Assume that α− ǫ and α are indivisible.
(i) If ǫ is orthogonal but not exceptional to α, then both Rep
σβ+ ·ss
α։ǫ (Q) and
Rep
σβ− ·ss
ǫ→֒α (Q) are empty.
(ii) If ǫ is exceptional to α, then
Rep
σβ+ ·ss
α։ǫ (Q) = Rep
σβ+ ·ss
α (Q) ∩ Eα = E
σβ
α ,
Rep
σβ− ·ss
ǫ→֒α (Q) = Rep
σβ− ·ss
α (Q) ∩GLα ·RE(Eα) = GLα ·RE(E
σβ
α ).
Proof. (i) Suppose that ǫ is not exceptional to α and there is a σβ+ -semi-stable
representation in the irreducible set Repα։ǫ(Q), then general representation there
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is σβ+ -semi-stable. We can assume that such a general representation M has a
subrepresentation L general in Repα−ǫ(Q) with M/L = E. Then by Corollary
5.6, homQ(L,E) > 0. But for any morphism in homQ(L,E), the only possible
dimension for the image is either ǫ, or a fraction of α− ǫ or α, because both E and
L are semi-stable on the wall. The latter is ruled out by assumption. For the first
case, we note that homQ(L/E,E) > 0 because Eα is empty. So we can apply the
similar argument inductively to L/E. The other half can be proved similarly.
(ii) The proof is similar to (i). 
Let us examine the assumption of the lemma in this setting. Fortunately, smooth-
ness is not an issue for us. G · x is closed simply means that the representation
is polystable, i.e., a direct sum of stable representations. The condition Gx ∼= k
∗
is necessary as shown in [21, Counterexample 5.8]. In our setting, this condi-
tion is equivalent to that the polystable representation M is a direct sum of two
non-isomorphic stable representations. Then its stabilizer is a 2-dimensional torus
modulo the multi-diagonally embedded k∗. With assumption ,, the only possible
dimensions of stable summands are ǫ and α − ǫ, but 2ǫ 6= α, so we don’t need to
worry about this. Next, the coprime condition (v+, v−) = 1 is not a problem as long
as the crossing is general. Finally, the condition for weights ǫi is always satisfied
by [21, Proposition 4.9].
Theorem 7.3. Suppose that assumption , holds, and S is a piece of shell with
supporting hyperplane 〈−, ǫ〉Q. If β is E
∨-regular and S is the only wall intersecting
ββ˜∨ǫ , then ϕE : Mod
σβ
α (Q) → Mod
σβ∨ǫ
αǫ (QE) is the blow-up of Mod
σβ∨ǫ
αǫ (QE) along
the irreducible subvariety q˜E RQE (Rep
σ
β˜∨ǫ
·ss
ǫ→֒α (Q)). If the blow-up locus is non-empty,
then it has dimension −〈ǫ, α− ǫ〉Q and its exceptional locus is q(Rep
σβ ·ss
α։ǫ (Q)).
Proof. With the assumption ,, the condition of Lemma 7.1 holds for every x ∈ X0,
so its conclusion holds globally. Since the positive quotient is smooth and hence
locally factorial, the codimension-one subvariety Rep
σβ ·st
α։ǫ (Q) descends to a Cartier
divisor in the positive quotient. So nothing happens after blowing it up. In the
meanwhile, by Corollary 6.11 the negative quotient is isomorphic to Mod
σβ∨ǫ
αǫ (QE)
and under this identification q(Rep
σ
β˜∨ǫ
·ss
ǫ→֒α (Q)) becomes q˜E RE(Rep
σ
β˜∨ǫ
·ss
ǫ→֒α (Q)). So
our claim follows from Lemma 7.1. For the statement on the dimension of the
blow-up locus, it suffice to verify the assumption in Proposition 5.8 holds. But if
the assumption is not satisfied, it is clear from assumption , that the blow-up locus
has to be empty. 
Without assumption ,, we can still say a lot about the birational morphism. For
example, ϕE is a Luna type stratification, whose local structure can be determined
by the local quiver setting [1], but we do not want to pursue this. At least, for all
known interesting examples [8], assumption , is always satisfied. To get interesting
examples, we certainly hope that the blow-up is non-trivial. Roughly speaking, the
number −〈ǫ, α− ǫ〉Q should lie in a proper range. When it is too small, for example
zero, S must be on the boundary of Σα(Q) if S exists. When it is one, we again
get a blow-up along a Cartier divisor. But when the number is too large, it is
very likely that the set Repα։ǫ(Q) is trapped into the null-cone. So in general
for a n-dimensional quotient, we hope that −〈ǫ, α − ǫ〉Q is within the range [2, n].
However, this is by no means a sufficient condition. For example, one can verify
that −〈ǫ2, α − ǫ2〉Q = 2 in Example 4.13, but the blow-up locus is empty. If the
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blow-up is non-trivial, then we say that piece of shell is hard in sense that one needs
blow-up to cross it.
As pointed out in [21], there are basically two typical styles for single wall-
crossings. One is that X//
−
G → X//
0
G is isomorphism while X//
+
G → X//
0
G is
divisorial; the other is that both X//
−
G → X//
0
G and X//
+
G → X//
0
G are small,
and usually this results a flip X//
−
G 99K X//
+
G. According to Theorem 7.3, a single
shell-crossing almost always falls into the first category. Of course, there are other
types of wall-crossings in the quiver setting. They seem to exclusively fall into the
second category. For this type of examples, we refer the readers to [8]. We will
pursue this in the follow-ups.
Example 7.4. (Example 4.14 continued) We take the weight σβ inside the core,
which is generated by (2, 3, 1) and (3, 4, 3). It is easy to verify all the conditions
of Theorem 7.3 are satisfied. The moduli downstairs Mod
σβ∨ǫ
αǫ (QE) is clearly the
projective space P3. The blow-up locus (4.1) is thus a twisted cubic. Therefore,
the moduli is the blow-up of P3 along a twisted cubic.
Problem 7.5. If Modσβα (Q) is the blow-up of some smooth variety X along an irre-
ducible subvariety Y , can we always find a real root ǫ such that X = Mod
σβ∨ǫ
αǫ (QE)
and Y = q˜E RE(Rep
σ
β˜∨ǫ
·ss
ǫ→֒α (Q)) as in Theorem 7.3?
8. Induced Ample Divisors
Let q : Repσβ ·ssα (Q) → Mod
σβ
α (Q) still be the quotient map. This is an equi-
variant proper map, so it maps GLα-invariant closed sets to closed sets. For any
GLα-invariant divisor C in Rep
σβ ·ss
α (Q), if its support contains a σβ-stable point,
then it descends to a (Weil) divisor q∗(C) in Mod
σβ
α (Q). Since we assumed that
the characteristic of k is 0, this push-forward is nothing but take the invariants
of the subscheme C then throw away the components of codimension greater than
one. So for any N ∈ Repγ(Q), if the divisor CN contains a σβ-stable point, then
it descends to an effective divisor D
σβ
N := q∗(CN ∩ Rep
σβ ·ss
α (Q)) in Mod
σβ
α (Q). For
what follows, whenever we write D
σβ
N , we always assume it is a divisor. The next
lemma can be deduced from the sequence (2.1).
Lemma 8.1. [6, Lemma 1] If 0 → N1 → N → N2 → 0 is an exact sequence with
〈dimQ(N1), α〉 = 0, then cN = cN1cN2 and thus D
σβ
N = D
σβ
N1
+D
σβ
N2
.
Lemma 8.2. Any divisor of form D
σβ
N are equivalent, where N has a fixed dimen-
sion γ.
Proof. Consider two such divisorsD
σβ
N1
, D
σβ
N2
. Since the divisor is nontrivial, α is σγ-
semi-stable, then α is σ(nβ−γ)-semi-stable for n≫ 0. So we can choose some N0 ∈
Rep(nβ−γ)(Q) such that D
σβ
N0
is non-trivial. Now consider the representation N =
N1⊕N2⊕N0. By Lemma 8.1, D
σβ
N = D
σβ
N1
+D
σβ
N2⊕N0
= D
σβ
N2
+D
σβ
N1⊕N0
. Since both
N1⊕N0 and N2⊕N0 has dimension nβ, the divisor D
σβ
N1⊕N0
−D
σβ
N2⊕N0
corresponds
to a rational function on Modσβα (Q). Hence, D
σβ
N1
and D
σβ
N2
are equivalent. 
We denote the class of D
σβ
N by D
σβ
γ . We call it the induced divisor from weight
σγ . When γ = β, we simply write Dβ for the ample divisor D
σβ
β . We keep our
assumption that β is E∨-regular. Then Corollary 6.11 tells us that two moduli
spaces Modσβα (QE) and Mod
σβǫ
αǫ (Q) are isomorphic, and it is clear from Lemma 4.9
that
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Lemma 8.3. The ample divisors Dβ and Dβǫ are equivalent.
Remember that (β∨ǫ )
ǫ = β˜∨ǫ . Under the above identification, the ample divisor
Dβ∨ǫ can be represented by D
σ
β˜∨ǫ
N for some general N ∈ Repβ˜∨ǫ
(⊥E). Since the GIT
quotients are normal, the fundamental points of ϕE in Theorem 6.9 has codimension
at least 2 [11, Lemma V.5.1]. So it makes sense to talk about pulling back a divisor.
Lemma 8.4. ϕ∗E(Dβ∨ǫ ) = D
σβ
β˜∨ǫ
wherever ϕE is an isomorphism.
Proof. It is enough to show that ϕ∗E(D
σ
β˜∨ǫ
N ) = D
σβ
N for some N ∈ Repβ˜∨ǫ
(⊥E). By
the construction of ϕE , we have the following diagram
Repα(E
reg)
RE //
q

Modα(Q)
q˜E

Modσβα (Q)
ϕE // Mod
σβ∨
E
α (Q) ∼= Mod
σβE
αǫ (QE)
Since the push-forward q∗ is essentially taking invariants, it suffices to work with
the reduced part of CN and show that a representation M ∈ CN if and only if
RE(M) ∈ CN . We recall that M ∈ CN if and only if homQ(N,M) > 0. So what
we need is guaranteed by the adjoint property of RE . 
Now we suppose that Eα contains a σβ-stable point and thus σβ is Eα-effective.
Note that the support of Cτ−1E are precisely Repα(Q) \
⊥E. By Corollary 5.6,
Eα has a scheme structure inherited from Cτ−1E , and Eβ := q∗(E
σβ
α ) is an irre-
ducible divisor. It follows immediately from the definition of D
σβ
τ−1E that if D
σβ
τ−1E
is irreducible, then D
σβ
τ−1E = Eβ .
Lemma 8.5. In the situation of Theorem 7.3, D
σβ
τ−1E is irreducible. So it is the
exceptional divisor of the blow-up.
Proof. We show that if Cτ−1E has an irreducible components other than Cτ−1ǫ,
then those components contain entirely σβ-unstable points. Suppose that there is
a σβ-stable representationM in other components, then by Lemma 5.4 the general
rank from M to E is not ǫ, say γ, so 〈β, γ〉 > 0 and 〈τ−1ǫ, γ〉 > 0. But β∨ǫ ⊥ ǫ, so
〈β + 〈β, ǫ〉τ−1ǫ, γ〉 6 0, and thus 〈β, γ〉 6 0. A contradiction. 
Theorem 8.6. Suppose that D
σβ
τ−1E is irreducible and homQ(β˜
∨
ǫ , α − ǫ) = 0, then
Dβ = ϕ
∗
E(Dβ∨ǫ )− 〈β, ǫ〉QEβ.
Proof. Let D
σβ
N ′ be a representative for Dβ, and consider N = N
′ ⊕ 〈β, ǫ〉Qτ
−1E.
The definition of N make sense because 〈β, ǫ〉Q > 0. Then by Lemma 8.1
(8.1) D
σβ
N = D
σβ
N ′ + 〈β, ǫ〉QD
σβ
τ−1E = Dβ + 〈β, ǫ〉QEβ .
Next, we claim that for general N ∈ Repβ˜∨ǫ
(Q), the support of D
σβ
N cannot
contain that of Eβ so that their intersection has codimension at most two. This
is equivalent to that CN cannot contain Repα։ǫ(Q). A general element M in the
latter has an exact sequence 0→ L→ M → E → 0 with L general in Repα−ǫ(Q).
Since homQ(β˜
∨
ǫ , ǫ) = 0 and homQ(β˜
∨
ǫ , α − ǫ) = 0, we have that homQ(N,M) = 0
so M /∈ CN .
Since ϕE is an isomorphism outside Eβ and the support of D
σβ
N intersects Eβ
in codimension at most two, we can apply Lemma 8.2 and 8.4 and conclude that
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ϕ∗E(Dβ∨ǫ ) = D
σβ
N . Then our result Dβ = ϕ
∗
E(Dβ∨ǫ ) − 〈β, ǫ〉QEβ follows from the
equation (8.1).

Example 8.7. Let us consider quiver B1 with α = (1, 1, 1) and σβ = (1, 1,−2),
then β˜∨ǫ = (2, 2, 4) and σβ∨ǫ = (2,−2). We knew that ϕE : Mod
σβ
α (B
1) →
Mod
σβ∨ǫ
αǫ (Θ3) is the blow-up of P
2 at one point, and Dβ∨ǫ clearly corresponds to
O(2) on P2. By Theorem 8.6, Dβ = ϕ∗E(Dβ∨ǫ )−〈β, ǫ〉QEβ = ϕ
∗
E(O(2))−Eβ . So its
linear series corresponds to |O(2)| with one assigned base point on P2. In particular,
β ◦ α := h0(Modσβα (B
1), Dβ) = 6− 1 = 5.
Example 8.8. Let us consider quiver C63 with α = (3, 4, 1) and σβ = (5,−3,−3),
then β˜∨ǫ = (9, 12, 9) and σβ∨ǫ = (3,−3). We knew that ϕE : Mod
σβ
α (C
6
3 ) →
Mod
σβ∨ǫ
αǫ (Θ4) is the blow-up of P
3 along a twisted cubic, andDβ∨ǫ clearly corresponds
to O(3) on P3. By Theorem 8.6, Dβ = ϕ∗E(Dβ∨ǫ ) − 〈β, ǫ〉QEβ = ϕ
∗
E(O(3)) − Eβ .
So its linear series corresponds to |O(3)| with assigned base points a twisted cubic.
The cubic can be defined by the ideal (x2 − wy, y2 − xz, zw − xy), then one can
verify that β ◦ α := h0(Modσβα (C
6
3 ), Dβ) = 10.
Among all the weights, the most interesting one is the one related to the anti-
canonical character of a representation [12].
Definition 8.9. The anti-canonical character σac of the representation V is the
character of the representation detV .
Let us compute the anti-canonical character in the quiver setting, that is, G =
GLα acts on V = Repα(Q) by the base change.
σac =
∑
a∈Q1
α(ta) det ha − α(ha) det ta
=
∑
v∈Q0
(
∑
a∈h−1v
α(ta) −
∑
a∈t−1v
α(ha)) det v.
So it coincides with the weight 〈α,−〉Q−〈−, α〉Q = 〈α+τ
−1α,−〉Q = −〈−, α+τα〉Q.
We will show under some technical condition ⊛, which we think maybe unnecessary
in general, that the induced divisor from the anti-canonical weight coincide with
the anti-canonical class. Let S = Repσβ ·ssα (Q)\Rep
σβ ·st
α (Q) be the strict semi-stable
points, the condition ⊛ requires codim(q(S),Modσβα (Q)) > 2.
For any GLα-module W , we denote by W the sheaf over Mod
σβ
α (Q) associated
to the module of covariants (k[Repα(Q)]⊗W
∗)GL
σβ
α . By Luna’s slice theorem [16],
it is a vector bundle over the geometric quotient Mst := q(Repσβ ·stα (Q)) (at least
in the e´tale topology).
Proposition 8.10. Under assumption ⊛, the induced divisor D
σβ
ac from the anti-
canonical weight is the anti-canonical class on Modσβα (Q). In particular, Mod
σac
α (Q)
is a Fano variety.
Proof. Let Gˆ = GLσβα /k
∗, where k∗ is embedded multi-diagonally. Note that Gˆ
acts faithfully on Repσβ ·stα (Q) and M
st is smooth. There is a generalized Euler
sequence on Mst:
0→ Odim GˆMst →Repα(Q)→ T → 0,
MODULI OF REPRESENTATIONS I. PROJECTIONS FROM QUIVERS 29
where Repα(Q) is the vector bundle corresponding to the GLα-module Repα(Q)
and T is the tangent bundle onMst. Taking the exterior power to the sequence, we
see that the statement holds on Mst. But the assumption ⊛ says the complement
of Mst has codimension greater than one, so the two classes agree. 
In view of Lemma 6.13, it is interesting to compute 〈ac, ǫ〉Q. This is equal to
〈α+τ−1α, ǫ〉Q = −〈ǫ, α〉Q = −〈ǫ, α−ǫ〉Q−1, which is one less than the codimension
of the blow-up locus in Theorem 7.3. Of course, this agrees with the general blow-up
formula for the canonical divisor [11, Exercise II.8.5].
Example 8.11. (Example 6.14 continued) We now can finish the discussion of
this example. Remember that all the weights that we took are anti-canonical, so
h0(Modσβα (B
n), Dac) = 10 − n. More generally, the Hilbert polynomial of Dac on
Modσβα (B
n) is 12 [(9 − n)x
2 + (9− n)x+ 2].
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