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vAbstract
Dredging activities in harbours are needed for the maintenance of wa-
terways. When dredged sediments are polluted, selection of the best inter-
vention strategy is critical. In most cases, sediment treatment is a necessity
prior to their relocation or reuse. Electrokinetic remediation can be applied
in such situations, especially when most technologies are expected to fail, as
in the presence of heavy metal-contaminated sediments with low hydraulic
conductivity. However, due to the complexity of the mechanisms involved,
the implementation of this remediation technique is troublesome because
tools for reliable process prediction and design are not currently available.
The present research aimed at developing a simulation-based method-
ology for application to the optimisation of the design of electrokinetic sys-
tems. A set of laboratory electrokinetic tests was carried out in order to
identify the main parameters and processes affecting the removal of heavy
metals from real contaminated sediments. A numerical model was imple-
mented to simulate transport of multiple species and geochemical reactions
occurring during treatment and it was applied to reproduce the results of
the laboratory tests. The main phenomena described by the model were: (1)
species transport by diffusion, electromigration and electroosmosis, (2) pH-
dependent buffering of hydrogen ions, (3) adsorption of contaminants onto
sediment particle surfaces, (4) aqueous speciation and (5) formation and
dissolution of solid precipitates. A constitutive relationship between zeta-
potential and pH was calibrated and applied to compute the electroosmotic
flow. A good agreement was found between simulations of pH, electroos-
motic flow and experimental results. The predicted concentration profiles
of residual metals in the sediment were also close to experimental profiles
for all of the investigated metals (Pb, Zn and Ni). Some removal overesti-
mation was observed, possibly due to the significant metal content bound
to residual fraction.
The model was then applied to simulate electrokinetic processes at field
scale. Model geometry and boundary conditions were scaled up to simulate
sediment treatment in a 150 m3 demonstrative ex-situ plant. Field measure-
ments demonstrated that a two-dimensional schematisation of the electric
field could simulate the actual electric field with enough accuracy. Simula-
tions were performed to reproduce acid front migration and lead transport.
vi
The agreement between observed and simulated pH profiles was satisfac-
tory, thus validating the reliability of the adopted modelling approach.
Finally, a parametric study was carried out to evaluate the influence of
model parameters on the simulation results. The effects of inter-electrode
distance and sediment buffering capacity were studied. Simulations al-
lowed us to calculate lead removal rates as a function of time. After defining
consumable costs (i.e., energy expenditure, acid consumption, electrode and
pipe costs), cost curves were calculated from simulation results. The result-
ing curves allowed us to identify the optimum design parameters which
minimised the overall costs. The results obtained can serve as a valuable
tool to support evaluation and design of electrokinetic remediation systems.
Keywords: electrokinetics, electro-remediation, numerical model, heavy
metals, reactive transport, geochemical model, kinetics, multi-species
transport, dredged sediments, buffering capacity, field scale, 2D model,
plant design, cost minimisation
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1Introduction
1.1 Background
The term "sediment", according to the definition given by SedNet (The Eu-
ropean Sediment Network), refers to a specific solid matrix, suspended or
deposited, of mineral as well as organic nature, which has been or is sus-
ceptible to being transported by water. Sediments should be regarded as
an essential part of river basins and coastal areas because they play a major
environmental, ecological, economic, and social role. Human activity can
interfere with sediments by altering either their quantity or their quality. In
such cases, their management becomes necessary to solve issues induced by
erosion or accumulation. Examples include the obstruction of rivers, chan-
nels and waterways, beach and riverbank erosion, river profile alteration
and wetland degradation. Sediments can also be seen as a resource, as in
the context of civil engineering, with their use beneficial as a construction
material or for beach nourishment.
The management of contaminated sediments is of great concern partic-
ularly in harbours and coastal areas where dredging activity is required for
the maintenance of harbour waterways, in order to guarantee water depths
adequate for navigation. Major issues arise when dredged sediments are
affected by pollution. Sediments can be contaminated by several types of
hazardous pollutants, such as heavy metals and hydrocarbons. Pollution
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originates from different sources such as harbour activity, industry and mu-
nicipal sewage. Pollutants may also originate from upstream sources and
can be transported by rivers toward the coast.
When contamination is found, the stakeholders, represented by Euro-
pean, national and local authorities, have defined several management strate-
gies over the years. The selection of the best options to be adopted is still
controversial because each case is characterised by specific conditions and
constraints. The main objective to achieve should be the sustainability of
the selected management strategy. However, in many cases the selection of
criteria is mainly driven by economic aspects. For instance, disposal in land-
fill is still a widespread solution, although not environmentally sustainable.
Storage in disposal sites is not considered as being sustainable because of
the large amount of sediments to be disposed and because of the risk of
contaminants to be transferred back to the environment. Consequently, the
only possible way forward is represented by sediment treatment.
The research and development of treatment techniques is crucial both
for the solution of issues related to the pollution of environmental compart-
ments and for economic development. Several technologies are available
for the remediation of contaminated marine sediments, most of which de-
rived from soil remediation techniques, such as sediment washing, thermal
treatment, chemical oxidation, bioslurry processes and biopiles. The appli-
cability of such technologies is strongly affected by specific characteristics
of sediments which can adversely influence both operation and removal ef-
ficiency. Frequently, a combination of techniques is required, due to the
presence of several types of contaminants.
Unfortunately, none of available technologies is effective when main pol-
lution is represented by heavy metals and when sediment matrix is charac-
terised by low hydraulic permeability. These conditions pose severe limi-
tations to remediation efficiency, as traditional decontamination techniques
available for treating high permeability soils are not effective for fine-grained
matrices.
In this context, electrokinetic remediation is widely recognised as an ef-
ficient technique for removing a broad range of contaminants from low-
permeability porous matrices. With this technique, removal of organic and
inorganic species can be simultaneously obtained. Despite this technique
has demonstrated being very promising, the selection of the best operating
condition for the optimisation of the remediation process remains elusive,
due to the variety of mechanism involved. Complicating factors include
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the high complexity of sediment matrix and the strong non-linearity of the
processes occurring during the application of this technique.
1.2 Objectives and scope
Complexity is one of the main limiting factors to the spread of electrokinetic
remediation technology for "real-world" applications. Complexity directly
affects the reliability of prediction of achievable results and induces techni-
cal challenges when the technique is implemented at the field scale. Better
understanding of the mechanisms involved in electrokinetic remediation is
required, through experimental and modelling studies for an appropriate
design of full-scale treatment schemes. Moreover, available software and
numerical packages that can be specifically used for plant design and op-
timisation, are lacking. Advances in model development are required in
order to implement tools which can help to make the electrokinetic technol-
ogy feasible, cost effective and sustainable.
As a consequence of the abovementioned flaws and deficiencies, the ob-
jectives of the present research study are:
• Identification of the major factors affecting electrokinetic treatment of
dredged marine sediments by means of experimental investigations
both at laboratory and field scale
• Development of a generalised numerical model able to include most of
the phenomena occurring during electrokinetic remediation, includ-
ing those identified in experimental investigations
• Application of the model for design, implementation and cost minimi-
sation of field-scale electrokinetic technology
A more detailed specification of the objectives as drawn from the implica-
tions of the identified knowledge gaps is provided in the concluding section
of Chapter 2.
1.3 Methodology and expected results
The methodology followed during the compilation of this research work
comprised five main phases:
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1. Review of the current state of knowledge on electrokinetic remedia-
tion (Chapter 2). Analysis of the fundamental theoretical aspects of
electrokinetic remediation with focus on three specific aspects relevant
to the main scope of the work, i.e., remediation of marine sediments,
field-scale applications and modelling of electrokinetic processes. Def-
inition of the research objectives by analysing deficiencies and critical
aspects in literature.
2. Development and implementation of a reactive-transport model for
the simulation of electrokinetic remediation processes (Chapter 3).
3. Execution of laboratory electrokinetic tests to identify the main pro-
cesses occurring during remediation of sediments and collection of a
dataset for calibration and validation of the developed model (Chap-
ter 4).
4. Enhancement of the prediction capabilities of the developed model by
including additional model features (Chapter 5).
5. Application of the model for the simulation of processes at field scale
and validation with data collected from a field-scale plant. Definition
of plant design criteria and accomplishment of cost optimisation by
identification of best operating conditions based on the properties of
the porous matrix (Chapter 6).
The expected result from this research is the definition of a model-based
approach for the optimisation of field-scale electrokinetic processes includ-
ing the possibility of estimating optimum design parameters and minimis-
ing the costs. The results of this research may impact future opportunities
for electrokinetic remediation to be efficiently and sustainably engineered,
opening more chances to use it as an effective method for the remediation
of fine-grained marine sediments or other porous matrices.
2Current state of knowledge —
literature review
2.1 Introduction
This chapter presents a review and analysis of the current state of knowl-
edge on electrokinetic remediation (EKR) technology. A considerable amount
of work has been carried out during the past decades on several aspects of
this remediation technique. Due to its peculiar features and advantages,
there is a growing interest, which pushes the research ahead very actively.
This review addresses the main aspects of the literature, focusing par-
ticularly on those relevant to the scope of this study. Section 2.2 reports a
detailed analysis of the theoretical aspects of electrokinetic transport and
reactions as well as operational considerations related to the selection of en-
hancement strategies that can be applied for efficient process application.
The real-world applications as well as coupling with other techniques are
also discussed. The main focus is on the EKR of marine sediments as being
the most relevant subject of the present work, as described in Section 2.3.
Although numerous studies have been carried out successfully in the
laboratory, the remediation of sediments remains particularly critical due
to the variety of mechanisms involved, related to the high complexity and
heterogeneity of this matrix. This is considered the most important limiting
factor to the spread of field-scale implementation of the technology for the
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treatment of marine sediments. The number of case studies and data at the
field scale are still very limited for soil remediation and almost missing for
marine sediments. A review of field-scale applications and demonstration
studies is presented in Section 2.4. The challenges for the implementation
of EK on a large scale are analysed. One of the main limitations regarding
design and implementation at the field-scale is the lack of available tools,
such as software/numerical packages, that are suitable for result prediction
and optimization of the main parameters affecting remediation efficiency.
In this regard, Section 2.5 describes advances in the field of modelling; the
main achievements and obstacles are reported. The gaps are also discussed
with consequences for the directions followed during this research.
As a main result of this review study, the flaws and deficiencies in lit-
erature are identified and the implications for the framework of the present
research are discussed. Finally, the objectives and methodology of the work
are specified.
2.2 General background on electrokinetic remediation
Electrokinetic phenomena are known since early 1800, when Ferdinand Frie-
drich Reuss applied a DC current to clay-water mixture and observed water
moving towards the cathode under the influence of the induced electric field
(Reuss, 1809).
The first theoretical treatise of electrokinetics was developed by Her-
mann von Helmholtz (Helmholtz, 1879) who provided a first analytical de-
scription of electroosmotic phenomena. His theory was later modified and
extended by Marian Smoluchowski (Smoluchowski, 1928) leading to the
well-known Helmholtz-Smoluchowski (HS) theory. The HS equation is still
routinely applied for the quantification of electroosmotic flows of Newto-
nian fluids (Lyklema, 2000).
In the late 1940s, Leo Casagrande used electroosmosis to induce the
consolidation of fine-grained soils (Casagrande, 1949). Casagrande devel-
oped a model for determining electroosmosis in clay from the Helmholtz-
Smoluchowski equation taking into account the effects of porosity and tor-
tuosity on electroosmotic flow in soils.
Starting from late 1980s electokinetics has been applied for remediation
purposes (Lageman et al., 1989; Pool, 1989). A significant amount of work
has been carried out in 1990s when exceptional number of publications and
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studies have been produced, leading to crucial advance in understanding of
electrokinetic effects in soils (Acar et al., 1990; Alshawabkeh and Acar, 1992;
Acar and Alshawabkeh, 1993; Probstein and Hicks, 1993; Jacobs et al., 1994;
Acar et al., 1995), in modelling (Yeung, 1990; Choi and Lui, 1995; Yeung and
Datla, 1995; Alshawabkeh and Acar, 1996; Yu and Neretnieks, 1996) and
field applications (Lageman, 1993; USEPA, 1998; Ho et al., 1999a; Ho et al.,
1999b; USAEC, 2000).
More recently, EKR has been successfully employed for the treatment
of soils, sediments and groundwater contaminated by a wide variety of
pollutants such as heavy metals, organic compounds, and radionuclides
(Virkutyte et al., 2002; Reddy and Cameselle, 2009; Yeung, 2011; Ribeiro
et al., 2015. In comparison to other technologies, this technique has shown
particularly good potential in the remediation of polluted material under
complex conditions, e.g., characterised by low-permeability or high hetero-
geneity. In fact, remediation of fine-grained matrices is particularly chal-
lenging because the low hydraulic conductivity hinders the transport of wa-
ter through the porous medium and makes the hydraulic-based techniques
(such as pump-and-treat, soil flushing or soil washing) ineffective. More-
over, fine-grained soils are characterized by a high specific surface area of
soil particles and by a large amount of reaction sites, involving strong in-
teractions between contaminants and solid soil matrix (Yeung, 2011). These
interactions depend on the soil type, pH and by multiple factors that vary
from case to case.
Among the several available treatment options, EKR is recognized as
the most suitable for low permeability porous matrices. It can be applied,
both in situ and ex situ, for several contaminants, also coupled with other
techniques.
Figure 2.1 shows a typical in-situ application of electrokinetic decontam-
ination technology. This type of implementation involves the installation of
at least one pair of electrodes placed in the ground by which an electric field
is applied to the contaminated mass. The electrodes are usually installed in
permeable wells (e.g., slotted pipes) to allow the circulation of chemically
conditioned fluids (i.e., electrolytes). The applied electric field induces the
movement of charged particles, solutes and pore fluid through the porous
media toward the electrodes, due to three main transport mechanisms (Acar
and Alshawabkeh, 1993):
• Electroosmosis: the movement of liquid relative to the immobile phase
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Figure 2.1. Scheme of a typical in-situ EKR implementation and electroki-
netic transport processes (modified from Reddy and Cameselle, 2009)
(solid matrix). The electroosmotic flow is related to the movement of
the excess charge of the particle surface in the direction of the electric
field. Because water is a viscous fluid, the movement of charged ions
drags the water molecules by viscous coupling, leading to a net water
flow in the direction of the electric field.
• Electromigration: the transport of charged ions or ion-complexes in
solution.
• Electrophoresis: the movement of charged particles or colloids.
The application of an electric field to a porous matrix also results in a
series of complex effects that modify the chemistry of the system. First,
water electrolysis occurs at the electrodes, producing H+ at the anode and
2.2. General background on electrokinetic remediation 9
OH– at the cathode. Second, transport phenomena (electromigration, elec-
troosmosis and electrophoresis) cause species gradients along the material
under treatment, including H+ and OH– . In general, pollutant speciation is
pH-dependent and it is often required to adjust the pH to keep the system
performance controlled and avoid undesired effects such as precipitation
of species (e.g., carbonates or hydroxides) which can hinder the transport
processes. This is usually carried out by acid/base addition at the electrode
compartments. Another strategy involves the use of chelating agents for im-
proving metal solubility or the application of pulsed or alternating electric
fields. See Yeung and Gu (2011) for detailed review about the methods to en-
hance pollutant extraction during EKR. The control of pH/redox conditions
at the electrodes is a key factor because electrolytes define the boundary con-
ditions for the process. The electrolyte composition continuously varies due
to the transport mechanisms induced by the electric field and these effects
produce a transient and non-linear behaviour of the system (Alshawabkeh,
2009). This nonlinearity also produces non-uniform geochemistry profiles
and electrical conductivity distribution. All these effects are interdepen-
dent, as all variables are cross-related. A more exhaustive description of
the mechanisms, geochemical effects and transformations involved in EKR
will be addressed in Chapter 3, being these processes relevant for model
formulation.
Despite the issues mentioned above, EKR offers unique advantages in
comparison to other conventional technologies. These advantages includes
(Reddy and Cameselle, 2009):
• applicability to low-permeability and heterogeneous matrices
• applicability in both saturated or unsaturated conditions (yet in pres-
ence of water)
• can be implemented in-situ and ex-situ
• can be used to extract several types of pollutants including their mix-
ture (such as heavy metals, radionuclides, organic contaminants)
• can be coupled with other remediation technologies (such as bioreme-
diation, Fenton processes, reactive barriers, phytoextraction, etc.)
Limitations of EK technology can also be drawn, in particular from ex-
periences resulting from pilot and field-scale applications:
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• in many cases reagent addition is needed in order to enhance and
speed up remediation
• strong dependence upon the characteristics of the porous medium,
such as buffering capacity, mineralogy, organic matter content, satu-
ration, type of contaminants and their speciation, salinity
• design and operation can be cumbersome due to complex dynamics
of the electrochemical transport and chemical processes
• detailed laboratory investigations are needed in order to predict ma-
terial behaviour, optimize the operating parameters and predict the
removal rates and overall cost of remediation
• specially developed tools for field-scale implementation, design, and
testing are still lacking
Various authors published review papers on the state of art of EKR, its
status, challenges, opportunities and future directions. One of the earlier
reviews was given by Acar et al. (1995), who reported an overview of the
principles of EKR of soils and the status of findings and efforts in large scale
implementation and commercialization of the technique in USA at the time
of publishing.
Virkutyte et al. (2002) presented a critical overview in which they de-
scribed detailed theoretical aspects, design and operational considerations
of EKR. The review also discussed the dependence of pollutant rate removal
in relation to soil variables and operational conditions as well as cost-benefit
analysis. The authors identified the advantages and disadvantages of EK
and concluded that EK is beneficial on fine-grained soils especially in case
of heavy-metal pollution, where other alternatives may fail. Among the ad-
vantages they included the benefit of EK of being targetable (i.e., able to
target the contaminated mass accurately), the ability of treating heteroge-
neous deposits and without excavation. Limitations included the necessity
to apply enhancing solutions, to limit voltages in order to avoid excessive
temperature increase, the reduction of efficiency in presence of carbonates
and hematite as well as the strong dependence on soil pH conditions.
The review study conducted by Page and Page (2002) focused on labora-
tory experiments, enhancement methods, field trials, and commercial appli-
cations. The authors reported an extensive list of studies on EKR of heavy
2.2. General background on electrokinetic remediation 11
metals and tabulated the experimental conditions and material character-
istics of each work. They concluded that, at the time of writing, most of
the work was already done on testing enhancement strategies and that the
main future research appeared to lie in the development of coupled tech-
nologies combining electroremediation with other conventional processes
(such as bioremediation). A review on the techniques to enhance EKR of
contaminated soil was wrote by Yeung and Gu (2011), effectively attesting
that significant efforts have been made to investigate the effect of enhance-
ment techniques on the efficiency of remediation. The authors provided an
extremely comprehensive list of references on all the tested techniques to
enhance EKR.
Alshawabkeh (2009) analysed the challenges that led to limited field im-
plementation. The reasons included primarily the cost of treatment and
technical challenges when geochemical conditions are complex. In such case
the transient and nonlinear behaviour of the system leads to an increased
difficulty in the implementation. The author concluded that there is a need
to develop fundamental studies to predict these effects because few works
have addressed the prediction of the non-linear behaviour of the variables.
The same issues were also pointed out by Yeung (2011), who argued that
one of the future directions is to improve the theoretical understanding of
electrokinetic phenomena, in particular deeper insight on the influence of
electrical properties of soil, on the characterization of the soil-contaminant
interactions and on time and space changes of pH and the other variables
during treatment. Moreover, the author concluded that a better numerical
simulation framework is needed in order to improve simulation capabilities
with special regards to geochemical reactions.
In recent years, review papers include the work of Kim et al. (2011a)
which reports the research and field experiences on EKR in South Korea.
Gomes et al. (2012) focused on the special case of organochlorines soil elec-
troremediation. Cameselle et al. (2013) summarised the status and oppor-
tunities of electrokinetic-enhanced phytoremediation of soils. Reddy (2013)
gave an overview of the application of EKR to complex sites. Karim (2014)
wrote a review paper which reports a summary of topics and issues already
pointed out in the works cited above. Pham and Sillanpää (2015) gave an
overview on the state-of-art as well as future direction of electrokinetic or-
ganic decontamination. Moghadam et al. (2016) provided a review on elec-
trokinetic coupling with other methods, focusing on the factors that affect
EKR and the state-of-the-art techniques that can be combined with EKR.
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Most of the work on EKR has been carried out at laboratory scale. In
many cases a spiked synthetic soil such as kaolinite has been employed to
carry out the tests (Page and Page, 2002). Nevertheless, much effort has
been spent also on real-contaminated matrices in a large variety of appli-
cations, highlighting a significant discrepancy between the behaviour of
spiked/synthetic matrices and real matrices with aged contamination. The
real-world applications (i.e., matrix was not artificially spiked) include the
treatment of soils (Khan and Alam, 1994; Reddy et al., 2006; Ryu et al., 2011;
Lu et al., 2012; Zhang et al., 2012; Villén-Guzmán et al., 2015b; García-Rubio
et al., 2016), fly ashes (Pedersen, 2002; Ferreira et al., 2005; Traina et al., 2007;
Lima et al., 2010), glacial tills (Al-Hamdan and Reddy, 2008b; Reddy and
Chinthamreddy, 2004), mine tailings (Kim, 2001; Hansen et al., 2005; Baek
et al., 2009; Rojo et al., 2011), waste wood (Pedersen et al., 2005), wastewater
sludge (Kim et al., 2002; Yuan and Weng, 2006; Hua et al., 2012; Ebbers et
al., 2015; Cherifi et al., 2016), river sediments (Genc et al., 2009; Merkx et al.,
2013) and marine sediments (Reddy and Ala, 2006; De Gioannis et al., 2009;
Andreottola et al., 2010; Colacicco et al., 2010; Benamar and Baraud, 2011;
Kim et al., 2011b; Rozas and Castellote, 2012; Ammami et al., 2015; Iannelli
et al., 2015; Yoo et al., 2015; Masi et al., 2016a; Song et al., 2016). In the
next sections, emphasis will be put on works related to the specific topics
of the present thesis. Topics include EKR application to marine sediments,
field-scale implementation and modelling.
2.3 Electrokinetic treatment of marine sediments
This section presents a review of EKR applied to remediation of marine sed-
iments, focusing in particular on heavy metal pollution. Marine sediment
treatment can be considered as a separate topic because they are often char-
acterized by features that make their treatment more challenging such as
low hydraulic permeability, high salinity and strong acid-neutralizing ca-
pacity due to high presence of organic matter and carbonates (Mulligan et
al., 2009).
Dredging activities are essential for the maintenance of harbour water-
ways and pollution is often found in dredged sediments. These sediments
are often severely contaminated by a variety of hazardous pollutants, mostly
heavy metals and hydrocarbons, originated from different sources such as
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ships, harbour activities, industry, municipal sewage and other upstream
sources Mulligan et al., 2001.
When no contamination is found or the contamination levels comply
with regulatory standards, traditional management strategies include alter-
natives such as dumping at open sea or disposal in longshore confined dis-
posal facilities. Beneficial reuse of sediments, e.g., for construction materials
in civil engineering (Dubois et al., 2011) also represents a viable solution, as
long as the sediments do not pose a risk. When the regulatory standards are
not met, disposal in landfill is a widespread solution. However, storage on
disposal sites is not sustainable because of the large amount of sediments to
be disposed and because of the risk of contaminant to be transferred to the
environment (Ammami et al., 2015). Consequently, sediment treatment is
required.
In marine sediment remediation, heavy metal pollution is a major is-
sue because most sediments consist of clay minerals and organic matter.
Moreover, in most cases sediment pollution is caused by the accumula-
tion of contaminants that lasts for decades due to human activities within
the harbours or transported from upstream sources. Remediation of long-
term heavy metal contamination is particularly critical, because aging ef-
fects cause strong bonds to sediment particles that make metal mobilization
extremely difficult (Peng et al., 2009). Metals can be bound to clay surfaces
or complexed with organic matter thus reducing their mobility through the
porous matrix. Furthermore, marine sediments are frequently characterized
by low hydraulic permeability and high buffering capacity (Reddy and Ala,
2006). These conditions pose severe limits to remediation efficiency, as most
decontamination techniques available for treating high permeability soils
are not effective for fine-grained matrices. In this context, EKR is widely
recognised as an efficient technique for addressing these issues.
Metals can be present as soluble ions, or as oxides, hydroxides, carbon-
ates, sulphates or other organic and inorganic complexes bound to sediment
particles. Consequently, they can be directly mobilized from the sediment
matrix as long as they are present in ionic forms or bound to mobile polar
complexes. Several possible enhancement strategies are adopted in order
to induce favourable pH conditions and/or interacting with heavy metals
with the aim to reduce remediation time and costs (Yeung and Gu, 2011).
Among these strategies, one involves the pH control of the electrolytes.
In general, pH is the key parameter affecting heavy metal mobility (Peng
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et al., 2009) and its control can be achieved by adding acidic or alkaline so-
lutions into the electrode compartments (Andreottola et al., 2010; Kim et
al., 2011b; Iannelli et al., 2015). However, the achievement of the desired
pH values in sediments can be strongly affected by their buffering capac-
ity (Altaee et al., 2008). Further possible enhancing techniques involve the
use of chemicals (such as chelating, complexing, oxidizing/reducing agents
or surfactants) aimed at keeping contaminants in a mobile state (Ammami
et al., 2014; Ammami et al., 2015). In particular, the use of chelating agents
has been shown to be effective for improving metal solubility and removal
rates in high acid buffering capacity soils and sediments (Wong et al., 1997;
Amrate and Akretche, 2005; Gidarakos and Giannis, 2006; De Gioannis et
al., 2009; Colacicco et al., 2010; Yoo et al., 2015; Song et al., 2016). When
the natural pH of the material is in the alkaline range, the use of chelating
agents, such as EDTA, may be advantageous as they are found to be more
efficient at alkaline pH (Lestan et al., 2008). However, in many situations
the use of EDTA is not recommended because of the potential toxicity and
poor biodegradability (Sillanpää and Oikari, 1996). Conversely, Voglar and
Lestan (2013) have demonstrated that it is possible to implement a method
for EDTA recycling, with lower generation of wastewater or other toxic
wastes and with technical and economic feasibility. The economic value
of chelant-enhanced EKR would greatly be increased by the development
of more efficient recycling methods. Other authors proposed the use of ion-
exchange membranes to isolate reactions occurring at the electrodes and re-
mediation phenomena occurring inside the porous matrix (Hansen et al.,
2005; Kim et al., 2005).
Many recent studies have shown that the remediation efficiency is par-
ticularly dependent on the specific interactions between the pollutants and
the constituents of the sediment (Hahladakis et al., 2014; Hahladakis et al.,
2016). Therefore, the selection of the operating parameters and conditioning
agents must be carefully evaluated in order to choose the best remediation
strategy. Some of these studies, considered as more relevant for this study,
are reported below.
Reddy and Ala (2006) investigated the feasibility of EK remediation of a
fine-grained sediment polluted by a mixture of several polycyclic aromatic
hydrocarbons and heavy metals. They performed four tests using flushing
solutions of two surfactants, a cosolvent and a cyclodextrin. As for heavy
metals, they concluded that none of the selected flushing agents effectively
removed heavy metals, due to high organic content and the high buffering
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capacity of the sediment.
Kim et al. (2011b) investigated the suitability of various processing flu-
ids (EDTA, citric acid, HCl and HNO3) for the enhancement of the EKR of
dredged marine sediments contaminated by Ni, Cu, Zn and Pb. Tap water
was used as anolyte and the processing fluids were circulated at the cathode
at 0.1 M concentration. The experiments were performed under a constant
voltage gradient of 1 V/cm for 15 days. They obtained the best removal
rates with citric acid and HCl, showing extraction efficiencies up to about
70%.
Rozas and Castellote (2012) carried out electrokinetic removal of Cu, Zn,
Cd, Cr, Pb and Ni from contaminated dredged material testing the effec-
tiveness of enhancing solutions (deionised water, citric acid, acetic acid, hu-
mic acid and EDTA). They performed a multiple regression analysis on the
measured parameters and they found that the main factors affecting the ef-
ficiency of the treatments were the pH of the cathodic solution, chelating
ability of the conditioning agent and the zeta potential of the sediment.
Hahladakis et al. (2014) focused on the sequential application of a chelat-
ing agent followed by a non-ionic surfactant for enhancing the simultaneous
removal of metals and PAHs from real contaminated sediments character-
ized by a sand fraction of more than 80%. The combined treatment with
citric acid and non-ionic surfactant enhanced dramatically Zn and As re-
moval, but did not affect the removal of Cu, Cr, Ni and Pb.
Ammami et al. (2015) performed electrokinetic treatments of dredged
harbour sediments using a mixture of citric acid and surfactants (Tween 20)
and testing operating conditions, including the application of periodic volt-
age gradients. The best heavy metal removal was obtained with Tween 20
with citric acid at the maximum concentration (1 M) but only for some of
the investigated metals.
The above mentioned studies on real contaminated sediments show that
the identification of the best enhancement strategy and operating condi-
tions is still controversial and further investigations on the application of
the electrokinetic technology are still required. Due to the complexity of the
solid matrix and the peculiar characteristics of marine sediments, such as
the strong buffering capacity, several alternatives must be tested for appro-
priate design of a full-scale implementation.
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2.4 Experiences at field scale
As depicted in the previous sections, numerous bench scale electrokinetic
tests were successfully conducted, demonstrating the feasibility of the elec-
trokinetic treatment of different matrices and pollutants. Despite this large
amount of research studies available to assess and optimize operating con-
ditions, field-scale applications are still lacking. This latter point is recog-
nised as one of the most significant future directions on which new research
should be set (Yeung, 2011).
A number of studies on EKR at field scale have been undertaken using
various field configurations, enhancement schemes, practical techniques,
monitoring and assessment methods. The most significant findings are re-
ported in this section, focusing in particular on electrokinetic treatment of
porous matrices contaminated by inorganic contaminants, such as heavy
metals. Field cases, parameters, techniques and results are reported and the
main drawbacks, challenges and future directions are analysed.
Presumably, the first documented field test of electrokinetics was car-
ried out in India in 1930s (Puri and Anand, 1936). This study investigated
the possibility of restoring alkali soils to arable lands by removing sodium
through electrokinetic transport. A similar application was carried out by
Gibbs in USA (Gibbs, 1966).
The first engineered field-scale application of electrokinetics for heavy
metal remediation from soil and groundwater was performed in 1987 by
Geokinetics in The Netherlands (Lageman et al., 1989; Lageman, 1993; Pool,
1989). The field trial conducted at a site of a former paint factory in Gronin-
gen where the peat soil was heavily polluted with metals, mostly copper
and lead, in the form of paint residuary. Lead concentration was 300 to 5000
mg/kg and copper ranged from 500 to 1000 mg/kg. The test area was 70
m long and 3 m wide. Electrode arrays consisted of one horizontal cath-
ode installed at 0.5 m below ground surface and a row of vertical anodes
installed at a depth of up to 1 m and spaced 1 m apart. Electric field was
applied 10 h per day for 43 days, after which lead was reduced by up to
70%, while copper concentrations were reduced by 80%. Energy consump-
tion was 65 kWh/m3. From the test it was concluded that the relatively low
pH of the peat soil (pH 4) facilitated mobilization of the heavy metals, with
low energy requirements. The already acid environment was acidified fur-
ther through electrokinetic inducement of H+, resulting in the dissolution of
paint particles, which then acted as new sources of pollution.
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After the 1987 experiment, Geokinetics carried out four other implemen-
tations (Lageman, 1993). The first field test was conducted at a galvanizing
plant site in Delft with a clay soil contaminated by Zn. The area was 15 x 6
x 1 m. Power supply consisted of a 100 kW generator. Electrode setup was
three horizontal cathodes at a depth of 0.5 m and three rows of anodes in-
stalled up to 1 m below ground surface. The resistivity of clay soil changed
from 5 Ωm at the beginning of the test to 2.5 Ωm after two weeks as a con-
sequence of increases in temperature and ionic strength. A current density
of 8 A/m2 was applied for 8 weeks, and the voltage drop 20–40 V/m. The
energy consumption was 160 kWh/t. The Zn was reduced by 67% (mean)
to 75% (max) but the remediation objective of 200 mg/kg was not achieved
due to the high buffering capacity of the soil.
A second project was carried out at the site of a former timber impreg-
nation plant in Loppersum, The Netherlands, in 1989. The site was char-
acterised by a clay soil containing arsenic levels up to 400–500 mg/kg to a
maximum depth of 2 m. The pollution was confined in two areas of 10 x 10 x
2 m and 10 x 5 x 1 m, respectively. A current density of 4 A/m2 was applied
for 65 days. A decrease in resistivity from 10 Ωm to 5 Ωm was observed. Af-
ter 56 days, As concentration was below 30 mg/kg and the remediation was
stopped due an excessive soil temperature increase (60 ◦C). A third project
was the clean-up of a temporary landfill in Stadskanaal, The Netherlands in
1990–1992. The upper part of this site measured 70 x 40 x 2.6 m. It had been
filled in with soil and sludge contaminated with cadmium and other heavy
metals. Remediation lasted for 300 days. Initial concentration of Cd were 2
to 3400 mg/kg. After 300 days Cd decreased to 1–40 mg/kg.
A fourth project was operated at the site of a temporary depot at the air
base of Woensdrecht in The Netherlands, from 1992 to 1994. The area mea-
sured 90 x 20 x 2.5 m and it was filled with 2500 m3 clay and peat dredged
from a natural pond. The soil material contained cadmium (660 mg/kg),
lead (730 mg/kg), copper (770 mg/kg), nickel (860 mg/kg), chromium (7300
mg/kg) and zinc (2600 mg/kg) from a former galvanizing plant. Duration
was 2 years and 150 kWh/t were employer to decrease heavy metal concen-
trations up to 85–93%.
Some example pictures of field-scale implementation are reported in Fig-
ure 2.2.
Another early implementation was carried out by the US Environmental
Protection Agency (US EPA) at a Superfund site in Corvallis, Oregon (Baner-
jee et al., 1991). This site was an abandoned industrial hard-chrome plating
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(a) (b)
(c) (d)
Figure 2.2. Field-scale implementations (Lageman, 1993; Lageman,
2015). (a) Loppersum (1989), (b) Stadskanaal (1990–1992), (c) Woensdrecht
(1992–1994), (d) Porto Marghera (2008). Reproduced with permission.
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facility. The on-site soils, groundwater and surface water were heavily con-
taminated with inorganic contaminants such as arsenic, barium, chromium,
copper, iron and lead. Cr concentration was found as high as 15 g/L in the
groundwater. The field setup consisted of 11 wells 4.5 m deep with 10 cm di-
ameter slotted PVC casings. Two configurations were adopted: one hexag-
onal pattern with 1.5 m spacing between the electrodes and one square pat-
tern with 2.4 m spacing. Steel reinforcing bars were used as electrodes. Two
types of combined treatments were tested: (a) EK with continuous pump-
ing and (b) EK treatment with pulsed/periodic pumping. Different pump-
ing rates, electrical currents and voltage drops were used in the tests. The
results are described in terms of total mass recovery, and the two types of
tests are compared. With pumping alone (no electric field) the recovery was
4.77 g. In the case of EK with continuous pumping the recovery was 5.15
g while in the case of EK with occasional pumping the recovery raised to
9.23 g. This study demonstrated the feasibility of EK application to improve
chromate extraction, however information are mostly lacking and the au-
thors concluded that further research was needed in order to fully apply the
adopted technique.
In 1996, the US EPA has used an in situ electrokinetic extraction (ISEE)
system to remove hexavalent chromium from soil in unsaturated condi-
tions (USEPA, 1998). The system operated for 700 hours and extracted 0.29
g/hour with an efficiency of 0.14 g/kWh. The technology involved the in-
stallation of rows of anodes surrounded by two or four rows of cathodes.
The distance between the electrode was about 1 m and the active zone was
up to a depth of 4.3 m.
In 2000, a field demonstration was conducted by U.S. Army Environ-
mental Center (USAEC) at the Naval Air Weapon Station (NAWS), Point
Mugu, California (USAEC, 2000; Gent et al., 2004). The contaminants were
Cd (up to 1810 mg/kg) and Cr (up to 25100 mg/kg). Electrode arrays con-
sisted of a series of anodes and cathodes placed in alternating rows. The
anode-cathode distance was 4.3 m. Anode-anode distance was 2 m. The an-
odes were housed in 10 cm diameter slotted PVC wells. The anodes casings
were wrapped in a woven linen fabric. The cathodes wells were 7.62 cm di-
ameter with porous ceramic casings with a kaolinite and sand packing mix-
ture. The anodes consisted of rods constructed of titanium with an iridium
oxide coating. The cathodes were built with strips of stainless steel mesh.
The applied voltage consisted of a pulsed 45 V. Citric acid was employed
to buffer the alkaline front at the cathode. The experiment resulted in very
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poor metal recovery. The use of an electrodialysis reversal (EDR) unit was
planned to process the electrolytes but it was not operated because no con-
taminants were removed during the field demonstration. An off-gas treat-
ment system was implemented to remove hydrogen sulphide and chlorine
gases. A column (scrubber) filled with 5 M NaOH was employed to strip the
gases. This field experiment resulted in poor metal mobilization but high-
lighted several issues and conclusions: the laboratory bench tests did not
reflect the actual site conditions, and the required treatment duration was
much longer than that estimated in preliminary tests; gas emissions were
significant, and the use of a scrubber was necessary in order to treat the
gases; treatment performance was strongly affected by high chloride con-
centrations in the groundwater. The chloride reaction at the anodes retarded
the propagation of the acid front which in turn increased the time required
to extract the contaminants from the soil. This study was then transitioned
to a pilot-scale project (64 m3) with a reduced number of electrodes and
higher current densities, making the contaminant removal possible (Gent et
al., 2004). In this pilot study, a constant voltage of 60 V was applied for 20
days then it was reduced to 45 V for 6 months. After 6 months of treatment,
78% of soil volume was cleared from chromium and 70% from cadmium.
Another test was carried out by US EPA, through a partnership with
Electrochemical Design Associates (EDA), formerly known as Geokinetics
International Inc., between 2001 and 2002 to remove lead from soil (USEPA,
2003). The site was located at Building 394 (former battery shop), Pearl
Harbor Naval Shipyard and Intermediate Maintenance Facility, Honolulu,
Hawaii. The technology used rectangular tanks operated ex situ. The pro-
cess used EDTA to extract Pb from soil. An EDTA solution was infiltrated
through the soil leading to the formation of Pb−EDTA –2 complexes. The
solution was recovered and transferred to a treatment unit where lead was
removed from the EDTA solution by electroplating. The EDTA solution is
then reconditioned in the electrolyte solution management system as nec-
essary (pH adjustment, EDTA concentration adjustment) and recirculated
through the soil. At the end of the test, 6% of all post-treatment soil sam-
ples met the regulatory threshold lead concentration of 2000 mg/kg, and
the average lead removal efficiency was 59%.
Other implementation carried out by Lageman and partners in 2000s
are reported in Lageman et al. (2005), Lageman and Godschalk (2007) and
Lageman and Pool (2009). Specifically, three case studies are reported. The
first was at a site of a former gaswork at Oostburg characterised by 120 m3
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of clay and sandy clay soil contaminated by CN. The project was successful
because 83% to 97% of CN was removed after 3 months of treatment. The
second was at a galvanizing plant at ’s-Heerenberg, where a volume of 4300
m3 was treated up to a depth of 6 m. Levels of Ni (1350 mg/kg) and Zn
(1300 mg/kg) were reduced to 15 mg/kg and 75 mg/kg, respectively. A
third project was carried out at a former galvanizing plant in The Hague.
In this case, groundwater was contaminated by Zn (2000 µg/L). After two
years, Zn was decreased to <600 µg/L.
More recently, notable research efforts have advanced in South Korea,
where the market for soil remediation has rapidly expanded over recent
decades, and a significant number of pilot-scale and field-scale implemen-
tations have been carried out (Kim et al., 2011a). In 2004 the research team at
Hanyang University implemented an EK-solar cell remediation system for
a shooting area contaminated by heavy metals (Kim et al., 2011a). Pb was
the main contaminant (8233 mg/kg). The area in which the system operated
was 10 x 30 x 0.5 m. The system consisted of horizontal cathodes installed
in porous columns in contact with the soil. The EK system was operated
for 100 days at 48 V. To enhance removal efficiency citric acid or EDTA were
used. A maximum removal of 90% for Pb was achieved with citric acid.
Another field application in South Korea was carried out by Chung (2009)
for Cu contaminated soil. The system was an EK coupled with ‘permeable
reactive piles’. The field tests were carried out to treat copper contaminated
soil in-situ and sorted soil from buried waste material of a landfill site lo-
cated in Incheon City (Republic of Korea). The soil layers consisted of 1 m
cover soil, 2.5 m waste and clay below the waste. The treatment zone was
determined by the level of waste buried underground (i.e., 2 to 3.5 m be-
low the ground surface). The groundwater level was situated 2 m below
the ground surface. The electrode piles were installed to the depth of 4 m
below the ground surface. The reactive piles basically consisted of a series
of anodes and cathodes housed in slotted PVC pipes filled with reactive ma-
terials such as iron powder, zeolite, slag, tire chip and non-reactive material
(e.g., sand). Electrodes were spaced 2 m apart (both anode–anode and an-
ode–cathode). An electrical voltage gradient of 1 V/m was applied between
the electrodes for 30 days. Copper migrated from the anode to the cathode
and was adsorbed onto the reactive material in the cathode reactive piles.
The amounts of Cu sorbed onto the adsorbents were 68–68.7%, 93.4–93.7%,
74.8–75%, 87.3–88.0%, and 4.7% for iron powder, zeolite, slag powder, tire
chip, and sand, respectively. Except for sand, most of migrating Cu was
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adsorbed onto the reactive materials.
Lee et al. (2012) performed a pilot study for EK remediation of an aban-
doned military shooting-range site. The field site was located in the Civilian
Control Line of South Korea. The target area, was heavily contaminated by
Pb and Cu to a depth of 0.5 m. Two cells with hexagonal arrangement (6 an-
odes and 1 cathode) were implemented. Electrodes were made of iridium-
coated titanium rods. The pH of each electrolyte was adjusted by use of
concentrated HNO3. The duration of treatment was 100 days. The average
final efficiency of removal of Pb and Cu was 39.5 ± 35% and 63.8 ± 12%,
respectively.
Jeon et al. (2015) implemented a full scale plant (width 17 m, length 12.2
m, depth 1.6 m). The test site was a rice paddy field, located at Janghang,
Choongchungnam-do, Republic of Korea. The site was located near a for-
mer zinc refinery plant. Target contaminants were As, Cu, and Pb. Electrode
spacing of anode-anode and anode-cathode was 2 m, and the electrodes
were installed in parallel lines. Each line had seven anodes or cathodes,
and the total number of electrodes was 56 (28 anodes and 28 cathodes). A
constant voltage of 100 V was supplied. The electrokinetic system removed
48.7, 48.9, and 54.5% of As, Cu, and Pb, respectively, from the soil during 24
weeks. Energy consumption was 1.2 kWh/m3.
The field-scale implementation discussed above are summarised in Ta-
ble 2.1.
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Whereas most of the laboratory experiments in literature were set to
identify the sensitivity of remediation parameters to removal efficiency, in
the field it is more difficult to perform the same analysis due to limited data,
experiences and fewer experimental possibilities. The most studied variable
in the field may be the influence of electrode configuration (Alshawabkeh et
al., 1999a; Alshawabkeh et al., 1999b; Zhang et al., 2010; Kim et al., 2012a;
Lee et al., 2012; Kim et al., 2013). Electrode configurations influence the
active area of the electric field, which is indeed the major driving force to
induce contaminant migration. Apart from the optimization of well and
electrode manufacture, the efficacy of electric field and electrode configura-
tions can be effectively tested through numerical simulations.
Concerning the other parameters involved in field-scale EK, the experi-
ence gained from field tests demonstrate that there is still a number of prac-
tical challenges that need to be overcome in order to make EK technology
feasible, cost-effective and sustainable. These challenges include:
• The limited number of field-scale applications and limited information
available on design and implementation.
• The contamination in the field can be aged and contaminant can be
strongly bound to soil particles. Laboratory test results carried out
using artificial soils or spiked matrices may not be representative to
predict the actual remediation performance.
• Electrolytes must be treated or disposed of when their use is exhausted
(Iannelli et al., 2016). Additional expenditures related to electrolyte
management are rarely taken into account when assessing costs at lab-
oratory or bench scale.
• Gas emissions can be significant, especially chlorine emissions when
high concentration of chlorides is present in the electrolyte or when
HCl is used as enhancing agent at the electrode compartments (Ian-
nelli et al., 2015). In order to get compliance with environmental reg-
ulations and for safety reasons, gas treatment could become necessary
and the related additional costs must be computed (Masi and Iannelli,
2015).
• Due to regulation restrictions, the use of some conditioning solutions
(e.g., EDTA, surfactants, etc.) may be prohibited. Conversely, fate and
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risk analysis of residual concentrations in the ground must be per-
formed before choosing a particular reagent.
• Cost of materials may not be sustainable as special material may be
needed in sensitive parts of the plant. These include electrode materi-
als (anodes in particular), pumps for electrolyte recirculation, dosing
pumps, scrubber feeding pumps, wells, pipes and junctions. In the
case of structures, cathodic protection technique may be used to pre-
vent corrosion due to the electric field. In presence of chlorine, all the
parts can be extremely damaged by corrosion and special care must be
adopted.
• The cost of reagents may be excessive. The type and amount of reagent
needed must be chosen carefully and evaluated.
• The effectiveness of the electric field in situ (2D/3D configuration)
is much lower than laboratory configuration (1D-like configuration).
Electrode distance and configuration have to be carefully designed
(Alshawabkeh et al., 1999b; Kim et al., 2012b)
• Electrical resistances of all structural parts (e.g., well casings and screens),
in the current path between the electrodes and the contaminated ma-
trix should be minimised to reduce energy dissipation. This can be
achieved for instance by choosing appropriate slotted pipes with high
slot screen aperture.
• Local site conditions or regulations may not allow for the use of high
voltages. Voltage at the electrodes can be limited for safety reasons.
Conversely, electrical current cannot be set arbitrarily high, as elec-
trolyte or soil temperature can rise excessively. Thus it is very impor-
tant to measure initial soil resistivity and correctly estimate the possi-
ble resistivity variation during remediation for the selected enhancing
solution.
• Energy expenditure is not due to electric field application alone. Also
machinery energy consumption can be significant (pumps, treatment
systems, cooling systems, air fans) and must be taken into account.
• Use of Life Cycle Assessment (LCA) tools may be useful in some cases
to assess EKR configurations (Kim et al., 2014; Vocciante et al., 2016).
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• Cost estimation cannot be generalised and it is strictly case-specific.
In conclusion, technical recommendations as well as proper design and
implementation tools are still unavailable. Modelling needs to be more ac-
curate in order to better assess the main remediation parameters and predict
the achievable results (Yeung, 2011). Moreover, models and software mod-
ules need to be developed to be readily usable as a design and engineering
tool.
2.5 Modelling
2.5.1 Introduction
Many of the processes occurring in EKR are described extensively in the lit-
erature and fully understood. However, in many cases, the individual effect
of each process is not easily distinguishable. Prediction is often a complex
task due to the large number of interrelated parameters and processes. The
complexity involved is mostly due to the high non-linearity and transient
geochemistry that develops during remediation. This is one of the main
reasons for the limited implementation of electrokinetic technology at the
field scale (Alshawabkeh, 2009). Especially in the case of porous material
with high buffering and sorption capacity, longer remediation times (i.e.,
months) are required to reach the target clean-up levels. In these cases, an
extensive laboratory experimentation would be excessively time-consuming
and modelling becomes a necessary tool for the identification of the main
parameters affecting the remediation efficiency and for prediction of con-
taminant extraction. Once the main factors governing the remediation are
identified, a mathematical model could also be able to provide a way to
test different working configurations and remediation schemes for the de-
sign and practical implementation of this technology on the field scale. The
following section reports the significant theoretical and numerical develop-
ments in modelling of EKR processes as well as current issues and future
directions.
2.5.2 Review of existing models
Several mathematical models have been developed to predict electrokinetic
extraction of contaminants (Jacobs et al., 1994; Choi and Lui, 1995; Yu and
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Neretnieks, 1996; Alshawabkeh and Acar, 1996; Mattson et al., 2002a; Matt-
son et al., 2002b; Amrate and Akretche, 2005; Paz-García et al., 2011; Paz-
García et al., 2012). Most of these models are based on the application of
a set of mass balance equations (e.g., Nernst-Planck equations) to the stud-
ied chemical species in the pore fluid solution. These equations are coupled
with auxiliary equations aimed at guaranteeing the electrical neutrality or
with the Poisson equation of electrostatics to calculate the electrical poten-
tial locally induced due to the charge unbalance produced when ions are
migrating with a different rate (Paz-García et al., 2011). Moreover, addi-
tional models need to be included in order to describe chemical reactions.
The development of a generalised model is still a challenging task due
to the complexity of the physico-chemical processes and interactions in-
volved. This has led researchers to develop simplified models based on
the identification of the most significant processes and the adoption of a
set of simplifying assumptions. Among these processes, those that are gen-
erally incorporated in models are: species and contaminant transport, pH
changes, voltage drop changes due to dynamic changes of electrical con-
ductivity, moisture changes, geochemical reactions (e.g., speciation, adsorp-
tion/desorption, precipitation/dissolution). All of these processes are dy-
namic, non-linear, space and time dependent.
In most cases, a practical simplified approach is to numerically separate
transport processes and chemical reactions. Generally, two separate steps
are computed at each time step of simulation. In the first step transport
processes are computed. In the second step chemical reactions are calcu-
lated. The underlying hypothesis is that all reactions occur instantaneously
based on the species concentration at the instant at the end of the transport
time step, so that the contaminants do not react when they are transported
and vice-versa. This is commonly regarded as the operator splitting approach
(Herzer and Kinzelbach, 1989; Barry et al., 2000; Carrayrou et al., 2004). This
approach is the most commonly adopted one and generally led to good
agreement between the model and experimental data (Alshawabkeh and
Acar, 1996; Al-Hamdan and Reddy, 2008a; Wu et al., 2012; Gomes et al.,
2015). Transport models are generally well defined and can be solved nu-
merically with techniques such as finite differences (Kim et al., 2003; Amrate
and Akretche, 2005; Al-Hamdan and Reddy, 2008a) and finite elements (Al-
shawabkeh and Acar, 1996; Yu and Neretnieks, 1996; Teutli-León et al., 2005;
Tamagnini et al., 2010; Paz-García et al., 2011).
The implementation of chemical reactions has proved to be more critical,
2.5. Modelling 31
because the results of simulations are very sensitive to the chemical reaction
framework adopted. A modern approach for calculation of geochemical re-
actions involves the use of specially developed computer software. Until
recently, the existing geochemical modelling software (e.g., PHREEQC, Vi-
sualMINTEQ, Orchestra, MINTEQA2, WATEQ4F, etc.) could not be easily
integrated with models developed for electrochemical remediation. These
models considered the motion of aqueous master species only (i.e., total aque-
ous components such as Na, Cl) and not individual ions or complexes. This
approach only works when species are transported by advective flow. Un-
der an electrical field, different ions move according to their charge and ionic
mobility; for a single master species, two or more differently charged aque-
ous species can exist in solution. Modellers have solved this issue devel-
oping simplified geochemical models based on the specific problem being
investigated (Al-Hamdan and Reddy, 2008a; Paz-García et al., 2013b).
Recently, significant advances have been made in the development of
software for geochemical modelling. Among the available software, it is
noteworthy to mention PHREEQC (Parkhurst and Appelo, 1999; Parkhurst
and Appelo, 2013). Major capabilities of PHREEQC are: speciation and
saturation-index calculations, reversible and irreversible reactions, which
include aqueous, mineral, gas, solid-solution, surface-complexation, and
ion-exchange equilibrium, and specified mole transfers of reactants, kinet-
ically controlled reactions, mixing of solutions, and pressure and temper-
ature changes. The developers of the software also released several inter-
faces such as IPhreeqc (Charlton and Parkhurst, 2011) that can be used as
a COM object intended for coupling with other models. Another interface
is PhreeqcRM (Parkhurst and Wissmeier, 2015), a reaction module designed
to simplify the coupling with external transport models. In comparison to
other available software modules, PhreeqcRM enables the use of species-
dependent transport models (i.e., aqueous species concentrations can be
used instead of total component concentrations) and thus it can represent
a very useful tool in EK modelling.
While the development of chemical reaction modelling and coupling
techniques continues, EK transport models have a very solid theoretical
background, which is provided by early works carried out by Yeung, Acar,
Alshawabkeh, and colleagues. One of the earlier studies was carried out by
Yeung (1990). The author formulated a description of simultaneous flow of
water and contaminants under the influence of coupled hydraulic, electrical
and chemical gradients in a clay-water system based on the formalism of
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non-equilibrium thermodynamics. The author derived phenomenological
equations of the coupled driving forces and demonstrated the possibility
of directly measuring the coefficients or their combinations with common
techniques available in soil mechanics.
Acar et al. (1990) presented a theory based on Nernst-Planck equations
for the description of pH gradient development during electrokinetic pro-
cessing of soils. The model accounted for diffusion, ion migration, advection
and electroosmotic flow. Chemical reactions were not included but the intro-
duction of a retardation coefficient allowed to achieve more realistic results
in terms of acid/base front migration. Authors also derived an analytical
solution for steady state diffusion, convection and migration under elec-
tric field. This represents a very interesting result, as the derived equations
can be employed to verify the accuracy of the scheme of modern numerical
transport codes (finite differences or finite elements).
Yeung and Datla (1995) refined the previously described formulation
and applied the model to simulate experimental data obtained by Acar et al.
(1990). The model included diffusion, electroosmosis and electromigration
as the main driving forces. Retardation factors were used to approximate
the sorption and desorption of chemical species. The agreement between
model and data was quite good, however the shape of the acid front was
not correctly represented due to lack of model capabilities such as simula-
tion of non-uniform electrical gradient and chemical reactions.
Eykholt and Daniel (1994) experimentally found that non-uniform pro-
files of pH, electric field and pore water pressure developed during EK treat-
ment of Cu-contaminated kaolinite could not be adequately described by
available models. The authors modified the previously existing approaches
and in their model they added (1) a predictive scheme for zeta potential in
order to calculate electroosmosis and (2) prediction of negative pore pres-
sure. Electroosmotic flow was computed as a function of pH using a consti-
tutive relationship fitted from streaming potential measurements by Lorenz
(1969). They concluded that the model was able to adequately describe the
electroosmotic permeability coefficient as a function of the chemistry for a
reliable estimation of electroosmotic flow.
Jacobs et al. (1994) extended the previously formulated electrokinetic
model to incorporate complexation and precipitation reactions showing good
agreement with experimental results. Space and time dependent current
and voltage gradient were simulated. It was found experimentally that
species accumulation occurred where acid and base fronts meet and create
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a pH jump. The model was able to reproduce this phenomenon, simulating
the precipitation of species (Zn(OH)2) in that region of the specimen. The
model was also able to simulate the spike in the electric field in the same
location, due to the decrease in ionic strength caused by precipitation.
Alshawabkeh and Acar (1996) presented a comprehensive mathemati-
cal model for multicomponent species transport under coupled hydraulic,
electrical and chemical potential differences, including sorption and precip-
itation reactions. The results from a pilot-scale test (Acar and Alshawabkeh,
1996) were used to validate the model. They found that model predictions
of acid transport, lead transport and pore pressure distribution were in very
good agreement with the pilot-scale test results.
The same approach was adopted by Kim et al. (2003) to simulate Cd(II)
extraction from kaolinite clay. They measured zeta potential experimentally
as a function of soil pH with electrophoretic light scattering technique. They
obtained an empirical relationship very close to data obtained by Lorenz
(1969). They carried out numerical simulations and verified the results by
comparison with the experimental findings. Model predictions were consis-
tent with the experimental results. However, a discrepancy was examined
in comparison between the model and experimental results, possibly caused
by the inexact description of adsorption and precipitation reactions.
Amrate and Akretche (2005) were the first to model EDTA-enhanced
EKR. In the model, they included a description of contaminant desorption
as a metal–metal–EDTA exchange reaction. Model results agreed very well
with experimental data. However, results for freshly spiked when the pol-
lutant is present in weakly adsorbed forms soil were much better than for a
naturally contaminated soil with aged pollutants.
Mascia et al. (2007) also integrated geochemical effects in their electroki-
netic model. They represented the interaction between the contaminants
and the solid matrix using a two-site geochemical model taking into account
ion exchange and surface complexation. Their model obtained an excellent
agreement with validation data. Calibration and validation were carried out
using a spiked matrix (commercial kaolinite clay).
The model developed by Al-Hamdan and Reddy (2008a) included a cus-
tom comprehensive chemical sub-routine used to calculate chemical specia-
tion, precipitation–dissolution, oxidation–reduction reactions and adsorp-
tion–desorption processes. They overall observed a good agreement be-
tween the model and experimental results for cationic metals. The matrix
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they used for model validation was artificially spiked as well and the addi-
tional aging effects of contaminants and heterogeneity occurring in actual
contaminated materials were not taken into account.
Most of the works cited above involved the validation of models with ar-
tificial matrices, artificially spiked soils or soils having limited buffering and
sorption capacity. Buffer mechanisms caused by minerals or constituents
naturally present in soils such as calcite had been rarely examined. Airoldi et
al. (2009) presented a geochemical model for the interaction between calcite
and varying environmental conditions and found that calcite dissolution
caused by the propagation of the acid front severely affected CO2 pressures
in the specimen, determining fracturing in the regions where a pressure in-
crease was expected (i.e., anodic region). Afterwards, Cattaneo et al. (2000)
presented an EK model in which they included kinetically-controlled calcite
dissolution. The numerical results confirmed the interpretation of the ex-
perimental data of Airoldi et al. (2009). However, numerical results could
not be compared to experimental data because model was run for a much
shorter duration (300 hours) than the experimental dataset (820 hours), pos-
sibly due to numerical instabilities.
Paz-García et al. (2012) developed a generalized model for transport
of contaminants by electric field. The model was able to simulate trans-
port processes (electromigration, electroosmosis, diffusion and advection)
and has a complete geochemical reaction framework (aqueous equilibrium,
sorption, precipitation and dissolution). However, model validation showed
an unsatisfactory agreement with field-scale data suggesting that a careful
representation of the physicochemical processes is needed to predict elec-
trokinetic extraction of contaminants in real situations, where additional
nuisances arise in comparison to laboratory studies with artificial matrices.
Wu et al. (2012) modified the existing PHT3D code (Appelo and Rolle,
2010) by adding electric field-driven transport mechanisms. The code is
very general and it can be applied to a large variety of cases, even in 3D.
One drawback is that it makes use of PHREEQC-2, which, conversely to the
newer version PHREEQC-3, cannot be suitable for modelling electrolytes
with high ionic strength.
Research conducted by Paz-García and colleagues (Paz-García et al., 2011;
Paz-García et al., 2013b; Paz-García et al., 2014; Paz-García et al., 2016) have
led to the development of a comprehensive Nernst-Planck-Poisson coupled
model with custom chemical equilibrium model. The implementation was
carried out by two-step approach. The transport model was numerically
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implemented using a finite element scheme. The chemical equilibrium nu-
merical model is solved by means of an iterative Newton-Raphson method.
Numerical implementation is fully documented in Paz-García et al. (2016) .
Most of the model applications discussed above are one-dimensional. Two-
dimensional implementations are few, and model validation with real field-
scale data remains quite limited. Examples of 2D models include Jacobs and
Probstein (1996), Liu and Lui (1997), Mattson et al. (2002b), Vereda-Alonso
et al. (2004), Vereda-Alonso et al. (2007), Rodríguez-Maroto and Vereda-
Alonso (2009), Rubio-Nieblas et al. (2014a), and Rubio-Nieblas et al. (2014b).
2.5.3 Current modelling issues
Numerical models are necessary to clarify the underlying physico-chemical
processes taking place during EK processing of porous matrix and to predict
remedial performance in field applications. The number of studies on math-
ematical modelling is far lower than laboratory experimental works. As de-
scribed in the previous paragraph, the state-of-art modelling approach is
moving toward the use of coupled transport and chemical reaction models.
On one hand, these models are capable of describing a large set of mecha-
nisms and phenomena but on the other hand, choice of the most significant
processes and parameters is still a hard task due to the complexity of elec-
trokinetic systems. Many of the developed models show troublesome agree-
ment with experimental data. This discrepancy can be generally attributed
to: (1) the complexity or unpredictability of the mechanisms involved, (2)
the simplifications and assumptions introduced in the model or (3) poor
calibration of the model parameters.
Figure 2.3 presents few examples of developed models found in litera-
ture where some discrepancy is observed between data and model results.
Figure 2.3a shows results from Al-Hamdan and Reddy (2008a). They used
a comprehensive model which included pH-dependent adsorption of con-
taminants to the soil surface, pH-dependent soil surface potential, speci-
ation, precipitation/dissolution of species. Though pH well agreed with
data, significant peaks in Ni concentration were observed in the regions
where acid and base fronts met. These peaks were not observed in exper-
iments and they were possibly due to an overestimation of precipitation.
Another reason could be that precipitation reaction is kinetically controlled
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while the model assumes local instantaneous chemical equilibrium. Im-
provement in profile shape was obtained by the authors by spatial-averaging
Ni concentrations (right figure), though peaks are still visible.
Figure 2.3b presents results from Alshawabkeh and Acar (1996). Though
their results are excellent for pH and Pb profiles (not shown), estimation of
electric field underwent a deviation for long-term profile (1200 hours, right
figure). This was possibly caused by a difficulty in estimation of long-term
ionic strength or undergoing solid matrix modifications as well.
Results from Kim et al. (2003) (Figure 2.3c) show a behaviour similar to
Figure 2.3a. pH profiles are overall consistent with data. However, both pH
and Cd profiles are much sharper than the measured values.
Figure 2.3d shows results from Paz-García et al. (2012). Though their
generalized formulation represents the state-of-art in EK modelling, appli-
cation to real pilot-scale case was far more challenging. While the model
is shown to be appropriate for modelling lab experiments where synthetic
soils are mixed with contaminants, limitations were found in predicting
geochemistry during enhanced EK applications in real contaminated soil.
The authors concluded that further understanding of physicochemical and
geochemical processes is needed for proper simulation of complicated pro-
cesses occurring in real soil. Moreover, they found that kinetics of geochem-
ical reactions, such as metals dissolution/leaching and redox reactions, may
be significant for realistic prediction of enhanced electrokinetic extraction of
metals in real-world applications.
Several other issues generally arise in modelling of EKR processes and
they can be summarized as follows:
• Matrix heterogeneity. Most of the models are validated with artifi-
cially spiked matrices and the additional aging effects of contaminants
occurring in actual contaminated materials are not taken into account.
• High non-linearity due to the transient boundary conditions. Non-
linear effects on pH, voltage gradient, moisture and geochemistry are
difficult to be predicted. All these effects are strongly coupled and
largely dependent on boundary conditions (i.e., electrolytes and reagent
addition) at the electrode compartments.
• Speciation of contaminants is seldom taken into account. For example,
additional effects arising from excessive amount of metal bound to
residual fraction (with reference to sequential extraction procedures)
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(a) Al-Hamdan and Reddy (2008a)
(b) Alshawabkeh and Acar (1996)
(c) Kim et al. (2003)
(d) Paz-García et al. (2012)
Figure 2.3. Modelling examples and issues
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can compromise the agreement between experimental outcomes and
model results.
• Processes are multi-physical. Temperature increase due to Joule heat-
ing at the electrodes due to resistive losses can play a significant role
especially in field-scale applications.
• Electrical double layer (EDL) effects. The presence of an EDL, espe-
cially in clay materials, significantly alter the overall behaviour and
material properties at the macro-scale. In such case, electroneutrality
condition cannot be applied because an excess of electrical charge can
be dragged by the flow of pore water (Revil, 2016).
• Specificity of the modelled system. Each case is different as regards
the type of porous matrix, composition of pore water, type of enhance-
ment and specific technique being used.
Another drawback is the adoption of local chemical equilibrium (LCE)
assumption. It has been demonstrated as a suitable approach for modelling
reactive-transport processes through porous media in EKR treatments. LCE
can be assumed when the kinetic rates of reversible chemical reactions (in
both direct and reverse directions) are fast in comparison to transport rates.
In EKR processes, the rate at which target contaminants are released from
their mineral-bound forms is essential. For example, in acid-enhanced EKR
treatments, the alkalinity produced at the cathode by water electrolysis is
neutralized by acid addition at the catholyte and the acid environment gen-
erated at the anode is exploited to lower the pH of the system in order
to dissolve the contaminant-containing minerals. The progress of the acid
front is generally hindered by the presence of buffering minerals, e.g., calcite
(CaCO3). In this case, the kinetic rates of the slow reactions, such as calcite
dissolution, have to be taken into account because the kinetics of chemical
reactions can have a strong influence on the rate of contaminant extraction
(Villén-Guzmán et al., 2015a).
In conclusion, the state-of-art knowledge on electrokinetic modelling is
based on solid background which made comprehensive models available.
The challenges in modelling are mostly represented by difficulty in the iden-
tification of main physicochemical processes especially in heterogeneous
matrices, when additional complicating factors, such as pollutant aging, are
present. The integration of chemical kinetics, rarely accomplished, would
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be beneficial in all cases where slow processes (e.g., dissolution reactions)
are limiting factors to pollutant extraction. Validation studies and 2D/3D
model application to field-scale cases are lacking. Specific software for plant
design optimization and implementation have not been developed so far.
Modelling of integrated remediation system, such as bio-electroremediation,
and multi-physical processes need to be carried out.
2.6 Summary and implications for the research
The state of the art of EKR was analysed, focusing on three peculiar aspects
relevant to the main scope of the present work: (a) EKR of marine sediments,
(b) field-scale applications, and (c) electrokinetic process modelling. Several
deficiencies were identified in the current state of knowledge; the critical
aspects were analysed:
1. The treatment of marine sediments is particularly challenging because
they are often characterized by unfavourable characteristics such as
low hydraulic permeability, high salinity and strong acid-neutralizing
capacity due to high levels of organic matter and carbonates. Consen-
sus regarding the optimal enhancement strategy and operating con-
ditions remains elusive. Both laboratory and modelling studies are
required for appropriate design of a plan for full-scale implementa-
tion.
2. Although numerous laboratory-scale studies have been performed to
assess and optimize operating conditions, field-scale applications are
still lacking. To make EK technology feasible, cost effective and sus-
tainable, a number of practical challenges must be overcome, such as
electrolyte management and remediation, the treatment of gas emis-
sions, the cost of materials, the effectiveness of electric field and elec-
trode configurations, energy expenditures and reagent consumption.
Again, several treatment parameters such as electric field strength and
electrode configurations can be effectively assessed through numerical
simulations.
3. The state of the art in relation to knowledge on electrokinetic mod-
elling is based on solid background and several studies have been
performed at the laboratory scale, mostly with artificial and artificially
spiked matrices. Modelling of real soils still represents a challenge due
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to additional complicating factors, such as heterogeneity, pollutant ag-
ing and buffering capacity. Validation of models at the field scale and
specific software for plant design optimization and implementation
are still lacking.
The present thesis is aimed at addressing some of the abovementioned
gaps by: (a) studying the major factors affecting EKR of marine sediments
by means of experimental investigations, (b) developing a model to describe
these processes, (c) validating the model at both laboratory (1D) and field
scales (2D). A close link between model development and its practical appli-
cation on the field will be established. Moreover, the effect of incorporating
chemical reaction kinetics in the model will be analysed, with an effort to
examine the influence of slow processes, such as buffering mechanisms and
mineral dissolution, on modelling results.
3Model
3.1 Introduction
In this chapter, the development of a reactive-transport model for the elec-
trokinetic remediation of porous matrices contaminated by heavy metals is
described. Efforts are made to keep the formulation and implementation
of the model as general as possible in order to be able to extend it to cases
differing from those presented in the following chapters.
Electrokinetic remediation processes can be conveniently divided into
transport mechanisms and chemical reactions. They will be discussed sepa-
rately in two relevant sections. Under an applied electric field, the transport
of species and water toward the electrodes mainly occurs by diffusion, elec-
tromigration and electroosmosis. Other transport mechanisms that are not
directly related to the application of the electric field may occur (i.e., advec-
tive flow due to pressure gradients). Moreover, a range of equilibrium and
kinetically controlled reactions occur throughout treatment. These include
electrode reactions, gas-aqueous phase exchange, precipitation-dissolution,
adsorption-desorption, complexation, ion exchange, oxidation-reduction and
electrochemical deposition.
Due to the different time-scales at which these reactions take place, the
description of kinetically-controlled reactions in an electrochemical system
is generally very troublesome in terms of numerical implementation (Amir
and Kern, 2010; Paz-García et al., 2016). In the present study, two approaches
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were used to calculate chemical reactions. In the first approach, local chem-
ical equilibrium (LCE) was assumed, i.e., chemical reactions are supposed
fast enough to reach their chemical equilibrium at each time interval of the
numerical integration. This assumption considerably simplifies numerical
implementation, thus enabling transport and reactions to be calculated in
two separate steps. A large number of studies adopting this assumption
showed good agreement between the model and experimental data (Al-
shawabkeh and Acar, 1996; Al-Hamdan and Reddy, 2008a; Wu et al., 2012;
Gomes et al., 2015).
In the second approach, transport and reactions are still calculated in
two separate steps but a subset of all reactions is treated as kinetically con-
trolled (e.g., dissolution, precipitation, etc.); thus rate equations are defined
for these reactions. At the end of each transport step, rate equations are in-
tegrated and resulting concentrations are used for the subsequent transport
step instead of equilibrium concentrations. This approach implies that ki-
netic behaviour of chemical reactions is simulated, provided that coupling
time step is small enough to keep coupling errors to a minimum. The trans-
port processes and reactions were implemented using two different soft-
ware modules. Transport equations were implemented in a finite-element
software (COMSOL Multiphysics R©) which solves the non-linear system of
partial differential equations (Nernst-Planck equation) for each of the mod-
elled species. Chemical and geochemical reactions were implemented with
the USGS PHREEQC software. The two modules were coupled using a two-
step sequential non-iterative split-operator scheme, to calculate transport
(first step) and reactions (second step) at each time interval.
Section 3.2 and Section 3.3 present a description of governing mech-
anisms and equations for transport processes and chemical reactions, re-
spectively. Numerical implementation will be described in Section 3.4. Fi-
nally, analytical expressions for two simple cases will be used to validate
the model and test accuracy against exact solutions in Section 3.5. Methods
for model calibration and performance estimation are also discussed and
reported in Section 3.6.
3.2 Transport processes
Transport processes in porous media comprise at least four types of flow:
chemical transport, heat flow, hydraulic flow and electrical flow. Though
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each type of flow is mainly driven by its own potential gradient, several
types of cross-coupled flows and effects can actually occur simultaneously,
under a variety of circumstances (Mitchell, 2005). Table 3.1 summarises
flows which can develop under different potential gradients. The fluxes on
the main diagonal are related to the main driving forces (conjugated flows).
Out of diagonal terms represent flows occurring under the other potential
gradients, i.e., non-conjugated flows (Bear, 1972).
Table 3.1. Cross-coupled flows phenomena in porous media (Onsager’s ma-
trix). Adapted from Horseman et al. (1996)
Chemical
potential
Electric
potential
Hydraulic
head
Temperature
Ion flux Diffusion
(Fick’s Law)
Electromigration Advective
transport
Soret effect
(thermo-
diffusion)
Current
density
Diffusion
current
Electrical
conduction
(Ohm’s Law)
Streaming
current
Thermo-
electricity
Fluid
flow
Osmosis Electroosmosis Advection
(Darcy’s
Law)
Thermo-
osmosis
Heat flux Dufour
effect
Peltier effect Isothermal
heat trans-
fer
Thermal
conduction
(Fourier’s
Law)
The origin of coupled flows is due to electrochemical interactions occur-
ring at the pore scale between the charged surfaces of soil particles (e.g.,
clay minerals) and electrolytes. In the case of clay minerals, clay surfaces
in contact with water are charged because of both the existence of ampho-
teric sites on the edges of the clay crystal and basal negative sites associated
with isomorphic substitutions in the crystalline framework of the clay min-
erals (Revil and Mahardika, 2013). The presence of surface charges leads to
non-uniform distribution of ions and water molecules at the pore scale. Ion
distributions as well as electrical potential in the vicinity of the charged sur-
faces can be described using electrical double layer or triple layer models
(Leroy and Revil, 2004).
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At the macroscopic scale, a theory based on non-equilibrium thermo-
dynamics was developed by Onsager (Onsager, 1931a; Onsager, 1931b) to
describe the relationships between flows and driving forces. These rela-
tionships can be mathematically expressed by a set of equations, assuming
linear relations between the flows and potential gradients (Bear, 1972):
Jj =
N∑
k=1
LjkXk i = 1, 2, ..., N (3.1)
where Jj are fluxes, Xk are driving forces, the subscripts j and k correspond
to types of flows and gradients, respectively and Ljk are the phenomeno-
logical coefficients (i.e., experimentally determined coefficients) that are in-
dependent of both the fluxes and the forces.
According to Onsager’s fundamental theorem, provided a proper choice
is made of fluxes and driving forces, the matrix of phenomenological coeffi-
cients is symmetric, i.e.:
Ljk = Lkj , j 6= k (3.2)
Identities in Equation 3.2 are called Onsager’s reciprocal relations. The appli-
cation of Equation 3.1 to describe phenomena reported in Table 3.1, leads to
the formulation of the following linear system (Revil, 2016):
q
J
Ji
H
 =

L11 L12 L13 L14
L21 L22 L23 L24
L31 L32 L33 L34
L41 L42 L43 L44


∇h
∇φ
∇µ
∇T
 (3.3)
where q, J , Ji and H denote the flux of fluid, electric current, ions and heat
respectively, Ljk are the phenomenological coefficients and∇h,∇φ,∇µ and
∇T are the gradients of hydraulic head, electrical potential, chemical poten-
tial and temperature respectively. The chemical potential gradient is related
to the concentration gradient (Mitchell, 2005):
∇µ = RT
c
∇c (3.4)
where c is the ion concentration, R is the universal gas constant, T the abso-
lute temperature.
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It has been shown that starting from microscopic (local) equations, up-
scaling can be performed in order to obtain explicit relationships connecting
the macroscopic phenomenological coefficients Ljk to textural and electro-
chemical parameters (Allaire et al., 2014; Revil, 2016). In the following trea-
tise, a number of assumptions were made in order to considerably reduce
the whole set of equations (Equation 3.3) and obtain a simplified model de-
scribing the main observed phenomena in the present application of elec-
trokinetic remediation.
Diffusion, electromigration and electroosmosis were considered as the
main transport mechanisms. Electrophoretic transport was not accounted
for, due to its limited relevance in electrokinetic remediation since colloid
migration is hindered by the immobile phase of the porous medium (Yu
and Neretnieks, 1996). Since the investigated porous material has low hy-
draulic permeability it was also assumed that the advective flow (i.e., the
flow due to pressure gradients) can be neglected because of its lower or-
der of magnitude compared to electroosmotic flow. Moreover, the follow-
ing assumptions were made: the porous medium is saturated, isotropic and
isothermal, the grains are non-conductive and their surface conductivity is
negligible, the osmotic effect related to concentration gradients and stream-
ing electrical current due to pore water flow are not taken into account, the
pore geometry characteristics (e.g., porosity, tortuosity) do not change over
time. Under these assumptions, the ion flux density per unit cross-sectional
area of porous medium Ji (mol m−2 s−1) of a dissolved chemical species i
can be expressed as (Alshawabkeh and Acar, 1992):
Ji = −D∗i∇ci − U∗i ci∇φ− keoci∇φ (3.5)
where D∗i (m
2 s−1) is the effective diffusion coefficient of the i-th species, ci
(mol m−3) the concentration of the i-th species, U∗i (m
2 s−1 V−1) the effective
ion mobility, φ (V) the electric potential and keo (m2 V−1 s−1) the coefficient
of electroosmotic permeability.
Due to the tortuous path followed by the ions in the porous matrix dur-
ing transport, the effective diffusion and ion mobility coefficients used in
Equation 3.5 take into account the effect of porosity n and tortuosity τ (Shack-
elford and Daniel, 1991) and they are defined as:
D∗i = nτDi (3.6)
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U∗i = nτUi (3.7)
where Di (m2 s−1) and Ui (m2 s−1 V−1) are the diffusion coefficient and
ion mobility at infinite dilution, respectively. The value of tortuosity factor
may span in a wide range from 0.01 to 0.84 (Alshawabkeh and Acar, 1992)
depending on specific characteristics of the porous medium.
Diffusivity and ionic mobility can be related to a single property by the
Nernst-Townsend-Einstein relation (Alshawabkeh and Acar, 1992):
U∗i =
D∗i ziF
RT
(3.8)
where F (96485 C mol−1) is the Faraday constant, R (8.314 J mol−1 K−1) is
the universal gas constant, T (K) is the absolute temperature and zi is the
charge number of the i-th species.
The continuity equation states that inside a differential control volume,
the rate of change for a scalar quantity is given by flow into and out of
that part of the system along with any generation or consumption inside
the control volume. For solute chemical species (i.e., ions in a solution) is
expressed as:
∂ci
∂t
+∇ · Ji = Ri (3.9)
where ci (mol m−3) is the concentration of the ith-species, Ji is the total flux
(mol m−2 s−1) and Ri (mol m−3 s−1) represents a volumetric net source or
sink of ci due to chemical reactions. Applying continuity equation (Equation
3.9) to Equation 3.5, the mass transport of the i-th specie is given by the
Nernst-Planck equation:
n
∂ci
∂t
= −∇ · [−D∗i∇ci − (U∗i + keo)ci∇φ] + nRi (3.10)
Equation 3.10 is valid only for systems in which diffusion, electromigration
and electroosmosis are considered to be the most significant transport pro-
cesses.
3.2.1 Electroosmotic flow
The coefficient of electroosmotic permeability keo in Equation 3.10 is depen-
dent upon the characteristics of the porous medium and of the pore fluid.
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This coefficient may not be constant in time and space if these characteristics
change during the treatment.
According to the Hemlholtz-Smoluchowski (HS) theory, the electroos-
motic permeability keo is related to the zeta potential ζ (V), the dielectric
constant ε (F m−1) of the fluid and the fluid viscosity η (N s m−2) and is
expressed as (Eykholt and Daniel, 1994):
keo = −εζ
η
nτ (3.11)
where the minus sign indicates that negatively charged particles produce a
direct electroosmotic flow, i.e., from anode to cathode. The tortuosity and
porosity terms in Equation 3.11 were introduced by Casagrande (1949) to
take into account the effects of the porous matrix which were not present in
the original Hemlholtz-Smoluchowski formulation.
The zeta potential is a parameter characterizing electrochemical equilib-
rium on solid-liquid interface. This interface can be described, e.g., with a
double electrical layer (EDL) model. In this model, when a charged surface
such as a clay mineral is in contact with an electrolyte, Stern and diffuse lay-
ers are formed. The Stern layer is the inner part of the EDL while the diffuse
layer is the outer part. The surface separating the Stern and diffuse layers is
known as the outer Helmholtz plane (OHP). Another plane separating the
mobile fluid from fluid that remains at rest at the grain surface is conven-
tionally introduced and it is referred to as the slipping (or shear) plane. The
electric potential associated with this plane is the zeta potential. The OHP
and the slipping planes are generally very close and as a first approximation
the zeta potential can be considered equal to the potential at the OHP (Leroy
and Revil, 2004). A schematic representation is given in Figure 3.1.
The zeta potential is a function of pH and the ionic strength of the elec-
trolyte. Unless the change in ionic strength during the treatment is substan-
tial, a relationship between zeta potential and pH can suffice for prediction.
Eykholt and Daniel (1994) proposed a generic exponential relationship, later
used in several studies (Kim et al., 2003; Park et al., 2003):
ζ(mV) = a+ b exp(c · pH) (3.12)
where a, b and c are three empirical parameters. These coefficients are usu-
ally calibrated through laboratory electrophoretic measurements. For ex-
ample, Kim et al. (2003) used electrophoretic light scattering technique to
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Figure 3.1. Surface properties of clay minerals (kaolinite) and diagram of
electrical double layer (EDL). From Revil and Leroy (2001)
measure the relation between the pH and zeta potential. Their results are
reported in Figure 3.2. They also compared their result with data obtained
from Lorenz (1969) for the same porous matrix (kaolinite), showing very
similar behaviour. When ζ = 0 the point of zero charge (PZC) is reached
and the electrical charge density on the slipping plane is zero. At PZC, no
electroosmotic flow is observed because no charges can be dragged by the
electric field.
Macroscopically, the electroosmotic flow rateQeo (m3 s−1) can be related
to the electroosmotic permeability coefficient keo, via the following conduc-
tion equation (Mitchell, 2005):
Qeo = keo E A (3.13)
where A (m2) is the section of flow andE = −∇φ (V m−1) is the electric field
strength. Equation 3.13 assumes that ζ and E are uniform throughout the
specimen. This condition does not hold true if the electrokinetic treatment
is able to change the properties of the sediments (non-uniformly) or if the
composition of pore fluid changes. In this case, the electroosmotic flow rate
can be calculated by volume averaging, as proposed by Eykholt and Daniel
(1994). In the 1D case, ζ and E are assumed to vary only in one direction
(x-direction). The expression of volume-averaged electroosmotic flow in the
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Figure 3.2. Example of empirical relationship between zeta potential and
pH. From Kim et al. (2003)
x-direction Q¯eo,x (m3 s−1) is:
Q¯eo,x = −Aε
ηL
nτ
∫ L
0
ζEx dx (3.14)
where the quantities outside the integral are assumed constant, L (m) is the
specimen length and Ex = −∂φ/∂x (V m−1) is the electric field in the x-
direction.
3.2.2 Electroneutrality
In electrochemical systems, the bulk of the solution can generally be consid-
ered as electrically neutral because in any control volume of the electrolyte,
the electrostatic forces between ions are capable of neutralizing the charge
or cause a very low level of electrical unbalance. In other words, the poten-
tial energy of any system of ions is minimized if the net charge is distributed
evenly. This is true only in the bulk, while near the electrodes and near the
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charged surfaces of clay minerals, the formation of an electrical double layer
leads to a charge unbalance.
The charge density ρ (C m−3) in a control volume of electrolyte is:
ρ = F
∑
i
zi ci (3.15)
From the Gauss’ law, assuming that no time-varying magnetic fields are
present, the relation between the electric potential and the free charge den-
sity in the electrolyte is denoted as Poisson’s equation:
∇2φ = −ρ
ε
(3.16)
The Poisson’s equation can be used to couple the ionic charge balance in the
electrolyte with the electric potential (Johannesson, 2010; Paz-García et al.,
2013a):
ε∇2φ+ F
∑
i
zi ci = 0 (3.17)
This equation assures the electroneutrality condition in a macroscale global
system. When local electroneutrality condition is assumed:∑
i
zi ci = 0 (3.18)
the Equation 3.17 reduces to the Laplace equation (Pamukcu, 2009):
∇2φ = 0 (3.19)
3.2.3 Current density and conductivity
In the electrochemical system, the current density J (A m−2) is due to the
motion of all charged species:
J = F
∑
i
zi Ji (3.20)
If electroneutrality condition is assumed, the conductivity σw (S m−1) of the
pore solution is the sum of all the contributing ionic movement of different
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species in the solution, due only to electromigration (Pamukcu, 2009):
σw = F
∑
|zi|Uici (3.21)
In Equation 3.21, no convective term is present because the electroneutrality
condition ensures that there is always a zero net charge at any local point in
a dilute solution. Therefore no charge can be transported by convection.
According to the definition of effective ion mobility coefficient U∗ (Equa-
tion 3.7), the bulk conductivity of the porous medium σ (S m−1), in absence
of surface conductivity, can be written as:
σ = F
∑
|zi|U∗i ci (3.22)
It follows that bulk and pore fluid conductivities are related by:
σ = nτσw (3.23)
Equation 3.23 takes the form of the Archie’s law (Archie, 1942) if the following
change of variable is made Ff = 1/nτ , where Ff denotes the formation factor
(Revil et al., 2011).
From Equation 3.15 and 3.23, follows that ionic current transport is given
by the macroscopic Ohm’s law:
J = −σ∇φ (3.24)
A current balance gives the current and potential density in the cell:
∇ · J = 0 (3.25)
which in combination with Equation 3.24 yields:
∇ · (−σ∇φ) = 0 (3.26)
In regions with uniform conductivity, Equation 3.26 assumes the form of the
Laplace’s equation (Equation 3.19).
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3.3 Chemical reactions
3.3.1 Electrode reactions
When an electric field is applied to an electrochemical system, oxidation
and reduction reactions take place at the electrode surface. The reactions
depend upon the material and geometry of the electrodes, the electrolyte
composition, pH, current density and the electrochemical potential of these
reactions. Multiple electrolysis reaction can take place, depending upon
their reduction potential, which can be calculated from the Nernst equation.
Half-cell reaction is written as:
aoO + ne
− arR (3.27)
where O is the oxidized form, R is the reduced form, ao and ar are stoichio-
metric coefficients and n is the number of participating electrons (always
positive). The Nernst equation is:
E = E0 − RT
nF
ln
[R]ar
[O]ao
(3.28)
where E (V) is the redox potential in the reduction sense, E0 (V) is the
standard electrode potential versus the standard hydrogen electrode (SHE),
[R]ar and [O]ao are the activities of the reduced and oxidised species. The
electrolysis reaction which has the highest positive reduction potential will
occur at the anode, while the electrolysis reaction with the most negative
potential will occur at the cathode.
For most electrokinetic remediation cases, it is possible to assume that
water alone is reduced at the cathode, because the redox potential of alkali
and alkaline earth metals is too high to be competitive with respect to the
reduction of water:
2 H2O + 2 e
− H2 ↑ + 2 OH−; E0 = −0.8277 V (3.29)
At the anode, water oxidation occurs:
O2 ↑ + 4 H+ + 4 e− 2 H2O; E0 = 1.229 V (3.30)
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The presence of Cl– ions in the anolyte may result in their oxidation with
generation of Cl2 gas, which can be competitive to water oxidation:
Cl2 ↑ + 2 e− 2 Cl−; E0 = 1.36 V (3.31)
The redox potential of reaction in Equation 3.31 may be competitive as a
function of the partial pressure of Cl2 gas, pH and electrode overpoten-
tial, i.e., the additional potential (beyond the thermodynamic requirement)
needed to drive a reaction at a certain rate. Application of Nernst equation
(Equation 3.28) leads to the following expressions (Paz-García et al., 2013a):
EO2 = E
0
O2
+ ηO2 −
RT
F
ln (10) pH +
RT
4F
ln (10) log
(
PO2
)
(3.32)
ECl2 = E
0
Cl2
+ ηCl2 −
RT
F
ln (10) log
(
Cl−
)
+
RT
2F
ln (10) log
(
PCl2
)
(3.33)
where ηO2 (V) and ηCl2 (V) are the overpotentials for the evolution of O2 and
Cl2 respectively, PO2 (bar) and PCl2 (bar) are the partial pressure of gases.
The overpotential η relative to one electrode can be considered as a sum
of terms associated with different reaction steps, depending on the follow-
ing processes:
• mass transfer (e.g., the movement of Cl– toward the surface of the
electrode);
• electron transfer at the surface of the electrode;
• chemical reaction preceding or following the electron transfer reaction;
• other surface reactions (e.g., adsorption, desorption or electrodeposi-
tion).
These processes depend in turn by other factors such as the nature of the
electrodes, their geometry, electrolyte convection, the ease of releasing gas
bubbles from the electrode surfaces, etc.
In general, the molar flux of species Ni (mol m−2 s−1) is calculated by
summing all the flux contributions from the electrode reactions, of index m,
according to Faraday’s law:
Ni =
∑
m
ai Jm
nm F
(3.34)
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where Jm is the local current density (A m−2) of the electrochemical reaction,
nm the number of participating electrons and ai the stoichiometric coeffi-
cient (referring to Equation 3.28, ai is positive for products ar and negative
for reactants ao in a reduction reaction).
3.3.2 Geochemical reactions
Aqueous species
The formation of aqueous species at thermodynamic equilibrium can be
described by the following mass-action equation (Parkhurst and Appelo,
1999):
Ki = ai
Maq∏
m
a
−cm,i
m (3.35)
where ai is the activity,Ki is a temperature-dependent equilibrium constant,
cm,i is the stoichiometric coefficient of species m in species i and Maq is the
total number of aqueous species. The activity of species ai is related to mo-
lality ci through the following relationship:
ai = γici (3.36)
where activity coefficients γi of aqueous species can be calculates with mod-
els such as Debye-Hückel model or Davies equation. Davies equation is
an empirical extension of Debye-Hückel model and it can be used also at
relatively high concentrations. Davies equation is written as:
log γi = −Az2i
( √
I
1 +
√
I
− 0.3I
)
(3.37)
where I is the solution ionic strength, zi is the ionic charge of aqueous
species i, and A is a constant dependent only on temperature.
Precipitation and dissolution
A similar formulation can be used for precipitation and dissolution reac-
tions. Equations representing these processes are not reported, since all set
of equations can be found in Parkhurst and Appelo (1999).
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Adsorption
Adsorption refers to the adhesion of atoms, ions, or molecules from a gas,
liquid, or dissolved solid to a solid surface. Adsorption can be modelled
through isotherms. If the sorption rate is large and instantaneous equilib-
rium can be assumed between species in the liquid phase and adsorbed onto
the surfaces, the expression for a linear isotherm is (Goldberg et al., 2007):
Sai = Kd,ici (3.38)
where Sai (mol kg
−1) is the concentration of metal adsorbed onto the solid
phase, ci (mol m−3) is the concentration of the metal in solution, Kd,i (m3
kg−1) is the distribution coefficient of the i-th species and Si is the concen-
tration of the i-th species in the solid phase. In some cases, linear isotherm
is not satisfactory for the description of sorption reactions, since they are
dependent upon variations in pH, solute composition and ionic strength,
redox potential, or other processes such as competitive adsorption. In such
cases, other approaches can be used, as reviewed in Limousin et al. (2007).
Particle surfaces can have: i) a permanent structural charge (e.g., fixed
charge on clay minerals surfaces), ii) a variable charge (i.e., surface complex-
ation). In the first case sorption is due to ion exchange (i.e., solids sorb ions
from solution releasing other ions in equivalent proportion). However, for
heavy metals most sorption is connected with specific binding to the vari-
able charge surfaces of Fe, Mn, Al, Ti, Si oxides and hydroxides, carbonates,
sulphides and clay edges (Appelo and Postma, 2005).
Surface complexation models can include or neglect the surface potential
contribution to the complexation reactions. In the electrostatic models, the
activity coefficients of the reactions are corrected taking into account the
charge associated with surfaces and diffuse layer (Al-Hamdan and Reddy,
2008). The charge of the solid (σs) is compensated in the diffuse double layer
(σd):
σs + σd = 0 (3.39)
The activity difference between ions near the surface and ions in the dif-
fuse double layer is the result of electrical work in moving ions across the
potential gradient between these two zones. The activities of ions between
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these zones can be related through the exponential Boltzmann expression:
{XS} = {X} exp
(−φF
RT
)z
(3.40)
where z is the valence of ion X , {XS} the activity of ion X near the surface
and {X} the corresponding activity of ion X in the bulk solution.
A large fractions of the solid phases present in soils and sediments con-
tain oxides and hydroxides of Al, Si and Fe, being these three elements the
most abundant in the Earth’s crust (Stumm and Morgan, 1995). Their sur-
face sites can be generally represented as −−SOH groups where S are metal
associated with the solid structure (e.g., Al or Si) and located at the solid-
liquid interface. Depending on electrolyte pH, these groups are subjected to
protonation and deprotonation reactions according to (Stumm and Morgan,
1995):
−−SOH + H+ −−SOH +2 (3.41)
−−SOH −−SO− + H+ (3.42)
Without explicit correction for electrostatic attraction or repulsion due to the
electric double-layer, the equilibrium constants for these reactions are:
K1 =
[−−SOH +2 ]
[−−SOH][H+]
(3.43)
K2 =
[−−SO−][H+]
[−−SOH]
(3.44)
As a result of this approach, the mass-action equations (Equations 3.43 and
3.44) describe the macroscopic pH dependence of H+ adsorption. Therefore,
they are not intended to give an accurate representation of the stoichiometry
of the reactions at the molecular scale (Davis et al., 1998). However, surface
potential contribution can be included in the model by applying Equation
3.40 to Equations 3.43 and 3.44.
Total concentration
Finally, considering the partitioning of an element among all defined phases
(aqueous phase, adsorbed, precipitated), its total analytical concentration Ti
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(mol m−3) is calculated by the following mole-balance equation:
Ti = ci +
Nj∑
j=1
vi,jcj +
Nm∑
m=1
vi,mcm +
Ns∑
s=1
vi,scs (3.45)
where ci (mol m−3) is the aqueous concentration of the i-th element, Nj the
number of secondary aqueous species, vi,j is the number of moles of the
element i in one mole of secondary species j, cj (mol m−3) the concentration
of the j-th secondary aqueous species, Nm the number of mineral species,
vi,m is the number of moles of element i in one mole of mineral species m,
cm (mol m−3) the concentration of the m-th mineral species, Ns the number
of defined surfaces (including linear adsorption surfaces), vi,s is the number
of moles of element i in one mole of surface s, cs (mol m−3) the concentration
of species complexed/adsorbed onto the surface s.
3.4 Numerical implementation
The model was implemented numerically by coupling PHREEQC-3 USGS
code (Parkhurst and Appelo, 2013) and COMSOL Multiphysics R© (Dick-
inson et al., 2014). COMSOL alone can be used for modelling electroki-
netic transport processes with the ‘transport of diluted species (tds)’ mod-
ule, however it offers limited chemical reaction modelling capabilities. In-
stead, the combined use of PHREEQC and COMSOL filled this gap.
Coupling of COMSOL and PHREEQC in the context of reactive trans-
port modelling has been already addressed in literature, e.g., see Wissmeier
and Barry (2011) for variably saturated flow simulations and Nardi et al.
(2014), who developed an interface for using PHREEQC from the COM-
SOL graphical user interface. These models considered the movement of
aqueous ‘master species’ only (i.e., Na, Cl) and not ionic species or their
complexes. This approach works when species are transported by advec-
tive flow but under an electrical field different ions move according to their
charge and ionic mobility and for a single master specie possibly two or
more differently charged aqueous species can exist in solution. Moreover
H+ and OH- are not master species, so their concentration cannot be de-
fined explicitly in PHREEQC though it is important to correctly represent
their individual transport since it determines the pH of pore fluid.
58 3. Model
INITIALIZATION
• Initial and boundary
conditions
• Initial PhreeqcRM
calculations
COMSOL
TRANSPORT STEP
• Diffusion
• Electromigration
• Electroosmosis
PhreeqcRM
REACTION STEP
• Aqueous speciation
• Precipitation/dissolution
• Surface complexation
• Adsorption
POST-PROCESSING
T
im
e
 s
te
p
MATLAB
Figure 3.3. Structure of the numerical implementation
An adapted PHREEQC coupling with an electrokinetic transport model
was made by Wu et al. (2012) in the PHT3D-EK code. However, this code
uses PHREEQC-2 which cannot be suitable for modelling electrolytes with
high ionic strength, such as in the case of marine sediments. Conversely,
PHREEQC-3 implements additional models which are more suitable for
saline environment (e.g., Pitzer model). Moreover, the use of COMSOL
provides more flexible modelling capabilities, such as the possibility to add
more physics (e.g., unsaturated flow, full Nernst-Planck-Poisson equations,
electrode reactions, electrode heat exchange) as well as providing a graphi-
cal user interface for easy geometry handling, easy result visualization, pa-
rameter optimization and advanced solvers.
The structure of the model numerical implementation is shown in Fig-
ure 3.3. Transport processes and chemical reactions are implemented using
a two-steps sequential non-iterative split-operator scheme (Carrayrou et al.,
2004). After the initialization and the setup of initial and boundary condi-
tions of both the transport and reaction modules, the main model loop is
executed.
In the first step, the transport of species by diffusion, electromigration
and electroosmosis is computed using COMSOL, which solves the non-
linear system of partial differential equations (Nernst-Planck equations). Equa-
tion 3.10, 3.11 and 3.12 were implemented in the software.
In the second step, chemical reactions are calculated in PHREEQC. The
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coupling between COMSOL and PHREEQC was done in the MATLAB envi-
ronment using PhreeqcRM, a module designed specifically to perform equi-
librium and kinetic reaction calculations for reactive transport simulators
that use an operator-splitting approach (Parkhurst and Wissmeier, 2015).
PhreeqcRM implements the same capabilities of PHREEQC with additional
functions to simplify the coupling with external transport models. Com-
pared to other available PHREEQC modules (e.g., Charlton and Parkhurst,
2011), PhreeqcRM enables the use of species-dependent transport models
(i.e., aqueous species concentrations can be used instead of total compo-
nent concentrations). This enabled a complete flexibility in the present case,
where transport processes are based on the Nernst-Planck equation. In
MATLAB, the loadlibrary function was used to load PhreeqcRM as a C
shared library and calllib to access PhreeqcRM properties and methods.
The length of the coupling step, i.e., the time interval between transport and
reaction steps, is set by the user on a case-by-case basis. The internal time
step inside the transport module is automatically adjusted by COMSOL to
achieve solver convergence.
3.5 Validation with analytical solutions
In this section, a procedure for validating the model with analytical equa-
tions is described. In order to check the accuracy of numerical implemen-
tation, two cases were implemented. In the first case, the model was vali-
dated using the analytical solution of diffusive transport in a semi-infinite
column with constant electrolyte concentration at the boundary. In the sec-
ond case, diffusive transport, electromigration and electroosmosis were sim-
ulated and compared to an analytical solution provided by Acar et al. (1990).
Model geometry is schematically represented in Figure 3.4. The model
consisted of a semi-infinite column with constant supply concentration cin
at the left end (x = 0). Potassium was selected as the main species to be
simulated and a 0.01 M NaCl solution was included as a background elec-
trolyte in PHREEQC. Initial conditions in both cases were c = 0 for t = 0 in
all domain.
The numerical implementation consisted of a 1D closed domain having
0.3 m length. The domain was discretized into 711 finite elements. At the
centre of the domain the mesh had a maximum element size of 0.1 mm with
element size refinement at the left edge where a maximum element size of
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Figure 3.4. Model scheme for numerical model validation against analytical
solutions
10−4 mm was set. The coupling time step was set to 8 hours for first case
study and 450 seconds in the second case. Relative numerical errors εr were
estimated with the following expression:
εr =
c− cmod
cin
(3.46)
where c is the analytical concentration, cmod is the output of the numerical
model and cin is the boundary condition at the left end of the domain.
3.5.1 Case 1: diffusion
For an infinite column with c = 0 for t = 0, and diffusion from x = 0 with
c(x = 0) = cin for t > 0 the analytical solution is (Parkhurst and Appelo,
2013):
c(x, t) = cin
[
erfc
(
x
2
√
D∗t/Rf
)]
(3.47)
where D∗ is the effective diffusion coefficient (Equation 3.6) and Rf is the
retardation factor. Model parameters are reported in Table 3.2.
Because the numerical domain is finite (0.3 m), in order to reproduce infi-
nite conditions at the right end of the domain, the concentration c(x = 0.3, t)
as calculated from Equation 3.47 was applied as a boundary condition. The
results of numerical and analytical computations are compared in Figure
3.5.
Estimated errors are shown in Figure 3.6 as a function of space and
time. It can be noted that both at left and right ends of the domain, er-
rors were kept to a minimum since exact boundary conditions were defined
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Table 3.2. Model parameters for diffusion benchmark
Parameter Value Unit Description
τ 0.7 – Tortuosity factor
n 0.5 – Porosity
D 1.96× 10−9 m2/s Diffusion coefficient
Rf 1 – Retardation factor
T 25 ◦C Temperature
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Figure 3.5. Comparison between numerical model (lines) and analytical so-
lutions (symbols)
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Figure 3.6. Estimated numerical errors
in these two points. The maximum error (< 0.002%) was observed in cor-
respondence of the maximum curvature (maximum spatial derivative) of
the concentration profile. This error is possibly due mostly to discretisation
error in the finite elements scheme. However, mass balance was correctly
preserved and errors can be considered acceptable within the scope of this
work. Errors depend on many factors such as mesh size, length of the cou-
pling step and model parameters. The main purpose of this analysis was
to qualitatively evaluate the overall accuracy of the coupling and to check
if possible mass balance errors were present, especially for longer duration
simulations. A sensitivity analysis of model errors to model parameters was
considered unnecessary in this context, since this evaluation could barely be
transposed to more complex implementations such as a complete EK model.
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3.5.2 Case 2: diffusion, electromigration and electroosmosis
In this case study, an example of species migration driven by an applied
electric field is presented. The analytical solution for diffusive transport,
electromigration and electroosmosis is given by (Ogata and Banks, 1961;
Acar et al., 1990):
c(x, t) =
cin
2
[
erfc
(
x− kvt
2
√
D∗t
)
+ exp
(
kv
D∗
x
)
erfc
(
x+ kvt
2
√
D∗t
)]
(3.48)
where kv (m/s) denotes the total velocity of species in the pore fluid, given
by:
kv = − zF
RT
D∗
(
∂φ
∂x
)
− keo
(
∂φ
∂x
)
(3.49)
Boundary conditions were represented by constant concentration cin at
the left endpoint and c = 0 at x = 0.3 m. The initial concentration was c0 = 0
throughout the domain. The model parameters are reported in Table 3.3.
Table 3.3. Model parameters for case 2 benchmark
Parameter Value Unit Description
τ 0.7 – Tortuosity factor
n 0.5 – Porosity
D 1.96× 10−9 m2/s Diffusion coefficient
keo 2.00× 10−9 m2 V−1 s−1 Electroosmotic permeability
−∂φ/∂x 20 V/m Voltage gradient
T 25 ◦C Temperature
The same numerical analysis as the previous case was performed in or-
der to estimate numerical errors. The comparison between simulated and
calculated profiles is shown in Figure 3.7. Estimated errors are reported
in Figure 3.8. The result shows that numerical errors increased due to in-
creased model complexity, compared to previous example. However, the
order of magnitude of these errors is still low enough to be considered ac-
ceptable (maximum error < 0.04%). Although these errors are shown to
grow with time, they tend to zero in the proximity of boundary conditions.
In conclusion, two tests were performed in order to check errors due to
possibly incorrect numerical implementation. The results demonstrate that
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numerical model coupling was correctly setup and mass balance was pre-
served. However, in more complex situations such as electromigration and
electroosmotic transport, numerical errors tended to increase. This suggests
that model validation must be always performed in real applications in or-
der to check the accuracy of the numerical solution.
3.6 Parameter calibration and model performance
The model parameters were calibrated using either the Nelder–Mead sim-
plex algorithm (Lagarias et al., 1998) or the genetic algorithm (Goldberg,
1989). In both cases, the objective function Fobj to be minimized was defined
as:
Fobj =
n∑
i=1
(di −mi)2 (3.50)
where di denotes the known (measured) data points, n the number of points,
and mi the model outputs:
mi = f (xi, αm) (3.51)
with αm denoting the set of adjustable model parameters. Model outputs
mi are evaluated at the same coordinates xi (including both time and space)
where data points are measured. Unless specified, the data used for calibra-
tion of the model were distinct from the data used for validation. Model per-
formance was characterised according to the guidelines provided by Ben-
nett et al. (2013), typically determining the values of R2, RMSE, and bias.
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4.1 Introduction
The validation of the developed model described in Chapter 3 is presented
herein. The present chapter is divided in two main parts. The first part
reports the outcome of electrokinetic experiments carried out at laboratory
scale. The second part describes the validation of the model with the results
of the corresponding experiments.
The main objective of the laboratory experiments was to identify op-
erating conditions favourable to the extraction of selected pollutants from
the investigated porous material. Such material was represented by a ma-
rine harbour sediment, sampled from the Port of Livorno (Italy) affected
by heavy metal contamination. The sediment was sampled from an area in
the harbour which was specifically selected because it was classified as one
of the most polluted spots after a series of in-depth analyses and controls
performed by ICRAM (Central Institute for Scientific and Technological Re-
search Applied to the Sea). Moreover, in the identified area, sediments were
characterized by a fine granulometry (silt-clay) and a significantly reduced
hydraulic permeability, making them suitable to be treated by electrokinetic
process. The contamination level was quite low and the most critical metals
were found to be Zn, Cu and Pb, mainly due to the activities carried out in
the Livorno Harbor area, including mooring, ship maintenance as well as
industrial activities. Other metals were also present (e.g., Ni, Cr and Cd)
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with values exceeding the natural background content. The electrokinetic
experiments allowed us to assess the migration behaviour and removal of
five selected heavy metals (Cr, Ni, Pb, Cu and Ni). The analytical methods,
experimental setup, procedures and experimental results are described in
Section 4.2.
In the second part of this chapter, the developed model was applied to
reproduce the outcome from the laboratory experiments. The dataset used
for model calibration and validation consisted of the results of three se-
lected experiments carried out with nitric acid enhancement. This choice
was made because nitric acid was identified as the most suitable reagent to
be employed for process scale-up, as well as being remarkably effective in
the removal of investigated metals compared to other tested enhancement
agents. In addition to electrokinetic tests, other laboratory analyses were
performed in order to derive supplementary information for calibration of
model parameters such as buffering capacity, porosity and tortuosity. Model
implementation, parameter calibration, simulation results and findings are
presented in Section 4.3.
Based on the results obtained during the activities described in the present
chapter, some model limitations were identified and improvements are pro-
posed in Chapter 5, particularly regarding the incorporation of chemical
reaction kinetics into the main model routine. Further efforts are then made
to make the employed methodology readily applicable in practical cases.
Chapter 6 will summarise these efforts and will present the application of
the model to a pilot-scale electrokinetic remediation plant.
4.2 Laboratory experiments
4.2.1 Materials and methods
Sediment sampling
The sediments were sampled from the selected area in the Port of Livorno
(Italy). Sampling was performed manually, using a 250 cm2 van Veen-like
bottom-grab sampler, which retrieved sediment from the sea-bottom surface
layer (0–50 cm) at a water depth of about 7 m. A total of 0.3 m3 of sediments
were collected. The samples were stored in sealed buckets and were left to
settle for 15 days, after which the supernatant was discarded. The whole
collected material was then gathered in a tank and homogenized by mixing
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for 30 min with a mechanical stirrer. The homogenized material was then
redistributed into 10 L buckets, that were stored at ambient temperature.
Sediment characterisation and analytical methods
Sediment characterization involved the analysis of grain size distribution,
hydraulic conductivity, electrical conductivity, water content, pH, buffering
capacity, total organic carbon (TOC), cation exchange capacity (CEC), metal
content and speciation.
Subsamples of homogenized wet sediment were oven-dried at 105 ◦C
and sieved to remove the 2-mm oversized particulate matter, mostly com-
posed of shells. When required by the analytical procedures, oven-drying
was performed at 60 ◦C so as to prevent any loss of volatile material.
The particle size distribution was determined by sieve analysis and aerom-
etry. Sediment identification and classification was carried out according to
ISO 14688-1:2002. The hydraulic conductivity was estimated by oedomet-
ric test. Sediment electrical conductivity was determined with 4-electrode
method in a cylindrical sample holder using AC current injection.
The pH of treated and untreated samples was measured according to
ISO 10390:2005. The acid buffering capacity of sediments was determined
by titration with 0.1 M HCl. TOC was measured according to the standard
methods prescribed by the Italian Ministry of Agriculture and Forests. CEC
was determined according to ISO 11260:1994 method.
Metal content was determined using either atomic absorption spectrom-
etry (US EPA 7000B 2007) or ICP-OES (US EPA 6010C 2007). Acid digestion
of the sediments was performed in accordance with the US EPA 3050B 1996
method, while acid digestion of aqueous samples was performed according
to US EPA method 3010A. Chloride and sulphate concentrations were deter-
mined in accordance with the APAT CNR IRSA 4020 Man29 2003 method.
The level of free chlorine was determined by thiosulfate (Na2S2O3) titration.
Metal speciation in the sediment was determined through a three-step
sequential extraction according to the procedure recommended by the Stan-
dards, Measurements and Testing (former BCR) Programme of the Euro-
pean Commission. In this approach, heavy metals are divided in acid-
soluble (exchangeable), reducible and oxidisable fractions, while the residue
is considered as the mineral non-extractable form. The procedure is shown
schematically in Table 4.1.
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Morphological and chemical characterization of the material deposited
over the electrodes was performed by SEM and Energy dispersive X-ray
spectrometry.
All measurements and analyses were performed at least in three repli-
cates.
Table 4.1. BCR sequential extraction procedure
Step Extraction procedure Fraction
I 40 cm3 0.11 M CH3COOH per 1 g dry soil
shaken overnight at 25 ◦C
Exchangeable, water and acid
soluble species
II 40 cm3 0.1 M NH2OH · HCl (adjusted to pH 2
with HNO3) extracted overnight at 25
◦C
Reducible species (e.g. bound
to Fe and Mn (hydr)oxides
III 1 h digestion at 25 ◦C and 1 h digestion at 85 ◦C
with 10 cm3 8.8 M H2O2. Evaporated to a few
cm3, cooled and residue extracted overnight
with 50 cm3 1.0 M CH3COONH4 (adjusted to
pH 2 with HNO3), at 25
◦C
Oxidisable species (e.g. bound
to organic matter and sulphides)
Experimental setup
The setup for electrokinetic tests consisted of an acrylic cell (Figure 4.1 and
4.2), composed of six main parts: the sediment compartment, the electrode
compartments, the water and acid reservoirs, the electrolyte solution over-
flow reservoirs, the power supply and the pH control system. The specimen
dimensions were 30 cm (length) x 7 cm (width) x 9 cm (height). The weight
of the wet sediment employed in each experiment was about 3.5 kg. A nylon
grid (mesh size 2 mm) and filter paper were used to separate the sediments
from the electrode compartments. The sediments were placed in the elec-
trokinetic cell in layers and statically compacted by applying 40 g/cm2 for
24 h. Then, the sediments were left in the cell for at least 3 days before start-
ing the tests. The anolyte and catholyte chambers were with free surface,
and the electrolyte levels in the chambers were kept constant thanks to two
respective overflows placed at a fixed height of 7 cm from the bottom of the
cell. Electrolytes in both chambers were agitated with magnetic stirrers. The
sediment height was about 2 cm higher than the electrolyte in the compart-
ments in order to avoid the flow of the electrolytes onto the surface of the
sediment. The anode was made with a titanium mesh with a Mixed Metal
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pH probes
Contaminated sediments
Anode chamber
Anolyte overflow Catholyte overflow
Cathode chamber
Power supply
PC / DAQ
AcidH2O H2O
Potential electrodes
CathodeAnode 
Figure 4.1. Schematic diagram of laboratory experimental setup for elec-
trokinetic remediation tests
Oxide (MMO) coating supplied by Industrie De Nora s.p.a., Italy. The cath-
ode was made either of the same material or stainless steel. The catholyte
was kept at constant pH conditions during the experiments by means of an
automated control system. Two pH probes were placed inside the anode
and cathode chambers and the values were logged by a custom developed
measurement and automation software (Figure 4.3). Catholyte pH values
were used to automatically control a valve for acid injection into the cath-
ode chamber. The pH probes were galvanically isolated from the external
applied electric field by means of isolation amplifiers (custom circuits based
on Texas Instruments ISO124). Deionized water was added in both elec-
trode chambers at a constant rate in order to compensate the water losses
(e.g., electrolysis and evaporation). During the tests, the electroosmotic flow
was calculated from mass balance by measuring the volume change in the
electrolyte overflows.
The cell was hermetically closed with a sealed cover, with a connection
to a Drechsel bottle for chlorine gas detection and removal (see Figure 4.2b).
The bottle was filled with 1 M NaOH and the solution was replaced every
day.
An array of six graphite rod electrodes (6 mm diameter) was installed to
monitor the voltage drop across the sediment. During the tests, the applied
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(a) (b)
Figure 4.2. (a) Experimental cells and (b) Drechsel bottle for chlorine gas
scrubbing
Figure 4.3. Custom-developed software for measurement and instrument
control
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voltage, the electric current, and the voltage drop across the monitoring elec-
trodes were recorded automatically by a data logger (Agilent 34970A), with
a sampling interval of five minutes. Local resistivity was computed from
local voltage drops in five sections. The resistivity in each section Si was
determined using the following equation:
ρSi =
Vi − Vi+1
I
A
di,i+1
i = 1, 2, ..., 5 (4.1)
where ρSi (Ωm) is the resistivity of the material in the i-th section, Vi (V) the
measured voltage at the i-th electrode, I (A) the electric current, A (m2) the
cell cross section and di,i+1 (m) the distance between the i-th electrode and
the next.
At the end of each experiment, the material was divided in five slices and
analysed to determine pH and total metal content. Metal concentrations
were also measured in the anolyte and catholyte. Electrodeposition was
evaluated by immersing the electrodes in a 10% HNO3 solution for 24 hours
and analysing metal content of the washing solution.
Test conditions
Several types of chemical reagents were tested in order to enhance metal
extraction from the sediment. Preliminary results of tests carried out on the
sediment under investigation (Iannelli et al., 2015) showed that strong acids
performed better than weak acids. EDTA also yielded significant metal re-
moval. Since the use of EDTA in the field is troublesome due to environ-
mental regulations, it has not been taken into account in the present exper-
imental work. Therefore, a treatment strategy based on the acidification of
the porous medium was chosen. In order to prevent the propagation of the
alkaline front, different acids were injected in the catholyte including sul-
phuric, acetic, citric and nitric acid. EK tests were carried out at a constant
current density of 40 A/m2 and different treatment durations were tested.
A summary of the adopted treatment conditions is reported in Table 4.2.
In each experiment, the catholyte was maintained at fixed pH, depend-
ing on the type of acid used. This set-point value was chosen as pH = 3
for H2SO4 and HNO3, based on extraction performances observed in batch
tests (Iannelli et al., 2015). In acetic and citric acid experiments, the choice
was made on the basis of acid dissociation constants. Speciation in water
as a function of pH is shown in Figure 4.4 for both acids. For acetic acid,
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Table 4.2. Experimental conditions for the electrokinetic tests
Test Duration Current density Anolyte Catholyte
(days) (A/m2)
EXP1 14 40-20∗ DI water H2SO4 (pH 3)
EXP2 43 40-20∗ DI water H2SO4 (pH 3)
EXP3 32 40 DI water Acetic acid (pH 5)
EXP4 32 40 DI water Citric acid (pH 4.5)
EXP5 32 40 DI water HNO3 (pH 3)
EXP6 63 40 DI water HNO3 (pH 3)
EXP7 120 40 DI water HNO3 (pH 3)
∗ The applied current density was decreased from 40 to 20 A/m2 after reaching the
maximum allowed voltage of 125 V
a pH set-point of 5 was selected since the acid is mainly present in dissoci-
ated form at this pH (Figure 4.4, left). pH values lower than 5 could lead
to an increase of the required amount of acid and were avoided. In citric
acid-enhanced experiment, a set-point of 4.5 was selected.
4.2.2 Experimental results
Sediment characterisation
The physicochemical properties of the sediments are presented in Table 4.3.
Elemental composition and metal content are reported in Table 4.4. The
table reports all the results of an extensive characterisation activity carried
out by different laboratories. Although the original sediment sample was
homogenized before the analysis, Table 4.4 shows large discrepancies in
metal concentrations, thus resulting in high standard deviation values. The
inhomogeneity was constantly observed as being local, while no systematic
shifts were observed between analyses performed in different laboratories
or samples stored in the different tanks. Measured values are then compared
to Italian regulatory standards for heavy metals.
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Figure 4.4. Acetic acid (left) and citric acid (right) speciation in water as
a function of pH. Calculations made with PHREEQC and PhreePlot (Kin-
niburgh and Cooper, 2011)
Table 4.3. Summary of physicochemical properties of the sediments
Property Value
Particle size distribution coarse and medium sand 25.70 %
(ISO 14688-1:2002) fine sand 25.40 %
silt 18.00 %
clay 30.90 %
Porosity 0.52 ± 0.05
Hydraulic conductivity 3.7 × 10−10 m/s
Moisture 31.9 ± 1.3 %
pH 8.32 ± 0.14
Buffering capacity pH = 3 ± 0.2 2.36 mol H+/kg
pH = 5 ± 0.2 1.4 mol H+/kg
pH = 13 ± 0.2 0.78 mol OH– /kg
Electrical resistivity 0.55 ± 0.1 Ωm
Pore water conductivity 52 ± 5 mS/cm
Cation exchange capacity (CEC) 11.2 ± 0.9 meq/100 g
Total Organic Carbon (TOC) < 0.5 %
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Figure 4.5. Heavy metal speciation in the untreated sediments
The results of the sequential extraction from four replicate samples are
presented in Figure 4.5.
It can be observed that the exchangeable fraction was low for all anal-
ysed metals, as it exceeded 10% only for Cd (33%) and Zn (19%). The frac-
tion bound to Fe-Mn (hydr)oxides was significant for Pb (55%), Cu and Cd
(about 40%). The fraction bound to organic matter was significant for Cu
(46%) and Cd (33%). The residual fraction was particularly high for Cr
(68%), Ni (51%) and Zn (47%). This fractionation, which prefigures a low
rate of decontamination due to the generally low presence of the mobile
fraction, is in accordance with that of similar harbour sediments with rel-
atively moderate heavy metal contamination levels reported in literature
(Kim et al., 2011b).
Electrokinetic tests
Seven electrokinetic tests were carried out at constant current density of
40 A/m2. Different types of catholyte conditioning agents were tested with
different treatment durations, from 14 days to 120 days. The anolyte was
kept unbuffered in order to exploit acid front migration (i.e., the transport
of H+ ions) to promote metal desorption from the solid matrix. However, it
was observed that the propagation of the acid front was a very slow process,
compared to rates generally observed in literature for soils. As reported in
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Figure 4.6. Sediment pH profiles at the beginning and at the end of EK tests
Table 4.3, titration test showed that the acid buffering capacity was signifi-
cantly high, and much higher than the base buffering capacity. In fact, the
amount of moles of H+ required to decrease the sediment pH of 5 pH units
was about 2.4 mol H+/kg, while the amount of OH– to increase pH of 5
units was about 0.8 mol OH– /kg.
Figure 4.6 shows the sediment pH profiles measured at the end of each
experiment. Experiments carried out with same durations (EXP3, 4 and 5)
exhibited almost coincident pH profiles at the end of the experiments, re-
gardless of the type of acid used. pH values near the anode were always
lower than those in the other locations, because that portion of sediment
was more affected by the acid front moving from the anode. Moreover, pH
gradient was usually very steep in the point where the acid front was lo-
cated. For instance, in 120-day nitric-enhanced experiment (EXP7) the pH
jumped from pH < 2 to pH > 6 in just few centimetres at the acid front loca-
tion (x/L ' 0.55), along the electric field direction.
The advance of the acid/oxidising front during the experiments is also
clearly visible. Time-lapse pictures taken during EXP7 run are shown in
Figure 4.7. The change in sediment colour observed during the migration
of the front is possibly related to both dissolution processes and oxidation
of organic matter due to the oxidising conditions produced at the anode. A
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Figure 4.7. Time-lapse pictures from EXP7
thin layer of iron oxides is also observed at the boundary between the lighter
and darker regions. An accumulation of species can occur in this layer due
to the severe pH jump from acidic to alkaline (or near-alkaline condition)
which is possibly responsible for species precipitation in this layer.
The evaluation of sediment resistivity evolution is also a key factor for
the scale-up from laboratory to full scale, since resistivity changes directly
affects energy consumption and can have an impact on the optimum elec-
trode positioning in the field. Sediment resistivity was monitored in all lab-
oratory experiments, in five different locations along the direction of the
electric field. Though changes in resistivity always occurred locally due to
local changes in ionic strength or other processes related to sediment geo-
chemistry, mean sediment resistivity is also of great interest in order to study
the overall behaviour as a function of the type of acid employed. Figure 4.8
shows these trends. From the figure it can be seen that sediment resistiv-
ity remained unchanged in the nitric acid-enhanced experiments, while it
increased with time in all other experiments. The behaviour cannot be gen-
eralised because it depends on a variety of factors, such as pore solution
ionic strength, mobility and concentration of ions generated by acid dissoci-
ation (i.e., nitrates, acetates, citrates, sulphates, etc.), reactivity of these ions
with sediment or ability to form complexes with other species, precipitation
and dissolution reactions, etc.
Moreover, the abovementioned processes occur locally. As an example,
local resistivity trends are reported in Figure 4.9, for sulphuric acid (EXP2),
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Figure 4.8. Time evolution of mean sediment resistivity
acetic acid (EXP3), citric acid (EXP4) and nitric acid (EXP7) experiments ex-
periments. In the figure, S1 refers to the section close the anode and S5
to the section close to the cathode. In Figure 4.9a, a first quick increase in
resistivity up to 5–6 Ωm was observed, possibly due to depletion of Na+
and Cl– ions from the sediment and SO 2 –4 propagation. Since SO
2 –
4 ions
exhibit very high reactivity, especially with calcium, possible precipitation
phenomena could occur in the first period (0–20 days). After 20 days, pre-
cipitation of gypsum was evident starting from the cathode. The precipita-
tion occurred massively, as documented in Figure 4.10. It is believed that
precipitation was the main reason for the increase in resistivity. The precip-
itation of sulphates may have caused a modification of the porous structure
of the sediment, thus reducing the pore spaces and increasing the tortuosity.
As a consequence, the overall electromigration rate was reduced and a fur-
ther increase in the resistivity was induced. As can be seen in Figure 4.9a,
at the end of the experiment resistivity gradually increased from the anode
to the cathode, where precipitation had a stronger magnitude due to more
alkaline conditions, despite the set-point of pH 3 at the catholyte. More-
over, as long as pH decreased starting from anode, calcite dissolved and a
calcium front migrated from anode to cathode leading to higher concentra-
tion of Ca toward the cathode, which precipitated when meeting favourable
conditions.
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Figure 4.9. Time evolution of local sediment resistivity in a) sulphuric acid
(EXP2), b) acetic acid (EXP3), c) citric acid (EXP4) and d) nitric acid (EXP7)
experiments. Resistivity was monitored in five locations, S1 to S5, being S1
the section near the anode and S5 the section near the cathode
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Figure 4.10. Precipitation phenomena in the cathodic chamber after 43 days
in H2SO4 test (EXP2)
In all other cases, no precipitation phenomena were observed. Figure
4.9b shows that during acetic acid experiment (EXP3) resistivity converged
to about 2 Ωm in all sections after about 8 days of treatment, then it locally
increased at the anode (section S1) after few days and in the adjacent section
(S2) after about 20 days. This behaviour was probably due to the acetic acid
reversing to the undissociated form (see Figure 4.4, left) due to incoming H+
from the anode. The decrease in acetate ion concentration in solution led
to a reduction of overall carriers for electric current. Same trends were ob-
served also in the citric acid-enhanced experiment (Figure 4.9c). In the case
of nitric acid (Figure 4.9d), an opposite trend was observed, with increasing
resistivity at the cathode and decreasing at the anode, possibly due to the
increase in H+ concentration caused by the migration of the acid front.
Electroosmotic flow (EOF) was also measured during all experiments.
In sulphuric acid experiments (EXP1 and 2), the EOF was sustained as a
consequence of the raise of voltage gradient due to the increase of sedi-
ment resistivity (Figure 4.11a). Maximum flow was measured during the
citric acid-enhanced experiment, after the increase in voltage gradient. In
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Figure 4.11. Electroosmotic flow measured in EXP 1–4 (a) and EXP 5–7 (b)
the acetic acid experiment, the same behaviour was observed with weaker
flow magnitude proportionately to voltage gradient.
Conversely, during nitric acid tests, the EOF direction reversed towards
the anode after about 10–20 days of treatment (Figure 4.11b). The EOF rever-
sal was attributed to both increased pH reduction and the different nature
of pore solution. The combined effect of these factors increased the zeta po-
tential of sediment particles: indeed, for pH values lower than pHPZC (with
pHPZC indicating pH at the point of zero charge, where the net charge of a
solid particle is zero), the particles had a net positive charge (positive zeta
potential). The progressing sediment acidification further raised the posi-
tive surface charge, thus causing a further increase in flow toward reverse
direction. This effect could also have been caused by the presence of NO –3
ions, which affect sediment geochemistry. In fact, despite acidification was
achieved to some extent in the other experiments, the reversal was not ob-
served.
Acid consumption during Experiments 2–5 is compared in Figure 4.12.
Consumption rates were comparable in all cases. For sulphuric acid, being
a diprotic acid, consumption rate was half than the other cases. In the acetic
acid experiment, acid consumption was higher at the beginning of the ex-
periment than the rate tends to a constant value, slightly higher than the
84 4. 1D validation: laboratory experiments
0 10 20 30 40
Elapsed time (days)
0
4
8
12
2
6
10
A
ci
d 
co
ns
um
pt
io
n 
(m
ol
)
EXP2 (Sulf. 43 d)
EXP3 (Acet. 32 d)
EXP4 (Cit. 32 d)
EXP5 (Nit. 32 d)
Figure 4.12. Comparison of cumulative acid consumption in EXP 2–5
other acids. Instead, nitric acid consumption was almost constant (cumula-
tive consumption is a straight line) from beginning to the end of the exper-
iment. Citric acid cumulative curve was similar to nitric acid curve. These
results indicate that good acid dissociation was obtained for both citric acid
and acetic acid, except at the beginning of the experiment for the latter. In
fact, conditions at cathode were favourable to improve acid dissociation.
The distribution of heavy metal concentrations at the end of the tests is
shown in Figure 4.13. The initial heavy metal concentration is reported as
a horizontal line. Due to the high inhomogeneity of the sediment the initial
heavy metal concentration could not be referred to measured concentration
on the untreated initial samples. Instead, in order to avoid overestimation
of removal percentages, initial values were calculated from mass balance of
final concentrations in sediment, concentrations in electrolytes (including
precipitates when present) and electrodeposition on the electrodes.
The figures show that longer tests removed the investigated metals more
effectively than tests of shorter duration did. This was likely the result of
a combined effect of pH change, migrational ionic flux and electroosmotic
transport. The concentration distribution along the cell showed roughly
similar behaviour in all cases, with the lowest residual concentrations in
the sections near the anode where pH was lower. Removal percentages are
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Figure 4.13. Residual metal concentration at the end of the EK tests
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summarised in Table 4.5.
Table 4.5. Removal percentages at the end of the experiments (%)
Removal (%) Cr Ni Pb Cu Zn
EXP1 (Sulph. 14 d) 2.1 2.3 1.5 0.6 4.3
EXP2 (Sulph. 43 d) 2.5 28 1.2 2 10.2
EXP3 (Acet. 32 d) 6.8 0.1 0.1 1.1 4.3
EXP4 (Cit. 32 d) 10.7 0.2 18.8 1.7 7.4
EXP5 (Nit. 32 d) 8.5 2.4 0.7 14.6 14.8
EXP6 (Nit. 63 d) 20.7 16 22.3 17.5 9.5
EXP7 (Nit. 120 d) 30 41.9 47.8 40.7 28
To evaluate the possible speciation of the heavy metals as a function of
the pH conditions, numerical simulations were carried out with PHREEQC.
The graphical representations were performed with PhreePlot (Kinniburgh
and Cooper, 2011). In particular, three heavy metals (Ni, Pb an Zn) were
analysed, under the assumption that the concentration of metals in solution
is 20% of the total metal concentration in the sediment. Three conditions
were simulated for each metal. First, the speciation was obtained assum-
ing that the electrolyte is composed of 0.1 M acetate and 0.3 M NaCl. This
value was assumed as an estimation of the mean NaCl concentration in the
electrolytes during the treatment. This simulation aimed to reproduce the
acetic acid experiment (EXP3). A second scenario was simulated with 0.1 M
citrate to reproduce EXP4 conditions, with same NaCl content. In the third
scenario the simulations were performed with 0.1 M citrate. All simulations
were set up with O2 saturation conditions and 25
◦C temperature. The re-
sults of the calculations are reported in Figure 4.14. Minor complexes or
precipitates (< 5%) may form but they are not shown in the figures.
EXP1 (sulph. 14 days) did not lead to any metal migration, i.e., resid-
ual concentrations were almost coincident with initial metal distributions.
In EXP2 (sulph. 43 days), the migration of metal starting from the anodic
section occurred. Metals mostly migrated toward the cathode and accumu-
lated in the nearest sections. This was the reason why low removal rates
were observed at the end of this experiment.
In the acetic acid experiment, very low removal was measured. How-
ever, Figure 4.13c shows that metal mobilisation occurred. Cr accumulated
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toward the anode while all the other metals tended to move toward the cath-
ode. In fact, Ni, Pb and Zn are all mainly present in metal-acetate and Me2+
forms at pH lower than 8. Metal–Cl complexes were also formed with pos-
itive charge. All these complexes, having positive charge, migrated toward
the cathode and transport may have been enhanced by sustained electroos-
mosis in the same direction. Pb migration was lower than the migration of
other metals, possibly because uncharged Pb(Acetate)2 was formed, which
reduced overall transport. Another possible reason could be that Pb was
present in a binding form in the sediment that could be less affected by pH
decrease or complexing action of the acetates. Overall extraction was low
because species precipitation possibly occurred when metals approached
the sediment portion near the cathode, less affected by acidification from
the anode.
A different behaviour was observed for citric acid. The formation of
negatively charged complexes such as NiCitrate−, Pb(Citrate)24−, etc., led
to metal transport toward the anode. This could be the reason of slightly
higher metal removal than the case of acetic acid. Moreover, transport and
acidification were also enhanced by the strong increase of resistivity and
thus electric field intensity. Some metal transport also occurred toward the
cathode, probably in the form of Ni2+, PbCl+ or Zn2+ respectively.
In the case of nitric acid, accumulation of metals occurred both at anolyte
and at catholyte, as depicted in Figure 4.15 for 120-day experiment (EXP7).
The accumulation of species at the anolyte can be explained by the sustained
reversed electroosmotic flow occurring when sediment pH decreased. Most
of the complexes formed in the acidic pH range were low valence such as
nitrate complexes NiNO +3 , PbNO
+
3 and ZnNO
+
3 . Accumulation of Pb at the
anode was higher than the other metals, possibly because conversely to the
other cases, no divalent form (Pb2+) was formed, leading to a decreased Pb
transport toward the cathode. Moreover, the actual accumulation of metals
in the catholyte may be masked by electrodeposition over the cathode. In
fact, the final points in the Figure 4.15b also include metal content found on
the cathode, which was significant compared to the accumulation trend in
the catholyte.
To make the definitive evaluation of the acid to be employed in the pilot-
scale application, choice was mainly made on practical aspects. The use
of sulphuric acid caused massive precipitation of sulphates in the cathodic
chamber (Figure 4.10), although not causing specific problems during the
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Figure 4.14. Simulated metal speciation (aqueous and precipitates) as a
function of pH
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Figure 4.15. Accumulation of metals in the anolyte (a) and catholyte (b) dur-
ing EXP7 (nitric acid 120 days). The final points of right figure also includes
metals electrodeposited over the cathode.
laboratory tests it could not be advisable for full-scale plant application be-
cause it could present high risks of clogging of the catholyte management
circuit. Acetic, citric and nitric acid gave similar results in term of removal
percentages in the 32-day experiments. Citric acid was disregarded because
it caused severe precipitation (possibly calcium citrates) at the catholyte
with cathode clogging and drastic voltage increase. Acetic acid did not
cause precipitation but the high resistivity increase starting from the anode
could pose design problems at field scale because of the excessive spread
of resistivity values and thus of the voltages to be applied. Instead, nitric
acid effectively removed metal and did not increase sediment resistivity or
precipitate species, preventing any possible clogging in the circulation ap-
paratus in the field. It is important to note that the final choice was made
after testing several other possibilities than those presented in this work.
The in-depth rationale is available in Iannelli et al. (2015).
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4.3 Model validation
4.3.1 Model setup and implementation
Based on the results of laboratory experiments, nitric acid was selected as
the most appropriate reagent for process enhancement. HNO3 is added at
the catholyte to buffer OH– produced by the electrolysis reaction. The dis-
sociation of nitric acid leads to the presence of NO –3 ions in the catholyte
which are transported in the opposite direction by the electric field. On
the contrary at the anode, H+ are produced and are transported toward the
cathode leading to the acidification of the medium to facilitate pollutant des-
orption. These mechanisms are schematically exemplified in Figure 4.16.
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Figure 4.16. Simplified scheme of the modelled system. The scheme shows
the main features of the system, such as transport of species, acid addition
in the catholyte and H+ production at the anode.
In order to reproduce the experimental conditions, the numerical imple-
mentation consisted of a 1D closed domain having 30 cm length (equal to
specimen length). The electrolyte chambers (including the electrodes) were
represented by left and right endpoints of the domain, where the bound-
ary conditions were defined. The domain was discretized into 222 finite
elements. At the centre of the domain the mesh had a maximum element
size of 4 mm with element size refinement at the edges where a maximum
element size of 10-3 mm was set. The time interval between transport and
reaction steps was set to 7 hours.
The reactive-transport of a total of 21 species was set-up: H+, OH– ,
Na+, Cl– , NO –3 , Pb
2+, PbCl+, PbCl –3 , PbCl
2 –
4 , PbCl2, PbNO
+
3 , Pb(NO3)2,
Zn2+, ZnCl+, ZnCl –3 , ZnCl
2 –
4 , ZnCl2, ZnNO
+
3 , Ni
2+, NiCl+, NiNO +3 . In the
model only the complexes having significant concentration in the working
condition (ionic composition and pH) were included, on the basis of prelim-
inary PHREEQC simulations.
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The values of the diffusion coefficients assigned to each species were
taken from literature (Reddy and Cameselle, 2009; Newman and Thomas-
Alyea, 2012). The complexes were assigned the same diffusion coefficients
as their metal constituents. The values are reported in Table 4.6.
Table 4.6. Diffusion coefficients of modelled species at infinite dilution
Species D (m2/s)
H+ 9.312 × 10−9
OH– 5.260 × 10−9
Na+ 1.334 × 10−9
Cl– 2.032 × 10−9
NO –3 1.902 × 10−9
Pb2+, PbCl+, PbCl –3 , PbCl
2 –
4 ,
PbCl2, PbNO
+
3 , Pb(NO3)2
9.25 × 10−10
Zn2+, ZnCl+, ZnCl –3 , ZnCl
2 –
4 ,
ZnCl2, ZnNO
+
3
7.02 × 10−10
Ni2+, NiCl+, NiNO +3 6.79 × 10−10
With the same criteria used for complexes, the solid phases that could
occur under the encountered conditions were selected and included in the
model. These were Pb3(OH)2(CO3)2, Ni(OH)2 and Zn(OH)2. All equilib-
rium constants for solution speciation and solid phase reactions were de-
fined as given in the thermodynamic database ’minteq.v4.dat’ adapted from
Allison et al. (1991), which is distributed with PhreeqcRM. The initial and
boundary conditions used for the simulations are reported in Table 4.7. The
initial concentrations of all the complexes were set to zero.
At the electrodes, the influxes of H+ (anode) and of NO –3 (cathode) were
calculated using Faraday’s law of electrolysis (Equation 3.34).
4.3.2 Calibration of model parameters
Model parameters were either derived from literature or calibrated through
laboratory batch tests and with the results of the electrokinetic tests. Data
used for calibration of the model were distinct from data used for validation.
Table 4.8 summarizes the parameters adopted in the numerical model. The
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Table 4.7. Initial and boundary conditions
Species Initial concentra-
tion (M)
Boundary condi-
tion (anode)
Boundary condi-
tion (cathode)
H+ pH = 8.2 JH+ = J/F pH = 3
OH– From equilibrium From equilibrium From equilibrium
Na+ 0.5
∂CNa+
dt
= 0
∂CNa+
dt
= 0
Cl– 0.5
∂CCl–
dt
= 0
∂CCl–
dt
= 0
NO –3 10
−3 ∂CNO –3
dt
= 0 JNO –3 = J/F
Pb 1.07 × 10−3 CPb = 0 CPb = 0
Zn 4.52 × 10−2 CZn = 0 CZn = 0
Ni 2.85 × 10−3 CNi = 0 CNi = 0
tortuosity factor τ (–) was estimated according to Equation 3.23. The calcu-
lated tortuosity factor (τ ' 0.8) was consistent with values found in litera-
ture (Mattson et al., 2002a). The surface complexation model (Equation 3.41
and 3.42) was included in the EK model to describe sediment buffering ca-
pacity. The equilibrium constantsK1 andK2 were adjusted to fit experimen-
tal data from batch titration tests. The results are reported in Figure 4.17. It is
important to note that the surface complexation model of proton adsorption
is a general model and it is not intended to provide a detailed representa-
tion of the actual chemical reactions taking place at the solid-liquid interface.
However, it has proven suitable for reproducing the experimental titration
data observed for the investigated type of sediments. This is confirmed by
the very good agreement between the model and the data, with a root mean
square error (RMSE) of 0.068 pH units.
A procedure for calibration of the parameters of Equation 3.12 was im-
plemented in order to estimate the electroosmotic flow as a function of the
local pH and electric field conditions. These coefficients are usually cali-
brated through laboratory electrophoretic measurements. For example, Kim
et al. (2003) used the electrophoretic light scattering technique to measure
the relation between the pH and zeta potential. In this case, conversely, this
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Table 4.8. Model parameters
Parameter Value Unit Description
τ 0.8 – Tortuosity factor
n 0.52 – Porosity
a 69.76 mV Parameter Eq. 3.12
b −20.71 – Parameter Eq. 3.12
c 0.15 – Parameter Eq. 3.12
J 40 A/m2 Current density
VAN 8 V Anode voltage
VCAT 0 V Cathode voltage
T 25 ◦C Temperature
log(Kd,Pb) 2.7 – Pb distribution coeff.
log(Kd,Zn) 2.4 – Zn distribution coeff.
log(Kd,Ni) 2.4 – Ni distribution coeff.
Reaction log(K)
−−SOH + H+ −−SOH +2 3.18 Protonation reaction−−SOH −−SO– + H+ −7.14 Deprotonation reaction
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Figure 4.17. Fitting of surface complexation model to experimental titration
data
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Figure 4.18. a) Comparison between measured electroosmotic flow (EOF)
and estimated with Equation 3.14. b) Calibrated ζ-pH relationship (Equa-
tion 3.12).
relation was calibrated directly with the electroosmotic flow measurements
carried out during the electrokinetic tests. The advantage of this approach is
that electroosmotic properties are estimated in the actual conditions of ionic
strength and fluid composition developed during the application of the elec-
tric field. Moreover, the measurements were carried out with compacted soil
instead of a suspension as in the case of electrophoretic measurements.
In the present case, the direct measurement of zeta potential dependence
on pH was not possible, due to the fact that the pH and electric field condi-
tions locally changed during the treatment, but the available data allowed
us to find the function that approximates the actual ζ-pH relationship. An
exponential shape was hypothesized (Equation 3.12). Then, Equation 3.14
was used to estimate the electroosmotic flow, using the measured pH and
electric field values as inputs to both equations. The three parameters a,
b and c in Equation 3.12 were chosen in order to minimize the square er-
rors between the electroosmotic flow predicted by Equation 3.14 and the
observed electroosmotic flow.
It is important to note that sediment pH determination is a destructive
measurement that was done only at the beginning and at the end of each
experiment (in five locations); thus a total of 30 pH measurements were
available. Therefore, the data available for calibration and validation were
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Figure 4.19. Electrical potential distribution measured during EXP7 and
modelled
limited to measurements carried out at the beginning and at the end of each
electrokinetic test (with a total of 6 electroosmotic flow quantifications, 30
pH measurements and 30 electric field values).
Data were divided in two subsets; data measured during Experiments 5
and 6 were used to calibrate the parameters and data from Experiment 7 to
validate the results. Regardless of the limited amount of data, the procedure
produced excellent results as shown in Figure 4.18. Figure 4.18a shows the
comparison between the observed and estimated electroosmotic flow. The
divergence from the 1:1 line is minimum, and the RMSE is low as 0.28 ml/d
(maximum error less than 2%). Figure 4.18b shows the calibrated ζ-pH func-
tion. The calibrated parameters are reported in Table 4.8.
The voltage drop in the sediment was monitored in 6 locations during
the experiments. In Figure 4.19, the voltages measured during EXP7 are
shown. The voltage drop was not constant with time, particularly in the
zone near the anode. In this portion of the sediment, the voltage raised at the
beginning of the treatment (during the first 15 days), than it decreased con-
stantly until the end of the experiment. These variations can be attributed
to both varying composition and ionic strength of the electrolyte and to
the geochemical modifications induced by the incoming H+ from the an-
ode. These modifications might have altered surface conductivity, porosity
and tortuosity in the sections where the sediment is more affected by the
incoming acid front (i.e., near the anode). However, it is believed that these
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moderate variations in voltage gradient could be neglected and constant
voltage gradient can be assumed in the model (Figure 4.19) with effects on
the results of the model within acceptable limits.
4.3.3 Numerical simulation results
Figure 20 shows a comparison between predicted and experimental pH pro-
files. Due to H+ produced at the anode, an acid front moved from the anode
toward the cathode and progressively acidified the sediment. This process
was used to facilitate the desorption of the contaminants from the solid ma-
trix. Overall, a good agreement between the model and the experimental
data was observed. The slight disagreement in the region near the anode
for the 32 and 63 day-long experiments might be due to both the constant
voltage assumption and the local equilibrium assumption. It is believed that
the assumption of local equilibrium had a stronger impact than the assump-
tion of constant voltage, and this hypothesis can be supported by the better
agreement verified for the long term pH profile (120 days). In fact, as re-
ported by Villén-Guzmán et al. (2015a), pH-buffering process is kinetically
controlled and it might be a slow process especially in high buffering ca-
pacity soils. Accordingly, the effects of having neglected the kinetics of this
process are particularly evident in the short-term pH profiles. Because of
this, the acid front position was not accurately predicted (32 and 63 days)
but the overall pH values were consistent with the measured values.
The comparison between the electroosmotic flow prediction and valida-
tion data (EXP3) is presented in Figure 4.21. The result shows a very good
agreement between model results and experimental determination. During
the experiments, an inversion of electroosmotic flow direction (from anode
to cathode to the opposite direction) was observed after about 30 days of
treatment and this change is mainly attributed to the variation of the sedi-
ment pH. Along with the change of pH due to the advance of the acid front
from the anode, the zeta potential of sediment particles changed, produc-
ing variations in electroosmotic flow magnitude and direction. According
to the ζ-pH relationship fitted to experimental data (Figure 4.18b), the pH
corresponding to the point of zero charge (PZC) of the investigated sediment
was particularly high and it was estimated to be pH 7.59. In fact, as shown
in Figure 4.21, after 30 days the pH of the sediment was in the range 6.3–7.8.
When this pH was achieved, the electroosmotic flow reached its minimum
and remained almost at zero for other 20–30 days, with small oscillations
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Figure 4.20. Predicted and measured sediment pH profiles. Error bars are
not shown because the measured error over three replicates was less than
0.2 pH units
possibly due to instability due to the fluctuations around the PZC or pH
heterogeneities. After 60 days of treatment, a progressive increase of elec-
troosmotic flow intensity was observed in the opposite direction, i.e., from
the cathode to the anode, due to the decreasing pH. These results both show
the good prediction of pH with time and the prediction capability of the
calibrated ζ-pH relationship.
The investigated heavy metals (Pb, Zn and Ni) were transported by ei-
ther electromigration or electroosmosis toward the electrodes. The transport
of species with higher valence (e.g., Pb2+, Ni2+, PbCl 2 –4 , etc.) was more in-
fluenced by electromigration, while the transport of zerovalent complexes
occurred only by electroosmosis.
In Figure 4.22, the predicted and observed heavy metal profiles are re-
ported as a function of the distance from the anode side, which is located
at the left-hand side of the graphs. The three experimental profiles are very
similar, showing a strong dependence from the pH profiles, i.e., where lower
pH is observed also lower metal concentration is observed. Small peaks in
the concentrations are observed near the cathode, located at about 20 cm
from the anodic side due to the accumulation of metals transported toward
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Figure 4.21. Comparison between predicted and measured electroosmotic
flow (EOF)
the cathode and immobilized in the cathodic region due to the higher pH.
The simulated profiles were very close for Zn and Ni because the model
parameters defined for both the species were similar. In fact, the two dif-
fusion coefficients for Zn and Ni are comparable (Table 4.6), the parameters
defined in the thermodynamic database are similar and almost the same
type of aqueous species is formed. Moreover, the same linear distribution
coefficient was used for both species.
Overall, the profiles were predicted with good accuracy. An overestima-
tion of the removal was observed in the regions close to the anode (left-hand
side). This could be due to metal bonding forms in the sediment. Taking into
account heavy metal speciation in the investigated sediment (Figure 4.5), the
residual fraction (less mobile fraction) is of relevant importance. As a result,
the metal concentration in the sediment could not easily be reduced to zero
due to higher resilience of this fraction to the acid front.
In Table 9, observed and predicted removal percentages are compared.
A higher removal was observed for Pb compared to the other metals. This
can also be interpreted as a consequence of the lower Pb associated to the
residual fraction compared to Zn and Ni. The observed removal rates for Pb
were well predicted and it was estimated that a removal of 85.2% would be
achieved applying the treatment for 240 days in the same conditions. The
removal of Ni was also well predicted, but an overestimation was observed
for Zn. This result was influenced by the high concentration measured near
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the cathode in the 63-day profile and the inconsistent concentration verified
in the section close to the anode in which an increase of Zn was observed in
the 120-day profile.
Table 4.9. Observed and predicted removal efficiencies (%)
EXP6 – 63 days EXP7 – 120 days Model – 240 days
Obs. Predict. Obs. Predict. Predict.
Pb 22.3 26.8 47.8 48.4 85.2
Ni 16 22.6 41.9 42.2 80.0
Zn 9.5 23.5 28 43.9 82.1
4.3.4 Chlorine modelling
Chlorine gas production is a critical issue in marine sediment remediation
since the significantly high concentrations of chlorides and the low pH en-
vironment at the anode compartment produce favourable conditions for Cl2
development. Estimation of chlorine gas production can be considered as a
major aspect when the scale up of electrokinetic is carried out. Estimations
must be carefully performed in order to correctly design and implement a
gas treatment system and calculate the additional costs related to any addi-
tional device. In this paragraph, a model for chlorine production estimation
is set-up, and the model is validated using laboratory experimental data.
Chlorine gas production at the anode is due to Cl– oxidation reaction
(Equation 3.31). Gas production depends on Cl– concentration, pH and
temperature of the electrolyte (Equations 3.32 and 3.33). The rate at which
Cl– are oxidised depends on the electric current and it is described by the
Faraday’s law (rewritten from Equation 3.34):
I = F
N∑
i=1
jizi (4.2)
where ji (mol/s) indicates the flux of ions which contribute to the flow of
electrical current I (A) and zi the number of ions participating in the reac-
tion. In the present treatise, only water and chlorine oxidation reactions are
taken into account (therefore N = 2 in Equation 4.2). Other reactions at the
anode are neglected. This implies that, when both reactions are occurring
4.3. Model validation 101
simultaneously, they have the same redox potential ECl2 = EO2 . Moreover,
atmospheric pressure is assumed for the release of Cl2 and O2, such that
PCl2 +PO2 = 1 atm. It can be demonstrated that the fraction of ionic current
associated to Cl2 production is related to the partial pressure of the gas as
follows:
jCl2 =
1
2
I
FzCl2
PCl2
2− PCl2
(4.3)
where jCl2 (mol/s) denotes the rate of production of Cl2. To take into ac-
count the efficiency of the gas treatment system, jCl2 is corrected by a co-
efficient α, such that the measurable amount of Cl2 in the real system jˆCl2
(mol/s) is:
jˆCl2 = αjCl2 (4.4)
The coefficient α takes into account both gas losses from the anolyte cham-
ber due to sealing imperfections and the efficiency of gas scrubbing of the
Drechsel bottle.
The calculation of Cl2 partial pressure with Equation 4.3 as a function
of pH and Cl– concentration leads to the curves shown in Figure 4.23. The
parameters reported in Table 4.10 were assumed for the calculation.
Table 4.10. Chlorine model parameters
Parameter Value Unit Description
ηO2 0.34 V Overpotential O2
ηCl2 0.08 V Overpotential Cl2
E0O2
1.23 V Water electrolysis standard reduc-
tion potential
E0Cl2
1.36 V Gas chlorine reaction standard re-
duction potential
pH 1.4 – Anolyte pH
I 180 mA Electric current
T 25 ◦C Anolyte temperature
α 38.5 % Overall gas treatment efficiency
It can be seen that at higher Cl– concentration and lower pH values more
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Figure 4.23. Chlorine gas partial pressure as a function of pH and Cl– con-
centration in the electrolyte
Cl2 is generated. These conditions commonly occur when electrokinetic re-
mediation is applied, especially in marine sediment remediation where a
concentration of 0.5 M Cl– is generally measured (corresponding to Cl– con-
centration in seawater).
The values of the overpotentials used for calculation of the curves in
Figure 4.23 are sensitive to the actual operating conditions of the electrodes,
such as surface property of the electrode, electrode material and electrolyte
mixing, which affect the efficiency of gas bubble release from the electrode
surface. These values were chosen close to the ranges commonly reported
in literature and fine adjusted to fit laboratory data. Schmittinger (2008) re-
ported the observed values of overpotential for chlorine (0.08–0.11 V) and
generation of oxygen (0.38–0.41 V) with coated titanium anodes. These val-
ues were observed at very high current density (> 2000 A/m2) and may dif-
fer from values that can occur in the present application.
In order to adjust the abovementioned parameters and validate the mod-
el, the evolution of chlorine trapped in the scrubber and chloride concentra-
tion in the anolyte were measured during nitric acid-enhanced experiments.
Only Cl– concentration was assumed to change with time, while anolyte
pH was set to a constant value (pH = 1.4), since this condition was quickly
reached in few hours from the beginning of the experiment. Temperature
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Figure 4.24. Measured/modelled chlorine gas cumulative curve and
anolyte chloride concentration. Error bars for Cl2 data are not shown, be-
cause errors on replicated measurements are less than 2%.
was also assumed constant (25 ◦C) and the overall efficiency of gas reten-
tion in the scrubber was estimated as about 38%.
Measured chloride concentrations were used as a time-dependent model
input. Since just few measurements were available, the values were linearly
interpolated over time in order to run the model. A time discretisation of
0.01 days was employed and jˆCl2 was calculated at each time step. Then,
the time-dependent cumulative curve was calculated as follows:
GˆCl2(t) =
∫ t
0
jˆCl2(t)dt (4.5)
where GˆCl2(t) (mol) denotes the cumulative moles of Cl2 produced (mea-
sured) until instant t from the beginning of the experiment (t = 0).
Results are shown in Figure 4.24. As can be seen from data, chlorine gen-
eration remained almost constant in the first 8 days, then the rate quickly
decreased and Cl2 production stopped after about 12 days. The model dis-
played good capability in reproducing this behaviour, showing good agree-
ment between model and data.
The output was found to be significantly sensitive to model parameters,
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especially to electrode overpotentials. However, the same electrode mate-
rial (mixed metal oxide coated titanium) was employed in the pilot-scale
implementation. Even under different geometry and anolyte flow regime,
the calibrated model constituted a valuable tool for the scale-up of EK pro-
cesses.
It is important to point out that in this treatise the application of chlo-
rine modelling is uncoupled from the reactive-transport model. The main
objective of this investigation was to test the practical applicability of the
adopted modelling approach in order to use it for gas estimation for scale-
up design purposes. However, the developed reactive-transport model is
flexible enough to allow the incorporation of the above chlorine model when
needed.
4.4 Summary and conclusions
Laboratory electrokinetic experiments were carried out to decontaminate
harbour sediments characterised by low hydraulic permeability, strong acid
neutralisation capacity, and high salinity. Different enhancing agents were
tested in order to select the most appropriate one for treatment scale-up. The
results of the experiments were strongly affected by the sediment buffering
capacity which significantly hindered the propagation of the acid front, lim-
iting heavy metal desorption from the solid matrix. Among tested reagents,
sulphuric acid, though it did not cause specific problems during the labora-
tory tests, could not be selected for full-scale plant application because it led
to CaSO4 precipitation at the cathode, thus presenting high risks of clogging
of the catholyte management circuit. Precipitation of species also occurred
in citric acid experiment, possibly due to calcium complexation by citrates.
During the acetic acid experiment, no precipitation phenomena were ob-
served but very low metal mobilization occurred. Moreover, both citric and
acetic acids caused significant increase in sediment electrical resistivity, thus
having negative effects on energy expenditures. Best performances were
obtained with nitric acid and removal percentages could be increased by
raising the duration of the treatment up to 120 days. Moreover, nitric acid
did not cause any species precipitation or resistivity increase, thus it was
considered as the best choice to be employed in the field. This final choice
did not just relied on the experimental activity described in this work, but it
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was made after an extensive set of experiments carried out by colleagues at
University of Roma La Sapienza and University of Cagliari.
After selection of the appropriate enhancement strategy, the numerical
model was applied to reproduce the results of selected experiments carried
out with nitric acid enhancement. The main phenomena simulated by the
model were: (1) chemical species transport through the porous matrix by
electromigration and electroosmosis, (2) pH-dependent adsorption of H+
modelled as a general surface complexation reaction with equilibrium con-
stants fitted to batch test data, (3) adsorption of contaminants onto sediment
particle surfaces modelled as linear adsorption isotherms, (4) aqueous spe-
ciation and (5) formation/dissolution of solid precipitates. A constitutive
relationship between zeta-potential and pH was used to compute the local
electroosmotic permeability. The electroosmotic flow was computed by vol-
ume averaging the electroosmotic permeability. The calibration of model
parameters was carried out through either batch tests and the outcome of
the electrokinetic tests, using distinct datasets for calibration and valida-
tion procedures. Good agreement between experimental data and model
predictions was found. In particular, pH and electroosmotic flow were pre-
dicted with good accuracy. The predicted metal profiles were also close to
experimental profiles for all of the investigated metals (Pb, Zn and Ni) but
an overestimation of the removal was observed in the regions close to the
anode, possibly due to the high residual fraction identified by sequential ex-
traction. The predicted removal efficiencies were in very good accordance
with observed removal percentages for Pb and Ni and moderately overesti-
mated for Zn.
An analysis and modelling of chlorine production during electrokinetic
treatment was also carried out. Chlorine production represents a very crit-
ical issue in marine sediment remediation due to high chloride content in
the sediment pore water. A simple chlorine estimation model was setup
and results were validated with laboratory experimental data. The model
displayed good capabilities in reproducing measured data but the model
output was found to be significantly sensitive to model parameters. How-
ever, the calibrated model could represent a valuable tool for evaluation and
design purposes especially in all applications in which model parameters
can be considered reliable enough (e.g., when the same electrode material is
used), such as in the case of the pilot-scale case that will be described later
in the text.
From results obtained, it is possible to conclude that:
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• the adopted modelling approach showed very good applicability for
the simulation of electrokinetic extraction of heavy metals from real
contaminated heterogeneous sediments;
• although simplifying assumptions were made to represent sediment
buffering capacity, which was considered as the main factor affecting
pollutant extraction rates, the simulations could reasonably approxi-
mate the overall acid front evolution during the treatment leading to
accurate simulation of residual metal profiles;
• disagreement between the shape of pH profiles, especially short-term
ones, must be further analysed in order to achieve better understand-
ing of the causes of such behaviour;
• these drawbacks, anyway, do not prevent successful application of the
modelling approach as an engineering tool for prediction of remedia-
tion efficiency at a larger scale.
The research activities that will be discussed in the next chapters aimed
to address the last two points. The first issue is analysed by the incorpora-
tion of new features in the model to describe the effects of slow reactions
(such as buffering processes) on the model outputs (e.g., pH profiles). The
final issue is addressed by applying the model to simulate processes in a
pilot-scale electrokinetic remediation plant with 2D geometry.
5Implementation of chemical reaction
kinetics
5.1 Introduction
Most of the chemical processes occurring during electric field application
are characterised by dynamic behaviour, and knowledge of the influence of
the kinetics of these reactions can significantly help to elucidate the overall
remediation process and to enhance the prediction capabilities of electroki-
netic (EK) models.
The majority of EK models have been developed calculating chemical
reactions by assuming attainment of equilibrium at each time step of the nu-
merical integration. Equilibrium models assume that the rates of reversible
chemical reactions in both forward and backward directions are faster than
transport rates (Paz-García et al., 2013b). This approach is usually regarded
to as local chemical equilibrium (LCE) assumption (Langmuir, 1997). In sev-
eral cases, LCE assumption has been demonstrated to be suitable for re-
producing experimental data. However, results often displayed limitations
such as unrealistic concentration profiles with excessively sharp gradients.
These limitation can properly be addressed by taking into account the kinet-
ics of reactions, in particular heterogeneous reactions (i.e., reactions involv-
ing different phases) such as precipitation or dissolution, which are gener-
ally characterised by slow kinetic rates (Villén-Guzmán et al., 2015a).
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The model developed in the present work, applied to acid-enhanced
heavy metal extraction from marine sediments in Chapter 4, constitutes an
example in which the adoption of LCE assumption has led to good agree-
ment between model results and experimental data. However, as previously
discussed, some limitations were found especially regarding the shape of
the time-dependent pH profiles. Although this drawback did not adversely
affect the model prediction capabilities, the underlying mechanisms still
have to be analysed in order to properly understand buffering processes
in more detail.
Therefore, the work described in the present chapter has the main scope
of further extending the capabilities of the developed model, in order to
improve the description of the abovementioned processes. In the first part
of the study, experimental investigations on the kinetic behaviour of sedi-
ment samples are carried out, laying out the basis for the analysis. In the
second part, the incorporation of chemical kinetics in the main EK model is
described and two case studies are discussed.
5.2 Sediment pH-buffering kinetics experiments
Laboratory investigations were carried out to evaluate the kinetic behaviour
of the investigated sediments in response to the instantaneous injection of a
certain amount of acid. Experiments were carried out in 200 mL batches. 50
mL deionised water and 10 g of dried sediment were added in each batch
and the suspension was stirred for at least 1 hour in order to reach equilib-
rium. Then, a determined amount of concentrated nitric acid was added.
Two experiments were carried out by injecting 0.7 and 1.5 mol/kg HNO3
respectively. After injection, while keeping stirring, pH was continuously
monitored by means of an automatic acquisition system. Sampling interval
was 1 s. The outcome of the experiments is reported in Figure 5.1, which
shows the time evolution of pH as a function of the amount of acid in-
jected. Curves were filtered with a moving average low-pass filter before
being plotted.
These results show that the time scale of mineral dissolution kinetics was
in the order of magnitude of hours. The curves exhibited similar shapes,
while equilibrium pH was dependent on the amount of acid added at the
beginning of the experiment. Being pH-buffering process kinetically con-
trolled for the investigated sediments, this behaviour is supposed to have
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Figure 5.1. Time evolution of pH in batch experiments after acid injection at
t = 0
a consequence on the pH profiles that can develop during EK treatment of
the sediments. This outcome strengthens the hypothesis that the discrep-
ancy between modelled and measured pH profiles, as described in Section
4.3 of Chapter 4, was possibly due to the to the lack of chemical kinetics in
the EK model.
To further analyse the data, the inverse of H+ concentration was plotted
versus time (Figure 5.2) in order to identify possible mechanism governed
by second-order rate law. The second-order rate law describing H+ concen-
tration is expressed as:
d[H+]
dt
= −k[H+]2 (5.1)
where [H+] (M) denotes H+ concentration and k (M-1 s-1) the second-order
rate constant. The integration of Equation 5.1 yields to:
1
[H+]
=
1
[H+]0
+ kt (5.2)
where [H+]0 (M) is the initial H
+ concentration. Thus, plotting 1/[H+] ver-
sus time should result in a straight line if a second-order kinetic mechanism
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Figure 5.2. Inverse of H+ concentration plotted versus time. Second-order
kinetic mechanisms were identified.
is present. In fact, as can be seen from Figure 5.2, multiple mechanisms gov-
erned by different rate constants k could be identified. In Figure 5.2a, two
time intervals were identified, characterised by different constants. A short
transition period was also present in the very beginning of the experiment.
Two kinetic constants were identified, and the transition between the first
and second was anticipated, while the initial transition period was longer
than in the other experiment (Figure 5.2b).
The existence of two (main) processes occurring sequentially could be
justified by the presence of two dissolution mechanisms as well as the oc-
currence of a two-step dissolution process. A two-step process mechanism
was also found by Aringhieri and Pardini (1985), who studied soil protona-
tion and deprotonation specific rates as a function of the type of electrolytes.
They found that, during protonation, a first rapid step was always followed
by a relatively slower step for the investigated soil.
Though in the experiments the two mechanisms were clearly identified
and kinetic constants could be fitted to observed data, the overall behaviour
was extremely non-linear as it depended on the initial acid concentration.
Therefore, in the present case, it was very difficult to find a generalised
model to represent these processes to be included in the main EK model
routine.
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For this reason, in order to avoid increasing the complexity of the mod-
elling framework, two simpler case studies are implemented to verify the
validity of the proposed model, still allowing a thorough analysis of the dif-
ferences between the application of LCE assumption and the incorporation
of kinetics. In the first example, modelling of EK-induced calcite dissolution
is carried out. In the second example, a simple kinetic model is implemented
and incorporated in the EK model to simulate real experimental data.
5.3 Modelling of EK-induced calcite dissolution
In this section, the EK model developed in Chapter 3 was extended in or-
der to incorporate kinetically-controlled reactions. Though LCE assumption
was demonstrated as reasonably appropriate for modelling the EK remedi-
ation of the investigated sediments, the results of the kinetic batch experi-
ments shown in the previous section indicated that kinetic behaviour is sig-
nificant for heterogeneous reactions, such as mineral dissolution. In this
sense, it is very important to evaluate how such behaviour may affect the
results of the model. To do this, a simple water-calcite system was modelled
to represent the behaviour of a calcareous soil subjected to acid-enhanced
EK remediation. All chemical reactions were still implemented under the
LCE assumption, while taking into account the kinetic rates of calcite pre-
cipitation and dissolution reactions.
The rate of dissolution of calcite was assumed to follow the general rate
law (Plummer et al., 1978; Appelo and Postma, 2005):
dm
dt
= kr
A0
V
(
m
m0
)p
(5.3)
where A0 (m2) is the initial surface area of the solid, V (L) the volume of sol-
vent,m0 andm (mol) the amounts of solids at times 0 and t, p is an exponent
to account for changes inA0/V during dissolution, selective dissolution and
aging of the solid and kr (mol m-2 s-1) the specific rate, defined as:
kr = kf
[
1−
(
IAP
Kcalcite
)s]
(5.4)
where kf is a forward constant that accounts for H+ and CO2 concentra-
tions and solvent temperature, IAP = [Ca2+][HCO −3 ]
2/PCO2 the ion activity
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Figure 5.3. Dissolution of calcite simulated with PHREEQC
product, Kcalcite = 4[Ca2+]3s/PCO2 , where [Ca
2+]s is the activity at saturation
and s is a coefficient related to the stoichiometry of the reaction (s = 2/3 for
calcite).
Thanks to PHREEQC reaction modelling capabilities, any chemical reac-
tion described by a rate expression can be explicitly integrated in the code.
The rate expressions can be directly defined in the simulation input file in
a general way, obviating the need for hard-coded rate expressions in the
source code. Rate laws for calcite did not need to be manually implemented,
since rate expressions were already defined in the ’phreeqc.dat’ database
(Parkhurst and Appelo, 1999).
Preliminary PHREEQC simulations were carried out in order to study
the influence of the parameters of Equation 5.3 on the results. The model
simulated the kinetic dissolution of calcite caused by statically putting into
contact 1 L water at pH 5 and 1 mole of calcite. Equation 5.3 was integrated
in 200 time steps (1200 s each), using following parameters: [Cl– ] = 50 mM,
[Na+] = 50 mM, CaCO3 = 1 mol, T = 25
◦C, initial pH = 5, p = 0.67. Figure
5.3 shows the evolution of Ca in solution and pH with time.
Both Ca and pH increased with time as the calcite was being dissolved.
The parameter A0/V governed the rate of dissolution. Higher values of
A0/V (i.e., larger solid surfaces) were responsible for faster dissolution rates
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and vice versa.
Subsequently, the EK reactive-transport model discussed in Chapter 3
was implemented to simulate the calcite-water system. In the model, the
transported species were H+, OH– , Na+, Cl– , Ca2+, HCO –3 and CO
2 –
3 .
Species diffusion coefficients are reported in Table 5.1.
Table 5.1. Diffusion coefficient (at infinite dilution) for transported species
Species D (m2/s)
H+ 9.312 × 10−9
OH– 5.260 × 10−9
Na+ 1.334 × 10−9
Cl– 2.032 × 10−9
HCO –3 1.180 × 10−9
CO 2 –3 9.55 × 10−10
Ca2+ 7.93 × 10−10
The model was set up under the following simplifying assumptions:
100% saturation, no electroosmotic flow, constant current density, constant
voltage gradient (i.e., constant soil resistivity). The parameters used for
the simulations are reported in Table 5.2. A value of p = 2/3 was assumed
(Equation 5.3), corresponding to spherical particles.
Table 5.2. Model parameters for EK-induced calcite dissolution simulations
Parameter Value Unit Description
τ 0.4 – Tortuosity factor
n 0.4 – Porosity
p 2/3 – Parameter Eq. 5.3
s 2/3 – Parameter Eq. 5.4
m0 1 M Initial amount of calcite
J 20 A/m2 Current density
VAN 30 V Voltage at the anode
VCAT 0 V Voltage at the cathode
T 25 ◦C Temperature
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The length of the simulated specimen was 30 cm and the area 50 cm2.
Initial conditions were 0.01 M NaCl background electrolyte, 0 M Ca in solu-
tion, 1 M calcite. Boundary conditions at the cathode were: pH maintained
at 3 by HCl addition, 0.01 Na and Ca, HCO –3 and CO
2 –
3 concentrations
equal to zero. At the anode boundary conditions were, 0.01 M NaCl and
Ca, HCO –3 and CO
2 –
3 concentrations equal to zero. The coupling time step
was 600 s. Internal time step was automatically adjusted both for kinetic re-
action integration (PHREEQC) and transport (COMSOL). Simulation results
are reported in Figure 5.4.
The LCE and kinetic approach results are reported in the figure. The sim-
ulations under LCE assumption produced sharp pH and Ca profiles. The
sharp pH was caused by the protons being immediately buffered by calcite
as soon as they enter into the soil, producing a front which separates the re-
gions where the calcite has dissolved completely (pH ' 2) from the regions
where the conditions remained approximately as initial (pH ' 9). The tran-
sition region where the calcite is being dissolved by the acid environment
(pH ' 5–9) was very narrow. On the contrary, when calcite kinetics was in-
corporated, profiles became much smoother because the protons entering
from the anodic end were not instantaneously buffered by calcite, thus pen-
etrating further into the soil. This process was clearly dependent on the
A0/V parameter which controlled the rate at which dissolution took place.
In conclusion, the results of the simulations presented above provided
an evidence that the prediction capabilities of the main EK routine can be
improved by combining LCE for fast reactions and simplified kinetic laws
for slow reactions, without excessively increasing the number of model pa-
rameters. Further investigation on the practical applicability of the dis-
cussed approach to real data will be presented in the next section.
5.4 Application to experimental data
In this section, the combination of LCE assumption for fast reactions and
kinetic approach for sorption reactions was implemented to simulate exper-
imental data. The dataset was taken from the results published by Acar et
al. (1990), who carried out EK processing of an homogeneous soil having
relatively weak reactivity and simple composition. The soil used in their
study was a commercial kaolinite clay, composed of 98% kaolinite and 2%
illite and it was air-floated in order to remove impurities. The experimental
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Figure 5.4. Comparison between EKR simulations with and without cal-
cite kinetics. (a) pH profile evolution with time, (b) Ca (total concentration)
profiles.
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procedure involved the preparation of the soil samples by consolidating the
clay in a cylinder having 5 cm diameter and 10 cm length. Filter papers were
placed at the two ends of the samples and carbon electrodes were installed
to apply the electric field. The tests were carried out at a constant current
intensity of 1 mA. Electric current, electrical potential across the sample, ef-
fluent pH, and electrolyte recirculation rate were monitored continuously.
Experiments were carried out by varying the treatment duration (5 h, 27 h,
and 120 h, respectively). At the end of each test, the sample was extruded
from the apparatus. The sample was then divided into sections and the pH
of the pore fluid in each section was measured. The initial pH of the soil
pore fluid was 4.9.
The modelling framework comprised the transport of six aqueous species
(H+, OH– , Na+, Cl– , HCO –3 and CO
2 –
3 ). Aqueous speciation of these
species was computed but the transport of complexes was neglected. Since
in the acid-enhanced application of EKR the propagation of the acid front
is the main factor promoting the removal of contaminants from the soil, pH
was the main variable studied. The surface complexation model described
in Section 3.3 of Chapter 3 was implemented to represent H+ adsorption
onto the clay particles. Protonation (Equation 3.41) was modelled as a rate-
controlled process, using the following rate equation:
d[−−SOH+2 ]
dt
= kf [H
+][−−SOH]− kb[−−SOH+2 ] (5.5)
where kf (M-1 s-1) denotes the forward reaction rate constant and kb (s-1)
the backward reaction rate constant. The backward rate constant kb was
determined from protonation reaction equilibrium constant K1:
kb =
kf
K1
(5.6)
The deprotonation reaction, instead, was implemented under LCE assump-
tion. Model parameters are reported in Table 5.3. The parameters were
either derived from Acar et al. (1990) or calibrated to fit experimental data.
kf , K1 and K2 were adjusted by the calibration algorithm.
Partial pressures of CO2 an O2 were set to values assumed in atmo-
sphere, i.e., approximately 30 Pa and 20 kPa, respectively. Voltage at the
anode was arbitrarily set to 10 V since the measured voltage was reported to
change with time in a range from 4 to 10 V. Initial conditions were 0.01 M for
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both Na and Cl and calculated from equilibrium at pH0 = 4.9 for the other
species. Boundary conditions at the cathode were: constant pH, 0.01 M Na
and Cl, HCO –3 and CO
2 –
3 concentration equal to initial equilibrium con-
centrations. At the anode boundary conditions were the same for the cath-
ode with the exception of pH which was unconstrained. The coupling time
step was 1200 s. Internal time step was automatically adjusted.
Table 5.3. Model parameters
Parameter Value Unit Description
τ 0.1 – Tortuosity factor
n 0.66 – Porosity
kf 5.2 × 10−2 L mol−1 s−1 Parameter Eq. 5.5
kb 1.2 × 10−3 s−1 Parameter Eq. 5.5
keo 8 × 10−9 m2 V−1 s−1 Electroosmotic perm. coeff.
I 1 mA Electric current
VAN 10 V Voltage at the anode
VCAT 0 V Voltage at the cathode
T 25 ◦C Temperature
PCO2 −3.5 – Log. partial press. (bar)
PO2 −0.7 – Log. partial press. (bar)
pH0 4.9 – Initial soil pH
L 10 cm Sample length
A 21 cm2 Area of the sample
Reactions log(K)
K1 1.6 – Protonation eq. constant
K2 −7.8 – Deprotonation eq. constant
The results of the simulations are reported in Figure 5.5 and compared to
modelling results obtained by Yeung and Datla (1995) for the same dataset.
The model developed by Yeung and Datla (1995) was based on the appli-
cation of coupled flow equations (equivalent to Nernst-Planck equations)
without including any chemical reaction except water self-ionization. To
approximate reactivity of species they used retardation factors in order to
decrease species transport rates due to chemical reactions. They overall ob-
tained good fitting with experimental data of Acar et al. (1990). However,
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Figure 5.5. Measured and simulated pH distributions after 5, 27 and 120
hours of treatment
they obtained pH profiles much steeper than measured values. On the con-
trary, the incorporation of a kinetic model to represent H+ adsorption sig-
nificantly improved the shape of the profiles, which appeared more realistic
than those simulated by Yeung and Datla (1995).
To quantitatively compare results obtained by Yeung and Datla (1995)
to those obtained in the present study, root mean square error (RMSE) and
bias error were calculated. The corresponding values are reported in Table
5.4. A clear improvement compared to Yeung and Datla (1995) result was
obtained for the 5- and 27-hour profiles, with a reduction in RMSE errors of
36% and 57% respectively and bias errors of 42% and 67%. Less good results
were obtained for the 120-hour profile, also due the irregular shape of the
experimental profile.
In conclusion, the combination of LCE for fast reactions and kinetics for
slow reactions resulted as an appropriate approach for the simulation of
kinetically-controlled sorption processes, such as pH-buffering mechanisms
occurring during acid front migration in EK soil processing. It is impor-
tant to point out that the presented simulations had the only objective to
assess the validity of the proposed modelling approach and they were not
intended to describe the geochemical processes actually occurring in soil.
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Table 5.4. Comparison between results obtained by Yeung and Datla (1995)
and with kinetic model
Yeung and Datla (1995) Kinetic model
Duration RMSE (pHu) Bias (pHu) RMSE (pHu) Bias (pHu)
5 h 0.33 0.14 0.21 −0.08
27 h 0.61 0.4 0.26 0.13
120 h 0.37 0.16 0.51 0.2
The latter characterisation would have required comprehensive laboratory
investigations, which were beyond the scope of this treatise.
5.5 Conclusions
This chapter described the incorporation of chemical reaction kinetics in the
EK remediation model. The proposed approach consisted in combining the
local chemical equilibrium assumption for reactions occurring at rates faster
than transport rates and the calculation of reaction pathways for heteroge-
neous reactions, such as mineral dissolution and sorption mechanisms.
The motivation for this investigation arose from the results of the pre-
vious chapter, in which model limitations regarding the shape of the simu-
lated time-dependent pH profiles were found. These pH profiles were char-
acterised by excessively sharp gradients.
A first attempt to understand the buffering processes actually occurring
in the sediment in more detail was achieved by means of laboratory exper-
iments. Batch tests were carried out to characterise the behaviour of sedi-
ment samples in response to an instantaneous injection of pre-determined
amounts of nitric acid. The existence of at least two processes, occurring
sequentially, was verified. It was found that the overall behaviour of the
sediment was extremely non-linear; therefore, the formulation of a gener-
alised model to represent these processes could not be attempted.
Due to the complexity of the processes in the investigated sediment sam-
ples, two simpler examples were analysed in order to assess the validity of
the proposed modelling approach. In the first example, the behaviour of
calcareous soil subjected to acid-enhanced EK remediation was modelled.
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All reactions were implemented under the LCE assumption with the excep-
tion of calcite dissolution, which was described by a general rate law that
is commonly found in the literature (Appelo and Postma, 2005). When con-
sidering chemical kinetics of calcite dissolution, simulated profiles became
much smoother and more realistic compared to results obtained by mod-
elling the same process at equilibrium.
Moreover, the applicability of the proposed approach was tested by im-
plementing a simple kinetic model to simulate sorption processes occurring
in EK laboratory experiments. The experimental data were taken from pub-
lished studies on the EK processing of homogeneous soil with relatively
weak reactivity and simple composition (Acar et al., 1990). The obtained
results were then compared to model results achieved in another work (Ye-
ung and Datla, 1995), who modelled the same dataset without including
any chemical reactions. The obtained results were more accurate than the
results from the literature for two out of three of the simulated profiles, thus
demonstrating the suitability of the proposed approach for modelling pH-
buffering mechanisms during acid front migration.
In conclusion, the feasibility of extending the developed model to in-
clude kinetic-controlled chemical reactions was demonstrated. This feature
could significantly improve the overall prediction capabilities of the model
and may serve to define a framework upon which future research can be
established.
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6.1 Introduction
The research activities reported in the present chapter were carried out in the
framework of the Life+ project LIFE12 ENV/IT/442 "SEKRET" ("sediment
electrokinetic remediation technology for heavy metal pollution removal"),
which was supported financially by the European Commission for a period
of three years, from 2013 to 2016. The project, which is ongoing at the time
of this writing, aims to demonstrate the applicability of electrokinetic tech-
nology for the remediation of dredged marine sediments contaminated by
heavy metals. The project involved the construction of an ex-situ demon-
stration plant in a dedicated area in the port of Livorno (Italy) for the treat-
ment of 150 m3 of sediment. The remediation, which is expected to last 18
months, is currently ongoing.
The application of the developed model (Chapter 3) to the simulation
of the electrokinetic (EK) processes at the plant scale is presented. Due to
different electrode arrangement in comparison to the laboratory scale setup,
the model geometry had to be modified in order to take into account the
two-dimensional nature of the electric field in the EK plant. While the elec-
tric potential actually develops in a 3D distribution, the simplifying assump-
tion of equal distribution along the vertical direction is adopted in order to
significantly reduce the degrees of freedom of the problem. The validity of
this assumption is investigated by means of electric potential field measure-
ments.
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The first part of this chapter (Section 6.2) presents the project background
and overview and describes the plant specifications, as well as treatment
conditions and operational parameters. The second part (Section 6.3) de-
scribes the model application, which includes the modification of the pre-
viously developed model to implement 2D geometry and the evaluation
and validation of the simulated electric field by comparison to experimen-
tal data. Simulations are finally presented and results are validated with
data from the field plant. In the last part (Section 6.4) of this chapter, a
method for the definition of simulation-based plant design criteria is pre-
sented. An example shows how the suggested modelling approach can be
used to carry out effective design, implementation and cost optimization
by identifying the best operating conditions based on the properties of the
porous matrix. Emphasis is given on this section because the delineation of
plant design criteria is still lacking in literature and, to the author knowl-
edge, simulation-based optimization of field-scale EK processes has never
been attempted using a comprehensive EK model.
6.2 Field-scale plant description
6.2.1 Background and project overview
In 2003, a large area of the port of Livorno was classified as a Site of Na-
tional Interest (SIN)1 due to the presence of pollutants in seabed sediments.
The site has been subjected to a series of in-depth analyses and characteri-
zations over time. The seabed sediments were analysed by ICRAM (Central
Institute for Scientific and Technological Research Applied to the Sea) and
the characterisation was carried out over an area of 14 million m2 within the
port seabed (ICRAM, 2006). A characterisation of the stratigraphy and mor-
phology through geophysical techniques such as Sub Bottom Profiler (SBP)
and Side Scan Sonar (SSS) was also carried out, which produced a highly de-
tailed mapping of the seabed. The characterization surveys have shown that
many areas of the harbour were affected by extremely high contamination
level.
The SEKRET project is configured in this context as a future reference
point for the improvement of sediment management policies. The project
1A Site of National Interest (SIN) represents a very large contaminated area, classified
by the Italian state as dangerous area which needs remediation to prevent damage to the
environment and health
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aims to demonstrate the efficacy and reproducibility of EK method for the
treatment of contaminated sediments. The project involves the participation
of six beneficiaries: University of Pisa, University of Rome ’La Sapienza’,
West Systems s.r.l., Port Authority of Livorno, Tuscany Region and Lambda
Consult.
In the preliminary phase of the SEKRET project, laboratory-scale exper-
iments were carried out to evaluate the effectiveness of the electrokinetic
treatment and to identify the best operating parameters for plant opera-
tion. The results of the laboratory experiments are reported in Iannelli et
al. (2015).
The plant will be operating for a period of approximately 18 months.
The investigated are Cd, Cr, Pb, Ni, Zn, As and Cu. The project goal is
to decontaminate the sediments in order to make them compliant with the
levels established by the Italian regulations (D.Lgs. 152/2006) for their reuse
in the environment.
The design of the ex-situ plant started in 2013 and the plant was opera-
tive in July 2015. The description of plant design and implementation will
be presented in the next paragraph.
6.2.2 Plant description
Figure 6.1 shows the plant construction and implementation phase, which
took place during the period from February to April 2015.
The plant consists of the following parts:
• treatment basin containing the sediments, with a system of wells and
pipes for electrode installation and electrolyte circulation. The basin
is equipped with a cover to avoid gas emission to atmosphere and
rainfall seepage;
• electrical units for the application of the electric field to the sediment;
• electrolyte management system for catholyte and anolyte pH control;
• gas scrubber system for the treatment of the gas phase in the anolyte
circulation circuit for the removal of chlorine gas;
• reverse osmosis (RO) section for the control of the salinity of the elec-
trolytes with solar drying of brine;
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(a) (b)
(c) (d)
Figure 6.1. Plant construction. (a) Prefabricate walls assembling, (b) instal-
lation of wells and pipes and (c) filling with dredged sediments (February
2015). (d) Electrodes and cables installed in April 2015.
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Figure 6.2. Simplified diagram of the SEKRET plant
• monitoring and control system.
The simplified diagram of the plant is reported in Figure 6.2. The main
characteristics of the different sections of the system are reported below.
Treatment basin
The treatment basin is constructed using removable panels of precast rein-
forced concrete. The basin is lined with a HDPE-LDPE membrane and pro-
tected by a geotextile. The basin is covered with a greenhouse roof to protect
it from meteorological events and prevent gas emissions. Any possible gas
emission from the electrode wells is collected and conveyed to a gas treat-
ment device installed outside the basin. The basin is equipped with 42 an-
odes and 42 cathodes installed in vertically-arranged slotted pipes. The vol-
ume of dredged sediments to be treated is 150 m3 and the sediment height
is about 1.25 m. Two circuits are implemented for circulation of anolyte and
catholyte in the slotted pipes for pH conditioning. The inlet and outlet pipes
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Figure 6.3. 3D rendering of the treatment basin, with electrolyte circulation
lines. Courtesy of West Systems s.r.l.
for electrolyte circulation are connected to the electrolyte management cir-
cuit installed on a skid in proximity of the basin. A 3D rendering of the basin
is shown in Figure 6.3.
Power supply system
The power supply system is assembled by connection to the AC mains (3-
phase 400 V AC) with a maximum power of 50 kW. Isolating transformers
ensure galvanic separation from the grid and supply output voltages suit-
able for feeding the electrodes. Voltage and current are controlled by power
regulators with an automatic control device capable of varying the applied
voltage in order to maintain a constant voltage, current or power. The de-
vice controls the voltage to maintain the set-point, without exceeding the
voltage of 48 V for safety reasons. Subsequently, the current is rectified by a
diode bridge and applied to the electrodes.
Electrodes and wells
The electrodes consist of arrays of anodes and cathodes installed on alter-
nating lines, with 6 electrodes per line. The electrodes are installed inside
vertical slotted wells placed in the sediment to allow the circulation of the
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(a) (b)
Figure 6.4. (a) Cross-section of the basin. A single electrolyte circulation line
is shown. Electrolyte flow is end-to-end. (b) Detailed view of electrode well.
Courtesy of West Systems s.r.l.
electrolyte and to ensure electrical continuity between electrodes and sed-
iment. Electrodes on the same line have the same polarity and they are
spaced about 1.1 m. The number of lines is 14 (7 for anolyte and 7 for
catholyte). The distance between anode and cathode is 1 m. There are 84
electrodes in total (42 anodes and 42 cathodes). Figure 6.4 shows the cross-
section of the basin. In the figure one of the 14 electrolyte circulation lines is
shown. The fluid enters from one side and leaves from the other following
consecutive up-down and down-up paths. The smaller pipes shown in the
figure have the only purpose of improving structural stability of the well
system and they do not have any hydraulic connection with the circulation
circuit.
The wells are made with high porosity (50%) PVC slotted pipes, covered
with a geotextile to prevent solid material entering inside the pipe. The
anodes consist of a mixed metal oxide (MMO) coated titanium mesh with a
size of 1200 x 60 mm. The mesh is folded longitudinally at 90◦ to obtain an
‘L’ shape profile. Each electrode is capable of providing a maximum current
of 20 A. The cathodes consist of stainless steel tubes of 10 mm diameter with
1.5 mm thickness.
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Figure 6.5. Electrolyte conditioning and gas treatment systems
Electrolyte conditioning
The electrolyte conditioning section consists of two independent hydraulic
circuits for monitoring and conditioning the electrolytes. Each of the two
circuits is equipped with a circulation pump, a system for pH measurement,
and an automatic device for dosing reagents, in order to keep the pH within
the operating range.
Two buffer/homogenization tanks are used, one for the anolyte circuit
and one for the catholyte circuit. Both tanks are connected to the gas treat-
ment section in order to collect the gas from the clearance above the elec-
trolyte free surface. The system is shown in Figure 6.5.
Gas treatment
The gas treatment section is dedicated to the control of the gas in the anolyte
circuit to prevent chlorine gas emission levels above the regulation limit.
The gas is collected from the basin then conveyed to a scrubber. The scrub-
ber is a wet-type unit with a recirculating solution of sodium hydroxide. The
gas above the electrolyte free surface in both catholyte and anolyte tanks is
also collected and treated. The parameters of the scrubber solution (pH,
redox, conductivity) and the concentration of chlorine gas at the scrubber
outlet are continuously monitored.
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Reverse osmosis
The reverse osmosis (RO) section is used to control the salinity of elec-
trolytes. The system is equipped with filter cartridge, high-pressure pump
and a RO membrane. The treatment is operated intermittently. Before treat-
ment, the fluids are conditioned by dosing of acid or base in a dedicated tank
in order to achieve the optimum pH for treatment. A filter sand is used to
remove particulate before feeding the RO membrane. The permeate (clean
water) extracted from the RO unit is fed back to the main electrolyte circuit.
The concentrate is conveyed to a solar evaporation system for sludge dry-
ing. Dried sludge is then disposed of. Detailed description of the electrolyte
treatment system is available in Iannelli et al. (2016).
Monitoring and control system
The plant is equipped with a control system for the management and au-
tomation of electromechanical devices. Specific probes are installed at vari-
ous locations of the system for continuously monitoring the process param-
eters. They consisted of:
• flow rate measurement devices (rotameters), installed at the inlet of
the basin in order to check the correct operation of each line of the hy-
draulic circuit. A total of 14 rotameters are installed, 7 in the catholyte
circuit and 7 in the anolyte circuit. The flow meters operate on the float
principle and are used for flow rate measurements in each pipeline.
The medium flows through the vertically installed flow meter from
bottom to top. This raises the float and shows the flow rate on the
scale of the measuring device;
• four pH probes, installed on the main electrolyte circulation pipes, two
at the outlet of the basin (one for catholyte and one for anolyte) and
other two at the basin inlet, downstream the electrolyte management
system. Another probe is installed to monitor scrubber feeding solu-
tion;
• electrical conductivity, ORP and temperature probes, installed in the
same locations where pH probes are installed (Figure 6.6);
• pressure probes, installed at the outlet of electrolyte circulation pumps;
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Figure 6.6. pH, conductivity, ORP and temperature sensors installed on the
electrolyte circulation pipe
• ultrasonic level sensors, installed to monitor electrolyte level inside
the two main electrolyte tanks;
• one chlorine sensor, installed at the scrubber outlet to monitor chlorine
gas emissions continuously.
A supervisory control and data acquisition (SCADA) system controls all
the electromechanical devices and ensures that the system operates at se-
lected set-points. The time series of all the monitored parameters are stored
in a database.
Operating parameters
A current density of 4–5 A/m2 is applied 24 hours a day, seven days a week.
At these current densities, the electrical current on each electrode is about
10 A. This current intensity cannot be further increased to prevent elec-
trolyte overheating and to avoid excessive chlorine generation. The operat-
ing pH is approximately pH ' 3 for catholyte and pH ' 2 for anolyte. Nitric
acid is added at the catholyte to maintain the set-point pH. The electrolytes
are circulated at a flow rate of 1000–3000 L/h each line, which guarantees
the minimisation of the pH differences between the input and output of each
circulation line.
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6.2.3 Sediment characterisation
The physico-chemical properties of the sediments are reported in Table 6.1.
Methods employed were the same as described in Section 4.2.1, with excep-
tion of grain size distribution which was determined according to ICRAM
reference methods (2001), data sheet number 3 —"grain size characteristics".
The values refer to samples collected at several locations of the treatment
basin, which were subsequently homogenised to a single sample. Due to the
high degree of sediment heterogeneity, sample properties have proven to be
significantly dependent on sampling location. The sediments present char-
acteristics similar to those used in the laboratory-scale experiments, since
both sediments were sampled from the same area of the port. The sediments
used in laboratory were manually dredged from the seabed, from a sur-
face layer of about 10–20 cm height. On the contrary, the 150 m3 sediments
dredged for field-scale treatment were collected with a large grab dredge
able to reach depths higher than those reached with the manual sampler.
The sediment was dredged from an area in the harbour classified as
highly polluted by heavy metals, after the in-depth analysis and controls
performed by ICRAM between 2003 and 2005. However, the material dredged
for the pilot EK treatment (collected in early 2013) ended up to be lowly
contaminated, as reported in Table 6.1. All measured levels are below the
threshold concentrations set by the Italian regulations for industrial and res-
idential reuse of soils and sediments (D.Lgs 152/2006).
6.3 2D model application
6.3.1 Model setup
In order to reproduce the field-scale geometry, the actual 3D geometry of the
plant was simplified to 2D by assuming that electric field variation along the
vertical direction could be neglected. In fact, as can be seen from Figure 6.4,
this assumption may be valid in the zones in correspondence of the open-
ings of the PVC slotted pipes (light grey part of the electrode well, as illus-
trated in Figure 6.4b). On the contrary, the 3D electric field distribution in
the upper and lower portions of the sediment may be affected by distortions
due to the other construction components of the wells. However, the valid-
ity of such hypothesis is demonstrated in the next paragraph which presents
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Table 6.1. Physicochemical properties of the sediments. pH, particle size
distribution and chemical analysis were applied to three replicate samples.
Physicochemical properties
pH (ISO 10390:2005) 8.5 ± 0.17
Electrical resistivity 0.63 ± 0.12 Ωm
Pore water conductivity 50 ± 8 mS/cm
Porosity 0.48 ± 0.07
Particle size analysis
Diameter (mm) (% d.w.)
d > 2 mm 0
0.063 < d < 2 mm 49.4 ± 2.9
d < 0.063 mm 50.6 ± 2.9
Organic compounds (mg/kg)
Hydrocarbons C > 12 87.3 ± 7.9
PCB (total) 0.017 ± 0.004
PAH (total) 0.39
Benz(a)anthracene 0.012
Chrysene 0.043
Benzo(b)fluoranthene 0.032
Benzo(k)fluoranthene + Benzo(j)fluoranthene 0.099
Benzo(a)pyrene + Benzo(e)pyrene 0.079
Fluoranthene 0.055
Benzo(g,h,i)perylene 0.005
Dibenz(a,h)anthracene 0.008
Indeno pyrene 0.006
Pyrene 0.05
Metal content (mg/kg)
As 14.3 ± 1.4
Cd 2.0 ± 0.9
Cr (tot) 51.0 ± 5.1
Cr(IV) 2.0 ± 0.2
Ni 38.8 ± 3.9
Pb 27.6 ± 4.6
Cu 55.1 ± 5.1
Zn 112.2 ± 6.5
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Figure 6.7. 2D model domain and mesh
the validation of the simulated electrical potential distribution against po-
tential measurements carried out in the plant.
The numerical model consisted of a 2D closed domain having 1 m width
and 1.09 m height. The electrode boundary conditions were defined at the
edges of the electrode wells, consisting of two semicircles which represent
the projection on the horizontal plane of half of the lateral well surface. The
domain defined in such way did not include the modelling of the voltage
drop at the electrode-electrolyte interface and the drop due to well resis-
tance. However, these voltage drops were not neglected; the values at the
boundaries were set to reproduce the actual values.
The domain was discretized into 4470 finite elements. At the centre of
the domain the mesh had a maximum element size of 30 mm with element
size refinement at the electrode boundaries where a maximum element size
of 5 mm was set. The domain and the mesh are shown in Figure 6.7. The
coupling time step was set to 5× 104 s.
Among the investigated heavy metals, only lead was included in the
model in order to simplify the model setup and the evaluation of the results.
However, the model can be straightforwardly extended to include other pol-
lutants. In the present case, the reactive-transport of a total of 12 species was
set-up: H+, OH– , Na+, Cl– , NO –3 , Pb
2+, PbCl+, PbCl –3 , PbCl
2 –
4 , PbCl2,
PbNO +3 , Pb(NO3)2. The electroosmotic transport of species was neglected.
134 6. 2D application: field scale
This assumption can be considered acceptable when nitric acid is used for
catholyte conditioning, as demonstrated in lab-scale experiments. In such
cases, the rate of electroosmotic migration is lower than the rate of electro-
migration.
The previously reported values of the diffusion coefficients (Table 4.6)
were assigned to the modelled species. The database ‘minteq.v4.dat’ dis-
tributed with PhreeqcRM was used to assign the values of equilibrium con-
stants for solution speciation and solid phase reactions. The initial concen-
trations of the complexes were set to zero. The initial and boundary condi-
tions are reported in Table 6.2.
Table 6.2. Initial and boundary conditions
Species Initial concentra-
tion (M)
Boundary condi-
tion (anode)
Boundary condi-
tion (cathode)
H+ pH = 8.5 JH+ = J/F pH = 3
OH– From equilibrium From equil. From equil.
Na+ 0.5
∂CNa+
dt
= 0
∂CNa+
dt
= 0
Cl– 0.5
∂CCl–
dt
= 0
∂CCl–
dt
= 0
NO –3 10
−3 ∂CNO –3
dt
= 0 JNO –3 = J/F
Pb 1.33 × 10−4 CPb = 0 CPb = 0
At the electrodes, H+ (anode) and NO –3 (cathode) fluxes were calculated
using Faraday’s law of electrolysis Ji = J/F , where J represents the current
density on the boundary surface (half of the edge of the electrode wells).
Simulations were carried out with model parameters reported in Table 6.3.
6.3.2 Electric field
Validation of the assumption that electric field can be approximated with a
two-dimensional distribution involved two phases. In the first phase, the
validity of simplified model geometry (Figure 6.7) was checked against the
results from a more comprehensive model of the electric field. In a second
6.3. 2D model application 135
Table 6.3. 2D model parameters
Parameter Value Unit Description
τ 0.62 – Tortuosity factor
n 0.48 – Porosity
I 10.1 A Electric current
VAN 9 V Anode voltage
VCAT 0 V Cathode voltage
T 25 ◦C Temperature
log(Kd,Pb) 2.7 – Pb distribution coeff.
Reaction log(K)
−−SOH + H+ −−SOH +2 3.18 Protonation reaction−−SOH −−SO– + H+ −7.14 Deprotonation reaction
phase, potential measurements were carried out with passive electrodes in-
stalled in the field to compare modelled electric potential distribution and
measured data.
The model geometry shown in Figure 6.7 comprises only a couple of
electrodes. The resulting electric field calculated with two electrodes is dif-
ferent from the actual electric field produced by all the electrodes operat-
ing simultaneously in the basin. To evaluate the errors produced by such
schematisation, a model which includes the entire geometry of the remedia-
tion plant was implemented. A voltage of about 10 V was set at the anodes
to achieve a current of about 10.1 A at each electrode (corresponding to the
value measured in the field). The sediment was assigned a resistivity of
approximately 0.6 Ωm throughout the entire domain. The results of elec-
tric potential distribution and electric current calculated with this model are
presented in Figures 6.8 and 6.9.
Calculated voltage, current density and electric field strength were then
compared to those obtained with simplified model geometry (Figure 6.7).
Voltage and current density errors are shown in Figure 6.10. Electric field
strength errors are not shown because they are equivalent to current density
errors (in percentage) due to the assumption of homogeneous resistivity. A
maximum 2% error was observed for voltage, while a maximum 8% value
was obtained for current density. However, Figure 6.10b shows that higher
errors are located at the corner of the domain, while errors decrease to less
136 6. 2D application: field scale
Figure 6.8. Electric potential distribution
Figure 6.9. Electric current streamlines
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Figure 6.10. Differences between voltage (a) and current density (b) calcu-
lated with a two-electrode model and with all electrodes operating simulta-
neously in the basin.
than 2% in proximity to the anode–cathode axis, where current density is
higher, and transport rates are more likely to be affected by errors.
The results presented in Figure 6.10 show that the actual electric field can
be approximated with a model comprising only two electrodes, with less
than 2% error in the areas where transport mechanisms are more affected
by current density and electric field strength calculation errors. This sim-
plification allowed us to significantly reduce the computational resources
required to run the model. Nevertheless, the developed model can be ef-
fortlessly modified to include the calculation of the electric field with a full
model.
In a second phase, the validation of the electric field computed with ge-
ometry shown in Figure 6.7 was carried out by comparison with experi-
mental data. A measurement system was developed and implemented in
the field to measure electric potential. Ten passive electrodes were built
and installed in a test field comprised between one electrode couple, as
shown in Figure 6.11. The detailed description of the system is reported in
Appendix A. With this system, AC, DC and RMS voltages were measured
at the electrodes with reference to the cathode. Simulated electric potential
(Figure 6.11) was then compared to measured RMS voltages. The results are
shown in Figure 6.12.
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Figure 6.12. Comparison between simulated voltage distribution and RMS
voltage measured in the field
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The agreement between modelled and measured voltages was satisfac-
tory. Minor discrepancy was mostly due to sediment heterogeneity in the
field, i.e., due to the presence of areas having different resistivity. It is be-
lieved that such limited field heterogeneities have minimal impact on EK
model prediction and they can be neglected in the present case. However, in
cases where spatial heterogeneity is stronger (e.g., see Mattson et al., 2002b),
2D or 3D distribution of resistivity must be considered in order to correctly
predict electromigration transport.
Geophysical techniques, such as electrical resistivity tomography (ERT)
and ground penetrating radar (GPR), can be extremely useful in efforts to
fully characterise field conditions. Field models obtained from these tech-
niques, such as electrical resistivity distribution, can be easily integrated in
the model implemented herein. Moreover, the same techniques can also be
applied to monitor remediation in the field, as reported in Appendix A. The
appendix describes a method for the calculation of 2D electrical resistivity
distributions during remediation. These images, in addition to being useful
for process monitoring, can be employed to retrieve resistivity maps to be
directly incorporated in the EK model.
6.3.3 Results
Simulations were performed to evaluate two-dimensional acid front and
lead migration. Model results are reported in Figure 6.13. The figure shows
the pH and residual lead distributions as a function of remediation time.
The advance of the acid front from the anode to the cathode (Figure 6.13
a–c) was faster along the anode–cathode axis because in this region the elec-
tric field strength was higher than at the borders of the domain. As a result,
residual lead concentration followed the same trend and higher transport
rates were observed along the anode-cathode line. The figure also shows
that accumulation of lead occurred in a narrow zone of the domain and
moved toward the cathode with time. This zone corresponded to the areas
where pH transition was sharp, jumping from acidic (pH < 7) to alkaline
conditions (pH ' 7–8), which led to precipitation of lead.
These accumulation areas formed dead zones from where the contami-
nant could be hardly removed, especially in the upper and lower corners.
This effect was probably amplified by the simplifications introduced in the
model. In fact, electric field strength was slightly lower in these areas be-
cause the contribute of the electrodes outside the studied zone was neglected.
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Figure 6.13. 2D model results. (a–c) pH distribution and (d–f) residual lead
concentration after 195, 700 and 2200 days.
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In the present case, the distance between electrodes of the same polarity was
about 1.1 m; the actual electric field strength in the corners was estimated to
be about 2–8% higher than that predicted by the model. The errors in the
model output due to this schematisation should thus lay in this range.
When a detailed evaluation of these border effects is required, the elec-
tric field model should comprise the entire geometry of the electrode arrays.
To optimise removal in those areas, the anode–anode distance must be care-
fully evaluated and properly chosen as a function of target removal require-
ments. Another strategy could involve the modification of the electrode ar-
ray to hexagonal geometry, as proposed by Alshawabkeh et al. (1999b) and
Kim et al. (2012b). These variables were not studied in the present research,
and the main focus was given to the setup of a simplified tool for design
analysis.
As a result of the simplified approach adopted, the validation of model
results was carried out only for the profiles along the main anode-cathode
axis. These profiles are shown in Figures 6.14 and 6.15. Only pH data
were available for validation. Samples were collected after 74 and 195 days
from the beginning of the treatment in three locations along the main an-
ode–cathode axis. Replicated measurements were carried out on samples
collected at different locations of the basin, at the same distances from an-
ode. The agreement between simulated profiles and measured data was
good. A detailed view of the validation data plotted against simulated pro-
files is shown in Figure 6.15. The simulated pH values were consistent with
field measurements, even though they were affected by rather high standard
deviation.
Figure 6.14b shows the Pb profile along the anode–cathode cut line. The
Pb accumulation effect is also visible from these profiles. The Pb peak lo-
cated at about 0.5 m from the anode was already pronounced after about
75 days. The peak value than increased and started to shift toward the cath-
ode. After about 500 days the advance of the acid front led to the dissolution
of the precipitates formed and the peak further shifted toward the cathode.
After about 700 days the concentration started to decrease until complete
removal. The validation of lead profiles could not be done because the mea-
sured Pb content in the collected samples showed excessively large variance.
Figure 6.16 presents the lead removal curve as a function of time. Re-
moval rate remained almost constant during the first 1500 days, then it
started to decrease. This effect was possibly due to the lead accumulation at
the sides of the migrating front. In fact, the removal rate remained constant
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as long as lead was removed from the areas near the main anode–cathode
line. After clean-up reached 100% along this line, the rate started to de-
crease, because of the lower transport rates occurring at the upper and lower
sides of the domain.
In conclusion, a 2D model for the simulation of electrokinetic processes
occurring at the field scale was implemented. Simplifications were intro-
duced to reduce computational resources for the calculation of the electric
field. The validity of the simplifications and assumptions was checked by
comparison with a full model of the basin and electric potential experimen-
tal measurements. Simulations were carried out to evaluate acid front and
lead migration. A partial validation of the model was carried out with pH
data collected after 74 and 195 days from the beginning of plant operation.
The results were good for pH profiles. Validation of lead profiles could not
be carried out due to the large variance of Pb content in the collected sam-
ples.
In the next section, an example of use of the developed model for the
optimisation of the design of a field-scale plant will be shown. A simulation-
based cost minimisation as a function of design variables will be presented.
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Figure 6.16. Simulated lead removal as a function of remediation time
6.4 Plant design criteria
6.4.1 Rationale
The cost analysis of a remediation project can be critical in the case of high
uncertainty with respect to the predicted decrease in contaminant concen-
trations over a certain period of time. The design and dimensions of the
reclamation system to be deployed are based on and derived from the data
collected during preliminary investigations and laboratory tests. On one
hand, if these investigations are carried out in great detail, they can provide
more reliable information to be used for the scale-up process and possibly
help improving the prediction of remediation outcome at the field-scale. On
the other hand, the investigations can be time-consuming and expensive, as
well as they can significantly delay the plant implementation and the start
of operation.
Even if detailed characterisation and investigations are carried out, many
of the design parameters have to be arbitrarily set by the designers, often
based on their experience, because these parameters cannot be directly de-
rived from preliminary data and specific tools for the implementation of EK
remediation systems are lacking. The reasons of these gaps were already
discussed in Chapter 2. The main reasons include the limited number of
case studies and data reported in literature, and the lack of design-oriented
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software/numerical packages, suitable for result prediction and optimiza-
tion of the main parameters affecting remediation efficiency.
These gaps have pushed the direction of the present research toward es-
tablishing a close link between model development and practical applicabil-
ity for plant design and optimisation. A method for cost minimisation based
on the application of comprehensive EK modelling is presented below.
6.4.2 Energy losses due to well electrical resistance
One of major issues to be considered when laying out the design of an EK
remediation system is the calculation of the voltage drops on the electrodes
and across the electrode wells. These voltage drops can be regarded as
additional resistances (loads) which lead to undesirable energy losses and
increase remediation costs. The resistances can be minimised by choosing
proper materials for the electrodes as well as selecting the most appropriate
components, such as slotted PVC pipes with large slot size.
During the design phase, these additional costs are generally neglected,
although they cover a significant part of the total cost related to energy ex-
penditures. In some cases, a rough estimate of these costs is carried out
based on previous experiences by increasing the energy-related costs of a
fixed amount.
However, the calculation of the abovementioned resistances is compli-
cated and it depends on many factors such as the conductivities of both
sediment and electrolytes, types and shape of the electrodes, shape and ar-
rangement of the wells, etc. Therefore, this calculation was not attempted
here. Conversely, an empirical relationship was identified on the basis of
field measurements. Measurements were carried out in the basin with the
equipment illustrated in Appendix A.
The voltage drops between the electrodes and the sediment were quan-
tified as a function of the applied current intensity (Figure 6.17). The results
consisted of a linear transfer function which associate the anode current and
the voltage drops across the electrodes and wells. Thus, the derivative of
this transfer function assumes the form of a resistance. The calculated rela-
tionship is plant-specific and cannot be generalised. However, it can be con-
sidered valid in situations where similar design specifications are adopted.
The estimated relationship will enable to discriminate between energy
losses and energy used effectively for remediation, as reported below.
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Figure 6.17. Measured voltage drops at the anode (a) and cathode (b) sides
as a function of the applied current, due to electrode and well resistances
6.4.3 Simulation-based cost minimisation
This paragraph presents a method for estimating the optimal parameters
for the design of a field-scale plant and minimisation of implementation
and operating costs. The analysis was based on a parametric study car-
ried out using model geometry and parameters reported in Section 6.3. The
main variable studied was the distance between the anodes and cathodes.
The distance was varied in a range between 0.5 and 2 m. Simulation con-
ditions are reported in Table 6.4. The simulations were carried out under
the hypothesis that specific power (including power dissipated at the elec-
trode wells) is kept fixed to 100 W/m3. Subsequently, voltage, current and
voltage drops at the electrode wells were calculated for each case. Voltage
drops (∆V) were calculated with the linear transfer function identified in
the previous paragraph. The parameters reported in Table 6.4 were calcu-
lated assuming a sediment resistivity of 1 Ωm, a well radius of 4.5 cm, and
sediment height of 1 m.
The influence of the sediment buffering capacity on the results was also
studied. The curve fitted to experimental data in Chapter 4 was taken as
a reference model input for the present analysis. The reference buffering
capacity corresponded to 2.36 mol H+/kg to decrease sediment pH to 3. A
parametric sweep study was set up by making this parameter vary from
2.36 to 0.1 mol H+/kg. The effect of parameter variations on the titration
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Table 6.4. Simulation conditions as a function of the distance between anode
and cathode
Distance Voltage Current Volume ∆VAN ∆VCAT
(m) (V) (A) (m3) (V) (V)
0.5 2.9 4.3 0.24 1.45 1.09
0.75 5.2 6.4 0.56 1.53 1.35
1 7.6 8.4 0.99 1.60 1.58
1.25 10.3 10.6 1.56 1.68 1.84
1.5 13 12.6 2.24 1.76 2.08
2 19 16.9 3.99 1.92 2.58
curves is shown in Figure 6.18.
Simulations were carried out by varying both the value of sediment
buffering capacity and the anode–cathode distance. The contaminant stud-
ied was Pb. Initial and boundary conditions were the same as used in Sec-
tion 3. The parameters adopted in the study are reported in Table 6.5.
Table 6.5. Parameters and costs
Parameter Value Unit
Resistivity 1 Ωm
Target removal 70 %
Well radius 4.5 cm
Sediment height 1 m
Costs
Anodes 150 e/m
Cathodes 25 e/m
Pipes 20 e/m
Acid 150 e/m3
Energy 0.08 e/kWh
El. Amortisation 20 %
The simulations permitted to calculate the time-dependent Pb removal
rates. The results are reported in Figure 6.19, which shows the time required
to achieve the clean-up of the sediment up to a predetermined target level,
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Figure 6.18. Acid titration curves as a function of sediment buffering capac-
ity
as a function of electrode distance and sediment buffering capacity. In this
case, the target removal level was arbitrarily set to 70%. However, this value
is project-specific and must be chosen according to regulatory limits or other
specific constraints.
Fitting of the simulation results with an exponential model was per-
formed to obtain continuous curves for cost estimation in the studied range
of electrode distances (0.5–2 m).
The estimated costs comprised energy requirements, acid consumption,
pipes and electrodes. Costs for these components are proposed in Table
6.5, based on the field experience gained during the implementation of the
project. However, these costs are for guidance only and may vary in other
conditions or other countries. Moreover, it was assumed that an amortisa-
tion of 20% could be applied to the expenditure for the electrodes, assuming
that they can be reused in other projects.
The cost curves estimated for the reference case (buffering capacity equal
to 2.36 mol H+/kg) are reported in Figure 6.20 as a function of the distance
between anode and cathode.
From Figure 6.20, it can be seen that all costs are strongly dependent
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Figure 6.19. Time required to decontaminate the sediment up to the target
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Figure 6.21. Curves of total cost
upon the electrode distance with the exception of cost related to acid con-
sumption. This may be explained by the fact that, regardless of the energy
expenditure or remediation time, the amount of acid required to decrease
sediment pH is approximately the same in all cases. The costs for pipes
and electrodes clearly increase as the number of electrodes per unit volume
of sediment increases. Conversely, the energy expenditures increase with
increasing electrode distance.
The same analysis was repeated for the other two cases, i.e., for sediment
with buffering capacity of 1 and 0.1 mol H+/kg, respectively. The individual
cost curves were then summed together to obtain total costs. The results are
shown in Figure 6.21.
A point of minimum can be clearly identified for each curve. The loca-
tion of these points is dependent on sediment buffering capacity. The point
of minimum shifts toward larger electrode distances with decreasing buffer-
ing capacity. The optimum electrode distance calculated for the reference
case was approximately 0.75 m.
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6.5 Summary and conclusions
A method for the cost optimisation of electrokinetic treatment implemen-
tation at the field scale was presented. The method involved the setup of a
two-dimensional model which simulated the transport of species and chem-
ical reactions occurring during the electrokinetic treatment of polluted ma-
rine sediments. The model, calibrated and validated at laboratory scale in
the previous chapters of the thesis, was hereby extended in order to simu-
late EK processes taking into account the arrangement of the electrodes in a
real field-scale remediation plant.
The model implementation involved the modification of the model ge-
ometry to simulate the actual distribution of the electric field. Few simpli-
fications were introduced to reduce computational resources. The validity
of the assumptions was checked by comparison with a full-featured model
and the calculated electric potential distribution were validated by means of
experimental measurements.
Simulations were performed to evaluate two-dimensional acid front and
lead migration. A partial validation of the model was carried out with
pH data measured from a field-scale plant, confirming the reliability of the
model. Afterwards, the model was used to carry out a parametric study
to estimate the optimal parameters for the design of a field-scale plant and
obtain cost minimisation. The simulations allowed the calculation of the
time-dependent removal rates of the studied pollutants as a function of two
variables: anode–cathode distance and sediment buffering capacity. The re-
sulting curves of cost were used to identify the optimum electrode distance
which minimised the costs as a function of sediment buffering capacity.
In conclusion, the model developed has proved to be an extremely useful
tool for the design, implementation and cost minimisation of an electroki-
netic remediation system. It must be pointed out that the presented cost
analysis was significantly simplified compared to cost estimation as typi-
cally performed during project implementation stage. However, after the
EK model is implemented and applied to calculate remediation times, the
subsequent cost analysis can easily be extended to integrate all other costs
not included in the present treatise.

7Summary, conclusions and outlook
7.1 Summary and conclusions
The management of dredged marine sediments is of great concern due to
the dredging activity carried out in harbours and coastal areas in order to
maintain waterways. The presence of contaminants in the dredged material
makes management more troublesome due to the large amount of sediment
to be processed. When contamination is found, the selection of the inter-
vention to be adopted is often driven by economic aspects and rarely aims
primarily at sustainability. For this reason, technological advances that af-
fect remediation techniques are seriously required to find alternatives that
are more sustainable than traditional management strategies, such as dis-
posal in landfill.
Treatment technologies that have been proved to be effective for soil de-
contamination cannot be straightforwardly applied to sediment treatment
because sediments are frequently characterised by features such as high
salinity, low hydraulic conductivity and high buffering capacity, which can
lead to the adoption of special precautions. Among several available treat-
ment options, electrokinetic remediation is widely recognized as the most
suitable technique for the removal of several types of contaminants from
porous matrices characterised by low hydraulic conductivity. Although nu-
merous studies have been carried out successfully in laboratory, the remedi-
ation of marine sediments still remains particularly critical due to the variety
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of mechanisms involved related to the high heterogeneity and complexity of
this porous matrix.
In the present work, the state of the art of electrokinetic remediation was
reviewed and analysed. The focus was in particular on the aspects relevant
to electrokinetic treatment of marine sediments. The main flaws identified
were:
• The difficulty in the selection of optimal operating conditions and strat-
egy for treatment enhancement due to unfavourable characteristics of
the matrix (e.g., strong acid-neutralisation capacity due to high levels
of organic matter and carbonates).
• Too few examples and little documentation available on field-scale im-
plementation. Field tests demonstrated that a number of issues need
to be overcome in order to make this technology feasible, cost-effective
and sustainable.
• Lack of available tools for the process scale-up. Technical recommen-
dations as well as proper design and implementation tools are still
unavailable. In particular, models and software modules need to be
developed which can be readily usable as a design and engineering
tools.
This study aimed to address these gaps by developing a generalised (ex-
tendable) numerical model to describe processes involved in the electroki-
netic remediation of porous materials, in an effort to establish a close link
between model development and its practical application to the design of
electrokinetic systems.
A numerical model was implemented, able to simulate the transport of
multiple species and geochemical reactions. The presented model had its
main novelty in coupling two state-of-art software packages (COMSOL and
PHREEQC) which enabled the implementation of an increased number of
features compared to previous published models, being more suitable for a
full description of the investigated remediation system. The model was ap-
plied to simulate processes occurring during electrokinetic treatment of real
contaminated sediments, sampled from the port of Livorno (Italy). Labo-
ratory electrokinetic experiments were carried out in order to identify the
main processes involved in the remediation of selected heavy metals (Cr,
Ni, Pb, Cu and Zn) from the sediments. The model parameters were cali-
brated and validated using batch tests and electrokinetic test outcomes. The
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transport of three metals (Pb, Zn and Ni) was modelled. A good agreement
was found between experimental data and model predictions. In particular,
pH variations and electroosmotic flow were predicted with good accuracy.
The predicted metal profiles were also close to experimental profiles for all
of the investigated metals (Pb, Zn and Ni) but an overestimation of the re-
moval was observed in the regions close to the anode, possibly due to the
high residual fraction, identified through sequential extraction procedure.
Although the overall acid front migration was correctly predicted, some
discrepancy between the shapes of observed and simulated pH profiles was
found. To further investigate these limitations, the model capabilities were
extended in order to include a kinetic description of the pH buffering pro-
cess. Two example cases were analysed to verify the hypothesis that pH
profile prediction can be adversely affected by the assumption of local chem-
ical equilibrium, i.e., the assumption that chemical equilibrium is attained
at each time step of the numerical integration. It was found that when in-
corporating kinetics of pH buffering processes, simulated profiles became
more realistic compared to results obtained by modelling the same pro-
cesses at equilibrium. Though the formulation of a model to describe kinetic
processes of the real sediment was not attempted, the presented examples
demonstrated that model prediction capabilities could be improved by in-
cluding kinetic-controlled reactions in the main modelling framework.
The developed model was then applied to simulate electrokinetic pro-
cesses at field scale. The research activities were carried out in the context of
European project Life+ LIFE12 ENV/IT/442 "SEKRET", which aims to de-
contaminate 150 m3 sediments in an ex-situ plant. The model was modified
in order to take into account the three-dimensional nature of the electric field
in the plant. It was demonstrated that a two-dimensional electric field dis-
tribution was able to approximate the actual 3D distribution with sufficient
accuracy. Simulations were performed to evaluate acid front and lead mi-
gration during electric field application in the field-scale plant. The model
was validated with pH measurements of samples collected from the plant.
The agreement between observed and simulated profiles was good.
Afterwards, a parametric study was performed to evaluate the influence
of electrode distance and sediment properties on treatment costs. The simu-
lations allowed us to calculate time-dependent lead removal rate and to de-
fine cost curves for each set of parameters. The resulting curves of cost were
used to to identify the optimum parameters which minimised the costs.
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The abovementioned steps followed during the course of this research
are graphically summarised in Figure 7.1.
In conclusion, this research aimed to implement a methodology for the
definition of simulation-based criteria for electrokinetic remediation system
design. Such approach has never been attempted in previous studies, to
the author’s knowledge. Starting from the implementation of a numerical
model to reproduce laboratory-scale data, a scale-up procedure was accom-
plished in order to perform the simulation of processes at field scale. Once
the model was setup, it was applied to carry out a parametric study to esti-
mate optimal design parameters for cost minimisation. The agreement be-
tween the simulated and available data was promising and results obtained
can be employed as a valuable tool to support evaluation and design of elec-
trokinetic remediation systems.
7.2 Limitations
The definition of the model and its application for simulation of the in-
vestigated processes involved a series of assumptions and simplifications,
which could pose limitations to different applications of the same mod-
elling scheme. The model formulation and implementation were kept as
general as possible. However, due to the impossibility to test a large number
of cases, the following limitations can be identified in the present research
study:
• All the simulations were carried under the assumption that electric
potential gradient does not change with time. This is a very strict
assumption which is rarely verified during electrokinetic processing.
However, in the present case, the changes in voltage gradient were
very small, as a consequence of the type and concentration of reagent
used to enhance the process, thus the assumption could be considered
acceptable as demonstrated by the good agreement between the data
and model. This assumption may be released by including Equation
3.22 in the model formulation. It is straightforward to extend the nu-
merical implementation to include this calculation, since it can be done
directly by PHREEQC. However, PHREEQC requires that diffusion
coefficients are defined in order to calculate solution conductivity and
at the moment this can be done only using the ’phreeqc.dat’ database
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or, when using other databases, by manually defining the diffusion
coefficients for each species.
• Model was applied to simulate Pb, Zn and Ni (and their aqueous com-
plexes) transport only. With some effort, the model can be extended
to include transport of other species, complexes or even organic com-
pounds.
• Adsorption and surface complexation reactions models did not pro-
vide a detailed representation of the actual chemical reactions taking
place at the solid-liquid interface. General models were used to de-
scribe these reactions. However, more specific models can be imple-
mented in PHREEQC if detailed information on adsorption processes
are available. In the present case, the models adopted were consid-
ered sufficient for the purpose of mere evaluation of pH and pollutant
profiles as well as for the prediction of removal efficiencies.
• The implementation of chemical reaction kinetics was restricted to two
simple example cases. The objective of this study was mainly to eval-
uate the effect of incorporating the kinetics of slow reactions on the
overall simulation results. In the present case, it was found that the
processes occurring in real sediment samples were extremely non-
linear; therefore, the formulation of a generalised model to represent
these processes could not be attempted with the data available.
• In the 2D model, it was assumed that the electric field was produced
only by one electrode couple. This assumption led to errors up to
2% for voltage and 8% for current density distributions in the regions
more affected by the influence of the electric field produced by all the
other electrodes (i.e., on the boundaries of the domain). Although it
was shown that the assumption could be acceptable if one only evalu-
ates the profiles along the anode-cathode line, errors could be signifi-
cant in regions near the domain borders. The numerical model can be
modified to calculate the full electric field, but this leads to an increase
of computational resources needed.
• The simulation-based cost analysis took into account two variables
only (i.e., the distance between anode and cathode and the sediment
buffering capacity). However, each of the model parameters can be
studied.
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• The presented cost analysis was significantly simplified compared to
cost estimation generally done at project implementation stage. How-
ever, the analysis can be easily modified to suit each case since it is
done subsequently to simulation runs.
7.3 Outlook
Future directions can be drawn from the limitations identified in the previ-
ous paragraph. Enhancements of the proposed model can be obtained espe-
cially working on the implementation of kinetic equations in the model gov-
erning equations. Incorporation of kinetic-controlled mechanisms would
be able to significantly increase realism and prediction capabilities of the
electrokinetic models and would also allow for simulation of treatment of
organic polluted soils, especially those characterised by slow degradation
rates.
Further efforts are also required to improve the two-dimensional model.
The calculation of the electric field can be enhanced by modelling the com-
plete electric field produced by all electrodes. The model should be possibly
extended to 3D to simulate cases in which heterogeneity in the field is signif-
icant. The use of 2D/3D information, such as resistivity distributions from
electrical resistivity tomography surveys should be attempted. Finally, dif-
ferent electrode geometries should be implemented to test the effectiveness
of the electrode arrangements and related costs. The present work could
constitute an important basis upon which future research on the abovemen-
tioned aspects can be established.

APPENDIX A
Resistivity imaging of electrokinetic
remediation
The work reported in this appendix has been published as a conference pro-
ceeding of European Geosciences Union (EGU) General Assembly 2016, 17-
22 April 2016, Vienna, Austria. See Masi et al. (2016b). The results reported
below have been further developed and extended compared to the original
proceeding.
Background
This appendix describes the implementation of a method for monitoring the
resistivity distribution in porous media subjected to electrokinetic remedia-
tion at field scale. Resistivity is a parameter of great interest because:
• it is strictly related to the pore fluid composition and provides infor-
mation about the chemistry of the sediments,
• it has an effect on the transport processes (electromigration and elec-
troosmosis),
• it directly affects the electrical energy expenditures during remedia-
tion.
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Figure A.1. Impact of formation of zones with different resistivity on
electroosmotic flow (EOF) and pore water pressure. Adapted from Al-
shawabkeh (2009).
In order to elucidate the second point, an example can be made based on
the considerations discussed by Alshawabkeh (2009). He investigated the
impact of formation of non-uniform conditions during electric field applica-
tion on electroosmosis and pore water pressure. The schematic diagram of
Figure A.1 exemplifies these effects. When electrical resistivity gradients are
built up in different regions of the porous medium, the electric field distribu-
tion is altered. Higher voltage gradient is produced in the high-resistivity
zones and vice versa. The increase in voltage gradient leads to a local in-
crease of the electroosmotic flow producing negative pore water pressure
in the porous medium. These effects can gradually increase and aggravate,
generating highly resistive zones which causes high energy dissipation and
possibly severe increase in temperature. Moreover, these zones cause a dis-
continuity in the geochemical profile, inducing uncontrollable side effects.
In the field, the resistivity can be directly measured by taking samples of
the solid matrix, having care of keeping the sample undisturbed by preserv-
ing its water content. The two main drawbacks of this conventional method
are the poor space and time resolution and high costs of the analyses as well
as being destructive. To achieve much higher resolution, geophysical meth-
ods can be employed. Electrical methods can be very effective in obtaining
high resolution mapping for an adequate control of electrokinetic processes.
So far, few studies have been carried out to characterise the electrical proper-
ties of a porous matrix subjected to electrokinetic remediation. For example,
the use of electrical resistivity tomography (ERT) has been investigated by
West et al. (1999) in a laboratory electrokinetic transport experiment. The
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authors found that the zones of the specimen with lower resistivity devel-
oped during electrokinetic processing were due to a higher ionic strength of
the pore solution, while more resistive zones were generated by the precipi-
tation of species due to OH– generation and transport (with subsequent pH
increase) from the cathode. However, resistivity variations were not directly
correlated with the extent of the contamination. In Masi and Losito (2015)
further efforts were made to correlate electrical and physico-chemical prop-
erties of a sample subjected to electrokinetic remediation. Low-frequency
electrical resistivity spectra of the samples were measured and a linear rela-
tionship between the pH and chargeability (related to the imaginary part of
complex resistivity) was found.
As demonstrated by the papers cited above, the use of electrical resistiv-
ity as an indicator of the geochemical state of the system showed very good
potentiality. In the field, the resistivity distribution cannot be directly cal-
culated as in the case of laboratory experiments, where the applied electric
field follows approximately a 1D distribution. On the contrary, in the field
the resistivity distribution must be recovered from the measured voltage
distribution using an inversion algorithm.
In the field, arrays of electrode installed inside wells are generally em-
ployed to generate the electric field applied for remediation of contami-
nants. Consequently, the electric field lines follow a 3D distribution. Whereas
the electrodes extend to the whole depth of the porous media, a 2D approx-
imation of the electric field can be made if the resistivity variations along
the z-direction are negligible and if the transport processes occur mainly in
the other directions (x, y). Under these hypotheses, the 3D problem can be
reduced to 2D, leading to a significant decrease in the degrees of freedom.
In such case, I will show below that the ERT technique can be applied in situ
by installing fixed voltage probes in the remediation field and using the pri-
mary electric field (used for remediation) as the source for current injection.
Resistivity imaging
The electric resistivity tomography method is thoroughly described and re-
viewed in literature, thus it will be described here very briefly. ERT is used
to derive the distribution of the electrical properties inside an object from a
set of measurement conducted on the boundary of the object. The solution
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Figure A.2. Definition of ERT forward and inverse problems
of this problem is accomplished by defining a forward problem which cal-
culates the theoretical response of a model reproducing the electrical prop-
erties of the investigated system and an inverse model which is used to op-
timise the parameters of the forward model in order to achieve agreement
between the model and measured data. This procedure is schematically rep-
resented in Figure A.2. Since this problem is characterised by some degree of
non-uniqueness, the formulation of the inverse model usually requires the
regularisation of the model parameters, i.e. additional constraints are intro-
duced in order to reduce the degrees of freedom and achieve convergence
to a unique solution. ERT method has been extensively documented (Dey
and Morrison, 1979; Constable et al., 1987; Ellis and Oldenburg, 1994; Loke
and Barker, 1995; Loke and Barker, 1996; Kemna, 2000; Binley and Kemna,
2005; Daily et al., 2005).
The governing equation for the ERT forward model is the Poisson’s equa-
tion:
∇ · J = Qj (A.1)
Under DC conditions, the electric potential V (V) can be written asE = −∇V ,
where E (V m−1) is the electric field. The flow of current is given by the
Ohm’s law:
J = σE + Js (A.2)
where σ (S/m) is the electric conductivity and Js (A/m2) represents an ex-
ternal current density source. Combining equations A.1 and A.2 the ERT
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forward problem can be fully described by:
−∇ · (σ∆V − Js) = Qj (A.3)
The boundary conditions of the ERT forward problem consist of a set of
mixed Dirichlet and Neumann boundary conditions. The inverse problem
involves the determination of the parameter distribution (i.e., resistivity)
that minimises the discrepancy between measured and calculated values
(i.e., the inverse model is used for the calibration of the forward model).
Since this problem is generally undetermined and ill-posed, the solution
is non-unique. Therefore the problem must be regularised with additional
constraints. The inverse problem is formulated as an optimisation problem,
involving the minimisation of the following objective function S:
S = Φd + λΦm (A.4)
where Φd represents the chi-squared measure of data misfit, Φm is a model
objective function containing the selected regularisation scheme and λ is the
regularisation parameter, used to control the weight of the regularisation re-
spect to data misfit. One possible inversion scheme involves the minimisa-
tion of the L2-norm of the following objective function S (Karaoulis et al.,
2013):
S = ‖G(X)− d‖2 + λ2‖CX‖2 (A.5)
where X is the model parameter vector, G is the forward operator, d is the
data vector and C is a matrix containing the second-order derivatives of the
model.
The numerical implementation of the minimisation of the objective func-
tion given above can be achieved for instance using an iterative Gauss-
Newton algorithm. This yields to the following iterative equation (Karaoulis
et al., 2014):
Xi+1 = Xi + dX = Xi + (J
TJ + λCTC)−1JT (G(X)− d) (A.6)
where i denotes the iteration number, dX the perturbation to the updated
model, J the Jacobian (sensitivity matrix).
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Measurement setup
A measurement system was installed at the electrokinetic remediation facil-
ity (SEKRET) in the Port of Livorno. The setup consisted of an array of elec-
trodes (specifically designed), a data logger unit (Agilent 34970A) and a PC.
The electrodes were connected directly to the data logger with a multi-core
cable. The high input impedance of the data logger ensured the minimisa-
tion of parasitic currents with consequent low signal loss through the cables.
The data logger was equipped with a 20-ch multiplexer module acquisition
module (Agilent 34901A), allowing differential measurement of both AC
and DC components of the signal, up to 300 V.
In the field, a number of constraints were taken into account:
1. The environment is extremely corrosive and special care must be taken
when choosing the electrode material.
2. The electric field applied for remediation cannot be powered off, thus
this field represents the source for current injection for the resistivity
measurements.
3. A number of disturbances, such as the influence of the wells and pipes
on the electric field distribution must be considered.
4. The electric field is generated by all the electrode couples operating
simultaneously (the current injection is produced by multiple elec-
trodes).
5. The applied electric field signal is irregular and noisy because it is gen-
erated by high power current regulators.
In order to avoid corrosion of the electrode materials, special electrodes
were designed and built. They were built with an aluminium bar coated
by heat shrink tube. The aluminium bar was threaded and a graphite rod
was screwed into the thread. Everything was isolated except the graphite
tip which represented the actual electrode (i.e. electric contact with the sed-
iment). The electrodes were inserted into the sediment half meter deep. A
photograph and details of electrode design are reported in Figure A.3.
Since the applied electric field was generated by high power current reg-
ulators which use AC mains as voltage input, the signal measured at the
electrodes had an irregular and noisy shape. Figure A.4 shows an example
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Figure A.3. Custom built electrodes (a) and electrode design (b)
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Figure A.4. Typical voltage signal at the anodes. DC component and RMS
of the signal are also shown.
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Figure A.5. Software developed for data logging
of typical voltage signal at one of the anodes. Both AC and DC compo-
nents were acquired in order to calculate the RMS value of the signals. The
available software packages were not able to acquire both components si-
multaneously; therefore, I developed a LABVIEW code able to make the
data logger switch between the two acquisition modes (AC and DC) during
measurement. A screenshot of the software is shown in Figure A.5. The
RMS voltage was then calculated from AC and DC components with the
following equation:
VRMS =
√
V 2AC + V
2
DC (A.7)
For each couple of monitoring electrode, a transfer resistance Rk (Ω) was
calculated:
Rk =
Vi − Vj
I
(A.8)
where I (A) is the electric current set on the current regulators, k is the in-
dex of the electrode couple, i = 1 : N and j = 1 : N , with N number of elec-
trodes, are taken such that i 6= j and j > i. The transfer resistances, defined
in the way of Equation A.8 have no explicit physical meaning, but they can
be conveniently used as points in the data vector to be optimised in the in-
version procedure. In the present case, 10 electrodes were installed in the
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(a) (b)
Figure A.6. Forward model mesh (a) and detail of the test field (b)
electrokinetic facility. We selected a test field between one energising elec-
trode couple (anode/cathode) consisting of a square with a border length of
60 cm. All the possible combinations between the electrodes were 45. An
equal number of transfer resistances were calculates, one for each couple.
Forward and inverse model implementation
The forward model was numerically implemented in COMSOL, which solves
Equation A.3 with finite element method. The forward model geometry was
set up in order to reproduce the actual basin dimensions and characteristics.
Figure A.6 shows the mesh used for forward model computation. The mesh
is refined around the electrodes and it is finer in the area where the moni-
toring electrodes are installed.
The inverse model parameter mesh consisted of a 12x12 square grid,
with a total of 144 parameters. The parameter grid is shown in Figure A.7.
The inverse algorithm was written in MATLAB, based on the open source
IP4DI code by Karaoulis et al. (2013) which implements a smoothness con-
strained inversion (Occam’s style) with second-order regularisation func-
tion (Equation A.6).
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Figure A.7. Inverse model grid
Results and discussion
Synthetic models
Forward and inverse models were preliminary validated with synthetically
generated models. Two models were implemented in order to verify the re-
liability of the inversion procedure with same geometry and constrains as
the field case. In both cases, the domain was divided into two zones having
different resistivity. In the first example, a 2 Ωm square block was located at
the center of the domain while background resistivity was 0.5 Ωm. Instead,
in the second example a chemical precipitation was simulated by locating a
high-resistivity zone (5 Ωm) near the cathode, with same background resis-
tivity (0.5 Ωm).
The aim of the first synthetic model was to test the accuracy of the in-
version procedure to recover the shape of the object located at the middle of
the domain. The purpose of the second model was instead to determine the
sensitivity of the algorithm to lateral discontinuities. In all cases, 2% RMS
random Gaussian noise was added to the data prior to inversion in order
to evaluate the effects on the inversion results. The results are reported in
Figure A.8.
The inversion of the two synthetic models produced reasonable results.
It must be noted that the accuracy is proportional to the number of data
points (i.e. number of electrodes). In this case, even with a limited num-
ber of electrodes (10) the resistivity contrasts and shapes were reconstructed
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Figure A.8. Inversion of synthetic models. (a) 2 Ωm square block model
with 0.5 Ωm background resistivity and (b) inversion results. (c) 5 Ωm high-
resistivity zone (e.g., due to precipitation of species at the cathode) and (c)
inversion. In both examples, 2 % RMS noise was added prior to inversion.
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with sufficient accuracy. It is also important to point out that, in contrast to
the usual implementation of ERT technique, in the present case the current
injection is always produced by the same electrode couple (i.e. current and
potential electrodes cannot be switched). This has a large impact on the sen-
sitivity of the method to systematic errors, e.g. errors in electrode position-
ing or errors due to different contact impedances at the electrode-electrolyte
interface. Nevertheless, the application of this method in a time-lapse fash-
ion helps to minimise these disturbances because the differences from an
initial (known) distribution are being seek instead of a recovering a single
resistivity snapshot (see, e.g., LaBrecque and Yang, 2001).
Field inversions
The inversion of the data acquired in the field was carried out. The volt-
ages were measured in 10 locations (10 monitoring electrodes). The voltage
differences between all possible electrode combinations were calculated, re-
sulting in 45 data points (i.e. 45 transfer resistances). The injected current
time series were logged by the SCADA system installed at the SEKRET facil-
ity, as described in Chapter 6. The errors relative to the transfer resistances
were estimated from the standard deviations calculated over multiple sam-
ples (N = 20) from the time series. The inversion was performed by setting
an initial homogeneous resistivity distribution (0.6 Ωm). The background
resistivity, i.e. the resistivity outside the inversion domain, was set to 0.55
Ωm. The initial value of the regularisation parameter (λ) was set to 0.35. This
value was chosen in order to obtain a relatively smooth result. A smoother
model was needed due to the limited data available.
The result of the field data inversion is shown in Figure A.9. The data
were recorded on 31/03/2016, i.e., after 107 days of electrokinetic treatment.
In order to evaluate the reliability of the result, the resistivity obtained
from inversions was compared to values measured on the same day. Sed-
iment samples were collected in order to determine resistivity in various
locations of the basin. A total of 18 samples were taken at three depths
(0–20 cm, 40–60 cm and 80–100 cm) at three distances from the anode (0.25 m,
0.5 m and 0.75 m), along the anode–cathode axis.
The comparison between measured and inverted resistivity is shown in
Figure A.10.
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Figure A.9. Inversion of field data recorded on 31/03/2016, i.e., after 107
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Figure A.10. Comparison between measured and inverted resistivity along
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The agreement between inverted and observed values was very good.
The inverted profile was also consistent with the profiles developed dur-
ing laboratory experiments with nitric acid enhancement (Chapter 4, Figure
4.9d). As observed from those experiments, the advance of the acid front
caused a progressive decrease of sediment resistivity in the zones near the
anode. This behaviour is also reflected in the data collected at the plant,
even if high variance was observed especially in the samples collected at
the cathode.
These results appear different from those obtained in Masi et al. (2016b)
because the forward model was significantly improved, in order to take into
account the actual well and electrode geometry. In fact, in the previous
implementation the electrodes were schematised as points in the geometry,
leading to possible errors in the calculation of the injected electric current.
On the contrary, in the current version, the well geometry was introduced.
The electrode wells were represented by circles having the same radius of
the actual well pipes. This led to a considerable improvement in the in-
version results, as demonstrated by the good agreement between measured
and inverted data in Figure A.10.
Limitations
The overall inversion procedure was successfully tested and validated and
the agreement with measured resistivity values was quite satisfactory. How-
ever, some limitations can be identified:
• The forward model should be further refined in order to remove the
assumption of constant background resistivity. As it could be ob-
served from the results obtained, the sensitivity of the results to the
forward model setup is very high and the model should be made as
accurate as possible.
• The location and number of monitoring electrodes should be opti-
mised to reduce the degree of smoothness needed and increase map-
ping resolution
• The current algorithm should be extended to allow time-lapse inver-
sions, in order to increase the robustness by using multiple time-con-
strained data sets.
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Conclusions
A measurement system for monitoring the resistivity of sediments subjected
to electrokinetic remediation in a field scale plant was set-up, exploiting the
main electric field applied for remediation.
A forward model was implemented to reproduce the actual electric field,
produced by all anode and cathode couples operating simultaneously. An
inverse model was implemented by setting up a square grid of model pa-
rameters. The inversion of synthetic models was carried out to test the inver-
sion algorithm, demonstrating that resistivity contrasts could be resolved
with acceptable accuracy also with a limited number of potential electrodes
and limited data points (10 electrodes, 45 data points). The reliability of the
system was evaluated by comparing measured and inverted resistivity. The
agreement was satisfactory.
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