We propose the use of nonnegative matrix factorization (NMF) as a model-independent methodology to analyze neural activity. We demonstrate that, using this technique, it is possible to identify local spatiotemporal patterns of neural activity in the form of sparse basis vectors. In addition, the sparseness of these bases can help infer correlations between cortical firing patterns and behavior. We demonstrate the utility of this approach using neural recordings collected in a brain-machine interface (BMI) setting. The results indicate that, using the NMF analysis, it is possible to improve the performance of BMI models through appropriate pruning of inputs.
INTRODUCTION
Brain-machine interfaces (BMIs) are an emerging field that aims at directly transferring the subject's intent of movement to an external machine. Our goal is to engineer devices that are able to interpret neural activity originating in the motor cortex and generate accurate predictions of hand position. In the BMI experimental paradigm, hundreds of microelectrodes are implanted in the premotor, motor, and posterior parietal areas and the corresponding neural activity is recorded synchronously with behavior (hand reaching and grasping movements). Spike detection and sorting algorithms are used to determine the firing times of single neurons. Typically, the spike-time information is summarized into bin counts using short windows (100 milliseconds in this paper). A number of laboratories including our own have demonstrated that linear and nonlinear adaptive system identification approaches using the bin count input can lead to BMIs that effectively predict the hand position and grasping force of primates for different movement tasks [1, 2, 3, 4, 5, 6, 7, 8] . The adaptive methods studied thus far include moving average models, time-delay neural networks (TDNNs), Kalman filter and extensions, recursive multilayer perceptrons (RMLPs), and mixture of linear experts gated by hidden Markov models (HMMs) .
BMIs open up an important avenue to study the spatiotemporal organization of spike trains and their relationships with behavior. Recently, our laboratory has investigated the sensitivity of neurons and cortical areas based on their role in the mapping learned by the RMLP and the Wiener filter [7] . We examined how each neuron contributes to the output of the models, and found consistent relationships between cortical regions and segments of the hand trajectory in a reaching movement. This analysis indicated that, during each reaching action, specific neurons from the posterior parietal, the premotor dorsal, and the primary motor regions sequentially became dominant in controlling the output of the models. However, this approach relies on determining a suitable model, because it explicitly uses the learned model to infer the dependencies.
In this paper, we propose a model-independent methodology to study spatiotemporal patterns between neuronal spikes and behavior utilizing nonnegative matrix factorization (NMF) [9, 10] . In its original applications, NMF was mainly used to provide an alternative method for determining sparse representations of images to improve recognition performance [10, 11] . d' Avella and Tresch have also proposed an extension of NMF to extract time-varying muscle synergies for the analysis of behavior patterns of a frog [12] . The nonnegativity constraints in NMF result in the unsupervised selection of sparse bases that can be linearly combined (encoded) to reconstruct the original data. Our hypothesis is that NMF can similarly yield sparse bases for analyzing neural firing activity, because of the intrinsic nonnegativity of the bin counts and the sparseness of spike trains.
The application of NMF to extract local features of neural spike counts follows the method of obtaining sparse bases to describe the local features of face images. The basis vectors provided by NMF and their temporal encoding patterns are examined to determine how the activities of specific neurons localize to each segment of the reaching trajectory. We will show that the results from this model-independent analysis of the neuronal activity are consistent with the previous observations from the model-based analysis.
NONNEGATIVE MATRIX FACTORIZATION
NMF is a procedure to decompose a nonnegative data matrix into the product of two nonnegative matrices: bases and encoding coefficients. The nonnegativity constraint leads to a parts-based representation, since only additive, not subtractive, combinations of the bases are allowed. An n × m nonnegative data matrix X, where each column is a sample vector, can be approximated by NMF as
where E is the error and W and H have dimensions n × r and r × m, respectively. W consists of a set of r basis vectors, while each column of H contains the encoding coefficients for every basis for the corresponding sample. The number of bases is selected to satisfy r(n + m) < nm so that the number of equations exceed that of the unknowns. This factorization can be described in terms of columns as
where x j is the jth column of X and h j is the jth column of H. Thus, each sample vector is a linear combination of basis vectors in W weighted by h j . The nonnegative constraints on W and H allow only additive combination of basis vectors to approximate x j . This constraint allows the visualization of the basis vectors as "part" of the original sample [10] . This is contrary to factorization by PCA, where negative basis vectors are allowed. The decomposition of X into W and H can be determined by optimizing an error function between the original data matrix and the decomposition. Two possible cost functions used in the literature are the Frobenius norm of the error matrix X − WH 2 F and the Kullback-Leibler divergence D KL (X WH). The nonnegativity constraint can be satisfied by using multiplicative update rules discussed in [10] to minimize these cost functions. In this paper, we will employ the Frobenius norm measure, for which the multiplicative update rules that converge to a local minimum are given below:
A ab denotes the element of a matrix A at ath row and bth column. It has been proven in [9] that the Frobenius norm cost function is nonincreasing under this update rule.
FACTORIZATION OF THE NEURONAL ACTIVITY MATRIX
We will now apply the multiplicative update rule in (2) to the neuronal bin-count matrix (created by real neural recordings of a behaving primate). The goal is to determine nonnegative sparse bases for the neural activity, from which we wish to deduce the local spatial structure of the neural population firing activity. These bases also point out common population firing patterns corresponding to the specific behavior. In addition, the resulting factorization yields a temporal encoding matrix that indicates how the instantaneous neural activity is optimally constructed from these localized representations.
Since we are interested in the relationship between the neural activity and behavior, we would like to study the coupling between this temporal encoding pattern with the movement of the primate, as well as the contribution of the specific bases vectors, which represent neural populations. 
Data preparation
Synchronous, multichannel neuronal spike trains were collected at Duke University using two female owl monkeys (Aotus trivirgatus): Belle (monkey-1) and Carmen (monkey-2). 1 Microwire electrodes were implanted in cortical regions where motor associations are known [1, 13] . During the neural recording process, up to sixty-four electrodes were implanted in posterior parietal (PP)-area 1, primary motor (M1)-area 2, area 4, and premotor dorsal (PMd)-area 3, each receiving sixteen electrodes. From each electrode, one to four neurons can be discriminated. The firing times of individual neurons were determined using spike detection and sorting algorithms [14] and were recorded while the primate performed a 3D reaching task that consists of a reach to food followed by eating. The primate's hand position was also recorded using multiple fiber optic sensors (with a shared time clock) and digitized with a 200 Hz sampling rate [1] . These sensors were contained in the plastic strip of which bending and twisting modified the transmission of the light through the sensors in order to record positions in 3D space more accurately. The neuronal firing times were binned in nonoverlapping windows of 100 milliseconds, representing the local firing rate for each neuron. In this recording session of approximately 20 minutes (12 000 bins), 104 neurons for monkey-1 and 54 neurons for monkey-2 could be discriminated (whose distribution to cortical regions is provided in Table 1 from [13] ), and there were 71 reaching actions for monkey-1 and 65 for monkey-2, respectively. These reaching movements consist of three natural segments shown in Figure 1 . Based on the analysis of Wessberg et al. [1] , the instantaneous movement is correlated with the current and the past neural data up to 1 second (10 bins). Therefore, for each time instant, we form a bin-count vector by concatenating 10 bins of firing counts (which correspond to 10-tap delay line in a linear filter) from every neuron. Hence, if x j (i) represents the ith bin of neuron j, where i ∈ {1, . . . , 12 000}, a bin-count vector at time instance i is represented by
where n is the number of neurons. Since we are interested in determining repeated spatiotemporal firing patterns during the reaching movements, only the bin counts from time instances where the primate's arm is moving are considered. There is a possibility that in the selected training set some neurons never fire. The rows corresponding to these neurons must be removed from the bin-count matrix, since they tend to cause 1 All experimental procedures conformed to the National Academy Press Guide for the Care and Use of Laboratory Animals and were approved by the Duke University Animal Care and Use Committee. Rest to food Food to mouth Mouth to rest Figure 1 : Segmentation of the reaching trajectories: reach from rest to food, reach from food to mouth, and reach from mouth to rest positions (taken from [7] ).
instability in the NMF algorithm. In addition, to prevent the error criterion from focusing too much on neurons that simply fire frequently (although the temporal structure of their activity might not be significant for the task), the bin counts in each row (i.e., for each neuron) of the data matrix are normalized to have the unit length in its two norms. In general, if n neurons are considered for a total of m time instances, the data matrix X has dimension (10n) × m. Since the entries of the data matrix are bin counts, they are guaranteed to be nonnegative. Accounting for 71 or 65 movements, there are m = 2143 time instances for monkey-1 and m = 2521 for monkey-2.
Analysis of factorization process
In the application of NMF to a given neural firing matrix, there are several important issues that must be addressed: the selection of the number of bases, the uniqueness of the NMF solution, and understanding how NMF can find local structures of neural firing activity. The problem of the choice of the number of bases can be addressed in the framework of model selection. A number of model selection techniques (e.g., the cross-validation) can be utilized for finding the optimal number of bases. In this paper, we choose to adopt a selection criterion that has been recently developed for clustering. The criterion is called the index I, which has been used to indicate the cluster validity [15] . This index has shown consistent performance of selecting the true number of clusters for various experimental settings. The index I is composed of three factors as
where E r is the approximation error (Frobenius norm) for r bases, and D r is the maximum Euclidean distance between bases such that
The optimal r is the one that maximizes I(r). We will utilize this index to determine the optimal r for NMF with p = 1. Donoho and Stodden have shown that a unique solution of NMF is possible under certain conditions [16] . They have shown through a geometrical interpretation of NMF that if the data are not strictly positive, there can be only one set of nonnegative bases which spans the data in the positive orthant. With an articulated set of images obeying three rules (a generative model, linear independence of generators, and factorial sampling), they showed NMF identifies the generators or "parts" of images. If we consider our neuronal bin-count matrix, each row contains many zero entries (zero bin counts) even after removing nonfiring neurons since most neurons do not fire continuously once in every 100-millisecond window during the entire training set. Therefore, our neuronal data are not strictly positive. This implies that the existence of a unique set of nonnegative bases for the neuronal bin-count matrix is warranted. The question still remains if the NMF basis vectors can find the generative firing patterns for the neural population by meeting the three conditions mentioned above. Here, we discuss the neuronal bin-count data with respect to these conditions.
As stated previously, we have demonstrated through sensitivity analysis that the specific neuronal subsets from the PP, PMd, and M1 regions were sequentially involved in deriving the output of the predictive models during reaching movements [7] . Hence, the bin-count data for the reaching movement will contain increasing firing activity of the specific neuronal subset on local partitions of the trajectory. Due to binning, it is possible that more than one firing pattern is associated with a single data sample. This analysis leads to a generative model for the binned data in which data samples are generated by linear combination of the specific firing patterns with nonnegative coefficients. Also, these firing patterns will be linearly independent since the neuronal subset in each firing patterns tends to modulate firing rates only for the local part of trajectory. The third condition of factorial sampling can be approximately satisfied by the repetition of movements in which the variability of a particular firing pattern is observed during the entire data set. However, a more rigorous analysis is necessary to support the argument that the set of firing patterns is complete in factorial terms. Therefore, we expect that the NMF solutions may be slightly variable reflecting the ambiguity in the completeness of factorial sampling. This might be overcome by collecting more data for reaching movements, and will be pursued in future studies.
Case studies
The NMF algorithm is applied to the described neuronal data matrix prepared using ten taps, n = 91 neurons for monkey-1 (after eliminating the neurons that do not fire through the entire training set) and n = 52 neurons for monkey-2. The NMF algorithm with 100 independent runs results in r=5 bases for both monkey-1 and monkey-2 datasets for which the index I is maximized. The means and the standard deviations of the normalized cost (Frobenius norm of error between approximation and the given data matrix divided by the Frobenius norm of the data only) for 100 runs are 0.8399 ± 0.001 for monkey-1 data and 0.7348 ± 0.002 for monkey-2 data. This implies that the algorithm approximately converges to the same solution with different initial conditions (although not sufficient).
In Figure 2 , we show the resulting basis vectors (columns of W) for the bin counts (presented in matrix form where columns are different neurons and rows are different delays), as well as their corresponding time-varying encoding coefficients (rows of H) superimposed on the reaching trajectory coordinates of three consecutive movements. Based on the assumption that the neuronal bin-count data approximately satisfy the three conditions for the identification of the generators, the NMF basis vectors determine the sequence of spatiotemporal firing patterns representing the firing modulation of the specific neuronal subsets during the course of the reaching movement. Alternatively, we can say that NMF discovers these latent firing patterns of neural population by optimal linear approximation of the data with few bases [9] . For example, from the two basis vectors each corresponding to two primates in the left panel of Figure 2 , we observe that firings of the neurons in group-b are followed by firings of the neurons in group-a (the bright activity denoted by b occurs earlier in time than the activity denoted by a, since increasing values in the vertical axis of each basis indicates going further back in time). Thus, NMF effectively determines and summarizes this sparse firing pattern that involves a group of neurons firing sequentially. Their relative average activity is also indicated by the relative magnitudes of the entries of this particular basis.
Using these time-synchronized neural activity and hand trajectory recordings, it is also possible to discover relationships between firing patterns and certain aspects of the movement. We can assess the repeatability of a certain firing pattern summarized by a basis vector by observing the time-varying activity of the corresponding encoding signal (the corresponding row of H) in time. An increase in this coefficient corresponds to a larger emphasis to that basis in reconstructing the original neural activity data. In the right panel of Figure 2 , we observe that all bases are activated regularly in time by their corresponding encoding signals (at different time instances and at different amplitudes). For example, the first basis for monkey-1 is periodically activated to the same amplitude, whereas the activation amplitude of the third basis varies in every movement, which might indicate a change in the role of the corresponding neuronal firing pattern in executing that particular movement. The periodic activation of encodings also indicates the bursting nature of the spatiotemporal repetitive patterns. Hence, the NMF bases tend to encode synchronous and bursting spatiotemporal patterns of neural firing activity.
From the NMF decomposition, we observe certain associations between the activities of neurons from different cortical regions and different segments of the reaching trajectory. In particular, an analysis of the monkey-1 data based on Figure 2 indicates that neurons in PP and M1 (array 1) repeat similar firing patterns during the reach from rest to food. This assessment is based on the observation that bases three, four, and five, which involve firing activities from neurons in these regions, are repeatedly activated by the increased amplitude of their respective encoding coefficients. Similarly, neurons in M1 (array 2) are repeatedly activated during the reach to and from the mouth (bases one and two). These observations are consistent with our previous analyses that were conducted through trained input-output models (such as the Wiener filter and RMLP) [7] . Table 2 compares the neurons, which were observed to have the highest sensitivity from trained models, and the neurons that have the largest magnitudes in each NMF basis. This comparison is based on monkey-1 dataset. We can see that neurons from NMF are a subset of neurons obtained from the sensitivity analysis. It is also worth stating that NMF basis provides more information than the model-based sensitivity analysis since it determines the synchronous spatiotemporal patterns while the sensitivity analysis only determines individual important neurons. Finally, we would like to reiterate that the analysis presented here is solely based on the data, which means that this analysis does not need to train a specific model to investigate the neural population organization.
Modeling improvement for BMI using NMF
We will demonstrate a simple example showing the improved BMIs performance in predicting hand positions by utilizing NMF. We will compare the performance of two systems; the Wiener filter directly applied to the original spike count data and the mixture of multiple linear filters based on the NMF bases and encodings. The straight Wiener filter is directly applied to the neural firing data to estimate the three coordinates of the primate's hand position. The Wiener filter has been a standard model for BMIs, and many other approaches have been compared with it [19] . With nine delays, the input dimensionality of the filter is 910 for monkey-1 or 510 for monkey-2 (discarding inactive (no firing) neural channels). Then we add a bias to each input vector to estimate the y-intercept. The weights of the filter are estimated by the Wiener-Hopf equation as
where R is a 911 × 911 (or 511 × 511 for monkey-2) input correlation matrix, and P is a 911×3 (or 511×3 for monkey-2) input-output cross-correlation matrix. The mixture of multiple models employs the NMF encodings as mixing coefficients. An NMF basis is used as a window function for the corresponding local model. Therefore, each model sees a given input vector through a different window and uses the windowed input vector to produce the output. Then the NMF encodings are used to combine each model's output to produce the final estimate of the desired hand position vector. This can be described in the following equation:
where h k (n) is an NMF encoding coefficient for the kth basis at nth column (i.e., time index), g k,c is the weight vector of the kth model for the cth coordinate (c ∈ [x, y, z]), and b k,c is the y-intercept of the kth model for the cth coordinate. z k (n) is the input vector windowed by the kth NMF basis. Its ith element is given by
Here, x i (n) is the normalized firing count of the neuron i at time instance n, and w k,i is the ith element of the kth NMF basis. g k,c and b k,c can be estimated based on the MSE criterion by using of the stochastic gradient algorithm such as the normalized least mean square (NLMS). The weight update rule of the NLMS for each model is then given by
where η is the learning rate and β is the normalization factor. e c (n) is the error between the cth coordinate of the desired response and the model output.
In the experiment, we divided the data samples into 1771 training samples and 372 test samples for monkey-1 dataset and 1739 and 782, respectively, for monkey-2 dataset. The parameters are set as {η, β, K} = {0.01, 1, 5}. The entire training data set is presented 60 times sufficient enough for the weights to converge. The performance of the model is evaluated on the test set by two measures; the correlation coefficient (CC) between desired hand trajectory and the model output trajectory, and the mean squared error (MSE) normalized by the variance of the desired response. Table 3 presents the evaluation of the performance of two systems for both monkey-1 and monkey-2 datasets. It shows a significant improvement in generalization performance with the mixture of models based on NMF factorization.
Note that the general performance of models for the monkey-2 dataset is worse than that for the monkey-1 dataset. The reasons may come from many experimental variables. One of them may be the number of electrodes and the corresponding cortical areas, as we can see in Table 1 that only 32 electrodes were implanted in two areas for monkey-2, while 64 electrodes in four areas for monkey-1.
To quantify the performance difference between the Wiener filter and the mixture of multiple models, we can apply a statistical test based on the mean squared error (MSE) performance metric [17] . By modeling the performance difference in terms of the MSE using short-time windows as a normal random variable, one can apply the t-test to quantify significance. This t-test was applied to both modeling outputs for monkey-1 and monkey-2 with α = 0.01 or α = 0.05. For both datasets, the null hypothesis was rejected with both significance levels, resulting in the p-values of 0.0023 for monkey-1 and 0.0007 for monkey-2, respectively. Therefore, the statistical test of the performance difference demonstrates that the mixture of multiple models based on NMF improves the performance significantly compared to the standard Wiener filter.
Discussions
The results presented in the previous case study are a representative example of a broader set of NMF experiments performed on this recording. Selection of the number of taps and the number of bases (r) is dependent on the particular stimulus or behavior associated with the neural data. Although we have used a model selection method originally developed for clustering, and did not provide full justification that this index is suitable to NMF, the main motivation is to demonstrate that the problem of selecting the number of bases can be addressed in the context of model selection. This will be pursued in future research.
The number of patterns that can be distinctly represented by NMF is limited by the number of bases. A very small number of bases will lead to the combination of multiple patterns into a single nonsparse basis vector. At the other extreme, a very large number of bases will result in the splitting of a pattern into two or more bases, which have similar encoding coefficient signals in time. In these situations, the bases under consideration can be combined into one basis.
It is intriguing that the mixture of models based on NMF generalizes better than the Wiener filter despite the fact that the mixture contains much more model parameters. However, each model in the mixture receives the inputs processed by the sparse basis vector. Therefore, each model learns the mapping between only a particular subset of neurons and hand trajectories, and the effective number of parameters for each model is much less than the total number of input variables. Moreover, further overfitting is avoided by combining the outputs of local models by the sparse encodings of NMF.
CONCLUSIONS
Nonnegative matrix factorization is a novel and relatively new tool for analyzing the data structure when nonnegativity constraints are imposed. In BMIs the neural inputs are processed by grouping the firings into bin counts. Since the bin counts are always positive, we hypothesized that NMF would be appropriate for analyzing the neural activity. The experimental results and the analysis presented in this paper showed that we could find repeated patterns in neuronal activity that occurred in synchrony with the reaching behavior and was automatically and efficiently represented in a set of sparse bases. The sparseness of the bases indicates that only a small number of neurons exhibit repeated firing patterns that are influential in reconstructing the original neural activity matrix.
As presented in [10] , NMF provides local bases of the objects, while principal component analysis (PCA) provides global bases. In our preliminary experiments of PCA for the same data, we have observed that PCA only found the most frequently firing neurons, which may not be related to the behavior. Therefore, NMF can find local representation of the neural firing data, and this property of NMF can be more effective than PCA for BMIs where firing activities of different cortical areas are collected.
Lee and Seung have claimed in their paper that the statistical independence among the encodings of independent component analysis (ICA) forces the basis to be holistic [10] . And, if local parts of the neural activity occur together at the same time, the complicated dependencies between the encodings would not be captured by the ICA algorithm. However, we have observed that the NMF encodings seem to be uncorrelated over the entire movement. Hence, ICA with some nonnegative constraints (e. g., nonnegative ICA [18] , the ICA model with nonnegative basis [19] , and nonnegative sparse coding [20] ) may yield interesting encodings of the neural firing activities. Further studies will present the comparison between NMF and these constrained ICA algorithms applied for BMIs.
While NMF is found to be a useful tool for analyzing neural data to find repeatable activity patterns, there are still several issues when using NMF for neural data analysis. Firstly, the method only detects patterns of activity, but it is known that the inactivity of a neuron could often indicate response to a stimulus or cause a behavior. An analysis based on NMF will fail to identify such neurons. Next, the nontationary characteristics of neural activities would make it difficult for NMF to find fixed spatiotemporal firing patterns. Since the neural ensemble function tends to change over neuronal space and time such that different spatio-temporal firing patterns may be involved for the same behavioral output, we may have to continuously adapt NMF factors to track those changes. This motivates us to consider a recursive algorithm of NMF, which will enable us to adapt NMF factors online. It will be covered in the future study.
In our application of NMF, we demonstrated that the NMF learning algorithm resulted in similar Frobenious norm of the error matrix for 100 runs obtained with different initial conditions. However, this does not necessarily mean that the resulted factors are similar with small variance. Therefore, we need to quantify the similarity of the NMF results with different initializations. An alternative is to employ other methods to obtain the global solution such as genetic or simulated annealing algorithms. This will be presented in a follow-up report. 
