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Der Micro-Computer als dezentraler EDV-Modul
- Ein System zur Rechnerkopplung -
1
G. Bogdanski, W. Giere, H. Krayl
Zusammenfassung
Die Kostenentwicklung bei Micro-Computer-Systemen erlaubt
den vermehrten Einsatz von Micro-Computern in der Periphe-
rie eines Krankenhausinformationssystems oder in der Praxis
des niedergelassenen Arztes, um vor Ort spezielle Funktionen
des Anwenders auszufiihren. Andererseits ist meistfiir den ein-
zelnen Anwender die zusdtzliche Nutzung des vollen Funk-
tionsumfangs eines zentralen Dialog-Rechners wiinschenswert.
Es wird ein System beschrieben, durch welches ein Micro-Com-
puter programmgesteuert iiber eine »dumme Schnittstelle<< des
Dialog-Rechners beliebige Dialoge zwischen den beiden Rech-
nern steuern und kontrollieren kann, indem ein Modul im Be-
triebssystem des Micro-Computers ein einfaches Terminal si-
muliert. _ ,




The steadily decreasing costs of microcomputer systems have
enabled their use as peripheral installations for large hospital
information systems and also direct applications in the d0ctor’s
ofiice. Fullfillment of specific needs of the user is thus made
possible. On the other hand, it may be desirable for the single
user to be also able to use the central Dialogue-Computer. In
the following, description of a system which allows the regula-
tion and control of dialogues between peripheral microcompu-
ters and a central dialogue-system through a standard termi-
nal-interface. One module in the operating system of the mi-
crocomputer simulates the standard terminal.
Keywords: computer-network, dedicated systems, microcom-
puter, dialog-system, intelligent terminal, distribu-
ted system
1 Einffihrung in die Problematik
\»Die moderne medizinische Behandlung von Patienten wird
aus folgenden Griinden komplexer als je zuvor:
(1) Die Zahl diagnostischer Verfahren, die innerhalb kurzer
Zeit am gleichen Patienten ausgeffihrt werden mfissen,
nimmtzu.
(2) Neue therapeutische Verfahren (chirurgische und nicht-
chirurgische) erfordern die sofortige Verffigbarkeit von
Spezialapparaturen.
(3) Zahlreiche arztliche und nicht-arztliche Personen fiber-
nehmen eine aktive Rolle bei der Behandlung des Patien-
ten.
Unter diesen Umstéinden dfirfte der Informationsaustausch
zwischen den einzelnen Mitgliedem des Kollegiums vollig un-
geniigend und zweitweilig gefahrlich langsam sein.<< (Vallbo-
na 8, Seite 1)
Aus dieser Erkenntnis resultiert die Notwendigkeit, neueste
Computertechnologien ffir die Informationsaufbereitung und
-weitergabe nutzbar zu machen. Die Anwendung von EDV-
Anlagen nimmt daher heute im Krankenhaus bereits ihren fe-
sten Raum ein, wobei die Unterstiitzung des Informationsflus-
ses durch die verschiedenen Anwendungen in unterschiedli-
cher Weise erreicht wird. Grundséitzlich gibt es zwei verschie-
dene Ansatzpunkte ffir EDV-Unterstiitzung im Krankenhaus:
(1) Einzelne Abteilungen eines Krankenhauses werden mit
ffir ihren Zweck hochspezialisierten und leistungsstarken
EDV-Systemen ausgerfistet. Beispiele hierfiir sind Syste-
me ffir das Klinische Labor, ffir die Bestrahlungsplanung
oder die Intensivpflege (Patient Monitoring).
(2) Es wird ein generelles System ffir alle Funktionsbereiche
eines Krankenhauses zur Verffigung gestellt, das ffir die
verschiedenen Abteilungen in gleicher Weise die Doku-
mentation der wahrend der Behandlung des Patienten an-
fallenden Daten unterstutzt.(3)
Es werden fiir alle Anwender innerhalb des Krankenhau-
ses umfangreiche Funktionen zur gezielten Suche und
Aufbereitung der Patientendaten zur Verfiigung gestellt.
Aus den gespeicherten Daten lassen sich nicht nur die ffir
die klinische Praxis notwendigen Informationen mit hoher
Préizision, Relevanz und Geschwindigkeit abfragen, son-
dern auch die Ableitung der notwendigen administrativen
I Daten und die Nutzbarmachung der gespeicherten Daten
ffir die Medizinische Wissenschaft wird mit minimalem
Aufwand ermoglicht. (6)
In der Praxis ist es sinnvoll, ein EDV-unterstutztes Kranken-
hausinformationssystem von verschiedenen Richtungen her
aufzubauen, da die EDV im Krankenhaus zum einen der Un-
terstiitzung der einzelnen Fachbereiche und zum anderen we-
sentlich der Kommunikation zwischen den Fachbereichen
dient. Ein Zentralcomputer ist als Kommunikationsrechner
unerléilfilich. Andererseits Wurden vermeidbare Schwierigkei-
ten auftreten, wollte man diesen Zentralcomputer als »eier1e-
gende Woll-Milch-Sau<< fiir alle Spezifitéiten der verschiede-
nen Fachbereiche ausbauen.
>>Der zunachst von einem zentralen Computersystem weit-
gehend unabhangige Aufbau als Satellit eines Computerver-
bundsystems erweist sich als zweckmafiig, wenn - nach Aufga-
benstellung und Bedeutung - mehrere der folgenden Kriterien
erfiillt sind:
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- Das Arbeitsgebiet ist ein in sich abgeschlossener Fachbe-
reich,
- groBe Datenmengen sind zu erfassen und weiterzuverarbei-
ten,
- spezifische Datenstrukturen (analog, digital) liegen vor,
- Mefiplatzbedienung und -fiberwachung machen einen
Real-Time oder Prozefibetrieb erforderlich,
- spezielle administrative Aufgaben (zur Arbeitsvorbereitung,
Kommunikation mit Anforderungs- und anderen Lei-
stungsstellen) sind in direktem Kontakt zu erledigen.
Art und Gr613e des Satellitensystems bestimmen sich nach
diesen und noch einigen weiteren Faktoren, wie notwendige
Datensicherheit, schnelle Verffigbarkeit der -Resultate, interne
und externe Identifizierung. Aus solchen peripheren satelli-
tenartigen EDV-Systemen heraus haben sich manchmal sogar
Krankenhausinformationssysteme in begrenztem Funktions-
umfang entwicke1t(z. B. an der Medizinischen Universitéitsk1i-
nik in Tfibingen und am Stadtischen Krankenhaus in Mfin-
chen-Harlaching). Ebenfalls als praktikabel erwies sich das
parallele und davon vollstéindig unabhéingige Vorgehen beim
Aufbau des Medizinischen Systems Hannover (MSH) als Zen-
tralcomputersystem und des Laborinformationssystems der
Medizinischen Hochschule Hannover am Institut ffir Klini-
sche Chemie.<< (Porth 7, S. 666 1)
Unter dem Aspekt der Kosten war die Einffihrung eines Sa-
tellitensystems bisher nur dann sinnvoll, Wenn der durch EDV
zu unterstfitzende Funktionsbereich insgesamt eine andere
Form der EDV-Unterstfitzung benotigte als andere Funktions-
bereiche, wie dies z. B. im Klinischen Labor der Fall ist. Die
Kostenentwicklung in der Computertechnologie erlaubt heute
jedoch den Einsatz eines Micro-Computers ffir einzelne spe-
zielle Funktionen innerhalb eines Funktionsbereichs, wobei
generelle Funktionen durch den Zentralcomputer zur Verffi-
gung gestellt werden. Voraussetzung hierffir ist ein System ffir
die Kopplung des Micro-Computers mit dem Zentralrechner,
welches sowohl die Nutzung der lokalen Intelligenz des Mi-
cro-Computers ffir spezielle Funktionen als auch seine Ver-
wendung als frei programmierbares Intelligentes Terminal des
Zentralen Dialogrechners ermoglicht.
Im folgenden soll am Beispiel der Befunderhebung in der
Abteilung ffir Kieferorthopadie die Funktion des Systems
praktisch erlautert werden:
Die meisten Befunddaten der Kieferorthopéidie lassen sich
durch ein standardisiertes Datenerfassungs-, Speicherungs-
und Prfifprogramm, welches in gleicher Weise ffir alle Abtei-
lungen des Krankenhauses auf dem Zentralrechner zur Verffi-
gung steht, erfassen. (3)
Darfiberhinaus sollen EDV-unterstfitzt Rontgenbilder exakt
vermessen werden, um eine optimale Therapieplanung zu er-
moglichen. Hierffir kann sinnvoll ein Micro-Computer mit ei-
nem Digitizer ffir die Vermessung graphischer Vorlagen einge-
setzt werden: das Rontgenbild wird lokal vennessen, die ge-
wfinschten Berechnungen werden im Micro-Computer durch-
geffihrt und die Ergebnisse werden dem Zentralrechner fiber-
geben. Eine lokale Datenhaltung ist nicht erforderlich und die
Verarbeitung der direkt in den Zentralrechner (fiber den Mi-
cro-Computer als Intelligentes Terminal) eingegebenen sowie
der im Micro-Computer vorverarbeiteten Daten aus der Ront-
genbildvermessung ist mit den Programmsystemen, die auf
dem Zentralrechner zur Verffigung stehen, moglich.
2 Anforderungen an das Kopplungssystem
Bei den fiblichen Verfahren zur Rechnerkopplung wird die
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Verarbeitung der Daten von dem Transfer der Daten zwischen
den beiden gekoppelten Rechnern streng getrennt: Auf dem
Satellitensystem werden Daten erfa13t und verarbeitet. An-
schlieBend werden die Daten, die fiber den Zentralrechner zur
Verffigung stehen sollen, im Satellitensystem zu einer Trans-
fer-Datei aufbereitet. Der Inhalt dieser Datei wird nun bei syn-
chronem Ablaufvon speziellen Transfer-Programmen aufbei-
den beteiligten Rechnern in eine Datei des Zentralrechners
fibertragen. Die Verarbeitung der fibertragenen Daten erfolgt
im Zentralrechner nach dem vollstandigen AbschluB des
Ubertragungsvorgangs.
In einem derartigen Kopplungssystem ist der Transfer von
Daten nur sinnvoll, Wenn umfangreiche Programmsysteme in
beiden beteiligten Rechnern auf die Daten angewendet wer-
den sollen, da die Verteilung kleinerer Funktionen auf die ver-
schiedenen Rechner zu einem zu hohen Transfer-Overhead
ffihren wfirde.
Ffir die Kopplung mehrerer Micro-Computer als dezentrale
Moduln mit beschranktem Funktionsumfang wurden bereits
verschiedene Systeme entwickelt, deren Charakteristik darin
besteht, daB die einzelnen Micro-Computer in einer festen
oder auch erweiterbaren Konfiguration mehrerer Rechner ein-
gebunden sind, wobei alle beteiligten Rechner bzw. Micro-
Computer Teile des Kopplungssystems enthalten.
So stellt die Firma IMSAI ein System zur Verffigung, in der
ein komplettes Micro-Computer-System als Kommunika-
tionsrechner ffir ffinf weitere Micro-Computer-Systeme zur
Verffigung steht. Die Kommunikation zwischen den verschie-
denen Micro-Computern erfolgt hier fiber einen gemeinsamen
Speicherbereich in dem Kommunikations-Micro-Computer.
Dieser gemeinsame Speicherbereich mu13 in allen beteiligten
Micro-Computern definiert werden, damit muB jedem betei-
ligten Micro-Computer die Kopplung bekannt sein. (4)
Das von BISHOP vorgestellte System »SIMNET<< simuliert
auf einem Netzwerk von mehreren Micro-Computern ein
Multiprocessor-System. Auch dieses System erfordert die Im-
plementation von Teilen des Kopplungssystems in jeden Mi-
cro-Computer. (1)
Ffir die zuvor charakterisierte Aufgabenstellung (lokale, lei-
stungsstarke Ausffihrung sehr spezifischer Funktionen und
gleichzeitige Verffigbarkeit des Micro-Computers als Intelli-
gentes Terminal des Zentralrechners) ist jedoch ein Kopp-
lungssystem verlangt, das die Nutzung aller Funktionen des
Zentralen Dialog-Rechners fiber eine nonnale »dumme
Schnittstelle<< innerhalb eines Micro-Computer-Programms
ermoglicht. Das heiBt, daB das Kopplungssystem ausschlie13-
lich im Micro-Computer gespeichert ist und der Zentralrech-
ner den Micro-Computer wie ein normales Tenninal behan-
delt.
Weiterhin wird ffir die Flexibilitat der Verteilung der auszu-
ffihrenden Funktionen auf Zentralrechner und Micro-Com-
puter gefordert, da13 nicht nur der Transfer von Daten und Pro-
grammen zwischen den beiden Rechnern moglich ist, sondem
da13 auch wéihrend des Ablaufs eines Programms im Micro-
Computer die veiteilte Intelligenz beider Rechner genutzt wer-
den kann: das Micro-Computer-Programm kann neben der
Nutzung der lokalen Intelligenz im Zentralrechner Program-
me starten, sie mit Parametern versorgen und die Ergebnisse
entgegennehmen. Der Anwender braucht wéihrend des Pro-
grammablaufs nicht zu verfolgen, welcher Rechner eine be-
stimmte Funktion gerade ausffihrt.
Als entscheidende Kriterien ffir die Entwicklung eines
Kopplungssystems, welches diesen Anforderungen genfigt,
Wurden vorgegeben:
- Benutzerfreundlichkeit
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Die Steuerung und Kontrolle von Dialogen zwischen den
beiden Rechnern muB dem Programmierer des Microcom-
puters abgenommen werden. Durch Aufruf der Kopplungs-
software und Ubergabe weniger signifikanter Parameter
mu13 dieses System in der Lage sein, auch langere Dialoge
selbstandig mit dem Zentralrechner zu ffihren und zu kon-
trollieren.
- Fehlerbehandlung
Wenn wahrend eines von diesem System geffihrten Dialogs
ein Fehler auftritt, so ist wahlweise eine Standardfeh1erbe-
handlung durch das System oder eine individuelle Fehlerbe-
handlung durch das Benutzerprogramm zu ermbglichen.
- Speicherplatzbedarf
Das System soll fiber das Betriebssystem des Microcompu-
ters zur Verffigung stehen, aber nur bei Bedarf Hauptspei-
cherplatz belegen. Daher werden nur wenige Befehle des
Kopplungssystems in das Betriebssystem integriert, die bei
Bedarf den Rest des Kopplungssystems von einem periphe-
ren Speicher (z.B. Floppy Disk) in den Hauptspeicher la-
den.
- Anderungsfreundlichkeit
Funktionserweiterungen oder -anderungen in dem System
werden durch modularen Aufbau und ausffihrliche Doku-
mentation (incl. Struktogramme im High-Level-Code) er-
leichtert.
- Portabilitat
Die Realisierung des Kopplungssystems soll weitgehend
unabhangig von den konkret benutzten Rechnem erfolgen,
damit die Portabilitat auf beliebige andere Rechnersysteme
gewahrleistet wird.
3 Prinzipien des realisierten Kopplungssystems
Ein den vorgestellten Anforderungen genfigendes System
wurde auf dem Micro-Computer IMSAI 8080 zur Kopplung
mit dem MUMPS-System aufPHILIPS P800 realisiert. (4), (2)
Die Wahl eines MUMPS-Systems als Zentralrechner erfolg-
te auf der Grundlage, dal3 das Dialog-System MUMPS zum ei-
nen spezifisch ffir die Anforderungen im medizinischen Be-
reich entwickelt Wurde und eine Vielzahl von medizinischen
Anwendungen weltweit dieses System verwenden, womit die
Kooperation mit anderen Institutionen leicht ennoglicht wird.
Zum anderen ist dieses Dialog-System inzwischen auf 23
Rechnern verschiedener Hersteller implementiert und die Un-
abhéingigkeit von einem Hersteller gewahrleistet. (9)
Die Verwendung des Micro-Computers IMSAI 8080, der in
den USA weit verbreitet ist, resultiert aus der engen Zusam-
menarbeit mit R.F. WALTERS an der University of Califor-
nia, der auf diesem Micro-Computer-System in Zusammenar-
beit mit S.L. JOHNSON ein System zur Implementation von
MUMPS auf beliebigen Micro-Computern realisiert hat. (5)
Das Grundprinzip des realisierten Kopplungssystems be-
steht darin, da13 das gesamte Kopplungssystem im Micro-
Computer implentiert ist und alle Kommunikationsfunktio-
nen auf einem Programmodul >>DIALOG<< beruhen. Dieser
Modul ist in der Lage, einen beliebigen linearen Dialog zwi-
schen den beiden Rechnern zu steuern und zu kontrollieren.
Hierffir Wurde eine eigene Dialogkontrollsprache entwickelt.
Auf der Basisdieses Moduls sind eine Reihe von Funktio-
nen realisiert, die dem Programmierer von Micro-Computer-
Programmen die Kommunikation mit dem Zentralrechner er-
mbglichen. *
Ffir das entwickelte Kopplungssystem werden 3 KBytes Ar-
beitsspeicher benotigt, die jedoch nur bei Bedarf vom Floppy
Disk geladen werden. Als Lademodul ist lediglich ein Pro-
grammabschnitt von 100 Bytes im Betriebssystem des Micro-
Computers integriert.
4 Dialog-Steuerung durch das Micro-Computer-Programm
Im folgenden wird das entwickelte System anhand der Imple-
mentation MUMIX auf IMSAI 8080 zur Kopplung an den
MUMPS-Rechner PHILIPS P800 beschrieben.
Dem Programmierer werden sechs Funktionen zur Dioge-
Steuerung und -Kontrolle zur Verffigung gestellt:
- Die Funktionen LOGIN und LOGOFF ennoglichen das
An- und Abmelden des Microcomputers im MUMPS-Sy-
stem.
- Die Funktionen SEND und RECEIVE erlauben das Sen-
den oder Empfangen einer Nachricht an das bzw. von dem
MUMPS-System.
- Die Funktion DIALOG ermoglicht einen kontrollierten
Dialog zwischen den beiden Rechnern. Innerhalb eines
Aufrufs der Funktion DIALOG konnen beliebig viele
Nachrichten zwischen den beiden Rechnern kontrolliert hin
und hergesendet werden, wozu die hierffir entwickelte Kon-
trollsprache verwendet wird.
- Die Funktion TRAMOD ermoglicht die Benutzung des Mi-
cro-Computer-Terminals als Terminal des angeschlossenen
MUMPS-System im >>Transparent Mode<<. Die Computer-
kapazitéit des Micro-Computers ist in dieser Funktion
>>stumm<< geschaltct.
Die Funktion DIALOG hat die zentrale Bedeutung in die-
sem System. In ihr sind alle Moglichkeiten der >>intelligenten<<
Kommunikation zwischen den beiden Rechnern angelegt (mit
Ausnahme des >>Transparent Mode<<). Die Funktionen LO-
GIN, LOGOFF, SEND und RECEIVE sind daher innerhalb
des Kopplungssystems auf der Basis der Funktion DIALOG
realisiert.
4.1 Die Funktion DIALOG
Durch Aufruf der Funktion DIALOG fibergibt das Anwen-
dungsprogramm dem Kopplungssystem die Steuerung und
Kontrolle fiber einen Dialog zwischen den beiden Rechnern.
In einer Parameterliste werden die notwendigen Infonnatio-
nen mitgeteilt.
Zentraler Bestandteil der Parameterliste ist der Dialog-
Steuerungs-String (DSS). Ffir diesen Dialog-Steuerungs-
String Wurde eine formale Sprache defmiert, die mit der Benut-
zung von vier Steuerzeichen und dem fibertragbaren Zeichen-
satz die Festlegung eines bestimmten Kommunikationsab-
laufs ermoglicht. (Vgl. Anhang: »Die Grammatik des Dialog-
Steuerungs-String<<). Der Dialog-Steuerungs-String kann aus
einer beliebigen Anzahl und Kombination der folgenden Be-
fehle bestehen:
(1) Senden einer definierten Nachricht an das Dialog-System.
(2) Empfangen einer Nachricht von dem Dialog-System
- fix: Die Nachricht hat eine vorgegebene Lange.
- variable until: Die Nachricht ist nicht determiniert in In-
halt und Léinge. Ihr Ende wird durch ein Endekennzei-
chen defmiert. 5
- fix until: Die zu empfangende_Nachricht wird in Inhalt
und Lange von dem Micro-Computer-Programm vor-
gegeben. Sie wird von dem Dialog-System empfangen
und mit der definierten Nachricht verglichen, bis sie
vollstéindig empfangen oder eine Abweichung von der
Vorgabe aufgetreten ist.
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Aul3er dem Dialog-Steuerungs-String wird in der Parame-
terliste ffir den Aufruf der Funktion DIALOG noch angege-
ben,
- ob eine Standardfehlerbehandlung durchgeffihrt werden
soll, Wenn der reale Dialog zwischen den beiden Rechnern
von der Vorgabe im Dialog-Steuerungs-String abweicht,
- ob nach einem bestimmten Time- Out der Dialog abgebro-
chen werden soll und ggf. die Dauer des Time-Outs,
— ob das MUMPS-System empfangene Zeichen als Echo zu-
rficksendet,
- ob die vom MUMPS-System empfangenen Zeichen in ei-
nem Puffer gespeichert werden sollen und ggf. die Lange
und Adresse des Puffers.
Mit der Funktion DIALOG ist also ein beliebiger linearer
Dialog zwischen den beiden Rechnern zu steuern und kontrol-
lieren. Aber auch nichtlineare Dialoge, in welchen die zu sen-
denden Nachrichten alternativ abhangig von der empfange-
nen Nachricht sind, sind realisierbar. In diesem Fall wird der
Dialog vom Benutzerprogramm als Folge mehrerer linearer
Dialoge und damit als Folge mehrerer DIALOG-Funktions-
aufrufe dargestellt. Die Verzweigung wird durch das Benutzer-
programm in diesem Fall in Abhangigkeit von der Nachricht
durchgeffihrt, die beim letzten DIALOG-Funktionsaufruf
durch das Kopplungssystem empfangen wurde.
4.2 Die Funktionen LOGIN, LOGOFF, SEND, RECEIVE
Mit Hilfe der Funktion DIALOG kann der Anwendungspro-
grammierer einen beliebigen Dialog zwischen den beiden ge-
koppelten Rechnern definieren und diesen von dem Kopp-
lungssystem kontrolliert durchffihren lassen. Einige Dialoge
sind jedoch haufig wiederkehrend und von einem speziellen
Programm unabhéingig:
— Jede Kommunikation zwischen den Rechnern muB damit
beginnen, da13 sich der Microcomputer in dem gekoppelten
Dialogrechner anmeldet, und muB mit der Abmeldung des
Microcomputers von dem Dialogrechner beendet werden.
- Haufig wird kein echter Dialog zwischen den beiden Rech-
nern geffihrt werden, sondern ein Datentransfer vom Micro-
computer zum Dialogrechner oder umgekehrt wird ge-
wfinscht.
In diesen Fallen ist es eine Belastung des Anwendungspro-
grammierers, immer wieder die universelle Funktion DIA-
LOG ffir diese Spezialféille zu verwenden. Deshalb stellt das
Kopplungssystem die entsprechenden Funktionen zur Verffi-
gung, die innerhalb des Systems jedoch aufder Basis der Funk-
tion DIALOG realisiert sind:
4.2.1 LOGIN
Bei Verwendung der Funktion LOGIN zur Anmeldung des
Microcomputers im MUMPS-System braucht der Anwen-
dungsprogrammierer in einer Parameterliste nur die User Co-
de Identification (UCI) angeben. Das Kopplungssystem ffihrt
den Anmeldungsdialog dann selbstéindig durch und analysiert
eventuell auftretende Fehler. Es ist z. B. -moglich, dal?> der
MUMPS-Rechner nicht in Betrieb ist oder dal3 der Rechner
Wegen Uberlastung keinen neuen Dialog annimmt. Die Feh-
lerbehandlung kann im Anwendungsprogramm oder stand-
ardma13ig durch die Kopplungssoftware erfolgen; in der Para-
meterliste des LOGIN-Aufrufs wird zu diesem Zweck ein Pa-
rameter gesetzt.
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4.2.2 LOGOFF
Das Abmelden aus dem MUMPS-System erfordert besonde-
ren Angaben in der Parameterliste der Funktion LOGOFF.
Diese Funktion ffihrt das Abmelden selbstéindig durch und
kontrolliert den Erfolg des Abmeldedialogs.
4.2.3 SEND
Um eine Nachricht an das MUMPS-System zu senden,
braucht im Anwendungsprogramm kein Dialog definiert zu
werden. Ein String variabler Léinge, der an einer beliebigen
Stelle im Anwendungsprogramm steht, kann unter Verwen-
dung der Funktion SEND and das MUMPS-System fibertra-
gen werden. Die Parameterliste bei Aufruf dieser Funktion
enthalt nur die Anfangsadresse der zu fibertragenden Nach-
richt.
4.2.4 RECEIVE
Bei Verwendung dieser Funktion braucht der Anwendungs-
programmierer in der Parameterliste nur die Adresse und Lan-
ge eines Puffers anzugeben, in den eine vom MUMPS-System
erwaitete Nachricht abgespeichert werden soll. Das Kopp-
lungssystem empfangt dann die Nachricht vom MUMPS-Sy-
stem und speichert sie in dem angegebenen Puffer ab. Dabei
wird die Synchronisation der beiden Rechner auf der Seite des
Microcomputers durch die Kopplungssoftware organisiert.
4.3 Funktion TRAMOD
Die Funktion TRAMOD ist die einzige Funktion, die nicht auf
der Funktion DIALOG basiert. Sie ermbglicht die Benutzung
des Micro-Computer-Tenninals als Terminal des angeschlos-
senen MUMPS-Systems im »Transparent Mode<<.
Die Verwendung dieser Funktion innerhalb eines Anwen-
derprogramms ist dann sehr komfortabel, Wenn wahrend des
Ablaufs eines Micro-Coputer-Programms das MUMPS-Sy-
stem ffir die Kommunikation zwischen den beiden Rechnern
Parameter benotigt, die bei jedem Programmlauffiber das Ter-
minal des Micro-Computers aktuell eingegeben werden mfis-
sen. Durch die Funktion TRAMOD wird das Terminal des Mi-
cro-Computers direkt mit dem MUMPS-System verbunden
und die Parameter konnen direkt im Dialog mit dem MUMPS-
System eingegeben werden.
4.4 Anwendungsbeispiel
Das in der Abbildung vorgestellte Beispiel ffir die Anwendung
des Kopplungssystems soll folgende Funktion realisieren:
Das Micro-Computer-Programm meldet sich im System des
Zentralrechners an undstaitet das Programm >DATASE-
LECT< auf dem Zentralrechner. >DATASELECT< wird
fiber das Terminal des Micro-Computers mit Parametern
versorgt, die in einer Datenbank die Selektion von Daten be-
stimmen. Die selektierten Daten werden in variabler Lange
bei einer Maximalléinge von 255 Zeichen pro Ubertragung
zum Micro-Computer fibertragen und dort auf Floppy Disk
gespeichert.
Das Micro-Computer-Programm ist in den Assemb1er-Mne-
monics von INTEL 8080 geschrieben. >DATASELECT< ist








anmelden des micro—comuters mit dem benutzercode
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1 ;funktionsnr. ffir LOGIN
O ;standardfehlerbehandlung
'TEST” ;benutzercode
OFFTi ;ende der parameterliste
starten des MUMPS—programms






DB SENDMES ;puffer mit der startnachricht








DB ‘c “DATASELECT' ,LF >
versorgung des MUMPS-programms mit parametern







;der transparent—mode beginnt mit senden
;einer nachricht an den Zentralrechner
;der transparent—mode wird abgebrochen,
;wenn das endezeichen vom Zentralrechner
;empfangen wird.








empfangen des nachsten string von dem zentralrechner-







5 ;funktionsnr. ffir RECEIVE
O ;standardfehlerbehandlung
PUFFEE2 ;pufferadresse ffir den string
255 ;pufferlange








abspeichern des empfangenen strings auf floppy—disk.
empfangen des nachsten strings bei der marke NEXT.
(das endekriterium wird in diesem beispiel nicht mehr
behandelt.)
--P’ Systemsoftware des Zentralrechners
Programm 'DATASELECT' auf dem
Zentralrechner
> DATASELECT
R A ;empfangen der startnachrich
;der funktion TRAMOD
die benotigten parameter werden im
transparent mode direkt fiber das
Terminal des micro—computer eingegeben
nach vollstandiger parametereingabe:
W fill ;senden des endezeichens ffir




wird die variable X mit dem nachsten
string geladen. anschliessend wird X
an den micro—computer gesendet:
)> R.Z&'W }(, fill
;dem micro—computer wi
;auf eine ready—meldun
;(R A) gewartet. der
;string wird durch den
;ascii—code 11 beendet
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ein MUMPS-Programm des Zentralrechners. Die Anfangs-
adresse der Kopplungssoftware im Betriebssystem des Micro-
Computers ist >MUMIX<. Dem Aufruf der Kopplungssoftwa-
re durch den Befehl >CALL MUMIX< im Micro-Computer-
Programm folgt jeweils eine funktionsspezifische Pa-
rameterliste.
(Programmteile in diesem Beispiel sind in grol3en Buchstaben,
Kommentare in kleinen Buchstaben dargestellt.)
5 Hardware-Schnittstelle
Die beschriebene Systematik erfordert eine asynchrone
Schnittstelle (V24 oder Current-Loop) im Vollduplex-Betrieb
mit einer Ubertragungsrate von maximal 4800 bps. Der ver-
wendete Micro-Computer benotigt keine Interrupt-Steuerung
ffir den I/O-Port.
6 Portabilitat
Die Verwendung des Kopplungssystems soll die Kopplung
beliebiger Micro-Computer an beliebige Dialog-Systeme er-
moglichen. Es wird nun dargestellt, welche MaBnahmen ge-
troffen sind, um den Einsatz des Systems auf beliebigen Rech-
nern zu gewahrleisten.
(1) Verwendung eines beliebigen Dialog-Rechners.
Um die Portabilitat der Systematik ffir verschiedene Dia-
log-Rechner zu gewéihrleisten, Wurden folgende Ma13nah-
men getroffen:
- Der Microcomputer IMSAI 8080 arbeitet mit dem AS-
CII-Code. In zwei Routinen wird der Code des ange-
koppelten Dialog-Rechners in ASCII umgewandelt
bzw. ASCII in den Code des Dialog-Rechners umge-
wandelt. (In der Implementation mit PHILIPS P800
werden in diesen beiden Routinen nur die Parity-Bits
gesetzt, da beide Rechner mit dem ASCII-Code arbei-
ten, jedoch unterschiedliche Parity-Bits benutzen.)
- MUMIX ffihrt eine Tabelle, welche die Informationen
enthéilt, wieviele Zeichen der Dialog-Rechner als Echo
auf ein empfangenes Zeichen zurficksendet. Der Inhalt
dieser Tabelle ist bei Anwendung eines anderen Dialog-
Rechners zu prfifen und ggf. zu éindern.
- Die Funktionen LOGIN und LOGOFF werden durch
einen Dialog-Steuerungs-String gesteuert und kontrol-
liert. Diese beiden Strings sind bei Anwendung eines an-
deren Dialog-Rechners anzupassen.
Randbedingungen ffir die Verwendung eines anderen Dialog-
Rechners:
- Der zu koppelnde Dialog-Rechner mul3 eine asynchro-
ne Schnittstelle zur Verffigung stellen, die zeichenweise
die Datenfibertragung vornimmt.
- Der Dialog-Rechner darf keine beliebigen Bitketten
senden, sondern mu13 Zeichen in einem Code senden.
Dieser Code ist jedoch beliebig innerhalb des 8-Bit-
Rahmens.
(2) Verwendung eines anderen 8080-Microcomputers.
Die Portabilitat des MUMIX-Systems zwischen verschie-
denen 8080-Microcomputern wird durch folgende Mal?»-
nahmen gewahrleistet:
- In dem MUMIX-System werden I/O-Funktionen des
Betriebssystems IMDOS des IMSAI-Microcomputers
verwendet. Alle diese Funktionen werden fiber eine de-
finierte Schnittstelle im MUMIX-System durchgeffihrt.
Bei Verwendung eines anderen mul?» eine Emulation der
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IMDOS-I/O-Funktionen durch Einffigen eines ent-
sprechenden Moduls an dieser Schnittstelle vorgenom-
men werden.
- Wenn das laufende Anwendungsprogramm durch das
MUMIX-System abgebrochen werden soll, so ge-
schieht dies durch einen Betriebssystem-Restart an ei-
ner definierten Schnittstelle. Bei Verwendung eines an-
deren 8080 Systems ist diese Schnittstelle anzupassen.
- Der in das Betriebssystem integrierte residente Teil des
MUMIX-Systems ist nur 102 Bytes lang. Nach dem vor-
handenem Struktogramm ist dieser Teil neu zu schrei-
ben, da dieser Teil sehr stark vom Betriebssystem abhan-
gig ist. Danach ist dieser Teil in das Betriebssystem des
anderen Microcomputers zu integrieren.
Randbedingungen ffir die Verwendung eines anderen 8080-
Systems:
- Der Hauptspeicher des neuen Microcomputers mul3 ffir
das MUMIX-System 3 KB neben dem Bedarf ffir das
Betriebssystem und Anwendungsprogramme zur Verffi-
gung stellen.
- Ffir die periphere Speicherung des transienten Teils des
, MUMIX-Systems ist ein Floppy-Disk-Drive oder eine
Cassetten-Einheit erforderlich.
- Ffir die Kopplung mit dem Dialog-Rechner mul3 eine
asynchrone Schnittstelle zur Verffigung stehen.
(3) Verwendung eines beliebigen Microcomputers.
Hier gelten die Ausffihrungen zur Verwendung eines ande-
ren 8080-Systems. Zusatzlich ist folgendes zu bemerken:
- Die Programme des MUMIX-Systems sind in dem Be-
fehlssatz des Microprozessors INTEL 8080 realisiert.
Zu den Programmen existieren jedoch Struktogramme
im High-Level, die damit von einem speziellen Assem-
bler unabhangig sind. Nach diesen Struktogrammen
kann das System auf einem beliebigen Microcomputer
relativ einfach realisiert werden.
- Durch Anwendung der Strukturierten Programmierung
bei der Realisierung des MUMIX-Systems wird es
leicht ermbglicht, direkt den Quellcode in einen anderen
Assembler zu fibertragen, wenn der Befehlssatz des IN-
TEL 8080 auf den Befehlssatz des neuen Microcompu-
ters abbildbar ist.
7 Grammatik des Dialogsteuerungsstring
Die Ablaufsteuerung der Kommunikation zwischen den bei-
den Rechnern erfolgt durch die Angabe eines Dialog-Steue-
rungs-String (DSS) in der Parameterliste des Funktionsaufrufs
der Funktion DIALOG. Die Moglichkeiten dieses Dialog-
Steuerungs-String wurden bereits im Kapitel >>3.1 Die Funk-
tion DIALOG<< angeffihrt. An dieser Stelle wird die Gramma-
tik des DSS en detail dargestellt:
Menge der Terminals = (DSM, DEM, DPH, DWF, ASC, ZAL, E)
DSM, DEM, DPH, DWF sind Steuerzeichen mit folgender Bedeu-
tung:
DSM: Das Steuerzeichen DSM leitet eine Nachricht aus ASCII-
Zeichen ein, die an das MUMPS-System gesendet werden
soll.
DEM: Das Steuerzeichen DEM leitet die Definition einer Nach-
richt ein, die von dem MUMPS-System empfangen werden
soll.
DPH: Platzhalter. DPH steht ffir ein beliebiges ASCII-Zeichen.
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DWF: Wiederholfaktor. DWF kann wie folgt eingesetzt werden:
(1) DWF, DPH, ASC
Vom MUMPS-System werden beliebig viele Zeichen
empfangen, bis erstmals das Zeichen ASC auftritt.
(2) DWF, ZAL, beliebiges Zeichen
Ist das Byte, welches DWF folgt, ungleich DPH, so wird
es als Zahl interpretiert. Das beliebige Zeichen, das die-
ser Zahl folgt, wird so oft in den DSS eingesetzt, wie die
Zahl angibt.
Beispiel 1 : DWF, DPH, >a<
Vom MUMPS-System werden beliebig viele Zeichen
empfangen, bis erstmals >a< auftritt.
Beispiel 2: DWF, 5, >>1<< Diese Folge ist identisch mit der
Angabe >* >l< >l< >1< *< im DSS.
Beispiel 3 : DWF, 8, DPH
Diese Folge ist identisch mit der Angabe von DPH,
DPH, DPH, DPH, DPH, DPH, DPH, DPH im DSS.
ASC ist ein beliebiges ASCII-Zeichen.
ZAL ist eine beliebige Zahl zwischen 1 und 127.
E ist der Nullstring.
Menge der Nonterminals = (dss, sas, str)
Bedeutung der Nontenninals:
dss: Der gesamte DSS.
sas: Ein Teilstring des DSS, der nur ASCII-Zeichen enthalt.
Startsymbol = dss
Produktionsregelnz
(1) dss —> DSM sas
Der Dialog besteht darin, da13 der String »sas<< an das MUMPS-
System gesendet wird.
(2) dss —> DSM sas DEM str
Der String »sas<< wird an das MUMPS-System gesendet.
AnschlieBend wird etwas vom MUMPS-System erwartet.
(3) sas -> ASC sas
(4) sas -> E
(5) str—> DSM sas DEM str
Entspricht der 2. Produktionsregel. Dadurch kann ein langerer
Dialog geffihrt werden.
(6) str-> DEM str
(7) str —> DPH str
(8) str -> DWF ZAL str
Erscheint das Steuerzeichen DWF = Wiederholfaktor, so wird
das nachste Byte als Zahl interpretiert.
Das erste Zeichen von »str<< wird so oft in den DSS eingeffigt, wie
es durch die Zahl angegeben wird.
(9) str-> DWF DPH ASC str
Folgt dem Wiederholfaktor = DWF direkt DPH, so werden so-
lange vom MUMPS-System ASCII-Zeichen akzeptiert, bis erst-
mals das dem DPH folgende ASCII-Zeichen (ASC) auftritt.
(10) str—> ASC str
(1 1) str-> E
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Ein flexibles Meflwerterfassungssystem und seine Anwendung bei
der Analyse vegetativer Reaktionen
A.W. von Eiff, F.E. Blumenberg, H. Neus, H.U. Noffke,
G. Schirmer
Zusammenfassung
Mit dem vorgestellten Meflwerterfassungssystem konnen bis zu
I6 analoge Mefigrofien zeitnah digitalisiert und mit unter-
schiedlichen Zeitauflosungen, die einzeln und unabhdngig fur
jeden Eingangskanal gewéihlt werden, auf einem 9-Spur-Digi-
tal-Magnetband o'konomisch gespeichert werden. Neben der
Beschreibung des Meflwerterfassungssystems wird das FOR-
TRAN-Auswertprogrammsystem dargestellt und Beispiele von
durchgefiihrten bzw. laufenden Versuchsreihen gegeben.
Summary
The presented data logging equipment allows to digitize up to
16 analog measured quantities and store them with different ti-
me solutions, which can be chosen for each of the input chan-
nels separately and independently. The measured quantities
are economically stored on a Digital-Magnetic- Tape (9-track).
Besides the description of the data logging equipment the
FOR TRAN-program for evaluation is briefly explained. Some
examples of recent studies are given.
Einleitung
In der Bonner Universitatsklinik werden psychophysiologi-
sche Belastungsuntersuchungen durchgeffihrt, um die Wir-
kung von StreB auf das vegetative Nervensystem zu untersu-
chen (v. EIFF, 1974; 1976). Dabei stehen pathophysiologische
Reaktionen des kardiovaskularen Systems im Vordergrund.
Eine wesentliche Zielsetzung dieser Untersuchung ist, Krite-
rien zu entwickeln, die eine Einteilung der Patienten in Risiko-
gruppen ennoglichen. Strefigefahrdete Personen konnten
dann durch eine prophylaktische Medizin geschfitzt werden.
Die Notwendigkeit ffir eine Prophylaxe ergibt sich unmittel-
bar aus der derzeit hohen Mortalitéitsrate bei Herz-Kreislauf-
erkrankungen. Wie epidemiologische Studien gezeigt haben,
betrifft sie besonders mittlere Altersklassen und tragt wesent-
lich dazu bei, dal.’> die Lebenserwartung in den Industrienatio-
nen wéihrend der letzten Jahrzehnte deutlich abgenommen hat
(SCHAEFER und BLOHMKE, 1977).
Reaktionen des vegetativen Nervensystems lassen sich beim
Menschen nicht direkt ermitteln, da hierzu die Frequenz in den
sympathischen und parasympathischen Nervenendigungen
bzw. die Transmitterraten foitlaufend bestimmt werden mfil3-
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ten. Jedoch konnen gewisse Rfickschlfisse aus dem Verhalten
der Erfolgsorgane gezogen werden, da diese ihren Funktions-
zustand in Abhéingigkeit von der vegetativen Innervierung ver-
andem. Hierbei ist aber zu berficksichtigen, da13 die Reaktio-
nen der Erfolgsorgane nicht nur von der Starke des vegetativen
Stimulus abhangen (WILDER, 1957), sondern ebenfalls von
dem Erregungszustand hypothalamischer Zentren unmittel-
bar vor der Einwirkung des Stimulus (GELLHORN, 1964).
Der Zielsetzung, die Reagibilitat hypothalamischer Zentren
unter Strel5 zu beurteilen, versucht sich das Bonner Untersu-
chungsprogramm dadurch zu néihem, daB mehrere ausge-
wéihlte Reaktionsgrofien, z.B. systolischer und diastolischer
Blutdruck, Pulsfrequenz, Fingerpulsamplitude, Atemfre-
quenz, Thoraxexkursion und Muskeltonus,unter Ruhe- sowie
Streflbedingungen parallel abgeleitet werden.
Durch die fortlaufende Messung dieser Gro13en léiBt sich
das Verhalten einzelner Organfunktionen relativ zueinander
verfolgen, so dal3 die Strefireaktion als ein peripheres Reak-
tionsmuster erfal3t wird.
Bereits in den 60er Jahren trat bei diesen Untersuchungen
die anfallende Datenflut als mel3technisches Problem in den
Vordergrund, so dal3 mit der Entwicklung eines geeigneten
Datenerfassungssystems begonnen Wurde. Die heute zur Ver-
ffigung stehende Me13anlage stellt nach mehreren Zwischenlo-
sungen einen vorlaufigen AbschluB dieser Entwicklung dar.
Das Meliwerterfassungssystem
Das Mefiwerterfassungssystem besteht aus einer Analog/Di-
gital-Wandlereinheit (Typ AS 16, Fa. Bell & Howell), einer
Steuerelektronik* und einem 9-Spur-Digitalmagnetbandgeréit
(Typ 9800, Fa. Kennedy & Co.).
Aus dem Blockschaltbild (Abb. 1) gehen die Funktionen
und die Verschaltung dieser drei Gerate hervor. Die Analog/
Digital-Wandlereinheit verffigt fiber 16 analoge Eingangska-
né-ile, die je nach Mel3groI5e mit Verstéirkereinschfiben mit ei-
nem Eingangsspannungsbereich von i 2 mV bis i 10 V be-
stfickt werden konnen. Die digitale Information eines analo-
gen Kanals wird auf 2 Bytes verteilt; die Auflfisung des Ana-
log/Digital-Wandlers betréigt 10 Bit, weitere 4 Bit enthalten die
Kanaladresse. Die Analogkanale konnen einzeln und unab-
héingig zugeschaltet bzw. von dem Abfragezyklus ausgeschlos-
sen werden.
* Die Steuerelektronik Wurde in Zusammenarbeit mit dem Institut ffir
Strahlen- und Kernphysik der Universitéit Bonn entwickelt.




Wandler(A|D-W 1 fur Zeltvor
Verstaerker
4 Bit Ila naladressa
Kanal16______,
Ll
mit wahl und mit 9 Spur-
lulhphxer ; Kennumnmr- 7 Doppelspeucher Band
""4 101111 AID-W—Date eingabe 2x8 an Date it 512 Bytes
Die Kanalfortschaltzeit betragt 15 - 10'“ s, so daB die maxi-
mal 16 Kanéile innerhalb von 240 - 10‘6 s zeitnah digitalisiert
werden konnen. Die Zykluszeit dieser Abfrage kann an der
Steuerelektronik von 10"‘s bis 9999 - 10'“ s eingestellt werden;
sie bestimmt die Anzahl der Daten, die aus den verschiedenen
Kanalen stammend, von dem Analog/Digital-Wandler pro
Zeiteinheit konvertiert werden. Ffir eine langsam veranderli-
che MeBgroBe kann die Anzahl der Daten dieses Kanals, die
pro Zeiteinheit in den Speicher des Magnetbandgerates fiber-
geben werden, durch Teiler untersetzt werden; dies ist ffir alle
Kanéile einzeln und unabhangig moglich. Die Untersetzung
kann von 1 bis 9999 gewahlt werden. Mit Hilfe dieser Anpas-
sung jedes einzelnen Kanals an die erforderliche Zeitauflo-
sung der MeBgrol?>e wird das Magnetband ausschlieBlich mit
wesentlichen Daten beschrieben. Die maximale Schreibge-
schwindigkeit des Magnetbandgerates (104 Byte/s) begrenzt
die Zykluszeit bzw. die Einstellung der Teiler gemaB:
16
21  s 10“[Byte/s]
(t: Zykluszeit, i: Kanalnummer, ki: Untersetzung des i-ten Ka-
nals).
Die Daten werden mit einer Schreibdichte von 800 Bpi (Byte
per inch) in Blocken zu 512 Byte auf das Magnetband geschrie-
ben. Die ersten beiden Byte jedes vierten Blockes enthalten ei-
ne vierstellige Zahl. Diese Kennummer kann an der Steuer-
elektronik eingestellt werden und wird ffir die Kennzeichnung
(Patientennummer, Untersuchungsart o. a.) der einzelnen
Messung benutzt.
Die Dauer der Datenerfassung kann manuell gesetzt oder
von 1 s bis 9999 s vorgewahlt werden.
Die Auswertung der gespeicherten Daten erfolgt an der Re-
chenanlage (IBM 370/ 168) des Regionalen Hochschulrechen-
zentrums der Universitat Bonn.
Programmsystem:
Das FORTRAN-Programmsystem ffir ein frfiheres 7-Spur-
Bandgeréit mulite Wegen Unterschieden im Datenaufnahme-
system, insbesondere Wegen der grolfieren Flexibilitat des neu-
en Systems, weiterentwickelt werden, wobei die grundsatzli-
che Struktur jedoch beibehalten werden konnte. In Abb. 2 ist
schematisch der Ablauf der Auswertung dargestellt.
Da die Anzahl und die Konstellation der erfal5ten Datenka-
nale mefireihenabhangig ist, muB in einem ersten Programm-
schritt diese Kanalstruktur bestimmt werden. Anschlie15end
werden die Daten von der Binardarstellung in eine Dezimal-
darstellung dekodiert und pro Datenkanal in »Bl6cken<< zu-
sammengefafit und zwischengespeichert. Die weitere Daten-
analyse geschieht dann blockweise; dieses sukzessive Vorge-
Bandformatier
einheit
Abb. 1 Blockschaltbild des
Mefiwerterfassungssystems
hen ist notwendig, um den Kemspeicherplatzbedarf in ver-
nfinftigen Grenzen zu halten.
Bis hierhin verlaufen alle Programme nach dem gleichen
Muster, da die dargestellten Schritte unabhangig von der kon-
kreten Fragestellung stets in der gleichen Form durchgeffihrt
werden mfissen. Variable Eingaben, wie z.B. die Dauer der
Mel3zeit, konnen als Datenkarte dem auf Band gespeicherten
Programm eingegeben werden. Nach Ablaufder geschilderten
Schritte befinden sich in den Zwischenspeichern die Biosigna-
le in Dezimalform, getrennt ffir die einzelnen Datenkanale und
in »Bl6cken<< unterteilt. Ffir Spezialanalysen konnen diese
Daten auf permanente Datentrager kopiert werden.
Routineméifiig erfolgt jedoch nach dieser Datenorganisa-
Abb. 2 Skizzierter Programmablauf zur Analyse der mit dem
Mefiwerterfassungssystem gespeicherten Daten. Gestrichelte Linien
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tion eine Voranalyse der Biosignale zur Bestimmung von Puls-
amplituden, Frequenzen, Flachenmafien etc. Dies geschieht in
datenkanalspezifischen Unterprogrammen. Einen wichtigen
Bestandteil dieser Unterprogramme stellt die Artefaktkontrol-
le dar;vie1e Biosignale kiinnen z. B. durch Bewegungen erheb-
lich verfalscht werden. Derartige Verfalschungen entziehen
sich bei einer automatischen Auswertung naturgemafi der
Sichtkontrolle des Untersuchers. Wahlweise erscheint daher
im Druckeroutput eine Dokumentation der als Artefakt ge-
kennzeichneten voranalysierten Daten. Wesentliche Hilfsmit-
tel bei der Artefakterkennung sind innere Konsistenz (Ausrei-
Berkontrolle) und zeitliche Koinzidenz mit anderen Datenka-
nalen (z. B. Pulsamplituden mit dem EKG). Bei unseren bishe-
rigen Auswertungen hat sich die Artefaktkontrolle bewahrt.
Diese voranalysierten Daten stellen im Regelfall erst die medi-
zinisch relevante Information dar; daher ist auch dieser Pro-
grammteil als weitgehend konstant bleibend anzusehen. Die
Einzeldaten pro Herzschlag, Atemzyklus etc. konnen nun in
weiteren Programmteilen variabel ausgegeben oder direkt wei-
terverarbeitet werden. Die Abb. 3 und 4 zeigen die Zeitverlaufe
einer intraarteriellen Blutdruckmessung und einer Fingerpuls-
amplitudenmessung, die aus den Biosignalkurven pro Herz-
schlag berechnet Wurden. Die Programmierarbeit ffir wech-
selnde Fragestellung beschrankt sich im wesentlichen auf die
weitere Verarbeitung dieser Daten.
Versuchsreihen mit dem Datenerfassungssystem:
1. In einer ersten, bereits abgeschlossenen Versuchsreihe Wur-
de die Blutdruckmessung mit einem Zwei-Sonden-Ultraschall-
system (NOFFKE 1977) mit einer intraarteriellen Blutdruckmes-
sung verglichen (PFEIFFER, in Vorb.). Dieses Material wird in
Kfirze zusammen mit einigen Zusatzuntersuchungen darge-
stellt.
2. Als empfindlicher Strefiparameter kann die Fingerpuls-
amplitude gelten. In einer Mel5reihe Wurde der Einflul3 von
Larm auf die Fingerpulsamplitude untersucht. Dabei war zu
erwarten, da13 leichte Hypertoniker verstarkte Reaktionen auf-
weisen (FOLKOW et al. 1973; GUSKI 1974). Weiterhin wurde sy-
stolischer und diastolischer Blutdruck, Herzfrequenz, Myoin-
tegral, Radialispulsamplitude, Atemfrequenz und Atemvolu-
men erfal3t. Es ergab sich in der Tat eine signifikante Korrela-
tion zwischen einem Gelegenheitsblutdruckwert und der
Fingerpulsamplitudenreaktion. In einer Zusatzuntersuchung
wird derzeit zusatzlich der Einflul3 von Larm aufdas Schlagvo-
lumen (bestimmt mit Impedanzkardiograph) und die Kopf-
pulsamplitude analysiert. Auch dieses Material wird in Kfirze
dargestellt.
3. In neuerer Zeit gewinnt die ergometrische Belastung in
der Hypertoniediagnostik eine zunehmende Bedeutung
(FRANZ 1979). Ein bisher noch nicht geldstes Problem besteht
in dem unterschiedlichen Trainingszustand der Patienten, der
die Blutdruckreaktionen beeinflu1?1t. Eine mogliche Kontrolle
des Trainingszustandes stellt die Anstiegs- und Abfallsteilheit
der Herzfrequenz dar; trainierte Menschen reagieren und er-
holen sich schneller von der Belastung als Untrainierte
(MELLEROWICZ 1962). Wir fiberprfifen derzeit die Mtiglichkeit,
mit einer prazisen Bestimmung der momentanen Herzfre-
quenz (Abstand von R-Zacke zu R-Zacke) Zeitma13e zu be-
stimmen, mit denen der Einflul3 des Trainingszustandes fiber-
prfift werden kann.
4. Die Rolle der Pulsperiodenvariabilitat als Strefiparameter
ist heute noch weitgehend ungekléirt. In einer laufenden Studie
werden verschiedene Kennwerte ffir die Pulsperiodenvariabi-
litat und deren Anderungen unter Stre13 studiert. Hier vor al-
lem ist das neue Mefiwerterfassungssystem von hohem Nut-
zen; in frfiheren Untersuchungen konnten wir die Pulsperio-
den noch nicht kontinuierlich mit ausreichender Zeitaufl6-
sung erfassen. Dies ist mit dem neuen System nunmehr m6g-
lich.
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Erfahrungen mit dem »didaktischen<< Programmpaket MINITAB ll in
der Statistikausbildung
B. Page und H. Schwitters
Zusammenfassung
MINITAB II ist ein leicht erlernbares und benutze1freundli-
ches statistisches Programmpaket, das an der Penn State Uni-
versity vorwiegend fiir die Statistikausbildung entwickelt wur-
de. Dieser Beitrag beschreibt ausfiihrlich die Arbeitsweise des
Paketes aus der Sicht des Benutzers und gibt Anwendungsbei-
spiele. Die positiven Erfahrungen mit MINITAB in der Stati-
stiklehredes Grund- und Hauptstudiums an der TU Berlin
werden geschildert und die neuen didaktischen Mbglichkeiten
durch Computereinsatz in der Ausbildung angesprochen.
Summary
MINITAB II is an easy to learn and easy to use statistical
program package which was developed mainly for teaching
statistics. This article describes the function of the package
from the users point of view in detail and provides application
examples. The positive experiences made with MINITAB at
the TU Berlin are outlined and the new didactical potential
through computer use in teaching are given.
1. Einffihrung
Mit der zunehmenden Entwicklung von Anwendersoftware
stieg auch das Angebot an statistischen Programmen. Héiufig
Wurden dann verschiedene Programme, die unabhangig von-
einander entwickelt worden waren, zusammengefafit und als
statistisches Programmpaket propagiert. Dagegen Wurden an-
dere Statistikpakete von Beginn an unter einer einheitlichen
Konzeption und Struktur geplant und entwickelt. Ffir sie ist
ein verwaltungstechnischer Uberbau charakteristisch, der die
Systemkomponenten mit einer problemorientierten »Kom-
mandosprache<< verbindet, d. h. er prasentiert die >>Systembau-
steine<< durch Sprachelemente des jeweiligen statistischen Ver-
fahrens. Diese Konstruktion, haufig mit dem Schlagwort der
>>Benutzerfreundlichkeit<< verbunden, erspart dem Anwender,
spezielle Programmierkenntnisse zu erwerben und sich mit
den Besonderheiten einzelner Rechenanlagen auseinanderzu-
setzen.
Jedoch nicht nur dieser Aspekt, sondern auch die Flexibili-
tat der Kommandosprache, der Aufbau und Umfang der Er-
gebnisprasentation, die Dokumentation und nicht zuletzt das
statistische Methodenspektrum bestimmen den Benutzerkom-
fort eines Programmpakets. In diesem Sinne ist MINITAB II
eines der fortschrittlichsten statistischen Programmpakete.
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Anfang der siebziger Jahre Wurde es am Statistics Depart-
ment der Pennsylvania State University zunéichst hauptsach-
lich ffir die studentische Grundausbildung entwickelt. Die
Entscheidung hierffir und die besondere Berficksichtigung des
didaktischen Aspektes entstand aus der wenig befriedigenden
Erfahrung mit dem Einsatz anderer statistischer Programmpa-
kete, insbesondere OMNITAB II.
Als Ergebnis - aus der Weiterentwicklung von OMNITAB
II - stellt MINITAB II einerseits die wesentlichen Methoden
der beschreibenden und analytischen Statistik bereit und ist
andererseits auch ffir den mit elektronischen Rechenanlagen
wenig vertrauten Benutzer besonders leicht erlern- und hand-
habban
Diese Eigenschaften ffihrten dann auch zu einem langjahri-
gen erfolgreichen Einsatz in der statistischen Ausbildung an
der Pennsylvania State University, der Stanford University so-
wie anderen amerikanischen Universitaten entsprechend der
Intention der MINITAB-Verfasser, den Computer als integra-
len Bestandteil der Statistik und als didaktisches Hilfsmittel zu
betrachten. ,
Im Jahre 1977 wurde das Statistikpaket MINITAB II auch
am Fachbereich Informatik der Technischen Universitéit Ber-
lin implementiert und vorerst probeweise in Kursen der Lehr-
einheit Statistik (Leiter Prof. R. K. Bauer) eingesetzt. Ahnlich
gute Erfahrungen wie in den USA haben zu einem integrierten
Einsatz in verschiedenen statistischen Lehrveranstaltungen
des Grund- und Hauptstudiums geffihrt, der von Studenten
und Lehrpersonal in gleicher Weise positiv bewertet wird.
2. Benutzerebene
Benutzerprogramm
Zur Sicherstellung der Benutzerfreundlichkeit von MINITAB
II ist eine eigene Programmstruktur entwickelt worden, bei der
die Gastsprache FORTRAN ffir den Benutzer nicht mehr in
Erscheinung tritt. Ffir ihn ist es ausreichend, den Befehlsappa-
rat - bzw. Teile davon - ffir Ein- und Ausgabe, Rechenopera-
tionen, Datenmanipulation und statistische Methoden ken-
nenzulernen, ohne Programmierkenntnisse erwerben zu mfis-
sen. Denn programmierungstechnische Strukturierungsmog-
lichkeiten bietet MINITAB II, abgesehen von einer begrenz-
ten Schleifenbildung, nicht.
Der Aufbau des Benutzerprogramms ist weitgehend mit
dem Gang der Prob1eml'o'sung identisch; vom Einlesen der
Daten oder deren Erzeugung (2. B. in Form von Zufallszahlen),
fiber deren Veréinderung durch Datenmanipulation oder ma-
thematische Operationen, bis hin zur Ergebnisa.usgabe.
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Dem Benutzer stehen ca. 160 MINITAB-Befehle zur Verffi-
gung, die sich in ihrer Semantik weitgehend an die im engli-
schen Sprachgebrauch fiblichen Bezeichnungen ffir die stati-
stischen Methoden (z. B. HIST ffir Histogramm), ffir die Ein-
und Ausgabe (2. B. READ), ffir die Rechenoperationen (z. B.
MULT) bzw. ffir die Datenmanipulation (Z. B. SORT) anleh-
nen.
Wahrend die Eingabe von Daten an kein besonderes For-
mat gebunden ist, mfissen Befehle nach bestimmten Konven-
tionen eingegeben werden, die mit der internen Interpretation
der Befehle zusammenhéingen. Die allgemeine Form ist die
Angabe des Befehlsnamens, gefolgt von maximal 50 Argu-
menten
NAME A(1), A(2), . . ., A(50).
Der Name besteht hierbei aus maximal vier Buchstaben.
Die Argumente konnen sowohl Real- als auch Integerkonstan-
ten sein oder in ihrer Funktion als Bezeichnungsparameter ffir
Datenspeicher (Spalten, Matrizen oder Konstanten) aus den
Buchstaben C, M oder K, gefolgt von einer Integerkonstanten,
bestehen (z. B. Spalte 12 = C12, Matrix 8 = M8, Konstanten-
speicher 25 = K25).
Dem Benutzer stehen insgesamt 50 Datenspalten zu norma-
lerweise je 200 Zeilen, Wahlweise zu Matrizen verbunden, so-
wie 50 Konstantenspeicher in einem Arbeitsspeicher (>>work-
sheet<<) zur Verffigung.
Es ist zulassig, in einer Kommandozeile erklarende Texte
einzuffigen. Diese werden von MINITAB fiberlesen, jedoch
als Kommentar wieder ausgegeben. Vor einem Kommando
darf allerdings kein Text stehen, denn MINITAB erwartet am
Anfang einer Zeile einen Befehlsnamen. Ein hier eingeffigter
Text wfirde als falscher Befehlsname erkannt und hat eine ent-
sprechende Fehlermeldung zur Folge.
Spaltenbezeichnungen konnen durch einen aus maximal 8
Buchstaben bestehenden, in Apostrophs eingeschlossenen
>Namen< ersetzt werden. Diese Bezeichnungsweise wird als
Argument intern gesondert behandelt und gespeichert. Der
Name erscheint ebenfalls auf dem Ausdruck, was zu einer Er-
hohung der Lesbarkeit der Ergebnisse ffihrt. Das folgende ein-
fache MINITAB II-Statement berechnet die Standardabwei-
chung der Umsatzdaten in der Spalte >UMSATZ< und schreibt
das Ergebnis in die Konstante K3:
STANdardabweichung der daten >UMSATZ<, ergebnis nach
K3
Nur die Grol3buchstaben und K3 werden von MINITAB in-
terpretiert; der Text in Kleinbuchstaben ist Kommentar.
Fehlermeldungen
MINITAB II verffigt fiber eine ausffihrliche Fehlerdiagnostik,
die den Benutzer einerseits auf syntaktische Fehler und ande-
rerseits aufmégliche logische Fehler in Form einer >>informati-
ve diagnostic<< (z. B. bei Addition zweier ungleich langer Spal-
ten) hinweist. Eindeutig erkannte Fehler ffihren entweder zu
einem Uberspringen des betreffenden Befehls (>>command
skipped<<) oder zu einem Programmabbruch (>>fatal error<<).
Zu diesen drei Fehlerkategorien treten weitere auf den Fehler
bezogene diagnostische Angaben (z. B. >>illegal argument<<).
Methodenspektrum
MINITAB II bietet dem Benutzer ein umfangreiches Metho-
denspektrum. Die gangigen Verfahren der deskriptiven Stati-
stik, parametrischen und nicht parametrischen Testverfahren,
Schéitzverfahren, einige multivariate Methoden (Varianzana-
lyse, Regression und Korrelation) und Verfahren der Zeitrei-
henanalyse (univariate Box-Jenkins-Verfahren), sowie Funk-
tionen zur Simulation von Verteilungen stehen zur Verffigung.
Eine Ubersicht der statistischen Methoden und der zugeh6ri-
gen MINITAB-II-Befehle befindet sich in Abbildung 1.
Interaktiver und Batchbetrieb
MINITAB kann sowohl interaktiv als auch im Batchbetrieb
eingesetzt werden.
Unter Batchbetrieb wird bei MINITAB die Eingabe eines
geschlossenen Programms verstanden, das entweder in Form
eines Datenfiles von einem Terminal aus, oder mittels Loch-
karten an den Rechner fibergeben wird. Beim interaktiven Be-
trieb dagegen wird von der Datenstation aus Befehl ffir Befehl
eingegeben und sofort abgearbeitet. Die Ausgabe, die bei der
Ausffihrung eines Befehls erzeugt wird, erscheint unmittelbar
danach auf dem Bildschirm.
Dokumentation
Eine Schlfisselstellung ffir die Benutzerfreundlichkeit eines
(statistischen) Softwarepakets nimmt die Dokumentation ein.
In dieser Beziehung ist MINITAB II vorbildlich und steht dem
weitaus populéireren SPSS in keiner Weise nach. Das Refer-
ence Manual (5) ist ausffihrlich, gut verstéincllich und wird lau-
fend aktualisiert. Darfiberhinaus liegt ein >>MINITAB Student
Handbook<< (4) vor, in dem eine sehr einfache computerorien-
tierte Einffihrung in die Statistik mit Hilfe von MINITAB ge-
geben wird. Die Anleitung zur Implementierung des Pakets ist
ebenfalls leicht verstandlich. Sehr positiv wirkt sich ffir eine
eventuelle Erweiterung durch den Benutzer aus, da15 der FOR-
TRAN-Quellprogrammcode zur Verffigung gestellt wird. Ein
Benutzerhandbuch in deutscher Sprache (1) liegt inzwischen
ebenfalls vor, darfiberhinaus eine Analyse der MINITAB-Pro-




Die Abbildung 2 zeigt, wie ein Befehl vom MINITAB-Pro-
grammsystem abgearbeitet wird.
Beispielsweise bewirkt die Instruktion
ADD C12 TO C5 IN C7
einen Aufruf der Subroutine ARITH durch das Hauptpro-
gramm. Dann werden die folgenden Fehlerkontrollen durch-
geffihrt:
a) Sind die Spalten C12, C5 und C7 zuléissige Spaltennum-
mern (andernfalls Fehlermeldung)?
b) Befinden sich in beiden Spalten C12 und C5 Daten (an-
dernfalls Fehlermeldung) ?
c) Befinden sich in beiden Spalten die gleiche Anzahl von Da-
tenelementen (andernfalls Warnmeldung) ?
Wenn keiner der Fehler a) oder b) auftritt, ffihrt ARITH die
Addition der Zahlen in den Spalten C12 und C5 durch und
speichert die Summen in Spalte C7. Die Programmsteuerung



















































































Speichere die Doten; __ _ Sind Ausgabe der Feh-
hQ[fe fest‘ wieviele mogllcher Fewer schwerer lermeldung ,,Fc1tc1l
Zahlen bereits ge- Fehler aufgetreten Fehlér Error"oder ,,Com-








Abb. 2: Befehlsverarbeitung im MINITAB-Programmsystem
wird dann an das Hauptprogramm zurfickgegeben, das den
néichsten Befehl liest.
Speicherung
MINITAB II stellt standardméifiig einen Arbeitsbereich von
5050 Worten bereit, der immer kernspeicherresident gehalten
wird. Eine externe Filestruktur ist bisher nicht verffigbar. Der
Arbeitsbereich besteht intern aus einem eindimensionalen
Feld (mit Zeigerverwaltung), in dem die Daten in der Reihen-
folge ihrer Eingabe sequenziell gespeichert werden.
Ffir den Anwender ist der Arbeitsbereich in Form von 50
Konstantenspeichern und einer statistischen Datentabelle or-
ganisiert, die maximal 50 Spalten mit je hdchstens 200 Zeilen
und 10 Matrizen aufnehmen kann. Zu beachten ist, daB das
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Gesamtangebot von 5050 Speicherplatzen nicht fiberschritten
werden kann, einschlieBlich der Ergebnisse von Zwischen-
rechnungen, die ffir den Benutzer nicht in Erscheinung treten
(>>scratch area<<).
Der Gesamtspeicherplatzbedarf des MINITAB-Systems
liegt bei 85 000 Worten, was bei groBeren Rechenanlagen
(IBM 370/ 168, CDC 3800, PDP-10, etc.) zu keinen Problemen
ffihrt. Durch die Overlay-Technik 10131 sich der Speicherplatz-
bedarf ffir kleinere Anlagen reduzieren.
Aufgrund der Tatsache, dal3 das MINITAB-System und die
Daten meistens kernspeicherresident gehalten werden und der
Arbeitsspeicher limitiert ist, eignet sich das Softwarepaket nur
ffir kleinere oder mittlere Datenbestande, was jedoch ffir Aus-
bildungszwecke und weniger umfangreiche statistische Unter-
suchungen ausreicht.
Implementierung
MINITAB II ist implementiert in Standard- (ANSI) FOR-
TRAN IV, das auf den meisten mittleren und gro13en Compu-
tersystemen verffigbar ist, in Verbindung mit einigen Assem-
bler-Routinen. Eine spezielle Version existiert ffir IBM-Ma-
schinen der Serie 360/370 mit besonders hoher Rechenge-
schwindigkeit (ebenfalls ffir ITEL). Weitere Versionen existie-
ren ffir CDC-, UNIVAC-, DEC-, HEWLETT-PACKARD-
und BORROGHS-Anlagen, verkleinerte Versionen ffir PDP-
1 1/34 und PRIME-Computer.
Die meisten der FORTRAN-Statements des MINITAB II-
Systems werden in allen Versionen verwendet; diese sind als
nonnale FORTRAN-Befehle gespeichert. Jene Statements,
die nur zu einer bestimmten Version gehéren, sind mit einem
Code-Buchstaben auf der ersten Spalte der Programmkarte
gekennzeichnet. Dadurch existiert ffir alle Versionen nur ein
Programmsystem, das korrigiert und >>upgedated<< wird. Zur
Implementierung einer bestimmten MINITAB-Version wird
ein sog. >>Preprozessor<< gestartet, der das MINITAB-Pro-
grammsystem als Daten einliest und sich die richtige Version,
ffir den durch den Eingabeparameter bezeichneten Maschi-




Der Ausdruck in Abbildung 3 zeigt die Ergebnisse eines MI-
NITAB II-Programms zur deskriptiven Statistik:
Beispiel: Eine wissenschaftliche Untersuchung hat das Ziel,
den Cholesterin-Spiegel nach einem Herzinfarkt zu analy-
sieren. Ein Teil der Daten ffir 12 Patienten soll mit MINI-
Simulation
Mit dem folgenden Beispiel soll gezeigt werden, wie mit Hilfe
der Simulation auch Studenten mit geringen mathematischen
Kenntnissen grundlegende statistische Konzepte nahegeb-
racht werden konnen. Simuliert werden dabei Zufallsstichpro-
ben aus Grundgesamtheiten mit bekannten Verteilungen.
Eine typische Ubung, die von diesen didaktischen M6glich-
keiten des MINITAB-Pakets Gebrauch macht, dient der Ver-
anschaulichung von Konfidenzintervallen.
Beispiel: I.Q.-Werte werden im Bevdlkerungsdurchschnitt
als normalverteilt mit N(l00, 256) angenommen. Simuliert
wird das Verhalten von Konfidenzintervallen von je 10
Stichproben vom Umfang n = 25 (n = 100) aus dieser
Grundgesamtheit. Es sind die 95 %-Konfidenzintervalle zu
bestimmen. Haben alle Intervalle gleiche Lage und Léinge?
Wie éindern sich die Intervalle bei n = 100‘?
NOTE: MINITAB II-PROGRAMM 2 (SIMULATION)
NOTE: *** SIMULATION VON KONFIDENZINTER-
VALLEN ***
NOTE: ANFANGSWERT FUER ZUFALLSZAHLEN-
GENERATOR
BASE: 57953
NOTE: 25 ZUFALLSZAHLEN MIT N (100, 16)
NRANDOM N = 25 MIT MU = 100,UND SIGMA = 16.
NACH C1
ZINTERVALL MIT 95 % KONFIDENZ UND SIGMA =
16,





- (insgesamt 10 mal, bzw. Schleife mit STORE)




Nichtparametrische Testverfahren nehmen eine wichtige Stel-
lung in der Statistik ein und werden auch haufig in der Stati-
stik-Grundausbildung behandelt. Hier bietet MINITAB ent-
sprechende Befehle und vereinfacht die Rechenarbeit. Das
folgende MINITAB-Programm beispielsweise ffihrt den
Mann-Whitney U-Test durch, wobei die Abfolge der Losungs-
TAB ausgewertet werden. Die erste Messung des Choleste-1 schritte analog zur Handberechnung erfolgt:
rin-Spiegels Wurde zwei Tage nach dem Herzinfarkt durch-
geffihrt, die zweite vier Tage danach. Es soll der durch-
schnittliche Wert ffir die Veréinderung des Cholesterin-Spie-
gels vom zweiten zum vierten Tag und die zugehorige Stich-
probenvarianz bestimmt werden. Weiterhin ist ein Histo-
gramm zu erstellen.
Der Computeroutput des MINITAB-Programms ist in der
Abbildung 3 Wiedergegeben. Die Zeilen des Ausdrucks, die
mit >>---<< gekennzeichnet sind, stellen Befehle des zugehori-
gen MINITAB-Programmes dar.
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SET PUNKTZAHLEN IN STATISTIK-I IWC1
86 92 89 53 95
SET PUNKTZAHLEN IN STATISTIK-II IN C2
I 65 72 20 85 56 65 80 91
JOIN C1 HINTER C2, ERGEBNIS NACH C3
RANKS VON C3 NACH C4




Der Output dieses Programms befindet sich in Abb. 4.
PAGE, erfahrungen mit dem >>didaktischen<< Programmpaket 49
FILE: FILE FT06F001 A TECHNISCHE UNIVERSITAET BERLIN
CDOOOQCDCCD
NOTE MINITAB II - BEIS IELPROGPAMM 1 1 OESKPIPTIVE STATISTIK I
*** MINITAB II ***
.: -. P
NOTE: 44 MESSWERTE DES CHOLESTEPINSPIEGELS 2 UND 4 TAGE NACH EINEM 2 R
NOTE: 4 4 HERZINFARKT BEI 12 PATIENTEN * *
NOTE -----------------------------------------------
NOTE: BEYEICHNUNG DER DATENSPALTEN
NAME FUER c1 IST 12.1001 . FUER c2 IST 14.1401
NOTE: EINLESEN DER DATEN








































*** MINITAB II *** STATISTICS DEPT * PENN STATE UNIV * RELEASE 78.1 *
S T O R A GE A V A I L A B L E 5 0 O 0 Abb. 3. Beispielprogramm zur deskriptiven Statistik
NOTE: DIFFEPEN7 DER CHOLESTERIN— WEPTE
SUBTRACT C1 VON C20 DIFFERENZ NACH C3
NOTE: MITTELWERTBERECHNUN6 UND STANDARDABWEICHUNG
AVERAGE VON C3
AVERAGE = 'l4.333
STANDAQDABWEICHUNG VON C39 NACH K2
3
NOTE! BERECHNUNG DER VARIANZ
MULTIPLIZIEPE K2 MIT K29 NACH K3
ANSWER = I1U6.0586
NOTE: ERSTELLUNG EINES HISTOGRAMMS
HISTQGRAMM VON C3








41>I-‘N COO 00 1--1--I_p(,J1-I1-1
STOP _
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*** MINITAB II ***
-- NOTE? MINITAB II - BEISPIELPPOGRAMM 3 1 NICHTPARAMETRISCHE VERFAHREN 1
-- NOTE 2 MANN - WHITNEY u - TEST  
-- NOTE: *#** VERGLEICH DER PUNKT7AHLEN IM 1. UND 2. SEMESTER ***»
-- NOTF——--—------------ --— --- — -— — ---- — — — --— — ---- — -- —---------
- NOTE! EINLESEM DER DATEN
-- SET PUNKT7AHLEN IN STATISTIK-I IN c1
COLUMN
COUNT
-- SFT PUNKTZAHLEN IN STATISTIK-II IN C?
COLUMN
COUNT





—— RANKS VON C3 NACH C4
-- PICK ZEILEN Q BIS 13 VON C49 NACH CS
-— PQTINT C1 -' C5
COLUMN C1 C2 C3
6'5. 72. 20-
FILE: FILE F'T06F001 A TECHNISCHE UNIVERSITAET BERLIN
ROW
~O<ID\J'-3\'1'J'l¢‘1'.1Jl\)





COUNT 5 8 13













-n--:+~u- MINITAB II *** STATISTICS DEPT * PENN STATE UNIV * RELEASE 78.1 *
















Abb. 4. Beispielprogramm zu nichtparametrischen Verfahren
Varianzanalyse
Folgendes kleines Beispiel Wurde mit dem MINITAB II-Be-
fehl AONEWAY zur einfachen Varianzanalyse berechnet
(siehe Abb. 5).
Beispiel: BeeinfluBt das Pflanzdatum den Baumwollsamen-
ertrag‘? Die 12 Werte aus einem On in Uganda Wurden ge-
wonnen, indem man 4 Felder in je 3 Teile aufteilte und die 3
Teilflachen den 3 Pflanzdaten zuféillig zuordnete.
gepflanzt Baumwollsamenenrag (in kg)
21111
1. Mai 3,35 1,49 2,44 2,44
15. Mai 3,86 2,71 2,18 1,95
29. Mai 1,99 2,89 1,68 2,13
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Neben der betréichtlichen Erleichterung bei der sonst recht
rechenaufwendigen Ennittlung der Varianzanalysetabelle bie-
tet MINITAB noch zusatzliche Interpretationshilfen in Form
von Datenplots und Konfidenzintervallen ffir jede Gruppe.
5. Erfahrungen mit MINITAB ll an der TU Berlin
Das Programmsystem Wurde Anfang 1977 auf der Rechenan-
lage IBM 370/158 des Fachbereichs Informatik der Techni-
schen Universitat Berlin implementiert. Es Wurde zunachst
versuchsweise in der Lehn/eranstaltung »Statistik ffir Infor-
matiker<< als integraler Bestandteil der Lehre, vor allem in
Form von begleitenden Rechnerfibungen, verwendet. Parallel
dazu gelangte es in der Hauptstudiumsveranstaltung »E-rgéin-
zungen zur EinfluBgr6Benrechnung II<< (Ubungen zu multiva-
riaten Verfahren, insbesondere Regressi0ns- und Korrela-






#94 MINITAB 11 ***
-- NOTE: MINITAB 11 - BEISPIELPROGRAMM 4 1 VARIANZANALYSE 1
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-- ~01?--------------
-- SET ERTRAEGE VOM ERSTEN MAI NACH C1
COLUMN C1
COUNT 4 -
3.35000 1.49000 2.44000 2.44000
-— SET ERTRAEGE VON FUENFZEHNTEN MAI NACH C2
COLUMN C2
COUNT 4
3.86000 2.71000 2.18000 1.95000























































INDIVIDUAL 95 PERCENT C. I. FOR LEVEL MEANS
(BASED ON POOLED QTANOARD DEVIATION)
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Q3 I§#n*§§§u#*a##*¢1##¢*§#§#§u*u#uanI
4‘ W Q _ — — _ — — — ¢ — — — — —_'0' ¢ _ — _ O — — nn—§- — — Q _ — _ _ -,_,§ _ _ _ _ _ _ _ __+ _ _ _ _ _ _ _ __+
1-°° 1-5° 2-00 2-50 3.00 3.50 4.00
S TOP Abb. 5. Beispielprogramm zur Varianzanalyse
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tionsanalyse) zum Einsatz. Diese Veranstaltung wird haupt-
séichlich von Studenten der Wirtschaftswissenschaften be-
sucht, die fiber Wenig Vorerfahrungen mit Elektronenrechnern
verfiigen. Vorwiegend fur diese Zielgruppe Wurde auch eine
ausffihrliche Benutzeranleitung in deutscher Sprache geschaf-
fen (1), (2). Da in beiden Veranstaltungen nur kleinere Studen-
tengruppen beteiligt waren, konnte interaktiv vom Bildschirm
aus gearbeitet Werden.
Aufgrund der positiven didaktischen Erfahrungen und der
durchgéingigen Zustimmung von studentischer Seite ist MINI-
TAB II inzwischen fester Bestandteil in den Zyklen
- Statistik fur Informatiker I und II (Grundstudium)
- Einflul3groBenrechnung I (nichtparametrische Verfahren)
undIL
- Stochastische Prozesse (hier in erster Linie bei der univaria-
ten Box-Jenkins-Prognose) und in
- Wechselnden Seminarveranstaltungen (Hauptstudium).
Wegen der wachsenden Studentenzahl (bis zu 100 Studen-
ten je Veranstaltung), muBte verschiedentlich im Batchbetrieb
gearbeitet werden. Diese Arbeitsweise wird von den Studenten
nicht so gut aufgenommen wie der interaktive Betrieb, kann
aber insgesamt ebenfalls als erfolgreich angesehen Werden.
Um den Einsatz der elektronischen Datenverarbeitung in
der Statistik auf eine noch breitere Grundlage zu stellen, léiuft
seit einem Semester auBerdem eine Projektgruppe im Statistik-
Grundstudium fur Wirtschaftswissenschaftler mit gleich gu-
tem Erfolg. Dieser Versuch hat zu einer regen Nachfrage in
dieser Studentengruppe geffihrt, Weshalb Wir uns veranlaBt sa-
hen, einen dreitagigen MINITAB-Kompaktkurs in den Seme-
sterferien anzubieten. Um den Vorteil der interaktiven Be-
triebsweise zu erhalten, Wurde die Teilnehmerzahl dabei auf
maximal l5 Studenten begrenzt. Es zeigte sich, daB eine Ein-
ffihrung in MINITAB, einschlieBlich der Einweisung in die
Rechenanlage, innerhalb dieser kurzen Zeit moglich ist und
ein positives Echo gefunden hat. Allerdings konnte das zweite
Ziel, die wesentlichen Lehrinhalte des Grundstudiums zu ver-
tiefen und zu veranschaulichen, nicht ganz erreicht werden.
Die Dauer eines solchen Kurses sollte im allgemeinen nicht
unter 5 Tagen liegen.
Die Uberlegungen zur durchgangigen Integration von MI-
NITAB II in die Statistik-Grundausbildung von Wirtschafts-
wissenschaftlern stoI3en allerdings auf Kapazitatsprobleme,
da von ca. 300 Studenten pro Semester ausgegangen werden
muB. Eine Einffihrung der EDV wird hier langerfristig nur
schrittweise erfolgen konnen und vom Umfang der verffigba-
ren Datenstationen abhéingen. Alternativ bieten sich hier inje-
dem Falle das Grundstudium abschliefiende Kompaktkurse
an.
6. Schluflbemerkungen
MINITAB II ist wie kaum ein anderes statistisches Programm-
paket durch seine besondere Benutzerfreundlichkeit gekenn-
zeichnet. Es ist leicht erlern- und handhabbar und verlangt
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vom Benutzer nur geringe Grundkenntnisse der EDV. Es eig-
net sich, von seiner Konzeption her, aulierordentlich gut als di-
daktisches Hilfsmittel in der angewandten Statistik-Ausbil-
dung, besonders fiir Studenten mit Weniger fundierten mathe-
matischen Kenntnissen (z. B. Psychologen, Medizinern, So-
zialwissenschaftlern). Im Gegensatz zu anderen statistischen
Softwarepaketen kann MINITAB mehr als nur Rechenhilfe
sein, wodurch die Gefahr des Abrufs statistischer Verfahren
auf >>Knopfdruck<< ohne die erforderliche methodische Fun-
dierung vermieden Werden kann. Gleichzeitig bietet MINI-
TAB damit eine Briicke zur EDV, mit der viele statistische Ver-
fahren erst sinnvoll eingesetzt werden konnen.
MINITAB II bietet die wichtigsten Methoden der statisti-
schen Grund- und Fortgeschrittenenausbildung und eignet
sich ebenfalls ffir begrenzte empirische Untersuchungen, z. B.
im Rahmen von Studien- und Diplomarbeiten. Das Paket wird
laufend weiterentwickelt. Fur 1980 sind Verfahren der explo-
rativen Datenanalyse nach Tukey angekiindigt. Auffierdem
wird an einer externen Filestruktur einschlieBlich eines Inter-
faces zu SPSS und BMDP gearbeitet, mit dem Ziel auch gr6Be-
re Datenmengen verarbeiten und umfangreiche statistische
Untersuchungen durchffihren zu konnen.
MINITAB II kann zum Preise von $ 500 unter folgender
Adresse bezogen werden:
Minitab Project, 215 Pond Laboratory, University Park, Penn-
sylvania 16802, USA
Weitere Auskfinfte zu Erfahrungen mit MINITAB sowie
die deutsche Benutzeranleitung sind fiber die Autoren erhalt-
lich.
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Computerunterstfitzte Hypothesenagglutination zur Erfassung
komplexer Zusammenhange
R. Hartner, K. Mattes und H. Wottawa
Zusammenfassung:
Die Erfassung multipler Zusammenhange bereitet oft Proble-
me, wenn Daten aus verschiedenen Sachgebieten (z. B. medizi-
nische, physiologische und psychologische Variablen) zueinan-
der in Beziehung gesetzt werden sollen. Die iiblicherweise ver-
wendeten Regressionsmethoden sind in diesen Fiillen, vor al-
lem bei Vorliegen von Wechselwirkungseffekten, oft inad-
éiquat. Als Alternative wird das Erstellen von logisch strukturier-
ten Hypothesen vorgeschlagen, deren Beschreibungsgiite durch
wiederholten Vergleich mit den Daten und den daraus folgen-
den Modifikationen verbessert wird. Zur Durchflihrung solcher
Analysen in schneller, interaktiver Form wurde das Programm
HYPAG erstellt, dessen Arbeitsweise im folgenden Text darge-
stellt wird.
Summary:
The analysis of multiple relationships is often problematic
when the relationships among data from various disciplines (i.
e. medical, physiological and psychological variables) are to be
studied. Commonly used regression methods are often inad-
equate for the analysis of such data, especially when interac-
tions are present. As an alternative we suggest proposing a set
of logically structured hypotheses whose agreement with the
data is improved through repeated comparison and modifica-
tion. The program HYPAG, which is described in this paper,
enables a researcher to carry out such analyses rapidly through
interactive dialog.
1. Deskription von Zusammenhéingen
Die fiblicherweise Verwendeten Methoden zur Erfassung biva-
riater oder multipler/multivariater Zusammenhange beinhal-
ten zwei grundlegende Probleme, die ihre Anwendung beein-
trachtigen. So ist einerseits die nahere Spezifikation des Zu-
sammenhanges (etwa die Wahl einer Regressionslinie) oft will-
kfirlich und nur schwer sachlich zu begrfinden; andererseits
beinhalten die gebrauchlichen Korrelations- bzw. Konting-
kenzkennziffern eine Vermengung von Eigenschaften der >>zu-
sammenhangendena Merkmale und der ffir die Bestimmung
dieses Zusammenhanges ausgewéihlten Population.
Die von schwachen Annahmen ausgehenden Kontingenz-
koeffizienten sind in vielen Anwendungsfallen nur schwer in-
terpretierbar, Wenn Aussagen fiber die Art und den Verlaufdes
untersuchten Zusammenhanges angestrebt Werden. Bei den
auf Regressionsmodellen aufbauenden Verfahren werden
meist (mathematisch) moglichst einfache Beziehungen ange-
setzt, die in vielen Fallen, vor allem ffir Merkmale aus einem
éihnlichen Sachbereich, eine gute Anpassung an die Daten zei-
gen. Werden allerdings Merkmalsreihen aus inhaltlich ver-
schiedenen Bereichen zueinander in Beziehung gesetzt, — so et-
Wa bei dem Vergleich physiologischer Messungen mit psycho-
logischen Tests oder bei der Analyse des Zusammenhanges
biochemischer Parameter und Verhaltensaufféilligkeiten -
sind die fiblichen linearen, polynomialen oder logarithmi-
schen Annahmen oft nicht mehr adaquat.
Besonders deutlich werden die Probleme bei multiplen An-
séitzen. Die in den Regressionsgleichungen implizite enthalte-
nen Annahmen fiber die Kompensation schwacher Auspra-
gungen in einem Teil der Variablen durch hohe Werte in ande-
ren, das Fehlen von >>Schwellwerten<< und die mangelnde Be-
rficksichtigung von »Sprfingen<< bereiten Schwierigkeiten. Be-
sonders storend und meist auch durch eine aufwendigere Ge-
staltung der Regression nicht behebbar sind Wechselwirkun-
gen zwischen den unabhangigen Variablen (>>Moderatorvaria-
blen<<). Wenn sich je nach der Auspragung einer Drittvaria-
blen die Zusammenhangsform zwischen zwei Merkmalen ver-
éindert, kann nicht mehr global von einem Zusammenhang der
Merkmale als solchen, sondern nur von einem ffir Personen-
teilgruppen spezifischen Zusammenhang gesprochen werden.
Das Vorliegen eines solchen Sachverhaltes ist allerdings nur
dann prfifbar, Wenn man Hypothesen darfiber hat - oder aus
den Daten ermittelt - Welche Wechselbeziehungen bestehen.
Ohne eine solche zuséitzliche Analyse konnen die an einer
Stichprobe ermittelten Zusammenhangsaussagen nicht auf sy-
stematisch ausgelesene Teilgruppen aus dieser Stichprobe
bzw. der entsprechenden Population (Personen mit bestimm-
ter Diagnose, Vorgeschichte, Arbeitsstelle) fibertragen wer-
den.
Diese »Populations-<< oder »Stichprobenabhéingigkeit<< der
Regressionsansatze stort insbesondere dann, wenn - wie im
humanwissenschaftlichen Bereich haufig - gerade Aussagen
fiber spezielle Teilgruppen oder Einzelpersonen ffir die prakti-
sche Anwendung der Analyseergebnisse benotigt werden. So-
lange nur die Hohe des Zusammenhanges Wegen der in Teil-
gruppen unterschiedlichen Merkmalsvarianzen variiert, kon-
nen entsprechende Umrechnungen von der Gesamtstichprobe
auf systematisch selektierte Teile - (oder in entgegengesetzter
Richtung) - erfolgen (z. B. LORD & NOVICK, 1968). Eine solche
Korrektur ist natfirlich unmoglich, Wenn Wechselwirkungen
in dem oben beschriebenen Sinn vorliegen, die gerade bei hu-
manwissenschaftlichen Problemen héiufig zu sein scheinen.
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2. Ltisungsansatze
Die hier skizzierten und seit langem bekannten Schwierigkei-
ten beeintrachtigen oft die Verwertbarkeit der Auswertung,
Wie etwa die Probleme bei der Interpretation multipler Regres-
sionen oder deren oft fehlende Ubertragbarkeit auf neue Da-
tensatze im Sinne der Kreuzvalidierung zeigen. Zur Ver1nei-
dung dieser Schwachen Wurden zwei Ansatze entwickelt, die
im Prinzip beide zur Vermeidung von Wechselwirkungen ge-
eignet sind.
»Populationsunabhc'ingige Messung<<: Der z. B. von FISCHER
(1974) dargestellte Ansatz von probabilistischen Modellen, die
ffir den Einzelfall formuliert werden, vermeidet die Wechsel-
Wirkungsproblematik dadurch, daB per Modellannahme kei-
ne solche auftreten darf. Zeigt die empirische Situation andere
Verhaltnisse (Abweichungen von den Modellannahmen),
wird entweder die Modellgfiltigkeit nur ffir Teilgruppen gefor-
dert, die Messung der Variablen verandert oder eben festge-
stellt, dal3 eine Erfassung des Zusammenhanges (etwa der Ver-
anderung aufgrund einer therapeutischen Mafinahme) im Sin-
ne dieses Ansatzes nicht moglich ist. Modelle dieser Art haben,
neben den Vorteilen der Einzelfallbezogenheit, Wodurch die
Ubertragungsprobleme - im Prinzip - entfallen, auch wissen-
schaftstheoretische Vorteile. Aussagen wie »x hangt mit y in
der naher bestimmten Art zusammen<< sind in dieser allgemei-
nen, nicht auf spezielle Personengruppen bezogenen Formu-
lierung prinzipiell nur dann sinnvoll, Wenn eben keine Wech-
selwirkungen vorliegen.
Die Problematik dieses Ansatzes ist neben der Frage nach
der Trennscharfe der Modelltests die Leistungsfahigkeit ffir
sachliche Probleme. Auch mit diesen Modellen werden, eben-
so wie bei den Regressionsansatzen, Wechselwirkungen (Mo-
dellabweichungen) nur dann erkannt, wenn eine entsprechen-
de Hypothese vorliegt. Da eine ideale Gfiltigkeit der Modelle
ffir die jeweils analysierte Population a-priori nicht vorliegt,
werden die einzelnen Uberprfifungen von Wechselwirkungen
stark davon beeinfluBt, mit welchem Aufwand (Fallzahlen,
Sorgfalt der Erhebung) die Stichprobe erfaBt werden konnte.
Bei einem sehr aufwendigen Vorgehen werden mit hoher
Wahrscheinlichkeit Abweichungen erkannt werden. Es ist
auch fraglich, ob nicht in vielen Fallen gerade die nahere Ana-
lyse von Wechselbeziehungen interessante Befunde em16g-
licht. Die oft notwendige Feststellung der Inadaquatheit der
Modellanpassung ist ffir praktische Probleme Wenig befriedi-
gend.
Clusterungen: Eine andere Denkweise ist der Ausgangs-
punkt der an der Struktur des Zusammenhanges orientierten
clusteranalytischen Verfahren (vgl. die >>Digression Analysis<<,
MUSTONEN, 1978; s. a. GOLDFELD & QUANDT, 1976).
Bei diesen Ansatzen wird von einer teilgruppenspezifischen
Formulierung des Zusammenhanges ausgegangen, es wird
dann ohne exteme Vermutungen jene Clusterung von Perso-
nen gesucht, die zu einer optimalen Anpassung der jeweiligen
Regression innerhalb der einzelnen Teilgruppen ffihrt.
Schwierigkeiten bereitet hier die Formulierung des Zusam-
menhanges, die derzeit verffigbaren Programme scheinen nur
von linearen oder ahnlich strukturierten Modellen auszuge-
hen, Wodurch die weiter oben ausgeffihrten Probleme erhalten
bleiben.
3. Systematische Hypothesenagglutination
Der folgende Vorschlag ist aulierordentlich simpel, es zeigten
sich aber in einigen ersten Anwendungsfallen positive Ergeb-
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nisse, so dal3 diese Methode méglicherweise auch in anderen
Bereichen nutzbringend eingesetzt Werden kann.
Prinzip: Wenn ffir ein Problem die stichprobenabhangigen
Zusammenhangsformulierungen kein befriedigendes Resul-
tat gezeigt haben, werden - eventuell unter Berficksichtigung
der erhaltenen Hinweise - >>Statements<< der Art:
Wenn (logische Verknfipfung der Pradikatoren >>wahr<<)
dann (Wert oder Verknfipfung einer oder mehrerer abhangi-
ger Variablen)
ffir den Einzelfall formuliert.
z. B.:
Wenn (Test l gr6Ber Test 5 und Test 3 kleiner 2, aber Test 8
nicht kleiner als Test 9 + Test l2)
dann (Diagnose A)
oder
dann (Variable 5 groBer als Variable 8)
Die Gfiltigkeit der behaupteten Wenn/dann-Beziehung
kann ffir jeden Einzelfall fiberprfift Werden. Es sind drei ver-
schiedene Ergebnisse moglichz
- die Bedingung der Pradikatoren (»Wenn<<) ist nicht erffillt:
keine Aufklarung
- die Bedingung der Pradikatoren ist erffillt, nicht aber die
Forderung ffir die abhangigen Variablen: »Fehler<<
- beide Bedingungen sind gleichzeitig erffillt: »Treffer<<.
Die Beurteilung eines Statements erfolgt aufgrund der in der
Stichprobe aufgetretenen Fehler- und Trefferhaufigkeiten.
Gibt es nur sehr Wenige Treffer, wird man das Statement ver-
werfen. Treten relativ viele Treffer, aber auch viele Fehler auf,
wird man an eine Neuformulierung (etwa durch eine Erweite-
rung um zusatzliche Merkmale bei den Pradikatoren, um
Wechselbeziehungen berficksichtigen zu konnen) denken.
Treten schlieBlich relativ zu den Treffern nur mehr Wenige
Fehler auf, wird man dieses Statement zumindest vorlaufig
beibehalten.
Den bisherigen Erfahrungen nach wird ein einzelnes State-
ment nur relativ Wenige Falle beschreiben, der Prozentsatz der
»Aufklarung<< wird gering sein. Nach dem ersten wird daher
ein weiteres, von einer anderen Vorstellung fiber die Beziehun-
gen zwischen den Variablen ausgehendes Statement angesetzt,
an den Daten fiberprfift und eventuell entsprechend modifi-
ziert. Damit wird wieder ein gewisser Prozentsatz der Falle auf-
geklart, ffir die noch nicht erfaBten Falle wird ein weiteres Sta-
tement formuliert und an allen Daten fiberprfift usf., bis nur
noch Wenige Falle unaufgeklart bleiben. Der Zusammenhang
zwischen den Merkmalsgruppen Wird durch die Treffer- und
Fehlerquoten und vor allem durch die aufgestellten State-
ments erfaBt und inhaltlich beschrieben.
Probleme: Dieser Ansatz ist allgemeiner als die Fonnulie-
rungen fiber Regressionsgleichungen, es lassen sich auch sol-
che numerischen Modelle in Form von »Statements<< dieser
Art darstellen. Derartige Darstellungen von Statements sind
aber um vieles umstandlicher und Weniger durchschaubar als
die mathematische Formulierung. Man sollte daher an dieser
Art der Zusammenhangsdarstellung nur dann denken, Wenn
die fiblichen Verfahren keine befriedigenden Ergebnisse er-
zielt haben oder man von vornherein mit zahlreichen Wechsel-
wirkungen zu rechnen hat. Die Anwendung wird dann beson-
ders einfach, Wenn die einzelnen Merkmale nur Wenige Aus-
pragungsklassen haben, und gerade in diesen Fallen ist die ma-
thematische Beschreibung oft schwierig.
Wie bei den meisten deskriptiven Verfahren kann auch hier
die Leistungsfahigkeit des Ergebnisses nicht an dem Datensatz
beurteilt werden, an dem die Statements erarbeitet Wurden. Im
Prinzip ist es stets moglich, eine Trefferquote von 100% zu er-
zielen — es genfigt dazu, Wenn man die Fallnummer mit in die
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Bedinungsformulierungen aufnimmt. Auch Wenn man sich
weitgehend auf theoretisch begrfindbare Statements be-
schrankt, muff» mit starken Einflfissen der zufalligen Beschaf-
fenheit der Stichprobendaten gerechnet werden. Nach dem
Erarbeiten eines Statements ist daher die Uberprfifung an neu-
en Daten erforderlich, um eine realistische Abschatzung der
Fehler- und der Trefferquoten zu erhalten. Um eventuell noch-
mals mit einer neuen Suche beginnen zu kfinnen, sollten nach
Moglichkeit mehrere Datenteile ffir eine solche Kreuzvalidie-
rung vorgesehen werden.
Der Grundgedanke dieses Ansatzes wird seit langem ffir We-
nige Pradikatoren und fiberschaubare Fallzahlen bei der Da-
teninspektion verwendet. Die Anwendung auf grol3e Daten-
satze setzte die Verffigbarkeit eines entsprechenden Pro-
gramms zur schnellen Eingabe und Uberprfifung von State-
ments voraus.
4. Das Programmsystem HYPAG
Das Software-Paket HYPAG Wurde 1978 bei der Forschungs-
gruppe STRESS (Leitung: Horst Mayer) an der Medizini-
schen Universitatsklinik Heidelberg realisiert. Die Aufgaben-
stellung innerhalb der Forschungsgruppen und der damit ver-
bundenen Forschungsvorhaben, haben stark interdisziplina-
ren Charakter. Die Analyse der zahlreichen, sowohl im Labor
als auch im Feld gewonnenen Daten setzte ein Verfahren vor-
aus, das in der Lage ist, ohne unrealistische Zusatzannahmen
Variable aus verschiedenen Fachgebieten (hier Medizin, Psy-
chologie, Sozialdaten) zu verknfipfen. Spezielle mathemati-
sche Strukturen sollten aufgrund der Skaleneigenschaften der
Messung und der Verschiedenartigkeit der Daten nicht ange-
nommen werden, so daB eine statistische Analyse mit her-
kommlichen Verfahren, insbesondere multiple oder multiva-
riate Ansatze der Regressionsrechnung unzweckmafiig er-
schien.
Hypothesenformulierung: Bei der Programmerstellung Wur-
de von folgenden Uberlegungen ausgegangen:
Gegeben seien Daten, je m Variablenwerte (physikalische
Messwerte usw.) von n Fallen (Individuen, Probanden, Expe-
rimente). Diese Werden zu einer n >< m Wertematrix W = (wij)
zusammengefafit, einer Datenstruktur entsprechend, die z. B.
das SPSS voraussetzt. Gesucht sind multiple Zusammenhange
dieser Daten in Form von speziellen Funktionen, die hier als
»logische Bewertungsfunktion<< bezeichnet werden, Welche
eng mit Schaltfunktionen aus der booleschen Algebra ver-
wandt sind. Eine solche logische Bewertungsfunktion wird auf
die Variablenwerte eines jeden Falles angewandt und zeigt an,
ob zwischen den Variablen in diesem Fall die vermuteten Ab-
hangigkeiten bestehen.
Die Grundbausteine bilden arithmetische Vergleiche von
Variablen mit Konstanten oder anderen Variablen in der Form
>>Ausdruck l<< >>Vergleichsoperator<< »Ausdruck 2<<
Ffir Ausdruck 1 wird stets eine Variable eingesetzt.
Die Vergleichsoperatoren konnen sein: »gleich<<, »nicht
gleich<<, »gr6Ber als<<, »grol3er gleich<<, >>kleiner als<< und
»kleiner gleich<<.
Ffir Ausdruck 2 lassen sich mehrere verschiedene Operan-
den einsetzen:
- eine Variable, die jedoch von der Variablen in Ausdruck 1
verschieden ist, z. B.
>>Allgemeinbefinden-Vorschicht<< »gr6Ber gleich<< »Allge-
meinbefinden-Nachschicht<< I
- eine Konstante,z. B.
»Cholesteringehalt<< »kleiner als<< (Schwellenwert)
- ein allgemeiner Wert, das ist eine Konstante, Welche auto-
matisch beliebig oft um einen festen Wert erhoht oder ver-
mindert wird, z. B.
»Blutdruck<< »kleiner gleich<< 150
»Blutdruck<< »kleiner g1eich<< 140
>>Blutdruck<< »kleiner gleich<< 130
usw.
Wenn allgemeine Werte mehrfach, d. h. in mehreren
arithmetischen Vergleichen gleichzeitig auftreten, Werden au-
tomatisch alle Kombinationen der Werte von Ausdruck 2 ge-
bildet.
Beim Einsetzen der Variablenwerte der n Einzelfalle wird je-
dem der arithmetischen Vergleiche bei Erffillung der Bedin-
gung der Wert »wahr<< bzw. bei Nichterffillung der Wert
>>falsch<< zugeordnet. Durch diese Zuordnung haben die
arithmetischen Vergleiche die Eigenschaft von logischen Va-
riablen und lassen sich durch logische Operatoren miteinan-
der verknfipfen. Als logische Operatoren sind die Disjunktion
(»oder<<-Verknfipfung) und die Konjunktion (»und<<-Ver-
knfipfung<<) im Programm vorgesehen. Aufdie Negation kann
verzichtet werden, da sie durch den Austausch von Operatoren
(»gleich<< statt >>nicht gleich<<, »kleiner als<< statt >>groBer als<<
etc.) in den arithmetischen Vergleichen simuliert werden kann.
Die >>logische BeWe1tungsfunktion<< entspricht nun den
durch Disjunktion und Konjunktion verknfipften arithmeti-
schen Vergleichen. Mit Disjunktion und Konjunktion lassen
sich die arithmetischen Vergleiche zu jeder gewfinschten Aus-
sage zusammenstellen. Allerdings mul3 die logische Bewer-
tungsfunktion in der sogenannten disjunktiven Nonnalform
aufgestellt Werden, da dies zu einer wesentlichen rechen- und
programmtechnischen Vereinfachung ffihrt. Eine disjunktive
Normalform ist, vereinfacht ausgedrfickt, eine klammerfreie
Folge von »und<<und »oder<<-Verknfipfungen, wobei stets die
Regel gilt, dal3 >>und<<-Verknfipfungen vor »oder<<-Verknfip-
fungen ausgeffihrt werden.
Dies ist keine Einschrankung bei der Aufstellung von Be-
wertungsfunktionen, denn in geklammerter Form aufgestellte
Ausdrficke lassen sich mit Hilfe des Distributionsgesetzes der
booleschen Algebra klammerfrei darstellen, z. B.
Vergleich l »und<< (Vergleich 2 »oder<< Vergleich 3) =
Vergleich 1 >>und<< Vergleich 2 »oder<< Vergleich l »und<< Ver-
gleich 3
Die Berechnung des Funktionswertes der Bewertungsfunk-
tion verlauft nach elqmentaren Regeln der booleschen Alge-
bra, er nimmt stets den Wert >>wahr<< oder »falsch<< an.
Beispiele: Zwei einfache Beispiele von Bewertungsfunktio-
nen sollen einen ersten Uberblick fiber die Moglichkeiten ge-
ben:
1. Es sollen Falle erfaBt werden, bei denen die Variable Kor-
pergrofie im Intervall von 150 bis 180 cm und die Variable
Gewicht zwischen 50 und 80 kg liegt.
Die zugehorige Bewertungsfunktion wird wie folgt aufge-
stellt:
arithmetischer Ver- logische Verknfipfung
gleich
»GeWicht<< »gr6l3er als<< 50 »und<<
»Gewicht<< »kleiner als<< 80 »und<<
»GroBe<< »groBer als<< 150 »und<<
»Gr6Be<< »kleiner als<< 180
Diese Bewertungsfunktion filter: aus allen Fallen diejeni-
gen Falle heraus, bei der sie durch die Anwendung auf die
Variablenwerte den Wert »wahr<< zugeordnet bekommt, die
restlichen Falle haben den Wert »falsch<<. _
EDV in Medizin und Biologie 2/ 1980
56 HARTNER, Computerunterstfitzte Hypothesenagglutination
2. Der Zusammenhang zwischen Korpergrofie und Gewicht
im 1. Beispiel erfalfit auch pathologische Falle. Die Fonnel
ffir ein Normalgewicht von Korpergrofie in cm minus 100
und Schwankungen um diesen Wert von plus/minus 10 ist
der Realitat naher. Diese Beziehung soll aber nur ffir Ge-
Wichte zwischen 50 und 80 kg gelten.
In diesem Fall ist zunachst eine Variablenverknfifpung
durchzuffihren.
»GMG<< = »Gr6Be<< - »GeWicht<<
Die Bewertungsfunktion enthalt folgende arithmetische Ver-
gleiche
»GMG<< »gr6l3er als<< 90 >>und<<
»GMG<< >>k1einer als<< 1 10 »und<<
»Gewicht<< >>gr6Ber als<< 50 >>und<<
>>GeWicht<< >>kleiner als<< 80
Eine alternative Bewertungsfunktion laBt sich bei diesem Bei-
spiel aufstellen.
Definieren Wir
»Gm90<< = »Gr6Be<< - 90
»Gm110<< = >>Gr6l5e<< -110
Dann lauten die arithmetischen Vergleiche
»Gm90<< »gr6Ber als<< »GeWicht<< »und<<
»Gml l0<< >>kleiner als<< >>GeWicht<< >>und<<
»GeWicht<< »gr6l3er als<< 50
»Gewicht<< >>kleiner als<< 80
In diesem Beispiel sieht man, wie schon zuvor mit Hilfe sta-
tistischer Verfahren gewonnene Ergebnisse in die Bewertungs-
funktion eingehen konnen.
In analoger Weise lassen sich auch komplexere und hoher-
dimensionale Variablenbeziehungen darstellen. Die »logi-
sche<< Formulierung setzt im Gegensatz zu den fiblichen nume-
rischen Beziehungen (Regressionsgeraden etc.) keine me-
trischen Messungen Voraus, es konnen auch ordinale (ratings,
Einstellungs/Einstufungsskalen) oder kategorielle Daten ver-
rechnet werden. Disjunkte Mengen lassen sich vorzugsweise
durch >>oder<<-Verknfipfungen von arithmetischen Verglei-
chen beschreiben.
Um Falle mit sogenannten >>missing values<<, die meist be-
sonders codiert sind, zu eliminieren, sind geeignete arithmeti-
sche Vergleiche an die Bewertungsfunktionen anzuffigen.
Hypothesenpriifung: Unter einer Hypothese wird im folgen-
den die begriffliche Zusammenfassung von zwei logischen Be-
wertungsfunktionen verstanden. Zur Unterscheidung Wird die
eine »Zielbedingung<<, die andere »Vergleichsbedingung<< ge-
nannt. Diese Differenzierung erleichtert die Ubertragung ei-
ner verbal formulierten Hypothese in die hier Verwendete for-
male Struktur. In die Zielbedingung wird man im allgemeinen
eine oder mehrere Variable aufnehmen, die als »abhangige<<
Variable bezeichnet werden. Die Vergleichsbedingung bein-
haltet eine oder mehrere »unabhangige<< Variable.
Eine einfache Hypothese konnte etwa lauten:
>>Probanden erreichen unter der festgelegten experimentel-
len Belastungsbedingung einen Blutdruckanstieg zwischen 40
und 60, Wenn sie im psychologischen Test »Belastbarkeit<<
normale (zwischen 90 und 110 liegende) Punkte erreicht ha-
ben; diese Aussage gilt aber nur ffir Personen mit normalem
(im Sinne des 2. Beispiels oben) Korpergewicht<<.
Die Zielbedingung »Blutdruckan- »groBer gleich<< 40 A
Ware : stieg<< und




»Belastbarkeit<< »gr6Ber gleich<< 90
und
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»gr6l3er als<< 50 und
»GeWicht<< »kleiner als<< 80
Bei der Anwendung von Ziel- und Vergleichsbedingung auf
die Variablenwerte eines jeden der n Fallewerden diese inje-
weils zwei disjunkte Teilmengen zerlegt, ja nachdem, ob die
Zielbedingung und die Vergleichsbedingung den Wert
»wahr<< oder »falsch<< annimmt.
Bei den meisten Datenanalysen wird die Zielbedingung ei-
nen relativ einfachen Aufbau haben, wobei versucht wird,
durch heuristisches Vorgehen eine Vergleichsbedingung zu
finden, Welche in moglichst vielen Fallen ein mit dem der Ziel-
bedingung fibereinstimmendes Ergebnis im Sinne einer Er-
gebnisbedingung liefert.
Zur Verknfipfung und Interpretation der Ergebnisse von
Ziel- und Vergleichsbedingung definieren Wir die Ergebnisbe-











Diese Belegtabelle ist individuell ffir die Hypothesenagglu-
tination gewahlt und kann ffir die Erfordernisse anderer Pro-
blemlosungen variiert werden.




arith thm arith hm. . . t .
Vergl. 1' 0 0 .Vergl.K Vergl.K.+.1. i .Vergl.K+ L
Da ffir jeden der n Falle die Anwendung der Hypothese zu
einem der drei Werte »erk1art<<, »nicht erklart<< oder »falsch<<
ffihrt, entspricht das Ergebnis der Hypothesenprfifung einer
diskreten Verteilungsfunktion. Diese Eigenschaft ermoglicht
es, durch den Vergleich der erzielten Haufigkeiten eine Hypo-
these an verschiedenen Gruppen von Fallen oder verschiede-
ner Hypothesen an derselben Fallgruppe diese zu bewerten.
Damit kann auch die unterschiedliche Beschreibungsgfite ei-
ner Hypothese an verschiedenen Datensatzen mit einem Chi-
quadrat-Test geprfift werden.
Dieser Fall tritt bei der ffir eine Kreuzvalidierung notwendi-
gen Arbeit mit Subgruppen auf. Dabei wird die gesamte Da-
tenmenge in mehrere disjunkte Teilmengen zerlegt. Dies ge-
schieht automatisch nach vom Benutzer bestimmten Regeln
(siehe unten). Auf die erste Teilmenge der Daten wird die Hy-
pothese angewandt und das Ergebnis - eventuell nach mehrfa-
cher Verbesserung der Hypothese - festgehalten. Die durch
die Anwendung der Hypothese auf die zweite Teilmenge er-
haltene Verteilung Wird gegen die erste auf Ubereinstimmung
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geprfift. Bei Nichtfibereinstimmung Wird die Hypothese ver-
Worfen und auf eine Anwendung auf die restlichen Teilmen-
gen verzichtet. Andernfalls -werden die Verteilungen der bear-
beiteten Teilmengen aufsummiert und gegen die Ergebnisver-
teilung der nachsten zur Hypothesenanwendung benutzten
Teilmenge getestet.
5. Ein Anwendungsbeispiel
Im Rahmen der Arbeit der Forschungsgruppe STRESS als
Teilfrage einer gr6Beren Untersuchung sollte versucht werden,
die Abhangigkeit der Variablen
- »Klagsamkeit<< (aus der Freiburger Beschwerdenliste be-
rechnet, kleine Werte entsprechen geringer Klagsamkeit)
- Veranderung der »Leistung<< (Pu1s/Physical Working Ca-
pacity), PWC170, vom Mefizeitpunkt vor der Schicht zum
Mefizeitpunkt nach Schichtende
von physiologischen MeBWerten und voneinander zu erfassen.
Als Versuchspersonen standen 30 Arbeiter eines stahlverar-
beitenden Betriebes zur Verffigung. Neben der Erfassung der
oben aufgeffihrten Variablen Wurden (jeweils vor und nach der
Schicht) die Werte ffir
Calzium im Blut
Pepsinogen 2 im Blut 1
Leukozyten im Blut
erhoben, zusatzlich der systolische Blutdruck.
Infolge der geringen Personenzahl konnte die Untersuchung
nur den Charakter einer Erkundungsstudie haben, die Hinwei-
se ffir groBere Arbeiten geben sollte.
Zunachst Wurde eine korrelationsstatistische Auswertung
angestrebt. Die erhaltenen Korrelationen waren durchweg so
gering, dal3 keinerlei verwertbarer Zusammenhang vorzuliegen
schien.
Eine Analyse mit HYPAG erbrachte folgende Resultate:
a) Aufklarung der Klagsamkeit
Die Personen Wurden nach der Hohe dieser Variablen in zwei
Gruppen geteilt (Grenzwert 130). Dann Wurde die Differenz
»Nach-Schicht - Vor-Schicht<< ffir die anderen erhobenen Va-
riablen gebildet und festgestellt, ob die Mefiwerte zu- oder ab-
genommen hatten. Darauf aufbauend Wurde folgendes HY-
PAG-Statement erarbeitet:
Zielbedingung: Klagsamkeit kleiner als 130
Vergleichsbedingung: Diff. Pepsinogen 2 gr'o'_Ber gleich 0 und
Diff. PWC170 grofier gleich 0 oder
Diff. Calzium kleiner 0 und
Diff. PWC170 gr6Ber gleich 0
In allen Fallen, in denen diese Vergleichsbedingung nicht
erffillt ist, sollte die Zielbedingung >>K1agsamkeit groBer gleich
130<< gelten. -




HYPAG Vorhersage hoch 9 1 10
Klagsamkeit niedrig 7 13 20
16 14
Fehler: 8/30 = 26,6%
Mit diesem Statement scheint es moglich zu sein, zumindest
die niedrige Klagsamkeit ziemlich treffsicher vorherzusagen.
Zwar mul3 eine - Wegen der geringen Personenzahl nicht sinn-
vol1- Kreuzvalidierung abgewartet werden, doch fallt auf, dal3
diese Aufwertung bessere und besser interpretierbare Resulta-
te liefert als die Betrachtung der Korrelationenz
Diff. Pepsin- Diff. PWC170 Diff. Calzium
ogen 2
Klagsamkeit — 0.159 0.242 0.039
Diff. Pepsin- — — 0.155 — 0.133
ogen 2
Diff. PWC170 — — — 0.354
b) Aufldarung der Leistungsveranderung Vor-Schicht zur
Nach-Schicht
Die Einteilung der Personen erfolgte danach, ob die Lei-
stungsdifferenz (Diff. PWC170) positiv (nach der Schicht ho-
her) oder nul1/negativ war. '
Es Wurden dann verschiedene Varianten des Zusammen-
hanges dieser Veranderung mit den physiologischen Mel3Wer-
ten erprobt. Zunachst Wurde versucht, die abhangige Variable
durch Me13We1te vor Beginn der Schicht zu beschreiben:
Zielbedingung:






























Bei Nicht-Gfiltigkeit der Zielbedingung sollte jeweils >> Diff.
PWC170 kleiner gleich Nu1l<< gelten.





Hypag:DiffPWC170 groBer0 i 8 ‘ 3 I 11
kleiner 5 14 19
gleich 0
13 17
Fehler 8/30 = 26,6 %






Hypag:Diff.PWC170 groBer0 i 9 i 4 1 13
kleiner 4 1 3 17
gleich 0
13 17
Fehler: 8/30 = 26,6 %
Auch hier sind die Korrelationen der einzelnen Variablen
sehr gering:
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Korrelationskoeffizienten der beteiligten Variablen:
Leukozyten.V Pepsin- syst. Blut-
ogen2.V druck
Diff. PWC1111 0.377 0.231 0.287
Leukozyten — 0.349 0.063
Pepsin- — —- 0.247
ogen2.V
Der Versuch, die Leistungszu- bzw. -abnahme durch die
physiologischen MeBwerte nach der Schicht zu beschreiben,
ffihrte zu folgendem Resultat:
Zielbedingung:
Diff. PWC170 > 0
Vergleichsbedingung:
1) Leukozyten.N Z 7AND
syst.Blutdruck 2 140
2) Leukozyten.N 2 7AND







Hypag:Diff.PWC170 gr6l5er0 I 8 U 3 U 11
kleiner 5 14 19
gleich 0
13 17




gro13er 0 kleiner 0
Hypag: Diff. PWC170 groBer0 ‘ 1 1 I 7 I 18
kleiner 2 10 12
gleich 0
13 17
Fehler: 8/30 = 26,6 %
Je nachdem, Welche Fehlerart Weniger stort, wird man die ei-
ne oder andere Altemative als Grundlage der weiteren Arbeit
wahlen. Die Interkorrelationen erbrachten wiederum keine
verwertbaren Ergebnisse:
Leukozyten.N Pepsin- syst. Blut-
ogen2.N druck
Diff. PWC170 0.355 0.129 0.287
Leukozyten.N — 0.394 0.080
Pepsin- - - 0.322
ogen2.N
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6. Programmaufbau
Der Wesentliche Teil des Programms ist die Eingabe von Hy-
pothesen und deren Anwendung auf die Daten. Beim her-
kommlichen Stapelbetrieb ware der Programmablauf folgen-
der: Eine Hypothese wird fonnuliert und die Ziel- und Ver-
gleichsbedingung jeweils als logisches IF-Statement (FOR-
TRAN)dargeste1lt. Das Programm wird fibersetzt und ausge-
ffihrt. Dies ist bei jeder neuen Hypothese zu wiederholen, was
umstandlich ist und sehr viel Zeit kostet, sowohl Benutzer- als
auch Rechenzeit.
Im Programm HYPAG werden statt der logischen IF-State-
ments die etwas einfacheren und ffir diesen Zweck normierten
logischen Bewertungsfunktionen verwendet. Sie stellen keine
Programmteile dar, sondern sind Datensatze, die in das laufen-
de Programm eingegeben, abgespeichert, wieder gelesen, in-
terpretiert und zur Ablaufsteuerung benutzt werden.
Anderungen der Hypothesen konnen daher ohne Unterbre-
chung des Programmlaufes erfolgen. Zeigt sich etwa in dem
oben besprochenen Beispiel, daB neben Treffem auch viele
Fehler auftreten, kann die Hypothese sofort entsprechend ge-
andert Werden, z. B.
- eine Erweiterung der Grenzen in der Zielbedingung (statt 40
bzw. 60 z. B. 20 und 70), Wenn dies noch ein inhaltlich inter-
essantes Resultat Ware; also etwa nicht — 100 oder + 100
- eine Erweiterung der Zielbedingung durch eine »oder<<-
Verknfipfung mit einer anderen Bedingung, etwa dann,
Wenn die Probanden entweder mit Blutdruckanstieg oder
nur geringen »LeistungsWe1ten<< in der Belastungssituation
reagieren
- eine Einschrankung des vermuteten Gfiltigkeitsbereiches
durch eine Erweiterung der Vergleichsbedingung, etwa
durch eine zusatzliche Forderung nach dem Geschlecht, Al-
ter oder Gesundheitszustand der untersuchten Probanden.
Alle Anderungen der Hypothesen konnen in Dialogform
eingegeben und fiberprfift werden, so dal3 auch bei Vorliegen
komplizierter Zusammenhangsfonnen bzw. Wechselwirkun-
gen in vertretbarer Ze_i_t eine brauchbare Trefferquote erzielt
werden kann. Ffir die Uberprfifung der Verallgemeinerbarkeit
des Resultates ist Wegen dieser guten Anpassungsm6g1ichkei-
ten eine Kreuzvalidierung unerlaB1ich.
Programmablauf: Ein Lauf des Programms HYPAG be-
ginnt im allgemeinen mit der Dateneingabe. Falls dieser oder
andere Programmteile in vorhergegangenen Laufen schon
ausgeffihrt Wurden, ist ein Beginn beim jeweils nachfolgenden
Programmteil mbglich. An die Dateneingabe sch1ie13en sich
Variablentransformationen und Variablenverknfipfungen an,
Wenn dies notwendig ist. Ffir die Bildung von Subgruppen ffir
die Kreuzvalidierung stehen drei verschiedene Auswahlver-
fahren zur Verffigung:
- Zufallseinteilung in moglichst gleich grol?1e Gruppen
- Einteilung nach den Auspragungen einer ausgewahlten Va-
riablen
- Zufallseinteilung in gleich groBe Gruppen unter den Ne-
benbedingungen, da1?1 die Auspragungen einer ausgewahl-
ten Variablen in allen Gruppen moglichst gleichmafiig ver-
treten sind.
Die Eingabe einer Hypothese entspricht deren Aufbau.
Ziel- und Vergleichsbedingung werden in dieser Reihenfolge
eingegeben. Ffir die arithmetischen Vergleiche wird nachein-
ander Ausdruck 1, Vergleichsoperator und Ausdruck 2 ange-
geben, es schlieBt sich jeweils die gewfinschte logische Ver-
knfipfung an. Jede Hypothese bildet einen Datensatz, auf den
direkt zugegriffen werden kann.
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Die Anwendung einer Hypothese auf die Daten erfolgt in
Einzelschritten so, daB jedem der n Falle nacheinander die
Werte der arithmetischen Vergleiche bestimmt werden, Welche
dann fiber die logischen Verknfipfungen zu den Weiten von
Ziel- und Vergleichsbedingung zusammengefafit Werden.
Samtliche Zwischenergebnisse konnen ausgegeben werden, so
da13 pathologische Falle oder fehlerhafte Daten leicht 1okali-
siert werden konnen. Die Chiquadrat-Teste werden-bei Beste-
hen von Subgruppen wie vorstehend beschrieben durchge-
ffihrt. Wenn eine Haufigkeit der diskreten Verteilung gleich
Null ist, Wird die Berechnung der Testgr6l3e ausgesetzt, bei
Haufigkeiten von 10 und kleiner ist die Testgrofie nicht zu in-
terpretieren.
Technische Voraussetzung: Ffir die Programmerstellung
stand in der FOG STRESS ein Rechner der Midi-Klasse mit
96K-Worten Kernspeicher und umfangreicher Peripherie zur
Verffigung (PDP 11/70, Plattenlaufwerke mit Kapazitaten
zwischen 2,5 und 40 MB, ein Bandlaufwerk, diverse Tenni-
nals, ein Schnelldrucker, Kartenleser und Lochstreifenleser;
Betriebssystem RSX-1 1/M, verschiedene Compiler, FOR-
TRAN IV Wurden verwendet).
HYPAG1auft in einer Partition von mindestens 32K-Wor-
ten. Die hochste Speicheradresse ist also 177000 (oktal). Als
E/A-Medien setzt das Programm folgende Peripherie voraus:
Ein Bildschirm mit 1920 Zeichen; es wird empfohlen, einen
etwas anspruchsvollen Bildschirm zu nehmen, da das Pro-
gramm interaktiv ablauft und der Benutzer deshalb entspre-
chend viel Zeit am Terminal verbringt. Ffir die Druckausgabe
muB ein Schnelldrucker angeschlossen sein. Zur Speicherung
der Daten und zur Eingabe und Abarbeitung der Hypothesen
ist ein Massenspeicher mit Direktzugriffsmoglichkeit notwen-
dig.
Das Programm setzt einen Dialog mit dem Anwender vor-
aus, deshalb ist beim Einsatz ein entsprechendes Betriebssy-
stem notwendig. Werden viele Benutzer gleichzeitig erwartet,
dann empfiehlt sich ein Multiuser-Betriebssystem (z. B. RSX-
11/M); kann man davon ausgehen, daB nur ein Benutzer
gleichzeitig mit dem Programm arbeitet, dann reicht ein Sing-
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leuser-Betriebssystem mit Foreground-Background-M6glich-
keit aus (z. B. RT-11). '
Die Dateiverwaltung ist den jeweiligen Betriebsanforderun-
gen anzupassen, genauso die Zuweisung der damit korrespon-
dierenden logischen Einheiten.
Anmerkung:
Das Programm HYPAG ist an der Forschungsgruppe
STRESS verffigbar; Interessenten ffir eine Programmkopie
werden gebeten, sich an den erstgenannten Autor zu wenden.
Da HYPAG in Overlay-Technik programmiert Wurde, mul3
das Betriebssystem, auf dem es zu Einsatz kommen soll, beim
Linken der einzelnen Programmteile diese Struktur verarbei-
ten konnen.
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Beschreibung eines Verfahrens zur Bestimmung von‘ Kurvenverlaufen
mittels Polynome anhand von Beispielen aus der Harnsteinforschung
W. Dewes/D. Bach/H. Kurth/M. Rohde
Zusammenfassung
Es wird ein mathematisches Verfahren in Erinnerung ge-
bracht, welches ermo'glicht, das Verhalten eines Meflparame-
ters iiber einem Zeitintervall als stetige Kurve moglichst exakt
darzustellen. Diese »Methode der kleinsten Quadrate<< wird
auf aktuelle Beispiele aus der Harnsteinforschung angewandt.
Sie wurde mit den Meflwerten der eflektiven Oxatalausschei-
dung und der Harnvolumina maschinell auf einer IBM
3 70/168 durchgerechnet und ebenfalls maschinell gezeich-
net.
Es wird ausdriicklich daraufhingewiesen, daji’ die Ergebnis-
se nur fiir das zugrunde liegende Patientenkollektiv unter
Standardbedingungen gelten.
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Summary
Attention is drawn to a well-known mathematical procedure
which enables to show the behaviour ofa parameter over an in-
terval of time, represented as precisely as possible by a smooth
curve. This »method of least squaresc is applied to examples
from research into urinary stone. This method is applied to va-
lues of actual oxalate excretion and volume of urine. Polyno-
mials of degree 1 to 7 were calculated and plotted on an IBM
370/168.
It is specifically noted that the results are valid only for this
particular group ofpatients under standard conditions.
Bei medizinischen Forschungsarbeiten Wird immer wieder die
Frage gestellt werden, wie sich Mefiparameter im zeitlichen
Verlauf darstellen. Stellvertretend ffir eine solche Problematik
soll hier das Verhalten bestimmter Substanzen im Urin von
Harnsteinkranken I beschrieben und ein Verfahren erlautert
Werden, welches es ermoglicht, dieses Verhalten in Form einer
stetigen Kurve moglichst exakt darzustellen. Solch eine Kurve
spiegelt das Geschehen fiber einen bestimmten Zeitraum bes-
ser wider als die gebrauchlichen Darstellungen mittels linearer
Regression.
Das Verfahren Wird auf die Beispiele der Oxalatausschei-
dung im Urin und der Harnvolumina angewandt. Es Werden
die tageszeitlichen Schwankungen untersucht. Die MeBwe1te
stammen aus der Gesamtmenge der Daten von 109 Rezidiv-
Harnsteinpatienten. Diese haben sich in unserer Hamsteinfor-
schungsstelle im Rehabilitationskrankenhaus Merten (Chef-
arzt Dr. W. Schneeberger) einer 10tagigen Stoffwechselunter-
suchung unterzogen. Von diesen 109 Steinpatienten Wurden 40
Patienten stochastisch unabhangig ausgewahlt. Die MeBdaten
entstanden dadurch, daB am 9. und 10. Tag der Urin in 3stfin-
digen Fraktionen gesammelt und analysiert Wurde. Mit der
stationaren Aufnahme der Patienten und der gleichzeitigen
Verabreichung einer standardisierten Kost und Ausschlul3 jeg-
lichen »Nebenbeikonsums<< Wurden physiologisch und tro-
phologisch weitgehend gleiche Bedingungen geschaffen.
(4,5,6,7)
Die »Methode der kleinsten Quadrate<<
Zur Losung des Problems Wurde die >>Methode der kleinsten
Quadrate<< verwendet, die im folgenden kurz beschrieben wird
(1,2,3):
Es seien m Daten in Fonn von Wertepaaren (xi,yi) gegeben,
wobei xi in diesem Falle die Uhrzeit und yi der zum Zeitpunkt xi
gemessene Wert des Parameters ist. Voraussetzung ist, Wenn
ein Polynom n-ten Grades berechnet werden soll, daB minde-
stens zu n+ 1 verschiedenen Zeiten die Parameter bestimmt
Wurden.
Gesucht Wird ein Polynom n-ten Grades, Pn, das die
Schwankungen der Daten beschreibt, und zwar so, daB der
Fehler F moglichst klein wird, wobei .
1' F = Zyi2_2ZPn(Xilyi +2 Pn(Xil2
= 1=l 1=11-1. ,_.
Im folgenden stellt A die Matrix
21x1 x1 . . . . ..x’f
lx2x§ . . . . ..x’§
A: . .
1 xm xn§ . . . . . . x,{,‘
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Pn den Vektor des Polynomkoeffizienten und
Y den Vektor, der aus den Mefiwerten besteht, dar.
Gleichung I laBt sich in Matrixschreibweise formulierenz
F(Pn) = YT-Y—2(A-Pn)T - Y+ (A-P,,)T- A-Pn
Gesucht Wird ein Vektor Pn von Polynomkoeffizienten, der
diesen Fehler minimiert. .
Die Losung des folgenden Gleichungssystems liefert einen
solchen optimalen Vektor von Polynomkoeffizienten.
11. AT - A-Q,,=AT-Y
Denn ffirjedes andere Polynom mit Koeffizienten-Vektor Pn
kann gezeigt werden: F(Pn) - F(Qn) > 0
Die oben angesprochenen Beispiele Wurden mit einem
Computerprogramm in der eben beschriebenen Weise durch-
gerechnet.
Bei diesen konkreten Beispielen Wurden zu acht verschiede-
nen Tageszeiten, und zwar alle 3 Stunden, die MeBWerte be-
stimmt. Dies bedeutet, daB man Polynome vom Grade von 1
bis 7 durch die Berechnung erhalt. In der Praxis zeigt sich
dann, daB ab einem bestimmten Grade oft keine Fehlerverbes-
serung oder keine Anderung des Kurvenverlaufs mehr auftritt
bzw. dal3 mit sehr hohem Grad Schwankungen gering sind und
vernachlassigt werden konnen, so daB die biologischen Gege-
benheiten schon durch ein Polynom niedrigeren Grades be-
schrieben Werden konnen, was auch angestrebt wird. Ffir ein
Polynom n-ten Grades ist genau das lineare Gleichungssystem
II mit n + 1 unbekannten Polynomkoeffizienten zu losen, das
dann die Polynomkoeffizienten liefert.
Um die Gfite der Approximationspolynome festzulegen,
Verwendeten wir folgende Methode: *
Es Wurde zu jedem der 8 Zeitpunkte die SEM berechnet und
so ein »Sch1auch<< aus stfickweise linearen Funktionen um die
Mittelwerte gelegt, der die Punkte ii i SEM schneidet.
(i = l,..,8) Danach Wurden als Mal3 ffir die Gfite der Polynome
die Flachen berechnet, die von den Polynomen und dem
»Schlauch<< gebildet Wurden. Die Flachen Wurden aufaddiert.
Liegt ein Polynom innerhalb des Schlauches, so ist die Mal3-
zahl gleich null.
Polynome, die starke Abweichungen vom Mittelwert zei-
gen, haben demnach eine hohe MaI3zah1.
Am geeignetsten erweist sich das Polynom, das die niedrig-
ste Mafizahl besitzt. Ist bei mehreren Polynomen die MaBzah1
gleich klein, so wird das Polynom mit dem niedrigsten Grad als
das geeignetste gewahlt.
AuBerhalb des Datenbereiches haben die Polynome keine
Gfiltigkeit. Die Kurvenverlaufe der verschiedenen Parameter
Werden von den berechneten Polynomen nur innerhalb der 8
Zeitraume approximiert.
Dies wird an den folgenden Beispielen (Abb. 1,2) demon-
striert, wobei
Zeit 1 den Zeitraum von 08.10 1 '
Zeit 2 den Zeitraum von 1 1.11 1
Zeit 3 den Zeitraum von 14.1. _
Zeit 4 den Zeitraum von 17.10 -
Zeit 5 den Zeitraum von 20.1" 1
Zeit 6 den Zeitraum von 23 .1" 1
Zeit 7 den Zeitraum von 02.1. _
und Zeit 8 den Zeitraum von 05.1“ 1
bezeichnet.
<—~<—l<—?<-<-
hr bis 1 1.00 L'hr,
"hr bis 14.00 Ifhr,
“hr bis 17.00 Ifhr,
"hr bis 20.00 L"hr,
"hrbis 23.00 L"hr,
"hr bis 02.00 Uhr,
" ' 11 1 L
("("‘("
hr bis 05.10 0 "hr,
hr bis 08.00 [Ihr
Die Beispiele Wurden am RHRZ der Universitat Bonn auf
DEWEs, Beschreibung eines Verfahrens
ML. 00
Abb. 1 : Regressionskurven der Harnvolumina (ml/3 Std.) bei Patien-
ten mit Calciumoxalat-Urolithiasis zu acht verschiedenen Tageszeiten
zu je 40 MeBwerten. Man wird hier als >>genfigend genau<< ein Poly-






































44 4 44 4 4 4 4 "1'- @44<l4flG¢344
4 4 44




4 44 4444414 <44 4 5'.“ 4444414 444 4444
44 444





‘ CD44144 414 _¢;/ S/4/ I _-. C)_=‘.

























11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 O.U0'D9L oo‘o89 0o'0os 0o‘o2s UO‘0hfi 00‘0ss o0‘0e2 0o‘01J2 oo‘021 oo‘o11
'TN
61
EDV in Medizin und Biologie 2/ 1980
,‘fH@®@_j+N§@@%_|NN@@W§@_l“>Q
PHMN
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Abb. 2: Regressionskurven der effektiven Oxalatausscheidung (mg/3
Std.) bei Patienten mit Calciumoxalat-Urolithiasis zu acht verschiede-
nen Tageszeiten zu je 40 Mefiwerten. Man wird hier als »geniigend ge-
nau<< ein Polynom 3. Grades ansehen, da die Polynome 3., 4., 5. und 6.
Grades in ihrem Verlauf innerhalb der Datenbereiche ein kaum von-
einander abweichendes Verhalten zeigen, das Polynom 7. Grades je-
doch eine groI3e MaBzahl zeigt.
einer IBM 370/168 gerechnet und ebenfalls dort maschinell
gezeichnet.
Die fur die einzelnen Polynome errechneten MaBzahlen fiir
das Beispiel der Harnvolumina sind:
M(P1) = 7,2 M(P2) = 0,7 M(P3) = 0,6 M(P4) = 0,1
M(P5) = 0,2 M(P6) = 0,4 M(P7) = 0,8
In diesem Fall ware das Polynom 4. Grades
P4(Z) = —- 0,7066 Z4 — 0,2352 Z3 + 2,7705 Z2 —- 6,2283 Z +
210,36 am geeignetsten.
Als »geniigend genau<< wahlten Wir jedoch das Polynom 2.
Grades P2(Z) = — 6,2632 Z2 — 8,4039 Z + 223,47,
da das Polynom 4. Grades fur den taglichen Gebrauch zu kom-
pliziert zu handhaben ist, die Mal3zahl des Polynoms 2. Grades
mit 0,7 jedoch schon sehr klein ist.
Die jeweils durchgeffihrte Variablentransformation Z = X
— 4,5 hat programmtechnische Griinde.
Praktische Schlufifolgerungen
Die polynomiale Regression eignet sich besonders gut ffir Fra-
gestellungen, die das Verhalten eines MeBparameters iiber ei-
nen bestimmten Zeitraum betreffen. Diese Art von Fragestel-
lungen taucht in der Medizin héiufig auf. Fur die Metaphylaxe
eines Harnsteinleidens ist es beispielsweise wichtig zu Wissen,
wie sich die effektive Ausscheidung oder die Konzentration
der lithogenen Substanzen iiber den Tag verteilt. Die Auswer-
tung der Mefiergebnisse der Oxalatausscheidung und der
Harnvolumina zeigt, dal3 Tages- und Nachtrhythmen ffir un-
Studién- und Forschungsffihrer Informatik
Allgemeine Hinweise auf das Studium an Universitéiten und
Fachhochschulen sowie die Besonderheiten des Ausléinder-
studiums sollen vor allem den auslandischen Studierenden
Hilfestellung leisten. Neben einer Einffihrung in das Fachge-
biet Informatik und in die Problematik des Informatikstu-
diums an Universitéiten und Fachhochschulen Werden detail-
lierte Ubersichten fiber die Studienplane an den einzelnen
Hochschulen sowie Hinweise auf die Infonnatikforschungs-
projekte an Universitaten gegeben. Dariiber hinaus Werden
auch Forschungsprojekte in Informatik und Datenverarbei-
tung an aufieruniversitéiren Forschungszentren kurz beschrie-
ben.
Die Ausgabe 1980 des Studien- und Forschungsffihrers Infor-
matik kann kostenlos bezogen werden bei:
ser Patientenkollektiv bestehen. Die ausgesehiedene Harn-
menge entspricht dem physiologischen Trinkrhythmus.
(Abb. 1)
Ffir die effektive Oxalatausscheidung (Abb. 2) finden Wir
bei Anwendung dieses mathematischen Verfahrens einen all-
méihliehen Anstieg in den Morgen- und Vormittagsstunden,
dem ein bestéindiger Abfall folgt.
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KASTNER H.
Architektur und Organisation digitaler Rechenanlagen
1978, 224 S., DM 22.80
B. G. Teubner, Stuttgart
Der Titel dieses Buches la15t nicht sofort erkennen, daB es sich hier um
ein einfuhrendes Lehrbuch fiber den Aufbau und die Funktionsweise
digitaler Rechenanlagen handelt. Dabei muB erwahnt werden, da13 es
der Autor versteht, in einer verstéindlichen Darstellung in die Proble-
matik einzufiihren. Dabei wird der Stoff Weitgehend unabhangig von
speziellen Computertypen dargestellt. - Insgesamt ein niitzliches
Lehrbuch fur alle, die einen Computer nicht nur benutzen wollen, son-
dern auch etwas in einen Computer hineinsehen wollen. Ge.
REICH, H. (Hrsg.)
Medizinische Physik 79
1979, 515 S., DM 60.-
Dr. A. Htithig Verlag, Heidelberg
Der vorliegende Tagungsband enthalt die Texte der 60 Kurz- und 12
Ubersichtsreferate, die auf der 10. Tagung der Deutschen Gesellschaft
fur Medizinische Physik im Mai 1979 gehalten Wurden. Das Schwer-
punktthema dieser Tagung war nicht die Medizin sondem die physika-
lische MeBkunde. Besonders behandelt Wurden der Strahlenschutz
und die Dosimetrie in der Therapie. Weitere Themen Waren die Nuk1e-
armedizin, die Rontgendiagnostik und Bilddarstellung, die Elektro-
medizin sowie spezielle physikalische Methoden. Ge.
WALKE, B.
Realzeitrechner - Modelle
Theorie und Anwendung I
1978, 240 S., DM 44,-.
R. Oldenbourg Verlag, Mfinchen-Wien
Realzeitrechner ubernehmen zunehmend vielfaltigere Aufgaben. Das
ffihrt zu komplexeren Anforderungen an die notwendigen Betriebssy-
steme. In fast allen Anwendungen von Realzeitrechnern bietet die ver-
kehrstheoretische Berechnung der Verkehrsfliisse ein wertvolles Hilfs-
mittel ffir die Dimensionierung der Rechner-Betriebsmittel sowie ffir
die Ablaufsteuerung.
In dem vorliegenden Buch werden unterschiedliche Belastungsféille
betrachtet, verschiedene Rechnennodelle und Optimierungsziele vor-
gestellt und Regeln ffir die optimale Ablaufsteuerung angegeben. Ein
Schwerpunkt liegt bei der Berechnung von Modellen beziiglich ver-
schiedener Optimierungsziele, ein anderer beim Vergleich von Abferti-
gungsstrategien. Die Anwendung der Berechnungsverfahren wird
durch viele Beispiele erleichtert. Fur einige Modelle sind die komplet-
ten ALGOL-Rechenprogramme angegeben. Ge.
Fucns, G.
Mathematik ffir Mediziner und Biologen
2., korr. Aufl. 1979, 212 S., DM 19,80
Springer-Verlag, Berlin-Heidelberg-New York
Die Neuauflage macht deutlich, wie es der Autor selbst im Vorwort
feststellt, daB das vorliegende Buch mit seiner neutralen Konzeption
auch neben den vielen, zum neuen Fach Biomathematik erschienenen
Taschenbficher seinen Platz behauptet hat. Ein Grund liegt vielleicht
in der begrenzten Stoffauswahl, die immer an aktuellen Problemen er-
lautert wird. Der Student bzw. der Leser erkennt direkt, wozu zum Bei-




- Schaltungen und Verfahren
1978, 275 S., DM 48,-.
R. Oldenbourg Verlag, Munschen-Wien
Die hier vorliegende deutsche Ubersetzung iiberrascht durch eine her-
vorzuhebende klare Gliederung und tibersichtliche Darstellung. Be-
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handelt werden Verfahren und Schaltungen zur Durchffihrung der
arithmetischen Grundverknupfungen und zur Berechnung von ele-
mentaren Funktionen in elektronischen Digitalrechnern. Dabei wird
unter Berficksichtigung der jetzt verffigbaren Technik insbesondere




1980, 141 S., DM 14,80
Verlag P. Haupt, Bem und Stuttgart
Die zweckméifiige statistische Bearbeitung von Versuchsergebnissen
bereitet dem Praktiker oft erhebliche Schwierigkeiten. In dem vorlie-
genden Buch hat der Autor eine Fiille von Moglichkeiten im Zusam-
menhang mit der linearen Regression anhand von Beispielen behan-
delt. Wenn auch auf eine Begrtindung der Verwendeten Satze verzich-
tet Wird, so mu13 doch hervorgehoben Werden, da13 zum Teil recht un-
gewohnte aber speziell fur Computer geeignete Ableitungen und For-




Mathematische Modelle und Methoden zur Analyse altersabhangiger
populationskinetischer Prozesse
Medizinische Informatik und Statistik Bd. 1 1
1979, 137 S., DM 24,-.
Springer-Verlag, Berlin-Heidelberg-New York
In dieser Arbeit Wird ein methodischer Ansatz zur mathematischen
Darstellung der Populationskinetik vorgelegt. Dabei wird unterschie-
den in altersunabhangige und altersabhangige Ansatze, wobei bei den
altersabhangigen Ansatzen Zunachst das Ein-Compartmentmodell
und ansch1ie13end das Multi-Compartmentmodell betrachtet wird.
Die klare Art der Darstellung der verschieden betrachteten Modelle
sowie die anschauliche Interpretation von Versuchs- und Rechener-
gebnissen kennzeichnen den besonderen Wert dieser Arbeit. Ge.
BIEFANG, S., KoPcI<E, W. und SCHREIBER, M. A.
Manual ffir die Planung und Durchffihrung von Therapiestudien
Medizinische Informatik und Statistik Bd. 13
1979, 92 S., DM 18,-.
Springer-Verlag, Berlin-Heidelberg-New York
In dem vorliegenden Manual wird versucht, das derzeitige methodi-
sche Wissen und die Erfahrungen mit abgeschlossenen Studien unter
Einbeziehung der internationalen Literatur darzustellen. Dabei Wurde
beabsichtigt, denjenigen eine Hilfestellung zu geben, die Therapiestu-
dien in mono- oder multizentrischer Form planen und durchffihren
mfissen. Ge.
LINDBERG, D. A. B., REICHERTZ, P. L. (Ed.) Vol.5
Lecture Notes in Medical Informatics
Medical Informatics Berlin 1979
Intemational Conference on Medical Computing
Berlin, September 17 - 20, 1979, Proceedings
Editors: BARBER, B.., GR:EMY, F.., UBERLA, K.., WAGNER, G.
1979. XXIII, 970 pages. Soft cover DM 75.-, approx. US $ 41.30
Berlin-Heidelberg-New York: Springer-Verlag / ISBN 3-540-09549-7
Dieser Band enthalt Originalmanuskripte oder Referate der meisten
der 106 Vortrage von 256 Autoren, gehalten in 44 Sitzungen auf dem 2.
Kongress der »Europaischen Vereinigung ffir Medizinische Informa-
tik<<, zugleich der 24. Jahrestagung der >>Deutschen Gesellschaft fiir
Medizinische Dokumentation, Infonnatik und Statistik (GMDS)<<.
Der wissenschaftliche Wert solcher Mammutkongresse, die Wie dieser
praktisch kein Teilgebiet des Faches auslassen, wird von manchen in
Frage gestellt; unbestritten ist das Verdienst von Verlag, Herausgeber-
stab und Redaktion, die Beitrage fiir den wissenschaftlichen Nach-
wuchs des Faches zitierfahig zu erhalten. Fi.
