One example of "emergence" is the development, as a result of neural ontogeny and living experience, of cortical networks capable of representing and retaining cognitive information. A large body of evidence from neuropsychology, electrophysiology and neuroimaging indi cates that so-called working memory and long-term memory share the same neural substrate in the cerebral cortex. That substrate consists in a system of widespread, overlapping and hierarchically organized networks of cortical neurons. In this system, any neuron or group of neurons can be part of many networks, and thus many memories. Working memory is the temporary activation of one such network of long-term memory for the purpose of executing an action in the near future. The activation of the network may be brought about by stimuli that by virtue of prior experience are in some manner associated with the cognitive content of the network, including the response of the organism to those stimuli. The mechanisms by which the network stays activated are presumed to include the recurrent re-entry of impulses through associated neuronal assemblies of the network. Consistent with this notion is the following evidence: ( 1) working memory depends on the functional integrity of cortico-cortical connective loops; and (2) during working memory, remarkable similarities -including "attractor behavior" -have been observed between firing patterns in real cortex and in an artificial recurrent network. 
components of long-term memory and procedural knowledge that together constitute a "working memorandum." Behavior, speech and reasoning require the timely and temporary retention of many such memoranda in succession. All of them have wide, though differing, cortical distribution; it now appears that the activated networks straddle distant and extensive portions of posterior and an terior (frontal) cortex.
The first experimental evidence of the distrib uted character of memory was obtained by Lashley (1950) through cortical lesion studies in rats and monkeys. A t the theoretical level, Friedrich Hayek (1952) was the first to propose the existence of cortical networks ( "maps") sup porting both memory and perception in the hu man. According to him, memories are stored in wide networks of interconnected cortical neurons. Such networks would be formed by facilitation of synapses through temporal coincidence of inputs, in accord with principles of synaptic change similar to those proposed by Hebb (1949) . The reactiva tion of these networks would be the basis of per ception as well as the acquisition of new memory.
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A similar concept of a widely distributed sub strate for learning and memory was proposed by Edelman and Mountcastle (1978) . In their model, the basic unit of representation is the cortical col umn of cells of equal function, as have been found in primary sensory cortices. Further they postulate that the selectivity of perception and memory is en sured by the re-entry of excitation through recur rent circuits upon the cortical columns that consti tute the neural support of a percept or a memory.
The hippocampus and other cortical structures of the medial and inferior temporal lobe probably play a critical role in the acquisition of new mem ory, that is, in the expansion of old memory net works in the neocortex (Squire and Zola-M organ, 1988). That memory-making role of temporal-lobe structures is probably mediated by fiber connec tions between those structures and the neocortex of association (Am aral, 1987). The mechanisms of memory formation are still unknown. They may include certain synaptic processes such as long term potentiation (LTP) and glutaminergic recep tors, such as NMDA receptors (for review, see Fuster, 1995) .
M emories are made of innumerable associations of sensorium and of m otor action with widely scat tered representations in the cerebral cortex. Thus, the networks of long-term memory are distributed over large expanses of cortex. M oreover, since the associated components of any given memory can be also components of other memories, any corti cal neuron or group of neurons can be part of many memory networks. Insofar as working mem ory can be construed as the temporary activation of long-term memory, it is to be expected that the performance of working-memory tasks, whatever the memorandum, will activate large regions of cortex. This expectation has been verified by m icroelectrode recording in monkeys (Fuster, 1995) and by P E T imaging in humans (Swartz etal., 1995) .
Those wide cortical networks, however, which are activated in working memory, have certain nodes of preferential or specialized activation de pending on the sensory stimuli or m otor responses they represent for the short term. Thus, for exam ple, if the task requires the retention of a visual stimulus for the performance of a selective manual response in the short term, then, during the mem orization of the visual stimulus, the inferotemporal cortex (visual association cortex) will be most acti vated, together with frontal areas representing the motor response. The activated network will extend from inferior temporal to prefrontal cortex. It will be maintained active by a complex system of cortico-cortical connections, some local and some dis tant. One plausible hypothesis is that the sustained activation of the network's neurons is at least in part assured by the recurrent circulation of im pulses within it. W hat follows is an outline of our research to test the validity of this hypothesis.
By cooling one part of cortex while recording from another in the course of memory tasks, we were able to obtain the first evidence of tonic in fluences from one cortical region upon another. These tonic influences seem to be part of the mechanism for the maintenance of short-term memory in wide cortical networks . The monkeys for our experiment were trained to perform a visual memory task: delayed matching to sample with colors. On every trial, the animal had to retain a color in memory for some 1 0 -2 0 sec (delay) in order to perform a correct color match at the end of the trial. We knew from previous experiments ) that the memorization of the color stimulus increases in a sustained manner the activity of large populations of cells in the infero temporal and prefrontal cortices. Some of the cells, in either cortex, show a different level of activa tion depending on the color in memory. We also knew that the cooling of either of those cortices, but not parietal cortex, induced a reversible deficit in the performance of the task (Bauer and Fuster, 1976; Fuster et al., 1981) .
Thus it appeared, from recording and reversiblelesion data, that the maintenance of a visual mem ory for the short term was dependent on the acti vation of a large network of neurons that extended from inferior temporal cortex, through long fiber connections, all the way to the prefrontal cortex. These connections, which are reciprocal (i.e., they go both ways), have been well demonstrated by anatomical studies in the monkey. Consequently, we reasoned that, possibly through those connec tions, changes in activity in one part of the net work should affect activity in another. By cooling inferotemporal cortex we should be able to, per haps, depress the memory-elevated discharge of cells in prefrontal cortex, and vice versa.
The results did not turn out to be that simple. Some cells were not at all affected by the distant cortical cooling. Others were excited by the cooling, and still others inhibited. Further, in a small number of inferotemporal and prefrontal cells the effect of distant cooling appeared related to the color that the animal was retaining in short-term memory. The net effect of cooling on these cells was a diminution of their color-dependent differences in firing during the delay, that is, during the memo rization period. In other words, under cooling of distant cortex a cell would tend to be similarly acti vated whether the color in memory was, say, red or green. No cell was found that would show the oppo site effect of cooling in its firing, namely, an increase of color discrimination during memory. The loss of the ability of some cells to "discriminate in mem ory" was accompanied by a descent in the animal's performance. Thus, whether the cooling was infero temporal or prefrontal, the animal made more er rors, as if less capable then at normal temperature to remember the colors through the delays.
These findings indicate that, during short-term mnemonic retention, tonic excitatory influences flow between inferotemporal and prefrontal cor tex, and that these influences allow the active re tention of the memorandum. This may take place by way of excitatory feedback (re-entrant) loops between distant parts of an extensive memory net work that includes neurons in both inferotemporal and prefrontal cortex. The depression of one cor tex by cooling lowers the activity of the network as a whole and results in poor retention of the memorandum.
The idea that short-term memory consists in the reverberation of nerve impulses through recurrent networks was first proposed by Hebb (1949) . Based on the histological evidence of profuse re current fiber connections (Lorente de No, 1949), he applied his concept of reverberation to the peristriate cortex as he theorized about the physiol ogy of visual short-term memory. Our cooling ex periments, however, suggested that the re-entrant reverberation of visual working memory might be more wide-ranging than Hebb envisioned. It seemed that the sustained activation of a visual memory network required the long cortico-cortical connectivity as well as the local re-entrant cir cuitry. In any case, the concept of reverberation itself required more empirical support.
To test the reverberation idea in active memory, we have applied to our neuronal data several ana lytical procedures. The first one was to construct a spiking computer model of a neural network and to train it to retain information for the short term (Zipser et al., 1993). Our purpose was to find out if, in short-term memory, the units of the model behaved like real cortical cells in an active m em ory network. The architecture of the model was essentially based on re-entry: any unit in the net work was connected to all others by re-entrant connections (Fig. 1) . The model was trained by the backpropagation method (Rum elhart et al., 1986) . This is an error-reducing procedure allowing the network, through successive iterations, to adjust its signal 0) , the latest input of a given value is allowed into the network and held at that level. (In the real brain, that gate might be in lim bic structures or the prefrontal cortex, signaling and permitting the network to hold the informa tion in that input for subsequent action.) In order to take into account the stochastic nature of real cell firing, all input and output values of the model were assumed to correspond to spiking probabili ties (Am it, 1990). It is thereby assumed that in the absence of input or output change a cell will fire randomly with a fixed probability. Changes in in put should translate themselves into changes of spike frequency, each with its random distributions of firing intervals. In the fully trained model, single units are substituted by pools of units, to represent the cell assemblies or network components ("netlets") of the real brain. A t a given time, the input to a given pool is determined by two vectors: one is a function of the total outputs from network's pools', and the other is determined by external in puts. Two other vectors are the weights of connec tion with other pools and with external inputs.
SHORT-TERM MEMORY MODEL
In the fully trained network, a trial of the mem ory task can be simulated by loading an analog input, i.e., the memorandum, and by holding the gate open (load signal 0) through the memory period (delay) until the recall, when the load sig nal shifts to another level, thus closing again the gate without input. U nder these conditions the units of the network behave much like cells in the real cortex during the trials of a memory task, es pecially if a degree of internal noise is injected in the network (cells in the real brain network also fire in a noisy environment). Output cells behave unremarkably, as they reflect the transfer function from input to output, which is a defining feature of the model. What is truly noteworthy, however, is the behavior of the internal units of the net work, the "hidden units," which -after appropri ate scaling -exhibit temporal patterns of dis charge extraordinarily similar to those exhibited by cortical cells in the memory task (Fig. 2) . It is important to note that those patterns of network discharge, which so much resemble those of real cells, are part of a repertoire obtained by repeated test of the sample-and-hold operation of the model and generated exclusively by its internal architecture.
In conclusion, the firing patterns of cortical cells in a memory task can be understood as a product of the activation of a fully trained, recurrent mem ory network with preestablished synaptic weights. The training mechanism by which the weights have been fixed in the model is immaterial to the validity of that conclusion. Indeed, backpropaga tion has little to do with the hebbian mechanisms that govern the brain's acquisition of memory. The essential point is that, once the weights have been established, once the memory has been acquired, the short-term activation of the network elicits in its component units similar patterns of firing in the brain as in the model. Thus, the role of recurrence or re-entry in the cerebral dynamics of short-term memory is substantiated by the behavior of the units in a model in which recurrence is an essential feature of functional architecture.
In addition, the model taught us something else of exceptional importance for understanding the discharge patterns of cortical cells in an active memory network. It revealed on close analysis that, in the absence of new inputs or changes in current input, the frequency of the network and its elements will not remain steady, but will drift toward one or several discrete frequencies and will shift between them. A given unit may change re peatedly and in a more or less cyclic manner be tween several such frequencies. This is especially evident at relatively fine temporal resolutions, as changes occur rapidly, once every few computer time steps. These changes are not apparent on large temporal scale or smoothed-out frequency histograms.
Although the reasons for this behavior of the model at a fine temporal resolution were unclear, the phenomenon obliged us to take a closer look at the discharge of real -inferotemporal -neu rons in the visual memory task. By analyzing spike trains at a fine temporal resolution, as we had not done previously in our experiments, we discovered similar rapid changes between alternating fre quencies as those that the model exhibited. We began to think that those changes were inherent in recurrent networks and resulted precisely from their re-entry property. We found literature sup port for that way of thinking. Cowan (1971) was one of the first to show that recurrent networks of nonlinear units, like ours, will tend to drift toward certain frequencies called fixed-point "attractors."
An unresolved question is whether there are any physiological or anatomical constraints, in stead of or in addition to recurrence, that could account for what has been called "attractor dy namics" in cortical networks actively retaining in formation. One possibility is that attractor dy namics is at least in part determined by intrinsic cellular mechanisms of cortical cells that cannot yet be fully specified (Llinäs, 1990) . It seems plausi ble, however, without excluding intrinsic factors, to explore the physiological role of recurrent brain cir cuitry as the basis for attractor dynamics in active memory. In support of this quest is our previous evi dence of cortico-cortical loops in memory (Fuster et  al., 1985) , which I have mentioned above, and the remarkable similarity of firing patterns in the mon key and in the artificial recurrent network during active short-term memory.
Here our experimental data and deductive rea soning come together. If we assume that a memory network links the associated properties of a mem orandum, and if these properties are represented in separate but interconnected cell assemblies of the cortex, it is possible that the activation of the memorandum (i.e., the network) entails the rever beration of impulses between those assemblies. Could that reverberation not be the basis of attractor dynamics in active memory? A neuron's attractor frequency might reflect circulation of im pulses between it and other neurons of the net work. Each of the cell's attractor frequencies might reflect its functional linkage to a different component of the memorandum. The cell would thus be subject to as many attractors as there are associated features of the memorandum. That functional linkage by re-entry would the a kind of binding in memory, similar to the binding that has been postulated for perceived objects.
Several of these tenets are at least indirectly testable by electrophysiological means. We began by testing the general prediction that any cell in a memory network will exhibit more fluctuations of firing frequency while the network is engaged in active memory than when it is not. Of course, this would be consistent with attractor dynamics. More generally, however, the prediction may be based on the presumption that the cell, as a member of an active ensemble, will be subject to more inputs, excitatory as well as inhibitory, than when the en semble is in the passive state. Given that cellular action potentials are generated and inhibited in discontinuous fashion by the temporal summation of presynaptic potentials, the more inputs of di verse origin a cell receives the less stable its firing will be, regardless of its average firing frequency. This is especially likely to be the case in neurons of a cortical network representing a complex memorandum.
To test our prediction we chose cells of somato sensory cortex of the monkey during the active memory of the surface features of an object per ceived by active touch (Zhou and Fuster, 1996; Bodner et al., 1997). The spike discharge from sin gle cells was recorded as the animal performed the following haptic memory task. Each task trial be gan with the brief palpation, in the dark, of a sam ple rod with a special feature (smooth or rough surface, horizontal or vertical edges). A fter sample palpation, a delay period of 12 sec followed (mem orization period), at the end of which the monkey was allowed to palpate two rods and choose for a reward, the one of the two that was identical to the sample. For the analysis, two spike trains were selected on every trial from each cell: the first du ring the 12-sec baseline period preceding the trial, and the second during the 12-sec delay (memory period).
As in other regions of cortex (Fuster, 1995) , "memory cells" can be found in somatosensory cortex. These cells go into higher firing frequency as soon as the animal is obliged to retain a stimu lus in short-term memory (delay). Some such cells show a different level of firing depending on the particular stimulus in memory. Included for our analysis, however, were cells whose average firing during memorization did not significantly differ from baseline (spontaneous firing between test tri als). The objective, in any given cell, was to expose rapid fluctuations of firing -up or down -within the 12 seconds of memorization, irrespectively of the cell's average firing for that period.
Though our analysis of inferotemporal cells had provided us with some general idea of the velocity of "attractor shifts," here in parietal cortex we had no a priori notion of that velocity and thus of the time resolution needed to investigate quantita tively that issue in a massive collection of spike trains from many neurons. Furtherm ore, we had no grounds to assume that all cells in our sample would show frequency fluctuations, much less in the same range of incidence. We needed a kind of multiple filter of cell-firing transients.
One such "filter" is the systematic binary map ping of discrete temporal events -in our case, cell spikes. The method is useful for detecting fluctua tions of frequency in time series without precon ceived notion of the precise range in which they occur. On each of the spike trains from a som ato sensory cell obtained during intertrial baseline and "delay" periods, the following mapping procedure was conducted on a computer (Fig. 3): (a) Transitions were found more numerous, and at more bin sizes, during "delays" (memory periods) than during inter-trial baseline periods. Thus, in active memory, the majority of cells showed more fluctuations of firing frequency than in baseline periods. As predicted, the cells appeared subject to increased inputs while the monkey memorized the palpated object. The increase in transitions need not be accompanied by average frequency change. Differences in transitions between baseline and de lay were most conspicuous at bin sizes between 20 and 50 msec, with a peak around 28 msec.
In conclusion, as expected, cortical cells in active memory appeared to fluctuate more often between different frequencies than in baseline conditions. The analysis does not specify precisely, however, what those frequencies were. That the difference was most evident within a range of res olutions simply implies that the transitions them selves occurred most often at the frequencies co r responding to that range, but it does not signify the cell's discharge between transitions, except within wide limits -from 10 to 50 Hz. An increase of shifts between attractor discharges in that range would be consistent with multiple re-entries from within a memory network upon a given cell. The attractors, however, need not be "fixed-point." Pe riodic patterns of frequency fluctuations ( "limitcycle attractors") are also possible, and these would be even m ore consistent with re-entry. Such patterns are currently under investigation.
