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Abstract
We investigate a certain inverse problem involving the Sturm–Liouville equation. In particular,
given a finite list of target values, when can a potential function of a given form be found that pro-
duces these numbers as eigenvalues?
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1. Introduction
There has been extensive investigation of inverse problems having to do with the Sturm–
Liouville equation,
−y′′ + V (x)y = λy.
Generally these problems involve the conditions under which the potential function V (x)
can be determined given the spectral data. A small sampling of the results in this rich field
follows.
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function could be recovered from knowledge of the spectral function, which contained in-
formation on both the eigenvalues and the eigenfunctions. By 1987, Pöschel and Trubowitz
had published their book [6] giving the complete answer to the general question of when
such inverse problems could be solved. For instance, they provide (i) a description of the
set of all functions with the same Dirichlet spectrum as a given V (i.e., the isospectral
manifold of V ), (ii) existence of a potential in L2
R
([0,1]) provided the eigenvalues have
the correct asymptotic behavior, and (iii) explicit methods for computing the potential from
the eigenvalue data. Likewise, Finkel, Isaacson, and Trubowitz [4] provide a description of
the isospectral manifold from a different viewpoint. Here, explicit computation of poten-
tial functions in L2
R
(S1) is accomplished in terms of gaps in the periodic eigenvalues of the
Hill operator.
Finally, a nice sketch of the history of the Inverse Sturm–Liouville problem can be found
in the monograph of Chadan, Colton, Päivärinta, and Rundell [2]. Also discussed is how
knowledge of the spectrum determines the potential V uniquely if the potential is assumed
to be symmetric. Methods are given for recovering such potentials, for instance, in a finite-
dimensional vector space of symmetric potentials when given a finite set of eigenvalues.
For this investigation, consider the operator L = −d2/dx2 + V (x) acting on functions
in L2,2([0,1]) with Dirichlet boundary conditions. In particular,
Lφ = λφ, (1)
φ(0) = φ(1) = 0. (2)
Whereas the results cited above were concerned with recovering the potential from the
space of L2 functions when given complete spectral data or with recovering an appropri-
ate symmetric potential from finite spectral data, here we will suppose that the potential
function V belongs to a N -parameter family of step functions. The potentials have the
form V (x) = ∑Nj=1 cjVj (x) where Vj (x) is the characteristic function for the interval
Ij = (aj , aj+1),
0 a1 < a2 < a3 < · · · < aN+1 = 1.
In this case, the goal is to determine which lists of numbers, λ1, λ2, . . . , λN , can be
produced as a subset of the spectrum of L (although not necessarily as consecutive eigen-
values) by making an appropriate choice for the coefficients, c1, c2, . . . , cN , in the potential
function V .
The main result of this paper is given by Theorem 1.
Theorem 1. There exist functions Λ2,Λ3, . . . ,ΛN where Λj depends only on λ1, . . . , λj−1
such that if
(i) λ1 < λ2 < · · · < λN and
(ii) λj > Λj for each j  2
then there are real constants c1, . . . , cN which yield λ1, . . . , λN as eigenvalues of L in the
Sturm–Liouville problem described by Eqs. (1), (2).
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each other, then the inverse problem can be solved. Each Λj basically guarantees that the
associated coefficient cj corresponds to the target value λj ; that is, cj will be the principal
determiner of the eigenvalue which will ultimately become the target value, λj . Intuitively,
we can understand this by thinking about the problem in terms of energy levels, where
each cj is the only potential energy level of its size, the others being much smaller or
much larger. Functions whose energies are close to a given cj will not be greatly affected
in regions with potential energy levels much smaller than cj , and will be excluded by a
barrier effect from the regions with potential energy levels much larger than cj .
At the beginning of the proof, a simple comparison theorem guarantees that there is an
eigenvalue of L, say µm1 , on the interval [0, a2] can be made to take on values both above
and below the first target value, λ1, by varying c1 in a given range. Next we prove that
the corresponding eigenvalue on interval [0, a3] also takes on values above and below λ1
as c1 varies in its range, provided c2 is greater than the bound given by Lemma 3. Finally,
Lemma 7 guarantees that for some value Λ, if λ2 > Λ, then λ2 is obtained as an eigenvalue
by an appropriate choice of c2.
Repeating this process for each successive target eigenvalue, leads to a compact set
[d1, e1] × · · · × [dN, eN ] of values for the coefficient N -tuple (c1, . . . , cN). We then show
that a choice for the coefficients lies in this box which will yield all of λ1, λ2, . . . , λN as
eigenvalues.
This choice is possible, however, because the coefficients have nice properties. To wit,
for a fixed integer i, if ci is as small as possible in this box, then the corresponding eigen-
value, µmi is below λi , and if ci is as large as possible, then µmi is above λi . Furthermore,
this description is independent of the values of the other coefficients. Then, because the
eigenvalues vary continuously with the coefficients, the desired choice exists as is shown
in Lemma 8 by using a fixed point argument.
2. The lemmas
The first lemmas concern the asymptotic behavior of the eigenvalues. We will use the
shooting method to characterize the eigenvalues, and so establish the following notation
for the shooting function.
Notation. Let φ(x, t) be the unique solution to(
− d
2
dx2
+ V (x) − t
)
φ = 0 (3)
on the interval [0,1] with initial conditions
φ(0, t) = 0, d
dx
φ(0, t) = φ′0, (4)
where φ′0 > 0 is chosen so that
‖φ‖2 ≡
1∫
0
φ2(x, t) dx = 1.
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Furthermore, t is a Dirichlet eigenvalue of L = −d2/dx2 + V (x) precisely when φ van-
ishes at the right endpoint of the interval, and in this case φ is an eigenfunction on that
interval. Because the defining equation is analytic in t and the potential function V is
piecewise analytic, φ is analytic in t and piecewise analytic in x. (See, for instance, [1].)
Notation. Let V (x) =∑Ni=1 ciVi(x) as above and represent the mth Dirichlet eigenvalue
of L = −d2/dx2 + V (x) on the interval [0, r] by
µm
(c; [0, r]). (5)
Note that the eigenvalues depend on c (the N coefficients of V ), as well as the particular
interval chosen.
Lemma 2 shows that the shooting function evaluated at the right endpoint of the ith
interval has a non-zero t derivative when t is an eigenvalue. This allows the use of the
implicit function theorem to prove the decay estimate in Lemma 3. The proof of Lemma 2
relies on the self-adjointness of the operator L when acting on functions satisfying Dirich-
let boundary conditions.
Lemma 2. If λ is a Dirichlet eigenvalue of L on the interval [0, aj ], then (d/dt)φ(aj , λ) =0.
Proof. Let λ be an eigenvalue of L on the interval [0, aj ]. Suppose to the contrary that
(d/dt)φ(aj , λ) = 0, then consider the function ψ(x,λ) = (d/dt)φ(x,λ) on the interval
[0, aj ]. By definition ψ(aj , λ) = 0 and because φ(0, t) = 0 for all t , we see that ψ(0, λ) =
(d/dt)φ(0, λ) = 0 as well.
Thus both ψ(x,λ) and φ(x,λ) are functions of x satisfying Dirichlet boundary condi-
tions on [0, aj ]. Consider the defining equation for φ,
(L − t)φ = 0 (6)
and differentiate with respect to t to obtain
(L − t)ψ − φ = 0, φ = (L − t)ψ. (7)
Now, evaluating at t = λ, taking the inner product of both sides with φ and using the self-
adjointness of the operator, we obtain
〈φ,φ〉 = 〈(L − λ)ψ,φ〉= 〈ψ, (L − λ)φ〉= 0 (8)
in contradiction to the definition of φ. 
Lemma 3 identifies the eigenvalues of two different intervals with each other. Intuitively,
the idea is that as cj approaches infinity, a barrier is erected on the subinterval [aj , aj+1]
which will cause functions on [0, aj+1] with energies much lower than cj to behave as if
they were only supported on the interval [0, aj ]. (This is reflected in an exponential decay
of these low-energy functions while they are in the [aj , aj+1] subinterval.) This behavior
by the low-energy functions allows us to pair the eigenvalues on interval [0, aj ] directly
with those on [0, aj+1]. We begin by establishing notation for Lemma 3 and its supporting
Lemmas 4–6.
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Then for each integer m define the constant αm to be the mth eigenvalue on [0, aj ]:
αm ≡ µm
(c; [0, aj ]) (9)
and the function βm(cj ) to be the mth eigenvalue on [0, aj+1]:
βm(cj ) ≡ µm
(c; [0, aj+1]). (10)
Finally, define the function hm(cj ) by setting
hm(cj ) = φ
(
aj ,βm(cj )
)
, (11)
so that hm measures the height of φ as it enters the interval [aj , aj+1].
Note that in the definition for hm above, φ is the mth eigenfunction of the interval
[0, aj+1].
Lemma 3. Let W be a bounded set in Rj−1. For all (c1, c2, . . . , cj−1) ∈ W as cj → ∞,
the eigenvalues of L on [0, aj+1] approach the eigenvalues of L on [0, aj ] asymptotically
from below. In particular, for each integer m there is a constant Cm such that if cj  Cm,
then
αm − βm(cj ) exp
(
−1
2
√
cj (aj+1 − aj )
)
for all (c1, c2, . . . , cj−1) ∈ W .
We will delay the proof of Lemma 3 until after the following three lemmas.
Lemma 4. Let W be a bounded subset of Rj−1. Then for each integer m there exists a
constant C such that if cj C then
∣∣hm(cj )∣∣ exp
(
−1
2
√
cj (aj+1 − aj )
)
(12)
for all (c1, c2, . . . , cj−1) ∈ W .
Proof. Direct computation of the shooting function on the interval Ij = (aj , aj+1) yields
the formula
φ(x,µ) = A sinh(√cj − µ(x − aj ))+ B cosh(√cj − µ(x − aj )) (13)
for cj  µ.
Set µ = βm(cj ). Then hm(cj ) = φ(aj ,βm(cj )) = B , hence we wish to determine an
estimate for |B|. Note that by domain monotonicity, βm(cj ) (hence µ) is bounded above
by αm, a quantity that does not depend on cj .
The simple form of the potential function on the interval Ij allows an estimate for
∥∥φ(x,µ)∥∥2
Ij
≡
aj+1∫
a
φ2(x,µ)dx.j
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the interval [0, aj+1], so
µ =
〈(
− d
2
dx2
+ V
)
φ,φ
〉
= 〈φ′, φ′〉 + 〈V φ,φ〉Ij + 〈V φ,φ〉[0,aj+1]\Ij . (14)
Rearranging yields
〈V φ,φ〉Ij = µ − 〈V φ,φ〉[0,aj+1]\Ij − 〈φ′, φ′〉. (15)
Now, 〈V φ,φ〉Ij = 〈cjφ,φ〉Ij = cj‖φ‖2Ij , and because 〈φ′, φ′〉 is positive,
cj‖φ‖2Ij  µ − 〈V φ,φ〉[0,aj+1]\Ij . (16)
Finally, 〈V φ,φ〉[0,aj+1]\Ij  infW {c1, . . . , cj−1}‖φ‖2[0,aj ] thus,
cj‖φ‖2Ij  µ − infW {c1, . . . , cj−1}‖φ‖
2[0,aj ], (17)
‖φ‖2Ij 
K
cj
, (18)
for some K depending only on W and µ. In particular, K is bounded from above for all cj .
We use this estimate to control the magnitude of B .
Suppose first that ‖φ‖2Ij is fixed. For ease of notation, let sj =
√
cj − µ and a =
aj+1 − aj , then
‖φ‖2Ij =
aj+1∫
aj
{
A2 sinh2
(
sj (x − aj )
)+ AB sinh(2sj (x − aj ))
+ B2 cosh2(sj (x − aj ))}dx
= B
2 − A2
2
a + A
2 + B2
4sj
sinh(2sja) + AB2sj
{
cosh(2sja) − 1
}
.
Implicitly differentiating the above equation with respect to A, holding ‖φ‖2Ij constant, we
find that choosing
A = B
(
cosh(2sja) − 1
sinh(2sja) − 2sja
)
yields the only critical value for B . If A is positive, then the second derivative test shows
that B is a maximum.
To simplify the appearance of the formulas let rj = sja. Substitution of the above
value for A into the expression for ‖φ‖2Ij yields
‖φ‖2Ij =
B2
2sj
{(
cosh(2rj ) − 1
sinh(2rj ) − 2rj
)(
3
2
sinh(2rj ) − 3rj
)
+ 1
2
sinh(2rj ) + rj
}
 B
2
2sj
{(
3
2
sinh(2rj ) − 3rj
)
+
(
1
2
sinh(2rj ) + rj
)}
= B
2 {
sinh(2rj ) − rj
}
. (19)sj
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‖φ‖2Ij 
B2√
cj − µ
{
sinh
(
2
√
cj − µa
)−√cj − µa}. (20)
Then, because (1/4)ex  sinh(x) − x for sufficiently large x, we obtain
‖φ‖2Ij 
B2
4√cj − µ exp
(
2
√
cj − µa
) (21)
for sufficiently large values of cj .
The estimate in (18) for ‖φ‖2Ij then gives
B2  4K
√
cj − µ
cj
exp
(−2√cj − µa) exp(−2√cj − µa) (22)
with the last inequality following if cj is large enough. Take the positive square root of
both sides to obtain
B  exp
(−√cj − µa). (23)
Recall that for fixed (c1, c2, . . . , cj−1) the value of µ = βm(cj ) is bounded by αm. By
the Comparison Theorem, however, the αm are bounded as the (c1, c2, . . . , cj−1) range
over the set W . Thus, because µ is bounded for all (c1, c2, . . . , cj−1) ∈ W , there is a C
such that exp(−√cj − µa) exp(−(1/2)√cja) for all cj  C. So for cj C
∣∣hm(cj )∣∣= B  exp
(
−1
2
√
cja
)
(24)
as desired. 
Lemma 5. For W a bounded subset of Rj−1, then as cj → ∞, we have that βm(cj ) → αl
for some l, whenever (c1, c2, . . . , cj−1) ∈ W .
Proof. From the comparison theorem βm(cj ) is an increasing function of cj and by do-
main monotonicity, βm(cj )  αm, thus βm(cj ) must have a limit as cj → ∞. Recall
hm(cj ) = φ(aj ,βm(cj )) and estimate (12) in Lemma 4, so hm → 0 as cj → ∞. Because
φ(aj , t) is continuous as t varies and φ(aj , t) = 0 exactly when t is an eigenvalue for L on
[0, aj ], we conclude that βm(cj ) must approach an eigenvalue. That is, there is an integer l,
such that βm(cj ) → αl as cj → ∞. 
Lemma 6. For W a bounded subset of Rj−1, then as cj → ∞, we have βm(cj ) → αm,
whenever (c1, c2, . . . , cj−1) ∈ W .
Proof. Starting with the result of Lemma 5, that βm(cj ) → αl , we will show that l = m by
induction on the integer m.
When m = 1, then α1 is the only eigenvalue to which β1(cj ) can converge as cj → ∞.
So, assume that as cj → ∞,then βm(cj ) → αm for all m < k. We know that βk−1(cj ) <
βk(cj ) αk . This, together with the induction hypothesis shows that βk(cj ) can only have
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form
φ
(
x,βk(cj )
)= Ae−√cj−βk(x−aj ) + Be√cj−βk(x−aj ),
where A and B are not both zero. Functions of this form have only one zero in the interval
in question and because φ is an eigenfunction on [0, aj+1] the zero is at x = aj+1. Thus
φ(x,βk(cj )) has no zeros for x ∈ [aj , aj+1).
As a result of domain monotonicity and Courant’s nodal domain theorem (e.g., see
[3, p. 19]), φ(x,βk(cj )) has exactly one more zero than φ(x,βk−1(cj )). For cj > αk ,
all the zeros of φ(x,βk(cj )) on [0, aj+1) are in [0, aj ). Hence φ(aj ,βk(cj )) and
φ(aj ,βk−1(cj )) must have opposite signs, as φ(x,βk) will have crossed the x-axis one
extra time prior to aj as compared to φ(x,βk−1(cj )). (This, because no eigenfunction for
the Sturm–Liouville problem has a double root.) By Lemma 2, φ(aj , t) intersects the t-axis
transversely at every zero, so βk−1 and βk must be on opposite sides of some eigenvalue
for interval [0, aj ]. Thus for sufficiently large values of cj , the eigenvalue βk(cj ) must be
greater than αk−1 and so can only converge to αk as cj → ∞. 
Having completed the preliminaries, we now proceed with the proof of Lemma 3.
Proof. Fix (c1, . . . , cj−1) ∈ W and consider the equation φ(aj , t) = h. If h = 0, then
t is an eigenvalue on [0, aj ]. Lemma 2 proves that for any eigenvalue, αm, on [0, aj ]
we have that (d/dt)φ(aj ,αm) = 0. Thus, for all h in some interval around 0, the im-
plicit function theorem guarantees the existence of a unique function ν(h) with ν(0) = αm
such that φ(aj , ν(h)) = h. Moreover, because (d/dt)φ(aj ,αm) = 0, then (d/dh)ν(h) =
((d/dt)φ(aj , ν))
−1 is bounded for h near 0, hence there is a positive constant D such that
|ν(h) − αm|Dh.
Lemma 6 gives that βm(cj ) → αm for every integer m, thus βm(cj ) and ν(h(cj )) must
coincide where both make sense (i.e., for cj large enough), because both have the same
limit and both are solutions for t in the equation hm(cj ) = φ(aj , t). Lemma 4 shows that
there is a constant C such that for cj  C, we have
∣∣hm(cj )∣∣ exp
(
−1
2
√
cj (aj+1 − aj )
)
.
Choose Cm  C so that
∣∣ν(h) − αm∣∣Dh for all |h| < exp
(
−1
2
√
Cm(aj+1 − aj )
)
.
Because βm(cj ) = ν(hm(cj )) for cj  Cm, then
αm − βm(cj )D exp
(
−1
2
√
cj (aj+1 − aj )
)
as desired. 
After obtaining a lower bound for a coefficient of V to produce a particular barrier, we
want to be certain the next eigenvalue may be obtained by using a coefficient so bounded.
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ranges of the large eigenvalues begin to overlap in pairs.
Lemma 7. Fix c1, c2, . . . , cj−1.
(i) For any given constant C0, there exists an integer M such that if m  M then
αm−1 − βm(C0) > 0. Moreover, αm−1 − βm(C0) grows without bound as m → ∞.
(ii) Let Λ = βM(C0), then for all λ > Λ, there is a cj  C0, which realizes λ as an eigen-
value of L on [0, aj+1].
Proof. By Lemma 3, βm(cj ) tends to αm as cj → ∞ hence as cj varies between C0
and ∞, the function βm(cj ) achieves every value in the interval Nm = [βm(C0), αm).
Moreover, we will show that for sufficiently large M , if m  M then βm(C0) < αm−1
so that these intervals overlap, giving⋃
mM
Nm =
[
βM(C0),∞
)
. (25)
The Comparison Theorem will show that an appropriate constant M exists. Set K =
max{|c1|, |c2|, . . . , |cj−1|, |C0|} and define L±K ≡ −d2/dx2 ± K . Because L−K  L 
L+K in the sense of operators,
π2(m − 1)2
a2j
− K  αm−1 (26)
and
βi(C0)
π2i2
a2j+1
+ K. (27)
Thus,
αm−1 − βm(C0)
(
1
a2j
− 1
a2j+1
)
π2m2 − 2K − (2m − 1)π
2
a2j
. (28)
The right-hand side of this inequality needs to be positive. Because the leading term is
positive, this quadratic will be positive for all m M whenever M is sufficiently large.
Moreover, this quadratic will grow without bound as m → ∞.
Finally, setting Λ = βM(C0), then every value greater than Λ can be achieved as an
eigenvalue of L on [0, aj+1] by some choice of cj  C0. 
The final lemma provides for the fixed point type result necessary at the end of the
proof of Theorem 1 to prove the existence of the desired coefficients. It is a rather lengthy
inductive proof proceeding along straightforward lines.
Lemma 8. Consider a function f :∏Ni=1[di, ei] → RN such that each component of f is
a continuous monotonically increasing function in each variable. Assume further that the
ith component, fi , goes from negative to positive as ci goes from di to ei , regardless of the
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such that f (c1, c2, . . . , cN) = 0.
Proof. We will proceed by induction on the number of coordinates varied. For the case
where only c1 varies, there is nothing to prove, for by hypothesis if c2, c3, . . . , cN are
fixed, then there is always a value for c1 such that f1 = 0.
Now suppose k  1 is such that when given values for ck+1, . . . , cN , there exist numbers
c1, . . . , ck so that fi = 0 for all i  k. Fix ck+2, . . . , cN . We will now show that, for fixed
ck+2, . . . , cN there exists a choice for c1, . . . , ck+1 so that fi = 0 for i  k + 1.
We will construct a sequence of values, {(c(l)1 , . . . , c(l)k )}, for the first k coordinates.
Before proceeding the following claim is necessary: if a choice for (c1, . . . , ck) exists so
that fi = 0 for all i  k, then there exists such a choice which also minimizes the value
of fk+1.
The claim is trivial if the number of choices for the coordinates is finite, so suppose the
number of choices is infinite. Because fk+1 is defined on a compact set (namely, the hy-
percube) and is continuous, it is bounded from below. Therefore there exists a sequence of
choices for the coordinates which minimizes fk+1. This sequence lives in a compact space,
therefore there is a convergent subsequence and we consider its limit. Because f is con-
tinuous and when i  k we have fi = 0 for all the choices in the convergent subsequence,
the first k components of f must still vanish at the limit point. Similarly, by continuity,
fk+1 must achieve its minimum at the limit point. Thus evaluating the function f at the
limit point causes the first k components to vanish and minimizes the value of the (k + 1)st
component.
With the uniqueness of the value for fk+1 established, define sequences {a(l)}, {b(l)}
and {m(l)} in the following fashion. Set a(0) = dk+1 and b(0) = ek+1. At stage l, set m(l) =
(a(l) + b(l))/2 and fix c(l)k+1 to be m(l). By the induction hypothesis and the claim above,
there exists a choice for the first k coordinates such that fj = 0 for j  k and fk+1 is
minimized. Let {(c(l)1 , . . . , c(l)k )} be this minimizing choice. If fk+1 = 0 then we are done.
Otherwise, if fk+1 < 0 then define
a(l+1) = m(l), b(l+1) = b(l);
and if fk+1 > 0 define
a(l+1) = a(l), b(l+1) = m(l).
Observe that the construction yields a nested set of contracting intervals [a(l), b(l)] with
m(l) as the midpoint. At each stage of the construction, the values of fk+1 associated to the
left and right endpoints are negative and positive, respectively.
If the sequence {m(l)} does not terminate (i.e., fk+1 is never zero), then the correspond-
ing sequence of k-tuples, {(c(l)1 , . . . , c(l)k )}, must have a convergent subsequence because
they live in a compact set. Relabel everything so that all the sequences correspond to
this convergent subsequence and let its limit be (c˜1, . . . , c˜k). By construction the three
sequences, {a(l)},{b(l)} and {m(l)} all have the same limit, say c˜k+1. Evaluating f at
(c˜1, . . . , c˜k+1, ck+2, . . . , ck), the first k components of f must be zero, so it remains to
consider fk+1. By construction, the limit of the values of fk+1 associated to the sequence
258 D.P. Phillips / J. Math. Anal. Appl. 312 (2005) 248–260{a(l)} is non-positive and the limit associated to {b(l)} is non-negative. Furthermore, these
limits must both be the same by the uniqueness of the value of fk+1 at each stage of the
construction. The only possibility, then, is that fk+1 = 0 when f is evaluated at the limit
point, thus the induction step is proved. 
3. Main result
Finally, we prove Theorem 1.
Proof. Take each target eigenvalue, λi , in order.
Fix λ1 and choose any number e1. Supposing c1 = e1, then because
lim
m→∞µm
(c; [0, a2])= ∞,
there is an integer m1 such that µm1(c; [0, a2]) > λ1. Now, by letting c1 tend to negative
infinity, µm1 will also tend to negative infinity, thus there is a number d1 where d1 < e1
such that µm1(c; [0, a2]) − λ1 varies from negative to positive as c1 varies from d1 to e1.
In the following, let p[i] = (c1, . . . , di, . . . , cN) and q[i] = (c1, . . . , ei, . . . , cN). That is,
p[i] and q[i] will represent N -tuples with the ith coordinate fixed to be di and ei , respec-
tively. We will further insist that cj lies in interval [dj , ej ] whenever dj and ej have been
defined.
From the above there exists an integer m1 and numbers d1 and e1 with d1 < e1 so that
µm1
( p[1]; [0, a2])< λ1 < µm1(q[1]; [0, a2]).
Now for induction, suppose that for all i < l there exist integers mi , and numbers di and
ei with di < ei so that
µmi
( p[i]; [0, al])< λi < µmi (q[i]; [0, al]). (29)
Set
ri = min
{
λi − µmi
( p[i]; [0, al]),µmi (q[i]; [0, al])− λi}. (30)
Note that the minimum exists, because the values cl, cl+1, . . . , cN do not affect the compu-
tation and so really this is the minimum over the set of points (c1, . . . , cl−1) in a compact
set. Furthermore, by Eq. (29), each ri is positive.
By Lemma 3, for each i < l there is a constant Cmi , such that if cl  Cmi , then
µmi (c; [0, al+1]) will be within ri/2 of µmi (c; [0, al]). Let C0 be the maximum of
the constants Cm1,Cm2, . . . ,Cml−1 . Thus, for each i, if cl  C0, then the quantity
(µmi (c; [0, al+1]) − λi) also passes from negative to positive as ci varies from di to ei ,
regardless of the values of the other coefficients.
Let C = (c1, . . . , cl−1,C0, cl+1, . . . , cN) and define x = maxjl−1{ej − dj }. For the
moment, fix ci = di for all i  l − 1. Lemma 7 shows that the difference
µs−1
(c; [0, al])− µs( C; [0, al+1]) (31)
can be as large as desired, provided s is large enough. Thus, there is some S such that if
s  S, then
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(c; [0, al])− µs( C; [0, al+1])> 3x. (32)
Set Λl = µS( C; [0, al+1]) + x, and suppose λl > Λl . From this choice for Λl , Lemma 7
shows that λl may be obtained as an eigenvalue. Recall that interval Ns = [µs( C; [0, al+1]),
µs(c; [0, al])) gives all the values that eigenvalue µs(c; [0, al+1]) obtains as cl varies
above C0. By the above inequality, for every s  S intervals Ns ∩Ns+1 and Ns have size at
least 3x. Thus there is some integer ml such that Nml contains the interval (λl − x,λl + x).
That is, each value of λ ∈ (λl − x,λl + x) can be obtained as eigenvalue µml by choosing
a suitable cl  C0. Therefore, there are numbers dl and el such that
µml
( p[l]; [0, al+1])+ x < λl < µml (q[l]; [0, al+1])− x.
Now allow each ci to range over [di, ei]. Because the eigenvalues in question cannot
vary by more than x, the Comparison Theorem gives
µml
( p[l]; [0, al+1])< λl < µml (q[l]; [0, al+1]), (33)
hence
rl = min
{
λl − µml
( p[l]; [0, al+1]),µml (q[l]; [0, al+1])− λl} (34)
is positive.
Thus, by induction these results hold for all the target eigenvalues over the entire interval
[0,1]. Each of the µmi (c; [0,1]) depends continuously on each of the cj . Moreover, as ci
goes from di to ei , the quantity (µmi (c; [0,1])−λi) goes from negative to positive, regard-
less of the choices for the other cj . Consider, then, the function f :
∏N
i=1[di, ei] → RN ,
where the ith component is given by fi(c1, . . . , cN) = µmi (c; [0,1]) − λi . Using standard
topological arguments, Lemma 8 shows that there must be a choice of c1, c2, . . . , cN for
which f (c1, . . . , cN) = 0, in which case {λ1, λ2, . . . , λN } is a subset of the spectrum of L
on [0,1], thus proving the theorem. 
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