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Preface

The rate of change in the world of energy storage continues to accelerate. When this
thesis was first begun in 2017 the MISO “AGC Enhancement” whitepaper, which outlines the
policies for energy storage that this work serves to model, had not yet been released. After its
release on December 31, 2017, the direction of this thesis was altered to accommodate this new
information. Only a month and a half later on February 15, 2018, FERC released Order 841,
which further codified the parameters of the changes that MISO was required to make to
frequency regulation policies. This too altered the direction of the thesis. On June 8th, 2018, well
after the great bulk of this thesis work had been completed, MISO released its “FERC Order 841
Compliance Straw Proposal Overview”, available at the link below. This further codified the
AGC Enhancement’s changes, which no longer quite matched the policies modelled in this
thesis. Fortunately, the general concepts remain the same and the generalized results of this work
remain valid. Also, the development of the energy storage valuation tool CONESMO allows for
the ready adaptation to MISO’s newly introduced concepts. Though this thesis’ work and results
are no longer as up-to-date as they were months ago, the insights they provide and the foundation
they lay are nonetheless valuable steps towards improving energy storage valuation in MISO.

FERC Order 841 – Electric Storage Resource: Compliance Straw Proposal Overview [Retrieved
June 19th, 2018]:
https://cdn.misoenergy.org/20180606%20Order%20841%20Joint%20Meeting%20Item%2002%
20Participation%20Model%20Overview212835.pdf
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Abstract

Battery Energy Storage Systems (BESS) participating in frequency regulation services in
MISO (Midcontinent Independent System Operator) energy markets do so by charging from and
discharging to the bulk electrical grid to satisfy power demands. Frequency regulation can
demand a high energy throughput from a BESS, causing electrochemical aging. The aging of a
BESS must be controlled to within financially feasible limits. MISO has proposed new frequency
regulation prioritization policies that enable a BESS to manage its own aging by setting its
acceptable State of Charge (SOC) range, called its neutral zone. MISO will seek to prioritize a
BESS’ regulation so as to maintain a BESS’ SOC within its neutral zone. This work develops
and employs a deterministic mixed integer linear programming energy storage valuation tool
written in MATLAB to model and simulate the operation of a BESS participating in the
regulation market under MISO’s proposed policy changes. This “Constrained Energy Storage
Model” tool, CONESMO, is used to determine a BESS project’s internal rate of return for
quantized non-dynamic neutral zone ranges under user-defined conditions. A 20 MW / 60 MWh
BESS is simulated with CONESMO under several conditions, concluding that limiting battery
aging will be a primary financial consideration. The simulations support the intuitive conclusion
that a BESS co-located with a generation asset is most profitable when the neutral zone’s limits
facilitate the selling of energy and to utilize behind-the-meter charging to restore SOC neutrality.
The work also shows non-trivial BESS energy throughput, highlighting the importance of BESS
electrochemical life cycle management.
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Symbols
Table 1: Symbols, Storage Parameters, Nomenclature, and other Variables
Symbol

Storage Parameter

𝑃𝑡𝐺
𝛾𝑆
𝑃𝑚𝑎𝑥
𝐸𝑆𝑆
𝑞𝑀𝐴𝑋
𝐸𝑆𝑂𝐶
𝛼𝑐_𝑚𝑎𝑥
𝛼𝑑_𝑚𝑎𝑥
∆𝑡
𝛾𝑡𝑅𝑈
𝛾𝑡𝑅𝐷
𝛾𝑡𝑀𝐼𝐿𝐸
𝜌
𝐶𝑡𝐿𝑀𝑃
𝐶 𝑞,𝑜𝑢𝑡
𝐶 𝑞,𝑖𝑛
𝐶𝑡𝑀𝐼𝐿𝐸
𝐶𝑡𝑅𝐸𝐺𝑀𝐶𝑃
𝐶𝑡𝑆𝑃𝐼𝑁𝑀𝐶𝑃

Power Produced by Generation [MW]
System (Inverter) Round-trip Efficiency [0-1]
Battery’s Nameplate Power Rating [MW]
Battery’s Nameplate Energy Capacity [MWh]
State of Charge for Start of Simulation [0-1]
Maximum Charge Power Level Coefficient [0-1]
Maximum Discharge Power Level Coefficient [0-1]
Timestep duration [hours]
Regulation Up Efficiency [MWh/MW]
Regulation Down Efficiency [MWh/MW]
Regulation Signal (5-minute) Mileage Ratio at timestep t [ΔMW/MW] (e.g. 2)
Performance Factor for ESS unit [0-1]
LMP for Energy at timestep t [$/MWh]
Cost to Discharge [$/MWh]
Cost to Charge [$/MWh]
MCP for Regulation Mileage at timestep t [$/ΔMW]
MCP for Regulation at timestep t [$/MWh]
MCP for Spinning Reserves commitment at timestep t [$/MWh]

Symbol

Nomenclature

𝑃𝑡𝐺,𝐸𝑆𝑆
𝑃𝑡𝐺,𝐺𝑅𝐼𝐷
𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆
𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆,𝐷𝐴𝐸
𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆,𝑅𝐷
𝑃𝑡𝑖𝑛,𝐸𝑆𝑆
𝑃𝑡𝑜𝑢𝑡,𝐸𝑆𝑆
𝑄𝑡𝑖𝑛,𝐸𝑆𝑆
𝑄𝑡𝑜𝑢𝑡,𝐸𝑆𝑆
𝑄̅ 𝐶
𝑄̅ 𝐷

Power from Generation to ESS [MW]
Power from Generation to Grid [MW]
Power from Grid to ESS [MW]
Power from Grid to ESS for Day-Ahead Energy Arbitrage [MW]
Power from Grid to ESS for Regulation Down [MW]
Power from Generation and Grid to ESS [MW]
Power from ESS to Grid [MW]
Energy from Grid to ESS [MWh]
Energy from ESS to Grid [MWh]
Maximum Inverter Charging Energy per timestep [MWh]
Maximum Inverter Discharging Energy per timestep [MWh]

Symbol

Decision Variable

𝑞𝑡𝐶
𝑞𝑡𝐷
𝑞𝑡𝐸
𝑞𝑡𝐺
𝑞𝑡𝑅𝐸𝐺
𝑞𝑡𝑆𝑃𝐼𝑁
𝑞𝑡𝐸𝑆𝑆

Energy Bought from Grid for Charging ESS at timestep t [MWh]
Energy Sold to Grid from Discharging ESS at timestep t [MWh]
Energy to the ESS from Generation at timestep t [MWh]
Energy Sold to Grid from Generation at timestep t [MWh]
Energy Capacity Reserved for Frequency Regulation at timestep t [MWh]
Energy Capacity Reserved for Spinning Reserves at timestep t [MWh]
Energy Level of the Battery (BESS) at Timestep t [MWh]
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Abbreviations
•

AC

-

Alternating Current

•

ACE

-

Area Control Error

•

AGC

-

Automatic Generation Control

•

ASM

-

Ancillary Services Market

•

BA

-

Balancing Authority

•

BAAL

-

Balancing Authority ACE Limits

•

BESS

-

Battery Energy Storage System

•

BMS

-

Battery Management System

•

CCGT

-

Combined Cycle Gas Turbine

•

CONESMO

-

Constrained Energy Storage Model

•

DC

-

Direct Current

•

DOE

-

Department of Energy

•

EMS

-

Energy Management System

•

EPRI

-

Electric Power Research Institute

•

ERO

-

Electric Reliability Organization

•

ESA

-

Energy Storage Association

•

ESIC

-

Energy Storage Integration Council

•

ESS

-

Energy Storage System

•

ESTF

-

Energy Storage Task Force

•

ESVT

-

Energy Storage Valuation Tool

•

FERC

-

Federal Energy Regulatory Commission
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•

IOU

-

Investor Owned Utility

•

IPL

-

Indianapolis Power & Light

•

ISO

-

Independent System Operator

•

LMP

-

Locational Marginal Price

•

MILP

-

Mixed Integer Linear Programming

•

MISO

-

Midcontinent Independent System Operator, Inc

•

NERC

-

North American Electric Reliability Corporation

•

NOPR

-

Notice of Proposed Rulemaking

•

NREL

-

National Renewable Energy Laboratory

•

PFR

-

Primary Frequency Response

•

POU

-

Publicly Owned Utility

•

RE

-

Regional Entity

•

RTO

-

Regional Transmission Organization

•

SER

-

Stored Energy Resource
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1 – Introduction
In the U.S. power grid infrastructure, Energy Storage Systems (ESS) capable of charging
and discharging power on the order of megawatts can provide unique benefits that improve the
grid’s reliability, flexibility, and efficiency. An ESS can defer the upgrade of electrical assets by
providing additional capacity during peak load hours, time shift the release of energy generated
by renewables to times of greater power demand, hold energy in reserve to be dispatched in
times of critical demand, or even provide energy supply and demand balancing to regulate the
grid’s nominal 60 Hz frequency. The U.S. Department of Energy (DOE) recognizes at least 18
services and applications that a utility-scale ESS can provide [1]. The versatile and promising
nature of energy storage systems has captured the attention of power utility companies and much
of the energy industry as a whole.
A complete energy storage system is composed of three major subcomponents: The
power conversion system (PCS), the battery management system (BMS), and the energy storage
itself. The power conversion system consists of an AC/DC power inverter and related
components. The battery management system monitors and manages the battery’s operations and
acts as the ESS’s computational control unit. If the storage is an electrochemical battery, the
battery and related components are collectively referred to as a Battery Energy Storage System
(BESS) [2]. It is noted that a lithium-ion BESS generally consists of an array of lithium-ion
battery cells. Oftentimes the array of cells is collectively referred to as the “battery” itself.
Lithium-ion battery production is booming, driven by factors like increased electric
vehicle sales. Lithium-ion batteries have dropped in price by 73% from 2010 to 2016 [3]. As of
2018, a utility scale BESS whose benefits can be realized on the power grid has only been
financially viable for less than a decade. No such BESS has seen its way through a full project
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life cycle, and the tools for modelling and valuating energy storage systems are in their infancy.
Further compounding the difficulties of valuating storage are the shifting or lagging regulations
to which an ESS is subject. In many cases, present regulations are actively hampering the full
realization of the benefits of an ESS, and companies are weighing the financial risks and rewards
of ESS implementations. Independent System Operators (ISOs), who manage energy markets
and related policies, are making policy changes intended to help utilities realize the benefits of a
financially viable ESS. One such ISO is the Midwest Independent System Operator (MISO),
who has proposed such a policy change referred to as their “AGC Enhancement” [4].
Electricity’s supply and demand must be kept balanced to prevent electrical grid
disturbances. Frequency regulation is the act of a generating unit or ESS adjusting energy output
to regulate and maintain the nominal 60 Hz grid frequency. In the case of an ESS providing the
service of frequency regulation, discharging to the grid is Regulation Up, and charging from the
grid is Regulation Down. Through frequency regulation, a lithium-ion BESS provides a
compensable service in exchange for reducing the battery’s effective electrochemical life.
MISO’s “AGC Enhancement” proposes that an ESS will regularly update MISO’s balancing
system with the ESS’s state of charge (SOC) and acceptable state of charge “neutral zone” limits.
When the ESS’ SOC strays outside of this neutral zone, MISO’s system will prioritize the ESS
for Regulation Up or Regulation Down appropriately to attempt to return the SOC to within the
neutral zone. This policy change will allow a BESS to have an effect on the management of the
battery’s effective lifespan.
In this work, an energy storage valuation tool is created that models and simulates the
operation of an energy storage system co-located with generation within the MISO footprint
providing energy arbitrage, spinning reserves, and frequency regulation services. This tool uses
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mixed integer linear programming (MILP) whose constraints are defined by the physical energy
transactions of the ESS, electrical grid, and co-located generation. This constrained energy
storage modelling tool is entitled CONESMO. Using historical hourly energy and ancillary
service market prices, CONESMO valuates a battery-based energy storage system co-located
with generation under MISO’s proposed “AGC Enhancement” policy change for 2020 by
simulating 1 year of system operation. Specifically, this work simulates and valuates an ESS for
each possible neutral zone range quantized to multiples of 10% SOC increments. The valuation
outputs are in terms of the project’s internal rate of return (IRR) generally assuming a 20-year
project life. The IRR’s corresponding to the neutral zone limits are compared to one another to
identify financially prudent neutral zone considerations.
Though the neutral zone limits reported to MISO may be adjusted hourly, dynamic
neutral zone strategies may be non-deterministic and would depend upon the individual ESS
operators’ strategy’s goals. As this work is concerned with identifying the general effects on the
IRR of different neutral zone limits, a deterministic solution is required. As such, this work
simulates a naïve (non-dynamic) neutral zone strategy in which the limits remain static for the
full 1-year simulated time period. This work is intended in part to guide future dynamic neutral
zone strategies.
The primary purpose of this work is to aid utilities in understanding the financial and
battery lifetime effects of MISO’s proposed “AGC Enhancement”, specifically under a naïve
neutral zone control strategy.
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2 – Background
2.1 – The Electrical Grid
Electricity is, in its simplest definition, the flow of electric charge. This is the flow of
electrons. When one observes a power line, one is looking at what is essentially a heavy-duty
conductive cable through which electrons are flowing across a voltage differential. The
conductive cable has a low but non-trivial resistance. As electrons accelerate through the
conductor, they can collide with ions in the conductor, breaking the ion’s alignment with the
electric field and randomizing their direction of motion. This random motion constitutes thermal
motion, or heat. In short, this resistance causes heat, and the greater the current, voltage, or
resistance, the more heat is generated. The energy lost to heat is referred to as “transmission
loss”. In extreme cases, this heating can affect the physical properties of a power line, expanding
its length and causing it to sag, which can cause the line to encounter an object such as a tree
under the line. As electricity will take the “path of least resistance” to ground and this tree may
be less resistive than the rest of the power line, electricity will arc into the tree, causing damage
to equipment, power loss down the line, and presenting other hazards. Heating concerns of this
magnitude are relatively rare today, as modern-day equipment monitors for such events and takes
steps to mitigate the dangers. Nonetheless, transmission loss does occur, and it limits the
effective geographic range of a generator. This is a significant reason for the colloquial “power
grid” having many generators spread throughout its operating region as opposed to a centralized
location for energy generation.
Transmission losses are a concern for individual power utility companies, as lost power
means lost revenue, and can cause poor and unreliable service for customers. One method of
mitigating transmission losses is to reduce the current and increase the voltage of the power
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being transmitted. This still provides the same power from the source, but the reduction in charge
carriers reduces ionic collisions, reducing the power lost to heat. This is why generating facilities
will often “step up” the voltage on a transmission line using a transformer. The “high voltage,
low current” power can then be transmitted longer distances than “low voltage, high current”
power while suffering less transmission loss. As the high voltages are impractical for most end
consumers’ use, a “step down” transformer is utilized in close geographic proximity to a
consumer’s location to provide power at a usable voltage. In North America, these “step down”
transformers may take the form of a pole mounted transformer that can often be seen outside of
one’s residence on a utility pole, similar to that in Figure 1.

Figure 1: A pole mounted transformer that may be found outside of a residence [5]

When the electric charge flow is unidirectional, it is referred to as Direct Current (DC). A
common example of a DC application is a battery. Current flows from the cathode (positive
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terminal) to the anode (negative terminal) in a circuit containing a battery. DC power is seen in
systems like photovoltaic panels (solar power).
The other type of charge flow is Alternating Current (AC), which is when the current
periodically reverses direction. Today, the U.S. power grid operates as AC power at a nominal
frequency of 60 Hz. This means that 60 times per second the current reverses direction. All
generators on the grid are synchronized to this 60 Hz. If generation increases without a
corresponding demand for energy, this frequency rises. If generation decreases or is otherwise
unable to keep up with the demand for energy, this frequency drops. As most systems in the U.S.
are designed to operate on 60 Hz power, deviations from this nominal frequency can result in
equipment damage, brownouts, or blackouts. Generating units on the grid can provide
“frequency response” as a service in their respective energy markets. In frequency response,
units provide frequency regulation by working to balance the small fluctuations between energy
supply and demand through increasing or decreasing generation, effectively regulating the
nominal 60 Hz grid frequency. An energy storage system connected to the grid such as a large
lithium-ion battery array can also perform frequency regulation, and generally with better
performance than most generating units. This is because of the battery’s unique ability to
relatively rapidly charge or discharge energy from or to the grid to help regulate the frequency.
AC power is useful on the power grid for multiple reasons. One such reason is that
transformers only work for AC, so stepping up the voltage to reduce transmission losses would
not be possible in a DC system. DC power may be converted to AC power using an inverter,
with some efficiency loss. An inverter enables DC systems such as a BESS or a solar installation
to provide energy to the bulk AC power grid.
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Electrical power is measured in watts. At the utility scale, it is often measured in
kilowatts (1,000 watts) or megawatts (1,000 kilowatts). Power is the amount of energy that is
used, transmitted, generated, or otherwise measured at some point in time. The amount of energy
that a generating unit can provide is called its “capacity”. For example, a wind turbine may be
providing 1 MW (megawatt) of power at some time, which could provide power for 814 typical
American homes in 2016 [6]. This turbine may be able to provide up to 5 MW of power at peak
performance, so it would have a capacity of 5 MW. The amount of energy used or generated in
an hour is often measured in kilowatt-hours (kWh) or megawatt-hours (MWh). 1 MWh is the
equivalent of 1 MW of power over one hour, 500 kW over two hours, 2 MW over half of an
hour, and so on. When referring to an ESS as having a “duration”, this refers to the ESS’
maximum duration of sustained maximum power output. For example, an ESS with 1 MW of
power output and 4 MWh of energy capacity would have a 4-hour duration.

Figure 2: Showing the elements forming a typical power grid [7]
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The electrical grid is a network of power sources (generators), consumers (loads), and
other devices to facilitate the distribution of electric power from these generators to the loads.
The electrical grid is often referred to as the electric grid, the power grid, the power transmission
grid, or just “the grid”. Though this work’s concepts may apply to other regions’ electrical grids,
this paper refers specifically to the continental U.S. power transmission grid. The electric grid is
typically divided into the generation, transmission, and distribution systems. Their functions are
illustrated in Figure 2. Commonly, power is generated at a generating station such as a coal plant
or a wind farm (the generation system). From there, a transformer steps up the voltage, and long
transmission lines (constituting the transmission system) carry the power to where it is needed.
There, a transformer steps down the voltage, and the power is distributed (in the distribution
system) to consumers such as residential homes.
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2.2 – Federal Structure
The Federal Energy Regulatory Commission (FERC) is an independent United States
federal agency that regulates the interstate transmission of electricity, oil, and natural gas [8].
FERC is run by 5 commissioners and supporting staff. The commissioners are nominated by the
President of the United States, confirmed by the senate, and serve staggered 5-year terms. No
more than 3 commissioners may be from the same political party to avoid or mitigate political
party influence. This regulation of electric interstate commerce takes multiple forms, most
notably the setting of rates and terms & conditions. FERC will also review public utility filings,
or complaints from a customer, competitor, state commission, attorney general, or other entity
asking to establish or change rates. FERC’s other duties include but are not limited to the
licensing and inspecting of hydroelectric projects, ensuring the reliability of high voltage
interstate transmission systems, and monitoring and investigating energy markets. Although
FERC is an independent regulatory agency within the United States Department of Energy
(DOE), it operates independently of the DOE, though the DOE may participate in FERC
proceedings as a third party. In February 2006, President George W. Bush signed into law the
Energy Policy Act of 2005. The Energy Policy Act of 2005 changed US energy policy to provide
tax incentives and loan guarantees for energy production and expanded FERC’s authority to
protect the reliability of the US power system through the establishment of standards and an
increased authority of FERC to impose civil penalties on entities. These standards are in part
created and enforced by NERC.
The North American Electric Reliability Corporation (NERC) is a non-profit regulatory
authority whose stated mission is to “assure the reliability and security of the bulk power system
in North America” [9]. Formed in 1968, the North American Electrical Reliability Council had a
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similar mission and became the more familiar North American Electric Reliability Corporation
(NERC) in 2006. Along with other responsibilities, NERC develops and enforces reliability
standards and assesses and monitors the bulk power system for reliability concerns. It has an area
of responsibility that extends across the continental United States, into parts of Canada, and
northern parts of Baja California and Mexico. Subject to oversight by FERC and governmental
authorities in Canada, NERC is the Electric Reliability Organization (ERO) for North America
and was designated as such in 2006 as authorized by FERC by the Energy Policy Act of 2005.
Prior to its ERO status, NERC provided policies for power system accreditation and operation.
After becoming the ERO those policies became standards, and NERC was given the authority to
enforce those standards on power system entities operating in the United States and parts of
Canada through financial penalties for noncompliance. NERC’s focus on ensuring reliability in
the interconnected bulk power system comes in two basic forms. First, ensuring the adequacy of
the system, which is the system’s ability to respond to increases in electrical demand or excess
generation. Second, operating reliability, which is the system’s ability to withstand unplanned
disturbances in electrical supply or demand, such as a large generator in an unplanned shutdown
or a city losing power from downed transmission wires. FERC approves NERC’s legally
enforceable reliability standards.
Electrical systems near the start of the 20th century were isolated to the geographic area
around a generator, and served only the customers in that area. As these systems grew in size and
complexity, interconnections between neighboring systems allowed for the sharing of generated
power, forming an electrical grid. By the early 20th century, interconnections increased in
popularity, and by 1970 the majority of electrical systems in the continental U.S. and southern

25

Canada were interconnected. Today, North America’s power grid consists of two major and
three minor AC power grids each operating at a synchronized frequency of 60 Hz.
In August 2003, a widespread power outage occurred in the northeast and Midwest
United States, as well as parts of the Canadian province of Ontario. Power was restored in some
areas in a matter of hours, while other areas went over a week without power. This blackout
affected an estimated 55 million people and caused more than 508 generating units to shut down
[10]. The Northeast Blackout of 2003 emphasized the importance of a reliable power grid, as the
power outage caused deaths, production shutdowns, affected an Ontarian election, and
highlighted national security concerns of unpowered US security assets. This blackout was one
of the primary reasons for establishing reliability provisions in the Energy Policy Act of 2005.
This created the need for an ERO, for which NERC won the bid. Today, NERC standards are
mandatory for US power providers.
Unlike many other resources, electricity cannot traditionally be stored in bulk quantities
until it is ready to be used. It must be generated as it is needed, and the generated supply must
closely follow the demand in time. Too much generation with respect to demand can cause the
grid frequency to increase to dangerous levels that can damage equipment and cause power
outages or injuries. Too little generation with respect to demand can cause the grid frequency to
sag, causing brownouts, blackouts, and equipment damage. There is a careful balancing act
between supply and demand occurring at all times. This balance occurs in a Balancing Area,
which is the set of generation, transmission, and load assets within the metered boundaries of
that area’s Balancing Authority. The Balancing Authority, following NERC standards, is
responsible for integrating resource plans ahead of time and maintaining the balance of
electricity resources and electricity demand. For example, a Balancing Authority may be
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monitoring their balancing area to find that a large factory has unexpectedly stopped using
power. The Balancing Authority would issue a signal to generators in the area to decrease power
generation to match the decreased system load. This signal is the Automatic Generation Control
(AGC) signal, and it plays a critical role in frequency regulation as described later in 2.4.3.3 –
Frequency Regulation.
A Regional Transmission Organization (RTO) and an Independent System Operator
(ISO) serve nearly the same function, with an RTO distinguished from an ISO often in the fact
that an RTO is larger in scope in terms of roles and responsibilities. In 1996, FERC issued Order
888, which is often referred to as FERC “deregulating” the electric industry. Prior to Order 888,
a single entity could own and operate the generation, transmission, and distribution assets that
delivered electricity to a consumer. This constituted a form of monopoly in which consumers
may have had no choice in whose electricity they were purchasing. Additionally, this
arrangement formed an impediment to the formation of new electricity providers, who would not
have the capital to establish themselves in existing markets. FERC’s Order 888 sought to
acknowledge and remove barriers to competitive wholesale power markets and to permit utilities
to recover stranded costs incurred in the removal of said barriers. This order defined an
Independent System Operator and its role to be to “…operate the transmission systems of public
utilities in a manner that is independent of any business interest in sales or purchases of electric
power by those utilities.” [11] Essentially, existing public utilities would continue to handle the
generation and distribution systems, while an ISO would handle the transmission system to act as
an unbiased intermediary between power providers and consumers. While Order 888 provided
the means for the regulation of transmission system, it was not written with the intent of
establishing such entities. FERC Order 2000, issued in late 1999, provided the definition and
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minimum requirements to be an RTO, and encouraged the establishment of transmission
regulating organizations that would be able to “evolve” with changing conditions. RTOs
typically serve a larger geographic area than an ISO. Today, RTOs and ISOs serve the same
general functions, though an ISO does not need to meet the minimum requirements set forth by
FERC to meet RTO status, and an RTO is an organization that was formed at the approval of
FERC. Both act as marketplace operators in wholesale power markets, operate a region’s power
grid’s transmission assets, and provide reliability planning and services for a region’s bulk
electricity system. An entity may be both an ISO and an RTO. As of late 2017, there are nine
ISOs operating in North America, five of whom operate as RTOs. A map of these ISOs’
operating regions may be seen in Figure 3.

Figure 3: Showing nine North American ISOs [12]
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Midcontinent Independent System Operator, Inc. (MISO), is one of North America’s
Regional Transmission Organizations (RTO) and Independent System Operators (ISO). MISO is
a non-profit, member-based organization that works to ensure the delivery of electricity across
15 U.S. states and the Canadian province of Manitoba. With over 65,800 miles of transmission
lines and 36 different local Balancing Authorities in the MISO footprint, MISO manages one of
the world’s largest energy markets. MISO evaluates and implements options for improving
reliability, efficiency, and flexibility [13]. Reliability refers to the ability to ensure the
availability of sufficient regulating (energy) reserves to balance the grid and maintain the
nominal 60 Hz grid frequency. Efficiency refers to the ability to optimize energy dispatch and
maximize resource usage. Flexibility refers to the ability to utilize fast-ramping resources and to
be prepared for time increasing variability in the power grid.
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2.3 – Electricity Markets in MISO
The amount of electricity being consumed from the grid is referred to as the load. It may
also be referred to as the demand, as this is the electricity that is in “demand” in a “supply and
demand” context. This load profile will change throughout the day. At night, residents are
generally sleeping and businesses are closed, demanding relatively little electricity. As
businesses open and residents awaken, the electricity demand rises. The day’s peak load tends to
occur in the afternoon. A load profile example may be seen in Figure 4. Seasonal changes in
heating and cooling needs can affect these loads as well, with summer and winter months seeing
higher loads due to heating and cooling power usage.

Load Profile
Energy Consumption [MWh]
Power Demand [MW]

Midnight

Morning

Noon

Afternoon

Evening

Figure 4: Qualitative sample daily load profile

Electric loads in a load profile may be divided into three categories, as seen in Figure 5.
The base load, the intermediate load, and the peak load. The base load is satisfied by high yield
but slow responding generators, such as nuclear, coal, gas, or certain hydro facilities.
Intermediate loads are generally satisfied by lower yield but faster responding generators, such as
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combined cycle gas turbines (CCGT). The peak load is often satisfied by the power sources that
can “ramp up” production relatively quickly, like gas turbines. These fast ramping resources
behave as “peakers”, as they can respond to peak loads. The description of these divisions and
their corresponding sources are not set in stone but are rather meant to provide a general idea of
how the electric demand is satisfied.

Load Profile
Baseload [MWh]
Intermediate Load [MWh]
Peak Load [MWh]
Power Demand [MW]

Midnight

Morning

Noon

Afternoon

Evening

Figure 5: Qualitative sample daily load profile with load divisions

Electricity is traded like any other commodity, such as metals or corn or wheat. This
allows commodity producers to sell the products before actual production, providing the
necessary capital to ensure continued operations [14]. In the electricity market, the commodity
being traded is energy. The trading of this energy is to and from the grid. The delivery of this
energy may be performed in such a way as to provide a service, such as frequency regulation, for
which the energy provider is compensated for both the energy and the service by the market
operator, such as MISO.
Like other ISOs, MISO maintains multiple services through their markets. MISO has a
Day-Ahead (DA) and Real-Time (RT) energy markets, as well as an Ancillary Services Market
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(ASM). MISO’s Operating Reserves market, which is folded into the ASM, is used to
compensate participants for holding energy in reserve to be dispatched when requested by the
ISO.
The Day-Ahead Energy Market is like a planning phase in which the next day’s
operations are planned and relevant costs are calculated [15]. MISO is responsible for load
forecasting to determine the next day’s expected demands. An energy supplier such as a
generating unit may bid into the market offering to supply energy at some time the next day, for
which it is compensated by the committed day-ahead price. These transactions occur the day
before the operating day, and a supplier knows by the end of the day prior whether or not their
bid has been accepted. If it has, they are financially bound to supply their bid’s energy that next
day. The Day-Ahead Market allows for the integration of scheduled electric utility asset outages
and other system limitations. The Real-Time Energy Market’s and Operating Reserves Market’s
transactions and operations occur during the day of operation, acting to provide financial
incentives for power supply and demand balancing that must occur throughout the day.
Operating Reserves include Regulating Reserves, Spinning Reserves, and Supplemental
Reserves. To participate in the market as one of these reserves, a generating unit must meet
certain criteria. Both Supplemental and Spinning Reserves must respond within 10 minutes, but a
Spinning Reserve must be on-line while participating in the market. A Regulating Reserve must
have a response time of 5 minutes and must be equipped to follow MISO’s Automatic
Generation Control (AGC) signal. The AGC signal is a signal that is updated every 5 minutes
and sent to market operating units to direct generation so as to perform frequency response.
Essentially, the AGC signal tells a generator to ramp up or down to meet the necessary power
grid’s conditions, facilitating the energy supply/demand balancing act.
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Figure 6: Showing the MISO LMP contour map for 09-Dec-2017 14:20 [16]

The Locational Marginal Price (LMP) represents the market price in $/MWh to supply or
consume energy at a specific node on the transmission grid. The LMP may be thought of as the
energy price. A sample contour map of these prices as generated by MISO for 14:20 on 09-Dec2017 is shown in Figure 6. MISO has hundreds of nodes geographically distributed across its
operating area, each representing grid interconnection points for the movement of energy. This
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nodal structure allows for the discretization of the grid for the calculation of pricing, frequency
regulation, and other services. At each node the LMP is calculated as the sum of that node’s
Marginal Congestion Component, Marginal Energy Component, and the Marginal Loss
Component. Collectively, these account for physical and operational limitations, Energy and
Operating Reserves offers and bids, congestion, and transmission losses between nodes. A more
detailed explanation of LMP price calculations exceeds the scope of this work. The Day-Ahead
Energy market has LMPs calculated the day before for each node in hourly intervals. The RealTime Energy market has LMPs calculated at each 5-minute dispatch interval. The Real-Time
market acts as a balancing market between Day-Ahead market commitments and actual load.
That is, if a generator that is committed in the Day-Ahead Market generates less energy than
ends up needed by the grid at some particular time, the Real-Time Market price will increase at
that node to incentivize energy injection onto the grid. The LMP is, in effect, the price of energy
at that node’s geographic location, and this price tends to approximately follow the load at that
time. For example, in the middle of the night when power demand is low the LMPs tend to be
relatively low, and in the late afternoon when power demand is high, the LMPs tend to be
relatively high. Under certain circumstances, such as a physical asset failure that requires shifting
the load to different nodes, excess power may cause the LMP to go negative. In this case,
consumers are financially encouraged to consume power, and generators are financially
encouraged to reduce or even cease generation. These shifting market prices are a part of the
supply and demand balancing act for which MISO is responsible.
Participating in MISO’s energy markets are several types of resources: Generation,
Demand Response Resources (DRR) – Type I, DRR – Type II, External Asynchronous
Resources, Stored Energy Resources, Emergency Demand Response, and Load Modifying
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Resources. A utility in MISO is likely to seek Demand Response Resource Type II classification
for an ESS, as a DRR-II is eligible to participate in all market services subject to qualification
[17].
Each of the seven major ISO/RTOs in the United States, including MISO, operate
markets for regulation ancillary services. These services typically fall into the categories of
“Regulation”, “Spinning Reserves”, and “Non-spinning Reserves”, though the names, details,
and nature of each service can differ between ISOs. An overview of these services may be seen
in Table 2.
Table 2: An overview of ancillary services offered by each ISO/RTO [18]
ISO
CAISO

Spinning Reserves
Spinning

Non-spinning Reserves
Non-spinning

ERCOT

Responsive

Non-spinning

ISO-NE

Ten-minute Synchronized

MISO

Spinning

Ten-minute Non-synchronized
Thirty-minute Operating
Supplemental

NYISO

Ten-minute Spinning
Thirty-minute Spinning
Synchronized
Spinning

Ten-minute Non-synchronized
Thirty-minute Non-synchronized
Primary
Supplemental

PJM
SPP

Regulation
Regulation-up
Regulation-down
Regulation Mileage-up
Regulation Mileage-down
Regulation-up
Regulation-down
Regulation
Regulation
Regulation Mileage
Regulation
Regulation
Regulation-up
Regulation-down

Other services exist, though they are not always compensated for by the regulating
ISO/RTO. These services can include black start capabilities or reactive supply and voltage
control. A generating unit with black start capabilities is one that can restore operations with no
outside power necessary. Many generating units do not have this capability by their nature. For
example, a coal unit has many elements of its operation that require power to function,
necessitating an external power source to get the unit into an operational state in which it can
supply its own power. Reactive supply and voltage control are achieved through management of
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the reactive power in an electrical system. This has the effect of reducing transmission loss and
congestion, increasing the reliability of the network. MISO does not directly pay for black start
capabilities, but does collect charges and then distributes this revenue to black start capable units
[19].
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2.4 – Energy Storage in MISO
2.4.1 – FERC and MISO
MISO began its energy market operations on April 1st, 2005. It assumed Balancing
Authority responsibilities for the region and opened its Ancillary Services Market on January 6,
2009 [20]. Indianapolis Power & Light (IPL), a subsidiary of AES Corp, is a regulated investorowned electric utility serving the city of Indianapolis and neighboring areas, and falls under the
ISO jurisdiction of MISO [21]. IPL has encountered difficulties with FERC and MISO in
realizing the full potential of its 20 MW “IPL Advancion Energy Storage Array”, called the
Harding Street Station Battery Energy Storage System, or “HSS BESS”. The HSS BESS
completed construction on May 20, 2016 [22]. Technologically, the HSS BESS could qualify to
provide all of the MISO ancillary services, as well as holding capacity sufficient to bid into
energy markets. It can move from a neutral state to a full injection or withdrawal in less than one
second, and can autonomously provide frequency regulation within seconds, rather than relying
on waiting for MISO’s 4-second interval AGC signal. On paper, the HSS BESS should be a
profitable and advanced technological demonstration of a battery energy storage system. In
reality, IPL has faced significant challenges integrating their HSS BESS into MISO and FERC
tariffs, business practices, and markets [23]. Presently, the HSS BESS provides Primary
Frequency Response (PFR) for the grid, serving to mitigate deviations from the nominal
frequency of 60 Hz. In July of 2017, IPL published a report documenting the challenges it has
faced and recommended possible solutions [23]. One such challenge is that current FERC
regulatory structure includes only two asset categories, transmission and generation. A battery
does not generate power, nor does it transmit it. From the start, the very structure of the top
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regulating body that regulates energy storage systems does not readily accommodate such a
system.
To begin addressing the issues faced within MISO by utilities wishing to deploy energy
storage systems, MISO formed the Energy Storage Task Force (ESTF), which held its first
meeting on October 16, 2017 [24]. During its second meeting, a general charter was agreed upon
by the committee, subject to further review, which reads as follows: “The purpose of the Energy
Storage Task Force (ESTF) is to engage subject matter experts in the identification of potential
issues or topics that are unique to integration of energy storage or challenge the ability to realize
benefits of energy storage. The ESTF should consider potential risks or opportunities with
integration of and provision of services from energy storage and may recommend approaches
and/or solutions for the Steering Committee to consider in assigning issues or topics to existing
Entities within the stakeholder process for further vetting. The ESTF will identify and track
issues specific to energy storage that are within the purview of MISO in any of its administrative
or functional roles.” At the time of this work, the MISO ESTF has not achieved relevant or
substantive accomplishments but is mentioned here to demonstrate one of MISO’s attempts to
better accommodate energy storage.
FERC has issued several orders to ISOs/RTOs relevant to energy storage and this work.
These are in part summarized in Table 3, and explained in further detail below.
Table 3: Summarizing FERC orders relevant to energy storage and this work
FERC Order #
755

Issue Date
2011, October

784

2013, July

841

2018,
February
2018, April

845

Qualitative Summary
Required ISOs/RTOs to compensate fast regulation services based on
performance.
Expanded performance payments to fairly compensate high
performing ESS such as batteries.
Directed ISOs/RTOs to establish rules that enable energy storage to
provide all services that they are technologically capable of providing.
Revised the definition of a generation facility to explicitly include
energy storage systems.
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FERC Order 755 [25], issued in October 2011, required ISOs/RTOs to compensate fast
regulation services for their speed and accuracy based upon their response to AGC signals. In the
order, FERC stated that “current compensation methods for regulation service in RTO and ISO
markets fail to acknowledge the inherently greater amount of frequency regulation service being
provided by faster-ramping resources. In addition, certain practices of some RTOs and ISOs
result in economically inefficient economic dispatch of frequency regulation resources.” Order
755 included a market-based capacity payment and a market-based payment for performance.
These changes were implemented in the MISO marketplace in December 2012. Order 755
opened up new revenue streams for energy storage system operators.
FERC Order 784 [26], issued in July 2013, expanded the performance payments of FERC
Order 755, enabling battery systems to receive additional compensation for their greatly
increased speed and regulating performance over traditional generators. FERC Order 792 [27],
issued later the same year, explicitly allows “energy storage devices” to participate in connecting
to the grid and providing voltage regulation services.
FERC Order 841 [28], issued in February 2018, directed ISOs/RTOs to establish rules
that enable energy storage to provide all services that they are technologically capable of
providing. This, combined with several other elements of the order, helped to level the playing
field and allow energy storage to compete more equally with other technologies.
FERC Order 845 [29], issued April 2018, among other elements, revised the definition of
a generation facility to explicitly include energy storage. This allows energy storage devices to
connect to the grid through interconnect agreements similar to traditional generation units. This
helps to speed up the development of energy storage projects that may have otherwise been held
up in the interconnection queue.
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2.4.2 – Energy Storage Technology
Energy storage is, in its simplest form, the storage of energy to be released at a later time.
A familiar form of energy storage is a battery. Energy is stored in the electrochemistry of the
battery and released at a later time.
Today, energy production and consumption happen at nearly the same moment, as there
are no large-scale energy buffering technologies deployed. Energy storage systems may enable
short or long-term energy buffering, which may drastically alter the operation of the power grid.
For example, in today’s grid, coal and natural gas are considered by many to be necessary as
they provide for the base load and intermediate load. Renewable energies, such as solar or wind
farms, produce power intermittently and at inconvenient times, making them insufficient
generators for supplying power for the grid’s base and intermediate loads. However, in a
renewables-idealized grid with capable energy storage systems, it may be possible to satisfy the
demands of the grid entirely with renewable energy systems. Solar and wind farm power can be
buffered in energy storage systems, and that energy release may be shifted to a time of increased
demand.
The above example utilizes a service that energy storage systems enable known as time
energy shifting. This is essentially shifting the energy through time. Energy arbitrage is when an
ESS is used to time shift energy by storing it when energy prices are relatively low (such as at
night when it is in low demand) and releasing it when energy prices are higher (such as during
the day) to make a profit. Recall Figure 5 and consider Figure 7. When the power demand is low,
sources may be used to charge an ESS. As the power demand rises, that energy may be
discharged. This smooths the overall demand (load profile) and reduces the need for peaking
generators. This also serves to reduce ramping in existing generation assets, reducing their cost
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and extending their life time. Using energy storage for “peak shaving” is an example of a service
that ESSs provide that is not easily accounted for in valuation efforts, as the reduced peak load
can defer the upgrade of substations and other electrical grid assets.

Load Profile With Energy Arbitrage
Baseload [MWh]
Intermediate Load [MWh]
Peak Load [MWh]
New Power Demand [MW]
Old Power Demand [MW]

Midnight

Morning

Noon

Afternoon

Evening

Figure 7: Qualitative sample daily load profile with load divisions with energy arbitrage

Energy storage technologies exist in multiple forms. This work focuses on lithium-ion
battery-based energy storage systems due to their present technological and financial viability.
Other battery chemistries exist, such as sodium-sulfur, flow batteries, lead acid, or advanced lead
carbon. Non-electrochemical energy storage systems such as pumped hydro, Compressed Air
Energy Storage (CAES), flywheels, and ultracapacitors are not discussed in this study in
significant detail. Pumped hydro facilities are noted as being early large scale energy storage
systems; Pumped hydro has been in use since the 1920s [30]. Pumped hydroelectric storage
facilities use reversible pump-turbine/motor-generators to pump water to an upper reservoir from
a lower elevation (consuming power), and then reverse the flow of water (generating power)
when power is needed. The energy price differential between consumption and generation can
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make pumped storage profitable. Additionally, the energy is stored in the form of gravitational
potential for extended periods of time with essentially no loss.
Lithium-ion battery production is booming, driven by factors like increased consumer
electronics and electronic vehicle production. Lithium-ion battery costs are often measured in
$/kWh per lithium-ion cell. These prices have dropped by 73% from 2010 to 2016 [3], and cost
estimates by Lazard and the Electric Power Research Institute show that the prices are expected
to continue to fall [2] [31]. Falling lithium-ion prices have reached “a very interesting level”
[31], where they are still too high for classic energy arbitrage, but low enough to allow the
construction of financially viable installations that provide niche ancillary services such as peak
shaving for asset deferral and regulation services.
A discussion in [32] covers five principle lithium-ion battery chemistries and their
relative ratings with regards to cost, specific energy, specific power, safety, performance, and life
span. Different battery chemistries handle cycling in different ways; One chemistry may age
rapidly if cycled while below a 50% state of charge, while another may prefer a lower state of
charge. CONESMO is electrochemistry technology agnostic. The nuances of the
electrochemistry of the selected battery for a specific BESS will need to be considered by the
project developers. Regardless, electrochemical aging effects exist in all chemistries, and battery
cycling mitigation techniques must be considered. These are discussed in more detail in section
3.5 – Financial Processing.
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2.4.3 – Ancillary Services
Battery energy storage systems typically provide services to the grid that, individually,
would not financially justify the project. However, when these services are combined (or
“stacked”), a BESS can reach past the breakeven point and prove profitable. In addition to
energy arbitrage, energy storage can act as a capacity resource, a flexibility resource, a reliability
resource, and a voltage or power quality control resource. A BESS could be co-located with
generation, placed on the transmission system for voltage support, placed on the distribution
system to mitigate power quality losses, or used as customer-sited storage to provide services
specific to a customer. For an ESS to be most profitable, benefit stacking is nearly always
considered.
At the transmission level alone, energy storage can provide services such as long-term
planning and resource adequacy services, transmission upgrade deferrals, day-ahead and realtime energy shifting, frequency regulation, frequency response, contingency reserves, and
ramping reserves. At the distribution level, an ESS can perform peak shaving and thus support
distribution upgrade deferrals, as well as voltage control and phase balancing, or even just
working as a large backup battery for a small microgrid. At a customer level, a customer could
simply time shift energy to reduce energy usage during times when prices are high.
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Figure 8: Ancillary service stacking of revenue streams for an ESS [31]

Ancillary service stacking is important to consider when valuating energy storage. A
visual representation of the stacked revenue streams combining to exceed the cost of a system is
shown in Figure 8. Any one service provided by an ESS may not be sufficiently compensated so
as to recover the initial investment. However, “service stacking”, or the compensation for and
providing of multiple simultaneous services, could make the system financially viable. As the
market continues to evolve to better accommodate and compensate energy storage systems for
their services, revenue stacking considerations will always remain relevant, but individual
services may soon ensure ESS investment profitability.
This work valuates an energy storage system participating in or providing the services of
energy arbitrage, spinning reserves, and frequency regulation.
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2.4.3.1 – Energy Arbitrage
Consider a utility owned renewable generator such as a wind farm. In general, the utility
does not control the wind farm’s energy output, but energy output may be predicted based upon
weather forecasting. Wind farms are generally on a must-bid contract. This means that the
forecasted energy production is bid into the Day-Ahead Market, committing the generating asset
to produce that bid’s stated amount at the stated time, where the asset is compensated at the DayAhead Market LMP. Any excess generation is settled at the Real-Time Market LMP, and if the
generation falls short of the commitment, the demand is paid for by the resource at the RealTime Market LMP.
When an energy storage system is co-located with this generator, the ESS may charge
from the generator. As this energy is still “behind the meter”, this transfer is not a part of market
operations. The ESS may then discharge the energy at some later time when the energy price is
higher so as to make a greater profit than would have been made by selling this energy as it was
produced. This energy arbitrage allows for an ESS co-located with generation to add value to the
generation asset. This may allow an asset to sell energy at Real-Time Market LMP prices as long
as it is in excess of their Day-Ahead commitment. This energy is sold by the MWh and
compensated for in the appropriate market in terms of its LMP in $/MWh-dispatched.
The ESS may also charge from the grid, where it buys energy at the Real-Time Market
LMP. A standalone ESS may be able to make a profit from only energy arbitrage in a market
region with sufficiently large LMP differentials simply by buying energy at low prices and
selling energy at high prices.
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2.4.3.2 – Spinning Reserves
A resource in MISO may commit some or all of its energy capacity towards regulation,
which is described next in 2.4.3.3 – Frequency Regulation. This energy committed to regulation
is referred to as regulating reserves. When the Balancing Authority has regulating reserves in
excess of their requirements, the excess may be used as spinning reserves. A unit may bid its
capacity (or some part thereof) in as spinning reserves, rather than for frequency regulation.
Spinning reserve payments are calculated in terms of the MW cleared for spinning reserves paid
for at the spinning reserves’ Day-Ahead (DA) Ancillary Service Market (ASM) Market Clearing
Price (MCP) in terms of $/MWh. If these reserves are called upon to be dispatched, the unit
receives the DA ASM MCP payment along with an additional payment, calculated as the MW
dispatched multiplied by the Hour-Ahead (HA) spinning reserves MCP in $/MWh.

2.4.3.3 – Frequency Regulation
A resource in MISO may commit some or all of its energy capacity towards regulation to
perform frequency regulation. Frequency regulation is the act of increasing and decreasing
generation, and therefore energy output to the grid, to help maintain the grid’s nominal 60 Hz
frequency. Increasing generation is Regulation Up. Decreasing generation is Regulation Down.
In the case of an ESS which does not generate but charges and discharges, Regulation Up is
discharging to the grid, Regulation Down is charging from the grid.
In MISO, energy capacity committed to regulation is symmetrical, such that a unit
commits to providing the same amount of energy for Regulation Up and Regulation Down.
Regulation is performed by following the Automatic Generation Control (AGC) signal issued by
the area’s Balancing Authority (such as MISO). The AGC signal is issued by a Balancing
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Authority to a generating unit with a typical periodicity of four seconds [33] to ensure that that
unit keeps the overall system balanced. Supervisory Control and Data Acquisition (SCADA)
systems, gathering information about an electric system, work in conjunction with the local
Balancing Authority’s computer systems to provide data for calculating that balancing area’s
Area Control Error (ACE) [34]. The ACE essentially determines whether adjustments need to be
made to that area’s power generation to keep that area’s frequency balanced at the nominal 60
Hz. Based upon this ACE and related factors, the Balancing Authority dispatches a unique AGC
signal to each generating unit in the area. The AGC signal is typically a signal that moves about
a setpoint, and a generating unit’s production is expected to follow that signal. If the signal
moves up, the generator is requested to correspondingly increase generation (Regulation Up). If
the signal moves down, the generator is requested to decrease generation (Regulation Down).
Generally, larger generating units have slower ramp rates and are slower to respond to AGC
signal changes. A BESS is rather unique in that it can respond within seconds to an AGC signal
change and can even provide negative generation in the form of absorbing energy (charging the
battery). Units that respond to these AGC signals provide “regulating reserves”, a reservation of
regulation resources available to balance a system. To maintain a balanced power grid, there
must exist not only sufficient regulating reserves, but the reserves must be of sufficient quality in
terms of speed and performance. A BESS providing fast regulation services can do so with
greater speed and better performance than nearly all other technologies on the market.
FERC Order 755 required ISOs/RTOs to compensate fast regulation services for their
speed and accuracy based upon their response to AGC signals. Though this pay-for-performance
methodology differs between ISOs [35], all markets generally rely on the concepts of regulation
capacity, regulation mileage, and a performance factor. The capacity refers to the minimum and
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maximum amount of regulation power that a unit can offer into the market during a given period.
The mileage refers to the sum of the absolute values of the regulation control signal movements
over the regulation capacity; The mileage is essentially how far the signal moves around the
setpoint. The performance factor is an indicator of the unit’s performance in following the AGC
signal.
Examining some of the differences between frequency regulation payments in MISO and
the California Independent System Operator (CAISO), it is observed that each market requires a
different approach towards programmatically modelling a BESS participating in the
corresponding frequency regulation market. MISO pays for regulation capacity in their DayAhead market. CAISO separates regulation capacity into separate regulation up and regulation
down payments. MISO pays full performance credit as long as a unit does not fall below 70%
performance for any of four or more consecutive 5-minute performance test intervals in a one
hour period [36] [37]. CAISO pays based upon actual performance. MISO does not directly
compensate for mileage but includes it in a calculation of compensation. CAISO pays for
mileage separately for regulation up and regulation down. These differences affect not only
market participation modelling between the two ISOs, but the actual profitability and utility of a
BESS in the corresponding markets. A more detailed look into MISO’s frequency regulation
reserve payments may be found in [38] and [36].
The characteristics of the AGC signal may be parameterized in terms of the signal’s
Regulation Up Efficiency 𝛾 𝑅𝑈 , Regulation Down Efficiency 𝛾 𝑅𝐷 , and Mileage 𝛾 𝑀𝐼𝐿𝐸 . The
signal’s Regulation Up Efficiency [MWh/MW] is the energy discharged for Regulation Up per
committed power. This is also the fraction of reserve capacity used for regulation up. Similarly,
the Regulation Down Efficiency [MWh/MW] is the energy charged in Regulation Down per
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committed power. The mileage of the signal is its energy density and is the cumulative sum of
each change in the value between timesteps of the signal. A fabricated signal is shown for
illustrative purposes in Figure 9. Its calculated parameters are shown in
Table 4.

AGC Parameterization Example - Signal
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Figure 9: Showing an AGC Parameterization Example Signal
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Table 4: AGC Parameterization Example Signal’s Parameters

Percent above 0:
48% *
Percent below 0:
24% *

AGC Parameterization Example - Parameters
Average of values
above 0:
0.5500
Average of values
below 0:

=

𝛾 𝑅𝑈 = 0.2619

MWh/MW Up

0.5000

=

𝛾 𝑅𝐷 = 0.1190

MWh/MW Down

Sum of abs of differences (Mileage):

=

𝛾 𝑀𝐼𝐿𝐸 =

7.8

∆MW/MW

Payments for frequency regulation are generalized as crediting the unit hourly a value 𝜆𝑅
for its committed capacity 𝐶 [MW], signal mileage 𝑀 [ΔMW/MW], and performance factor 𝜌, a
score from 0 to 1 that indicates the unit’s regulation signal following performance. The DayAhead (DA) Regulation Ancillary Service Market (ASM) Market Clearing Price (MCP) in
$/MWh is indicated by 𝜆𝐶 , and the Hour-Ahead (HA) Regulation Mileage ASM MCP in $/
ΔMW is indicated by 𝜆𝑀 . The final regulation credit 𝜆𝑅 is
𝜆𝑅 = 𝐶(𝜆𝐶 + 𝜌𝑀𝜆𝑀 )
Energy transactions to and from the grid in service of frequency regulation are bought
and paid for at the Real-Time Market LMP. That is, energy charged to the ESS from the grid in
service of Regulation Down is purchased from the Real-Time Market, and energy discharged
from the ESS to the grid in service of Regulation Up is sold on the Real-Time Market.
After FERC Order 755, MISO stakeholders requested enhancements to the MISO AGC
signal to accommodate and better utilize fast-ramping resources, including battery energy storage
systems. A whitepaper released on October 9th, 2017, describes MISO’s proposed “AGC
Enhanced” signal which is expected to be deployed in early 2020 [13] [39]. Under this
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enhancement the AGC signal will be split into two signals, the fast and slow signals. In general,
generating units with slow ramp rates (e.g. coal units) will follow the slow signal, and units with
fast ramp rates (e.g. gas peakers or a BESS) will follow the fast signal. The fast signal will have
a higher mileage, and units performing frequency regulation by following the fast signal will
have high ramp rate and performance requirements. An ESS is generally well suited for this task.
Under the MISO AGC Enhancement, an FRR (Fast Responding Resource) such as an ESS that
bids in to perform frequency regulation will also provide a Neutral Zone Upper Limit (NZUL)
and a Neutral Zone Lower Limit (NZLL). The ESS’s SOC (State of Charge) is reported to the
balancing authority every 5 minutes. If the SOC is above the NZUL, the FRR is prioritized to
provide Regulation Up (discharge to the grid). If the SOC is below the NZLL, the FRR is
prioritized to provide Regulation Down (charge from the grid). If the SOC is within the neutral
limits, the FRR will not necessarily be prioritized for either Regulation Up or Regulation Down
but will still be called upon to perform regulation.
It is important to note that the NZUL and NZLL limits may be different each hour at the
time the ESS is bid in as a Fast Responding Resource. Determining the optimal NZUL and
NZLL to report to the balancing authority at each hour a unit is bid in would be a dynamic
strategy and would rely on a more comprehensive understanding of the proposed AGC
Enhancement, which does not presently exist for the public. This work examines and compares
“naïve” neutral zone limits, in which the limits remain the same for the simulated year of
operation.
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2.4.3.4 – Inverter Power Capacity
When bidding into multiple services, an ESS must ensure that the committed power does
not exceed the power rating of the inverter. The power discharging from the ESS and power
charging to the ESS both go through the inverter. At any one moment, the absolute sum of the
power flows must be less than or equal to the inverter power rating. This means, for example,
that the inverter may be committed to charging while simultaneously providing Regulation Up
(discharging). Some examples are described below and shown visually in Figure 10.
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Figure 10: Example inverter power capacity commitments

In Figure 10, the examples show different possible 10 MW inverter power capacity
commitments. Example (a) shows the 10 MW inverter committed to 10 MW of Regulation Up
(discharging) and 10 MW of Regulation Down (charging). Example (b) shows the inverter
committed to providing 5 MW of Regulation Up, 5 MW of Regulation Down, not using 5 MW
of possible discharge power capacity, and reserving 5 MW of discharge capacity for spinning
reserves. Example (c) shows the inverter committed to 7 MW of Regulation Up and 7 MW of
Regulation Down while simultaneously discharging 3 MW. This leaves 6 MW of charging
power capacity available and unused. In example (d), the inverter is offering 7 MW of
Regulation Up and 7 MW of Regulation Down while simultaneously charging at 3 MW. This
leaves 6 MW of discharge capacity available, which the unit maintains for spinning reserves.
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2.5 – Energy Storage Valuation
A project must be analyzed for profitability before a company will commit to investing.
In the case of a utility investing in energy storage projects, valuation tools such as the one
developed in this work (CONESMO) are essential for modelling the project’s expected
profitability. A common analysis method, and the method utilized in this work, is to perform one
year’s worth of analysis to determine that year’s expected revenues and expenses. A cash flow
analysis is performed in which, for each year of the project’s life, the expected revenues and
expenses are calculated and summed to determine that year’s annual cash flow. An Internal Rate
of Return (IRR) is calculated from the present values of the cash flows over the lifetime of the
project. The IRR is the discount rate that makes the net present value of all cash flows equal to
zero. A negative IRR indicates that the project will lose money. A positive IRR indicates that a
project is profitable. The hurdle rate is the minimum IRR required by an investor for the project
to be considered as having a low enough risk and as being profitable enough to invest in. This
work uses a hurdle rate of 10%, such that a project with an IRR of greater than 10% is
considered financially viable.

2.5.1 – Existing Valuation Tools
The National Renewable Energy Laboratory (NREL), a Department of Energy funded
research laboratory focusing on renewable energy and energy efficiency technologies [40],
produced a report in 2013 [41] on an analysis it performed using a commercial grid simulation
tool (PLEXOS [42]) to evaluate some of the benefits of energy storage. According to the authors
of this report, properly valuating energy storage systems “requires detailed time-series
simulations using software tools that can co-optimize multiple services provided by different
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storage technologies”. Their efforts highlighted one of the challenges in valuating energy
storage, specifically, the benefits the energy storage system provides to the rest of the grid. Their
study did not cover the concept of compensation for fast-response regulation services, a service
that ISOs are looking at today.
Though power system models exist for modelling the costs and benefits of most power
system assets, energy storage valuation remains in its infancy. Some proprietary software does
exist for simulating energy storage. One such example is DNV GL’s KERMIT tool [43]. The
only publicly available storage valuation tool of sufficient complexity at the time of this work’s
writing is the Electric Power Research Institute’s Storage Value Estimation Tool, StorageVET®.
The Electric Power Research Institute (EPRI) is an independent, non-profit organization
that conducts research in the electric power industry. Following the Northeast blackout of 1965,
which left 30 million people without power and was later determined to be due in part to a lack
of proper voltage and current monitoring, ten reliability councils were established to form
standards to help prevent future blackouts. Ultimately, the U.S. Congress became involved,
concerned by the lack of a unifying body for research and standardization. Industry leaders
created a plan, and with some senatorial oversight, formed EPRI in 1972. Today, EPRI is one of
the largest electric power research organizations, providing services to more than 1,000
organizations across more than 35 countries. EPRI’s research covers nearly every aspect of the
electric power industry, including recent electric power industry interests of renewable energy
and energy storage.
The Energy Storage Integration Council (ESIC) was created in 2013 as a part of the
Energy Storage Program at EPRI, in collaboration with utilities, vendors, national labs, and
industry experts. ESIC’s stated mission is “to advance the integration of energy storage systems
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through open, technical collaboration: guided by the vision of universally accessible safe, secure,
reliable, affordable, environmentally-responsible, electricity.” They are an open venue executed
through in-person and online meetings.
ESIC developed the Energy Storage Valuation Tool (ESVT) in 2007. It was a Microsoft
Excel based application that enabled basic cost/benefit analysis of energy storage systems.
Improvements were made through subsequent versions of the tool, and by version 4.0, developed
in 2014 [44], ESVT was running on the Analytica™ software platform by Lumina Systems. In
2015 [45], ESIC proposed the development of a new software project based upon ESVT that
would provide additional capabilities to its users. The results of this work were presented in the
final project report for the State of California Energy Commission on the development of a
“Validated and Transparent Energy Storage Valuation and Optimization Tool”(StorageVET)
[46]. StorageVET is available at the time of this writing online at http://www.storagevet.com/.
StorageVET is a publicly available, web hosted tool to assist in the estimation of the costs
and benefits of an energy storage project. StorageVET was developed and continues to be
refined by ESIC under the direction of EPRI. A user may set up a use case to define a project’s
parameters, objectives, and constraints. Incorporating user supplied time-series load profiles,
generation profiles, and other information, the tool performs optimization and simulation of
energy storage dispatch within the defined use case. The tool provides multiple forms of output
data, including time-series financial and battery state of health reports. Its intended users are
stakeholders who wish to better understand the effects of project options, and to more clearly
communicate the costs and benefits of an energy storage project.
There is a need for accurate modelling of frequency regulation concurrent with other
ancillary services in the MISO market. As the MISO frequency regulation market evolves to
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capitalize on the benefits of an ESS, as in the case of the MISO AGC Enhancement proposed for
a 2020 implementation [47] [48], energy storage modelling will need to be capable of modelling
unique conditions and regulations to enable utilities to confidently invest in energy storage.
ESIC has recently announced via [49] the development of an improved version of StorageVET
called DER-VET™ (Distributed Energy Resources Value Estimation Tool) and its community
support thereof. DER-VET™ is expected to be released in late 2018 and is intended to be opensource so that users may alter the code and share their additions and modifications. One such
viable modification is a method for modelling or reasonably approximating the MISO AGC
Enhancement, allowing utilities in MISO to more effectively valuate potential energy storage
projects participating in frequency regulation services. StorageVET’s modelling of frequency
regulation is presently set within the CAISO framework, rendering StorageVET infeasible for
modelling of a MISO based ESS, particularly under the MISO-proposed “AGC Enhancement”.
CONESMO performs a similar operation as StorageVET but focuses on modelling a market
participant in the MISO footprint under the proposed MISO “AGC Enhancement”.
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3 – Methodology
CONESMO was developed in MATLAB R2017b. It is a full rework of the CAISO-based
customer-sited energy storage system dispatch model, OSESMO (“Open-Source Energy Storage
Model”), with permission from the original author [50]. CONESMO serves to valuate an energy
storage system co-located with generation by simulating the ESS’s energy operations over 1 year
of modelled operation under the policies of MISO’s proposed “AGC Enhancement” in 1-hour
timesteps, then to perform a cash flow analysis and calculate the project’s Internal Rate of
Return. CONESMO uses Mixed Integer Linear Programming (MILP) to determine the
financially optimal energy transactions at each hour. In this linear programming, the optimization
routine seeks to maximize or minimize the objective function subject to linear inequality
constraints. The objective function and these constraints are linearized in terms of the decision
variables.
Take for example the linear program objective function of
𝑥+𝑦
which is subject to the inequality constraints
3𝑥 + 2𝑦 ≤ 20
2𝑥 + 3𝑦 ≤ 15
𝑥 ≤ 10
𝑥≥0
𝑦≥0
A linear optimization program seeking to maximize the given objective function would
find that the decision variable values of 𝑥 = 6 and 𝑦 = 1 maximize the value of the objective
function while still satisfying the given inequality constraints. Typically in linear programming,
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the decision variables are integers. A mixed integer linear program allows for some or all of the
decision variables to be non-discrete.
The “Apples and Bananas” script explored in Appendix C: Linear Programming
Optimization Example demonstrates and explores the application of linear programming in
MATLAB to minimize an objective function with three constraints applying to six decision
variables.
In CONESMO, the objective function 𝐶 𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡 represents the total cost of operating the
ESS in the optimization window. This objective function may be referred to as the cost function.
The linear optimization routine seeks to minimize this cost. Note that the cost represents the
expenses less the profits, such that a negative cost represents a profit. The inequality constraints
are defined by the physical operational limitations of the system. The decision variables
represent the system’s energy transactions. As a simplified example, in one timestep, the energy
generated by the co-located generation must be exported to the grid or used to charge the ESS.
This yields the equality
𝐸𝐺𝐸𝑁𝐸𝑅𝐴𝑇𝐸𝐷 = 𝐸𝐶𝐻𝐴𝑅𝐺𝐸_𝐸𝑆𝑆 + 𝐸𝑇𝑂_𝐺𝑅𝐼𝐷
where 𝐸𝐺𝐸𝑁𝐸𝑅𝐴𝑇𝐸𝐷 is the energy generated by the co-located generation, 𝐸𝐶𝐻𝐴𝑅𝐺𝐸_𝐸𝑆𝑆 is the
energy from the generation to the ESS, and 𝐸𝑇𝑂_𝐺𝑅𝐼𝐷 is the energy from the generation to the
grid. This equality may be rewritten as two inequality constraints:
𝐸𝐺𝐸𝑁𝐸𝑅𝐴𝑇𝐸𝐷 ≤ 𝐸𝐶𝐻𝐴𝑅𝐺𝐸_𝐸𝑆𝑆 + 𝐸𝑇𝑂_𝐺𝑅𝐼𝐷
and
𝐸𝐺𝐸𝑁𝐸𝑅𝐴𝑇𝐸𝐷 ≥ 𝐸𝐶𝐻𝐴𝑅𝐺𝐸_𝐸𝑆𝑆 + 𝐸𝑇𝑂_𝐺𝑅𝐼𝐷
where 𝐸𝐺𝐸𝑁𝐸𝑅𝐴𝑇𝐸𝐷 is known, but 𝐸𝐶𝐻𝐴𝑅𝐺𝐸_𝐸𝑆𝑆 and 𝐸𝑇𝑂_𝐺𝑅𝐼𝐷 are the decision variables to be
determined with respect to minimizing the cost function, 𝐶 𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡 .
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CONESMO takes in inputs that define the physical characteristics of the simulated ESS,
as well as Day-Ahead Market LMPs, Ancillary Service Market MCPs, and co-located generation
asset hourly production values. The tool then iteratively performs linear optimization of the cost
function over an advancing finite time horizon until the simulation has optimized energy
transactions across one full year of ESS operations. For example, a time-horizon of 48 hours is
used to accommodate Day-Ahead Energy costs in the optimization process with a timestep of 1
hour. The optimization determines the values of the decision variables that optimize the objective
function (i.e. minimize the expenses less revenue) for the first time-horizon (48 hours). At the
beginning of each time-horizon the BESS’s State of Charge (SOC) is checked against the userdefined Neutral Zone Upper Limit (NZUL) and Neutral Zone Lower Limit (NZLL) and the
variable “SOC_state” is set according to the following rules:
•

If SOC > NZUL, “SOC_state” is set to “UPPER”

•

If SOC < NZLL, “SOC_state” is set to “LOWER”

•

If NZLL ≤ SOC ≤ NZUL, “SOC_state” is set to “NEUTRAL”

The value of “SOC_state” determines the values used for the simulated frequency
response characteristics (Regulation Up Efficiency, Regulation Down Efficiency, and Regulation
Mileage) shown later in Table 6. After optimizing over the 48-hour time horizon, the SOC at
each timestep is checked for a possible state transition (e.g. the SOC crosses from “NEUTRAL”
to “UPPER”). The earliest timestep found with a state transition is referred to as the regression
point. If no regression point is found in the first 24 hours of the 48-hour time horizon, the 24hour mark is set as the regression point. The optimized results are kept from the start of the time
horizon to the regression point and appended to the existing optimized results. The optimization
process then repeats with the new time horizon starting at the latest regression point. This
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process is shown visually in Figure 11. Note that the data loaded into the optimization program is
padded at the end with a copy of the last three days’ data to simulate continued ESS operation so
that the optimization process may occur up to the last desired timestep. This padded data is
removed before a final analysis of the results is performed. When the start of the optimization
window exceeds the simulation time maximum (e.g. 1 year), the optimization process is
concluded. In this described manner, the financially optimized ESS energy operations for one
year are calculated for processing and analysis.

Financially optimize 48
hours of ESS energy
operations starting at
optimization start time

Review the 48 hours of
results for a timestep where
the SOC crosses into or out
of the Neutral Zone.
Timestep found?
Yes

Optimization start time
is set to Regression Point

Timestep is set as
Regression Point

No
24-hour mark is set
as Regression Point

Optimization and Regression

Figure 11: Showing the process flow of the optimization and regression process

CONESMO operates as a “perfect foresight” “price taker” model that places “zero bids”.
Perfect foresight indicates that all inputs to the model are known beforehand, which enables
deterministic formulation, as the same inputs will always produce the same outputs. Price taker
indicates that the ESS being modelled is assumed to not affect the markets it is participating in.

61

An ESS bids into the market to provide a service at some value, and if that value is below the
market cutoff, the bid is accepted. Zero bids indicates that it is assumed that all bids into the
market are at $0 and are accepted, guaranteeing that a bid will be accepted and that the ESS will
participate in the market at all times in this model. No bidding strategies are modelled. In
practice, bidding strategies would need to be adopted. These strategies could accomplish at best
the results found by CONESMO as CONESMO provides the best case ideal optimized energy
transactions.

3.1 – Model Inputs
3.1.1 – Hourly Inputs
CONESMO loads three datasets for use in its optimization. Each input is an 8760 entry
.csv file representing hourly values. The three datasets are the generation profile, the Day-Ahead
LMPs, and the Ancillary Service Market MCPs.
The generation profile represents the hourly energy production values of the ESS’ colocated generation asset. Hourly energy production data (generation profile) from a large wind
farm in the MISO footprint was analyzed for the year 2016. The mean value and standard
deviation were calculated for each of 24 sets of data corresponding to the aggregate of that
hour’s data from all days of the year. A randomized set of normalized data was then produced
whose values were generated from a Gaussian distribution with that hour’s mean value and
standard deviation. This maintained the original wind generation’s general daily trend while still
producing randomized data. This randomized data was then smoothed with three subsequent 3median smoothing passes, and then a 3-median Hann function. This final smoothed dataset and
the original generation profile were compared as CONESMO inputs by comparing their
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respective CONESMO outputs. The resultant generation value (revenue of all generated energy
sold directly to the grid) and BESS added value (additional revenue created by BESS when colocated with generation) deviated by no more than 0.2% under several trials. Battery equivalent
cycling deviated by no more than 2%. The original generation profile, corresponding randomized
generation profile, and smoothed generation profile may be visually compared across five days
in Figure 12. As the data is normalized, CONESMO allows the user to input a generation
capacity value by which the generation profile is multiplied before being used in the optimization
process. This enables the user to examine the results of co-locating the ESS with generation of
different capacities.

Normalized Generation Profiles - Visual Comparison

5 Days of Normalized Data
Original

Randomized

Smoothed

Figure 12: Showing a visual comparison between generation profiles

The Day-Ahead LMPs and the Ancillary Service Market MCPs are retrieved from
MISO’s Market Report Archives [51]. Archived Day-Ahead LMPs and ASM MCPs for the
MISO DECO.CWEP node for the year 2016 are used in CONESMO’s runs. It is noted that these
prices are not necessarily reflective of future prices that may be experienced during the operation
of an ESS under the MISO “AGC Enhancement”. Accurate price forecasting is beyond the scope

63

of this work; CONESMO readily accepts new inputs and individual price multipliers and may be
used with new or modified data if a user desires.

3.1.2 – Frequency Regulation
MISO has released two sample days of proposed fast AGC signal data [52]. Each day
provides the 4-second fast AGC data for a sample 20 MW / 20 MWh ESS. The results of a
determination of the Regulation Up and Regulation Down efficiencies, as well as the 5-minute
Regulation Mileage signal, are shown in Table 5. The 5-minute regulation mileage signal is the
total mileage of the signal divided by the signal’s total available 5-minute increments. Hourly
regulation settlements are made using the hourly mileage, found by multiplying this 5-min
mileage by 12.
Table 5: Showing MISO fast AGC signal data analysis results

Regulation Up Efficiency
Regulation Down Efficiency
Regulation Mileage (5-min)

Average
0.159282
0.26988
2.445237

Day 1
0.185499
0.247046
2.368142

Day 2
0.133065
0.292713
2.522332

Given the values from the analysis as shown in Table 5, this work assumes the following:
While in the neutral zone, 𝛾 𝑅𝑈 = 0.16, 𝛾 𝑅𝐷 = 0.27, and the 5-minute mileage ratio 𝛾 𝑀𝐼𝐿𝐸 = 2.45.
When the SOC is outside of the neutral zone, the signal’s prioritized regulation will increase by a
factor of three, the non-prioritized regulation will decrease by a factor of three, and the mileage
will approximately halve. This tripling and halving are arbitrary assumptions made by this
author; as MISO releases more information about regulation prioritization, these values can be
made to better reflect the expected prioritization behavior. The values used are shown in both
Table 6 and Table 9. The performance factor is assumed to be 100% for all runs.
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For some CONESMO runs, the effects of different frequency regulation parameters are
investigated. In “Inverted” mode, whose parameters are shown in Table 7, the assumptions are
“inverted” such that the AGC signal is encourages discharging rather than charging. In
“Balanced” mode, whose parameters are shown in Table 8, the Regulation Down and Regulation
Up signals are equivalent.
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Table 6: CONESMO Frequency Regulation Parameter Assumptions – “Default” Mode

Regulation Assumptions
𝑅𝑈
𝛾𝑈𝑃𝑃𝐸𝑅
= 0.48
𝑅𝐷
𝛾𝑈𝑃𝑃𝐸𝑅 = 0.09
𝑀𝐼𝐿𝐸
𝛾𝑈𝑃𝑃𝐸𝑅
= 1.225
𝑅𝑈
𝛾𝑁𝐸𝑈𝑇𝑅𝐴𝐿 = 0.16
𝑅𝐷
𝛾𝑁𝐸𝑈𝑇𝑅𝐴𝐿
= 0.27
𝑀𝐼𝐿𝐸
𝛾𝑁𝐸𝑈𝑇𝑅𝐴𝐿 = 2.45
𝑅𝑈
𝛾𝐿𝑂𝑊𝐸𝑅
= 0.054
𝑅𝐷
𝛾𝐿𝑂𝑊𝐸𝑅 = 0.81
𝑀𝐼𝐿𝐸
𝛾𝐿𝑂𝑊𝐸𝑅
= 1.225

Table 7: CONESMO Frequency Regulation Parameter Assumptions – “Inverted” Mode

Regulation Assumptions
𝑅𝑈
𝛾𝑈𝑃𝑃𝐸𝑅
= 0.81
𝑅𝐷
𝛾𝑈𝑃𝑃𝐸𝑅 = 0.054
𝑀𝐼𝐿𝐸
𝛾𝑈𝑃𝑃𝐸𝑅
= 1.225
𝑅𝑈
𝛾𝑁𝐸𝑈𝑇𝑅𝐴𝐿 = 0.27
𝑅𝐷
𝛾𝑁𝐸𝑈𝑇𝑅𝐴𝐿
= 0.16
𝑀𝐼𝐿𝐸
𝛾𝑁𝐸𝑈𝑇𝑅𝐴𝐿 = 2.45
𝑅𝑈
𝛾𝐿𝑂𝑊𝐸𝑅
= 0.09
𝑅𝐷
𝛾𝐿𝑂𝑊𝐸𝑅 = 0.49
𝑀𝐼𝐿𝐸
𝛾𝐿𝑂𝑊𝐸𝑅
= 1.225

Table 8: CONESMO Frequency Regulation Parameter Assumptions – “Balanced” Mode

Regulation Assumptions
𝑅𝑈
𝛾𝑈𝑃𝑃𝐸𝑅
= 0.4
𝑅𝐷
𝛾𝑈𝑃𝑃𝐸𝑅 = 0.0
𝑀𝐼𝐿𝐸
𝛾𝑈𝑃𝑃𝐸𝑅
= 1.0
𝑅𝑈
𝛾𝑁𝐸𝑈𝑇𝑅𝐴𝐿 = 0.2
𝑅𝐷
𝛾𝑁𝐸𝑈𝑇𝑅𝐴𝐿
= 0.2
𝑀𝐼𝐿𝐸
𝛾𝑁𝐸𝑈𝑇𝑅𝐴𝐿 = 2.0
𝑅𝑈
𝛾𝐿𝑂𝑊𝐸𝑅
= 0.0
𝑅𝐷
𝛾𝐿𝑂𝑊𝐸𝑅 = 0.4
𝑀𝐼𝐿𝐸
𝛾𝐿𝑂𝑊𝐸𝑅
= 1.0
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3.1.3 – Model Input Parameters
CONESMO is validated for use with a timestep resolution of 1 hour, and though the code
is written to accommodate other timesteps, 1-hour timesteps are used throughout this work. The
optimization horizon is 48 hours, regressing back to a 24-hour horizon when no neutral zone
crosses are found. The simulated duration of ESS operations is 1 year (8,760 hours).
A 20 MW / 60 MWh battery is used for all CONESMO runs unless otherwise noted. This
ESS is assumed to have an 85% round-trip efficiency; That is, if the ESS charges to 1 MWh of
energy, it can only effectively discharge 850 kWh due to losses in the inverter and battery.
Unless otherwise noted, life-cycle management and battery scaling use a nominal 1 full depth of
discharge per day, or 365 cycles per year. This is discussed in more detail later in 3.5.1 – Battery
Cost Management. All user-adjustable parameters and their default configurations for
CONESMO runs are shown in Table 9 and Table 12. The financial assumptions shown in Table
12 are discussed in section 3.5.6 – Internal Rate of Return.
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Table 9: Default CONESMO input parameter values
Input
Model Time Parameters
Timestep Resolution
Optimization Horizon
Optimization Clear Horizon
Simulated Duration
Frequency Regulation
Neutral Zone Limits
Performance Factor
SOC > NZUL (Upper Zone)
Regulation Up
Regulation Down
Regulation Mileage (5-min)
NZLL < SOC < NZUL (Neutral Zone)
Regulation Up
Regulation Down
Regulation Mileage (5-min)
SOC > NZUL (Lower Zone)
Regulation Up
Regulation Down
Regulation Mileage (5-min)
Market Prices
Day-Ahead LMP
Ancillary Service Market MCP
Generation
Generation Profile
Generation Capacity
Storage Parameters
BESS Power Rating
BESS Energy Capacity Rating
ESS Round Trip Efficiency
Simulation Start State of Charge
Life Cycle Management
Style
Nominal Cycles Per Year

Value
1 Hour
48 Hours
24 Hours
1 Year
Variable [0-1]
1
0.48 [MWh/MW]
0.09 [MWh/MW]
1.225 [ΔMW/MW]
0.16 [MWh/MW]
0.27 [MWh/MW]
2.045 [ΔMW/MW]
0.054 [MWh/MW]
0.81 [MWh/MW]
1.225 [ΔMW/MW]
MISO DECO.CWEP 2016 Hourly
MISO DECO.CWEP 2016 Hourly
Simulated Wind (See 3.1.1)
80 MW
20 MW
60 MWh
85%
50%
“Scale Maintenance Costs” or other
365
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3.2 – Constraints

Generator
𝑃𝑡𝐺
𝑃𝑡𝐺,𝐸𝑆𝑆

𝑃𝑡𝐺,𝐺𝑅𝐼𝐷

Grid
𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆

𝑃𝑡𝑜𝑢𝑡,𝐸𝑆𝑆

𝑃𝑡𝑖𝑛,𝐸𝑆𝑆

Inverter
𝑃𝑡𝑖𝑛,𝐸𝑆𝑆 ∗ ඥ𝛾𝑆

ESS

𝑃𝑡𝑜𝑢𝑡,𝐸𝑆𝑆
൘
ඥ𝛾𝑆

BESS

Figure 13: Modelled System and Associated Power Flows

To co-optimize the ESS for multiple market operations to find the maximum revenue
with given conditions, a Mixed Integer Linear Program (MILP) is developed and executed as a
part of CONESMO’s operation. This MILP seeks to minimize an objective function consisting of
decision variables while subject to constraints. The objective function is the cost of operating the
ESS less market operation revenues, such that a negative value for the objective function
represents a profit. The decision variables, shown along with other pertinent symbols in Table 1
on page 13, are in terms of energies within the modelled system. The constraints on these
energies as imposed by the system are expounded below. The objective function and constraints
are linearized with respect to the decision variables so as to be used in a linear optimization
program. The necessary form of the equations is 𝐴 ∙ 𝑥 ≤ 𝑏, where 𝐴 is a matrix of coefficients
for the decision variables, 𝑥 is a vector of the decision variables, and 𝑏 is a vector of inequality

69

limits. The concept of an equality constraint being transformed into two inequality constraints
(e.g. 𝑥 = 0 becomes 𝑥 ≤ 0 and −𝑥 ≤ 0) and the concept that a double inequality may be
transformed into two inequalities (e.g. 𝑥 ≤ 𝑦 ≤ 𝑧 becomes 𝑥 ≤ 𝑦 and 𝑦 ≤ 𝑧) are applied within
the MATLAB code.
The system being modelled, as shown in Figure 13, consists of an Energy Storage System
(ESS), co-located power generation (e.g. a wind farm), the power grid, and the power exchanges
between these components. The ESS consists of the inverter and the Battery Energy Storage
System (BESS). The ESS has a round-trip energy efficiency of 𝛾𝑆 that accounts for inverter and
other system losses.
An exploration of the application of decision variables and constraints to a linear program
is performed in Appendix C: Linear Programming Optimization Example. Also explored is the
concept of indexing the decision variables for use in the development of an inequality constraint
matrix and for separating values from the result of the linear programming routine. In
CONESMO, the decision variables are indexed as shown in Figure 14, with “hnumtsteps“
equal to 48 for most time horizons and with “x“ representing the solution from the
“linprog(…)“ function.
q_C =
q_D =
q_E =
q_G =
q_REG =
q_SPIN =
q_ESS =

x(1:hnumtsteps);
x(hnumtsteps+1:2*hnumtsteps);
x(2*hnumtsteps+1:3*hnumtsteps);
x(3*hnumtsteps+1:4*hnumtsteps);
x(4*hnumtsteps+1:5*hnumtsteps);
x(5*hnumtsteps+1:6*hnumtsteps);
x(6*hnumtsteps+1:7*hnumtsteps);

%
%
%
%
%
%
%

Energy
Energy
Energy
Energy
Energy
Energy
Energy

from Grid to ESS
from ESS to Grid
from Generation to ESS
from Generation to Grid
capacity reserved for Regulation
cap reserved for Spinning Reserve
level of the ESS

Figure 14: MATLAB CONESMO code for decision variable indexing

Observe “q_C = x(1:hnumtsteps);”. Assuming “hnumtsteps == 48“,
“x(1)” is the energy charged from the grid to the ESS at timestep 1, “x(2)” is the energy
charged from the grid to the ESS at timestep 2, and so on. Observe “q_D =
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x(hnumtsteps+1:2*hnumtsteps);” with the same assumptions. “x(49)” is the energy
discharged from the ESS to the grid at timestep 1, “x(50)” is the energy discharged from the
ESS to the grid at timestep 2, and so on. For each 48-hour time horizon, there are a total of 336
decision variables. For ease of communication, CONESMO is often referred to as having only
seven decision variables, with the individual timesteps’ unique nature dismissed.

3.2.1 – Constraint 1 – Conservation of Generator Energy
The co-located generation is referred to herein as the generator. The energy that this
generator produces must go to either the ESS or to the electric grid. The generator produces
power (𝑃𝑡𝐺 ) at timestep t. 𝑃𝑡𝐺 is known from the loaded generation profile. This power is used to
charge the ESS (𝑃𝑡𝐺,𝐸𝑆𝑆 ) with the remainder going directly to the grid (𝑃𝑡𝐺,𝐺𝑅𝐼𝐷 ).
𝑃𝑡𝐺 = 𝑃𝑡𝐺,𝐸𝑆𝑆 + 𝑃𝑡𝐺,𝐺𝑅𝐼𝐷

(1)

Energy exported directly to the grid from generation at timestep t is:
𝑞𝑡𝐺 = 𝑃𝑡𝐺,𝐺𝑅𝐼𝐷 ∗ ∆𝑡

(2)

Similarly, energy from generation used to charge the ESS at timestep t is:
𝑞𝑡𝐸 = 𝑃𝑡𝐺,𝐸𝑆𝑆 ∗ ∆𝑡

(3)

Multiplying (1) by a timestep to convert to energy equations and using (2) and (3) yields:
𝑃𝑡𝐺 ∗ ∆𝑡 = (𝑃𝑡𝐺,𝐸𝑆𝑆 + 𝑃𝑡𝐺,𝐺𝑅𝐼𝐷 ) ∗ ∆𝑡
𝑃𝑡𝐺 ∗ ∆𝑡 = (𝑃𝑡𝐺,𝐸𝑆𝑆 ∗ ∆𝑡) + (𝑃𝑡𝐺,𝐺𝑅𝐼𝐷 ∗ ∆𝑡)
𝑃𝑡𝐺 ∗ ∆𝑡 = 𝑞𝑡𝐸 + 𝑞𝑡𝐺

(4)

Equation (4) demonstrates that the energy generated by the generator must be used by the ESS or
exported to the grid. This represents Constraint 1. The method of implementing this
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programmatically is explored in Appendix C: Linear Programming Optimization Example.

3.2.2 – Constraint 2 – Conservation of BESS Energy
The energy level of the BESS is conserved between timesteps, adding energy charged to
it and subtracting energy discharged from it. Power from the grid may be used to charge the
battery for Day-Ahead Energy Arbitrage or for frequency regulation in the form of Regulation
Down.
𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆 = 𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆,𝐷𝐴𝐸 + 𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆,𝑅𝐷

(5)

Power charging the ESS comes from the generator and/or the grid.
𝑃𝑡𝑖𝑛,𝐸𝑆𝑆 = 𝑃𝑡𝐺,𝐸𝑆𝑆 + 𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆

(6)

Multiplying (6) by a timestep to convert to energy equations and using (4) and (5):
𝑃𝑡𝑖𝑛,𝐸𝑆𝑆 ∗ ∆𝑡 = (𝑃𝑡𝐺,𝐸𝑆𝑆 + 𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆 ) ∗ ∆𝑡
𝑄𝑡𝑖𝑛,𝐸𝑆𝑆 = (𝑃𝑡𝐺,𝐸𝑆𝑆 ∗ ∆𝑡) + (𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆 ∗ ∆𝑡)
𝑄𝑡𝑖𝑛,𝐸𝑆𝑆 = (𝑞𝑡𝐸 ) + (𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆,𝐷𝐴𝐸 ∗ ∆𝑡) + (𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆,𝑅𝐷 ∗ ∆𝑡)
𝑄𝑡𝑖𝑛,𝐸𝑆𝑆 = (𝑞𝑡𝐸 ) + 𝑞𝑡𝐶 + (𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆,𝑅𝐷 ∗ ∆𝑡)
𝑄𝑡𝑖𝑛,𝐸𝑆𝑆 = 𝑞𝑡𝐸 + 𝑞𝑡𝐶 + (𝑃𝑡𝐺𝑅𝐼𝐷,𝐸𝑆𝑆,𝑅𝐷 ∗ ∆𝑡)

(7)

The energy charged from the grid (𝑄𝑡𝑖𝑛,𝐸𝑆𝑆 ) to provide Regulation Down service may be
quantified as the Energy Capacity Reserved for Frequency Regulation (𝑞𝑡𝑅𝐸𝐺 ) multiplied by the
Regulation Down Efficiency (𝛾𝑡𝑅𝐷 ) at that timestep. (7) is therefore rewritten as follows:
𝑄𝑡𝑖𝑛,𝐸𝑆𝑆 = 𝑞𝑡𝐸 + 𝑞𝑡𝐶 + (𝛾𝑡𝑅𝐷 ∗ 𝑞𝑡𝑅𝐸𝐺 )

(8)

The energy discharged from the ESS to the grid results from selling energy committed to
Day-Ahead Energy or from providing Regulation Up at that timestep’s efficiency.
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𝑄𝑡𝑜𝑢𝑡,𝐸𝑆𝑆 = (𝑞𝑡𝐷 ) + (𝛾𝑡𝑅𝑈 ∗ 𝑞𝑡𝑅𝐸𝐺 )

(9)

The energy level of the battery (BESS) is equal to the most recent timestep’s energy level
plus the energy in and minus the energy out, with inverter efficiency penalties applied. This is
written with the assistance of (8) and (9) as:
𝑄 𝑜𝑢𝑡,𝐸𝑆𝑆
𝐸𝑆𝑆
𝑞𝑡+1
= 𝑞𝑡𝐸𝑆𝑆 + (ඥ𝛾𝑆 ∗ 𝑄𝑡𝑖𝑛,𝐸𝑆𝑆 ) − ( 𝑡
൘ )
ඥ𝛾𝑆
𝐸𝑆𝑆
𝑞𝑡+1
= 𝑞𝑡𝐸𝑆𝑆 + (ඥ𝛾𝑆 ∗ (𝑞𝑡𝐸 + 𝑞𝑡𝐶 + (𝛾𝑡𝑅𝐷 ∗ 𝑞𝑡𝑅𝐸𝐺 )))

((𝑞𝑡𝐷 ) + (𝛾𝑡𝑅𝑈 ∗ 𝑞𝑡𝑅𝐸𝐺 ))
⁄ )
−(
ඥ𝛾𝑆
𝐸𝑆𝑆
𝑞𝑡+1
= 1 ∙ 𝑞𝑡𝐸𝑆𝑆 + (ඥ𝛾𝑆 ∙ 𝑞𝑡𝐸 ) + (ඥ𝛾𝑆 ) ∙ 𝑞𝑡𝐶 + (ඥ𝛾𝑆 ∙ 𝛾𝑡𝑅𝐷 ) ∙ 𝑞𝑡𝑅𝐸𝐺

1
1
−(
) ∙ 𝑞𝑡𝐷 − (
∙ 𝛾𝑡𝑅𝑈 ) ∙ 𝑞𝑡𝑅𝐸𝐺
𝛾
𝛾
ඥ 𝑆
ඥ 𝑆
1
𝐸𝑆𝑆
𝑞𝑡+1
= (ඥ𝛾𝑆 ) ∙ 𝑞𝑡𝐶 − (
) ∙ 𝑞𝑡𝐷 + (ඥ𝛾𝑆 ) ∙ 𝑞𝑡𝐸
ඥ𝛾𝑆

+ ((ඥ𝛾𝑆 ∙ 𝛾𝑡𝑅𝐷 ) − (

𝛾𝑡𝑅𝑈
ඥ𝛾𝑆

(10)

)) ∙ 𝑞𝑡𝑅𝐸𝐺 + 1 ∙ 𝑞𝑡𝐸𝑆𝑆

This energy level equation (10) represents Constraint 2.

3.2.3 – Constraints 3 & 4 – Inverter Power Rating Limits
The power used to charge or discharge the BESS must not exceed its power ratings.
Power into the battery after inverter losses must be less than or equal to the rated power of the
battery and greater than or equal to 0. It is assumed that the inverter’s power rating is sufficient
for ESS operations. Using this and (8),

73

0 ≤ ඥ𝛾𝑆 ∗ 𝑃𝑡𝑖𝑛,𝐸𝑆𝑆 ≤ 𝑃𝑚𝑎𝑥
0 ≤ ඥ𝛾𝑆 ∗ (𝑃𝑡𝑖𝑛,𝐸𝑆𝑆 ∗ ∆𝑡) ≤ 𝑃𝑚𝑎𝑥 ∗ ∆𝑡
0 ≤ ඥ𝛾𝑆 ∗ (𝑄𝑡𝑖𝑛,𝐸𝑆𝑆 ) ≤ 𝑃𝑚𝑎𝑥 ∗ ∆𝑡
0 ≤ ඥ𝛾𝑆 ∗ (𝑞𝑡𝐸 + 𝑞𝑡𝐶 + (𝛾𝑡𝑅𝐷 ∗ 𝑞𝑡𝑅𝐸𝐺 )) ≤ 𝑃𝑚𝑎𝑥 ∗ ∆𝑡

(11)

Power out of the battery before inverter losses is subject to similar constraints as the
power in. Using this and (9),
0≤

𝑃𝑡𝑜𝑢𝑡,𝐸𝑆𝑆
≤ 𝑃𝑚𝑎𝑥
൘
ඥ𝛾𝑆

(𝑃𝑡𝑜𝑢𝑡,𝐸𝑆𝑆 ∗ ∆𝑡)
0≤
≤ 𝑃𝑚𝑎𝑥 ∗ ∆𝑡
൘
ඥ𝛾𝑆
0≤

(𝑄𝑡𝑜𝑢𝑡,𝐸𝑆𝑆 )
≤ 𝑃𝑚𝑎𝑥 ∗ ∆𝑡
൘
ඥ𝛾𝑆

0 ≤ (𝑞𝑡𝐷 ) + (𝛾𝑡𝑅𝑈 ∗ 𝑞𝑡𝑅𝐸𝐺 ) ≤ 𝑃𝑚𝑎𝑥 ∗ ඥ𝛾𝑆 ∗ ∆𝑡

(12)

The constraints on power flows into and out of the battery as limited by power ratings, (11) and
(12), represent Constraints 3 and 4, respectively.

3.2.4 – Constraint 5 – BESS Energy Level Limits
The energy level of the battery must be between 0 and the battery’s nameplate energy
capacity. This assumes that the battery may use its full energy capacity for operations. Note that
the battery energy level at each timestep reflects the energy level at the beginning of that
timestep. That timestep’s optimized decision variables reflect that step’s financially optimal
energy transactions. Therefore, the battery energy level constraint must be applied to the
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subsequent timestep’s energy level to ensure that the optimization does not bring the next step’s
energy level outside of the energy level constraints.
𝐸𝑆𝑆
𝐸𝑆𝑆
0 ≤ 𝑞𝑡+1
≤ 𝑞𝑀𝐴𝑋

(13)

𝐸𝑆𝑆
This represents Constraint 5. 𝑞𝑡+1
is readily available from equation (10).

3.2.5 – Constraints 6 & 7 – BESS Energy Level Continuity
The state of the charge (SOC) of the battery at the beginning of an optimization time
horizon must match that of the end of the previous horizon. Additionally, the SOC at the
beginning of the first iteration must be declared and is set to 𝐸𝑆𝑂𝐶 .
𝐸𝑆𝑆
𝐸𝑆𝑆
𝑞𝑡=𝑆𝑇𝐴𝑅𝑇
(𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑁+1) = 𝑞𝑡=𝐸𝑁𝐷 (𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑁)

(14)

𝐸𝑆𝑆
𝑞𝑡=𝑆𝑇𝐴𝑅𝑇
(𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 1) = 𝐸𝑆𝑂𝐶

(15)

These represent Constraints 6 and 7 respectively. These constraints are applied
programmatically in CONESMO’s MATLAB code.
Note that the input profiles (e.g. generation profile) and subsequently calculated values
with time-stepped entries (e.g. 𝑞𝑡𝐸𝑆𝑆 ) are padded to beyond 8,760 hours. The input profiles are
padded with an appended copy of their final three days of data. The calculated values are simply
calculated from this padded data. This method approximates the results that would be seen
during continuous battery operation. After more than 8,760 hours of operation have been
optimized, only the first 8760 hours are kept for further processing.
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3.2.6 – Constraints 8, 9, & 10 – Inverter Power Rating Commitments
During a timestep, the power commitments (e.g. for frequency regulation) must not
exceed the inverter’s power ratings. The inverter is assumed to be both charging and discharging
during the duration of each timestep. In each timestep, the inverter may charge at a rate up to the
maximum charge power level (power rating), defined as the maximum charge power level
coefficient multiplied by the battery’s nameplate power rating, 𝛼𝑐_𝑚𝑎𝑥 ∗ 𝑃𝑚𝑎𝑥 [MW]. In the
same timestep, the inverter may discharge at a rate up to the maximum discharge power level
(power rating), defined as the maximum discharge power level coefficient multiplied by the
battery’s nameplate power rating, 𝛼𝑑_𝑚𝑎𝑥 ∗ 𝑃𝑚𝑎𝑥 [MW]. The maximum energy quantities that
may be used for charging/discharging through the inverter in one timestep are therefore:
𝑄̅ 𝐶 = 𝑎𝑐_𝑚𝑎𝑥 ∗ 𝑃𝑚𝑎𝑥 ∗ ∆𝑡

(16)

𝑄̅ 𝐷 = 𝛼𝑑_𝑚𝑎𝑥 ∗ 𝑃𝑚𝑎𝑥 ∗ ∆𝑡

(17)

Frequency regulation is bid into the market as a reserved energy capacity available to
charge or discharge for frequency response. In MISO, this regulation capacity is symmetrical
such that a resource offers the same regulation up and regulation down capacity (e.g. ±2MW).
Any unused capacity that is cleared for frequency regulation but not bid in as such may be used
for spinning reserves. Any excess spinning reserve capacity may be used for supplemental
reserves. As the market clearing price for spinning reserves is the same as for supplemental
reserves, and as a battery is assumed to be always online and therefore meeting the requirements
for spinning reserves, supplemental reserves are not considered in this co-optimization. Spinning
reserves represents the opportunity cost of reserving capacity under the assumption that it will
not be dispatched. Additional revenue is generated if the resource gets called to dispatch these
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reserves. As spinning reserve calls are rare (generally less than once a month in MISO), neither
this additional revenue nor the state of charge effects of such a dispatch are explicitly modelled.
During a timestep, a resource may concurrently provide Regulation Up and Regulation
Down while also charging or discharging from the grid in the Day-Ahead Energy market. In
reality, power purchased for charging would be from the Real-Time Energy market.
Assumptions made in this model regarding power prices equate the Real-Time Energy market
prices to Day-Ahead Energy market prices, resulting in the modelled purchase of energy at DayAhead Energy market prices.
During a timestep, the maximum power that the inverter may charge with is its maximum
charge power level plus any power from energy discharged during that timestep. Therefore, the
resource may charge up to this level from the Day-Ahead Market (in reality, the Real-Time
Market), while concurrently providing Regulation Down (charging), provided that the combined
committed charge power and Regulation Down (charging) power do not exceed the maximum
charge power level from (16) plus any power from energy discharged during that timestep. In
terms of energy quantities, this appears as the following inequality:
0 ≤ 𝑞𝑡𝐶 + 𝑞𝑡𝑅𝐸𝐺 ≤ 𝑄̅ 𝐶 + 𝑞𝑡𝐷
0 ≤ 𝑞𝑡𝐶 + 𝑞𝑡𝑅𝐸𝐺 ≤ 𝑎𝑐_𝑚𝑎𝑥 ∗ 𝑃𝑚𝑎𝑥 ∗ ∆𝑡 + 𝑞𝑡𝐷

(18)

During a timestep, the maximum power that the inverter may discharge with is its
maximum discharge power level plus any power from energy charged during that timestep.
Therefore, the resource may discharge up to this level in the Day-Ahead Market while
concurrently providing Regulation Up (discharging), provided that the combined committed
discharge power, Regulation Up (discharging) power, and committed Spinning Reserves
capacity (potential discharge) do not exceed the maximum discharge power level from (17) plus
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any power from energy charged during that timestep. In terms of energy quantities, this appears
as the following inequality:
0 ≤ 𝑞𝑡𝐷 + 𝑞𝑡𝑅𝐸𝐺 + 𝑞𝑡𝑆𝑃𝐼𝑁 ≤ 𝑄̅ 𝐷 + 𝑞𝑡𝐶
0 ≤ 𝑞𝑡𝐷 + 𝑞𝑡𝑅𝐸𝐺 + 𝑞𝑡𝑆𝑃𝐼𝑁 ≤ 𝛼𝑑_𝑚𝑎𝑥 ∗ 𝑃𝑚𝑎𝑥 ∗ ∆𝑡 + 𝑞𝑡𝐶

(19)

Additionally, the energy reserved for spinning reserve dispatch must be reserved and
available for the full timestep. Without an additional constraint, this could be violated in (19) by
charging from the grid and/or offering frequency regulation capacity concurrently with offering
into the market a spinning reserves capacity such that the discharging capacities are greater than
the actual inverter’s discharge capacity. To prevent this, the sum of the frequency regulation
reserved capacity and the spinning reserves capacity must be less than the maximum discharge
energy quantity for that timestep, as shown in:
𝑞𝑡𝑅𝐸𝐺 + 𝑞𝑡𝑆𝑃𝐼𝑁 ≤ 𝑄̅ 𝐷
𝑞𝑡𝑅𝐸𝐺 + 𝑞𝑡𝑆𝑃𝐼𝑁 ≤ 𝛼𝑑_𝑚𝑎𝑥 ∗ 𝑃𝑚𝑎𝑥 ∗ ∆𝑡

(20)

The above market participation constraints as defined by inverter capacity limitations, (18), (19),
and (20) represent Constraints 8, 9 and 10.
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3.2.7 – Constraints 11, 12, 13, 14, 15, & 16 – Non-Negative Energy Transactions
The energy capacities allocated to frequency regulation and spinning reserve, energies
charged and discharged, the energy used to charge the ESS from generation, and the energy sold
from generation directly to the grid must all be non-negative. These are shown in equations (21),
(22), (23), (24), (25), and (26), and they represent Constraints 11 through 16.
𝑞𝑡𝑅𝐸𝐺 ≥ 0

(21)

𝑞𝑡𝑆𝑃𝐼𝑁 ≥ 0

(22)

𝑞𝑡𝐶 ≥ 0

(23)

𝑞𝑡𝐷 ≥ 0

(24)

𝑞𝑡𝐸 ≥ 0

(25)

𝑞𝑡𝐺 ≥ 0

(26)
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3.3 – Objective Function
Table 10: Objective Function Cost Variable Definitions
Cost Variable

Definition

𝐶 𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡
𝑐𝑡𝑐𝑜𝑠𝑡
𝑐𝑡𝑟𝑒𝑣𝑒𝑛𝑢𝑒
𝑟𝑒𝑣,𝑒𝑛𝑒𝑟𝑔𝑦
𝑐𝑡
𝑟𝑒𝑣,𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛
𝑐𝑡
𝑐𝑡𝑟𝑒𝑣,𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠

Total cost less revenue of ESS operations across the model simulation period [$]
Cost of operating the ESS [$]
Revenue generated from ESS market operations and generator production [$]

𝑟𝑒𝑣,𝑒𝑛𝑒𝑟𝑔𝑦,𝐸𝑆𝑆

𝑐𝑡

𝑟𝑒𝑣,𝑒𝑛𝑒𝑟𝑔𝑦,𝑔𝑒𝑛

𝑐𝑡

𝑐𝑜𝑠𝑡,𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛

𝑐𝑡

𝑐𝑜𝑠𝑡,𝑒𝑛𝑒𝑟𝑔𝑦

Revenue generated from energy sold to the grid [$]
Revenue generated from energy regulation less necessarily purchased energy [$]
Revenue generated from Spinning Reserves capacity [$]
Revenue generated from the ESS discharging [$]
Revenue generated from the generator’s energy directly injected to the grid [$]
Cost of energy purchased from the grid as a part of Regulation Down service [$]

𝑐𝑡
𝑐𝑡𝑐𝑜𝑠𝑡,𝑣𝑖𝑟𝑡𝑢𝑎𝑙
𝑐𝑡𝑐𝑜𝑠𝑡,𝑣𝑖𝑟𝑡,𝑑𝑖𝑠𝑐ℎ
𝑐𝑜𝑠𝑡,𝑣𝑖𝑟𝑡,𝑐ℎ𝑎𝑟𝑔𝑒
𝑐𝑡
𝑐𝑡𝑐𝑜𝑠𝑡,𝑚𝑎𝑖𝑛𝑡
𝑐 𝐵𝑀

Cost of energy purchased from the grid and charged to the ESS [$]

𝜃 𝐶𝑌𝐶𝐿𝐸𝑆

Nominal maximum BESS full cycles per year (e.g. 365)

Virtual cost of energy transactions [$/MWh]
Virtual cost of charging the ESS from any source [$/MWh]
Virtual cost of discharging the ESS [$/MWh]
Cost of battery capacity maintenance [$]
Battery Capacity Maintenance Cost [$/MWh-year] (e.g. $8,000-$10,000)

The complete linear program seeks to minimize a cost function 𝐶 𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡 as shown
below in (27),
𝑁

minimize 𝐶

𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡

= ∑(𝑐𝑡𝑐𝑜𝑠𝑡 − 𝑐𝑡𝑟𝑒𝑣𝑒𝑛𝑢𝑒 )

(27)

𝑡=1

where N is the total number of timesteps in the model simulation period. The objective
function is subject to the constraints previously shown in (4), (10), (11), (12), (13), (14), (15),
(18), (19), (20), (21), (22), (23), (24), (25), and (26).
The revenue generated during timestep t, 𝑐𝑡𝑟𝑒𝑣𝑒𝑛𝑢𝑒 , expands into:
𝑟𝑒𝑣,𝑒𝑛𝑒𝑟𝑔𝑦

𝑐𝑡𝑟𝑒𝑣𝑒𝑛𝑢𝑒 = 𝑐𝑡

𝑟𝑒𝑣,𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛

+ 𝑐𝑡

where
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+ 𝑐𝑡𝑟𝑒𝑣,𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠

(28)

𝑟𝑒𝑣,𝑒𝑛𝑒𝑟𝑔𝑦

𝑐𝑡

𝑟𝑒𝑣,𝑒𝑛𝑒𝑟𝑔𝑦,𝐸𝑆𝑆

= 𝑐𝑡

𝑟𝑒𝑣,𝑒𝑛𝑒𝑟𝑔𝑦,𝑔𝑒𝑛

+ 𝑐𝑡

(29)

𝑟𝑒𝑣,𝑒𝑛𝑒𝑟𝑔𝑦,𝐸𝑆𝑆

= 𝐶𝑡𝐿𝑀𝑃 ∗ 𝑞𝑡𝐷

(30)

𝑟𝑒𝑣,𝑒𝑛𝑒𝑟𝑔𝑦,𝑔𝑒𝑛

= 𝐶𝑡𝐿𝑀𝑃 ∗ 𝑞𝑡𝐺

(31)

= 𝐶𝑡𝐿𝑀𝑃 ∗ (𝑞𝑡𝐷 + 𝑞𝑡𝐺 )

(32)

𝑐𝑡𝑟𝑒𝑣,𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠 = 𝑞𝑡𝑆𝑃𝐼𝑁 ∗ 𝐶𝑡𝑆𝑃𝐼𝑁𝑀𝐶𝑃

(33)

𝑐𝑡
𝑐𝑡
such that

𝑟𝑒𝑣,𝑒𝑛𝑒𝑟𝑔𝑦

𝑐𝑡
Also,

In Frequency Regulation, Regulation Mileage is the sum of the absolute values of the
regulation control signal movements. It can represent an energy density in the control signal. The
5-minute Regulation Mileage Ratio is found by dividing the mileage of the regulation resource in
5-minute steps by the regulation capacity dispatched. The hourly mileage deployment ratio is
𝛾𝑡𝑀𝐼𝐿𝐸 ∗ 12. In this model, the revenue generated from a frequency regulation commitment is
calculated as the energy dispatched for regulation multiplied by the sum of the Regulation
Market Clearing Price (MCP) and the hourly mileage deployment ratio multiplied by the
Regulation Mileage MCP and the unit’s performance ratio. Also included in this revenue is the
income from regulation energy dispatched to the grid, which is the Regulation Up efficiency
multiplied by the regulation energy capacity committed, multiplied by the cost of power.
𝑟𝑒𝑣,𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛

𝑐𝑡

= (𝑞𝑡𝑅𝐸𝐺 ∗ (𝐶𝑡𝑅𝐸𝐺𝑀𝐶𝑃 + (𝛾𝑡𝑀𝐼𝐿𝐸 ∗ 12 ∗ ∆𝑡) ∗ 𝐶𝑡𝑀𝐼𝐿𝐸 ∗ 𝜌)) (34)
+ ((𝛾𝑡𝑅𝑈 ∗ 𝑞𝑡𝑅𝐸𝐺 ) ∗ 𝐶𝑡𝐿𝑀𝑃 )

Combining (32), (33), and (34) back into (28) yields
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𝑐𝑡𝑟𝑒𝑣𝑒𝑛𝑢𝑒 = 𝐶𝑡𝐿𝑀𝑃 ∗ (𝑞𝑡𝐷 + 𝑞𝑡𝐺 )

(35)

+ (𝑞𝑡𝑅𝐸𝐺 ∗ (𝐶𝑡𝑅𝐸𝐺𝑀𝐶𝑃 + (𝛾𝑡𝑀𝐼𝐿𝐸 ∗ 12 ∗ ∆𝑡) ∗ 𝐶𝑡𝑀𝐼𝐿𝐸 ∗ 𝜌))
+ ((𝛾𝑡𝑅𝑈 ∗ 𝑞𝑡𝑅𝐸𝐺 ) ∗ 𝐶𝑡𝐿𝑀𝑃 ) + (𝑞𝑡𝑆𝑃𝐼𝑁 ∗ 𝐶𝑡𝑆𝑃𝐼𝑁𝑀𝐶𝑃 )
The cost of ESS market operations at timestep t, 𝑐𝑡𝑐𝑜𝑠𝑡 , expands into:
𝑐𝑜𝑠𝑡,𝑒𝑛𝑒𝑟𝑔𝑦

𝑐𝑡𝑐𝑜𝑠𝑡 = 𝑐𝑡𝑐𝑜𝑠𝑡,𝑚𝑎𝑖𝑛𝑡 + 𝑐𝑡

𝑐𝑜𝑠𝑡,𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛

+ 𝑐𝑡

+ 𝑐𝑡𝑐𝑜𝑠𝑡,𝑣𝑖𝑟𝑡𝑢𝑎𝑙

(36)

where
𝑐𝑜𝑠𝑡,𝑒𝑛𝑒𝑟𝑔𝑦

𝑐𝑡

= 𝐶𝑡𝐿𝑀𝑃 ∗ 𝑞𝑡𝐶

(37)

Energy purchased from the grid for Regulation Down is purchased at the wholesale
power price.
𝑐𝑜𝑠𝑡,𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛

𝑐𝑡

= (𝛾𝑡𝑅𝐷 ∗ 𝑞𝑡𝑅𝐸𝐺 ) ∗ 𝐶𝑡𝐿𝑀𝑃

(38)

Modern lithium-ion battery warranties predominately assume one equivalent full depth of
discharge cycle per day over a 10-year lifespan. Similarly, these warranties often calculate a
battery’s equivalent cycles as the BESS’s annual discharged energy divided by the BESS’s rated
energy capacity. As such, approximate costs for cycling at different rates are considered in the
post-optimization “Financial Processing” as described later in section 3.5 – Financial Processing.
The direct cost of cycling is not factored into the optimization program in CONESMO, though
this issue is approached in various forms in other works such as [53]. Given this, we set the cost
of timestep level cycling to zero in the optimization function.
𝑐𝑡𝑐𝑜𝑠𝑡,𝑚𝑎𝑖𝑛𝑡 = 0

(39)

A virtual cost of cycling is incorporated into CONESMO’s cost function to allow the user
to define a cost to charge, 𝐶 𝑞,𝑖𝑛 , and a cost to discharge, 𝐶 𝑞,𝑜𝑢𝑡 , both in $/MWh. This does not
reflect an actual cost but is instead a “virtual” cost used in the optimization process to guide the
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optimization routine. Charging and discharging the ESS cycles the battery cells,
electrochemically aging the battery and therefore having some associated non-zero cost. By
setting some cost to charge and/or cost to discharge, the user may guide the optimization routine
towards limiting non-economic ESS cycling. This virtual cost is broken down into a cost to
discharge and a cost to charge, as shown in
𝑐𝑜𝑠𝑡,𝑣𝑖𝑟𝑡,𝑐ℎ𝑎𝑟𝑔𝑒

𝑐𝑡𝑐𝑜𝑠𝑡,𝑣𝑖𝑟𝑡𝑢𝑎𝑙 = 𝑐𝑡𝑐𝑜𝑠𝑡,𝑣𝑖𝑟𝑡,𝑑𝑖𝑠𝑐ℎ + 𝑐𝑡

(40)

Where the cost to discharge is the user defined cost to discharge 𝐶 𝑞,𝑜𝑢𝑡 in $/MWh
multiplied by the total energy discharged from the ESS during that timestep.
𝑐𝑡𝑐𝑜𝑠𝑡,𝑣𝑖𝑟𝑡,𝑑𝑖𝑠𝑐ℎ =

1

ඥ𝛾𝑆

(41)

(𝑞𝐷𝑡 + (𝑞𝑅𝐸𝐺
∙ 𝛾𝑅𝑈
)) ∗ 𝐶 𝑞,𝑜𝑢𝑡
𝑡
𝑡

And where the cost to charge is the user defined cost to charge 𝐶 𝑞,𝑖𝑛 in $/MWh
multiplied by the total energy charged to the ESS during that timestep.
𝑐𝑜𝑠𝑡,𝑣𝑖𝑟𝑡,𝑐ℎ𝑎𝑟𝑔𝑒

𝑐𝑡

= ඥ𝛾𝑆 (𝑞𝐶𝑡 + 𝑞𝐸𝑡 + (𝑞𝑅𝐸𝐺
∙ 𝛾𝑅𝐷
)) ∗ 𝐶 𝑞,𝑖𝑛
𝑡
𝑡

(42)

Incorporating into (36) the values from (37), (38), (39), (40), (41), and (42) results in:
𝑐𝑜𝑠𝑡,𝑒𝑛𝑒𝑟𝑔𝑦

𝑐𝑡𝑐𝑜𝑠𝑡 = 𝑐𝑡𝑐𝑜𝑠𝑡,𝑚𝑎𝑖𝑛𝑡 + 𝑐𝑡

𝑐𝑜𝑠𝑡,𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛

+ 𝑐𝑡

+ 𝑐𝑡𝑐𝑜𝑠𝑡,𝑣𝑖𝑟𝑡𝑢𝑎𝑙

𝑐𝑡𝑐𝑜𝑠𝑡 = 0 + (𝐶𝑡𝐿𝑀𝑃 ∗ 𝑞𝑡𝐶 ) + ((𝛾𝑡𝑅𝐷 ∗ 𝑞𝑡𝑅𝐸𝐺 ) ∗ 𝐶𝑡𝐿𝑀𝑃 )
+

1

ඥ𝛾𝑆

(𝑞𝐷𝑡 + (𝑞𝑅𝐸𝐺
∙ 𝛾𝑅𝑈
)) ∗ 𝐶 𝑞,𝑜𝑢𝑡
𝑡
𝑡

+ ඥ𝛾𝑆 (𝑞𝐶𝑡 + 𝑞𝐸𝑡 + (𝑞𝑅𝐸𝐺
∙ 𝛾𝑅𝐷
)) ∗ 𝐶 𝑞,𝑖𝑛
𝑡
𝑡
𝑐𝑡𝑐𝑜𝑠𝑡 = 𝐶𝑡𝐿𝑀𝑃 ∗ 𝑞𝑡𝐶 + (𝛾𝑡𝑅𝐷 ∗ 𝑞𝑡𝑅𝐸𝐺 ) ∗ 𝐶𝑡𝐿𝑀𝑃 +

1

ඥ𝛾𝑆

(𝑞𝐷𝑡 + (𝑞𝑅𝐸𝐺
∙ 𝛾𝑅𝑈
))
𝑡
𝑡

∗ 𝐶 𝑞,𝑜𝑢𝑡 + ඥ𝛾𝑆 (𝑞𝐶𝑡 + 𝑞𝐸𝑡 + (𝑞𝑅𝐸𝐺
∙ 𝛾𝑅𝐷
)) ∗ 𝐶 𝑞,𝑖𝑛
𝑡
𝑡
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(43)

Returning to the objective function from (27) and incorporating (35) and (43), the
objective function is now written as:
(44)

𝑁

𝐶

𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡

=

∑ ((𝐶𝑡𝐿𝑀𝑃

∗

𝑞𝑡𝐶

+

(𝛾𝑡𝑅𝐷

∗

𝑞𝑡𝑅𝐸𝐺 )

∗

𝐶𝑡𝐿𝑀𝑃 )

𝑡=1

+

1

ඥ𝛾𝑆

(𝑞𝐷𝑡 + (𝑞𝑅𝐸𝐺
∙ 𝛾𝑅𝑈
)) ∗ 𝐶 𝑞,𝑜𝑢𝑡
𝑡
𝑡

+ ඥ𝛾𝑆 (𝑞𝐶𝑡 + 𝑞𝐸𝑡 + (𝑞𝑅𝐸𝐺
∙ 𝛾𝑅𝐷
)) ∗ 𝐶 𝑞,𝑖𝑛
𝑡
𝑡
− (𝐶𝑡𝐿𝑀𝑃 ∗ 𝑞𝑡𝐷 + (𝐶𝑡𝐿𝑀𝑃 ∗ 𝑞𝑡𝐺 )
+ (𝑞𝑡𝑅𝐸𝐺 ∗ (𝐶𝑡𝑅𝐸𝐺𝑀𝐶𝑃 + (𝛾𝑡𝑀𝐼𝐿𝐸 ∗ 12 ∗ ∆𝑡) ∗ 𝐶𝑡𝑀𝐼𝐿𝐸 ∗ 𝜌))

+ ((𝛾𝑡𝑅𝑈 ∗ 𝑞𝑡𝑅𝐸𝐺 ) ∗ 𝐶𝑡𝐿𝑀𝑃 ) + (𝑞𝑡𝑆𝑃𝐼𝑁 ∗ 𝐶𝑡𝑆𝑃𝐼𝑁𝑀𝐶𝑃 )))

which is linearized into the final linear objective function,
𝑁

𝐶

𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡

= ∑(𝐶𝑡𝐿𝑀𝑃 + ඥ𝛾𝑆 ∙ 𝐶 𝑞,𝑖𝑛 ) ∙ 𝑞𝑡𝐶 + (𝐶𝑡𝐿𝑀𝑃 +
𝑡=1

𝐶 𝑞,𝑜𝑢𝑡
ඥ𝛾𝑆

(45)
) ∙ 𝑞𝑡𝐷

+ (ඥ𝛾𝑆 ∙ 𝐶 𝑞,𝑖𝑛 ) ∙ 𝑞𝑡𝐸 + (−𝐶𝑡𝐿𝑀𝑃 ) ∙ 𝑞𝑡𝐺
+ ((𝛾𝑡𝑅𝐷 − 𝛾𝑡𝑅𝑈 ) ∙ 𝐶𝑡𝐿𝑀𝑃 +

𝐶 𝑞,𝑜𝑢𝑡
ඥ𝛾𝑆

∙ 𝛾𝑅𝑈
+ ඥ𝛾𝑆 ∙ 𝐶 𝑞,𝑖𝑛
𝑡

∙ 𝛾𝑅𝐷
− (𝐶𝑡𝑅𝐸𝐺𝑀𝐶𝑃 + 12 ∙ ∆𝑡 ∙ 𝛾𝑡𝑀𝐼𝐿𝐸 ∙ 𝐶𝑡𝑀𝐼𝐿𝐸 ∙ 𝜌)) ∙ 𝑞𝑡𝑅𝐸𝐺
𝑡

+ (−𝐶𝑡𝑆𝑃𝐼𝑁𝑀𝐶𝑃 ) ∙ 𝑞𝑡𝑆𝑃𝐼𝑁 + 0 ∙ 𝑞𝑡𝐸𝑆𝑆
The linearized optimization function is shown in (45).
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3.4 – Running CONESMO
In CONESMO, the optimization function shown in (45) is subject to the constraints
shown in (4), (10), (11), (12), (13), (14), (15), (18), (19), (20), (21), (22), (23), (24), (25), and
(26). The objective function and constraints are linearized with respect to the seven decision
variables: 𝑞𝑡𝐶 , 𝑞𝑡𝐷 , 𝑞𝑡𝐸 , 𝑞𝑡𝐺 , 𝑞𝑡𝑅𝐸𝐺 , 𝑞𝑡𝑆𝑃𝐼𝑁 , 𝑞𝑡𝐸𝑆𝑆 . After the model input parameters are established and
the ESS’s optimal financial energy transactions over one year are determined, financial
processing of the results is performed. CONESMO’s program flow may be found in the
flowchart in Appendix A: CONESMO Program Flowchart.
During its operation, CONESMO allows the user to view a rolling plot of the BESS state
of charge (SOC) and the Day-Ahead LMP price. This plot is primarily useful for viewing the
relationship between the DA LMP and the BESS SOC. As observed in an example plot in Figure
15, the SOC (in green) tends to rise when there is a relatively low DA LMP and to lower when
the DA LMP is relatively high. This shows the system charging when the price of energy is low
and discharging when the price of energy is high.

Figure 15: Showing a rolling plot of SOC and DA LMP during CONESMO operation
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3.5 – Financial Processing
After CONESMO determines the financially optimal energy operations for the simulated
year, battery cost management operations are run. After this operation, the project’s Internal Rate
of Return is calculated from a cash flow analysis as described further in 3.5.6 – Internal Rate of
Return.

3.5.1 – Battery Cost Management
Battery cycling exhausts the electrochemical life of the battery, reducing its effective
energy capacity. Two common methods for dealing with this capacity fade are to oversize the
battery or to augment the battery. Oversizing means sizing the battery with a sufficiently high
energy capacity that by the end of a pre-determined amount of time the effective energy capacity
of the battery is still acceptable, such as at or above the nameplate energy capacity. Battery
augmentation is regularly replacing aging battery cells so as to maintain the battery’s nameplate
energy capacity. CONESMO manages capacity fade through yearly battery augmentation costs
(battery capacity maintenance costs) that are assumed to maintain the battery’s nameplate energy
capacity.
Modern BESS battery cell manufacturers’ warranties commonly call for a 10-year
warranty at one full depth of discharge equivalent cycle per day. Some energy storage models
similar to CONESMO explore more complex battery aging models such as cycle counting via
rainflow counting algorithms [54] [53] [55]. CONESMO calculates battery aging based upon
equivalent cycles, similar to many present-day battery warranties which calculate the equivalent
number of cycles in a year as
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𝜃𝐸𝑄𝑈𝐼𝑉𝐴𝐿𝐸𝑁𝑇_𝐶𝑌𝐶𝐿𝐸𝑆 =

𝐸𝑛𝑒𝑟𝑔𝑦 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑑 𝑜𝑣𝑒𝑟 𝑓𝑢𝑙𝑙 𝑦𝑒𝑎𝑟 [𝑀𝑊ℎ]
𝑅𝑎𝑡𝑒𝑑 𝐸𝑆𝑆 𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑀𝑊ℎ]

The “𝐸𝑛𝑒𝑟𝑔𝑦 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑑 𝑜𝑣𝑒𝑟 𝑓𝑢𝑙𝑙 𝑦𝑒𝑎𝑟 [𝑀𝑊ℎ]” is calculated from the full 8,760
hours of optimized data as
𝑁

𝐸𝑛𝑒𝑟𝑔𝑦 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑑 𝑜𝑣𝑒𝑟 𝑓𝑢𝑙𝑙 𝑦𝑒𝑎𝑟 [𝑀𝑊ℎ] = ∑

1

ඥ𝛾𝑆
𝑡=1

(𝑞𝑡𝐷 + (𝑞𝑡𝑅𝐸𝐺 ∙ 𝛾𝑡𝑅𝑈 ))

where N is the total number of timesteps in the model simulation period (generally 8,760
hours). It is noted that ESS system inefficiencies are applied, as the relevant metric is the amount
of energy discharged through the BESS itself, not just out of the ESS.
CONESMO offers several options for battery cost financial accommodation and life
cycle management. Any combination of the three may be chosen when running CONESMO.
•

Scaling of battery capacity maintenance costs.

•

Limiting the number of cycles in the year by removing the ESS from operation on
the lowest revenue per cycle days.

•

Virtual charge and discharge costs in the optimization routine.

3.5.2 – Scaling Battery Capacity Maintenance Costs
CONESMO may be run with the “Scale Maintenance Costs” setting active. When this is
active, the default Battery Capacity Maintenance Costs are scaled based upon cycling. It is
assumed that there is a nominal number of cycles per year based upon common warranty
information: 𝜃 𝐶𝑌𝐶𝐿𝐸𝑆 = 365 cycles per year. A cycling ratio is calculated as

𝜃

𝑅𝐴𝑇𝐼𝑂

𝜃𝐸𝑄𝑈𝐼𝑉𝐴𝐿𝐸𝑁𝑇_𝐶𝑌𝐶𝐿𝐸𝑆
=
𝜃 𝐶𝑌𝐶𝐿𝐸𝑆
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Also used is an additional term, 𝜃 𝑆𝐶𝐴𝐿𝐼𝑁𝐺 , typically set to unity. With the default Battery
Capacity Maintenance Cost in $/kWh-year represented by 𝐶𝑂𝐿𝐷 and the adjusted (scaled) costs
represented by 𝐶𝑁𝐸𝑊 , the new costs are calculated as follows:

𝐶𝑁𝐸𝑊

𝜃𝐸𝑄𝑈𝐼𝑉𝐴𝐿𝐸𝑁𝑇𝐶𝑌𝐶𝐿𝐸𝑆
= 𝐶𝑂𝐿𝐷 ∙ (((
− 1) ∙ 𝜃 𝑆𝐶𝐴𝐿𝐼𝑁𝐺 ) + 1)
𝐶𝑌𝐶𝐿𝐸𝑆
𝜃

When 𝜃 𝑆𝐶𝐴𝐿𝐼𝑁𝐺 = 1,
𝐶𝑁𝐸𝑊 = 𝐶𝑂𝐿𝐷 ∙

𝜃𝐸𝑄𝑈𝐼𝑉𝐴𝐿𝐸𝑁𝑇𝐶𝑌𝐶𝐿𝐸𝑆
𝜃 𝐶𝑌𝐶𝐿𝐸𝑆

When 𝜃 𝑆𝐶𝐴𝐿𝐼𝑁𝐺 = 0,
𝐶𝑁𝐸𝑊 = 𝐶𝑂𝐿𝐷
The new Battery Capacity Maintenance Cost, represented in $/kWh-year, is used as the
ESS’s operational costs in the subsequent financial calculations. This accounts for the increased
capacity maintenance costs associated with replacing battery cells at a faster or slower rate than
intended. As BESS battery warranties continue to evolve, this cost scaling will allow for their
accommodation.

3.5.3 – Limiting Maximum Cycles
CONESMO may be run with the “Limit to Maximum Cycles” setting active. When this is
active, CONESMO calculates each day’s revenue and equivalent cycles, then creates a list of
days sorted by revenue per cycle. The ESS is removed from service one day at a time (i.e. that
day’s energy operations and revenues are set to zero) starting at the day with the lowest revenue
per cycle, until the total equivalent number of cycles is below a defined nominal number of
cycles, 𝜃 𝑁𝑂𝑀𝐼𝑁𝐴𝐿 = 365 cycles. This is representative of the ESS being taken out of operation on
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low revenue days as a method of managing the battery’s lifespan. It is noted that the program
does not financially rectify ESS SOC discontinuities caused by the removal of these days. In
practice, the ESS could charge from the co-located generation or discharge to the grid at a profit
to rectify such discontinuities.

3.5.4 – Virtual Cost to Charge and Cost to Discharge
As discussed in section 3.3 – Objective Function, a virtual cost to charge and cost to
discharge may be set by the user to ensure that the optimization routine’s energy transaction
choices recoup at least the cost of battery cycling’s electrochemical degradation. This work
assumes that the battery capacity maintenance costs are $10,000 per MWh-year with 365 cycles
per year. As a cycle is a charge and discharge of the battery, this is equivalent to saying that the
yearly battery capacity maintenance costs are $10,000 per MWh to fully charge and discharge
the BESS 365 times, which is approximately $27.40 per cycled MWh. The cost to charge (𝐶 𝑞,𝑖𝑛 )
and the cost to discharge (𝐶 𝑞,𝑜𝑢𝑡 ) are both set to $13.70 to ensure that the optimization routine
will only charge or discharge if that transaction profits at least $13.70 per MWh. With these
virtual costs in place the round-trip profit of 1 MWh is at least $27.40, ensuring that the only
energy transactions dealt are those that at least recoup the cost of battery cycling.
Increasing the virtual charge/discharge costs forces the optimization routine to only cycle
the battery for increasingly profitable energy transactions. This has the effect of reducing the
total number of cycles that the battery may experience. In a real system, these costs must be
taken into account to avoid non-economic cycling. In many of the configurations run by
CONESMO, the cost to charge and cost to discharge are both set to $27.40 (rather than $13.70)
so as to manage cycling closer to the desired limit of 365 cycles per year.
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3.5.5 – Battery Cost Management Comparison
To demonstrate the difference in outputs of the three cost and life cycle management
options (scaling, limiting, virtual), a 20-year project is simulated with CONESMO under 2016
market prices. The BESS modelled is 20 MW / 60 MWh co-located with 80 MW of simulated
wind generation. The virtual costs to charge and discharge are tested at both “FULL” (𝐶 𝑞,𝑖𝑛 =
𝐶 𝑞,𝑜𝑢𝑡 = $13.70) and “DOUBLE” (𝐶 𝑞,𝑖𝑛 = 𝐶 𝑞,𝑜𝑢𝑡 = $27.40). When scaling or limiting, the
nominal cycles for the year are 365 cycles. The results are shown in Table 11.
Table 11: Cost and Life Cycle Management Comparison

Mode

Equivalent Cycles

Project NPV

IRR

Scale
Limit
Virtual “FULL”
Virtual “DOUBLE”

706.10
363.12
594.40
387.13

$13,944,003.98
$3,949,557.58
$16,874,593.86
$10,026,190.50

17.93%
12.46%
19.83%
16.02%

Days Removed
from Service
0
161
0
0

It is observed in Table 11 that the equivalent cycles for “Scale” and “Virtual ‘FULL’” are
well above the nominal cycles of 365 expected by a battery warranty. When limiting the cycles
or using the “DOUBLE” set of virtual charge/discharge costs, the cycles are closer to
realistically acceptable values. As such, the “DOUBLE” values are used for many configurations
as seen in section 4 – Results. When limiting the ESS is removed from service for 161 days of
the year, which may not be realistically feasible. From this data, it is seen that scaling and
limiting may not be ideal management strategies. However, these strategies are still explored in
the results section to provide the reader with an understanding of the effects of different
operations.
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3.5.6 – Internal Rate of Return
After battery cost management operations, CONESMO performs a cash flow analysis and
calculates the project’s Internal Rate of Return (IRR) for a project life of 20 years [56] (or a user
specified number). Table 12 summarizes CONESMO’s financial assumptions. An example of a
CONESMO cash flow analysis for a run is shown in Table 13. It is noted that the battery
maintenance costs in Table 12 are intended to maintain the BESS’s nameplate energy capacity
through battery augmentation.
Table 12: Showing CONESMO's financial assumptions

Financial Parameters
ESS Cost (Per Energy Capacity)

Cost
$300 / kWh

ESS Cost (Per Power Rating)

$400 / kW

ESS Cost (Per Energy Capacity per
Year)
ESS Cost (Per Power Rating per
Year)
Project Life
MACRS Term
Income Tax Rate
Revenue Compound Annual
Growth Rate (CAGR)
O&M CAGR
Capacity Maintenance CAGR
Discount Rate
Revenue Reduction

$10 / kWh-year
$8.5 / kW-year
20 years
5 years
35%
5%
2.5%
0%
10%
0%

91

Breakdown
$200 / kWh – DC Modules and Battery
Management System
$100 / kWh – Construction and
Commissioning
$250 / kW –Power Conversion System
(Inverter & Protection (Switches,
Breakers, etc))
$60 / kW – Power Control System
$90 / kW – Electrical Balance of Plant
$10 / kWh-year – Battery Capacity
Maintenance Cost
$8.5 / kW-year – Fixed Overhead and
Maintenance (O&M)

Table 13: Cash flow analysis showing 7 of 10 years of a sample 10-year project's cash flows
Year 1

Year 2

Year 3

Year 4

Year 5

Year 6

Year 7

Revenue from DAE

$1,115,868

$1,171,661

$1,230,244

$1,291,756

$1,356,344

$1,424,161

$1,495,369

Revenue from Regulation
Revenue from Spinning
Reserves

$2,000,098

$2,100,103

$2,205,108

$2,315,364

$2,431,132

$2,552,689

$2,680,323

$9,005

$9,456

$9,929

$10,425

$10,946

$11,494

$12,068

Regulation Charging Costs

($1,027,675)

($1,079,059)

($1,133,012)

($1,189,663)

($1,249,146)

($1,311,603)

($1,377,183)

($170,000)

($174,250)

($178,606)

($183,071)

($187,648)

($192,339)

($197,148)

ESS Fixed O&M Cost
Initial Capital Cost

($26,000,000)

$0

$0

$0

$0

$0

$0

($1,180,458)

($1,180,458)

($1,180,458)

($1,180,458)

($1,180,458)

($1,180,458)

($1,180,458)

MACRS Avoided Income Tax

$1,820,000

$1,820,000

$1,820,000

$1,820,000

$1,820,000

$0

$0

Revenue Before Reduction

$4,944,971

$5,101,220

$5,265,281

$5,437,545

$5,618,422

$3,988,343

$4,187,761

Total Revenue

$4,944,971

$5,101,220

$5,265,281

$5,437,545

$5,618,422

$3,988,343

$4,187,761

Total Costs

($28,378,134)

($2,433,768)

($2,492,077)

($2,553,192)

($2,617,252)

($2,684,401)

($2,754,790)

Annual Cash Flow

($23,433,162)

$2,667,452

$2,773,204

$2,884,353

$3,001,170

$1,303,943

$1,432,971

PV (Present Value)

($23,433,162)

$2,424,957

$2,291,904

$2,167,057

$2,049,839

$809,646

$808,875

ESS Capacity Maintenance Cost

In the cash flow analysis shown in Table 13, the Year 1 revenue is calculated from the
simulation data. Specifically, the Revenue from Day-Ahead Energy (DAE), revenue from
regulation (combined capacity and mileage payments), and revenue from spinning reserves. The
simulation also provides the Regulation Charging Costs, which are the final costs of selling and
purchasing power in service of providing frequency regulation. These are calculated from the
final N = 8,760 hours of optimized results as follows:
•

𝐶
𝐷
𝐿𝑀𝑃
𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑓𝑟𝑜𝑚 𝐷𝐴𝐸 [$] = ∑𝑁
)
𝑡=1((𝑞𝑡 − 𝑞𝑡 ) ∙ 𝐶𝑡

•

𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑓𝑟𝑜𝑚 𝑅𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛 [$] =
𝑁

∑((𝑞𝑡𝑅𝐸𝐺 ∙ 𝐶𝑡𝑅𝐸𝐺𝑀𝐶𝑃 ) + (𝑞𝑡𝑅𝐸𝐺 ∙ 12 ∙ ∆𝑡 ∙ 𝛾𝑡𝑀𝐼𝐿𝐸 ∙ 𝐶𝑡𝑀𝐼𝐿𝐸 ∙ 𝜌))
𝑡=1

•

𝑆𝑃𝐼𝑁
𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑓𝑟𝑜𝑚 𝑆𝑝𝑖𝑛𝑛𝑖𝑛𝑔 𝑅𝑒𝑠𝑒𝑟𝑣𝑒𝑠 [$] = ∑𝑁
∙ 𝐶𝑡𝑆𝑃𝐼𝑁𝑀𝐶𝑃 )
𝑡=1(𝑞𝑡

•

𝑅𝑈
𝑅𝐷
𝐿𝑀𝑃
𝑅𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝐶ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝐶𝑜𝑠𝑡𝑠 [$] = ∑𝑁
∙ 𝑞𝑡𝑅𝐸𝐺 )
𝑡=1((𝛾𝑡 − 𝛾𝑡 ) ∙ 𝐶𝑡

The initial capital cost of the project is determined from the BESS’ power rating in MW
and its energy capacity in MWh. Additional yearly costs for overhead and maintenance (O&M)
and battery capacity maintenance are calculated from these values as well.
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The current tax depreciation system in the United States is the Modified Accelerated Cost
Recovery System (MACRS). In this system, the capital cost of a project is recovered over a
specified life by annual tax deductions for depreciation. CONESMO assumes a 5-year MACRS
term at an income tax rate of 35%. Observe in Table 13 that 35% of the initial capital cost is
recovered over the first five years in terms of MACRS avoided income tax.
CONESMO allows for a revenue reduction percentage, which removes that percentage of
revenue from each year before calculating that year’s cash flow. CONESMO assumes a 0%
revenue reduction for its runs.
Years following the first year of the project have their revenues and costs adjusted by
appropriate compound annual growth rates (CAGR). This accounts for inflation and other cost
changes. CONESMO assumes a 5% CAGR that is applied to revenue. A 2.5% CAGR is assumed
for O&M costs. As the price of lithium-ion batteries continues to decrease, a 0% CAGR is
assumed for capacity maintenance costs.
The annual cash flow is the sum of that year’s revenues and expenses. For present value
calculations, which determine a future cash flow’s value in present day dollars, a 10% discount
rate is assumed. The present value of the cash flow is
𝑃𝑉 =

𝐹𝑉
(1 + 𝑟)𝑁

where 𝑃𝑉 is the present value, 𝐹𝑉 is the future value, 𝑟 is the discount rate, and 𝑁 is the number
of years in the future the present value is being calculated from.
The IRR is calculated as the interest rate at which the net present value of the project over
its lifetime is equal to zero. It is found by solving for
𝑀

0=∑
𝑁=0

𝑃𝑉𝑁
(1 + 𝑅)𝑁
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where 𝑀 is the number of cash flow periods, 𝑃𝑉𝑁 is the present value at cash flow 𝑁, and 𝑅 is
the IRR. For a 10 year project (i.e. M = 10), with “Cash_Flow(12,x)” representing year x‘s
cash flow, the MATLAB code to calculate the IRR (variable r) appears as shown in
Figure 16.
IRR = vpasolve(0 == Cash_Flow(12,1)/((1+r)^0) + ...
Cash_Flow(12,2)/((1+r)^1) + ...
Cash_Flow(12,3)/((1+r)^2) + ...
Cash_Flow(12,4)/((1+r)^3) + ...
Cash_Flow(12,5)/((1+r)^4) + ...
Cash_Flow(12,6)/((1+r)^5) + ...
Cash_Flow(12,7)/((1+r)^6) + ...
Cash_Flow(12,8)/((1+r)^7) + ...
Cash_Flow(12,9)/((1+r)^8) + ...
Cash_Flow(12,10)/((1+r)^9),r,[0 1])
Figure 16: MATLAB CONESMO code for calculating a 10-year project’s IRR

3.6 – Simulation Runs
CONESMO simulates the ESS with the given model inputs and returns the IRR and
relevant financial and battery cycling/lifetime information. A programmatic loop is used to run
CONESMO under set of model inputs for all possible Neutral Zone ranges in 10% SOC
increments. The model with input assumptions stated in Table 9 and financial assumptions stated
in Table 12 is simulated. The results of these runs are shown in Section 4 – Results, as generated
by MATLAB and exported using the custom MATLAB “export_fig” function [57].
CONESMO runs were performed in MATLAB R2017b on an Intel i7-4790k 4.00 GHz
processor, taking approximately 45 minutes per configuration to simulate.
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3.7 – Major Assumptions
Several of CONESMO and this work’s major assumptions are summarized below:
•

Ancillary Services:
o Frequency Regulation:
▪

When the SOC is outside of the neutral zone, the AGC signal’s
prioritized regulation will increase by a factor of three, the nonprioritized regulation will decrease by a factor of three, and the
mileage will approximately halve. This is to represent MISO’s
prioritization of regulation based upon the ESS’ neutral zone and
SOC.

▪

The ESS is assumed to operate with a 100% performance factor.

o Spinning Reserves
▪

The dispatch of energy for spinning reserves is not modelled
because of its relative rarity with respect to other energy
operations.

•

Model:
o Co-located Generation:
▪

The co-located generation experiences no explicit efficiency loss
when exporting to the grid.

▪

The co-located generation’s energy production profile is
statistically recreated from a wind farm’s actual generation data.
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o Power Grid:
▪

The power grid is assumed to be ideal, such that it experiences no
outages and that it will always be capable of handling any
charge/discharge operations.

o ESS Inverter and Operation:
▪

The inverter’s power rating and ramp rate is sufficient to handle all
BESS operations.

▪

The ESS is assumed to always be online, unless otherwise stated.

o Battery:
▪

The battery is assumed to not self-discharge. In reality, a lithiumion battery loses some charge over time. It is assumed that this is
amount is negligible compared to the other energy operations of
interest.

▪

The battery is assumed to not experience calendar-life degradation.
In reality, a lithium-ion battery’s energy capacity experiences some
degradation over time regardless of use. It is assumed that this
amount is negligible compared to the degradation caused by
cycling.

o Battery Capacity:
▪

Any battery capacity maintenance is performed in such a way as to
ensure that the battery maintains its rated energy capacity across all
hours of simulated operation.
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▪

The battery’s actual energy capacity is oversized enough to ensure
that yearly battery augmentation maintains the battery’s rated
energy capacity.

•

Simulation:
o

CONESMO simulates 8,760 hours (1 year) of operation with a timestep
interval of 1 hour.

o

The SOC neutral zone limits are static across the year; In reality, they
may be dynamic and changed each hour.

o The Real-Time energy market prices are considered equivalent to the DayAhead energy market prices.
•

CONESMO:
o CONESMO only simulates Day-Ahead energy arbitrage, as well as
participation in the ancillary service market for frequency regulation and
providing spinning reserves.
o CONESMO has “perfect foresight” and knows all of the inputs ahead of
time, enabling a deterministic solution. This also ensures that outputs are
ideal, representing the absolute best possible outcomes.
o CONESMO places “zero bids” in the market; The tool acts as though all
energy transactions are bid into the market at $0 and are therefore all
accepted and acted upon.
o CONESMO is a “price taker” model that assumes that it does not affect
the markets that it is operating in.
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4 – Results
4.1 – Results Summary
It is noted that the results presented and the associated discussions apply only to the
outputs as determined by the specific set of inputs. A solar farm in lieu of wind may produce a
very different generation profile, affecting ESS operations. Prices from a specific MISO node in
2016 were used; Forecasted prices and/or prices from another node are expected to be different.
The frequency regulation assumptions, including prioritization methodologies, are approximated
based upon currently available information, and are subject to change. The results explored are
very specific to the inputs.
A nomenclature is established herein to identify CONESMO configurations. It consists of
six elements separated by forward slashes. These elements are shown in Table 14. Elements not
explicitly identified in this nomenclature are assumed to meet the assumptions as previously laid
out in Table 9. An example configuration designation is 20/60/80/Scale/365/MISO. This
identifies a 20 MW / 60 MWh ESS co-located with an 80 MW capacity generator. This ESS’s
battery capacity maintenance costs are being scaled at a nominal cycling value of 365
cycles/year. The AGC characteristics are the default assumptions (“MISO”) outlined in Table 6.
This simulation run is using the 2016 Day-Ahead LMPs and ASM MCPs. The project lifetime is
20 years.
When referring to a specific Neutral Zone run within a set of runs, that run is identified
by the nomenclature NZ[Neutral Zone Lower Limit (decimal) Neutral Zone Upper Limit
(decimal)]. For example, NZ[0.4 0.6] refers to a run with a Neutral Zone Lower Limit of 40%
SOC and a Neutral Zone Upper Limit of 60% SOC. When “battery cost scaling of X%” is used,
this refers to a run’s battery capacity maintenance costs being scaled by X% due to the year’s
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equivalent cycles as compared to the battery’s nominal yearly cycles. For example, if a
configuration has a nominal yearly cycles value of 400 and a run has “battery cost scaling at
200%”, it implies that that run had 800 equivalent cycles over the year, and that the cost of
battery capacity maintenance was doubled in the cash flow analysis and subsequent IRR
calculation. If the cost scaling is 100%, the default battery capacity maintenance cost is not
changed.
Note that nominal cycling values and cycle limit values of 365 are used to represent
modern day warranties that allow for the equivalent of one full depth of discharge cycle per day.
A nominal value of 800 is also used for comparison purposes. This value was found to be near
the actual calculated cycles for many runs. When 800 is used, it is assumed that some such
battery warranty is found and used that better accommodates higher cycling values. By using this
value, the battery capacity maintenance cost scaling and any ESS day of operation limiting is
reduced, facilitating a better approximation of a project’s IRR, with the assumption of a suitable
800 cycle per year warranty being used.
In “Virtual-Full” configurations, a virtual cost to charge and cost to discharge each of
$13.70 / MWh are used. In “Virtual-Double” configurations, the virtual cost to charge and cost to
discharge are both set to $27.40 / MWh. These are discussed in section 3.5.4 – Virtual Cost to
Charge and Cost to Discharge.
CONESMO was used in 14 configurations for each available Neutral Zone range, and
these results are summarized in Table 15. Visualizations of these results are displayed in
Appendix B: CONESMO Configuration Run Result Figures. One of these figures is shown in
duplicate in Figure 17, which shows the Internal Rate of Return for 20/60/80/VirtualFull/365/MISO.
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Table 14: Describing the nomenclature used for identifying a CONESMO configuration
#
1
2
3

Nomenclature Element
ESS Power Rating
ESS Energy Capacity
Co-located Generation Capacity

4

Battery Cost/Life Scheme

5

Nominal Cycles per Year

6

AGC Signal Characteristics

Options / Notes
Given in MW
Given in MWh
Given in MW, scaling simulated wind data discussed in 3.1.1 –
Hourly Inputs.
• “Scale” – Battery Capacity Maintenance Cost Scaling as in
3.5.2 – Scaling Battery Capacity Maintenance Costs
• “Limit” - Lifecycle Management through Limiting Cycles as in
3.5.3 – Limiting Maximum Cycles
• “Virtual-Full” – Cycling Management through virtual
charge/discharge costs as in 3.5.4 – Virtual Cost to Charge
and Cost to Discharge, both costs set to $13.70 / MWh
• “Virtual-Double” – Cycling Management through virtual
charge/discharge costs as in 3.5.4 – Virtual Cost to Charge
and Cost to Discharge, both costs set to $27.40 / MWh
• If “Scale”, this represents the nominal cycles above which
costs are scaled.
• If “Limit”, this represents the nominal cycles to which the run
is brought down to after removing from service by days.
• If “Virtual”, this represents the nominal cycles per year for the
warranty for cost reduction calculations
• “MISO” (Default AGC signal from Table 6)
• “INVERTED” (Inverted AGC signal from Table 7)
• “BALANCED” (Balanced AGC signal from Table 8)

Figure 17: 20/60/80/Virtual-Full/365/MISO - Internal Rate of Return
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Table 15: CONESMO Configuration and Run Results

Configuration
20/60/80/Virtual-Double/365/MISO

Greatest
IRR Run
NZ[0 1]

IRR of
Run
15.97%

Equivalent Cycles,
Cost Scaling, or Days
Removed from Service
386.02 cycles

20/60/80/Virtual-Full/365/MISO

NZ[0 1]

19.72%

591.33 cycles

20/60/800/Virtual-Double/365/MISO

NZ[0 1]

15.98%

386.39 cycles

20/120/80/Virtual-Double/365/MISO

NZ[0 1]

6.69%

193.77 cycles

20/60/80/Scale/365/MISO

NZ[0 0.3]

18.13%

260.28% of original cost

20/60/80/Scale/800/MISO

NZ[0 0.1]

23.83%

152.40% of original cost

20/120/80/Scale/365/MISO

NZ[0 0.5]

10.72%

111.04% of original cost

20/60/80/Limit/365/MISO

NZ[0 1]

12.31%

163 days

20/60/80/Limit/800/MISO

NZ[0 0.6]

22.02%

4 days

20/60/0/Virtual-Double/365/MISO

NZ[0 1]

15.97%

386.00 cycles

20/60/0/Virtual-Double/365/BALANCED

NZ[0 1]

14.30%

354.02 cycles

20/60/0/Virtual-Double/365/INVERTED

NZ[0 1]

15.25%

400.86 cycles

20/60/80/Virtual-Double/365/BALANCED

NZ[0 1]

14.55%

356.69 cycles

20/60/80/Virtual-Double/365/INVERTED

NZ[0 1]

16.88%

413.59 cycles
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Relevant
Figures for
Configuration
Figure 26
Figure 27
Figure 28
Figure 29
Figure 30
Figure 31
Figure 32
Figure 33
Figure 34
Figure 35
Figure 36
Figure 37
Figure 38
Figure 39
Figure 40
Figure 41
Figure 42
Figure 43
Figure 44
Figure 45
Figure 46
Figure 47
Figure 48
Figure 49
Figure 50
Figure 51
Figure 52
Figure 53

4.2 – Validation With StorageVET
StorageVET is configured to operate in the CAISO market, so the Regulation Up and
Regulation Down capacities are not constrained to be equal and frequency regulation payments
do not have separate capacity and mileage components. As such, StorageVET was used to
validate only the energy time shifting and spinning reserves calculations of CONESMO, as these
services follow similar rules in both MISO and CAISO. A 20 MW / 60 MWh configuration was
set up in CONESMO with year 2016 prices. The generation capacity was set to 100 MW, and the
prices for frequency regulation mileage and capacity were set to $0, ensuring that frequency
regulation is never economically viable and therefore is not used in the simulation. The
generation profile, Day-Ahead Market LMPs, and Ancillary Service Market MCPs for Spinning
Reserve capacity used in this CONESMO run were loaded into StorageVET. System efficiencies
and relevant financial values were made equivalent. The project lifetime was set to 10 years.
Under the above configuration, StorageVET reported that for the one year simulated, the
revenue from Day-Ahead energy time shift and Spinning Reserves was $9,421,489. Under these
same conditions, CONESMO reported a revenue of $9,439,116.73. These values are 0.187%
different. This demonstrates that when participating in energy arbitrage in the Day-Ahead
Market and providing spinning reserves, CONESMO and the validated StorageVET produce
nearly equivalent results.
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5 – Discussion and Conclusions
5.1 – Case Discussions
5.1.1 – Scaling of Battery Capacity Maintenance Costs

20/60/80/Scale/365/MISO
(Figure 34 and Figure 35)

20/60/80/Scale/800/MISO
(Figure 36 and Figure 37)

Figure 18: Comparing 20/60/80/Scale/x/MISO Configurations
Table 16: Scaling Configurations and Run Results
Configuration
20/60/80/Scale/365/MISO

Greatest
IRR Run
NZ[0 0.3]

IRR of
Run
18.13%

Cost Scaling
260.28% of original cost

20/60/80/Scale/800/MISO

NZ[0 0.1]

23.83%

152.40% of original cost

Relevant
Figures
Figure 34
Figure 35
Figure 36
Figure 37

Both “Scale” configurations (20/60/80/Scale/365/MISO and 20/60/800/Scale/800/MISO)
using the default “MISO” AGC characteristics from Table 6 in a 20 MW / 60 MWh
configuration displayed high IRRs. Figure 18 and Table 16 summarize the relevant results. It is
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noted that for both configurations, cycling values of the highest IRR runs are more than double
the common warranty limit of 365 cycles per year. As such, if one is limited to this 365 cycles
per year, neither of these configurations are feasible options. In practice, these systems would
need a proper Battery Management System exercising a judicious management scheme, and/or a
battery warranty not dependent upon a cycle count. This work highlights the need for utility,
technology, and ISO participation in the management of ESS cycling. The virtual costs to charge
and discharge are a method of simulating a management scheme that seeks to only make
economic transactions. This is explored later in section 5.1.3 – Virtual Costs to Charge and
Discharge.
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5.1.2 – Limiting Days of ESS Operation

20/60/80/Limit/365/MISO
(Figure 40 and Figure 41)

20/60/80/Limit/800/MISO
(Figure 42 and Figure 43)

Figure 19: Comparing 20/60/80/Limit/x/MISO Configurations
Table 17: Limiting Days Configurations and Run Results
Configuration
20/60/80/Limit/365/MISO

Greatest
IRR Run
NZ[0 1]

IRR of
Run
12.31%

Days Removed from
Service
163 days

20/60/80/Limit/800/MISO

NZ[0 0.6]

22.02%

4 days

Relevant
Figures
Figure 40
Figure 41
Figure 42
Figure 43

Both “Limit” configurations (20/60/80/Limit/365/MISO and 20/60/80/Limit/8000/MISO)
highlight the same issue as the “SCALE” runs; Without restrictions there is excessive scaling.
These results are summarized in Figure 19 and Table 17. These restrictions come in the form of
limiting the days of operation for the ESS. In the 20/60/80/Limit/365/MISO configuration, the
ESS is removed from service for 163 days (nearly 45% of the year) to keep the yearly cycling to
below 365 cycles. In the 20/60/80/Limit/800/MISO configuration, the ESS is only removed from
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service for four days, but this is because the acceptable number of cycles per year is 800. This
limiting is performed after the simulation results are available; In reality, it may be difficult to
impossible to determine the low revenue per cycle days ahead of time to properly remove the
ESS from service.
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5.1.3 – Virtual Costs to Charge and Discharge

20/60/80/Virtual-Double/365/MISO
(Figure 26 and Figure 27)

20/60/80/Virtual-Full/365/MISO
(Figure 28 and Figure 29)

Figure 20: Comparing 20/60/80/Virtual-x/365/MISO Configurations
Table 18: Virtual Costs Configurations and Run Results
Configuration
20/60/80/Virtual-Double/365/MISO

Greatest
IRR Run
NZ[0 1]

IRR of
Run
15.97%

Equivalent Cycles
386.02 cycles

20/60/80/Virtual-Full/365/MISO

NZ[0 1]

19.72%

591.33 cycles

Relevant
Figures
Figure 26
Figure 27
Figure 28
Figure 29

Implementing a virtual cost to charge and cost to discharge in the optimization function
most closely emulates a possible real-world ESS operational scheme. These virtual costs in the
objective function limit the cycling of the battery by ensuring that only economic transactions are
made. The results of a “Virtual-Full” configuration (costs at $13.70 / MWh) and a “VirtualDouble” (costs at $27.40 / MWh) configuration are summarized in Figure 20 and Table 18.
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The “Virtual-Full” configuration has yearly cycling values in excess of the desired 365
cycles, but illustrates well when compared to the “Virtual-Double” configuration that lower
virtual costs result in higher yearly cycling values. The “Virtual-Double” configuration’s excess
value of 386 cycles is relatively trivial, and could be further mitigated by increasing the virtual
costs. As such, this “Virtual-Double” configuration most closely approximates a real-world ESS
configuration and its optimized results as simulated under the given conditions. This
configuration results in a 20-year project IRR of nearly 16%.
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5.1.4 – Doubling of Energy Capacity

20/60/80/Scale/365/MISO
(Figure 34 and Figure 35)

20/120/80/Scale/365/MISO
(Figure 38 and Figure 39)

Figure 21: Comparing 20/x/80/Scale/365/MISO Configurations

One method of mitigating cycle is to reduce the relative energy throughput of the battery,
effectively resulting in a reduction in the calculation of equivalent cycles. By doubling the
battery’s energy capacity while maintaining the same energy throughput, the cycling is
effectively halved. As may be seen in Figure 21 (specifically comparing Figure 35 and Figure
39) for the NZ[0 1] run, the equivalent cycling drops from approximately 200% to 100% of the
common warranty value of 365 cycles per year when the battery capacity is doubled from 60
MWh to 120 MWh. However, the capital costs go up; The 120 MWh ESS has an initial capital
cost of $44 million compared to the 60 MWh ESS’ initial capital cost of $26 million. Though the
120 MWh ESS does see reduced cycling, the initial capital costs reduce the project’s IRR. This
indicates that increasing an ESS’ battery energy capacity to decrease equivalent cycling may not
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always be the economically prudent choice. This same “doubling” of the energy capacity is
performed with a “Virtual-Double” configuration, as shown in Figure 22.

20/60/80/Virtual-Double/365/MISO
(Figure 26 and Figure 27)

20/120/80/Virtual-Double/365/MISO
(Figure 32 and Figure 33)

Figure 22: Comparing 20/x/80/Virtual-Double/365/MISO Configurations
Table 19: Doubling of Energy Capacity Configurations and Run Results
Configuration
20/60/80/Virtual-Double/365/MISO

Greatest
IRR Run
NZ[0 1]

IRR of
Run
15.97%

Equivalent Cycles or
Cost Scaling
386.02 cycles

20/120/80/Virtual-Double/365/MISO

NZ[0 1]

6.69%

193.77 cycles

20/60/80/Scale/365/MISO

NZ[0 0.3]

18.13%

260.28% of original cost

20/120/80/Scale/365/MISO

NZ[0 0.5]

10.72%

111.04% of original cost

Relevant
Figures
Figure 26
Figure 27
Figure 32
Figure 33
Figure 34
Figure 35
Figure 38
Figure 39

Table 19 summarizes the results seen in Figure 21 and Figure 22. In both cases, doubling
the energy capacity approximately halves the equivalent cycling, but decreases the IRR by
increasing the initial capital cost and yearly maintenance costs.
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5.1.5 – Different Generation Capacity on Virtual Cost Configurations

20/60/0/Virtual-Double/365/MISO
(Figure 44)

20/60/80/Virtual-Double/365/MISO
(Figure 26)

20/60/800/VirtualDouble/365/MISO
(Figure 30)

Figure 23: Comparing 20/60/x/Virtual-Double/365/MISO Configurations
Table 20: Different Generation Capacity Configurations and Run Results
Configuration
20/60/0/Virtual-Double/365/MISO

Greatest
IRR Run
NZ[0 1]

IRR of
Run
15.97%

Equivalent Cycles
386.00 cycles

20/60/80/Virtual-Double/365/MISO

NZ[0 1]

15.97%

386.02 cycles

20/60/800/Virtual-Double/365/MISO

NZ[0 1]

15.98%

386.39 cycles

Relevant
Figures
Figure 44
Figure 45
Figure 26
Figure 27
Figure 30
Figure 31

A 20 MW / 60 MWh ESS under the “Virtual-Double” configuration is simulated with
three different co-located generation capacities: 0 MW, 80 MW, and 800 MW. For all three, the
IRR is approximately 16%, and the equivalent cycles is approximately 386 cycles. Under the
“Virtual-Double” configuration, the ESS will not charge from the generator unless it makes at
least $27.40 per MWh to charge. This is not necessarily reflective of the electrochemical
degradation cost of the battery, and suggestions for future work that explore more dynamic
virtual costs are made in section 5.2 – Future Work. In the DA LMP dataset used for these
simulations, the average DA LMP is $28.30 / MWh, above the virtual cost to charge of $27.40 /
MWh. As such, the average “optimal” energy transaction is to sell the co-located generator’s
produced energy directly to the grid. This results in few observed differences in total charging
from the co-located generation between the configurations being discussed despite great
differences in co-located generation energy availability.
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5.1.6 – Different AGC Schemes

20/60/0/Virtual-Double/365/MISO
(Figure 44)

20/60/0/VirtualDouble/365/BALANCED
(Figure 46)

20/60/0/VirtualDouble/365/INVERTED
(Figure 48)

Figure 24: Comparing 20/60/0/Virtual-Double/365/x Configurations

386.00, 354.02, 400.86 cycles

20/60/80/Virtual-Double/365/MISO
(Figure 26)

20/60/80/VirtualDouble/365/BALANCED
(Figure 50)

20/60/80/VirtualDouble/365/INVERTED
(Figure 52)

Figure 25: Comparing 20/60/80/Virtual-Double/365/x Configurations
Table 21: Different AGC Scheme Configurations and Run Results
Configuration
20/60/0/Virtual-Double/365/MISO

Greatest
IRR Run
NZ[0 1]

IRR of
Run
15.97%

Equivalent Cycles
386.00 cycles

20/60/0/Virtual-Double/365/BALANCED

NZ[0 1]

14.30%

354.02 cycles

20/60/0/Virtual-Double/365/INVERTED

NZ[0 1]

15.25%

400.86 cycles

20/60/80/Virtual-Double/365/MISO

NZ[0 1]

15.97%

386.02 cycles

20/60/80/Virtual-Double/365/BALANCED

NZ[0 1]

14.55%

356.69 cycles

20/60/80/Virtual-Double/365/INVERTED

NZ[0 1]

16.88%

413.59 cycles

Relevant
Figures
Figure 44
Figure 45
Figure 46
Figure 47
Figure 48
Figure 49
Figure 26
Figure 27
Figure 50
Figure 51
Figure 52
Figure 53

As discussed in section 5.1.5 – Different Generation Capacity on Virtual Cost
Configurations, the “Virtual-Double” configuration does not readily utilize co-located generation
due to its cost to charge being less than the average DA LMP. As such, there is little difference
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between the observed phenomena visualized in Figure 24 and Figure 25, the results of which are
summarized in Table 21. It is observed in both cases that under the “default MISO” AGC
scheme (Table 6), which favors charging from the grid, an IRR of approximately 16% and
equivalent cycles of approximately 386 cycles per year are observed. Under a “balanced” AGC
scheme (Table 8), the IRR reduces to around 14.4% and the yearly equivalent cycles reduce to
around 355 cycles. Under this more balanced scheme, there is more flexibility in finding a
profitable static Neutral Zone Upper Limit. Note that if the upper limit is reduced too far (below
30%), the IRR drops, as the ESS tends to not maintain sufficient energy reserves to profit from
providing spinning reserves or regulation up services. Under the “inverted” AGC scheme (Table
7), which favors discharging to the grid, having co-located generation increases the IRR and
cycling. This is because this “inverted” AGC scheme is more profitable for energy discharged to
the grid, and that energy may be obtained from the co-located generation rather than needing to
be purchased from the grid.

5.2 – Future Work
The world of energy storage modelling is still bountiful for those wishing to explore and
expand the field. CONESMO alone sets the stage for multiple directions of future work,
including:
•

Increasing the time resolution to more accurately simulate the system.

•

Simulating an ESS with a BMS that selectively cycles battery cells based upon their
cycling age so as to minimize overall aging while still allowing higher levels of cycling.

•

Exploring different virtual cost to charge and cost to discharge schemes; For example, the
virtual cost to charge could be set to ensure that the ESS does not charge (even from co-
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located generation) unless the transaction recoups the electrochemical degradation cost,
while the virtual cost to discharge would be set to at least recoup this loss with extra
value being used to manage cycling.
•

Approaching the virtual cost to charge and cost to discharge in a more dynamic manner.
Specifically, this work sets static cost to charge and cost to discharge values in the
optimization function that ensure that battery cycling is profitable. A dynamic approach
could view the “cost” of the energy stored in the battery in terms of its electrochemical
degradation maintenance costs and then adjust the cost to discharge to ensure that this
“cost” is recouped.

•

Exploring deterministic and dynamic neutral zone limit schemes that facilitate SOC
management and battery life cycle management.

•

Modifying the system being modelled to include a behind-the-meter load.

•

Modelling multiple ESS behind the meter to simulate a system such as a large solar array
with a DC-coupled BESS at each inverter.

5.3 – Conclusion
In general, the need for battery cycle management and/or better battery warranties is
evident. However, when these are present, CONESMO shows that an ESS may by a profitable
capital investment. IRR calculations are dependent upon the cash flow, which is dependent upon
the actual system operation and costs. These costs differ across regions, vendors, and time. The
system’s operational costs are determined in great part by battery cycling management and
managed energy transactions. Management systems that utilize an appropriate virtual cost to
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charge and cost to discharge may be the most economically prudent method for managing the
battery’s life cycle while still maintaining a profit.
In conclusion, CONESMO highlights the need for accurate modelling of energy storage
systems, and the importance of the role that the ISO and other governing entities play with
regards to how their policies affect battery energy storage system cycling. The increased cycling
count seen in many configurations compared to the current nominal value of 365 cycles per year
cannot be neglected, and the effects of this increased cycling must be taken into account when an
ESS project is considered and when its battery management system is developed. CONESMO
does not succeed in modelling a system with a sufficient time resolution or with accurate
frequency regulation prioritization assumptions to draw specific conclusions at this time. This is
due to the incompatible nature of deterministic modelling and non-deterministic policies. In
practice, MISO’s frequency regulation prioritization will depend upon many factors, such as the
need for frequency regulation in an area as determined by how many regulating resources are in
that area. This means that a sufficiently large ESS will not act as a “price taker” and will affect
the market. An ESS operating in a region saturated with sufficient regulating reserves will not be
prioritized in the same manner as a more isolated ESS. This non-deterministic nature of the
actual prioritization limits the accuracy of deterministic models like CONESMO. There will
always be uncertainties present when deterministically modelling a non-deterministic situation.
However, as long as a potential investor recognizes the risks and uncertainties in their investment
considerations, deterministic energy storage valuation tools like CONESMO will remain the best
tools available for valuating energy storage systems
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Appendix A: CONESMO Program Flowchart
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Appendix B: CONESMO Configuration Run Result Figures

Figure 26: 20/60/80/Virtual-Double/365/MISO - Internal Rate of Return

Figure 27: 20/60/80/Virtual-Double/365/MISO - Equivalent Cycles per Year
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Figure 28: 20/60/80/Virtual-Full/365/MISO - Internal Rate of Return

Figure 29: 20/60/80/Virtual-Full/365/MISO - Equivalent Cycles per Year
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Figure 30: 20/60/800/Virtual-Double/365/MISO - Internal Rate of Return

Figure 31: 20/60/800/Virtual-Double/365/MISO - Equivalent Cycles per Year
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Figure 32: 20/120/80/Virtual-Double/365/MISO - Internal Rate of Return

Figure 33: 20/120/80/Virtual-Double/365/MISO - Equivalent Cycles per Year
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Figure 34: 20/60/80/Scale/365/MISO - Internal Rate of Return

Figure 35: 20/60/80/Scale/365/MISO - Battery Cost Scaling
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Figure 36: 20/60/80/Scale/800/MISO - Internal Rate of Return

Figure 37: 20/60/80/Scale/800/MISO - Battery Cost Scaling
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Figure 38: 20/120/80/Scale/365/MISO - Internal Rate of Return

Figure 39: 20/120/80/Scale/365/MISO - Battery Cost Scaling
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Figure 40: 20/60/80/Limit/365/MISO - Internal Rate of Return

Figure 41: 20/60/80/Limit/365/MISO - Days Removed from Service
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Figure 42: 20/60/80/Limit/800/MISO - Internal Rate of Return

Figure 43: 20/60/80/Limit/800/MISO - Days Removed from Service
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Figure 44: 20/60/0/Virtual-Double/365/MISO - Internal Rate of Return

Figure 45: 20/60/0/Virtual-Double/365/MISO - Equivalent Cycles per Year
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Figure 46: 20/60/0/Virtual-Double/365/BALANCED - Internal Rate of Return

Figure 47: 20/60/0/Virtual-Double/365/BALANCED - Equivalent Cycles per Year
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Figure 48: 20/60/0/Virtual-Double/365/INVERTED - Internal Rate of Return

Figure 49: 20/60/0/Virtual-Double/365/INVERTED - Equivalent Cycles per Year
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Figure 50: 20/60/80/Virtual-Double/365/BALANCED - Internal Rate of Return

Figure 51: 20/60/80/Virtual-Double/365/BALANCED - Equivalent Cycles per Year

129

Figure 52: 20/60/80/Virtual-Double/365/INVERTED - Internal Rate of Return

Figure 53: 20/60/80/Virtual-Double/365/INVERTED - Equivalent Cycles per Year
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Appendix C: Linear Programming Optimization Example
To facilitate an understanding of the implementation of inequality constraints in mixed
integer linear programming in MATLAB, specifically using the “linprog()” function, an
example MATLAB script is written and explored below. This script is referred to as “Apples and
Bananas”. A numerical example with an accompanying visualization is shown first.
Consider desiring to minimize some objective function
1
−𝑥 + − 𝑦
3
subject to the following two inequality constraints
𝑥+𝑦 ≤2
𝑥 + 1⁄4 𝑦 ≤ 1

In linear programming, the decision variables are the variables whose quantities are
sought. The inequality constraints and the objective function are linearized with respect to these
decision variables. In this example, x and y are the decision variables. The inequality constraints
may be represented in MATLAB as the matrix “A = [1 1; 1 1/4]” and the vector “B =
[2 1]”. These constraints are visualized in Figure 54, where valid values for x and y are
assumed to be positive, and the area bounded by the constraints is shown in grey. The objective
function may be represented as “C = [-1 -1/3]”. In its simplest form, the MATLAB
“linprog()” function takes as inputs matrix A and vectors B and C, and is used in the form “q
= linprog(C,A,B)” to solve for minimizing 𝐶′ ∙ 𝑞 such that 𝐴 ∙ 𝑞 ≤ 𝐵. Essentially, it finds
the values for the decision variables that minimize the objective function while subject to the
given inequality constraints. In this example, the result is “q = [0.6667; 1.3333]”,
indicating that the values 𝑥 = 2⁄3 and 𝑦 = 4⁄3 minimize the objective function while still being
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subject to the inequality constraints. In Figure 54, this is the intersection point of the two lines. If
the objective function is changed to −𝑥 + −𝑦 such that “C = [-1 -1]”, the resultant
decision variable values that minimize this new objective function are 𝑥 = 0 and 𝑦 = 2, which
is on the 𝑥 + 𝑦 ≤ 2 line’s y-intercept. Visually with respect to Figure 54, “q =
linprog(C,A,B)” finds the values of x and y that minimize the objective function while
lying within the constrained region.
y
5
4
𝑥 + 1⁄4 𝑦 ≤ 1
3
2

𝑥+𝑦 ≤2
1

0

1

2

3

x

Figure 54: Inequality Constraint Visualization

As the complexity of the linear program increases, so too does the complexity of
visualizing it. A MATLAB script is used below to explore how complex linear programming
models are represented in MATLAB.
The custom MATLAB script “Apples and Bananas” models a scenario in which you are
responsible for purchasing apples and bananas from a market each day for three days to satisfy
the demand of a group of people while spending the least amount of money in total. For each of
these three days, the group has a total number of fruits that they need, as well as a specific
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minimum number demanded for each fruit. The prices of each fruit are known for each day
ahead of time. These demands and prices are shown in Table 22. This is an example of a “perfect
foresight” model, as all of the inputs (i.e. prices and demands) are known ahead of time.
Table 22: Apples and Bananas - Daily Demand and Prices
Day 1

Day 2

Day 3

Demand for Apples

4

3

8

Demand for Bananas

4

7

1

Total Fruit Demand

20

25

20

Price of an Apple

$2

$1

$2

Price of a Bananas

$1

$2

$1

The objective function in this scenario will simply be the sum of the number of each fruit
bought multiplied by the price of that fruit each day for all three days (i.e. the total cost). As
there are two fruits and three days, there are a total of six decision variables, each uniquely
representing how many of a particular fruit to purchase on a particular day. As the objective
function is linearized with respect to the decision variables, the objective function is six entries
long when expressed as a vector in MATLAB. It is arbitrarily decided that the former three
indices represent the price of apples, and the latter three indices represent the price of bananas. In
“Apples and Bananas”, this objective function (referred to in the code as the “cost function”)
becomes “Cost_Of_Fruits = [2; 1; 2; 1; 2; 1]”. The script ultimately runs “x =
linprog(Cost_Of_Fruits,A,B)”, which yields a vector x whose first three values
represent the number of apples to buy on each of the three corresponding days, and whose latter
three values represent the number of bananas to buy on each of the three corresponding days.
The total cost of purchasing all fruits is ultimately found by element-wise multiplication of
Cost_Of_Fruits and vector x. All MATLAB code is shown in “frames” to distinguish from
normal text. The script begins as follows.
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%% "Apples and Bananas"
% Linear Programming Optimization Example
% Patrick McCarthy - July 4, 2018
%%
%
%
%
%
%

Premise:
You need to buy Apples and Bananas from the market daily for three days.
Each day you have to buy at least a certain number of Apples and at
least a certain number of Bananas to satisfy individual demand.
Each day, the price of each fruit changes.
Your goal is to satisfy each day's demand at the minimal cost.

clc;
clear;
%% Fruit Demand and Prices
% The demand for each type of fruit each day
Demand_For_Apples = [ 4; 3; 8 ];
Demand_For_Bananas = [ 4; 7; 1 ];
% The demand for total amount of fruit for each day
Demand_Total_For_Fruits = [ 20; 25; 20 ];
% The price for each fruit for that day
Price_Of_Apples = [ 2; 1; 2 ];
Price_Of_Bananas = [ 1; 2; 1 ];
%% Parameter Setup
% The number of days is 3, from the list of demands (3 days of demand)
Number_Of_Days = length(Demand_For_Apples);
% Set up the cost function (Cost of buying Fruits)
Cost_Of_Fruits = [ Price_Of_Apples;
Price_Of_Bananas ];
% The above becomes the column vector: "2 1 2 1 2 1"
% Get the length of this cost function
length_Of_Cost_Function = length(Cost_Of_Fruits);
%
%
%
%
%
%
%

The Decision Variables are how many of each fruit to buy.
We declare and use the following indexing:
Apples_To_Buy
= x(1:Number_Of_Days)
Bananas_To_Buy
= x(Number_Of_Days+1:2*Number_Of_Days)
The Decision Variables will be at the above positions in the
linprog solution "x".
The indexing comes from how we set up Cost_Of_Fruits.

% Initialize the Constraint Matrix (A) and inequality vector (B)
% e.g. A = [1 2] and B = 4,
%
with decision variables "x" and "y", with a cost function Q,
%
Q = linprog(C, A, B) will produce Q containing the values of
%
x and y that minimize equation Q such that 1x+2y <= 4.
A = [];
B = [];
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In the above, Cost_Of_Fruits is established as the column vector of the prices of the
fruits. The inequality constraint matrix A and the inequality vector B are established as null, and
are appended to as constraints are established. These constraints are established below. The first
constraint establishes that you may not purchase a negative number of fruits.
%%
%
%
%
%
%

Constraint 1 - Non-negative fruits
You must buy a non-negative number of apples and bananas each day.
So, for apples, this is "Apples_To_Buy >= 0". We rewrite this as:
" -Apples_To_Buy <= 0 "
and append this constraint to the constraint matrix "A" and
the inequality vector "B".

% The inequality constraint matrix has 3 rows (1 for each day)
% and 6 columns (1 for each element of the cost function)
A_NonNegativePurchasesOfApples =
sparse(Number_Of_Days,length_Of_Cost_Function);
% The inequality vector has 3 rows (1 for each day)
B_NonNegativePurchasesOfApples = sparse(Number_Of_Days,1);
% Establish the apple inequality constraints
for n = 1:Number_Of_Days
A_NonNegativePurchasesOfApples(n, n) = -1;
end
% Append constraints and vector
A = [A; A_NonNegativePurchasesOfApples];
B = [B; B_NonNegativePurchasesOfApples];

A_NonNegativePurchasesOfBananas =
sparse(Number_Of_Days,length_Of_Cost_Function);
B_NonNegativePurchasesOfBananas = sparse(Number_Of_Days,1);
% Establish the banana inequality constraints
for n = 1:Number_Of_Days
A_NonNegativePurchasesOfBananas(n, n + Number_Of_Days) = -1;
end
% Append constraints and vector
A = [A; A_NonNegativePurchasesOfBananas];
B = [B; B_NonNegativePurchasesOfBananas];

Recall that the column indexing used for the inequality constraints are the former three
indices representing apples for those respective days and the latter three indices representing
bananas for those respective days. In the above, note the difference in column indexing when
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establishing the inequality constraints for apples compared to bananas. Both use a “for n =
1:Number_Of_Days” loop. The apples loop applies values to column index “n” which are
indices 1, 2, and 3. The bananas loop applies values to column index “n +
Number_Of_Days” which are indices 4, 5, and 6.
After constraint 1 is established, the inequality constraint matrix A is
A =
-1
0
0
0
0
0

0
-1
0
0
0
0

0
0
-1
0
0
0

0
0
0
-1
0
0

0
0
0
0
-1
0

0
0
0
0
0
-1

And the inequality vector B is
B =
0
0
0
0
0
0

Recalling that A and B represent inequality constraints such that 𝐴 ∙ 𝑥 ≤ 𝐵 where x is the
decision variable representing the quantity of a particular fruit to purchase for a particular day,
𝐴 ∙ 𝑥 ≤ 𝐵 may be visualized as matrix multiplication as in Figure 55.

A=

x=
Apples to purchase on
Day 1
Day 2
Day 3
-1
0
0
0
-1
0
0
0
-1
0
0
0
0
0
0
0
0
0

Bananas to purchase on
Day 1
Day 2
Day 3
0
0
0
0
0
0
0
0
0
-1
0
0
0
-1
0
0
0
-1

B=
≤
≤
≤
≤
≤
≤

Figure 55: Apples and Bananas - Matrix Multiplication Visualization
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0
0
0
0
0
0

In Figure 55 it may be seen from the first row (adjacent to the indicator “A =”) that the
negative of the apples to purchase on day 1 must be less than or equal to 0. This is logically
equivalent to the apples to purchase on day 1 being greater than or equal to 0. This establishes
that a non-negative number of apples must be purchased on day 1. The 6 rows collectively
establish this non-negative constraint for each of two fruits for each of three days.
Constraint 2 requires that you must buy at least the number of each fruit demanded for
that day.
%% Constraint 2 - Satisfy individual fruit demand each day
% You must buy at least the unique fruits' demand each day.
%
% Apples_To_Buy >= Demand_For_Apples
% -->
-Apples_To_Buy <= -Demand_For_Apples
A_AppleDemand = sparse(Number_Of_Days,length_Of_Cost_Function);
B_AppleDemand = -Demand_For_Apples;
for n = 1:Number_Of_Days
A_AppleDemand(n, n) = -1;
end
A = [A; A_AppleDemand];
B = [B; B_AppleDemand];

% Bananas_To_Buy >= Demand_For_Bananas
% -->
-Bananas_To_Buy <= -Demand_For_Bananas
A_BananaDemand = sparse(Number_Of_Days,length_Of_Cost_Function);
B_BananaDemand = -Demand_For_Bananas;
for n = 1:Number_Of_Days
A_BananaDemand(n, n + Number_Of_Days) = -1;
end
A = [A; A_BananaDemand];
B = [B; B_BananaDemand];

Constraint 3 requires that the total number of fruits purchased each day must be at least
the required total demand for that day.
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%% Constraint 3 - Satisfy total fruit demand each day
%
%
Apples_To_Buy + Bananas_To_Buy >= Demand_Of_Total_Fruits
% --> -Apples_To_Buy + -Bananas_To_Buy <= -Demand_Of_Total_Fruits
A_MeetTotalFruitDemand = sparse(Number_Of_Days,length_Of_Cost_Function);
B_MeetTotalFruitDemand = -Demand_Total_For_Fruits;
for n = 1:Number_Of_Days
A_MeetTotalFruitDemand(n, n) = -1;
A_MeetTotalFruitDemand(n, n + Number_Of_Days) = -1;
end
A = [A; A_MeetTotalFruitDemand];
B = [B; B_MeetTotalFruitDemand];

After constraints 1, 2, and 3 are applied, the inequality constraint matrix A is
A =
-1
0
0
0
0
0
-1
0
0
0
0
0
-1
0
0

0
-1
0
0
0
0
0
-1
0
0
0
0
0
-1
0

0
0
-1
0
0
0
0
0
-1
0
0
0
0
0
-1

0
0
0
-1
0
0
0
0
0
-1
0
0
-1
0
0

0
0
0
0
-1
0
0
0
0
0
-1
0
0
-1
0

0
0
0
0
0
-1
0
0
0
0
0
-1
0
0
-1
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And the inequality vector B is
B =
0
0
0
0
0
0
-4
-3
-8
-4
-7
-1
-20
-25
-20

Similar to Figure 55, the above A and B are shown in a matrix multiplication visualization
with the constraints separated visually in Figure 56. Observe the first row of constraint 3’s
addition to the inequality constraint matrix A. It states that the sum of the negatives of the day 1
purchases of apples and bananas must be less than or equal to -20. This is logically equivalent to
stating that on day 1, the sum of apples and bananas purchased must be greater than or equal to
20, which is the constraint defined back in Table 22.
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x=
Apples to purchase on
A=
Constraint 1

Constraint 2

Constraint 3

Bananas to purchase on

Day 1

Day 2

Day 3

Day 1

Day 2

Day 3

-1

0

0

0

0

0

≤

B=
0

0

-1

0

0

0

0

≤

0

0

0

-1

0

0

0

≤

0

0

0

0

-1

0

0

≤

0

0

0

0

0

-1

0

≤

0

0

0

0

0

0

-1

≤

0

-1

0

0

0

0

0

≤

-4

0

-1

0

0

0

0

≤

-3

0

0

-1

0

0

0

≤

-8

0

0

0

-1

0

0

≤

-4

0

0

0

0

-1

0

≤

-7

0

0

0

0

0

-1

≤

-1

-1

0

0

-1

0

0

≤

-20

0

-1

0

0

-1

0

≤

-25

0
0
-1
0
0
-1
≤
-20
Figure 56: Apples and Bananas - Final Matrix Multiplication Visualization

Now that the constraints are established, the linear program may use “x =
linprog(Cost_Of_Fruits,A,B,…)” to calculate the number of apples and bananas to
purchase each day, subject to the given constraints, that minimize the cost function.
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%% Linear Optimization
options = optimset('Display','none'); % Suppress "Optimal solution found"
message.
x = linprog(Cost_Of_Fruits, A, B, [], [], [], [], options)
% Separate Decision Variables from the solution "x"
% The Decision Variables are how many of each fruit to buy:
Apples_To_Buy
= x(1:Number_Of_Days)
Bananas_To_Buy
= x(Number_Of_Days+1:2*Number_Of_Days)
% Calculate the total fruits to purchase each day
Total_Fruits_To_Buy_Each_Day = Apples_To_Buy + Bananas_To_Buy
% Calculate the total cost by concatenating decision variables and
% element-wise multiplying them by their cost each day.
Total_Cost = sum([Apples_To_Buy;Bananas_To_Buy] .* Cost_Of_Fruits)

The above yields
x =
4
18
8
16
7
12

which is separated back into the total fruits to purchase each day (with the first entry representing
the number to purchase on day 1, and so on):
Apples_To_Buy =
4
18
8
Bananas_To_Buy =
16
7
12
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It is observed that the above meets the criteria defined at the beginning of the problem.
Total_Fruits_To_Buy_Each_Day =
20
25
20

Similarly, the total fruits purchased each day satisfy the total fruit demand for each day,
and no additional fruits are purchased as this would not minimize the total cost.

Total_Cost =
84

Finally, the total cost for buying fruits for all three days is calculated to be $84. This is
calculated by summing the element-wise multiplication of the objective function
“Cost_Of_Fruits” and the concatenated decision variables, “Apples_To_Buy” and
“Bananas_To_Buy”.
The “Apples and Bananas” script demonstrates the application of linear programming to
minimize an objective function with three constraints applying to six decision variables.
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