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Abstract
Existence and some regularity results of global attractor in Lq , q  1, for m-Laplacian type quasilinear
parabolic equation with a perturbation like a(x)(|u|αu − |u|βu) + f (x) with α > β  0, a(x)  0 are
proved. For the proofs Moser’s technique is used extensively.
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1. Introduction
In this paper we consider global attractors for nonlinear parabolic equations:
ut − div
(
σ
(|∇u|2)∇u)+ g(x,u) = f (x), t > 0, x ∈ Ω, (1.1)
u(x,0) = u0(x), x ∈ Ω; u(x, t) = 0, x ∈ ∂Ω, t > 0, (1.2)
where σ(v2) is a function like σ(v2) = |v|m, m  0, and Ω is a bounded domain in RN with
a smooth, say, C2 class, boundary ∂Ω .
When m = 0 in the example the problem is a very standard one and the existence and various
properties of global attractor are well studied (cf. [3,5,7,16] and the references cited there). But
the case m > 0 does not seem to be considered sufficiently. When m > 0 Cholewa and Dlotko [4,
Chapter 8] treated the case g(x,u) = |u|αu + g0(u), α > 0, and proved the existence of global
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the notation of function spaces.) They apply a general abstract theory of monotone operator and
for this the function g0(u) is assumed to be globally Lipshitz continuous. So we cannot apply
directly their result to the cases, e.g., g(x,u) = |u|αu− |u|βu, g(x,u) = |u|αu− |u|βu sinu and
g(x,u) = a(x)(|u|αu − |u|βu), a(x)  0, etc., where α > β  0. One of the difficulty in such
nonlinearities lies in the fact that the estimates derived in [4, Chapter 8] are not sufficient to
assure the uniqueness or the continuous dependence on the initial data of solutions. For a special
example as the first case we can in fact use the inequality g(x,u)u k0|u|α+2 −L|u| with some
k0,L > 0 to derive an estimate like∥∥u(t)∥∥
p
Ct−1/α + C(L + M)1/(α+1) (1.3)
for any p  1 including p = ∞, where M = ‖f ‖∞. This estimate is sufficient to show the
uniqueness of solutions. For a more general case g(x,u) = a(x)(|u|αu−|u|βu) with a(x) 0 we
cannot derive L∞ estimate as above, but, for this example we can utilize the relation gu(x,u)
−k1 > 0 to ensure the uniqueness of the solutions. However, for a little more general nonlineari-
ties like g(x,u) = a(x)(|u|αu−|u|βu sinu), α > β  0, and g(x,u) = a(x)(|u|αu−sin(|u|βu)),
α  0, β  0, any of above devices are not applicable and we must employ another method to
derive uniqueness or continuous dependence on the initial data. We also note that Lq , q = 2,
global attractor for (1.1)–(1.2) is not considered in [4].
In this paper we first establish the existence of a global attractor A in Lq , q > max{1, (r −
m)N/(m + 2)}, for a class of nonlinearity including all of the above examples, where r  0
is a certain exponent depending on the nonlinearity. To ensure the uniqueness we derive L∞
estimate of solutions u(t), t > 0, by use of Moser’s technique as in Véron [17], Alikakos [1],
Nakao [11,12] and Ohara [15]. Our global attractor is in fact a bounded set in W 1,m+20 ∩L∞ and
independent of q . We also give some estimates on the size and attracting properties of A.
Recently, Takeuchi and Yokota [10] have showed the existence and some characterizations
of L2 global attractor of problem (1.1)–(1.2) for the case: g(x,u) = g(u) and f (x) ≡ 0. They
assumed that (1) lim inf|u|→∞ g′(u)/(m + 1)|u|m > −λ1 (the first eigenvalue of the principal
nonlinear operator) if m > N − 2 and (2) infg′(u) > −∞ if 0  m  N − 2. Their class of
nonlinearity includes typical examples, but, the oscillatory cases like g(u) = |u|αu− |u|βu sinu,
α > β > α−1, and g(u) = u−sin(|u|βu), β > 0, etc. are excluded. We also note that the method
in [10] does not seem to fit to construct a global attractor in Lq , 1 q < 2. Quite recently Mat-
suura and Otani [9] have investigated a similar problem with a class of nonlinear terms including
oscillatory ones as above and proved the existence of L∞ global attractor, but, they assume es-
sentially lim sup|u|→∞ g(u)/u > k0 > 0 and the important class g(x,u) = a(x)(|u|αu − |u|βu)
with a degenerate a(x) 0 is excluded.
Our second aim is concerned with a regularity of the attractor A. Under an additional regu-
larity assumption on f (x) we derive an estimate of solutions u(t), t > 0, in W 1,∞0 and show that
the global attractor is in fact a bounded set of W 1,∞0 . For our purpose we again use Moser’s tech-
nique as in Alikakos and Rostamian [2], Nakao and Chen [13] and Nakao and Ohara [14]. But
our perturbation g(x,u)− f (x) is different from the ones in those papers and some new devices
are required. In [9,10] C1,α regularity of the global attractors is proved by use of a technique or
a deep result in DiBenedetto [6], while here we use direct multiplier techniques.
2. Statement of results
We make the following assumptions:
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the conditions
k0|v|m  σ
(
v2
)
 k1|v|m (2.1)
and
0 σ ′
(
v2
)
v2  k1|v|m (2.2)
for some m 0 and k0, k1 > 0.
Hypothesis B. g(x,u) is measurable in x ∈ Ω for each u ∈ R and Lipshitz continuous in u for
a.e. x ∈ Ω , satisfying the conditions:
g(x,0) = 0, 0
u∫
0
g(x, η) dη + L|u| k2
(
g(x,u)u + L|u|), (2.3)
(
g(x,u) − g(x, v))(u − v)−k2(1 + |u|r + |v|r)|u − v|2 (2.4)
with some constants L 0, k2 > 0 and r  0, and for any K > 0 there exists a function aK(·) ∈
L2(Ω) such that∣∣g(x,u)∣∣ aK(x) if |u|K.
Note that a typical example g(x,u) = a(x)(|u|αu − |u|βu), a(x)  0, α > β > 0, satisfies
gu(x,u)  −k2 > 0 for some k2 > 0 and hence (2.4) holds with r = 0. An oscillatory one
g(x,u) = a(x)(u − sin(|u|βu)), a(x)  0, β > 0, satisfies (2.4) with r = β . These examples
satisfy, of course, (2.3).
Hypothesis C. f belongs to L∞(Ω). (We set M = ‖f ‖∞.)
To derive W 1,∞0 (Ω) estimates we need additional regularity assumption on g(x,u) and
Hypothesis C′. f belongs to W 1,∞0 (Ω). (We set M˜ = ‖∇f ‖∞.)
We begin with an existence theorem of global solutions for the initial data u0 ∈ Lq , q  1,
including basic estimates. We seek for the solutions in the class
X ≡ C([0,∞);Lq(Ω))∩ L∞loc((0,∞);W 1,m+20 (Ω) ∩ L∞(Ω))∩ W 1,2loc ((0,∞);L2(Ω)).
We employ the following definition of solutions.
Definition 2.1. A function u ∈ X is called the solution of (1.1)–(1.2) if and only if
∞∫
0
∫
Ω
(
ut (x, t)φ(x, t) + σ
(|∇u|2)∇u · ∇φ(x, t) + g(x,u)φ(x, t)
− f (x)φ(x, t))dx dt = 0
for any φ ∈ X with suppt φ(x, t) is compact in (0,∞), and u(0) = u0.
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(m + 2)}, the problem admits a unique solution u(t) ∈ X, satisfying the following estimates:∥∥u(t)∥∥
q

(‖u0‖−mq + Ct)−1/m + C(M + L)1/(m+1), 0 t < ∞, (2.5)
with constants C = C(q) > 0, and∥∥u(t)∥∥
p
Cp
(
t−1/m + (M + L)1/(m+1)), 0 < t < ∞, (2.6)
for all p  q with C > 0 independent of p and u0. Further we have the estimates:
(1) ∥∥u(t)∥∥∞ 
⎧⎪⎨
⎪⎩
C(‖u0‖q,M + L)t−λ, 0 < t  1,
C(t
−1/m
0 ,M + L,m)(t − t0)−λ, 0 < t0 < 1 t  t0 + 1,
C(M,L) < ∞, 1 t < ∞,
(2.7)
with λ = N/(q(m + 2) + mN),
(2) ∥∥∇u(t)∥∥
m+2 C
(
t−1/m + (M + L)1/(m+1)), 0 < t < ∞, (2.8)
and
(3)
T∫
t
∥∥ut (s)∥∥2 ds  C(M + L)(T − t) + C(t−(m+2)/m + (M + L)(m+2)/(m+1)), (2.9)
for any 0 < t < T < ∞, where C’s are constants independent of u0.
Also, for any two solutions u(t), v(t) with u(0) = u0, v(0) = v0, respectively, we have∥∥u(t) − v(t)∥∥
q
 C(T )‖u0 − v0‖q, 0 t  T , (2.10)
for all 0 < T .
Corollary 2.1. If we make an additional assumption
g(x,u)u k0|u|α+2 − L|u|
for some k0 > 0, L 0, then we have the additional estimate∥∥u(t)∥∥∞  Ct−1/α + C(M + L)1/(α+1), 0 < t,
with a constant C independent of u0.
We denote the solutions u(t) in Theorem 2.1 by S(t)u0.
Definition 2.2. A subset A in Lq(Ω) is called a global attractor of the problem if and only if
(1) A attract S(t)B as t → ∞ for every bounded set B in Lq ,
(2) A is compact in Lq , and
(3) A is invariant, i.e., S(t)A=A for all t  0.
For a Banach space X we denote by BX(R) the ball in X centered at 0 with radius R. The
existence of global attractor in Lq(Ω) follows immediately from Theorem 2.1.
M. Nakao, N. Aris / J. Math. Anal. Appl. 331 (2007) 793–809 797Theorem 2.2. Under the same assumptions in Theorem 2.1 problem (1.1)–(1.2) has a global
attractor A in Lq(Ω), which is in fact a bounded set in W 1,m+20 (Ω) ∩ L∞(Ω), more precisely,
A⊂ BL∞(Ω)(R¯) (2.11)
with R¯ = C(M,L) < ∞ and
A⊂ B
W
1,m+2
0
(R) ∩ BLq (R) (2.12)
with R = C(M + L)1/(m+1). Further,
distLq
(
S(t)u0,BLq (R)
)+ distW 1,m+2(S(t)u0,BW 1,m+2(R˜)) Ct−1/m, 1 t, (2.13)
with R = C(M + L)1/(m+1) where the constant C in (2.12) is independent of u0.
Remark 2.1. Theorem 2.1 excludes the case m = 0. But, we can easily modify the argument to
include the case m = 0. First, if m = 0, (2.5) should be replaced by∥∥u(t)∥∥
q
 C‖u0‖qe−μt + C(M + L), 0 t < ∞, (2.5)′
with some μ > 0. Further, we can derive the following estimates:∥∥u(t)∥∥
p
 C(M + L,p)t−λp + C(M + L)1/(1+λp), 0 < t, (2.6)′
with λp = N(1 − qp−1)/((m + 2)q + mN),∥∥u(t)∥∥∞ 
{
C(‖u0‖q,M + L)t−λ if 0 < t  1,
C(‖u0‖q,M + L) < ∞ if 1 t, (2.7)
′
and
∥∥∇u(t)∥∥
m+2 
{
C(‖u0‖q,M + L)t−λ˜ if 0 < t  1,
C(‖u0‖q,M + L) < ∞ if 1 t,
(2.8)′
with certain λ, λ˜ > 0. These estimates including the case m = 0 are in fact sufficient to show
the existence of global attractor A in Lq , and the estimates (2.11) and (2.12) with R replaced by
R = C(M,L) > 0 still hold for A. We are mainly interested in the case m > 0 and we employ
Theorems 2.1 and 2.2.
Remark 2.2. We know by (2.6) that
distLp
(
S(t)u0,BLp
(
Cp(M + L)1/(m+1))) Cpt−1/m, 1 t,
for any p  q . So we can conjecture the estimate
distL∞
(
S(t)u0,BL∞
(
C(M + L)1/(m+1))) Ct−1/m, 1 t.
Unfortunately, we could not prove such an estimate concerning absorbing property in the L∞
norm.
Further regularity result on the solutions and A reads as follows.
Theorem 2.3. We assume that g(x,u) is Lipshitz continuous on Ω¯ × R. Under Hypotheses A,
B, and C′ with an additional condition∣∣∇xg(x,u)u∣∣+ ∣∣gu(x,u)∣∣ k3(1 + |u|α) (2.14)
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p
 pm−1(t − t0)−1/m +
(
C(M + L)t−μ0 p3(m+1)/m + M˜
)1/(m+1)
,
0 < t0 < t < ∞, (2.15)
for any 0 < t0  1, and
∥∥∇u(t)∥∥∞ 
{
C(M + L,M˜, t−μ0 )(t − t0)−1/m if t0 < t  t0 + 1,
C(M + L,M˜) < ∞ if t  1, (2.16)
where μ = max{1, αN/(m+2)q+mN)}. Consequently, the global attractorA of problem (1.1)–
(1.2) is a bounded set in W 1,∞0 (Ω) and it holds that
A⊂ B
W
1,∞
0
(Rˆ) ∩ B
W
1,p
0
(R˜p)
with Rˆ = C(M + L,M˜) and R˜p = C(M + L)p3/m + CM˜1/(m+1).
For the proofs of theorems we use elementary lemmas on differential inequalities.
Lemma 2.1. Let y(t) be a nonnegative continuous function on [0,∞), satisfying (in the distrib-
ution sense)
y′(t) + Ay1+θ (t) B
for some A > 0, B  0, θ > 0. Then
y(t)
(
y(0)−θ + Aθt)−1/θ + (A−1B)1/(1+θ)
and
y(t)max
{
y(0),
(
A−1B
)1/(1+θ)}
.
The following is also very useful.
Lemma 2.2. Let y(t) be a nonnegative continuous function on (0, T ], satisfying
y′(t) + Atλθ−1y1+θ (t) Bt−ky(t) + Ct−δ
with A,θ > 0, λθ  1, B,C  0, k  1, δ < 1. Then we have
y(t)A−1/θ
(
2λ + 2BT 1−k)1/θ t−λ + 2C(λ + BT 1−k)−1t1−δ, 0 < t  T .
For the proof of Lemma 2.2, see [15].
The following variant of Gagliardo–Nirenberg inequality is also very useful to estimate solu-
tions by use of Moser’s technique.
Lemma 2.3 (Gagliardo–Nirenberg). Let β  0, N > p  1, β + 1  q and 1  r  q 
(β + 1)Np/(N − p). Then for u such that |u|βu ∈ W 1,p(Ω),we have
‖u‖q  C1/(β+1)‖u‖1−θr
∥∥|u|βu∥∥θ/(β+1)1,p
with θ = (β + 1)(r−1 − q−1)/(N−1 − p−1 + (β + 1)r−1), where C is a constant independent
of q , r , β and θ if N = p, and a constant depending on q/(β +1) if N = p. (If |u|βu ∈ W 1,p0 (Ω)
or Ω = RN we can replace ‖|u|βu‖1,p by ‖∇(|u|βu)‖p .)
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In this section we derive a priori estimates of the solutions u(t) in L∞ and W 1,m+2 norms,
and we give a proof of the existence of global attractor in Lq(Ω). The solutions are in fact given
as limits of smooth solutions of appropriate approximate equations and we may assume for our
estimations that the solutions under consideration are sufficiently smooth. We shall begin with
the estimates of ‖u(t)‖q and ‖u(t)‖p , p  q .
Proposition 3.1. Let u(t) be a solution of problem (1.1)–(1.2). Then we have the estimates (2.5)–
(2.7) in Theorem 2.1.
Proof. We multiply Eq. (1.1) by |u|p−2u, p  q , and integrate by parts on Ω to get
1
p
d
dt
∥∥u(t)∥∥p
p
+ k0(p − 1)
∫
Ω
|∇u|m+2|u|p−2 dx 
∫
Ω
(f + L)|u|p−1 dx,
where we have used the assumption on g and σ . From this,
1
p
d
dt
∥∥u(t)∥∥p
p
+ k0(p − 1)
(
m+ 2
p + m
)m+2∥∥∇(|u|(p−2)/(m+2)u)∥∥m+2
m+2
C(M + L)∥∥u(t)∥∥p−1
p
(3.1)
which implies, in particular,
d
dt
∥∥u(t)∥∥
p
+ Cp−1−m‖u‖m+1p C(M + L). (3.2)
Hence, from Lemma 2.1, we obtain (2.5) and (2.6).
To derive (2.7) we take p1 = q and pn = (m+2)pn−1 −m, n = 2,3, . . . . Then, by Gagliardo–
Nirenberg inequality,
‖u‖pn  C(m+2)/(pn+m)‖u‖1−θnpn−1
∥∥u(pn−2)/(m+2)u∥∥(m+2)θn/(pn+m)
m+2  C(M + L) (3.3)
with
θn = N(m + 2)
(
1 − pn−1p−1n
)/(
m + 2 + N(m + 1)).
Therefore we see from (3.1) that
d
dt
∥∥u(t)∥∥
pn
+ C−(m+2)/(pn+m)p−m−1n ‖u‖m−βnpn−1 ‖u‖1+βnpn  C(M + L) (3.4)
where we set
βn = (pn + m)θ−1n − pn.
Note that
lim
n→∞βn/pn = (m + 2)/N(m + 1).
By use of a device due to Ohara [15] we replace the right-hand side of (3.4) by pn‖u(t)‖pn +
C(M + L) and apply Lemma 2.2 with B = pn, k = 0, δ = 0. Then
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pn

(
2C(m+2)/(βn(pn+m))p(m+1)/βnn η1−m/βnn−1
(
pn +
(
1 + λn−1(βn − m)/βn
)1/βn)−λn
+ Cp−1n (M + L)
)
t−λn
 ηnt−λn, 0 < t  1, (3.5)
with
λn =
(
(βn − m)λn−1 + 1
)
/βn = qN
(m + 2)q + mN
(
1
q
− 1
pn
)
and
ηn = η1−m/βnn−1 (Cpn)C/pn + Cp−1n (M + L) (3.6)
where we take
η1 = ‖u0‖q + C(M + L)1/(m+1).
We see that {ηn} is bounded by a constant C(‖u0‖q,M + L) independent of n (see
Appendix A) and also
lim
n→∞λn = N/
(
mN + q(m + 2)).
Thus we obtain the first part of (2.7).
Let 0 < t0 < 1 be fixed and let m > 0. Then we know by (2.6),∥∥u(t0)∥∥q  C(t−1/m0 + M + L).
Therefore we replace 0 and u0 by t0 and u(t0), respectively, and repeat the above argument to get∥∥u(t)∥∥∞  C(t−1/m0 , q,M + L)(t − t0)−λ for t0 < t  t0 + 1, (3.7)
which is the second part of (2.7).
To show the estimate for ‖u(t)‖∞, t  1, we return to the inequality (3.4). We set
χn ≡ sup
t1
∥∥u(t)∥∥
pn
.
Then, applying Lemma 2.2 to (3.4) inductively we have
χn max
{
C
∥∥u(1)∥∥∞, (C(M + L)pn)C/pn(χn−1)(βn−m)/(1+βn)}, (3.8)
where we have used the fact 0pn  βn  1pn with some 0, 1 > 0. From this we conclude∥∥u(t)∥∥∞  C(M,L) < ∞, 1 t < ∞, (3.9)
for some constant C(M,L) independent of u0 (cf. [1,11–13,15]). Indeed, if there exists a subse-
quence {n′} such that χn′ max{1,C‖u(1)‖∞} we have∥∥u(t)∥∥∞  lim sup
n′→∞
χn′ max
{
1,C
∥∥u(1)∥∥∞}
which together with (3.7) shows (3.9). Otherwise, there exists a number n0 independent of u0
such that
1 < χn 
(
C(M + L)pn
)C/pnχ(βn−m)/(1+βn)n−1
for n > n0. Then we have
χn 
(
C(M + L)pn
)C/pnχn−1
M. Nakao, N. Aris / J. Math. Anal. Appl. 331 (2007) 793–809 801and
logχn 
C
pn
(
C(M + L) + logpn
)+ logχn−1
which implies
χn  C(M,L)χn0 < ∞, n > n0. (3.10)
Combining (3.10) and (2.6) with p = pn0 we conclude again (3.9). 
We proceed to the estimation of ‖∇u(t)‖m+2.
Proposition 3.2. Let u(t) be a solution of problem (1.1)–(1.2). Then we have the estimates (2.8)
for ‖∇u(t)‖m+2 and (2.9) for ‖ut (t)‖2.
Proof. Multiplying (1.1) by ut , we see
1
2
d
dt
(
Γ
(|∇u|2)+ 2∫
Ω
(
G(u) + L|u|)dx)+ ∥∥ut (t)∥∥22 
∫
Ω
(
f ut + L|u|
)
dx
and
d
dt
(
Γ
(|∇u|2)+ 2∫
Ω
(
G(u) + L|u|)dx)+ ∥∥ut (t)∥∥22  (M + L)2 (3.11)
where we recall
Γ
(|∇u|2)= ∫
Ω
|∇u|2∫
0
σ(s) ds dx and G(u) =
u∫
0
g(x, s) ds.
Next, multiplying (1.1) by u we have(
Γ
(|∇u|2)+ ∫
Ω
(
G(u) + L|u|)dx)
C
(∫
Ω
σ
(|∇u|2)|∇u|2 dx + ∫
Ω
(
g(u)u + L|u|)dx)
= C
(∫
Ω
(
(−ut + f )u + L|u|
)
dx
)
 C
(‖ut‖ + ‖f ‖ + L)‖u‖. (3.12)
We set
Γ˜ = Γ + 2
∫
Ω
(
G(u) + L|u|)dx.
Then, since Γ (|∇u|2)C|∇u|m, we see by (3.12),
Γ˜  C
(‖ut‖ + M + L)Γ˜ 1/(m+2)
and hence by (3.11)
Γ˜ 2(m+1)/(m+2)  C
(
− d Γ˜ + M2 + L2
)
,dt
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d
dt
Γ˜ + CΓ˜ 2(m+1)/(m+2) C(M + L)2. (3.13)
Applying Lemma 2.2 to (3.13) we have(∥∥∇u(t)∥∥m+2
m+2 
)
CΓ˜ (t)
 C
(
t−(m+2)/m + (M + L)(m+2)/(m+1)), 0 < t < ∞, (3.14)
which proves (2.8). Finally we note that from (3.11) and (3.14),
T∫
t
∥∥ut (s)∥∥2 ds  C(M + L)2(T − t) + C(t−(m+2)/m + (M + L)(m+2)/(m+1)),
for any 0 < t < T < ∞. 
Remark 3.1. To include the case m = 0 we use∥∥u(t)∥∥2  C∥∥u(t)∥∥1−θq ∥∥∇u(t)∥∥θm+2
with θ = (m + 2)N(2 − q)+/(q(m + 2 − N) + 1). By this we have, instead of (3.13),
d
dt
Γ˜ (t) + CΓ˜ (t)2(m+2−θ)/(m+2)  C(M + L)2
which shows (2.8)′.
Completion of the proof of Theorem 2.1. We are now in a position to complete the proof of
Theorem 2.1. Let  > 0 and consider the approximate problem
ut − div
(
σ
(|∇u|2)∇u)+ g(u) = f(x), t > 0, x ∈ Ω, (3.15)
u(x,0) = u0,δ(x), u(x, t) = 0, x ∈ ∂Ω, t > 0, (3.16)
where σ is an appropriate smooth function on [0,∞) such that(
1 + d())σ (v2)+ k  σ(v) (1 − d())σ(v) + 
where k > 0, d() 0 and lim→0 d() = 0 and u0,δ ∈ C∞0 (Ω) is a sequence such that
u0,δ → u0 in Lq as δ → 0.
g(u) and f are smooth functions tending to g and f , respectively. We may assume Hypothe-
sis B holds. Indeed, to construct σ(v2) we have only to modify the function
∫ 
− ρ(u)σ ((v −
u)2) du, where ρ is a standard mollifier in R. (When σ(v2) = |v|m we have only to take
σ = (v2 + )1/2.) For g we can take g(x,u) =
∫
R
∫
RN
ρ(x − y,u − v)g(y, v) dy dv where
ρ(x,u) is a mollifier in RN+1 and we set g(x,u) = 0 if x ∈ Ωc . Note that
g(x,u)u =
∫
R
∫
RN
ρ(x − y,u − v)g(y, v)vv−1 dy dv u
−L
∫ ∫
N
ρ(x − y,u− v)dy dv |u| = −L|u|.
R R
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and Uraltseva [8]). It is easy to see that all of the estimates previously established for as-
sumed solution u(t) are valid for u,δ(t) and the constants appearing in the estimates are
essentially independent of δ and . Hence, by a standard compactness argument the approx-
imate solutions converges as  → 0 to a function uδ(t) which belongs to the space X˜ =
L∞loc((0,∞);W 1,m+20 (Ω)) ∩ L∞loc((0,∞);L∞(Ω)) ∩ W 1,2loc ((0,∞);L2(Ω)) with the same es-
timates as u,δ(t). By the last assumption in Hypothesis B we see
g(x,u) → g(x,u) strongly in L2loc
(
(0,∞);L2(Ω)) as  → 0.
Further, noting that
T∫
0
∫
Ω
(
σ
(|∇u,δ|2)∇u,δ − σ(|∇uδ|2)∇uδ) · ∇(u.δ − uδ) dx dt  0, 0 T ,
we can use a standard monotonicity argument to show that
−div (σ(|∇u,δ|2)∇u,δ)→ −div (σ (|∇uδ|2)∇uδ)
weakly* in L∞loc
(
(0,∞);W−1,(m+2)/(m+1))
as  → 0. At this stage all of the estimates derived previously holds for uδ(t) and further we
know that∥∥∇uδ(t)∥∥m+2 + ∥∥uδ(t)∥∥∞  C(M,‖∇u0,δ‖m+2,‖u0,δ‖∞)< ∞
and
T∫
0
∥∥uδ,t (t)∥∥22 dt  C(M,T,‖∇u0,δ‖m+2)< ∞, T > 0,
and hence
uδ(t) ∈ C
([0,∞);Lq).
Thus uδ(t) is a solution in X of the original problem (1.1)–(1.2) with u0 replaced by u0,δ . The
uniqueness follows by the inequality
∥∥uδ(t) − vδ(t)∥∥q  ∥∥uδ(0) − vδ(0)∥∥q + Cδ
t∫
0
∥∥uδ(s) − vδ(s)∥∥q ds
= Cδ
t∫
0
∥∥uδ(s) − vδ(s)∥∥q ds (3.17)
for another possible solution vδ(t) ∈ X with vδ(0) = u0,δ . Next we consider the convergency
properties of uδ(t) as δ → 0. We see that uδ(t) converges to a function u(t) ∈ X˜ by the same
way as the one concerning uδ, , and u(t) satisfies Eq. (1.1) in the sense of Definition 2.1. Finally,
we note that by the equation,
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+
t∫
0
∥∥(1 + ∣∣uδ1(s)∣∣r + ∣∣uδ2(s)∣∣r)∣∣uδ1(s) − uδ2(s)∣∣∥∥qq ds
 ‖u0,δ1 − u0,δ2‖qq + C
t∫
0
(
1 + s−rλ)∥∥uδ1(s) − uδ2(s)∥∥qq ds. (3.18)
But, by use of the assumption on q we see
rλ = rN
(m + 2)q + mN < 1
and hence we obtain from (3.18)∥∥uδ1(t) − uδ2(t)∥∥qq  C(T )‖u0,δ1 − u0,δ2‖qq, 0 < t  T , (3.19)
for any T > 0. Thus we conclude that uδ(t) converges to u(t) in Lq uniformly on each compact
interval [0, T ] as δ → 0 and hence, u ∈ C([0,∞);Lq), i.e., u ∈ X. Needless to say, u(0) = u0.
The uniqueness follows from the essentially same argument as in (3.18) for possible two
solutions u(t), v(t) ∈ X with u(0) = v(0) = u0. Indeed, for any  > 0, we have
∥∥u(t) − v(t)∥∥q
q

∥∥u() − v()∥∥q
q
+ C
t∫

(
1 + s−rλ)∥∥u(s) − v(s)∥∥q
q
ds
and hence,∥∥u(t) − v(t)∥∥q
q
 C(T )
∥∥u() − v()∥∥q
q
,   t  T . (3.20)
Since the right-hand side of (3.20) tends to 0 as  → 0 we conclude u(t) ≡ v(t), 0  t . The
estimate (3.19) also gives the estimate (2.10). The proof of Theorem 2.1 is complete. 
Proof of Corollary 2.1. Under the assumption of Corollary 2.1 we have, instead of (3.2),
d
dt
∥∥u(t)∥∥
p
+ C∥∥u(t)∥∥α+1
p
 C(M + L)
which implies the desired estimate for ‖u(t)‖p,1 p ∞. 
Proof of Theorem 2.2. The existence of the global attractor in Lq and the estimates easily
follow from Theorem 2.1. Indeed, for u0 ∈ Lq we denote the unique solution in Theorem 2.1 by
u(t) = U(t)u0. U(t) is a continuous semi-group in Lq . For a bounded set B ⊂ Lq we set
U(t)B = {U(t)u0 | u0 ∈ B}.
We know by Theorem 2.1 that
⋃
tt0 U(t)B is bounded in W
1,m+2
0 ∩ L∞ for each t0 > 0. Since
any bounded closed set in W 1,m+20 ∩L∞ is compact set in Lq , U(t), t > 0, is completely contin-
uous as a map from Lq to Lq . Further we know by (2.5) that the set BLq (C(M + L)1/(m+1)) is
an absorbing set of U(t) in Lq . By a general theory (cf. [3,4,7,16]) we conclude that U(t) admits
a global attractor A in Lq . Further, by the estimates in Theorem 2.1 we see that A is in fact a
bounded set in W 1,m+20 ∩L∞ and have the absorbing properties stated in Theorem 2.2. It is clear
from the smoothing effect u(t) ∈ L∞, t > 0, that A is independent of q . 
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We continue the estimations of the gradient ∇u(t) of the solutions u(t). We may assume u(t)
is appropriately smooth.
Proposition 4.1. For p m + 2 we have the estimate (2.15) for ‖∇u(t)‖p .
Proof. Multiplying Eq. (1.1) by −div{|∇u|p−2∇u}, p  m + 2, and integrating by parts, we
have
1
p
d
dt
‖∇u‖pp +
∫
Ω
(σui)i
(|∇u|p−2uj )j dx
= −
∫
Ω
(
gu(x,u)∇u + ∇xg(x,u) + ∇f
) · |∇u|p−2∇udx, (4.1)
where we use the notation ui for ∂u/∂xi . We have also used the assumption g(x,0) = 0 to drop
a boundary integral. The second term of the left-hand side is treated as follows (cf. [2,13,14]):
Integrating by parts,∫
Ω
(σui)i
(|∇u|p−2uj )j dx
= −
∫
Ω
(σui)ij |∇u|p−2uj dx +
∫
∂Ω
(σui)i |∇u|p−2ujnj dS
=
∫
Ω
(|∇u|p−2σu2ij + 2σ ′ukuiuhjuij )dx
+ p − 2
4
∫
Ω
σ |∇u|p−4
{
σ
∑
i
(∑
j
uij ui
)2
+ 2σ ′
(∑
j,k
ujukujk
)2}
dx
+
∫
∂Ω
σ |∇u|p−2 ∂u
∂n
(
u− ∂
2u
∂n2
)
dS
C
(∫
Ω
|∇u|m+p−2∣∣D2u∣∣2 + m + p − 2
4
∫
Ω
|∇u|m+p−4∣∣∇(|∇u|2)∣∣2 dx)
− C(N − 1)
∫
∂Ω
∣∣∣∣∂u∂n
∣∣∣∣
p+m∣∣H(x)∣∣dS, (4.2)
where we note that |∇u| = |∂u/∂n| on ∂Ω and H(x) = (N −1)−1( ∂u
∂n
)−1(u− ∂2u
∂n2
) is the mean
curvature on ∂Ω . (If we assume H(x) 0 on ∂Ω or N = 1 the boundary integral in (4.2) can be
dropped.) We see for p m + 2,∫ ∣∣gu(x,u)∇u + ∇xg(x,u) + ∇f ∣∣|∇u|p−2|∇u|dx  Cγ (t)‖∇u‖pp + M˜‖∇u‖p−1p (4.3)Ω
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γ (t) =
{
C(M)t−αλ if 0 < t  1,
C(M + L) if t  1.
Thus, we have
1
p
d
dt
∥∥∇u(t)∥∥p
p
+ C1
p
‖∇u‖p+m1,2
 C1
p
∫
Ω
|∇u|p+m dx + γ (t)∥∥∇u(t)∥∥p
p
+ M˜‖∇u‖p−1p + C
∫
∂Ω
∣∣∣∣∂u∂n
∣∣∣∣
p+m
dS. (4.4)
The boundary integral on the fourth term in (4.4) can be estimated as follows (see [13]):∫
∂Ω
|∇u|p+m dS  1
4
C1
p
∥∥|∇u|(p+m)/2∥∥21,2 + Cp
∫
Ω
|∇u|p+m dx. (4.5)
Further,
p‖∇u‖p+mp+m  Cp‖∇u‖θ1(p+m)m+2 ‖∇u‖θ2(p+m)p
∥∥|∇u|(p+m)/2∥∥2θ31,2
 1
4
C1
p
∥∥|∇u|(p+m)/2∥∥21,2 + Cp3‖∇u‖mm+2‖∇u‖pp, (4.6)
where θi  0, i = 1,2,3, are chosen in such a way that
θ1 + θ2 + θ3 = 1,
1
p + m =
θ1
m + 2 +
θ2
p
+ 2θ3
r
, r  2N
(N − 2)+ ,
(p + m)θ2 = (1 − θ3)p.
For example, if N  3, we take
θ1 = 2m(m + 2)
(p + m)(mN + 2m + 4) , θ2 =
2p(m + 2)
(p + m)(mN + 2m + 4) ,
θ3 = mN
(p + m)(mN + 2m + 4) .
From (4.4)–(4.6) we obtain
1
p
d
dt
∥∥∇u(t)∥∥p
p
+ C
p
∥∥|∇u|(p+m)/2∥∥21,2
 C(M + L)p3(γ (t) + γ˜ (t))∥∥∇u(t)∥∥p
p
+ CM˜‖∇u‖p−1p , (4.7)
where (see (2.8)) we set
γ˜ (t) =
{
t−1 if 0 < t  1,
1 < ∞ if t  1.
Also we note that
‖∇u‖p+mp C‖∇u‖p+mp+m  C
∥∥|∇u|(p+m)/2∥∥2 .1,2
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d
dt
∥∥∇u(t)∥∥
p
+ Cp−1∥∥∇u(t)∥∥m+1
p
 C(M + L)p3(γ (t) + γ˜ (t))∥∥∇u(t)∥∥
p
+ CM˜. (4.8)
Now fix t0 such that 0 < t0 < 1. Then
d
dt
∥∥∇u(t)∥∥
p
+ Cp−1∥∥∇u(t)∥∥m+1
p
 C(M + L, L˜)t−μ0 p3(m+1)/m + CM˜, t0  t < ∞,
(4.9)
with μ = max{1, αλ}. Applying Lemma 2.1 we obtain∥∥∇u(t)∥∥
p
 pm−1(t − t0)−1/m +
(
C(M + L, L˜)t−μ0 p3(m+1)/m + CM˜
)1/(m+1)
,
t0 < t < ∞. 
Let us proceed to the estimation of ‖∇u(t)‖∞.
Our result is the following.
Proposition 4.2. Let 0 < t0 < 1. Then we have the estimate (2.16) for ‖∇u(t)‖∞.
Proof. We let p1 m + 2 and define a sequence {pn} by
pn = 2pn−1 − m.
Then, by Lemma 2.3,
‖∇u‖pn  C1/(pn+m)‖∇‖1−θnpn−1
∥∥|∇u|(p+n)/2∥∥2θn/(pn+m)1,2
with
θn = N(1 − m/pn)/(N + 2).
A similar argument obtaining (3.7) and (4.7) gives
d
dt
∥∥∇u(t)∥∥
pn
+ Cp−1n C−1/θn‖∇u‖m−βnpn−1
∥∥∇u(t)∥∥1+βn
pn
C1p3n
(
γ (t) + γ˜ (t))∥∥∇u(t)∥∥
pn
+ M˜, 0 < t, (4.10)
with
βn = (pn + m)θ−1n =
(N + 2)pn(pn + m)
N(pn − m) .
Let 0 < t0 < 1 be fixed and we consider the case t0 < t  t0 + 1. In this situation we have
inductively∥∥∇u(t)∥∥
pn
 ηn(t − t0)−λn, t0 < t  t0 + 1, (4.11)
where η1 = C(M + L,M˜, t−μ0 ) < ∞ and λ1 = 1/m and
ηn = (Cpn)C/pnη1−m/βnn−1 + Cp−3n . (4.12)
Thus we can show the boundedness of {ηn} (see (3.4) and (3.6)). From the relation
λn − 1
m
= βn − m
βn
(
λn−1 − 1
m
)
we have λn = 1/m for all n and we conclude the first part of (2.16).
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χn = sup
t1
∥∥∇u(t)∥∥
pn
.
We may assume χn  1. (Otherwise we replace χn + 1 for χn.) Then, by Young’s inequality, we
obtain from (4.11) that
d
dt
∥∥∇u(t)∥∥
pn
+ Cp−1n χm−βnn−1
∥∥∇u(t)∥∥1+βn
pn
 C1p3nχ
1−m/βn
n−1 + M˜, 1 t, (4.13)
with a constant C1 = C(M + L,M˜). Applying Lemma 2.1 we have
χn max
{∥∥∇u(1)∥∥
pn
,
(
Cpnχ
βn−m
n−1
(
C1p
3
nχ
1−m/βn
n−1 + M˜
))1/(1+βn)}
max
{
C1,
(
C1p
C
n
)1/(1+βn)χ1−m/βnn−1 }
which shows as in (3.9) that∥∥∇u(t)∥∥∞  C(M + L,M˜) < ∞.
The proof of (2.16) is complete. 
Appendix A
We give an outline of the proof of the boundedness of {ηn} defined by (3.6). We may assume
η1  1 and ηn  1. Then, by the definition and the mean value theorem, we have
logηn  log
(
(Cpn)
C/pnη
1−m/βn
n−1
)+ C(M + L)
pn
 C logpn
pn
+ βn − m
βn
logηn−1 + C(M + L)
pn

n∑
k=2
C
logpk + (M + L)
pk
+
n∏
k=2
βk − m
βk
log ηˆ1.
But, we can show
βn − m
βn
= pn(m + 2) + mN
pn
· pn−1
pn−1(m + 2) + mN
and
n∏
k=2
βk − m
βk
= pn(m + 2) + mN
pn
· p1
p1(m + 2) + mN →
(m + 2)p1
p1(m + 2) + mN .
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