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We present a variational approach for quantum simulators to realize finite temperature Gibbs
states by preparing thermofield double (TFD) states. Our protocol is motivated by the quantum
approximate optimization algorithm (QAOA) and involves alternating time evolution between the
Hamiltonian of interest and interactions which entangle the system and its auxiliary counterpart.
As a simple example, we demonstrate that thermal states of the 1d classical Ising model at any
temperature can be prepared with perfect fidelity using L/2 iterations, where L is system size.
We also show that a free fermion TFD can be prepared with nearly optimal efficiency. Given the
simplicity and efficiency of the protocol, our approach enables near-term quantum platforms to
access finite temperature phenomena via preparation of thermofield double states.
Rapid advances in the control and measurement of a
variety of quantum platforms, such as trapped ions [1–
3] , superconducting qubits [4, 5], and ultracold atoms
[6–8], have made many-body quantum simulation a re-
ality. There have been many successes in the prepara-
tion of pure states of interest, such as the Greenberger-
Horne-Zeilinger (GHZ) states [9], or in the simulation
of quantum dynamics. Mixed states, in particular fi-
nite temperature states, enable new arenas of interest-
ing physics; perhaps most well-known is the phase dia-
gram of high temperature superconductors, which hosts
intriguing phenomena such as “pseudogaps” and “strange
metals” that have eluded a detailed understanding and
constitute wide swaths of the finite temperature phase
diagram [10].
However, the precise preparation of thermal (Gibbs)
states poses substantial challenges. There have been sev-
eral proposals [11–15] which are somewhat formidable for
near-term quantum simulators. For example, quantum
Metropolis sampling [12] involves subroutines like quan-
tum phase estimation. On the experimental front, ad-
vances in optical lattices of ultracold atoms have enabled
finite temperature simulation [16–18] of specific models
such as Bose-Hubbard and Fermi-Hubbard models, but
cooling down to low effective temperatures remains chal-
lenging.
To address the difficulty of thermal quantum simula-
tion, we borrow from variational schemes for pure state
preparation, which have demonstrated potential in a va-
riety of contexts, from solving classical optimization [19–
22, 41] or quantum chemistry problems [23–25] to simu-
lating non-trivial phases of matter [26–29]. Several varia-
tional schemes have been proposed, and the basic idea is
to iterate the following steps: (1) prepare on a quantum
simulator a wavefunction parameterized by several vari-
ables, (2) read out a cost function via single-site measure-
ments, and (3) adjust the variables to decrease the cost
function. This is a hybrid quantum-classical algorithm
as the former steps (1,2) involve the quantum simulator
while the last step (3) involves classical optimization. As
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Figure 1. Schematic depiction of the hybrid quantum-classical
variational scheme for preparing a thermofield double state at
temperature T with respect to a Hamiltonian H. Given a set
of parameters (~α,~γ), a quantum simulator prepares the wave-
function |ψ(~α,~γ)〉p defined in (2). The free energy EA−TSA,
where EA is the energy of system A and SA is entanglement
entropy, is then measured and updated in a classical com-
puter. The latter generates a new set of parameters and the
process is iterated until the free energy cost function is mini-
mized.
an example, in the quantum approximate optimization
algorithm (QAOA) [19], the cost function is the energy
of a classical Hamiltonian HC , and the variational wave-
function consists of evolving a product state with HC and
a uniform transverse field HX in an alternating fashion,
with each time step as a variational parameter. Such vari-
ational schemes have proven to be simple and efficient,
and thus well-suited for near-term quantum simulators.
In this work, we propose a variational approach for
thermal state preparation that is motivated by QAOA.
Say we wish to prepare the Gibbs state e−βH/Z corre-
sponding to inverse temperature β = 1/T and Hamilto-
nian H on a system A. Our approach prepares a par-
ticular purification of the thermal state called the ther-
mofield double (TFD) state, which is also of interest in
the context of the holographic correspondence, where it
is dual to a wormhole. Our variational ansatz for the
TFD consists of alternating time evolution between the
Hamiltonian of interest H and an “entangling” Hamil-
tonian HAB acting jointly on the system and auxiliary
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2degrees of freedom. In the hybrid quantum-classical set-
ting, the cost function to be minimized for targeting the
Gibbs state is the “free energy” F = EA−TSA of system
A, where EA is the energy with respect to H and SA is
the entanglement entropy.
As proofs of concept, we illustrate the performance of
this approach in targeting Gibbs states of classical Ising,
free fermion, and spin-1/2 chains in one dimension. We
find that the Gibbs state of the Ising chain at any tem-
perature can be prepared with perfect fidelity using L/2
iterations of our protocol, where L is system size. Fur-
thermore, we show that our protocol for preparing a free
fermion thermal state is nearly optimal and consistent
with previous theory. Finally, we show that Gibbs states
of quantum spin-1/2 chains can also be prepared effi-
ciently. Our approach thus allows for the preparation of
an interesting class of TFD states and paves an alterna-
tive way for quantum simulators to shed light on finite
temperature physics.
Setup: Consider a Hamiltonian HA defined on system
A and with energies and eigenstates given by HA|n〉A =
En|n〉A. Our goal is to prepare the Gibbs state ρβ =
Z−1e−βHA by preparing a purification of the Gibbs state
called a thermofield double state, defined on an enlarged
system. In particular, let system B consist of identical
degrees of freedom as those of A. A TFD is defined on
the total system HA ⊗HB and has the structure
|TFD(β)〉 = 1√
Z
∑
n
e−βEn/2|n〉A|n˜〉B , (1)
Tracing out system B yields the desired Gibbs state on
system A. Note that the TFD is not uniquely defined, as
any unitary action on system B will leave ρA invariant;
we have indicated this ambiguity above with the tilde
on the B states. We define the TFD with the following
prescription. First, we find a Hamiltonian HAB whose
ground state is a product state of maximally entangled
pairs of A,B degrees of freedom. We will define this max-
imally entangled state to be |TFD(β = 0)〉, since tracing
out B yields the maximally mixed (infinite temperature)
state on A. Then we define
|TFD(β)〉 ≡ 1√N e
−βHA/2|TFD(0)〉 (2)
where N is a normalization factor. As one cannot simply
evolve in imaginary time on a quantum simulator (see
however [30]), it is not obvious how to prepare the finite
temperature TFD.
We now define a unitary protocol to prepare |TFD(β)〉
starting from |TFD(0)〉 (which is straightforward to pre-
pare in an experiment given its product state structure).
First we define an operator HB that is “dual” to HA in
the following sense. The maximal entanglement between
A,B of |TFD(0)〉 endows it with the property that for
every operator OA supported on A, there is a dual op-
erator OB on B such that OA|TFD(0)〉 = OB |TFD(0)〉
[31]. HB is defined as the dual operator to HA (in most
cases, as will be clear in examples below, it will be of
identical form as HA).
Our variational ansatz for the target TFD state is mo-
tivated by QAOA and consists of alternating time evolu-
tion between HA +HB and HAB :
|ψ(~α,~γ)〉p =
p∏
i=1
eiαiHABeiγi(HA+HB)/2|TFD(0)〉 (3)
Here ~α,~γ are p pairs of variational parameters; the larger
the number of variational parameters p, the better the
ansatz can approximate the target state. In fact, be-
cause |TFD(∞)〉 is the ground state of HA + HB , and
|TFD(0)〉 is the ground state of HAB , the adiabatic algo-
rithm guarantees that |TFD(∞)〉 can be prepared with
perfect fidelity given infinite time. Trotterizing such an
adiabatic protocol yields a unitary circuit of the above
form, as p→∞. Intuitively, |TFD(β =∞)〉 is the hard-
est to prepare, and thus we expect the protocol to also
work for finite β. We will justify this intuition with sev-
eral examples below.
The cost function we use for numerical convenience
is simply the error in fidelity with respect to the target
state:
Fp(~α,~γ) = 1− |〈TFD(β)|ψ(~α,~γ)〉p|2. (4)
However, in the hybrid quantum-classical mode of op-
eration, one can use the “free energy” cost function de-
fined on system A alone:
FA = EA − TSA ≡ Tr[ρAHA] + TTr[ρA log ρA], (5)
where ρA(~α,~γ) = TrB |ψ(~α,~γ)〉〈ψ(~α,~γ)|.
The relative entropy with respect to the Gibbs state
S(ρA||ρβ) is non-negative and minimized (zero) when
ρA = ρβ . Because S(ρA||ρβ) = β(FA − Fβ), where
Fβ = −T log Tr[e−βHA ] is the Gibbs free energy, realizing
the target Gibbs state is equivalent to minimizing the free
energy. (See appendix for a review of the previous rela-
tion and an example using the free energy cost function).
Note that in general, this scheme may yield a TFD state
distinct from (2), but ρA will be the desired Gibbs state.
While the energy is straightforward to measure via local
observables, approximating the entanglement entropy re-
quires measuring several Renyi entropies, which is non-
trivial but achievable in experiments [32]. We discuss
possible shortcuts to the hybrid feedback scheme in the
conclusion.
Ising chain Gibbs state. – As a first example, consider a
spin 1/2 chain A of length L, with the Ising Hamiltonian
HA = −
L∑
i=1
ZA,iZA,i+1 (6)
and periodic boundary conditions. ZA,i denotes the
Pauli-Z operator acting on the ith site of system A. This
3system has ferromagnetic order only at strictly zero tem-
perature.
Consider an auxiliary chain B with identical spin 1/2
degrees of freedom, and define
HAB =
L∑
i=1
XA,iXB,i + YA,iYB,i + ZA,iZB,i (7)
In accordance with the protocol, the ground state of HAB
is a state |TFD(0)〉 that is maximally entangled between
A and B; it is a product state of Bell pairs (singlets).
The dual Hamiltonian with respect to this state is
HB = −
L∑
i=1
ZB,iZB,i+1 (8)
To approximate the target TFD state (2) using the ansatz
(3), we numerically find the parameters which minimize
the cost function (4). There are several simplifications
that can be made in this example. Because ZA,iZB,i =
−1 for every i is conserved throughout the time evolution,
we can make two replacements in the ansatz: HAB can
be reduced to
∑L
i=1XA,iXB,i and (HA + HB)/2 can be
reduced to HA. After these replacements, the parameter
ranges for α, γ can both be chosen to be [0, pi/2]; this is
because exp( ipi2 HA) ∝ 1 and exp( ipi2
∑L
i=1XA,iXB,i) ∝∏
X, which is also a conserved quantity.
See Fig. 2 for the results for preparing the Gibbs state
at inverse temperature β = 2 on various system sizes L
and for different p. It is evident that perfect fidelity can
be achieved at p = L/2, and we have checked that this
holds for other temperatures as well. This result is closely
related to the perfect preparation [27] of ground states of
the transverse field Ising model given a QAOA protocol
with p = L/2 (see appendix for a detailed discussion).
Given a fixed p, higher temperature (smaller β) Gibbs
states can be prepared with higher fidelity because they
have larger overlap with the initial (infinite temperature)
state. To examine such temperature dependence in more
detail, we study a different model.
Majorana fermion Gibbs state. – Let A and B each be
a chain of L Majorana modes γA,i, γB,i, i = 1...L. We
consider
HA =
L∑
i=1
iγA,iγA,i+1, HAB =
L∑
i=1
iγA,iγB,i (9)
with periodic boundary conditions. HA has a gapless
spectrum consisting of a linearly dispersing Majorana
mode, and the ground state of HAB is maximally entan-
gled between A,B. The dual Hamiltonian with respect
to this state is
HB = −
L∑
i=1
iγB,iγB,i+1 (10)
As in the previous example, HAB satisfies the rela-
tion exp( ipi2 HAB) ∝
∏L
i=1(γA,iγB,i), which is conserved.
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Figure 2. Preparation of Ising chain TFD at β = 2. The error
in fidelity with respect to the target TFD state is plotted as a
function of the number of pairs of variational parameters p, for
various system sizes. Perfect fidelity is achieved at p = bL/2c,
a result which appears to hold for arbitrary temperature.
Therefore α can be chosen to valued in [0, pi/2]. We do
not observe any periodicity in the parameter γ and choose
a range [0, 2pi] for it.
We show in Fig. 3 (a) a semilog plot of the infidelity for
targeting the Gibbs state at β = 2, for various p, L (see
Appendix for details of the numerical simulations). The
results suggest that the infidelity decays exponentially
with p until around p∗ = L/2 where it drops to nearly
zero; Fp ∝ exp(−p/p0), where the results suggest that p0
is essentially independent of the system size. However,
p0 depends strongly on the inverse temperature β of the
target state. We study this dependence in Fig. 3 (b)
by varying the temperature while fixing system size to
be L = 30, which is large enough so that p∗  4 and
1 ≤ p ≤ 4 is in the regime of exponential decay. The
decay rate −1/p0 is extracted by linear fitting for each
temperature, and the results for 0.8 ≤ β ≤ 40 are de-
picted in Fig. 3 (c). It is evident that p0 is proportional
to β below a cutoff β∗, in which the thermal correlation
length becomes comparable to system size. This scaling
arises from the fact that the thermal correlation length of
the Gibbs state scales as ξ ∝ vβ, where v is the velocity of
the linearly dispersing Majorana mode. Assuming that
our protocol saturates the light cone growth of correla-
tions (the correlation length grows linearly with circuit
depth), we conclude that the depth needed to target ρβ
scales linearly with β.
In Fig.3 (d), we show how the infidelity depends on
system size for p = 2, 3, 4. These results in total sug-
gest that for 1 < p  L/2, Fp ∝ L exp(−const ∗ p/β).
This implies that the depth required to achieve a thresh-
old fidelity with the target state scales as β logL. Such
efficiency for creating this free fermion TFD is consis-
tent with [33], which showed that all free fermion TFDs
at finite temperature are adiabatically connected to the
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Figure 3. Preparation of Majorana fermion TFD state. (a)
Semilog plot of the infidelity for different system sizes at
β = 2. (b) Semilog plot of the infidelity of L = 30 for different
temperature values. The infidelity appears to decay exponen-
tially with a slope −1/p0 which depends on temperature. (c)
The dependence of the decay rate −1/p0 on the temperature.
The blue dots are slopes from linear fitting of the plots in (b)
at each temperature. The red line is the linear fitting of the
blue dots for β ∈ [1, 6]. (d) The dependence of the infidelity
at β = 2 on the system size L at p = 2 and p = 3. It is evident
that the infidelity scales linearly with L for large enough L.
infinite temperature TFD, although the depth of the uni-
tary circuit connecting the two must diverge as T → 0.
While our logL dependence prevents us from claiming a
strictly finite depth circuit preparation, it is clear from
the p = 3 results in Fig.3 (d) that for all practical pur-
poses the logL scaling is innocuous. In this sense, our
protocol is nearly optimal.
Spin chain Gibbs state. – Finally, we apply our pro-
tocol to target the Gibbs state of the XY spin-1/2 chain
HA = −
∑L
i=1XA,iXA,i+1 + YA,iYA,i+1, using HAB =∑L
i=1XA,iXB,i+YA,iYB,i+ZA,iZB,i and the dual Hamil-
tonian HB = −
∑L
i=1XB,iXB,i+1 + YB,iYB,i+1. We find
that our protocol can also achieve high fidelities in this
case, although the depth required is larger than that of
the Majorana chain. One possible reason is that the cen-
tral charge of this critical model is 1 as opposed to the
central charge 1/2 of the Majorana example, and more
effective degrees of freedom is expected to increase the
circuit complexity of the state [34, 35].
Discussion. – We have proposed a variational scheme
for preparing thermofield double states that enables the
simulation of Gibbs states. As an example, we have found
that Gibbs states of a 1d classical Ising model at any tem-
perature can be prepared perfectly with L/2 iterations
in our protocol, and Gibbs states of free fermion and
(quantum) spin chains can also be prepared efficiently.
Our variational ansatz can be improved further with ad-
ditional unitary gates; we have presented the simplest
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Figure 4. Preparation of the XY spin chain TFD state at
β = 2.
scheme in this work. Likewise, it is interesting to con-
sider shortcuts for measuring the free energy cost func-
tion in the hybrid quantum-classical scheme. For exam-
ple, instead of optimizing to target the Gibbs state on
the entire A system, it may be useful to optimize a local
free energy defined on a small subsystem of A, which sub-
stantially reduces the number of measurements required.
It may then be useful to leverage translation invariance
of the protocol to divide the system into small equiva-
lent subsystems, which could serve as the copies needed
for Renyi entropy measurements (required to extract the
von Neumann entropy of the small subsystem).
In addition to enabling the simulation of finite tem-
perature states, the preparation of TFD states may be
useful in itself. Motivated by the holographic correspon-
dence, in which the TFD is dual to a two-sided black
hole, various works [36–38] have examined how the TFD
provides a portal (“traversable wormhole”) for recover-
ing information from one end at a much later time from
the other end. Along these lines, our protocol may also
shed light on the circuit complexity required to prepare
the TFD state [39], which has also attracted interest due
to its holographic significance. When the Gibbs state
undergoes a finite temperature phase transition, the cor-
responding TFD may no longer be smoothly connected
to the infinite temperature TFD [33, 40], and it would be
interesting to see how this transition is reflected in our
protocol.
Our scheme for variational thermal quantum simula-
tion highlights the fact that finite temperature can be
viewed as arising from entanglement with an auxiliary
system. We have presented a concrete setup in which ef-
fective temperature of a subsystem can be controlled by
simple unitary operations on a joint system.
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Appendix
Relation between Ising TFD and QAOA for
transverse field Ising model
Here we relate the perfect preparation of the Ising
chain Gibbs state (6) to the perfect preparation of free
fermion states discussed in [27]. For convenience, we re-
state the relevant Hamiltonians used in our protocol:
HA = −
L∑
i=1
ZA,iZA,i+1, (11)
HAB =
L∑
i=1
XA,iXB,i (12)
(Recall that HB was not necessary for this model.) Ev-
ery ZA,iZB,i for i = 1, . . . , L is conserved as −1, and
hence every pair of A,B sites reduces to a two dimen-
sional Hilbert space described by a pseudospin labeled
by a tilde. The problem then reduces to a single chain of
pseudospins and the above interactions reduce to
−
L∑
i=1
Z˜iZ˜i+1,
L∑
i=1
X˜i (13)
The initial state |TFD(0)〉 in this representation is the
ground state of the pseudospin paramagnet
∑L
i=1 X˜i.
Hence our ansatz exactly reduces to that of the QAOA
ansatz for the transverse field Ising model (TFIM) used
in [27]. There, it was conjectured that the above in-
teractions in the QAOA ansatz are sufficient to prepare
any state in the phase diagram of the TFIM at depth
p = L/2. If we assume a stronger conjecture that any
free fermion state with translation symmetry can be pre-
pared at depth p = L/2, then it follows that the target
TFD state in the problem at hand can be prepared with
p = L/2.
Majorana fermion Gibbs state numerics
QAOA protocol can be carried out by using the
fermionic representation in the same fashion as [41]. In
particular, we apply a Fourier transformation to the Ma-
jorana operators
γ2j−1 =
1√
L
L−1∑
k=0
cke
i 2piL kj + c†ke
−i 2piL kj (14)
γ2j =
−i√
L
L−1∑
k=0
cke
i 2piL kj − c†ke−i
2pi
L kj (15)
The Hamiltonians of A chain and B chain and interchain
take the form
HAB =
L/2−1∑
k=1
(2c†kck + 2c
†
−kc−k − 2)
+ 2c†0c0 − 1 + 2c†L/2cL/2 − 1 (16)
Hs =
L/2−1∑
k=1
−2 sin(2pi
L
k)(c†kc
†
−k − ckc−k) (17)
where Hs = (HA+HB)/2. In QAOA protocol, the initial
state is the ground state of HAB , whose eigenvalue un-
der each number operator c†kck is 0. Note that both HAB
and Hs preserve the fermionic parity. Therefore in each
subspace created by c†k and c
†
−k, we only need to con-
sider empty state and double occupied state, effectively
reduce the Hilbert space to the tensor product of L/2
decoupled two dimensional systems, namely the problem
can be recast as
H˜AB =
L/2−1∑
k=0
2Zk (18)
H˜s =
L/2−1∑
k=0
2 sin(
2pi
L
k)Yk (19)
We will drop the tilde from now on. To proceed with
QAOA, we set the angle range to be αi ∈ [0, pi/2] and
γi ∈ [0, 2pi] due to the same reason that exp(ipi/2HAB) is
the fermion parity operator, which is conserved and that
no obvious periodicity can be found in γi.
Optimization using free energy cost function
The relative entropy between the reduced density ma-
trix ρA on the A subsystem and the target Gibbs state
ρβ is
S(ρA||ρβ) = TrρA log ρA − TrρA log ρβ (20)
= −SA + βEA + log Tre−βHA (21)
= β(FA − Fβ) (22)
7where FA = EA − TSA and Fβ = −T log Tr[e−βHA ] are
free energies.
We can minimize this cost function and demonstrate
this in the example of Ising chain Gibbs state, shown
in Fig.5. Note that we subtract the minimal value βFβ
in the plot. Evidently, we again reach the target Gibbs
state after p = L/2 steps. Note however that we don’t
necessarily reach the particular TFD state defined in (2);
it only matters that for the subsystem ρA = ρβ .
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Figure 5. Preparation of Ising Gibbs state at β = 1 using the
free energy cost function. We have subtracted the constant
βFβ
