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In this thesis, a multivariate normal model with polytomous variables in sev-
eral groups is analyzed in the presence of stochastic constraints on thresholds. 
Prior distributions of the parameters are considered based on a Bayesian point 
of view. An iterative procedure is implemented to produce the various Bayes 
estimates, together with their standard errors. An illustrative example involving 
data on three four-point ordinal scales from two groups is given and a simulation 
study is conducted to investigate the performance of the estimates. 
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In real life experience, particularly in behavioral and social science, inves-
tigators often encounter different variables whose manifestations are recorded as 
ordinal variables with only a few scale steps. Examples of such variables are at-
titude items, rating scales, performance items, etc. For instance, in an opinion 
survey, a respondent is asked to answer question concerning his attitudes towards 
a particular issue on scale like 
strongly approve approve don't know disapprove strongly disapprove. 
The estimation of the correlations among these latent variables becomes an im-
portant topic. A common approach to the statistical analysis of this kind of 
data is to assign integer values to each category and to analyze the data as if 
it were the tnie outcome of the underlying continuous variable with the desired 
distributional properties. 
Although the above approach is widely adopted among the social science re-
searchers, there are instances when this approach may lead to erroneous results. 
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For example, Olsson (1979b) showed that due to the biased estimates of correla-
tion, the application of factor analysis to such kind of discrete data will lead to 
incorrect conclusions. Hence, as expected, the applications of principle compo-
nent analysis, multiple correlation and canonical correlation analysis may lead to 
erroneous results, because these statistical methods also depend heavily on the 
correlation estimates. Therefore, it seems necessary to derive reliable correlation 
estimates for this kind of data. 
Assuming the normality of the underlying distribution, Pearson (1901) intro-
duced the tetrachoric correlation coefficient to estimate the true correlation from 
a 2 X 2 contingency table. Lancaster & Hamdan (1964) extended the result to the 
polytomous case. Martinson & Hamdan (1971) developed a two-step maximum 
likelihood method which gives the polychoric correlation estimate for the data 
from a r x s contingency table. In their method, the thresholds are first esti-
mated by cumulative marginal proportions, and then the polychoric correlation is 
estimated with the thresholds fixed at their estimates. Olsson (1979a) proposed a 
full maximum likelihood approach to estimate the correlation and thresholds; he 
also compared his method with the two-step approach. Later, Lee & Poon (1986) 
extended the model to p-dimensional contingency table and used generalized least 
squares method to obtain the estimates. 
There is an increasing trend to consider the general model in several groups. 
Multiple populations models frequently arise when we consider data coming from 
different sex groups, ethnic groups, treatments or the like. The frequencies of 
G independent p-way contingency tables are analyzed by a model that assumes 
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the ordinal categorical data in each of G groups are generated from a latent 
continuous multivariate normal distribution. 
On the other hand, an exciting development in structural equation modeling is 
the incorporation of auxiliary prior information. The provision of prior informa-
tion in the form of exact equality constraints provides researchers more flexibility 
in defining appropriate structures to model realistic problems. The widely pub-
licized package programs LISREL (Joreskog & Sorbom, 1988) and EQS (Bentler 
1989) have provided the option to allow users to impose simple exact equality 
constraints as well. Lee and Bentler (1980) have developed theory in analyzing 
general structural equation models in the presence of exact prior information. In 
addition, Lee (1988, 1992) extended the previous work to consider prior informa-
tion of stochastic nature. Clearly, such advancement provides more freedom in 
studying the functional relationship among parameters in the model. 
The main purpose of this thesis is to consider the Bayesian analysis of sto-
chastic prior information in a more general model with data of polytomous form 
and coming from several populations or groups. The parameters to be estimated 
include the correlations among the variables, the thresholds of the polytomous 
variables and the mean vector and covariance matrix of the variables. In Chapter 
2, a general multivariate model is described and the method of Bayesian analysis 
of stochastic prior information is studied. Besides, asymptotic properties and the 
computational aspects of the estimators are given. Chapter 3 gives a real example 
to illustrate the method and conducts a simulation to study the behavior of our 




The Multivariate Model and 
Bayesian Analysis of Stochastic 
Prior Information 
2.1 The Model 
Consider a set of G independent populations or groups' arising from different 
culture groups, sex groups, etc. Assume p is the common niimber of variables in 
each group. For the g-th group, let Z(") = {z[^\ Z^^\..., Z^)' denote a vector of 
p observed polytomous variables, g = 1,...，G. Suppose the corresponding latent 
continuous random vector Y(") = {Y^^\Y^^\. •., Y^^ )^ ' is multivariate normally 
distributed with mean ^ (^"), and covariance matrices $](") = [a^fy Z(") and Y(") 
are related by 
4 " ) = 明 if - & ) S # ) < c ^ ^ (2.1) 
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for i = 1,. •. ,p and k(i) = 1, . . . , m(i), where m(i) denotes the number of cate-
gories corresponding to the 2-th variable, and m(i) is invariant across the groups. 
These categories are defined by a set of thresholds, 
必)={^，趟,一，《二(糾} (2-2) 
with c4"i) = —oo and 0^¾<)+! = oo for all g and all i. 
The vector Y(") is imobservable and we only have a random sample of Z(") 
with size Ng. Therefore, altogether we have the frequencies of G independent 
p-way contingency tables which are obtained based on the value of Z("). The 
observed frequency of the k = (A;(1),..., A:(p))th cell in the ^th group is denoted 
by /j^ "). The probability that an observation in pth group falls into the k-th cell 
is given by 
d") = P r { ^ " ) = M l ) " . . , 4 " ) = MP)} 
1 1 f^ i(j) 
= ( - i r E … E (- l ) "=i x $ p [ a 5 i )， . . . ,a % p ) ; W , S ( " ) } 2 . � 
i(l)=0 •)=• 
where v{j) = k{j) + i{j); and 
^p [o^ i, •. •, Qfp； t^,E 
fOLi rap 1 
= / •. • / (27T)-2|E|i exp(-(y — ^)'5]"'(y -fJ^)/2)dy, . . . dy .^ (2.4) 
J—oo J—oo 
2.2 Identification of the Model 
By Lee, Poon, and Bentler (1989), it has been shown that we may identify 
all the parameters in a single group model if we fix either the variances or the 
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thresholds of the variables to some specified values. Now, we use a new identi-
fication method to identify the general multiple group model. Here, the general 
model is identified by imposing the following restrictions: 
(i) Consider an arbitrary group, say group r, fix /jfi^ ) = 0 and diag S(”）= I; 
to simplify notation, we take r = 1; 
(ii) For any other groiip g + r, the stochastic prior information on the thresh-
olds defined by the following constraints is imposed: 
u = (u(2)V..,u(G)7 = h + e (2.5) 
/ \ 
rv(l) n > ) ^l,2 一 <^ l,2 
n/l) ry(g) <^ l,3 — 0^ 1,3 
^ ( 1 ) — ) ) "l,m(l) 一 "l,m(l) 
rv(l) rv(g) ( P(W ) 
^2,2 一 0^2,2 ^ 1 
where u(") = ： + ： 
八⑴ ^(^) Ag) 2^,m(2) — 2^,m(2) \ ‘ / 
n/l) ry(g) 
P^,2 - � 2 
rv(l) _ rv(") 
v pMp) pMp) 
=h(")+£(")， p = 2, . . . ,C; r] = j 2 m { i ) - p 
i=i 
Since there are m{i) - 1 stochastic constraints on the thresholds for each 
p 




such constraints in each group. Let 77 = E 爪⑷—P, then there are n = 
i=i 
Tj X {G - 1) such constraints in this model. Therefore, u is an n by 1 vector 
to specify the prior information, h is an n by 1 vector of differentiable 
functions of the parameter vector, and e is an n by 1 random vector of the 
error of measurement. 
The value of u can be obtained either from previous sample information, or 
from introspection. For example in our study, we believe Z(” and Z(") are nearly 
the same, so we let u to zero, we further assume that 
£ ~ 聊 ’ 巧 ， 
where F is an unknown matrix of nuisance parameters. We can consider various 
structure and prior distribution for T. Clearly, when T equals to the zero matrix, 
£ degenerates to 0 and the stochastic constraints become exact constraints. In 
this context, the stochastic constraints give more flexibility in studying functional 
relationships among the unknown parameters. 
Let a = (o:W',...,a(G)')' with 
0S3) — lJ3) (g) {g) (9) (9) (g) V 
^ — t l^,2^ . . -'<^l,m(l)'^,2^ . . .’�2，饥(2), . • - '^25 . . -^%Mp)J 
be the vector of all unknown thresholds; p = (口⑴，厂⑶，•..，p(G))' be the vector 
of the unknown polychoric correlations from group 1 to group C, with 
n(g) — (J9) (9) (g) y _ . 广. p — yPi2,Pi3, • • •, Pp-i,p)，9 —丄，...，^1 
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fjL = (^4(2)',..., p(G)'y be the vector of the unknown means from group 2 to group 
G, with 
W ) = {/4"),. — ,4")}'，p = 2,...，G; 
and cr =(cr(2)',...，cr(�’)')' be the vector of the unknown variances from group 2 
to group G, with 
rria) 一 {>) Js) ^i9)X' a — 9 H 
^ — \ ^  11，^22 , . . . , ^pp j , 9 —丄，• • .，�• 
Let 6 be the parameter vector which consists of all the unknown parameters 
in a, p, fx, and cr, and it is given by 
0 = ( a ' , p � M ' ’ j Y . 
2.3 Bayesian Analysis of Stochastic Prior Infor-
mation 
Now, \v(�liavo t li() ov(�rall vector of the observed fi,eqiien(:y counts denotcxl 
l)y f, aii(l tlie stocluustic prior inforination specified by (2.5). We further assurne 
f to he in(lrppii(l(>iit. of e. To represent prior ignorance of 0，we a,ssuino the 
(lriisity function of 0, Prf^) to 1)(�tli(�iioii-iiiforMiative pi,ior a.s a constant. (s(K> 
(�.g. Idri.(�v, 1961 aii(l Zdlii(T, 1971). Given ol)s(�rvat ioiis oii f aiicl u, t lic joint, 
post (Tior (l(Misity of 0 and T is (wpro,ss(Yl as 
l)r(0, r|f. 11) X Pr(f|^) . Pr(u|6l. T) . Pr(r) (2.6) 
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where 
G rn(l) m{p) {g) 
pr(fi0) c< n n … n [鄉)’...’咖)]_...’_， 
g=l k{l)=l k(p)=l 
Pr(u|0,r) oc |r|-"2exp{ — ^ (u — h) 'r-i(u — h ) L 
and Pr(r) is the density of T. Thus, the joint posterior density Pr(0, F|f, u) is 
proportional to 
G —1). m(p) f(g) , � f 1 >1 
n n … n [ ^ L .’^ / ^， . "， ^ ) | r � i � x p { - * ( u - h y r - i ( u - h ) } p r ( r ) . 
g^l fc(l)=l k{p)=l ^ 
(2.7) 
Assume T = cr^ I, where I is the identity matrix of dimension n. This implies 
the error components of the stochastic constraints are independent of each other 
and with the same variance a .^ Here, we have only one nuisance parameter a .^ To 
specify the prior distribution of cr^ , we will use the appropriate conjugate family 
(Raiffa & Schlaifer, 1961), namely, the inverse x^ family. This conjugate family 
involves two parameters and is sufficiently flexible for most applications (Lindley 
& Smith, 1972, and Lee, 1981, 1992). Therefore, for given prior constants u and 
P, we assume that vp|a^ is distributed as xJ, and so 
P r ( a V / 3 ) o c ( y ) - " 2 - i e x p ( - g ) . (2.8) 
Now the constants v and f3 can be chosen accordingly. For example, if u is large 
and Pv is small, the stochastic constraints will nearly become exact constraints. 
Thus we find that Pr(0, r|f, u) is proportional to 
n u W [ £ ( " ) 1'思，...,咖"。2�-—+2)" / 1 [ v r . , , 2 ^ J1 “ 丄 . - 丄 . • • 丄 “ (^i),...,fc(p) [^ J exp<^—^ 2 ^ 0 ^ 1 - ¾ ) +1^P ^  
5=ifcw=i k{p)=i 1 2a Lz=i JJ 
(2.9) 
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where Ui is the i-th component of u � I t can be shown that 
f (今(一/2 exp { - ^ [t (叫—h;f + "/3] } da^ 
f n ) —("+n)/2 
- ^ l j : ^ { u , - K f + vp^ (2.10) 
Thus, the nuisance parameter cr^  can be eliminated by integration and so from 
(2.9) the posterior density of 6 is given by 
‘G rn{l) m{p) .(3) ( n ^ _iil^ 
p r ( ^ u ) ( x n n … n 隙),...，咖)广)，._.’补)二(-厂~)2+— 
g=l A:(1) = 1 k{p)=l U=1 ) 
(2.11) 
- ^ 
The Bayes estimates G of 6 is obtained by maximizing the above function, or 
equivalently, minimizing the following function: 
G m{l) m{p) r n ) 
" W = - E E … E /a’".，_.lndl...，^) + ^ l n E ( W - " 0 2 + — 
g=l fc(l)=l fc(p)=l z U=1 ) 
(2.12) 
Let 
G rn{l) m(p) 
m = - E E … E / i l . . , _ . h ^ L . . _ (2.13) 
5=1 fc(l)=l k(p)=l 
and 
B(0) = ^ ln | f j � u i - h,f + uP^ . (2.14) 
Therefore, we are going to minimize L*{6) = L{6) + B{0). 
2.4 Computational Procedure 
To find the Bayes' estimate G of 6, we would like to minimize the function 
L*(0) in (2.12) given in the previous section. The Bayes' estimate is given by the 
10 
solution of dL*{6)/d6 二 0. Under mild regularity conditions, it can be shown 
that 6 possesses the following desirable statistical properties: (i) It is consistent; 
and (ii) it is asymptotically equivalent to the maximum likelihood estimates. As a 
, ^ 
result, the asymptotic distribution of 6 is multivariate normal with mean vector 
6 and covariance matrix equal to the inverse of the information matrix. The 
gradient vector and the information matrix of L, L'{6) and I(0) are respectively 
defined as follow: 
丄 ⑷ = 響 
• = 销 ( 響 ) ' ] 
As the modal estimates of L*{6) cannot be obtained in closed form, we employ 
the scoring algorithm in computing the solutions, i.e. 
fdL*\ 
e,^, = e , - 6 r [ 9 ) - ' | ^ - j |,=,^ . (2.15) 
where 6 is a step-size parameter which may be taken as the first value in the 
sequence {1, \,. . . } that reduces L*{6), I*{9) is the information matrix. 
f^r* 
i = Lio) = Lie) + B{0) 
r{e) = i{6) + B{6) 
a n d _ ) = 学 , B i O ) = ^ . ^ ) de ‘ � ) d _ 
2.4.1 Optimization procedures 
Now we apply the scoring algorithm for optimization. Note that we only 
need the first partial derivatives to obtain the information matrix. Since l*{6) is 
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positive definite, the algorithm is robust to choice of starting values and it always 
produces an acceptable step. 
Moreover, the scoring algorithm not only produces the maximum likelihood 
.^ —^  
estimate, but also an approximation of the asymptotic covariance matrix of 9. 
A 
The covariance matrix is estimated by I*(0) and it is readily available at the 
last iteration of the algorithm. 
2.4.2 Analyt ical Expressions 
Analytical Expressions of 兴【台）k(p)/^ ^ 
Let 6a^  Ob be the a-th and 6-th element of 6 from (2.13) respectively, we have 
^Tfn\ G rn(l) rn{p) f(9) fjM 
dH") _ Sr • •“⑴’…崩 ^^k(l),...,k(p) /9 i^N ~^^ 一 _ 2 ^ 2 _ . ••• 2 ^ 7 ^ ^ (左丄… 
a "=剛= 1 A:(p) = l ^(l),...,fc(p) 。口仅 
G m{l) m{p) 1 f^cia) ^Ag) 
Tfn\ — V" V" V" i �l)’...，fc(p)�1),...崩,”7� 
iWa6 — 2^ 2^ … 2 ^ 7 ^ ^ ^ (丄17) 
^=1 k(l) = l fc(p)=l ^k(l),...Mp) a 外 
where from (2.3) 
鄉，…崩=(-i)P 女 ^ (—1身。).丄$ [oH� Q>),�. u(") E(M 
3Q ^ ” L ... L \ 1) ^n ^P "l,i;(l)' • • -^%,v(p)'^ ’力 . 口口� 2(l)=0 i(p)=0 �� 
(2.18) 
Hence, the derivatives of the normal distribution function with respect to its 
parameters are required in computing the gradient vector and the information 
matrix. 
For the reference groiip or group 1 here, we have 2 different types of para-
meters to be estimated, they are the thresholds and the polychoric correlations. 
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The mean values in this group are zero and we take the covariance matrix as the 
correlation matrix. 
And the followings are the analytical expressions for the various derivatives: 
1. Thresholds: (by Lee, Poon & Bentler, 1989), we have 
^ ^ [八⑴ … . n R ( i ) l o (1) P^ 〜⑴，• •.，%AvV ^‘^ 
气刚 
- (1) — (1) -
— • ⑴ 、 ^ > � w — P^^^jAj) .fiR(i) r?iQ、 
—nO^J,v(J)) ‘ % - l ..., ~~(1 ^2jl/2^‘ • • • ‘ ^ ' ^J (」.iy) 
where j, h = 1,.. .p and h • j; ¢[-) is the univariate standardized normal 
density function; pjh is the (j, h)-th element of R; and R.^  is the partial 
correlation matrix with the j-th variable partialled out. 
2. Polychoric correlations: (from Johnson and Kotz, 1972), we have 
&^KV..,4!^(p);o,R(i)] • 
=《2(4 :4)，必⑷,Pj� . ^P-2 [. • • , ^mXm) — m^,l(m) ’ ...；〇,R^ 
(2.20) 
where m + j,m + h and j + /i, ¢2(-) is the standardized bivariate normal 
density function with correlation pjh, R ^ is the partial correlation matrix 
with the j-th and /i-th variables partialled out, and 
m^,i(m) = (1 — "j2jl/2 {("> — PjhPhm)o^f^l^j) + {Phm — PjhPjmWhl(h)} 
(2.21) 
For other groups, g = 2, •. •, G, consider . 
. { a f , - f ^ f ) 
^h = "Vlg^ (2.22) 
V ^ 
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and transform the multivariate normal cumulative density function into a stan-
dard multivariate normal function. Thus the transformed variables have zero 
mean and the covariance matrix becomes the correlation matrix. So, we have 
%[«&1广..，《二”);"('),沙)]=%[<种...，《”(”);0，只叫 (2-23) 
where R(") is the correlation matrix. 
There are 3 types of parameters to be estimated; and the corresponding deriv-




- 1 rh(rv* ) a [ < ’ • ) PjhO^lv(j) .^ j^(g) 
—~^J=^ • ^y^jA3)) • ^P-1 |^- • •，"“^ (1 — p2^y/2~", •. •, U，^ j 
(2.24) 
where R(J) is the partial correlation matrix with the j-th variable partialled 
out. 
2. Population means: 
^ ) % [ < ^ ’ . . . ， 《 + ) ; 0 ’ R ( W : 
二 —_-.6ia* . . ) - ^ i [ < ， • ) — P3h<^lv{j) .n T^i9) 
y ^ ^¾^?)) ^p-i -^ • • ‘ (l_p2jl/2~~‘ ‘ ^' ^  j 
(2.25) 
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3. Covariances and variances: 
^^ph“i),..。，《+);o，R(")-
9^jh 
=,丨⑷⑷.02(«工〜)，<^’+)，/5)") . ^ p-2 . • •，< ^ m,7 ; ( m ) _ m^,^ (m) ‘ . •.；〇，^ ^ 
y^jj ^hh 
(2.26) 
^ % [<^,. . . ,a;^;0,R(W: 
_ ^jAj) - Mj ,r. X ^ [ <Mh) — Pj^alvU) .nPf(5) 
— ^ ^ ^V^>(i)j . ^ P-1 |^. . .，^(1 - p2^)l/2^, • . . , U，^ j 
+ 自 為 . 点 ' “ < 會 . . ， 《 咖 ; 。 ， 叫 
(2.27) 
where 
dpjh _ -CTjh 
硕 二 ^ ^ " 
and 
^% [ <^ , . . . , <+ ) ;0 ,R^ : 
is similar to the expressions in (2.20) and (2.21). 
Analytical Expressions of dB{6)/d0 
Let B{0)a be the a-th element of B(0), we have 
^ W a = - ^ 4 ^ [ i {u. - ~)2 + 力 - 1 | f 2 ( u . 一 〜 ) g | (2.28) 
Thus, we have the following derivatives with respect to different parameters: 
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1. Thresholds in group 1: 
^ = - ^ \ t (购—~)2 + " 4 - 1 {2 K — M } (2.29) 
HAj) 2 u=i j 
where Uk and hk involve the threshold exactly the same as c^ l^y(^ jy 
2. Thresholds in other groups: 
* = - ^ { t {u. — h# + " 4 - 1 {—2 K — ^ ) } (2.30) 
^ % ) 2 U=i J 
where Uk and hk involve the threshold exactly the same as ；^；“二力’ g = 
2 ’ • • •，Cr, 
3. Other parameters: 
B{0) = 0 . 
Since B{6) does not involve any other parameters, the derivatives with 
respect to other parameters equal zero. 
Analytical Expressions of d^B{6)/d0^ 
From previous part, we can derive the second derivatives for B{6). Let B{6)ab 
be the (a, b)-th element in B{6), we have 
R/"� (^+^') L f ^ / , x2^ . r ' Ardh,dh, , h、 d^h, \ _ab = 丁 " § ( -厂 " 0 +叫.§1豕孤-(-!—"。麵个 
-4{S(〜-"。2 + 4 2 { g ( 〜 — M g } { g ( 〜 — 〜 ) g } : 
(2.31) 
More specifically, we have: 
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1. 
d'B{6) {iy + n) [ J “ ,.2_^ . 1 " ' , 
^ ^ = ^ [ 4 g ( - - ^ ^ ) + ^ / ^ | 
- —4 | f ] (叫 - K f + z//^| {K- — h,)} {{uk — hk)} 
(2.32) 
and I{j=k} = 1 if j = k and I{j^k} = 0 otherwise. 
2. 
纖-中卜{§(“細「如} 
—4 | f j (^i - hif + u[3^ {K- - /i,)} { K — hk)} 
(2.33) 
where g = 2 , . . . , G. 
3. 
d^BiO) (" + n ) � f & �2 )-i r 1 
^ ^ = V ^ [ 2 { g ( - - " 0 2 + y . { — � j = 4 
- 4 |f^ {u, — h,f + 1//3| {— {u, — hj) {uk — hk)} 
(2.34) 
where g = 2 , . . . , G. 
4. 
B{0) = 0 for other parameters. 
17 
Chapter 3 
Example and Simulation Study 
3.1 Example 
To illustrate the theory with a real example, three items on life satisfaction 
were taken from a longitudinal study of adolescent growth (Huba & Bentler, 
1982; Newcomb, Bentler, & Collins, 1986). These items asked the respondents: 
"How happy or imhappy are you about: (i) your schooling up to now? (ii) 
your relations with yoiir parents? and (iii) your future? Responses were given 
on a 3-point ordinal scale anchored with the following labels: Unhappy, Don't 
know, Happy. We will analyze two independent groups of male and female adults 
with sample sizes 221 and 518 respectively. Based on the algorithm discussed in 
Chapter 2, a computer program written in FORTRAN with double precision, has 
been implemented to obtain the Bayesian estimates of 0. We analyze the data 
with the stochastic constraints defined in (2.5) by using the male group as the 
reference group. To implement the procedure, we assume u = 0 and r is assumed 
18 
to be cr^ I and the prior constants u and f3 are taken to be 
(a) z/ = 5，p = 10-4; 
(b) " = 50,/3 = 10-6; 
(c) “ = 500，13 = 10-6. 
The program converges nicely in a few iterations. The Bayes estimates and 
their various standard error estimates are presented in Table 1 and Table 2. As 
increasing v and decreasing (3, the standard error decreases. Also, the Bayesian 
estimates are close to the results obtained from Lee, Poon, and Bentler (1989). 
3.2 Simulation Study 
Since the Bayesian estimate is obtained by considering p-dimensional model 
with multiple groups, it is sufficient to study the performance of estimates in 
trivariate case with 2 population groups. Hence, based on the algorithm discussed 
in Chapter 2, a computer program, written in FORTRAN with double precision, 
has been implemented to obtain the Bayesian estimate of 6. 
The study is based on simulated data drawn from 2 multivariate normal dis-
tributions with the dimension of Y is three. As the 1st group is the reference 




To study the behavior of the estimate, different situations which includes 
different sample sizes and skewness of the thresholds with various values of the 
hyperparameters, v and f3, are used in the simulation study. 
1. Sample size~~samples of N = 100，N = 300 and N = 500 were generated; 
2. Threshold values一polytomous variables with 3 categories were simulated; 
we let u as defined in (2.5) be zero. Both symmetric values and asymmetric 
values of thresholds are considered. Hence we have the following settings: 
(a) For symmetric thresholds, for both the reference group and group 2, 
c^i) ai:j = —oo, a^^ = —0.5,. ¢^ ¾ —  0.5, a^ ]^ — oo 
^ ) = c^i) = 4 ! i = - o o , 4!2 = -0.5, 4¾ = 0.5, 4)2 = 00 
� c ^ i ) y y a^]i = —00，Q^ 3^ 2 = —0-5，4¾ = 0.5, a ^ = 00 ) 
( o i f ) { a ^ = - 0 0 , a% = -0.5, a ^ = 0.5, a ^ = 0 0 � 
^ = � = c 4 2 ) = a ^ = —oo，4¾ == -0.5, 4¾ = 0.5, a g = 00 
� 必 ） j V 42;=—⑴，^3¾ = -0.5, 4¾ = 0.5, 4¾ = 00 ) 
(b) For asymmetric thresholds, for both the reference group and group 2, 
,c^i)) I ^.¾ = - 0 0 , a ^ = - 1 . 0 , a g = 0.1, a ^ = o o ' 
“ � = c ^ i ) = a g = _oo, 4!^ = -1.0, 4 3 = 0.1，4:2 = 00 
� 4 ) J ( a g = —w，4!^ = -1.0, a ^ = 0.1， ^¾ = cx) ^ 
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(ttp) ) ( 4¾ = -CX), « 5 二 —1.0, 1^¾ = 0.1, ¢4¾ = o o � 
“ � = 4 2 ) = 4¾ = -oo , 4 ^ = - i . o , 4 ^ - 0 . 1 , 4 3 = 00 
� a f j [ a ^ = - (X) , ^^ ¾ = -1.0, 4¾ = 0.1, 4¾ = oo ) 
3. Mean vectors一 
(a) For the reference groiip, 
( \ 0 …=0 
(。J 
where # ) is fixed known parameter and will not be estimated. 
(b) For group 2, 
( \ 0.05 
M(2) = 0.05 
1 Q.05 j 
4. Covariance between variables— 
(a) For the reference group, 
/ \ 
1.0 0.25 0.30 
冗⑴二只⑴ = 0 . 2 5 1.0 0.35 
、0.3 0.35 1.0 ) 
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(b) For group 2, we are more interested in the correlations, so we consider 
its covariance as follow: 
f (2) (2) / (2) (2) (2) / (2) (2) \ 
4 i Piiv^i,i^2,2 Piiv^M^s 
$ ] ( 2 ) = ( 2 ) / (2) (2) (2) (2)/ (2) (2) 
P2,lV^2,2 l^,l 2^,2 P2,3y^2,2^3,S 
( 2 ) / ( 2 ) (2) ( 2 ) / (2) (2) (2) 
乂 P3,lV^3,3^1,l P3,2V 3^,3^ 2,2 3^,3 ( \ 
1.5 0.35 X 1.5 0.40 x 1.5 
= 0.35 X 1.5 1.5 0.45 x 1.5 
� 0 . 4 0 X 1.5 0.45 X 1.5 1.5 ^ 
( \ 
1.5 0.525 0.6 
= 0.525 1.5 0.675 
� 0 . 6 0.675 1.5 ^ 
5. Choices of the prior information, v and |3一as mentioned before, u will be 
set to zero and the stochastic constraints to be applied will be close to exact 
constraints if v is large enough such that vp is sufficiently small; we consider 
the following choices: 
(a) V = 5, f5 = 10-4; 
(b) u = 50, /3 = 10_6; 
(c) iy = 500, j3 = 10_6-
With three sets of sample sizes and three sets of v and j3 for both symmetric 
and asymmetric thresholds, there are totally 18 different combinations. For each 
combination, a hundred replications in each of the design were generated. 
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In general, the algorithm is robust to the starting value of the parameter 
vector. However, a good starting value would reduce the time of convergence. 
Hence, we use the inverse of the standard normal distribution evaluated at the 
cumulative cell proportion of the polytomoiis variable to be the starting values 
of the thresholds. For the correlation, we iise the sample correlation based on 
the generated data to be the starting value. This approach uses all the data in 
the calculation of the starting value. Based on our experience in the simulation 
study, it is a good starting value since the procedure converges quickly to the 
solution. 
Furthermore, the program is said to be converged and the iterative procedure 
will stop if the root mean squares of the gradient vector is less than a pre-assigned 
small number, say 0.0005. 
3.2.2 Results 
For each sample size, we compare the performance of 1) mean estimates, 2) 
root mean squares, 3) standard errors, and 4) ratios among three different sets of 
i> and /3. The results of the simulation studies are summarized in Table A.1 to 
Table C.8 for symmetric thresholds and in Table D.1 to Table F.8 for asymmetric 
thresholds. In each of the tables, the following statistics are reported. 
1. The mean values of the estimates: 
1 100 
0.―丄厂伊力 
" � 1 0 0 ^ " � J=1 
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where fff^ is the z-th element of the estimated parameter vector in the jth 
replication. 
2. The root mean square errors: 
r 1 100 )i/2 
^ M . E . ^ j 4 ^ ) - . . r | 
where 6i represents the zth element of the true parameter vector. 
3. The average of estimated standard errors of the estimates: 
1 100 丨 ^ ^ • \ 
S.E.i = Y ^ y^(estimated standard error of 0^'). 
j=i 
4. The ratio of the sample standard errors to the average of estimated standard 
errors of the estimates: 
双 = 化 ， 
S.E.i 
where the sample standard deviation of the estimates is given by 
r 1 100 1 1/2 
s-D.={l^u^^'-m : 
I 户 1 ‘ 
We would expect that S.D.i is close to S.E.i and thus the ratio Ri would 
be close to one. 
From the tables, the following phenomena are observed: 
1. By examining the mean values of the estimates for each sample size in Tables 
A.l-A.2, B.l-B.2, C.l-C.2, D.l-D.2, E.l-E.2, F.l-F.2, it is found that they 
are very close to the true values. Moreover, the root mean square errors 
(RMSE) reported in Tables A.3-A.4, B.3-B.4, C.3-C.4, D.3-D.4, E.3-E.4, 
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F.3-F.4 are reasonably smaU in all situations, especially when the sample 
size is large. 
2. When studying the RMSEs in Tables A.3-A.4, B.3-B.4, C.3-C.4, D.3-D.4, 
E.3-E.4，F.3-F.4, increasing v and decreasing j3 usually decreases the RM-
SEs. But when the sample size is large enough, in N = 300 and 500, 
increasing v and decreasing (3 only decreases the RMSEs slightly. 
3. As we expected, increasing the sample size decreases the RMSE and S.E. 
of all the estimates in all situations. 
4. Based on the results in Tables A.7-A.8, B.7-B.8, C.7-C.8, D.7-D.8, E.7-E.8, 
F.7-F.8, except several cases in N = 100, most of the ratios are close to 
1. It indicates that the procedure had produced reasonable estimate of the 




In this thesis, stochastic prior information in the form of stochastic constraints 
on the parameters of the model has been introduced in the analysis of the general 
model with polytomous data in several groups. A method based on the Bayesian 
approach (see Lee, 1992) has been developed to obtain various Bayes estimates. 
Based on the results of the simulation study, it has been shown that the provision 
of stochastic prior information not only provides us more freedom in studying the 
functional relationship among the parameters in the model but also gives accurate 
and reliable estimates generally. 
Nevertheless, the method suffer a major drawback of computational ineffi-
ciency, especially when the dimension of the observed polytomous vector, p is 
large. It is because the procedure requires the evaluation of multiple integrals 
with complexity increases dramatically with p. As a result, the technique is prac-
tically infeasible for higher dimension of polytomous vector, say p = 6 or more. 
To remedy this deficiency, one obvious direction of future development is to 
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apply the concept to a more efficient estimation procedure in the analysis of the 
general model for polytomous variables. As a typical example, the computation-
ally efficient multi-stage estimation procedure described in Poon, Lee and Bentler 
(1989) is also applicable. 
Based on the results of our simulation study, we observe that the estimates are 
accurate in various conditions, including different sample sizes, different settings 
of threshold values, and different choices of v and j3. It demonstrates that the 
proposed procedure is good enough for practical use. 
Of course, this thesis only gives a very brief introduction to the problem, there 
are still a lot of practical problem for further study. For example, it is worth to 
note that all the results developed here are based on the normality assumption 
of the latent random vector. Hence, if the underlying distribution is unknown or 
other than normal, the applicability of the procedures is suspected. Therefore, the 
problem of robustness of the Bayes estimates may be an interesting research topic 
� in the future. Besides, we can consider covariance structure model corresponding 
to a system of structural equations. That is, 
E = E(0) = K - W ) , 
where c^ - are functions of an unknown parameter vector 0. 
Furthermore, one can consider various structures and prior distributions for 
r . Since we only considered F = cr^ l to illustrate the method, we may also 
consider F as a diagonal matrix with diagonal elements cr^ . This means that 
the error components e in (2.5) are independent but with different variances af. 
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In addition, T can be a general positive definite matrix distributed as inverse 

















Table 1. Bayesian Estimates (Standard Error) 
p = 5 V = 50 u = 500 
Parameters 
/5=10_4 /5 = 10—6 /3=10—6 
Q^ -0.902 (0.165) -0.873 (0.162) -0.865 (0.160) 
a g -0.388 (0.148) -0.359 (0.147) -0.350 (0.146) 
4¾ -1.341 (0.099) -1.318 (0.098) -1.309 (0.098) 
4¾ -0.913 (0.173) -0.899 (0.171) -0.'891 (0.170) 
a ^ -1.712 (0.126) -1.684 (0.124) -1.677 (0.123) 
4¾ -0.817 (0.088) -0.781 (0.085) -0.773 (0.083) 
Q^ -0.911 (0.180) -0.882 (0.178) -0.871 (0.177) 
a i^} -0.396 (0.098) -0.361 (0.096) -0.354 (0.095) 
4¾ -1.357 (0.089) -1.336 (0.088) -1.325 (0.086) 
a^ 2l -0.905 (0.134) -0.889 (0.130) -0.882 (0.129) 
4¾ -1.730 (0.091) -1.708 (0.087) -1.699 (0.085) 
a f } -0.805 (0.086) -0.774 (0.084) -0.768 (0.083) 
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Table 2. Bayesian Estimates (Standard Error) 
V 5 V = 50 V = 500 
Parameters 
P = 10_4 p = 10_6 p - 10—6 
/^ 2) -0.098 (0.102) -0.083 (0.101) -0.079 (0.099) 
fjiP 0.153 (0.095) 0.143 (0.093) 0.138 (0.090) 
y42) -0.181 (0.091) -0.173 (0.088) -0.169 (0.087) 
a[^ | 1.235 (0.143) 1.217 (0.141) 1.208 (0.140) 
4¾ 1.294 (0.156) 1.282 (0.154) 1.273 (0.152) 
ai^ l 1.201 (0.173) 1.187 (0.170) 1.181 (0.168) 
a[]l 0.501 (0.082) 0.488 (0.081) 0.481 (0.080) 
a[]l 0.416 (0.076) 0.399 (0.075) 0.392 (0.073) 
cr^ ^ 0.482 (0.098) 0.465 (0.095) 0.460 (0.093) 
a[^ l 0.304 (0.067) 0.273 (0.066) 0.267 (0.064) 
cj[^ l 0.580 (0.062) 0.561 (0.060) 0.554 (0.059) 
4¾ 0.595 (0.094) 0.575 (0.091) 0.569 (0.090) 
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Table A.1 Mean Estimates of Thresholds 
{N = 100) 
V = 5 z/ = 50 V = 500 
Parameters 
0 = 10_4 P = 10_6 /3 = 10_6 
a ^ = -0.50 -0.5331 -0.5328 -0.5320 
a g = 0.50 0.5301 0.5300 0.5296 
a ^ = -0.50 -0.5333 -0.5331 -0.5327 
a ^ = 0.50 0.5362 0.5359 0.5355 
a ^ = -0.50 -0.5254 -0.5250 -0.5243 
a ^ = 0.50 0.5431 0.5429 0.5422 
a ^ = -0.50 -0.5357 -0.5355 -0.5350 
¢4¾ = 0.50 0.5312 0.5310 0.5308 
4¾ = -0.50 -0.5327 -0.5323 -0.5319 
a^ 2l = 0.50 0.5350 0.5348 0.5343 
af l = -0.50 -0.5250 -0.5247 -0.5241 
¢4¾ = 0.50 0.5428 0.5425 0.5421 
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Table A.6 Standard Erors of Polychoric Correlations, Means, and Covariances 
� N = 100) 
- u = 5 u = 50 V 500 
Parameters 
f3 = 10-4 P = 10-6 p = 10-6 
p ^ = 0.10 0.1223 0.1221 0.1220 
^¾ = 0.20 0.2250 0.2248 0.2245 
p ^ = 0.10 0.1235 0.1232 0.1230 
pfl = 0.35 0.3622 0.3619 0.3618 
p g = 0.40 0.4213 0.4210 0.4209 
p g = 0.45 0.4677 0.4675 0.4673 
Mp^  = 0.05 0.0551 0.0550 0.0549 
/42) = 0.05 0.0566 0.0563 0.0561 
f j f i � = 0.05 0.0560 0.0559 0.0557 
cr[^ l = 1.50 1.5612 1.5610 1.5609 •^)i 
¢7¾ = 1.50 1.5538 1.5535 1.5534 
¢^ ¾ = 1.50 1.5572 1.5571 1.'5570 
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Table A.3 Root Mean Squares of Thresholds 
{N = 100) 
u 5 jy = 50 iy = 500 
Parameters 
P = 10_4 p = 10—6 P = 10_6 
al^ 0.1217 0.1216 0.1214 1 — 
a^ H 0.1236 0.1235 0.1232 j_,tj 
a ^ 0.1209 0.1209 0.1208 
¢4¾ 0.1301 0.1300 0.1298 
a $ 0.1210 0.1208 0.1207 
a ^ 0.1232 0.1229 0.1226 
a?l 0.1210 0.1205 0.1203 1 — 
¢4¾ 0.1240 0.1233 0.1231 
趙 0.1205 0.1201 0.1200 
4 ^ 0.1298 0.1295 0.1294 
af l 0.1219 0.1216 0.1215 
OL^ l 0.1235 0.1233 0.1230 
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Table A.4 Root Mean Squares of Polychoric Correlations, Means, and 
Covariances 
{N = 100) 
V = 5 u = 50 V 500 
Parameters 
P = 10_4 f3 = 10_6 p = 10_6 
p $ 0.1168 0.1165 0.1164 
p g 0.1040 0.1038 0.1037 
^¾ 0.1004 0.1001 0.1001 
p�;\ 0.1087 0.1082 0.1080 
p^ l^ 0.1212 0.1209 0.1207 
p^ 2l 0.1003 0.1001 0.1000 
4^2) 0.1128 0.1123 0.1121 
42) 0.1143 0.1137 0.1135 
yif 0.1201 0.1184 0.1183 
crfi) 0.1189 0.1102 0.1101 
1 j ^  
¢7¾ 0.1176 0.1159 0.1155 
crg 0.1205 0.1201 0.1200 
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Table A.5 Standard Errors of Thresholds 
{N = 100) 
u = 5 jy = 50 u = 500 
Parameters 
P = 10—4 p = 10—6 p = 10_6 
a ^ 0.1143 0.1142 0.1140 
a ^ 0.1091 0.1088 0.1081 
a g 0.1125 0.1120 0.1116 
c4^ 0.1182 0.1180 0.1175 
^¾ 0.1373 0.1369 0.1360 
a ^ 0.1125 0.1120 0.1112 
a ^ 0.1135 0.1129 0.1126 
a ^ 0.1090 0.1085 0.1081 
¢4¾ 0.1122 0.1118 0.1109 
匙 0.1180 0.1169 0.1162 
4¾ 0.1370 0.1363 0.1357 
Oifl 0.1121 0.1118 0.1112 
35 
Table A.6 Standard Errors of Polychoric Correlations, Means, and Covariances 
{N - 100) 
- jy = 5 V = 50 u = 500 
Parameters 
f3 = 10_4 P = 10_6 /3 10_6 
p g 0.1136 0.1133 0.1130 
p g 0.1179 0.1175 0.1168 
p ^ 0.1277 0.1275 0.1271 
p g 0.1150 0.1145 0.1142 
p ^ 0.1201 0.1189 0.1185 
4¾ 0.1153 0.1146 0:1143 
4^2) 0.1268 0.1259 0.1255 
ljip 0.1202 0.1199 0.1198 
4^2) 0.1197 0.1193 0.1192 
ofi) 0.1239 0.1230 0.1226 i>i 
¢7¾ 0.1260 0.1255 0.1249 
0-^ ¾ 0.1258 0.1247 0.1241 
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Table A.7 Ratios of Thresholds 
{N 100) 
“ i/ 5 V = 50 jy 500 
Parameters 
P 二 1 0 _ 4 p = 1 0 — 6 P = 1 0 _ 6 
^¾ 0.9533 0.9668 1.0424 
a g 0.8969 0.9091 0.9808 
c4^ 0.9182 0.9373 0.9547 
a ^ 0.8784 0.8951 0.9871 
a g 0.9217 0.9341 0.9821 
a ^ 0.9996 1.0777 1.0099 
a ^ 0.9632 0.9842 1.0241 
a ^ 0.9026 0.9365 0.9843 
a ^ 0.9167 0.9379 0.9673 
匙 0.8803 0.9117 0.9916 
ai l 0.9204 0.9402 1.0021 
af l 0.9895 0.9899 1.0122 
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Table A.6 Standard Errors of Polychoric Correlations, Means, and Covariances 
{N = 100) 
z/ = 5 z/ = 50 z^  = 500 
Parameters 
(3 = 10_4 P = 10—6 P 二 10_6 
p g 0.8755 0.9401 0.9689 
p ^ 0.8685 0.9362 0.9781 
p ^ 0.8907 0.9451 0.9813 
p ^ 0.9100 0.9677 0.9978 
pf} 0.9248 0.9658 1.0012 
/4¾ 0.9170 0.9881 1.0103 
fJp 1.0082 1.0026 0.9945 
I j i� 1.0653 1.0422 0.9893 
/42) 1.0462 1.0389 0.9980 
a[^ l 0.8592 0.9671 1.0647 ^ ) i 
4^1 0.8972 0.9733 1.0650 
crg 0.8552 0.9597 1.0558 
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Table B.1 Mean Estimates of Thresholds 
{N - 300) 
z/ - 5 z/ = 50 z/ = 500 
Parameters 
P = 10—4 (3 = 10—6 p - 10_6 
a g = -0.50 -0.5181 -0.5175 -0.5172 
^¾ = 0.50 0.5162 0.5155 0.5150 
4 ¾ = -0.50 -0.5177 -0.5170 -0.5166 
a ^ = 0.50 0.5195 0.5188 0.5183 
a ^ 二 -0.50 -0.5200 -0.5189 -0.5186 
a g = 0.50 0.5201 0.5191 0.5189 
a g = -0.50 -0.5168 -0.5157 -0.5154 
a ^ = 0.50 0.5147 0.5138 0.5135 
af l = -0.50 -0.5160 -0.5152 -0.5150 
a% = 0.50 0.5182 0.5176 0.5172 
af l = -0.50 -0.5198 -0.5185 -0.5181 
¢4¾ = 0.50 0.5200 0.5191 0.5189 
39 
Table A.6 Standard Erors of Polychoric Correlations, Means, and Covariances 
{N = 300) 
— V = 5 z/ = 50 iy ^  500 
Parameters 
f3 = 10_4 P = 10_6 p = 10_6 
p ^ = 0.10 0.1103 0.1101 0.1100 
p^ l^ - 0.20 0.2185 0.2183 0.2182 
4 ¾ - 0.10 0.1125 0.1122 0.1121 
p g = 0.35 0.3601 0.3598 0.3597 
p(^ = 0.40 0.4179 0.4176 0.4175 
p g = 0.45 0.4602 0.4599 0.4597 
A^ 2) = 0.05 0.0543 0.0540 0.0539 
f j ! i � = 0.05 0.0548 0.0546 0.0545 
4^2) = 0.05 0.0552 0.0550 0.0550 
crpi) = 1.50 1.5587 1.5579 1.5577 
1)"^  
4 ^ 二 1.50 1.5499 1.5492 1.5490 
4¾ = 1.50 1.5493 1.5490 1.5489 
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Table B.3 Root Mean Squares of Thresholds 
{N = 300) 
z/ = 5 iy = 50 iy = 500 
Parameters 
f3 = 10_4 f3 = 10_6 |3 = 10_6 
^¾ 0.1162 0.1130 0.1095 
a ^ 0.1013 0.0956 0.0907 
a ^ 0.1058 0.0962 0.0919 
a ^ 0.1267 0.1102 0.1017 
a g 0.1112 0.1097 0.1010 
a ^ 0.1024 0.0983 0.0901 
a ^ 0.1189 0.1118 0.1025 
a ^ 0.1020 0.0986 0.0910 
趙 0.1043 0.0993 0.0912 
¢4¾ 0.1255 0.1187 0.1106 
4 ¾ 0.1100 0.1005 0,0954 
oifl 0.1001 0.0956 0.0895 
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Table B.4 Root Mean Squares of Polychoric Correlations, Means, and 
Covariances 
{N = 300) 
u = 5 u - 50 iy 500 
Parameters 
P = 10—4 p = 10_6 p = 10—6 
p g 0.1089 0.1003 0.0928 
p g 0.1001 0.0945 0.0887 
p ^ 0.0986 0.0923 0.0856 
pfl 0.1012 0.0998 0.0925 
pfl 0.1155 0.1077 0.1002 
p^ 2l 0.0971 0.0923 0.0879 
4^2) 0.1048 0.0965 0.0900 
4^2) 0.1066 0.0976 0.0922 
fjif� 0.1095 0.1025 0.0954 
cr[^ l 0.1023 0.0939 0.0886 
^ > ^ 
c% 0.1031 0.0966 0.0901 
rr$ 0.1122 0.1017 0.0925 
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Table B.5 Standard Errors of Thresholds 
{N - 300) 
- V = 5 V = 50 z/ = 500 
Parameters 
f3 = 10—4 p - 10—6 f3 = 10_6 
a[^ l 0.1162 0.1130 0.1095 
±,Zr 
a[H 0.1013 0.0956 0.0907 
±,o 
a ^ 0.1058 0.0962 0.0919 
a ^ 0.1267 0.1102 0.1017 
a ^ 0.1112 0.1097 0.1010 
a $ 0.1024 0.0983 0.0901 
¢4¾ 0.1189 0.1118 0.1025 i — 
a ^ 0.1020 0.0986 0:0910 
匙 0.1043 0.0993 0.0912 
¢4¾ 0.1255 0.1187 0.1106 
af l 0.1100 0.1005 0.0954 
¢4¾ 0.1001 0.0956 0.0895 
43 
Table B.6 Standard Errors of Polychoric Correlations, Means, and Covariances 
{N = 300) 
z/ = 5 V 50 V = 500 
Parameters 
P = 10—4 P = 10_6 p = 10_6 
p g 0.1089 0.1003 0.0928 
p g 0.1001 0.0945 0:0887 
y9^ 0.0986 0.0923 0.0856 
p^ l^ 0.1012 0.0998 0.0925 
pf} 0.1155 0.1077 0.1002 
p g 0.0971 0.0923 0.0879 
A^ 2) 0.1048 0.0965 0.0900 
4^2) 0.1066 0.0976 0.0922 
4^2) 0.1095 0.1025 0.0954 
a[^ l 0.1023 0.0939 0.0886 i>i 
0-¾ 0.1031 0.0966 0.0901 
o-i^ l 0.1122 0.1017 0.0925 
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Table B.7 Ratios of Thresholds . 
{N = 300) 
z/ = 5 u = 50 V 500 
Parameters 
P = 10-4 p = 10-6 f5 = 10-6 
a^ l^ 0.9118 0.9752 0.9571 1 — 
a^ H 0.8673 0.9713 0.9441 i , t j 
a ^ 0.8780 0.9768 0.9803 
a ^ 1.0096 1.0184 1.0296 
a ^ 0.9929 0.9881 0.9831 
¢4¾ 1.0049 1.0772 0.9829 
a g 0.9768 0.9737 1.0641 
af l 0.8853 0.8654 0.9320 ±,«j 
匙 1.1128 1.0433 1.0804 
趙 1.0184 1.0641 1.0507 
¢4¾ 0.9817 0.9803 0.9744 
¢4¾ 1.0127 1.1177 1.0245 
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Table B.6 Standard Errors of Polychoric Correlations, Means, and Covariances 
{N = 300) 
u = 5 u = 50 zy = 500 
Parameters 
0 = 10_4 P = 10—6 p = 10_6 
p[]l 1.0343 1.1785 1.0602 
p[]l 0.9473 0.9791 1.0182 
pi]l 0.9304 0.9562 1.0281 
p ^ 1.0185 1.0720 0.9878 
p g 0.9483 0.9917 1.0022 
p��\ 0.9549 0.9800 0.9773 
A^ 2) 1.0442 1.0372 0.9841 
4^2) 1.0485 1.0185 1.0430 
4^2) 1.0712 1.0650 1.0601 
cr^ il 0.9169 0.9662 0.9837 
i , X 
rr^ 2,2 0.9568 0.9744 0.9775 
cT^ s} 0.9398 1.0044 1.0515 
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Table C.1 Mean Estimates of Thresholds 
{N = 500) 
u = 5 V 50 p = 500 
Parameters 
f3 = 10_4 p = 10_6 p = 10_6 
Q^ = -0.50 -0.4925 -0.4978 -0.5021 
a g = 0.50 0.5089 0.5012 • 0.4989 
a ^ = -0.50 -0.5100 -0.5055 -0.5031 
a ^ 二 0.50 0.5107 0.5062 0.5031 
a ^ = -0.50 -0.5053 -0.4986 -0.4967 
4¾ = 0.50 0.5133 0.5078 0.5046 
4 ¾ = -0.50 -0.4986 -0.5012 -0.4965 
a ^ = 0.50 0.5086 0.4989 0.4973 
a^ 2l = -0.50 -0.5043 -0.4976 -0.5038 
4 ¾ = 0.50 0.5036 0.4951 0.5081 
af l = -0.50 -0.5081 -0.5037 -0.4969 
af l = 0.50 0.5121 0.5066 0.5055 
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Table B.6 Standard Erors of Polychoric Correlations, Means, and Covariances 
{N = 500) 
u = 5 iy = 50 V = 500 
Parameters 
0 = 10-4 0 = 10_6 p = 10-6 
p[]l = 0.10 0.1063 0.0959 0.0997 
p^ l^ = 0.20 0.2122 0.2108 0.2069 
p g = 0.10 0.1098 0.1067 0.1055 
pf^ = 0.35 0.3588 0.3577 0.3568 
pf^ l = 0.40 0.4109 0.4100 0:4081 
p^l = 0.45 0.4687 0.4654 0.4599 
/if^ = 0.05 0.0564 0.0551 0.0539 
/ / � = 0 . 0 5 0.0545 0.0543 0.0531 
/ / f ) = 0.05 0.0550 0.0549 0.0536 
rr\'2)�=1.50 1.5577 1.5502 1.5491 
".¾ = 1.50 1.5490 1.5487 1.5451 *-. •» 
rr^ = 1.50 1.5489 1.5473 1.5437 
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Table C.3 Root Mean Squares of Thresholds 
{N = 500) 
- i/ 5 u 二 50 iy = 500 
Parameters 
P = 10-4 p = 10-6 P = 10_6 
a\^ l 0.0502 0.0501 0.0500 ± — 
c^i) 0.0544 0.0537 0.0535 
i , o 
a ^ 0.0559 0.0550 0.0549 
a ^ 0.0733 0.0673 0.0671 
a g 0.0536 0.0531 0.0529 
4^¾ 0.0584 0.0577 0.0576 
a i^l 0.0510 0.0505 0.0503 i — 
a i^l 0.0550 0.0549 0.0545 
¢4¾ 0.0561 0.0552 0.0550 
¢4¾ 0.0689 0.0679 0.0673 
a ^ 0.0544 0.0540 0.0539 
¢4¾ 0.0573 0.0568 0.0557 
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Table C.4 Root Mean Squares of Polychoric Correlations, Means, and 
Covariances 
{N 二 500) 
u 5 V 50 z/ = 500 
Parameters 
P = 10_4 p = 10_6 f3 = 10—6 
/?¾ 0.0465 0.0464 0.0462 
^9¾ 0.0420 0.0419 0.0417 
p ^ 0.0425 0.0422 0.0420 
pfl 0.0476 0.0473 0.0470 
pfl 0.0441 0.0438 0.0433 
p ^ 0.0418 0.0417 0.0415 
A^ 2) 0.0549 0.0546 0.0543 
4^2) 0.0530 0.0528 0.0527 
4^2) 0.0566 0.0563 0.0562 
a[^ l 0.0465 0.0464 0.0460 
ai^ l 0.0431 0.0430 0.0428 
4 ¾ 0.0451 0.0449 0.0445 
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Table C.5 Standard Errors of Thresholds 
{N 二 50CO 
V = 5 V 50 V = 500 
Parameters 
P = 10_4 p = 10—6 p = 10_6 
a[]l 0.0564 0.0558 0.0556 
a[]l 0.0622 0.0620 0.0617 
a ^ 0.0693 0.0691 0.0688 
¢4¾ 0.0566 0.0564 0.0561 
ai]l 0.0623 0.0622 0,0621 
ai]l 0.0693 0.0691 0.0689 
a ^ 0.0568 0.0567 0.0565 
a ^ 0.0630 0.0628 0.0627 
a^ 2,l 0.0690 0.0687 0.0686 
¢4¾ 0.0573 0.0572 0.0571 
a ^ 0.0625 0.0622 0.0621 
¢4¾ 0.0690 0.0689 0.0688 
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Table B.6 Standard Errors of Polychoric Correlations, Means, and Covariances 
{N = 500) 
V = 5 V = 50 V 500 
Parameters 
p = 10—4 f3 = 10_6 f3 = 10_6 
/9¾ 0.0434 0.0431 0.0429 
p g 0.0478 0.0475 0.0474 
p ^ 0.0435 0.0434 0.0431 
pfl 0.0425 0.0422 0.0420 
pfl 0.0471 0.0470 0.0468 
p^ 2l 0.0425 0.0424 0.0422 
4^2) 0.0574 0.0571 0.0570 
4^2) 0.0575 0.0574 0:0572 
^ f 0.0533 0.0530 0.0529 
a[^ l 0.0472 0.0471 0.0470 i ) 1 
a^ l^ 0.0425 0.0424 0.0422 
a^ l^ 0.0433 0.0431 0.0429 
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Table C.7 Ratios of Thresholds 
{N = 500) 
— p = 5 iy = 50 P 500 
Parameters 
P = 10_4 p = 10—6 p = 10—6 
¢4¾ 1.0886 1.0259 0.9896 
a ^ 0.9569 1.0364 0.9846 
Q；^  1.0406 1.0277 1.0106 
a ^ 1.0513 0.9729 0.9839 
¢4¾ 1.0097 1.0215 1.0027 
a ^ 1.0794 1.0520 1.0471 
a g 1.0679 1.0387 1.0148 
a g 0.9408 0.9896 0.9903 
匙 1.0585 1.0639 1.0166 
¢4¾ 1.0653 1.0859 1.0278 
¢4¾ 1.0387 1.0471 1.0016 
¢4¾ 1.0823 1.0092 0.9899 
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Table D.2 Mean Estimates of Polychoric Correlations, Means, and Covariances 
{N = 500) 
V 5 z/ = 50 jy 二 500 
Parameters 
[3 = 10—4 P = 10_6 p = 10_6 
p g 1.0573 1.0932 1.0163 
p g 1.0738 1.0384 1.0035 
/4¾ 1.0055 0.9930 1.0304 
p(ig 1.0570 1.0065 1.0162 
pfl 1.0742 1.0097 1..0112 
p g 1.0161 1.0622 0.9984 
/^ 2) 0.9848 0.9997 1.0216 
fjt!i� 0.9717 0.9923 1.0288 
恐 0.9819 0.9924 1.0158 
crpi) 1.0845 1.0599 0.9976 
i 5 ^ 
a^l 1.0621 1.0005 1.0017 
af l 1.0828 1.0417 0.9978 
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Table D.1 Mean Estimates of Thresholds 
{N = 100) 
z/ 二 5 u = 50 u = 500 
Parameters 
P = 10—4 p = 10_6 P = 10_6 
aH = —1.0 -1.3601 -1.3587 -1.3545 
7^^  
c^ i<! = 0.10 0.1425 0.1402 0.1378 
± , o 
c4^ = -1.0 -1.3597 -1.3556 -1.3521 
c4g = 0.10 0.1469 0.1421 0.1400 
a ^ = -1.0 -1.3634 -1.3591 -1.3564 
a g = 0.10 0.1382 0.1377 0.1356 
a f l = -1.0 -1.3612 -1.3584 -1.3547 i — 
a?l = 0.10 0.1395 0.1373 0.1338 i)d . 
4^¾ = -1.0 -1.3597 -1.3566 -1.3521 
¢4¾ = 0.10 0.1437 0.1411 0.1403 
¢4¾ = —1.0 -1.3634 -1.3610 -1.3573 
4 3 = 0.10 0.1376 0.1354 0.1331 
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Table D.2 Mean Estimates of Polychoric Correlations, Means, and Covariances 
{N = 100) 
z/ - 5 V = 50 V = 500 
Parameters 
[3 = 10—4 f3 = 10_6 p = 10_6 
p ^ = 0.10 0.1215 0.1211 0.1206 
p ^ = 0.20 0.2256 0.2248 0.2240 
4¾ = 0.10 0.1243 0.1238 0.1233 
p^ l^ - 0.35 0.3618 0.3612 0.3609 
pfl = 0.40 0.4207 0.4204 0.4200 
p g = 0.45 0.4682 0.4676 0.4670 
A^ 2) = 0.05 0.0560 0.0556 0.0555 
4^2) = 0.05 0.0568 0.0566 0.0562 
/if) 二 0.05 0.0558 0.0554 0.0549 
f7pi) = 1.50 1.5608 1.5605 1.5601 i)i 
a^ 2l = 1.50 1.5545 1.5543 1:5539 
a g = 1.50 1.5583 1.5578 1.5573 
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Table D.3 Root Mean Squares of Thresholds 
{N = 100) 
z/ 5 V : 50 V 500 
Parameters 
P = 10_4 p 10—6 p = 10_6 
a^ l^ 0.1236 0.1209 0.1198 i>i 
a ^ 0.1217 0.1204 0.1185 ±,t_) 
a ^ 0.1239 0.1231 0.1217 
a ^ 0.1315 0.1309 0.1287 
ail 0.1224 0.1218 0.1206 
a ^ 0.1240 0.1233 0.1217 
af l 0.1208 0.1202 0.1195 
af l 0.1231 0.1225 0.1218 
±,*3 
¢4¾ 0.1199 0.1187 0.1180 
匙 0.1286 0.1279 0.1273 
af l 0.1226 0.1221 0.1217 
¢4¾ 0.1243 0.1240 0.1238 
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Table D.4 Root Mean Squares of Polychoric Correlations, Means, and 
Covariances 
{N = 100) 
V = 5 1^  = 50 u = 500 
Parameters 
p 二 10_4 f3 = 10_6 (3 = 10_6 
y9^ 0.1190 0.1185 0.1173 
p ^ 0.1051 0.1043 0.1037 
p ^ 0.1011 0.1007 0.1001 
pfl 0.1092 0.1086 0.1081 
p ^ 0.1210 0.1206 0.1200 
p^ 2l 0.1009 0.1004 0.0999 
/ip) 0.1117 0.1114 0:1108 
42) 0.1152 0.1143 0.1136 
4^2) 0.1205 0.1199 0.1187 
a[^ l 0.1181 0.1164 0.1151 
ai^ l 0.1165 0.1154 0.1150 
¢7¾ 0.1212 0.1208 0.1202 
58 
Table D.5 Standard Errors of Thresholds 
{N = 100) 
u = 5 z/ = 50 u 二 500 
Parameters 
P = 10_4 p = 10-6 p = 10_6 
J^l 0.1155 0.1150 0.1143 
l)z 
al^ 0.1088 0.1082 0:1077 
i , o 
a ^ 0.1131 0.1128 0.1121 
^¾ 0.1179 0.1175 0.1169 
a $ 0.1375 0.1371 0.1365 
4¾ 0.1121 0.1118 0.1113 
4¾ 0.1136 0.1132 0.1127 
a f l 0.1088 0.1079 0.1070 i , * j 
4¾ 0.1125 0.1117 0.1103 
¢4¾ 0.1192 0.1185 0.1173 
a f l 0.1381 0.1373 0.1360 
4¾ 0.1130 0.1121 0.1112 
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Table B.6 Standard Errors of Polychoric Correlations, Means, and Covariances 
{N 二 100) 
V = 5 V 50 V 500 
Parameters 
f5 = 10_4 (3 = 10_6 p = 10—6 
p g 0.1201 0.1189 0.1157 
p g 0.1191 0.1184 0.1169 
^¾ 0.1237 0.1220 0.1211 
pfl 0.1154 0.1148 0.1139 
p g 0.1217 0.1203 0.1199 
p% 0.1160 0.1155 0.1141 
/^ 2) 0.1255 0.1248 0.1243 
4^2) 0.1220 0.1209 0.1201 
4^2) 0.1202 0.1198 0.1190 
rxpi) 0.1255 0.1248 0.1233 
•*• 11 
cr^ l^ 0.1254 0.1250 0.1245 
rrg 0.1260 0.1251 0.1247 
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Table D.7 Ratios of Thresholds 
{N 100) 
u 5 V 50 u = 500 
Parameters 
P = 10_4 P - 10_6 p = 10-6 
a[^ l 0.9345 0.9696 1.0736 i — 
a^ i^ 0.8932 0.9103 0.9656 
± , o 
a ^ 0.9276 0.9451 0.9601 
a ^ 0.9021 0.9533 0.9759 
a ^ 0.9332 0.9521 0.9799 
a ^ 0.9865 1.0543 1.0213 
a ^ 0.9589 0.9715 1.0172 1 — 
af l 0.9223 0.9552 0.9789 
i_,o 
趙 0.9301 0.9487 0.9630 
¢4¾ 0.8992 0.9166 0.9854 
af l 0.9273 0.9481 1.0037 
¢4¾ 0.9691 0.9709 1.0154 
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Table D.2 Mean Estimates of Polychoric Correlations, Means, and Covariances 
{N = 100) 
u = 5 z/ = 50 z/ - 500 
Parameters 
P = 10_4 p - 10_6 f3 - 10_6 
p ^ 0.9022 0.9317 0.9759 
p ^ 0.8957 0.9401 0:9810 
p^ l^ 0.9015 0.9438 0.9717 
pfl 0.9131 0.9528 0.9818 
p^l 0.9185 0.9643 1.0023 
挖\ 0.9192 0.9566 1.0087 
/ip) 1.0521 1.0364 0.9932 
yif 1.0535 1.0482 0.9915 
l i f 1.0511 1.0441 0.9973 
a[^ l 0.8921 0.9563 1.0456 i)i 
cr^ 0.9031 0.9698 1.0501 
4¾ 0.8927 0.9577 1.0482 
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Table E.1 Mean Estimates of Thresholds 
{N = 300) 
V = 5 V = 50 iy = 500 
Parameters 
(3 - 10—4 (3 - 10—6 f3 = 10—6 
a ^ = -1.0 -1.2006 -1.1954 -1.1920 
a ^ = 0.10 0.1265 0.1231 0.1212 
¢4¾ = -1.0 -1.2013 -1.1978 -1.1933 
a ^ = 0.10 0.1257 0.1230 0.1208 
¢4¾ = -1.0 -1.2005 -1.1962 -1.1927 
4¾ = 0.10 0.1255 0.1221 0.1200 
¢4¾ = -1.0 -1.2011 -1.1962 -1.1932 
ag = 0.10 0.1271 0.1244 0.1225 
匙 = - 1 . 0 -1.2023 -1.1981 -1.1940 
¢4¾ = 0.10 0.1257 0.1230 0.1208 
4¾ = -1.0 -1.2001 -1.1957 -1.1917 
4¾ = 0.10 0.1255 0.1221 0.1200 
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Table D.2 Mean Estimates of Polychoric Correlations, Means, and Covariances 
{N = 300) 
i/ 二 5 z/ = 50 u = 500 
Parameters 
P = 10_4 p = 10—6 p = 10_6 
/)¾ = 0.10 0.1165 0.1160 0.1157 
p g = 0.20 0.2203 0.2201 0.2199 
P2l = 0-10 0.1183 0.1179 0.1177 
pfl = 0.35 0.3621 0.3617 0.3615 
p(2) _ 0 40 0.4201 0.4198 0.4196 
p g = 0.45 0.4588 0.4585 0.4582 
p � = 0 . 0 5 0.0551 0.0548 0.0543 
4^2) = 0.05 0.0557 0.0554 0.0551 
f j i f � = 0.05 0.0554 0.0552 0.0549 
ofi) = 1.50 1.5523 1.5517 1.5512 i>i 
¢7¾ = 1.50 1.5503 1.5500 1.5498 
af l = 1.50 1.5451 1.5448 1.5445 
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Table E.3 Root Mean Squares of Thresholds 
{N = 300) 
u = 5 1^  = 50 u = 500 
Parameters 
p = 10—4 P = 10_6 f3 - 10-6 
a ^ 0.1141 0.1109 0.1081 
a g 0.1025 0.0968 0.0943 
a ^ 0.1073 0.0959 0.0929 
4¾ 0.1215 0.1136 0.1021 
a $ 0.1130 0.1086 0.1002 
a ^ 0.1033 0.0979 0.0916 
¢4¾ 0.1167 0.1123 0.1057 
af l 0.1017 0.0959 0.0907 
¢4¾ 0.1038 0.0984 0.0908 
¢4¾ 0.1229 0.1175 0.1102 
af l 0.1108 0.1054 0.0966 
¢4¾ 0.1017 0.0962 0:0907 
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Table E.4 Root Mean Squares of Polychoric Correlations, Means, and 
Covariances 
{N = 300) 
z/ 5 u = 50 V 500 
Parameters 
f3 = 10—4 0 = 10_6 f3 = 10_6 
^¾ 0.1099 0.1011 0.0931 
p g 0.1012 0.0957 0.0873 
p ^ 0.0965 0.0910 0.0849 
p g 0.1005 0.0989 0.0912 
/)¾ 0.1168 0.1051 0:1009 
p ^ 0.0982 0.0946 0.0892 
j42) 0.1073 0.0943 0.0901 
4^2) 0.1070 0.0988 0.0917 
4^2) 0.1102 0.1043 0.0968 
o f ) 0.1057 0.0944 0.0891 
i51 
¢7¾ 0.1080 0.0924 0.0886 
¢7¾ 0.1095 0.1017 0.0907 
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Table E.5 Standard Errors of Thresholds 
{N = 300) 
V = 5 u 50 V 二 500 
Parameters 
f3 = 10—4 f3 = 10_6 p = 10—6 
aS^ 0.1051 0.1002 0.0965 
l , z 
a$i^  0.1025 0.0971 0.0912 
i , o 
^¾ 0.1084 0.0969 0.0928 
a% 0.1189 0.1121 0.1057 
¢4¾ 0.1153 0.1082 0.1026 
¢4¾ 0.1032 0.0982 0.0898 
a f l 0.1145 0.1103 0.1055 1 — 
a f ] 0.1051 0.0993 0.0907 
± , u 
4¾ 0.1017 0.0966 0:0907 
a% 0.1193 0.1127 0.1081 
a f l 0.1080 0.1043 0.0979 
a g 0.1011 0.0968 0.0901 
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Table B.6 Standard Errors of Polychoric Correlations, Means, and Covariances 
{N = 300) 
jy = 5 V = 50 V = 500 
Parameters 
P = 10—4 P = 10_6 f3 = 10_6 
p g 0.1025 0.1006 0.0967 
p g 0.0983 0.0937 0.0891 
p ^ 0.0972 0.0911 0.0862 
p^ l^ 0.1002 0.0982 0.0933 
^ 5 0.1101 0.1061 0.1013 
p^ 2l 0.0955 0.0910 0.0866 
A^ 2) 0.1001 0.0954 0.0907 
/42) 0.1059 0.0968 0.0921 
M0 0.1083 0.1017 0.0944 
a[^ l 0.1001 0.0923 0.0877 
i , X 
ai^ l 0.1012 0.0970 0.0915 
4¾ 0.1093 0.1025 0,0968 
68 
Table E.7 Ratios of Thresholds 
{N = 300) 
V = 5 V 二 50 V = 500 
Parameters 
3 - 10-4 3 = 10-6 p = 10-6 
a[]l 0.9533 0.9863 1.0243 
a[]i 0.9661 1.0731 0.9745 
ai]l 0.8992 0.9633 0.9825 
a[]l 1.0126 1.0094 1.0201 
a g 0.9723 0.9806 0.9911 
a[ll 1.0405 1.0231 0,9866 
a ^ 0.9682 0.9803 1.0310 
a f l 0.9283 0.9647 0.9820 
tt^ 1.0892 1.0255 1.0621 *•»*» 
0¾ 1.0237 1.0303 1.0225 
r^ 2.i 0.9495 0.9854 0.9861 »),• 
(\ l^ 1.0283 1.0349 1.0217 
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Table D.2 Mean Estimates of Polychoric Correlations, Means, and Covariances 
{N = 300) 
V = 5 z/ = 50 V 二 500 
Parameters 
f3 = 10_4 p = 10_6 P = 10_6 
p g 1.1230 1.0825 1.0543 
p g 0.9531 0.9822 1.0201 
p ^ 0.9489 0.9821 1.0133 
p ^ 1.0453 1.0609 0.9904 
y9^ 0.9612 0.9836 1.0107 
p g 0.9726 0.9843 0.9839 
/^ 2) 1.0325 1.0289 0.9891 
必、 1.0583 1.0201 1.0325 
/^ 2) 1.0432 1.0559 1.0407 
a^ l^ 0.9387 0.9703 0.9811 
4^1 0.9522 0.9865 0.9799 
a^ l^ 0.9473 1.0125 1.0248 
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Table F.1 Mean Estimates of Thresholds 
{N 500) 
z/ = 5 u 二 50 u = 500 
Parameters 
P = 10_4 0 = 10—6 p = 10—6 
a^ l^ = —1.0 -1.0394 -1.0341 -1.0325 i，< 
a[^ l = 0.10 0.0956 0.1072 0.1069 
i,*3 
ai]l = -1.0 -1.0388 -1.0329 -1.0311 
0;¾ - 0.10 0.0948 0.1065 0.1057 
ai]l = -1.0 -1.0390 -1.0336 -1.0317 
4^3 = 0.10 0.0950 0.1067 0.1059 
a'(i$ = -1.0 -1.0394 -1.0341 -1.0325 i — 
^¾ - 0.10 0.0954 0.1068 0.1061 
(1'¾ = -1.0 -1.0379 -1.0317 -1.0303 
4¾ = 0.10 0.0941 0.1055 0.1048 
4¾ === -1-0 -1.0384 -1.0330 -1.0311 
Q^ = 0.10 0.0951 0.1062 0.1050 
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Table D.2 Mean Estimates of Polychoric Correlations, Means, and Covariances 
{N = 500) 
V = 5 V = 50 V 500 
Parameters 
(3 = 10—4 f3 = 10_6 p = 10_6 
^¾ = 0.10 0.1063 0.0959 0.0997 
y9^ = 0.20 0.2122 0.2108 0.2069 
4¾ = 0.10 0.1098 0.1067 0.1055 
p ^ = 0.35 0.3588 0.3577 0.3568 
p ^ = 0.40 0.4109 0.4100 0.4081 
pfl = 0.45 0.4687 0.4654 0,4599 
/^ 2) = 0.05 0.0564 0.0551 0.0539 
4^2) 二 0.05 0.0545 0.0543 0.0531 
pf ) = 0.05 0.0550 0.0549 0.0536 
a[^ l = 1.50 1.5577 1.5502 1.5491 
cT^ l^ = 1.50 1.5490 1.5487 1.5451 
4^¾ = 1.50 1.5489 1.5473 1.5437 
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Table F.3 Root Mean Squares of Thresholds 
{N = 500) 
z/ 二 5 V = 50 z/ = 500 
Parameters 
/3 = 10—4 f3 = 10-6 p = 10—6 
a ^ 0.0621 0.0580 0.0541 
a g 0.0582 0.0563 0.0525 
a ^ 0.0576 0.0565 0.0551 
a ^ 0.0632 0.0626 0.0613 
a g 0.0569 0.0554 0.0542 
a ^ 0.0594 0.0582 0.0564 
a^ l^ 0.0547 0.0536 0.0524 
a ^ 0.0560 0.0548 0.0536 
¢4¾ 0.0572 0.0564 0.0557 
¢4¾ 0.0627 0.0610 0.0603 
a f l 0.0584 0.0563 0.0542 
¢4¾ 0.0573 0.0558 0.0549 
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Table F.4 Root Mean Squares of Polychoric Correlations, Means, and 
Covariances 
{N = 500) 
z/ = 5 u = 50 V = 500 
Parameters 
P - 10-4 P = 10_6 p = 10-6 
p ^ 0.0528 0.0513 0.0507 
p g 0.0512 0.0498 0.0486 
p g 0.0497 0.0484 0.0465 
f)�J 0.0486 0.0469 0.0452 
p ^ 0.0450 0.0445 0.0436 
p^ l^ 0.0462 0.0457 0.0443 
l i f 0.0521 0.0509 0.0487 
^ f 0.0554 0.0538 0.0529 
4^2) 0.0579 0.0556 0.0542 
cr^ 0.0505 0.0485 0.0473 
o � J 0.0523 0.0517 0.0504 
^4¾ 0.0514 0.0506 0.0487 
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Table F.5 Standard Errors of Thresholds 
{N = 500) 
i/ = 5 iy = 50 iy = 500 
Parameters 
/5 = 10-4 f3 = 10-6 P = 10-6 
ai^ 0.0603 0.0581 0.0575 
i , z 
a\H 0.0615 0.0608 0.0600 
j>,o 
a ^ 0.0636 0.0625 0.0617 
¢4¾ 0.0591 0.0577 0.0564 
¢4¾ 0.0604 0.0586 0.0573 
¢4¾ 0.0638 0.0627 0.0619 
a?l 0.0596 0.0585 0.0575 
±,Zr 
af l 0.0632 0.0625 0.0613 
i , o 
匙 0.0654 0.0648 0.0640 
¢4¾ 0.0569 0.0557 0.0543 
af l 0.0584 0.0573 0.0569 
af l 0.0601 0.0594 0.0586 
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Table B.6 Standard Errors of Polychoric Correlations, Means, and Covariances 
{N = 500) 
V = 5 z/ = 50 V = 500 
Parameters 
P = 10—4 P = 10—6 P = 10_6 
p g 0.0510 0.0499 0.0485 
p g 0.0521 0.0517 0.0508 
p ^ 0.0502 0.0497 0.0486 
p g 0.0486 0.0475 0.0462 
p ^ 0.0496 0.0488 0.0473 
p% 0.0497 0.0485 0.0478 
/^ 2) 0.0512 0.0508 0.0501 
必 0.0552 0.0537 0.0525 
/^ 2) 0.0560 0.0549 0.0539 
0"¾ 0.0498 0.0486 0:0479 
0"¾ 0.0487 0.0475 0.0459 
4 ¾ 0.0504 0.0487 0.0481 
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Table F.7 Ratios of Thresholds 
{N = 500) 
u = 5 iy = 50 z/ = 500 
Parameters 
P = 10—4 f5 = 10—6 p = 10—6 
c^ ig 1.0424 1.0171 0.9843 
J-5^  
al^ 0.9661 1.1052 1.0044 
± , o 
a ^ 1.0618 1.0217 1.0130 
a ^ 1.0777 1.0362 1.0075 
a ^ 1.0268 1.0359 1.0091 
¢4¾ 0.9506 1.0056 1.0023 
aH 1.0618 0.9785 1.0907 i — 
a^ l^ 0.9843 1.0259 0.9854 i<,tj 
¢4¾ 1.0259 1.0266 1.0012 
¢4¾ 0.9821 1.0211 1.0136 
¢4¾ 1.0195 0.9973 1.0396 
¢4¾ 1.0909 1.0279 0.9817 
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Table D.2 Mean Estimates of Polychoric Correlations, Means, and Covariances 
{N = 500) 
u = 5 u = 50 iy = 500 
Parameters 
P = 1 0 _ 4 p 二 1 0 — 6 f3 = 1 0 _ 6 
p^ l^ 0.9970 1.0545 0.9849 
p g 1.0028 0.9973 1.0650 
p ^ 1.0681 1.0558 1.0038 
pfl 0.9940 1.0095 0.9810 
pfl 1.0462 1.0203 0.9748 
p g 1.0653 1.0017 0.9876 
/if^ 0.9804 1.0673 1:0007 
742) 0.9804 1.0961 0.9692 
lJif 0.9678 1.0651 0.9921 
a[^ | 0.9831 0.9744 1.0507 
f7@ 1.0055 1.0154 1.0096 
ai^ l 1.0245 0.9929 1.0036 
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