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Abstract
Brouwer’s constructivist foundations of mathematics is based on an intuitively meaningful
notion of computation shared by all mathematicians. Martin-Lo¨f’s meaning explanations for
constructive type theory define the concept of a type in terms of computation. Briefly, a type
is a complete (closed) program that evaluates to a canonical type whose members are complete
programs that evaluate to canonical elements of that type. The explanation is extended to
incomplete (open) programs by functionality: types and elements must respect equality in their
free variables. Equality is evidence-free—two types or elements are at most equal—and equal
things are implicitly interchangeable in all contexts.
Higher-dimensional type theory extends type theory to account for identifications of types
and elements. An identification witnesses that two types or elements are explicitly interchange-
able in all contexts by an explicit transport, or coercion, operation. There must be sufficiently
many identifications, which is ensured by imposing a generalized form of the Kan condition from
homotopy theory. Here we provide a Martin-Lo¨f-style meaning explanation of simple higher-
dimensional type theory based on a programming language that includes Kan-like constructs
witnessing the computational meaning of the higher structure of types. The treatment includes
an example of a higher inductive type (namely, the 1-dimensional sphere) and an example of
Voevodsky’s univalence principle, which identifies equivalent types.
The main result is a computational canonicity theorem that validates the computational
interpretation: a closed boolean expression must always evaluate to a boolean value, even in the
presence of higher-dimensional structure. This provides the first fully computational formulation
of higher-dimensional type theory.
1 Introduction
The goal of this work is to develop a computation-based account of higher-dimensional type theory
for which canonicity at observable types is true by construction. Types are considered as descrip-
tions of the computational behavior of terms, rather than as formal syntax to which meaning is
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attached separately. Types are structured as collections of terms of each finite dimension. At
dimension zero the terms of a type are its ordinary members; at higher dimension terms are lines
between terms of the next lower dimension. The terms of each dimension satisfy coherence condi-
tions ensuring that the terms may be seen as abstract cubes. Each line is to be interpreted as an
identification of two cubes in that it provides evidence for their exchangeability in all contexts. It
is required that there be sufficiently many lines that this interpretation is tenable. For example,
lines must be reversible and closed under concatenation, so that the identifications present the
structure of a pre-groupoid. Moreover, there must be further lines witnessing the unit, inverse, and
associativity laws of concatention, the structure of an ∞-groupoid.
In this paper we give a “meaning explanation” of a computational higher type theory in
the style of Martin-Lo¨f and of Constable and Allen, et al. [Martin-Lo¨f, 1984; Martin-Lo¨f, 1984;
Constable, et al., 1985; Allen et al., 2006]. Such an explanation starts with a dimension-stratified
collection of terms endowed with a deterministic operational semantics defining what it means to
evaluate closed terms of any dimension to canonical form. The dimension of a term is the finite
set of dimension names it contains; these dimension names may be thought of as variables ranging
over an abstract interval, in which case terms may be thought of as tracing out lines in a type.
The end points, 0 and 1, of the interval may be substituted to obtain the end points of such lines.
Dimension names may be substituted for one another without restriction, allowing dimensions to
be renamed, identified, or duplicated. The semantics of types is given by specifying, at each di-
mension, when canonical elements are equal, when general elements are equal, and when these
definitions capture the structure of an ∞-groupoid, namely when they are cubical and satisfy the
uniform Kan condition [Bezem et al., 2014].
For the sake of clarity, we illustrate this method for a simple type theory with higher inductive
types, one line between types given by an equivalence, and closed under function and product types.
The main technical result is the following canonicity theorem for closed terms of boolean type:
A closed term of boolean type of dimension zero has a unique value, which is either true or false.
To our knowledge this is the first result of this kind for higher-dimensional type theory.
In a follow-on paper we intend to extend our results to consider type-indexed families of types,
and in particular a type of identifications of the members of a type. Consideration of families
requires no new semantic machinery, merely the introduction of more lines between types at each
dimension, whose semantics are already accounted for in the basic setup. Adding identification types
requires a mild generalization of the Kan operations, but otherwise presents no new difficulties.
The main remaining question is whether this framework can be extended to account for Voevod-
sky’s univalence axiom [Univalent Foundations Program, 2013]. There is by now strong evidence
that it can be given computational meaning (chiefly, the recent work by Cohen et al. [2016] and
ongoing work by Huber [2016] on proving canonicity for it), but to do so may require further gen-
eralization of the Kan operations. The treatment of negation as a type identification given here is
a special case of the much more general concept of glueing introduced by Cohen et al. [2016].
2 Overview
The most basic concept is that of a dimension name, which may be thought of as a formal variable
ranging over an abstract interval. A dimension context is a finite set Ψ of dimension names. The
judgment r dim [Ψ] states that r is a well-formed dimension term relative to Ψ, that is, r is either
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0, 1, or a dimension name x ∈ Ψ. If r′ dim [Ψ, x] and r dim [Ψ], then r′〈r/x〉 dim [Ψ] is the result
of replacing occurrences of x in r′ by r (that is, r when r′ = x and r′ otherwise). A dimension
substitution ψ : Ψ′ → Ψ is a mapping assigning to each dimension name in Ψ a dimension term
well-formed in Ψ′. Dimension substitutions provide a structural interpretation of dimension names
as variables ranging over an abstract interval. A length-n dimension context may then be seen as
an abstract n-dimensional cube thought of as an n-fold product of intervals.
The collection of terms includes the standard forms of expression (including type expressions)
of type theory, as well as expressions containing dimension terms, chiefly the Kan operations. The
judgment E tm [Ψ] means that E is closed with respect to term variables and its dimension subterms
are well-formed in Ψ. If E tm [Ψ] and ψ : Ψ′ → Ψ, then Eψ tm [Ψ′] is the term resulting from
substituting dimension names x ∈ Ψ by ψ(x) in E.1 We call Eψ a cubical aspect of E because it
geometrically represents a Ψ′-cube obtained by performing face, degeneracy, and diagonal cubical
operations to the Ψ-cube E. Terms are equipped with a deterministic operational semantics given
by the judgments E val, stating that E is a value, and E ⇓ V , stating that E evaluates to V .
The evaluation relation is oblivious to dimension and hence is not indexed by Ψ. We use various
capitalized meta-variables, including M , N , A, B, to stand for terms.
The main judgment forms of computational higher type theory are the exact equalities:
1. Exact type equality: A
.
=B type [Ψ].
2. Exact term equality: M
.
=N ∈ A [Ψ].
Exact equality is extensional, rather than intensional. Two special forms of judgment are derived
from these:
1. Type formation: A type [Ψ], which means A
.
=A type [Ψ].
2. Term formation: M ∈ A [Ψ], which means M
.
=M ∈ A [Ψ].
The type formation judgment states that A is a type of dimension specified by Ψ. When Ψ is
empty, A is a type in the familiar sense. When Ψ is non-empty, say Ψ = (Ψ′, x) with x /∈ Ψ′, then
A is a type line connecting end points A〈0/x〉 and A〈1/x〉, both of which are types of dimension Ψ′.
Similarly, the membership judgment states that M is a line in the type line A. When Ψ is empty,
this means that M inhabits A in the usual sense. When Ψ is (Ψ′, x) and A is homogeneous in x (in
that x does not occur in A), the membership judgment means that M is an ordinary x-line in A
between M〈0/x〉 and M〈1/x〉. When A depends on x, A is a heterogeneous type line underwriting
the coercion, or transport, of members of A〈0/x〉 to A〈1/x〉; a member M of A can be thought of
as a homogeneous x-line in A〈1/x〉 between M〈1/x〉 and the coercion in x along A of M〈0/x〉.
The meanings of these judgments are given in terms of several subsidiary concepts. First, we
designate certain values of each dimension as naming partial equivalence relations (PERs) on values
of the same dimension, and specify that two such values are related when they name the same PER.
We write A ≈Ψ B to mean that values A and B name the same PER on values, and writeM ≈ΨA N
to mean that M and N are equivalent values according to the PER named by the value A.
Second, we define when A and B name equal pretypes, and, for a pretype A, whenM and N are
equal terms in A. These concepts extend PER equality and membership from values to closed terms
1When dimension binders occur in E, dimension substitution is defined only up to renaming of bound dimension
names, and is understood to avoid capture.
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by evaluation, so that equal pretypes evaluate to values naming the same PER, and equal members
of a pretype evaluate to equivalent values in the corresponding PER. Their precise definition is
somewhat subtle and includes conditions ensuring that pretypes and members of pretypes have
coherent cubical aspects in a sense to be made precise in Section 4 below. In particular, all the
cubical aspects of a pretype are themselves pretypes—if A pretype [Ψ], then for all ψ : Ψ′ → Ψ,
Aψ pretype [Ψ]. Similarly, if A pretype [Ψ] and ψ : Ψ′ → Ψ and M ∈ A [Ψ], then Mψ ∈ Aψ [Ψ′].
A pretype A is cubical when M ≈ΨA0 N implies M
.
= N ∈ Aψ [Ψ] for all ψ : Ψ′ → Ψ, where
Aψ ⇓ A0. This condition states that the values of a pretype must be full members of that pretype,
and hence have coherent aspects. A pretype A is uniformly Kan whenever it supports heterogeneous
coercion as described above, and is, moreover, closed under a homogeneous composition operation.
Finally, a pretype is a type if it is both cubical and Kan. The exact formulation of the Kan condition
is particular to our setting, but is broadly in line with the formulations given by Bezem et al.
[2014]; Licata and Brunerie [2014]; Cohen et al. [2016]. The general idea is to ensure that type
lines can be operationalized as coercions, and that there are sufficiently many lines to support their
interpretation as identifications.
With these definitions in hand, we then define an illustrative collection of simple types. Specif-
ically, we consider two higher inductive types, namely the booleans (bool) and the circle (S1),
negation (notx) as a line between bool and itself given by negation, and cartesian products (A×B)
and function spaces (A → B). We show that the standard rules for these types are true under
the definitions of these types. In particular, their terms satisfy the characteristic exact equalities
associated with these types.
The basic judgments of the type theory are extended to open terms (those with free term
variables) by judgments-in-context, or sequents, of the form Γ≫M
.
=N ∈ A [Ψ], where Γ is a finite
sequence a1 :A1, . . . , an :An with n ≥ 0. The meaning of such a judgment is given by functionality,
which states that equal terms of the types Ai are sent to equal terms of type A. This is enough
to ensure that standard equational reasoning principles are valid for open terms, in particular that
equals may be silently replaced by equals.
It is important to note that the entailment expressed by a sequent is not a derivability judg-
ment in the sense of formal type theory, which is concerned with formal proofs of propositions
(viewed as elements of types), but rather expresses an intuitionistically true entailment witnessed
by a computation mapping evidence for the hypotheses into evidence for the conclusion. There is
therefore no reason to expect, much less demand, that such entailments are decidable; rather, they
are expressions of truths that must be witnessed with computable evidence.
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3 Programming language
The programming language itself has two sorts, dimensions and terms, and binders for both sorts.
Terms are an ordinary untyped lambda calculus with constructors; dimensions are either dimension
constants (0 or 1) or one of countably many dimension names (x, y, . . . ) behaving like nominal
constants [Pitts, 2015]. Dimension terms occur at specific positions in some terms; for example,
loopr is a term for any dimension term r. The operational semantics is defined on terms that are
closed with respect to term variables but may contain free dimension names.
Dimension names represent generic elements of an abstract interval whose end points are notated
0 and 1. While one may sensibly substitute any dimension term for a dimension name, terms are not
to be understood solely in terms of their dimensionally-closed instances (namely, their end points).
Rather, a term’s dependence on dimension names is to be understood generically; geometrically,
one might imagine additional unnamed points in the interior of the abstract interval.
The language features two terms that are specific to higher type theory. The first, called
coercion, has the form coer r
′
x.A (M), where x.A is a type line, r is the starting dimension and r
′ is
the ending dimension. Coercion transports a term M from A〈r/x〉 to A〈r′/x〉 using the type line
x.A as a guide. Coercion from r to itself has no effect, up to exact equality. Coercion from 0 to 1
or vice versa is transport, which applies one direction of the equivalence induced by the type line.
Coercion from 0 or 1 to a dimension name y creates a y-line in A〈y/x〉, and coercion from y to 0
or 1 yields a line between one end point of the input y-line and the transport of the opposite end
point. Finally, coercion from one dimension name to another reorients the line from one dimension
to another.
The second, called homogeneous Kan composition, has the form hcomr1A (r  r
′,M ; y.N0, y.N1),
where r1 is the extent, r is the starting dimension, and r
′ is the ending dimension. The term M is
called the cap, and the terms N0 and N1 form the tube of the composition.3 This composition is
well-typed when the starting side of each N ε coincides (up to exact equality) with the ε side of the
cap. When r1 is a dimension name x, the composition results in an x-line, called the composite,
whose ε sides coincide with the ending sides of each N ε. The composite is easily visualized when
r = 0 and r′ = 1:

// x
y
•
N0

M
// •
N1

N0〈1/y〉
hcomxA(0 1)
//❴❴❴❴❴❴❴❴❴ N1〈1/y〉
The case of r = 1 and r′ = 0 is symmetric, swapping the roles of the cap and the composite.
When the starting dimension is r = 0 (or, analogously, r = 1) and the ending dimension is
r′ = y, where y does not occur in M , the Kan composition yields the interior of the x, y-square
depicted above, called the filler. One may think of this composition as sweeping out that square
by sliding the cap from y = 0 to any point in the y dimension, much in the manner of opening a
window shade. The filler is simultaneously an x-line identifying the two tube sides with each other,
and a y-line identifying the cap with the composite.
3If r1 = x and x occurs in N
ε, then the tube sides are actually Nε〈ε/x〉 for ε = 0, 1, representing that x = ε on
the Nε side of the composition problem. In the present description, we assume that x does not occur in Nε; the
precise typing rules for Kan composition are given in Definition 19.
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When r = y and r′ is 0 or 1, the composition may be visualized as closing a window shade,
starting in the “middle” and heading towards the roll at one end or the other. When both r and
r′ are dimension names, the result is harder to visualize, and is best understood formally, as is also
the case where r = 0 and r′ = y but y does occur in M .
Finally, there are two cases in which the composition scenario trivializes. When r = r′ = 0
or r = r′ = 1, the composition is the cap itself, intuitively because the window shade does not
move from its starting position at the cap. When r1 is 0 (or 1), rather than a dimension name, the
composition is simply N0〈r′/y〉 (or N1〈r′/y〉), because the composition has no extent beyond that
end point. These two cases are important because they ensure, respectively, that the y and x end
points of the x, y-filler are as depicted above.
3.1 Terms
M := A→ B | A×B | bool | notr | S
1
| λa.M | app(M,N) | 〈M,N〉 | fst(M) | snd(M)
| true | false | ifA(M ;N1, N2) | notelr(M)
| base | loopr | S
1-elimA(M ;N1, x.N2)
| coer r
′
x.A (M) | hcom
r1
A (r  r
′,M ; y.N0, y.N1)
We use capital letters like M , N , and A to denote terms, r, r′, r1 to denote dimension terms,
x to denote dimension names, ε to denote dimension constants (0 or 1), and ε to denote the
opposite dimension constant of ε. We write x.− for dimension binders, a.− for term binders,
and FD(M) for the set of dimension names free in M . Dimension substitution M〈r/x〉 and term
substitution M [N/a] are defined in the usual way. We write not(M) as shorthand for the term
ifbool(M ; false, true).
Remark 1. In a follow-on paper, we will generalize hcom to allow for n ≥ 1 pairs of tubes, as
follows:
hcom
r1,...,rn
A (r  r
′,M ; y.N01 , y.N
1
1 , . . . , y.N
0
n, y.N
1
n)
This hcom operation (and a corresponding generalization of the Kan conditions in Section 4) is
needed to define identification types.
3.2 Operational semantics
The following describes a deterministic weak head reduction evaluation strategy for closed terms
in the form of a transition system with two judgments:
1. E val, stating that E is a value, or canonical form.
2. E 7−→ E′, stating that E takes one step of evaluation to E′.
These judgments are defined so that if E val, then E 67−→, but the converse need not be the case.
As usual, we write E 7−→∗ E′ to mean that E transitions to E′ in zero or more steps. We say E
evaluates to V , written E ⇓ V , when E 7−→∗ V and V val.
Most of the evaluation rules are standard, and evaluate only principal arguments of elimination
forms. The principal arguments of hcom and coe are their type subscripts, whose head constructors
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determine how those terms evaluate. In the present system, the only non-canonical type subscript
of interest is notε.
Determinacy is a strong condition that implies that a term has at most one value.
Lemma 2 (Determinacy). If M 7−→M1 and M 7−→M2, then M1 =M2.
Stability states that evaluation does not introduce any new dimension names.
Lemma 3 (Stability). If M 7−→M ′, then FD(M ′) ⊆ FD(M).
Types
notε 7−→ bool
A→ B val A×B val bool val notx val S
1 val
Hcom/coe
A 7−→ A′
coer r
′
x.A (M) 7−→ coe
r r′
x.A′ (M)
A 7−→ A′
hcomr1A (r  r
′,M ; y.N0, y.N1) 7−→ hcomr1A′(r  r
′,M ; y.N0, y.N1)
Function types
M 7−→M ′
app(M,N) 7−→ app(M ′, N) app(λa.M,N) 7−→M [N/a] λa.M val
hcomr1A→B(r  r
′,M ; y.N0, y.N1) 7−→ λa.hcomr1B (r  r
′, app(M,a); y.app(N0, a), y.app(N1, a))
coer r
′
x.A→B(M) 7−→ λa.coe
r r′
x.B (app(M, coe
r′ r
x.A (a)))
Product types
M 7−→M ′
fst(M) 7−→ fst(M ′)
M 7−→M ′
snd(M) 7−→ snd(M ′) 〈M,N〉 val
fst(〈M,N〉) 7−→M snd(〈M,N〉) 7−→ N
hcomr1A×B(r  r
′,M ; y.N0, y.N1)
7−→
〈hcomr1A (r  r
′, fst(M); y.fst(N0), y.fst(N1)), hcomr1B (r  r
′, snd(M); y.snd(N0), y.snd(N1))〉
coer r
′
x.A×B(M) 7−→ 〈coe
r r′
x.A (fst(M)), coe
r r′
x.B (snd(M))〉
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Booleans
hcomε
bool
(r  r′,M ; y.N0, y.N1) 7−→ N ε〈r′/y〉
r = r′
hcomx
bool
(r  r′,M ; y.N0, y.N1) 7−→M
true val false val
r 6= r′
hcomxbool(r  r
′,M ; y.N0, y.N1) val
M 7−→M ′
ifA(M ;T, F ) 7−→ ifA(M
′;T, F ) ifA(true;T, F ) 7−→ T ifA(false;T, F ) 7−→ F
r 6= r′
ifA(hcom
x
bool
(r  r′,M ; y.N0, y.N1);T, F )
7−→
hcomxA(r  r
′, ifA(M ;T, F ); y.ifA(N
0;T, F ), y.ifA(N
1;T, F ))
coer r
′
x.bool(M) 7−→M
Circle
hcomε
S1
(r  r′,M ; y.N0, y.N1) 7−→ N ε〈r′/y〉
r = r′
hcomx
S1
(r  r′,M ; y.N0, y.N1) 7−→M
loopε 7−→ base base val loopx val
r 6= r′
hcomx
S1
(r  r′,M ; y.N0, y.N1) val
M 7−→M ′
S
1-elimA(M ;P, z.L) 7−→ S
1-elimA(M
′;P, z.L)
S
1-elimA(base;P, z.L) 7−→ P S
1-elimA(loopw;P, z.L) 7−→ L〈w/z〉
r 6= r′
S
1-elimA(hcom
x
S1
(r  r′,M ; y.N0, y.N1);P, z.L)
7−→
hcomxA(r  r
′,S1-elimA(M ;P, z.L); y.S
1-elimA(N
0;P, z.L), y.S1-elimA(N
1;P, z.L))
coer r
′
x.S1 (M) 7−→M
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Not
notelx(M) val notel0(M) 7−→ not(M) notel1(M) 7−→M
coeε εx.notx(M) 7−→ not(M) coe
ε ε
x.notx(M) 7−→M
coe0 xx.notx(M) 7−→ notelx(not(M)) coe
1 x
x.notx(M) 7−→ notelx(M)
M 7−→M ′
coex rx.notx(M) 7−→ coe
x r
x.notx(M
′) coex rx.notx(notelx(M)) 7−→ notelr(M)
x 6= y
coer r
′
x.noty(M) 7−→M
hcomr1notw(r  r
′,M ; y.N0, y.N1)
7−→
notelw(hcom
r1
bool
(r  r′, coew 1x.notx(M); y.coe
w 1
x.notx(N
0), y.coew 1x.notx(N
1)))
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4 Meaning explanations
Definition 4. We say M tm [Ψ] when M is a term with no free term variables, and FD(M) ⊆ Ψ.
Remark 5. We write M val [Ψ] when M tm [Ψ] and M val. Being a value does not depend on the
choice of Ψ, so whenever M val [Ψ] and FD(M) ⊆ Ψ′, we also have M val [Ψ′].
Definition 6. A total dimension substitution ψ : Ψ′ → Ψ assigns to each dimension name in Ψ
either 0, 1, or a dimension name in Ψ′. It follows that if M tm [Ψ] then Mψ tm [Ψ′].
Some A val [Ψ] are taken to name types; to these, we associate partial equivalence relations over
values in Ψ. PERs are a convenient way of describing sets equipped with an equivalence relation;
elements of the corresponding set are the values that are related to themselves.
The presuppositions of a judgment are the facts that must be true before one can even sensibly
state that judgment. For example, in Definition 9 below we define a judgment on A and B,
presupposing that A and B are associated to PERs, which asserts that those PERs are equal; this
condition is not meaningful unless these PERs exist.
Definition 7. We say A per [Ψ], presupposing A val [Ψ], when we have associated to Ψ and A a
symmetric and transitive relation − ≈ΨA − on terms M such that M val [Ψ].
Remark 8. We write M ∼ΨA N when A per [Ψ], M ⇓M0, N ⇓ N0, and M0 ≈
Ψ
A N0.
Definition 9. We say A ≈Ψ B, presupposing A per [Ψ] and B per [Ψ], when for all M val [Ψ] and
N val [Ψ], M ≈ΨA N if and only if M ≈
Ψ
B N .
Remark 10. The above definition of A ≈Ψ B yields an extensional notion of (pre)type equality; it
is also possible to define A ≈Ψ B inductively on the structure of A and B in order to obtain an
intensional (pre)type equality. In either case it is essential that if A per [Ψ] then A ≈Ψ A.
Approximately, a term A is a pretype in Ψ when Aψ evaluates to the name of a PER in Ψ′
for every ψ : Ψ′ → Ψ. A term M is an element of a (pre)type when every Mψ evaluates to an
element of the corresponding PER. We also demand that pretypes and their elements have coherent
aspects, a technical condition implying that dimension substitutions can be taken simultaneously or
sequentially, before or after evaluating a term, without affecting the outcome, up to PER equality.
(In our postfix notation for dimension substitutions, Aψ1ψ2 means (Aψ1)ψ2.)
Definition 11. We say A
.
= B pretype [Ψ], presupposing A tm [Ψ] and B tm [Ψ], when for any
ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1,
1. Aψ1 ⇓ A1, A1ψ2 ⇓ A2, Aψ1ψ2 ⇓ A12, A2 per [Ψ2], A12 per [Ψ2],
2. Bψ1 ⇓ B1, B1ψ2 ⇓ B2, Bψ1ψ2 ⇓ B12, B2 per [Ψ2], B12 per [Ψ2], and
3. A2 ≈
Ψ2 A12 ≈
Ψ2 B2 ≈
Ψ2 B12.
Remark 12. We write A pretype [Ψ] when A
.
=A pretype [Ψ].
Definition 13. We say M
.
= N ∈ B [Ψ], presupposing B pretype [Ψ], M tm [Ψ], and N tm [Ψ],
when for any ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1,
1. Mψ1 ⇓M1, M1ψ2 ⇓M2, Mψ1ψ2 ⇓M12,
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2. Nψ1 ⇓ N1, N1ψ2 ⇓ N2, Nψ1ψ2 ⇓ N12, and
3. M2 ≈
Ψ2
B12
M12 ≈
Ψ2
B12
N2 ≈
Ψ2
B12
N12, where Bψ1ψ2 ⇓ B12.
A valid term context Γ in Ψ is either the empty context ·, or a sequence a1 : A1, . . . , an : An of
distinct term variables ai each paired with a pretype Ai in Ψ.
Definition 14. We say · ctx [Ψ] always, and Γ, a : A ctx [Ψ] whenever Γ ctx [Ψ] and A pretype [Ψ].
Definition 15. We say Γ≫M
.
=M ′ ∈ B [Ψ], presupposing Γ ctx [Ψ] and B pretype [Ψ], when
1. Γ = · and M
.
=M ′ ∈ B [Ψ], or
2. Γ = (Γ′, a : A) and for any ψ : Ψ′ → Ψ and Γ′ψ ≫ N
.
= N ′ ∈ Aψ [Ψ′], that Γ′ψ ≫
Mψ[N/a]
.
=M ′ψ[N ′/a] ∈ Bψ [Ψ′].
In the notation Γ ≫ M
.
=M ′ ∈ B [Ψ], one should read the dimension index [Ψ] as extending
across the entire sequent, as it specifies the starting dimension at which to consider Γ. To make
sense of the second clause of Definition 15, notice that for any ψ : Ψ′ → Ψ, if A pretype [Ψ], then
Aψ pretype [Ψ′]; and if Γ ctx [Ψ], then Γψ ctx [Ψ′], where Γψ applies ψ to every pretype in Γ.
Remark 16. We write M ∈ A [Ψ] when A pretype [Ψ] and M
.
=M ∈ A [Ψ], and Γ ≫ M ∈ A [Ψ]
when A pretype [Ψ] and Γ≫M
.
=M ∈ A [Ψ].
Remark 17. The equality judgments M
.
=N ∈ A [Ψ] and Γ≫M
.
=N ∈ A [Ψ] are symmetric and
transitive. Therefore, ifM
.
=N ∈ A [Ψ] thenM ∈ A [Ψ] and N ∈ A [Ψ], and if Γ≫M
.
=N ∈ A [Ψ]
then Γ≫M ∈ A [Ψ] and Γ≫ N ∈ A [Ψ].
If no terms in our programming language contained dimension subterms, then for all M , we
would haveM =Mψ. The above meaning explanations would therefore collapse into: A pretype [Ψ]
whenever A ⇓ A0 and A0 per [Ψ]; and M
.
=N ∈ A [Ψ] whenever M ∼ΨA0 N where A ⇓ A0. These
are precisely the ordinary meaning explanations for computational type theory.
Finally, a type is a pretype which is both cubical (meaning that its PERs are functorially
indexed by the cube category) and Kan (meaning that all its instances validate the hcom and coe
rules).
Definition 18. We say A pretype [Ψ] is cubical if for any ψ : Ψ′ → Ψ and M ≈Ψ
′
A0
N (where
Aψ ⇓ A0) then M
.
=N ∈ Aψ [Ψ′].
Definition 19. We say A pretype [Ψ] is Kan if the following four conditions hold:
1. For any ψ : (Ψ′, x)→ Ψ, if
(a) M
.
=O ∈ Aψ [Ψ′, x],
(b) N ε〈ε/x〉
.
= P ε〈ε/x〉 ∈ Aψ〈ε/x〉 [Ψ′, y] for ε = 0, 1, and
(c) N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ Aψ〈ε/x〉 [Ψ′] for ε = 0, 1,
then hcomxAψ(r  r
′,M ; y.N0, y.N1)
.
= hcomxAψ(r  r
′, O; y.P 0, y.P 1) ∈ Aψ [Ψ′, x].
2. For any ψ : (Ψ′, x)→ Ψ, if
(a) M ∈ Aψ [Ψ′, x],
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(b) N ε〈ε/x〉 ∈ Aψ〈ε/x〉 [Ψ′, y] for ε = 0, 1, and
(c) N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ Aψ〈ε/x〉 [Ψ′] for ε = 0, 1,
then hcomxAψ(r  r,M ; y.N
0, y.N1)
.
=M ∈ Aψ [Ψ′, x].
3. For any ψ : Ψ′ → Ψ, if
(a) M ∈ Aψ [Ψ′],
(b) N ε ∈ Aψ [Ψ′, y], and
(c) N ε〈r/y〉
.
=M ∈ Aψ [Ψ′],
then hcomεAψ(r  r
′,M ; y.N0, y.N1)
.
=N ε〈r′/y〉 ∈ Aψ [Ψ′].
4. For any ψ : (Ψ′, x) → Ψ, if M
.
= N ∈ Aψ〈r/x〉 [Ψ′], then coer r
′
x.Aψ(M)
.
= coer r
′
x.Aψ(N) ∈
Aψ〈r′/x〉 [Ψ′].
Remark 20. We always substitute ε for x in the tube face premises of each of these conditions,
reflecting that x = 0 and x = 1 in the respective side of the tube.
Definition 21. We say A type [Ψ], presupposing A pretype [Ψ], if A is cubical and Kan.
4.1 Basic lemmas
We prove some basic results about our core judgments before proceeding.
Lemma 22. For any ψ : Ψ′ → Ψ,
1. if A type [Ψ] then Aψ type [Ψ′];
2. if M
.
=N ∈ A [Ψ] then Mψ
.
=Nψ ∈ Aψ [Ψ′]; and
3. if Γ≫M
.
=N ∈ A [Ψ], then Γψ ≫Mψ
.
=Nψ ∈ Aψ [Ψ′].
Proof. We have already observed that if A pretype [Ψ] then Aψ pretype [Ψ′]. A type is a Kan
cubical pretype; that being a type is closed under dimension substitution follows from the fact that
the Kan and cubical conditions are as well. Exact equality is closed under dimension substitution
also essentially because its definition quantifies over all dimension substitutions.
The proof of the third proposition uses induction on the length of Γ. If Γ is empty, then the
result follows immediately from the previous one. If Γ = (Γ′, a : A), then we know Γ′, a :A ≫
M
.
=M ′ ∈ B [Ψ], and want to show Γψ, a : Aψ ≫ Mψ
.
=M ′ψ ∈ Bψ [Ψ′]. Expanding definitions,
this means we must show that for any ψ′ : Ψ′′ → Ψ′ and Γψψ′ ≫ N
.
= N ′ ∈ Aψψ′ [Ψ′′], we have
Γψψ′ ≫ Mψψ′[N/a]
.
=M ′ψψ′[N ′/a] ∈ Bψψ′ [Ψ′′]. But this follows directly from the definition of
Γ′, a :A≫M
.
=M ′ ∈ B [Ψ].
Lemma 23. If A
.
=B pretype [Ψ] and M
.
=N ∈ A [Ψ] then M
.
=N ∈ B [Ψ].
Proof. For any ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, by the first hypothesis we have that Aψ1ψ2 ⇓ A12,
Bψ1ψ2 ⇓ B12, and A12 ≈
Ψ2 B12; by the second hypothesis, we have that M2 ≈
Ψ2
A12
M12 ≈
Ψ2
A12
N2 ≈
Ψ2
A12
N12. But this implies M2 ≈
Ψ2
B12
M12 ≈
Ψ2
B12
N2 ≈
Ψ2
B12
N12.
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The definition of the open judgment Γ ≫ M
.
=M ′ ∈ B [Ψ] involves, for each ai : Ai in Γ,
substituting into M,M ′ a dimension substitution ψ : Ψ′ → Ψ and a pair of equal terms Γψ ≫
Ni
.
= N ′i ∈ Aiψ [Ψ
′]. We prove this is equivalent to performing a single dimension substitution
ψ and a pair of simultaneous term substitutions γ, γ′ for all of Γ, whose components γ(ai), γ
′(ai)
are equal in each Aiψ. We write () for an empty simultaneous term substitution, and γ[N/a] for
the extension of a substitution γ sending a to N . Then we say γ
.
= γ′ ∈ Γ [Ψ] when γ and γ′ are
substitutions for all of Γ whose components are equal:
Definition 24. We say
1. ()
.
= () ∈ · [Ψ] always.
2. γ[N/a]
.
=γ′[N ′/a] ∈ (Γ, a : A) [Ψ], presupposing Γ ctx [Ψ] andA pretype [Ψ], when γ
.
=γ′ ∈ Γ [Ψ]
and N
.
=N ′ ∈ A [Ψ].
Lemma 25. The open equation Γ ≫ M
.
=M ′ ∈ B [Ψ] is true iff for any ψ : Ψ′ → Ψ and any
γ
.
= γ′ ∈ Γψ [Ψ′], we have Mψγ
.
=M ′ψγ′ ∈ Aψ [Ψ′].
Proof. Simultaneously, by induction on the length of Γ. When Γ is empty, the result is immediate.
Otherwise let Γ = Γ1, a : A.
Suppose that Γ1, a : A ≫ M
.
= M ′ ∈ B [Ψ], and consider any ψ : Ψ′ → Ψ and γ
.
= γ′ ∈
Γ1ψ, a : Aψ [Ψ
′]. Then γ = γ1[N/a], γ
′ = γ′
1
[N ′/a], γ1
.
= γ′
1
∈ Γ1ψ [Ψ
′], and N
.
= N ′ ∈ Aψ [Ψ′].
Because N and N ′ are closed, and all dimension substitution instances of N
.
= N ′ ∈ Aψ [Ψ′] are
true, by the reverse induction hypothesis we have Γ1ψ ≫ N
.
=N ′ ∈ Aψ [Ψ′]. By instantiating the
definition of our hypothesis at N,N ′ we get Γ1ψ ≫Mψ[N/a]
.
=M ′ψ[N ′/a] ∈ Bψ [Ψ′]. But by the
forward induction hypothesis, this gives us Mψ[N/a]γ1
.
=M ′ψ[N ′/a]γ′
1
∈ Bψ [Ψ′], which is to say
Mψγ
.
=M ′ψγ′ ∈ Bψ [Ψ′], as required.
Conversely, suppose that for all ψ : Ψ′ → Ψ, if γ
.
= γ′ ∈ Γψ [Ψ′], then Mψγ
.
=M ′ψγ′ ∈ Bψ [Ψ′].
To show Γ ≫ M
.
= M ′ ∈ B [Ψ], suppose that ψ : Ψ′ → Ψ and Γ1ψ ≫ N
.
= N ′ ∈ Aψ [Ψ′];
it suffices to show that Γ1ψ ≫ Mψ[N/a]
.
= M ′ψ[N ′/a] ∈ Bψ [Ψ′]. By the forward induction
hypothesis we have that for all γ1
.
= γ′
1
∈ Γ1ψ [Ψ
′], Nγ1
.
=N ′γ′
1
∈ Aψ [Ψ′]. Let γ = γ1[Nγ1/a] and
γ′ = γ′
1
[N ′γ′
1
/a], so that γ
.
= γ′ ∈ Γψ [Ψ′]. By assumption we have Mψγ
.
=M ′ψγ′ ∈ Bψ [Ψ′]. But
Mψγ is Mψ[N/a]γ1 and M
′ψγ′ is M ′ψ[N ′/a]γ′
1
, so by the reverse induction hypothesis we have
Γ1ψ ≫Mψ[N/a]
.
=M ′ψ[N ′/a] ∈ Bψ [Ψ′].
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5 Types
In this section, we will define various types by defining their PERs, verifying they are pretypes,
proving their introduction, elimination, and computation rules, and then proving that they are
cubical and Kan. A handful of lemmas will be useful throughout this process:
Lemma 26 (Head expansion). If M ′
.
= N ∈ A [Ψ] and for all ψ : Ψ′ → Ψ, Mψ 7−→∗ M ′ψ, then
M
.
=N ∈ A [Ψ].
Proof. For any ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, we know M
′
2
≈Ψ2A12 M
′
12
≈Ψ2A12 N2 ≈
Ψ2
A12
N12.
Therefore it suffices to show M ′
12
≈Ψ2A12 M12 and M
′
2
≈Ψ2A12 M2. The former is true because
Mψ1ψ2 7−→
∗ M ′ψ1ψ2 ⇓M
′
12
and M ′
12
≈Ψ2A12 M
′
12
. The latter is true because Mψ1 7−→
∗ M ′ψ1 ⇓M
′
1
,
M ′
1
ψ2 ⇓M
′
2
, and M ′
2
≈Ψ2A12 M
′
2
.
A special case of this lemma is that if M ′ ∈ A [Ψ] then M ∈ A [Ψ].
Lemma 27. If M ∈ A [Ψ], N ∈ A [Ψ], and for all ψ : Ψ′ → Ψ, Mψ ∼Ψ
′
A′ Nψ where Aψ ⇓ A
′, then
M
.
=N ∈ A [Ψ].
Proof. For all ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, by M ∈ A [Ψ] we have Mψ1 ⇓M1 and M1ψ2 ∼
Ψ2
A12
Mψ1ψ2, and by N ∈ A [Ψ] we have Nψ1 ⇓ N1 and N1ψ2 ∼
Ψ2
A12
Nψ1ψ2. Therefore it suffices to
show Mψ1ψ2 ∼
Ψ2
A12
Nψ1ψ2, which follows from our assumption at ψ = ψ1ψ2.
5.1 Booleans
We will define bool as a higher inductive type, meaning that we freely add Kan composites as
higher cells, rather than specifying that all its higher cells are exactly true or false. We do this to
demonstrate the robustness of our canonicity theorem and our treatment of notx, but in practice
it may be convenient to have (instead or in addition) a type of “strict booleans.”
We define the relation − ≈−
bool
− as the least relation closed under:
1. true ≈Ψ
bool
true,
2. false ≈Ψ
bool
false, and
3. hcomxbool(r  r
′,M ; y.N0, y.N1) ≈Ψ,x
bool
hcomxbool(r  r
′, O; y.P 0, y.P 1) whenever r 6= r′,
(a) M
.
=O ∈ bool [Ψ, x],
(b) N ε〈ε/x〉
.
= P ε〈ε/x〉 ∈ bool [Ψ, y] for ε = 0, 1, and
(c) N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ bool [Ψ] for ε = 0, 1.
Note that this relation is symmetric because the first two premises of the third case ensure that
M〈ε/x〉
.
= O〈ε/x〉 ∈ bool [Ψ] and N ε〈r/y〉〈ε/x〉
.
= P ε〈r/y〉〈ε/x〉 ∈ bool [Ψ], so P ε〈r/y〉〈ε/x〉
.
=
O〈ε/x〉 ∈ bool [Ψ].
The self-references in this definition can be seen by unrolling the definition of (for example)
M
.
=O ∈ bool [Ψ, x], which is: for any ψ1 : Ψ1 → (Ψ, x) and ψ2 : Ψ2 → Ψ1,
1. Mψ1 ⇓M1, M1ψ2 ⇓M2, Mψ1ψ2 ⇓M12,
2. Oψ1 ⇓ O1, O1ψ2 ⇓ O2, Oψ1ψ2 ⇓ O12, such that
3. M2 ≈
Ψ2
bool
M12 ≈
Ψ2
bool
O2 ≈
Ψ2
bool
O12.
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Pretype bool pretype [Ψ].
For all ψ1, ψ2, boolψ1 ⇓ bool, boolψ2 ⇓ bool, boolψ1ψ2 ⇓ bool, and bool per [Ψ2].
Introduction true ∈ bool [Ψ] and false ∈ bool [Ψ].
For all ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, trueψ1 ⇓ true, trueψ2 ⇓ true, trueψ1ψ2 ⇓ true, and
true ≈Ψ2
bool
true. The false case is analogous.
Elimination If M
.
= N ∈ bool [Ψ], A type [Ψ], T ∈ A [Ψ], and F ∈ A [Ψ], then ifA(M ;T, F )
.
=
ifA(N ;T, F ) ∈ A [Ψ].
Our proof of the elimination rule (that if respects
.
= up to
.
=) requires us to know that if
respects ∼ up to ∼. We first prove that the elimination rule holds for those booleans on whose
aspects if respects ∼. We then use this fact to prove that if always respects ∼, and therefore that
the elimination rule holds for all booleans.
Definition 28. For M
.
= N ∈ bool [Ψ], A type [Ψ], T ∈ A [Ψ], and F ∈ A [Ψ], we say that if is
coherent on values if for any ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1,
ifAψ1ψ2(M12;Tψ1ψ2, Fψ1ψ2) ∼
Ψ2
A12
ifAψ1ψ2(M2;Tψ1ψ2, Fψ1ψ2)
∼Ψ2A12 ifAψ1ψ2(N12;Tψ1ψ2, Fψ1ψ2) ∼
Ψ2
A12
ifAψ1ψ2(N2;Tψ1ψ2, Fψ1ψ2)
where M12,M2, N12, N2 are the coherent aspects of M,N .
Lemma 29. If M
.
=N ∈ bool [Ψ], A type [Ψ], T ∈ A [Ψ], F ∈ A [Ψ], and if is coherent on values
for these parameters, then ifA(M ;T, F )
.
= ifA(N ;T, F ) ∈ A [Ψ].
Proof. Here we work through the proof for the unary case (if M ∈ bool [Ψ] then ifA(M ;T, F ) ∈
A [Ψ]); the binary case follows by repeating the argument for N . Let I = ifA(M ;T, F ). We need to
show that for all ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, Iψ1 ⇓ I1, I1ψ2 ⇓ I2, Iψ1ψ2 ⇓ I12, and I2 ≈
Ψ2
A12
I12
where Aψ1ψ2 ⇓ A12.
Expanding M ∈ bool [Ψ], we get Mψ1 ⇓ M1, M1ψ2 ⇓ M2, Mψ1ψ2 ⇓ M12, M1 ≈
Ψ1
bool
M1, and
M2 ≈
Ψ2
bool
M12. By the operational semantics for if, ifAψ1(Mψ1;Tψ1, Fψ1) 7−→
∗ ifAψ1(M1;Tψ1, Fψ1).
This term’s next step depends on M1, which we determine by induction on M1 ≈
Ψ1
bool
M1:
1. true ≈Ψ1
bool
true.
ThenM1 = true, and ifAψ1(true;Tψ1, Fψ1) 7−→ Tψ1. By T ∈ A [Ψ] we have Tψ1 ⇓ T1, T1ψ2 ⇓
T2, Tψ1ψ2 ⇓ T12, and T2 ≈
Ψ2
A12
T12 where Aψ1ψ2 ⇓ A12, so I1 = T1 and I2 = T2. To determine
I12, notice that ifAψ1ψ2(Mψ1ψ2;Tψ1ψ2, Fψ1ψ2) 7−→
∗ ifAψ1ψ2(M12;Tψ1ψ2, Fψ1ψ2). Since
trueψ2 ⇓M2 = true andM2 ≈
Ψ2
bool
M12,M12 = true also. Then ifAψ1ψ2(true;Tψ1ψ2, Fψ1ψ2) 7−→
Tψ1ψ2 ⇓ T12. Therefore I12 = T12 and I2 ≈
Ψ2
A12
I12.
2. false ≈Ψ1
bool
false.
Same as previous case but with I1 = F1, I2 = F2, and I12 = F12.
3. hcomx
bool
(r  r′,M ′; y.N0, y.N1) ≈
Ψ′
1
,x
bool
hcomx
bool
(r  r′,M ′; y.N0, y.N1) where Ψ1 = (Ψ
′
1
, x),
r 6= r′, M ′ ∈ bool [Ψ′
1
, x], N ε〈ε/x〉 ∈ bool [Ψ′
1
, y] for ε = 0, 1, and N ε〈r/y〉〈ε/x〉
.
=M ′〈ε/x〉 ∈
bool [Ψ′
1
] for ε = 0, 1.
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Then ifAψ1(hcom
x
bool
(r  r′,M ′; y.N0, y.N1);Tψ1, Fψ1) 7−→ H where
H := hcomxAψ1(r  r
′, ifAψ1(M
′;Tψ1, Fψ1); y.ifAψ1(N
0;Tψ1, Fψ1), y.ifAψ1(N
1;Tψ1, Fψ1)).
We will show H ∈ Aψ1 [Ψ1], which implies Iψ1 ⇓ I1, I1ψ2 ⇓ I2, Hψ2 ⇓ H2, and H2 ≈
Ψ2
A12
I2.
(It does not give us information about I12, because Iψ1ψ2 might not step to H.)
Since A type [Ψ], we know A is Kan; by the first Kan condition, it suffices to show
(a) ifAψ1(M
′;Tψ1, Fψ1) ∈ Aψ1 [Ψ
′
1
, x],
(b) ifAψ1〈ε/x〉(N
ε〈ε/x〉;Tψ1〈ε/x〉, Fψ1〈ε/x〉) ∈ Aψ1〈ε/x〉 [Ψ
′
1
, y] for ε = 0, 1, and
(c) ifAψ1〈ε/x〉(N
ε〈r/y〉〈ε/x〉;Tψ1〈ε/x〉, Fψ1〈ε/x〉)
.
=ifAψ1〈ε/x〉(M
′〈ε/x〉;Tψ1〈ε/x〉, Fψ1〈ε/x〉) ∈
Aψ1〈ε/x〉 [Ψ
′
1
, y] for ε = 0, 1.
All three can be obtained by applying the inductive hypothesis to the typing and equality
information we extracted from this case of M1 ≈
Ψ′
1
,x
bool
M1. (Note that x can occur in Tψ1 and
Fψ1, but y cannot; and that we need the binary version of the inductive hypothesis in order
to derive the adjacency condition.)
Taking stock, we now know I1 and I2, and must show I2 ≈
Ψ2
A12
I12 where Iψ1ψ2 ⇓ I12. Since
I2 ≈
Ψ2
A12
H2, it suffices to show H2 ≈
Ψ2
A12
I12. But Iψ1ψ2 7−→
∗ ifAψ1ψ2(M12;Tψ1ψ2, Fψ1ψ2)
where Mψ1ψ2 ⇓ M12, so I12 is determined by M12, which is in turn determined by M1ψ2 ⇓
M2 because M2 ≈
Ψ2
bool
M12. Therefore we proceed by considering the three possible ways
M1ψ2 = hcom
xψ2
bool
(rψ2  r
′ψ2,M
′ψ2; y.N
0ψ2, y.N
1ψ2) can evaluate.
(a) M1ψ2 7−→ N
εψ2〈r
′ψ2/y〉 because xψ2 = ε.
Since xψ2 = ε, N
ε〈ε/x〉ψ2〈r
′ψ2/y〉 = N
εψ2〈r
′ψ2/y〉. Thus by the typing premise of
M1 ≈
Ψ′
1
,x
bool
M1, N
εψ2〈r
′ψ2/y〉 ⇓ N
ε
2
= M2. By the third Kan condition of A, xψ2 = ε,
and y # Tψ1ψ2, Fψ1ψ2, we have
Hψ2
.
= ifAψ1ψ2(N
εψ2〈r
′ψ2/y〉;Tψ1ψ2, Fψ1ψ2) ∈ Aψ1ψ2 [Ψ2]
and so
H2 ∼
Ψ2
A12
ifAψ1ψ2(N
εψ2〈r
′ψ2/y〉;Tψ1ψ2, Fψ1ψ2)
∼Ψ2A12 ifAψ1ψ2(N
ε
2 ;Tψ1ψ2, Fψ1ψ2)
∼Ψ2A12 ifAψ1ψ2(M12;Tψ1ψ2, Fψ1ψ2)
∼Ψ2A12 Iψ1ψ2
where the middle step uses that if is coherent on values (for N ε
2
=M2 ≈
Ψ2
bool
M12).
(b) M1ψ2 7−→M
′ψ2 because xψ2 = x
′ and rψ2 = r
′ψ2.
By the typing premise ofM1 ≈
Ψ
′
1
,x
bool
M1,M
′ψ2 ⇓M
′
2
=M2. By the second Kan condition
of A and rψ2 = r
′ψ2,
Hψ2
.
= ifAψ1(M
′ψ2;Tψ1ψ2, Fψ1ψ2) ∈ Aψ1ψ2 [Ψ2]
and so we conclude H2 ≈
Ψ2
A12
I12 as in the previous case, again relying on the assumption
that if is coherent on values.
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(c) M1ψ2 val because xψ2 = x
′ and rψ2 6= r
′ψ2.
Then Ψ2 = (Ψ
′
2
, x′), M1ψ2 =M2, and by M1ψ2 ≈
Ψ2
bool
M12, we know
M12 = hcom
x′
bool
(rψ2  r
′ψ2, O; y.P
0, y.P 1)
where M ′ψ2
.
= O ∈ bool [Ψ′
2
, x′] and N εψ2〈ε/x
′〉
.
= P ε〈ε/x′〉 ∈ bool [Ψ′
2
, y] for ε = 0, 1.
Then Iψ1ψ2 7−→
∗
hcomx
′
Aψ1ψ2(rψ2  r
′ψ2, ifAψ1ψ2(O;Tψ1ψ2, Fψ1ψ2); y.ifAψ1ψ2(P
0;Tψ1ψ2, Fψ1ψ2), . . . )
Call this term H ′. By the inductive hypothesis applied to M ′ψ2
.
=O ∈ bool [Ψ′
2
, x′],
ifAψ1ψ2(M
′ψ2;Tψ1ψ2, Fψ1ψ2)
.
= ifAψ1ψ2(O;Tψ1ψ2, Fψ1ψ2) ∈ Aψ1ψ2 [Ψ
′
2, x
′]
and similarly for the other components of the hcom. By the first Kan condition of A,
these equations imply H ′
.
=Hψ2 ∈ Aψ1ψ2 [Ψ2], so in particular H
′ ∼Ψ2A12 Hψ2 and thus
I12 ≈
Ψ2
A12
H2.
Lemma 30. If M ≈Ψ
bool
N , A type [Ψ], T ∈ A [Ψ], and F ∈ A [Ψ], then ifA(M ;T, F ) ∼
Ψ
A0
ifA(N ;T, F ) where A ⇓ A0.
Proof. By induction on M ≈Ψ
bool
N .
1. true ≈Ψ
bool
true.
Then ifA(true;T, F ) 7−→ T ⇓ T0, and T0 ≈
Ψ
A0
T0.
2. false ≈Ψ
bool
false.
Then ifA(false;T, F ) 7−→ F ⇓ F0, and F0 ≈
Ψ
A0
F0.
3. hcomx
bool
(r  r′,M ′; y.N0, y.N1) ≈Ψ
′,x
bool
hcomx
bool
(r  r′, O; y.P 0, y.P 1) where Ψ = (Ψ′, x),
r 6= r′,M ′
.
=O ∈ bool [Ψ′, x], N ε〈ε/x〉
.
=P ε〈ε/x〉 ∈ bool [Ψ′, y] for ε = 0, 1, and N ε〈r/y〉〈ε/x〉
.
=
M ′〈ε/x〉 ∈ bool [Ψ′] for ε = 0, 1.
Then ifA(M ;T, F ) 7−→ hcom
x
A(r  r
′, ifA(M
′;T, F ); y.ifA(N
0;T, F ), y.ifA(N
1;T, F )) and
similarly for ifA(N ;T, F ). To show the resulting hcoms are − ∼
Ψ
A0
−, it suffices to show
that they are −
.
=− ∈ A [Ψ]. We appeal to the first Kan condition of A, which applies when
(a) ifA(M
′;T, F )
.
= ifA(O;T, F ) ∈ A [Ψ
′, x],
(b) (ifA(N
ε;T, F ))〈ε/x〉
.
= (ifA(P
ε;T, F ))〈ε/x〉 ∈ A〈ε/x〉 [Ψ′, y] for ε = 0, 1, and
(c) (ifA(N
ε〈r/y〉;T, F ))〈ε/x〉
.
= (ifA(M
′;T, F ))〈ε/x〉 ∈ A〈ε/x〉 [Ψ′] for ε = 0, 1.
We establish these equalities by appealing to Lemma 29 at M ′
.
=O ∈ bool [Ψ′, x], etc., whose
ifAψ1ψ2(−;Tψ1ψ2, Fψ1ψ2) ∼
Ψ2
A12
ifAψ1ψ2(−;Tψ1ψ2, Fψ1ψ2) hypothesis we establish with the
current lemma’s inductive hypothesis.
Finally, the elimination rule for bool follows directly from Lemmas 29 and 30, because Lemma 30
implies that if is always coherent on values.
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Computation If A type [Ψ], T ∈ A [Ψ], and F ∈ A [Ψ], then ifA(true;T, F )
.
= T ∈ A [Ψ] and
ifA(false;T, F )
.
= F ∈ A [Ψ].
For all ψ, ifAψ(true;Tψ,Fψ) 7−→ Tψ, so the former follows from head expansion and T
.
= T ∈
A [Ψ]. The latter case is analogous.
Kan Show bool pretype [Ψ] is Kan.
We will once again prove only the unary version of the first condition, in order to lessen the
notational burden; the binary version follows by the same argument. Show that for any Ψ′, if
1. M ∈ bool [Ψ′, x],
2. N ε〈ε/x〉 ∈ bool [Ψ′, y] for ε = 0, 1, and
3. N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ bool [Ψ′] for ε = 0, 1,
then hcomx
bool
(r  r′,M ; y.N0, y.N1) ∈ bool [Ψ′, x]. That is, for any ψ1 : Ψ1 → (Ψ
′, x) and
ψ2 : Ψ2 → Ψ1, hcomψ1 ⇓ H1, H1ψ2 ⇓ H2, hcomψ1ψ2 ⇓ H12, and H12 ≈
Ψ2
bool
H2. We prove this by
case-analyzing how x, r, r′ are affected by ψ1 and ψ1ψ2.
1. xψ1 = ε. (Therefore xψ1ψ2 = ε also.) Then
hcomεbool(rψ1  r
′ψ1,Mψ1; y.N
0ψ1, y.N
1ψ1) 7−→ N
εψ1〈r
′ψ1/y〉
hcomεbool(rψ1ψ2  r
′ψ1ψ2,Mψ1ψ2; y.N
0ψ1ψ2, y.N
1ψ1ψ2) 7−→ N
εψ1ψ2〈r
′ψ1ψ2/y〉
By N ε〈ε/x〉 ∈ bool [Ψ′, y] and N ε〈ε/x〉ψ1 = N
εψ1, we know that N
εψ1〈r
′ψ1/y〉 ⇓ N
ε
1
,
N ε
1
ψ2 ⇓ N
ε
2
, N εψ1ψ2〈r
′ψ1ψ2/y〉 = N
εψ1〈r
′ψ1/y〉ψ2 ⇓ N
ε
12
, and N ε
12
≈Ψ2
bool
N ε
2
.
2. xψ1 = x
′, rψ1 = r
′ψ1, and xψ1ψ2 = ε. Then
hcomx
′
bool(rψ1  r
′ψ1,Mψ1; y.N
0ψ1, y.N
1ψ1) 7−→Mψ1
hcomε
bool
(rψ1ψ2  r
′ψ1ψ2,Mψ1ψ2; y.N
0ψ1ψ2, y.N
1ψ1ψ2) 7−→ N
εψ1ψ2〈r
′ψ1ψ2/y〉
By M ∈ bool [Ψ′, x] we know Mψ1 ⇓ M1, M1ψ2 ⇓ M2, Mψ1ψ2 ⇓ M12, and M12 ≈
Ψ2
bool
M2,
so by transitivity it suffices to show Mψ1ψ2 ∼
Ψ2
bool
N εψ1ψ2〈r
′ψ1ψ2/y〉. By xψ1ψ2 = ε, we
have Mψ1ψ2 = M〈ε/x〉ψ1ψ2. By xψ1ψ2 = ε and rψ1 = r
′ψ1, we have N
εψ1ψ2〈r
′ψ1ψ2/y〉 =
N εψ1ψ2〈rψ1ψ2/y〉 = N
ε〈ε/x〉ψ1ψ2〈rψ1ψ2/y〉 = N
ε〈r/y〉〈ε/x〉ψ1ψ2. Therefore our desired
equation follows directly from N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ bool [Ψ′] under ψ1ψ2.
3. xψ1 = x
′, rψ1 = r
′ψ1, and xψ1ψ2 = x
′′. (Therefore rψ1ψ2 = r
′ψ1ψ2.) Then
hcomx
′
bool(rψ1  r
′ψ1,Mψ1; y.N
0ψ1, y.N
1ψ1) 7−→Mψ1
hcomx
′′
bool(rψ1ψ2  r
′ψ1ψ2,Mψ1ψ2; y.N
0ψ1ψ2, y.N
1ψ1ψ2) 7−→Mψ1ψ2
By M ∈ bool [Ψ′, x] we know Mψ1 ⇓M1, M1ψ2 ⇓M2, Mψ1ψ2 ⇓M12, and M12 ≈
Ψ2
bool
M2.
4. xψ1 = x
′, rψ1 6= r
′ψ1, and xψ1ψ2 = ε. Then
hcomx
′
bool(rψ1  r
′ψ1,Mψ1; y.N
0ψ1, y.N
1ψ1) val
hcomεbool(rψ1ψ2  r
′ψ1ψ2,Mψ1ψ2; y.N
0ψ1ψ2, y.N
1ψ1ψ2) 7−→ N
εψ1ψ2〈r
′ψ1ψ2/y〉
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In this case H1 = hcomψ1, so H1ψ2 = hcomψ1ψ2 and we must show N
εψ1ψ2〈r
′ψ1ψ2/y〉 ⇓ N
ε
12
and N ε
12
≈Ψ2
bool
N ε
12
. This follows from N ε〈ε/x〉 ∈ bool [Ψ′, y] and N εψ1ψ2〈r
′ψ1ψ2/y〉 =
N ε〈ε/x〉ψ1ψ2〈r
′ψ1ψ2/y〉.
5. xψ1 = x
′, rψ1 6= r
′ψ1, xψ1ψ2 = x
′′, and rψ1ψ2 = r
′ψ1ψ2. Then
hcomx
′
bool(rψ1  r
′ψ1,Mψ1; y.N
0ψ1, y.N
1ψ1) val
hcomx
′′
bool(rψ1ψ2  r
′ψ1ψ2,Mψ1ψ2; y.N
0ψ1ψ2, y.N
1ψ1ψ2) 7−→Mψ1ψ2
Once again, H1 = hcomψ1 and H1ψ2 = hcomψ1ψ2, so we must show Mψ1ψ2 ⇓ M12 and
M12 ≈
Ψ2
bool
M12, which follows from M ∈ bool [Ψ
′, x].
6. xψ1 = x
′, rψ1 6= r
′ψ1, xψ1ψ2 = x
′′, and rψ1ψ2 6= r
′ψ1ψ2. Then
hcomx
′
bool(rψ1  r
′ψ1,Mψ1; y.N
0ψ1, y.N
1ψ1) val
hcomx
′′
bool(rψ1ψ2  r
′ψ1ψ2,Mψ1ψ2; y.N
0ψ1ψ2, y.N
1ψ1ψ2) val
Because H1ψ2 = hcomψ1ψ2 = H12, we must show that H12 ≈
Ψ2
bool
H12. Let Ψ2 = Ψ
′
2
, x′′. Then
H12 ≈
Ψ′
2
,x′′
bool
H12 because rψ1ψ2 6= r
′ψ1ψ2 and Mψ1ψ2 ∈ bool [Ψ
′
2
, x′′]; by N ε〈ε/x〉ψ1ψ2 =
N εψ1ψ2〈ε/x
′′〉 we have thatNψ1ψ2〈ε/x
′′〉 ∈ bool [Ψ′
2
, y]; and byM〈ε/x〉ψ1ψ2 =Mψ1ψ2〈ε/x
′′〉
and N ε〈r/y〉〈ε/x〉ψ1ψ2 = N
εψ1ψ2〈rψ1ψ2/y〉〈ε/x
′′〉 we have that N εψ1ψ2〈rψ1ψ2/y〉〈ε/x
′′〉
.
=
Mψ1ψ2〈ε/x
′′〉 ∈ bool [Ψ′
2
].
The second Kan condition asserts that when r = r′, the Kan composition is equal to its “cap”:
for any Ψ′, if
1. M ∈ bool [Ψ′, x],
2. N ε〈ε/x〉 ∈ bool [Ψ′, y] for ε = 0, 1, and
3. N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ bool [Ψ′] for ε = 0, 1,
then hcomx
bool
(r  r,M ; y.N0, y.N1)
.
=M ∈ bool [Ψ′, x]. Recall that establishing such an equation
requires showing that both sides have coherent aspects, and moreover, those aspects are − ≈Ψ2
bool
−
to the aspects of the other side. The first Kan condition establishes that the left-hand side has
coherent aspects, and the first hypothesis of this theorem establishes the same for M , so it suffices
to show that the two sides under ψ1ψ2 are − ∼
Ψ2
bool
−.
1. xψ1ψ2 = ε. Then
hcomεbool(rψ1ψ2  rψ1ψ2,Mψ1ψ2; y.N
0ψ1ψ2, y.N
1ψ1ψ2) 7−→ N
εψ1ψ2〈rψ1ψ2/y〉
Since N εψ1ψ2〈rψ1ψ2/y〉 = N
ε〈ε/x〉ψ1ψ2〈r〈ε/x〉ψ1ψ2/y〉 = N
ε〈r/y〉〈ε/x〉ψ1ψ2 and Mψ1ψ2 =
M〈ε/x〉ψ1ψ2, the adjacency assumption yields the desired equation: N
εψ1ψ2〈rψ1ψ2/y〉 ∼
Ψ2
bool
Mψ1ψ2.
2. xψ1ψ2 = x
′. Then
hcomx
′
bool(rψ1ψ2  rψ1ψ2,Mψ1ψ2; y.N
0ψ1ψ2, y.N
1ψ1ψ2) 7−→Mψ1ψ2
and what we want to show, Mψ1ψ2 ∼
Ψ2
bool
Mψ1ψ2, follows immediately fromM ∈ bool [Ψ
′, x].
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The third Kan condition asserts that when r1 = ε, the Kan composition is equal to the ε “tube
face”: for any Ψ′, if
1. M ∈ bool [Ψ′],
2. N ε ∈ bool [Ψ′, y], and
3. N ε〈r/y〉
.
=M ∈ bool [Ψ′],
then hcomε
bool
(r  r′,M ; y.N0, y.N1)
.
=N ε〈r′/y〉 ∈ bool [Ψ′]. This term always steps to a tube face,
so we appeal to head expansion: for all ψ : Ψ′′ → Ψ′,
hcomεbool(rψ  r
′ψ,Mψ; y.N0ψ, y.N1ψ) 7−→ N εψ〈r′ψ/y〉 = N ε〈r′/y〉ψ
and N ε〈r′/y〉 ∈ bool [Ψ′], so hcomε
bool
(r  r′,M ; y.N0, y.N1)
.
=N ε〈r′/y〉 ∈ bool [Ψ′].
The fourth Kan condition asserts that one can coerce across the type bool: for any Ψ′, if
M
.
= N ∈ bool [Ψ′], then coer r
′
x.bool(M)
.
= coer r
′
x.bool(N) ∈ bool [Ψ
′]. But for any ψ : Ψ′′ → Ψ′,
coe
rψ r′ψ
x.bool (Mψ) 7−→Mψ so by head expansion, coe
r r′
x.bool(M)
.
=M
.
=N
.
= coer r
′
x.bool(N).
Cubical Show for any Ψ′ and M ≈Ψ
′
bool
N , M
.
=N ∈ bool [Ψ′].
We consider each case of M ≈Ψ
′
bool
N . For true and false, this follows from the introduction rules
already proven. For hcomx
bool
(r  r′,M ; y.N0, y.N1), this follows from the first Kan condition of
bool, again already proven.
5.2 Circle
Our definition of S1 is very similar to that of bool, because we defined bool as a higher inductive
type (with no path constructors). We omit proofs that proceed identically to those for bool.
We define the relation − ≈−
S1
− as the least relation closed under:
1. base ≈Ψ
S1
base,
2. loopx ≈
Ψ,x
S1
loopx, and
3. hcomx
S1
(r  r′,M ; y.N0, y.N1) ≈Ψ,x
S1
hcomx
S1
(r  r′, O; y.P 0, y.P 1) whenever r 6= r′,
(a) M
.
=O ∈ S1 [Ψ, x],
(b) N ε〈ε/x〉
.
= P ε〈ε/x〉 ∈ S1 [Ψ, y] for ε = 0, 1, and
(c) N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ S1 [Ψ] for ε = 0, 1.
Pretype S1 pretype [Ψ].
For all ψ1, ψ2, S
1ψ1 ⇓ S
1, S1ψ2 ⇓ S
1, S1ψ1ψ2 ⇓ S
1, and S1 per [Ψ2].
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Introduction base ∈ S1 [Ψ], loopr ∈ S
1 [Ψ], and loopε
.
= base ∈ S1 [Ψ].
1. For all ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, baseψ1 ⇓ base, baseψ2 ⇓ base, baseψ1ψ2 ⇓ base, and
base ≈Ψ2
S1
base.
2. For all ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, we case on rψ1 and rψ1ψ2:
(a) rψ1 = ε. (Therefore rψ1ψ2 = ε also.)
Then loopε ⇓ base, baseψ2 ⇓ base, loopε ⇓ base, and base ≈
Ψ2
S1
base.
(b) rψ1 = x and xψ2 = ε.
Then loopx ⇓ loopx, loopε ⇓ base, loopε ⇓ base, and base ≈
Ψ2
S1
base.
(c) rψ1 = x and xψ2 = x
′. (Therefore Ψ2 = (Ψ
′
2
, x′).)
Then loopx ⇓ loopx, loopx′ ⇓ loopx′ , loopx′ ⇓ loopx′ , and loopx′ ≈
Ψ′
2
,x′
S1
loopx′ .
3. By head expansion and the first introduction rule, since for all ψ, loopεψ 7−→ baseψ.
Elimination If M
.
= N ∈ S1 [Ψ], A type [Ψ], P ∈ A [Ψ], L ∈ A [Ψ, x], and L〈ε/x〉
.
= P ∈ A [Ψ]
for ε = 0, 1, then S1-elimA(M ;P, x.L)
.
= S1-elimA(N ;P, x.L) ∈ A [Ψ].
We use essentially the same proof as for the elimination rule for booleans; see Lemmas 29 and 30
for full details.
Lemma 31. If M
.
= N ∈ S1 [Ψ], A type [Ψ], P ∈ A [Ψ], L ∈ A [Ψ, x], L〈ε/x〉
.
= P ∈ A [Ψ]
for ε = 0, 1, and S1-elim is coherent on values for these parameters, then S1-elimA(M ;P, x.L)
.
=
S
1-elimA(N ;P, x.L) ∈ A [Ψ].
Proof. Here we work through the proof for the unary case. Let E = S1-elimA(M ;P, x.L). We
need to show that E has confluent aspects for all ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1. We know
S
1-elimAψ1(Mψ1;Pψ1, x.Lψ1) 7−→
∗
S
1-elimAψ1(M1;Pψ1, x.Lψ1) where Mψ1 ⇓ M1. This term’s
next step depends on M1, which we determine by induction on M1 ≈
Ψ1
S1
M1. The hcom case is
identical to that of Lemma 29; the base case follows the pattern of the true case. Hence we consider
only the loopy case.
ThenM1 = loopy, and S
1-elimAψ1(M1;Pψ1, x.Lψ1) 7−→ Lψ1〈y/x〉. By L ∈ A [Ψ, x], Lψ1〈y/x〉 ⇓
L1 and L1ψ2 ⇓ L2, and thus E1 = L1 and E2 = L2. To determine E12 we case on yψ2:
1. If yψ2 = ε then M12 = base, and S
1-elimAψ1ψ2(base;Pψ1ψ2, x.Lψ1ψ2) 7−→ Pψ1ψ2. We obtain
Pψ1ψ2 ∼
Ψ2
A12
L1ψ2 because by L ∈ A [Ψ, x] we know L1ψ2 ∼
Ψ2
A12
Lψ1〈y/x〉ψ2 = L〈ε/x〉ψ1ψ2,
and by L〈ε/x〉
.
= P ∈ A [Ψ] we know Pψ1ψ2 ∼
Ψ2
A12
L〈ε/x〉ψ1ψ2.
2. If yψ2 = y
′ then M12 = loopy′ , and S
1-elimAψ1ψ2(loopy′ ;Pψ1ψ2, x.Lψ1ψ2) 7−→ Lψ1ψ2〈y
′/x〉.
By L ∈ A [Ψ, x] we know L1ψ2 ∼
Ψ2
A12
Lψ1〈y/x〉ψ2 = Lψ1ψ2〈y
′/x〉 as needed.
Lemma 32. If M ≈Ψ
S1
N , A type [Ψ], P ∈ A [Ψ], L ∈ A [Ψ, x], and L〈ε/x〉
.
= P ∈ A [Ψ] for
ε = 0, 1, then S1-elimA(M ;P, x.L) ∼
Ψ
A0
S
1-elimA(N ;P, x.L) where A ⇓ A0.
Proof. By induction on M ≈Ψ
S1
N . The hcom case is identical to that of Lemma 30 and requires
Lemma 31; the base case follows the pattern of the true case. We consider only the loopy case.
If M = N = loopy then S
1-elimA(loopy;P, x.L) 7−→ L〈y/x〉 ⇓ L0, and L0 ≈
Ψ
A0
L0.
Finally, the elimination rule for S1 follows directly from Lemmas 31 and 32, because Lemma 32
implies that S1-elim is always coherent on values.
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Computation If A type [Ψ], P ∈ A [Ψ], L ∈ A [Ψ, x], and L〈ε/x〉
.
= P ∈ A [Ψ] for ε = 0, 1, then
S
1-elimA(base;P, x.L)
.
= P ∈ A [Ψ] and S1-elimA(loopr;P, x.L)
.
= L〈r/x〉 ∈ A [Ψ].
For all ψ, S1-elimAψ(base;Pψ, x.Lψ) 7−→ Pψ, so the first computation rule follows from head
expansion and P
.
= P ∈ A [Ψ].
The second computation rule requires a case analysis of how E := S1-elimA(loopr;P, x.L) and
loopr evaluate under ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1. Notice that Eψ1 7−→
∗
S
1-elimA(M1;P, x.L)
where looprψ1 ⇓M1. Hence we case on rψ1:
1. rψ1 = ε. Then M1 = base, so Eψ1 7−→
∗ Pψ1 ⇓ P1 and P1ψ2 ⇓ P2 by P ∈ A [Ψ]. But
M1ψ2 = base ∼
Ψ2
S1
Mψ1ψ2, so Mψ1ψ2 ⇓ base and Eψ1ψ2 7−→
∗ Pψ1ψ2 ⇓ P12 where P12 ≈
Ψ2
A12
P2.
2. rψ1 = w. ThenM1 = loopw, so Eψ1 7−→
∗ Lψ1〈w/x〉 ⇓ L1. We know L1ψ2 ∼
Ψ2
A12
Lψ1〈w/x〉ψ2,
and want to show L1ψ2 ∼
Ψ2
A12
Eψ1ψ2. We proceed by casing on rψ1ψ2:
(a) rψ1ψ2 = ε. Then by loopwψ2 ∼
Ψ2
S1
Mψ1ψ2, Mψ1ψ2 ⇓ base and Eψ1ψ2 7−→
∗ Pψ1ψ2. But
Lψ1〈w/x〉ψ2 = L〈ε/x〉ψ1ψ2 and L〈ε/x〉ψ1ψ2 ∼
Ψ2
A12
Pψ1ψ2 by the hypothesis L〈ε/x〉
.
=
P ∈ A [Ψ], so the result follows by transitivity.
(b) rψ1ψ2 = w
′. By loopwψ2 ∼
Ψ2
S1
Mψ1ψ2, Mψ1ψ2 ⇓ loopw′ and Eψ1ψ2 7−→
∗ Lψ1ψ2〈w
′/x〉.
But Lψ1〈w/x〉ψ2 = Lψ1ψ2〈w
′/x〉 so the result again follows by transitivity.
Kan Show S1 pretype [Ψ] is Kan.
This proof is identical to the proof that bool pretype [Ψ] is Kan, because the relevant portions
of the operational semantics and the definition of − ≈−
S1
− are identical.
Cubical Show for any Ψ′ and M ≈Ψ
′
S1
N , M
.
=N ∈ S1 [Ψ′].
We consider each case of M ≈Ψ
′
S1
N . For base and loopx, this follows from the introduction rules
already proven. For hcomx
S1
(r  r′,M ; y.N0, y.N1), this follows from the first Kan condition for
S
1, again already proven.
5.3 Products
When A type [Ψ] and B type [Ψ] we define A×B per [Ψ] as follows:
〈M,N〉 ≈ΨA×B 〈M
′, N ′〉
when M
.
=M ′ ∈ A [Ψ] and N
.
=N ′ ∈ B [Ψ].
Pretype If A type [Ψ] and B type [Ψ] then A×B pretype [Ψ].
For any ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, Aψ1 × Bψ1 val [Ψ1] and Aψ1ψ2 × Bψ1ψ2 val [Ψ2].
Since Aψ1ψ2 type [Ψ2] and Bψ1ψ2 type [Ψ2], we have Aψ1ψ2 ×Bψ1ψ2 per [Ψ2].
Introduction If A type [Ψ], B type [Ψ], M
.
=M ′ ∈ A [Ψ], and N
.
=N ′ ∈ B [Ψ], then 〈M,N〉
.
=
〈M ′, N ′〉 ∈ A×B [Ψ].
Since for any ψ : Ψ′ → Ψ, 〈Mψ,Nψ〉 val [Ψ′], each side has coherent aspects up to syntactic
equality. Thus it suffices to show 〈Mψ1ψ2, Nψ1ψ2〉 ≈
Ψ2
Aψ1ψ2×Bψ1ψ2
〈M ′ψ1ψ2, N
′ψ1ψ2〉. But this is
true because Mψ1ψ2
.
=M ′ψ1ψ2 ∈ Aψ1ψ2 [Ψ2] and similarly for N .
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Elimination If A type [Ψ], B type [Ψ], and P
.
= P ′ ∈ A×B [Ψ], then fst(P )
.
= fst(P ′) ∈ A [Ψ]
and snd(P )
.
= snd(P ′) ∈ B [Ψ].
For any ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, we know Pψ1 ⇓ P1 and P1 ≈
Ψ1
Aψ1×Bψ1
P1, so P1 =
〈M,N〉 where M ∈ Aψ1 [Ψ1] and N ∈ Bψ1 [Ψ1]. Thus fst(Pψ1) 7−→
∗ fst(P1) = fst(〈M,N〉) 7−→
M ⇓M1 and M1ψ2 ⇓M2, where M2 ∼
Ψ2
A12
Mψ2.
We also know Pψ1ψ2 ⇓ P12 where P1ψ2 = 〈Mψ2, Nψ2〉 ∼
Ψ2
Aψ1ψ2×Bψ1ψ2
P12, so P12 = 〈O,Q〉
where Mψ2
.
= O ∈ Aψ1ψ2 [Ψ2] and Nψ2
.
= Q ∈ Bψ1ψ2 [Ψ2]. Then fst(Pψ1ψ2) 7−→
∗ fst(P12) =
fst(〈O,Q〉) 7−→ O, and we want to showM2 ∼
Ψ2
A12
O. It suffices to showMψ2 ∼
Ψ2
A12
O, which follows
directly from the above equality.
By a similar argument, fst(P ′) also has coherent aspects. That the aspects of fst(P ) and
fst(P ′) are themselves − ≈Ψ2A12 − follows from M
.
=M ′ ∈ Aψ1 [Ψ1] where P
′ψ1 ⇓ 〈M
′, N ′〉 and
O
.
=O′ ∈ Aψ1ψ2 [Ψ2] where P
′ψ1ψ2 ⇓ 〈O
′, Q′〉. The argument for snd(−) is analogous.
Computation If A type [Ψ], B type [Ψ],M ∈ A [Ψ], andN ∈ B [Ψ], then fst(〈M,N〉)
.
=M ∈ A [Ψ]
and snd(〈M,N〉)
.
=N ∈ B [Ψ].
These follow by head expansion, since M
.
=M ∈ A [Ψ] and for all ψ, fst(〈Mψ,Nψ〉) 7−→ Mψ,
and the same for N .
Eta If A type [Ψ], B type [Ψ], and P ∈ A×B [Ψ], then P
.
= 〈fst(P ), snd(P )〉 ∈ A×B [Ψ].
By the elimination and introduction rules for products, we already know that 〈fst(P ), snd(P )〉 ∈
A×B [Ψ]. Thus by Lemma 27 it suffices to show that for any ψ : Ψ′ → Ψ, Pψ ∼Ψ
′
Aψ×Bψ
〈fst(Pψ), snd(Pψ)〉. By P ∈ A×B [Ψ], we know that Pψ ⇓ 〈M,N〉 where M ∈ Aψ [Ψ′] and
N ∈ Bψ [Ψ′]. Therefore we must show 〈M,N〉 ≈Ψ
′
Aψ×Bψ 〈fst(Pψ), snd(Pψ)〉, which requires show-
ing that M
.
= fst(Pψ) ∈ Aψ [Ψ′] and N
.
= snd(Pψ) ∈ Bψ [Ψ′].
Again by Lemma 27, it suffices to show that for any ψ′ : Ψ′′ → Ψ′, Mψ′ ∼Ψ
′′
A′ fst(Pψψ
′)
and Nψ′ ∼Ψ
′′
B′ snd(Pψψ
′) where Aψψ′ ⇓ A′ and Bψψ′ ⇓ B′. By P ∈ A×B [Ψ], we know that
Pψψ′ ⇓ 〈M ′, N ′〉; by coherence of aspects, 〈M ′, N ′〉 ∼Ψ
′′
Aψψ′×Bψψ′ 〈Mψ
′, Nψ′〉, and thusM ′
.
=Mψ′ ∈
Aψψ′ [Ψ′′] and N ′
.
= Nψ′ ∈ Bψψ′ [Ψ′′]. But then fst(Pψψ′) 7−→∗ fst(〈M ′, N ′〉) 7−→ M ′ and
snd(Pψψ′) 7−→∗ N ′, and the relationsMψ′ ∼Ψ
′′
A′ M
′ and Nψ′ ∼Ψ
′′
B′ N
′ follow from the corresponding
.
= equalities.
Kan If A type [Ψ] and B type [Ψ], then A×B pretype [Ψ] is Kan.
The first Kan condition asserts that for any ψ : (Ψ′, x)→ Ψ, if
1. M
.
=O ∈ Aψ ×Bψ [Ψ′, x],
2. N ε〈ε/x〉
.
= P ε〈ε/x〉 ∈ Aψ〈ε/x〉 ×Bψ〈ε/x〉 [Ψ′, y] for ε = 0, 1, and
3. N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ Aψ〈ε/x〉 ×Bψ〈ε/x〉 [Ψ′] for ε = 0, 1,
then hcomxAψ×Bψ(r  r
′,M ; y.N0, y.N1)
.
= hcomxAψ×Bψ(r  r
′, O; y.P 0, y.P 1) ∈ Aψ ×Bψ [Ψ′, x].
By head expansion on both sides, it suffices to show that
〈hcomxAψ(r  r
′, fst(M); y.fst(N0), y.fst(N1)), hcomxBψ(r  r
′, snd(M); y.snd(N0), y.snd(N1))〉,
〈hcomxAψ(r  r
′, fst(O); y.fst(P 0), y.fst(P 1)), hcomxBψ(r  r
′, snd(O); y.snd(P 0), y.snd(P 1))〉
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are −
.
= − ∈ Aψ ×Bψ [Ψ′, x]. By the introduction rule for products, it suffices to show that the
components of these pairs are −
.
= − ∈ Aψ [Ψ′, x] and −
.
= − ∈ Bψ [Ψ′, x] respectively. But
these follow from the first Kan conditions of A type [Ψ] and B type [Ψ], with the elimination rules
for products applied to the hypotheses of this Kan condition (using transitivity of
.
= to get the
adjacency condition for O,P ε).
The second Kan condition asserts that for any ψ : (Ψ′, x)→ Ψ, if
1. M ∈ Aψ ×Bψ [Ψ′, x],
2. N ε〈ε/x〉 ∈ Aψ〈ε/x〉 ×Bψ〈ε/x〉 [Ψ′, y] for ε = 0, 1, and
3. N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ Aψ〈ε/x〉 ×Bψ〈ε/x〉 [Ψ′] for ε = 0, 1,
then hcomxAψ×Bψ(r  r,M ; y.N
0, y.N1)
.
=M ∈ Aψ ×Bψ [Ψ′, x].
By head expansion, it suffices to show
〈hcomxAψ(r  r, fst(M); y.fst(N
0), y.fst(N1)), hcomxBψ(r  r, snd(M); y.snd(N
0), y.snd(N1))〉
.
=M ∈ Aψ ×Bψ [Ψ′, x]
By the introduction and elimination rules for products and the second Kan conditions of A type [Ψ]
and B type [Ψ], the pair above is −
.
= 〈fst(M), snd(M)〉 ∈ Aψ ×Bψ [Ψ′, x]. The result follows from
the eta rule for products.
The third Kan condition asserts that for any ψ : Ψ′ → Ψ, if
1. M ∈ Aψ ×Bψ [Ψ′],
2. N ε ∈ Aψ ×Bψ [Ψ′, y], and
3. N ε〈r/y〉
.
=M ∈ Aψ ×Bψ [Ψ′],
then hcomεAψ×Bψ(r  r
′,M ; y.N0, y.N1)
.
=N ε〈r′/y〉 ∈ Aψ ×Bψ [Ψ′].
The proof is the same as for the second Kan condition, above, appealing instead to the third
Kan conditions of A type [Ψ] and B type [Ψ].
The fourth Kan condition asserts that for any ψ : (Ψ′, x)→ Ψ, ifM
.
=N ∈ Aψ〈r/x〉 ×Bψ〈r/x〉 [Ψ′],
then coer r
′
x.Aψ×Bψ(M)
.
= coer r
′
x.Aψ×Bψ(N) ∈ Aψ〈r
′/x〉 ×Bψ〈r′/x〉 [Ψ′].
By head expansion on both sides, it suffices to show
〈coer r
′
x.Aψ(fst(M)), coe
r r′
x.Bψ(snd(M))〉
.
= 〈coer r
′
x.Aψ(fst(N)), coe
r r′
x.Bψ(snd(N))〉 ∈ Aψ〈r
′/x〉 ×Bψ〈r′/x〉 [Ψ′]
By the introduction rule, it suffices to show the components of these pairs are −
.
=− ∈ Aψ〈r′/x〉 [Ψ′]
and −
.
= − ∈ Bψ〈r′/x〉 [Ψ′] respectively. But these follow from the elimination rule for products
and the fourth Kan conditions of A type [Ψ] and B type [Ψ].
Cubical If A type [Ψ], B type [Ψ], ψ : Ψ′ → Ψ, and P ≈Ψ
′
Aψ×Bψ P
′, then P
.
=P ′ ∈ Aψ ×Bψ [Ψ′].
Then P = 〈M,N〉, P ′ = 〈M ′, N ′〉, M
.
=M ′ ∈ A [Ψ′] and N
.
=N ′ ∈ B [Ψ′], and the result follows
from the introduction rule for products.
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5.4 Functions
When A type [Ψ] and B type [Ψ] we define A→ B per [Ψ] as follows:
λa.M ≈ΨA→B λa.M
′
when a :A≫M
.
=M ′ ∈ B [Ψ].
Pretype If A type [Ψ] and B type [Ψ] then A→ B pretype [Ψ].
For any ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, Aψ1 → Bψ1 val [Ψ1] and Aψ1ψ2 → Bψ1ψ2 val [Ψ2].
Since Aψ1ψ2 type [Ψ2] and Bψ1ψ2 type [Ψ2], we have Aψ1ψ2 → Bψ1ψ2 per [Ψ2].
Introduction If A type [Ψ], B type [Ψ], and a : A ≫ M
.
=M ′ ∈ B [Ψ], then λa.M
.
= λa.M ′ ∈
A→ B [Ψ].
Each side has coherent aspects up to syntactic equality, since λa.Mψ val [Ψ′] for all ψ : Ψ′ → Ψ.
Thus it suffices to show λa.Mψ1ψ2 ≈
Ψ2
Aψ1ψ2→Bψ1ψ2
λa.M ′ψ1ψ2, which holds because a :Aψ1ψ2 ≫
Mψ1ψ2
.
=M ′ψ1ψ2 ∈ Bψ1ψ2 [Ψ2].
Elimination If A type [Ψ], B type [Ψ], F
.
= F ′ ∈ A→ B [Ψ], and N
.
= N ′ ∈ A [Ψ], then
app(F,N)
.
= app(F ′, N ′) ∈ B [Ψ].
For any ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1, by F ∈ A→ B [Ψ] we know Fψ1 ⇓ F1 = λa.M1
and a : Aψ ≫ M1 ∈ Bψ [Ψ1]. Thus app(Fψ1, Nψ1) 7−→
∗ app(λa.M1, Nψ1) 7−→ M1[Nψ1/a].
Since Nψ1 ∈ Aψ1 [Ψ1], we have M1[Nψ1/a] ∈ Bψ1 [Ψ1], so M1[Nψ1/a] ⇓ X1 and X1ψ2 ∼
Ψ2
B12
M1ψ2[Nψ1ψ2/a].
We also know Fψ1ψ2 ⇓ F12 where F1ψ2 = λa.M1ψ2 ∼
Ψ2
Aψ1ψ2→Bψ1ψ2
F12, so F12 = λa.M12 and
a : Aψ1ψ2 ≫M1ψ2
.
=M12 ∈ Bψ1ψ2 [Ψ2]. Then app(Fψ1ψ2, Nψ1ψ2) 7−→
∗ app(λa.M12, Nψ1ψ2) 7−→
M12[Nψ1ψ2/a]. We want to showX1ψ2 ∼
Ψ2
B12
M12[Nψ1ψ2/a]; by the above
.
=,M1ψ2[Nψ1ψ2/a] ∼
Ψ2
B12
M12[Nψ1ψ2/a], so the result follows by transitivity.
By a symmetric argument, app(F ′, N ′) also has coherent aspects. To see that the aspects
of app(F,N) and app(F ′, N ′) are themselves − ≈Ψ2B12 −, observe that F
′ψ1ψ2 ⇓ λa.M
′
12
such
that a :Aψ1ψ2 ≫ M12
.
=M ′
12
∈ Bψ1ψ2 [Ψ2], so app(F
′ψ1ψ2, N
′ψ1ψ2) 7−→
∗ M ′
12
[N ′ψ1ψ2/a] and
M12[Nψ1ψ2/a]
.
=M ′
12
[N ′ψ1ψ2/a] ∈ Bψ1ψ2 [Ψ2].
Computation If A type [Ψ], B type [Ψ], a :A≫M ∈ B [Ψ], andN ∈ A [Ψ], then app(λa.M,N)
.
=
M [N/a] ∈ B [Ψ].
That M [N/a] ∈ B [Ψ] follows from the definition of a :A ≫ M ∈ B [Ψ], and the desired
equality follows by head expansion.
Eta If A type [Ψ], B type [Ψ], and F ∈ A→ B [Ψ], then F
.
= λa.app(F, a) ∈ A→ B [Ψ].
We first prove that the right-hand side has this type, and then apply Lemma 27.
Lemma 33. If A type [Ψ], B type [Ψ], and F ∈ A→ B [Ψ], then λa.app(F, a) ∈ A→ B [Ψ].
Proof. By the introduction rule for functions, it suffices to show that for any ψ : Ψ′ → Ψ and
N
.
=N ′ ∈ Aψ [Ψ′], app(Fψ,N)
.
= app(Fψ,N ′) ∈ A→ B [Ψ′]. But this follows from the elimination
rule.
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By Lemma 27, we must show that for any ψ : Ψ′ → Ψ, Fψ ∼Ψ
′
Aψ→Bψ λa.app(Fψ, a). We know
Fψ ⇓ λa.M and a :Aψ ≫M ∈ Bψ [Ψ′], and must show a :Aψ ≫M
.
=app(Fψ, a) ∈ Bψ [Ψ′]. That
is, for any ψ′ : Ψ′′ → Ψ′ andN
.
=N ′ ∈ Aψψ′ [Ψ′′],Mψ′[N/a]
.
=app(Fψψ′, N ′) ∈ Bψψ′ [Ψ′′]. We know
both sides have this type, so again by Lemma 27, it suffices to show that for any ψ′′ : Ψ′′′ → Ψ′′,
Mψ′ψ′′[Nψ′′/a] ∼Ψ
′′′
B′′ app(Fψψ
′ψ′′, N ′ψ′′) where Bψψ′ψ′′ ⇓ B′′.
By F ∈ A→ B [Ψ], Fψ′ψ′′ ⇓ λa.M ′′ and λa.Mψ′ψ′′ ≈Ψ
′′′
Aψψ′ψ′′→Bψψ′ψ′′ λa.M
′′ such that
a : Aψψ′ψ′′ ≫Mψ′ψ′′
.
=M ′′ ∈ Bψψ′ψ′′ [Ψ′′′]. Then app(Fψψ′ψ′′, N ′ψ′′) 7−→∗ app(λa.M ′′, N ′ψ′′) 7−→
M ′′[N ′ψ′′/a], and from the above
.
= we deduce that Mψ′ψ′′[Nψ′′/a] ∼Ψ
′′′
B′′ M
′′[N ′ψ′′/a].
Kan If A type [Ψ] and B type [Ψ], then A→ B pretype [Ψ] is Kan.
The first Kan condition asserts that for any ψ : (Ψ′, x)→ Ψ, if
1. M
.
=O ∈ Aψ → Bψ [Ψ′, x],
2. N ε〈ε/x〉
.
= P ε〈ε/x〉 ∈ Aψ〈ε/x〉 → Bψ〈ε/x〉 [Ψ′, y] for ε = 0, 1, and
3. N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ Aψ〈ε/x〉 → Bψ〈ε/x〉 [Ψ′] for ε = 0, 1,
then hcomxAψ→Bψ(r  r
′,M ; y.N0, y.N1)
.
= hcomxAψ→Bψ(r  r
′, O; y.P 0, y.P 1) ∈ Aψ → Bψ [Ψ′, x].
By head expansion on both sides, it suffices to show that
λa.hcomxBψ(r  r
′, app(M,a); y.app(N0, a), y.app(N1, a))
.
= λa.hcomxBψ(r  r
′, app(O, a); y.app(P 0, a), y.app(P 1, a)) ∈ Aψ → Bψ [Ψ′, x]
By the introduction rule for functions, it suffices to show a :Aψ ≫ −
.
= − ∈ Bψ [Ψ′, x] for these
lambdas’ bodies. That is, for any ψ′ : Ψ′′ → (Ψ′, x) and Q
.
=Q′ ∈ Aψψ′ [Ψ′′],
hcom
xψ′
Bψψ′(rψ
′
 r′ψ′, app(Mψ′, Q); y.app(N0ψ′, Q), y.app(N1ψ′, Q))
.
= hcomxψ
′
Bψψ′(rψ
′
 r′ψ′, app(Oψ′, Q′); y.app(P 0ψ′, Q′), y.app(P 1ψ′, Q′)) ∈ Bψψ′ [Ψ′′]
If xψ′ = x′ then Ψ′′ = (Ψ′′′, x′) and the result follows from the elimination rule for func-
tions and the first Kan condition of B type [Ψ]. Note that Q might contain x′ and N εψ′ might
not make type sense on arguments containing x′, because Q ∈ Aψψ′ [Ψ′′′, x′] and N εψ′〈ε/x′〉 ∈
Aψψ′〈ε/x′〉 → Bψψ′〈ε/x′〉 [Ψ′′′]. But we only need app(N εψ′〈ε/x′〉, Q〈ε/x′〉) ∈ Bψψ′〈ε/x′〉 [Ψ′′′],
which follows from the elimination rule.
If xψ′ = ε then by the elimination rule for functions, the third Kan condition of B type [Ψ], and
transitivity of
.
=, it suffices to show app(N εψ′〈r′ψ′/y〉, Q)
.
= app(P εψ′〈r′ψ′/y〉, Q′) ∈ Bψψ′ [Ψ′′],
which follows from our second hypothesis and the elimination rule for functions.
The second Kan condition asserts that for any ψ : (Ψ′, x)→ Ψ, if
1. M ∈ Aψ → Bψ [Ψ′, x],
2. N ε〈ε/x〉 ∈ Aψ〈ε/x〉 → Bψ〈ε/x〉 [Ψ′, y] for ε = 0, 1, and
3. N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ Aψ〈ε/x〉 → Bψ〈ε/x〉 [Ψ′] for ε = 0, 1,
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then hcomxAψ→Bψ(r  r,M ; y.N
0, y.N1)
.
=M ∈ Aψ → Bψ [Ψ′, x].
By head expansion, it suffices to show
λa.hcomxBψ(r  r, app(M,a); y.app(N
0, a), y.app(N1, a))
.
=M ∈ Aψ → Bψ [Ψ′, x]
By the eta and introduction rules for functions, it suffices to show that for any ψ′ : Ψ′′ → Ψ′ and
O
.
=O′ ∈ Aψψ′ [Ψ′′],
hcom
xψ′
Bψψ′(rψ
′
 rψ′, app(Mψ′, O); y.app(N0ψ′, O), y.app(N1ψ′, O))
.
= app(Mψ′, O′) ∈ Bψψ′ [Ψ′′]
If xψ′ = x′ then this follows from the second Kan condition of B type [Ψ] and the elimination rule for
functions. If xψ′ = ε then by the third Kan condition of B type [Ψ], hcom
.
= app(N εψ′〈rψ′/y〉, O) ∈
Bψψ′ [Ψ′′]. The result follows from the elimination rule and the fact that N ε〈r/y〉ψ′
.
=Mψ′ ∈
Aψψ′ → Bψψ′ [Ψ′′].
The third Kan condition asserts that for any ψ : Ψ′ → Ψ, if
1. M ∈ Aψ → Bψ [Ψ′],
2. N ε ∈ Aψ → Bψ [Ψ′, y], and
3. N ε〈r/y〉
.
=M ∈ Aψ → Bψ [Ψ′],
then hcomεAψ→Bψ(r  r
′,M ; y.N0, y.N1)
.
=N ε〈r′/y〉 ∈ Aψ → Bψ [Ψ′].
Again, by head expansion and the eta and introduction rules for functions, it suffices to show
that for any ψ′ : Ψ′′ → Ψ′ and O
.
=O′ ∈ Aψψ′ [Ψ′′],
hcomεBψψ′(rψ
′
 r′ψ′, app(Mψ′, O); y.app(N0ψ′, O), y.app(N1ψ′, O))
.
= app(N ε〈r′/y〉ψ′, O′) ∈ Bψψ′ [Ψ′′]
This follows from the third Kan condition of B type [Ψ] and the elimination rule for functions.
The fourth Kan condition asserts that for any ψ : (Ψ′, x)→ Ψ, if F
.
=F ′ ∈ Aψ〈r/x〉 → Bψ〈r/x〉 [Ψ′],
then coer r
′
x.Aψ→Bψ(F )
.
= coer r
′
x.Aψ→Bψ(F
′) ∈ Aψ〈r′/x〉 → Bψ〈r′/x〉 [Ψ′].
By head expansion on both sides and the introduction rule for functions, it suffices to show that
for any ψ′ : Ψ′′ → Ψ′ and N
.
=N ′ ∈ Aψ〈r′/x〉ψ′ [Ψ′′],
coe
rψ′ r′ψ′
x.Bψψ′ (app(Fψ
′, coer
′ψ′ rψ′
x.Aψψ′ (N)))
.
= coerψ
′
 r′ψ′
x.Bψψ′ (app(F
′ψ′, coer
′ψ′ rψ′
x.Aψψ′ (N
′))) ∈ Bψ〈r′/x〉ψ′ [Ψ′]
This follows from the fourth Kan condition of B type [Ψ] and the elimination rule for functions.
Cubical If A type [Ψ], B type [Ψ], ψ : Ψ′ → Ψ, and F ≈Ψ
′
Aψ→Bψ F
′, then F
.
=F ′ ∈ Aψ → Bψ [Ψ′].
Then F = λa.M , F ′ = λa.M ′, and a : Aψ ≫ M
.
=M ′ ∈ Bψ [Ψ′], and the result follows from
the introduction rule for functions.
5.5 Not
We define notx per [Ψ, x] as follows:
notelx(M) ≈
Ψ,x
notx
notelx(N)
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when M
.
=N ∈ bool [Ψ, x].
This type is somewhat unusual because it exists primarily to be coerced along (coer r
′
x.notx(M)),
rather than to be introduced or eliminated in the manner of function and product types. Accord-
ingly, the bulk of this section is dedicated to proving that notx pretype [Ψ, x] is Kan.
The results in this section depend heavily on the following lemmas:
Lemma 34. If M ∈ bool [Ψ] then not(not(M))
.
=M ∈ bool [Ψ].
Proof. Recalling that not(M) is notation for ifbool(M ; false, true), we conclude from the introduction
and elimination rules for booleans that not(not(M)) ∈ bool [Ψ]. Therefore each side has coherent
aspects, and it suffices to show that not(not(Mψ1ψ2)) ∼
Ψ2
bool
Mψ1ψ2. We case on Mψ1ψ2 ∼
Ψ2
bool
Mψ1ψ2:
1. Mψ1ψ2 ⇓ true.
Then not(not(Mψ1ψ2)) 7−→
∗ not(not(true)) 7−→ not(false) 7−→ true, and true ≈Ψ2
bool
true.
2. Mψ1ψ2 ⇓ false.
Then not(not(Mψ1ψ2)) 7−→
∗ not(not(false)) 7−→ not(true) 7−→ false, and false ≈Ψ2
bool
false.
3. Mψ1ψ2 ⇓ hcom
x
bool
(r  r′,M ′; y.N0, y.N1) where Ψ2 = (Ψ
′, x), r 6= r′, M ′ ∈ bool [Ψ′, x],
N ε〈ε/x〉 ∈ bool [Ψ′, y] for ε = 0, 1, and N ε〈r/y〉〈ε/x〉
.
=M ′〈ε/x〉 ∈ bool [Ψ′] for ε = 0, 1.
Then
not(not(Mψ1ψ2)) 7−→
∗ not(hcomxbool(r  r
′, not(M ′); y.not(N0), y.not(N1)))
7−→ hcomxbool(r  r
′, not(not(M ′)); y.not(not(N0)), y.not(not(N1)))
which by the first Kan condition of bool is − ∼Ψ
′,x
bool
Mψ1ψ2 when M
′ .= not(not(M ′)) ∈
bool [Ψ′, x] and N ε〈ε/x〉
.
= not(not(N ε〈ε/x〉)) ∈ bool [Ψ′, y] for ε = 0, 1. (The adjacency
conditions for this hcom follow from the elimination rule for booleans.) But these
.
= follow
from the inductive hypothesis.
Lemma 35. If M ∈ bool [Ψ], N ∈ bool [Ψ], and for all ψ : Ψ′ → Ψ, not(Mψ) ∼Ψ
′
bool
Nψ, then
M
.
= not(N) ∈ bool [Ψ] (and in particular, M ∼Ψ
bool
not(N)).
Proof. By Lemma 27, not(M)
.
= N ∈ bool [Ψ]. Then not(not(M))
.
= not(N) ∈ bool [Ψ], so M
.
=
not(N) ∈ bool [Ψ].
Pretype notx pretype [Ψ, x] and notε
.
= bool pretype [Ψ].
For the first part, there are three cases to consider. For any ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1,
1. If xψ1 = ε then notxψ1 ⇓ bool, boolψ2 ⇓ bool, and notxψ1ψ2 ⇓ bool;
2. If xψ1 = x
′ and x′ψ2 = ε then notxψ1 ⇓ notx′ , notx′ψ2 ⇓ bool, and notxψ1ψ2 ⇓ bool; and
3. If xψ1 = x
′ and x′ψ2 = x
′′ then notxψ1 ⇓ notx′ , notx′ψ2 ⇓ notx′′ , and notxψ1ψ2 ⇓ notx′′ .
But bool per [Ψ2] and notx′′ per [Ψ
′
2
, x′′] where Ψ2 = (Ψ
′
2
, x′′).
For the second part, notεψ ⇓ bool and bool per [Ψ
′] for any ψ : Ψ′ → Ψ.
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Introduction If M
.
=N ∈ bool [Ψ], then notelr(M)
.
= notelr(N) ∈ notr [Ψ].
Let ψ1 : Ψ1 → Ψ and ψ2 : Ψ2 → Ψ1.
1. If rψ1 = 0 then notel0(Mψ1) 7−→ not(Mψ1) and notel0(Mψ1ψ2) 7−→ not(Mψ1ψ2). By
not(Mψ1)
.
=not(Nψ1) ∈ bool [Ψ1] we know not(Mψ1) ⇓M
′
1
, not(Nψ1) ⇓ N
′
1
, and M ′
1
ψ2 ∼
Ψ2
bool
N ′
1
ψ2 ∼
Ψ2
bool
not(Mψ1ψ2) ∼
Ψ2
bool
not(Nψ1ψ2), which is what we wanted to show.
2. If rψ1 = 1 then notel1(Mψ1) 7−→ Mψ1 and notel1(Mψ1ψ2) 7−→ Mψ1ψ2. Our assumption
directly implies Mψ1 ⇓M1, Nψ1 ⇓ N1, and M1ψ2 ∼
Ψ2
bool
N1ψ2 ∼
Ψ2
bool
Mψ1ψ2 ∼
Ψ2
bool
Nψ1ψ2.
3. If rψ1 = x and xψ2 = 0 then notelx(Mψ1) val and notel0(Mψ1ψ2) 7−→ not(Mψ1ψ2). Then
by not(Mψ1ψ2)
.
= not(Nψ1ψ2) ∈ bool [Ψ2] we conclude not(Mψ1ψ2) ∼
Ψ2
bool
not(Nψ1ψ2) ∼
Ψ2
bool
not(Mψ1ψ2) ∼
Ψ2
bool
not(Nψ1ψ2).
4. If rψ1 = x and xψ2 = 1 then notelx(Mψ1) val and notel1(Mψ1ψ2) 7−→ Mψ1ψ2. By our
assumption, Mψ1ψ2 ∼
Ψ2
bool
Nψ1ψ2 ∼
Ψ2
bool
Mψ1ψ2 ∼
Ψ2
bool
Nψ1ψ2.
5. If rψ1 = x and xψ2 = x
′ then notelx(Mψ1) val and notelx′(Mψ1ψ2) val. By Mψ1ψ2
.
=
Nψ1ψ2 ∈ bool [Ψ2], notelx′(Mψ1ψ2) ≈
Ψ2
notx′
notelx′(Nψ1ψ2) ≈
Ψ2
notx′
notelx′(Mψ1ψ2) ≈
Ψ2
notx′
notelx′(Nψ1ψ2).
Computation If M ∈ bool [Ψ], then coeε εx.notx(M)
.
=M ∈ bool [Ψ] and coeε εx.notx(M)
.
= not(M) ∈
bool [Ψ].
These are immediate by head expansion.
Kan notx pretype [Ψ, x] is Kan.
The operational semantics for hcom at notx involve coe, so we start by proving the fourth Kan
condition, which asserts that for any ψ : (Ψ′, x′) → (Ψ, x), if M
.
= N ∈ notxψ〈r/x′〉 [Ψ
′], then
coer r
′
x′.notxψ
(M)
.
= coer r
′
x′.notxψ
(N) ∈ notxψ〈r′/x′〉 [Ψ
′].
If xψ = ε then by head expansion and Lemma 23 it suffices to show coer r
′
x′.bool(M)
.
=coer r
′
x′.bool(N) ∈
bool [Ψ′], which is the fourth Kan condition of bool. If xψ = y 6= x′ then by head expansion it
suffices to show M
.
= N ∈ noty [Ψ
′] when M
.
= N ∈ noty [Ψ
′]. Otherwise, xψ = x′, and we must
show that if M
.
=N ∈ notr [Ψ
′] then coer r
′
x′.notx′
(M)
.
= coer r
′
x′.notx′
(N) ∈ notr′ [Ψ
′]. Establishing this
requires a large case split; we focus on the unary version because the binary one follows easily. Let
ψ1 : Ψ1 → Ψ
′ and ψ2 : Ψ2 → Ψ1.
1. If rψ1 = ε and r
′ψ1 = ε then coe
ε ε
x.notx(Mψ1) 7−→ Mψ1 ⇓ M1, and coe
ε ε
x.notx(Mψ1ψ2) 7−→
Mψ1ψ2 where M1ψ2 ∼
Ψ2
bool
Mψ1ψ2.
2. If rψ1 = ε and r
′ψ1 = ε then coe
ε ε
x.notx(Mψ1) 7−→ not(Mψ1) ⇓ X1, and coe
ε ε
x.notx(Mψ1ψ2) 7−→
not(Mψ1ψ2). By Lemma 23 we knowMψ1 ∈ bool [Ψ1] so not(Mψ1) ∈ bool [Ψ1] and therefore
X1ψ2 ∼
Ψ2
bool
not(Mψ1ψ2).
3. If rψ1 = 1 and r
′ψ1 = x then coe
1 x
x.notx(Mψ1) 7−→ notelx(Mψ1).
(a) If xψ2 = 1 then notel1(Mψ1ψ2) 7−→ Mψ1ψ2 and coe
1 1
x.notx(Mψ1ψ2) 7−→ Mψ1ψ2, where
Mψ1ψ2 ∼
Ψ2
bool
Mψ1ψ2.
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(b) If xψ2 = 0 then notel0(Mψ1ψ2) 7−→ not(Mψ1ψ2), coe
1 0
x.notx(Mψ1ψ2) 7−→ not(Mψ1ψ2),
and the result follows from Mψ1ψ2 ∈ bool [Ψ2].
(c) If xψ2 = x
′ then notelx′(Mψ1ψ2) val and coe
1 x′
x.notx(Mψ1ψ2) 7−→ notelx′(Mψ1ψ2), and so
notelx′(Mψ1ψ2) ≈
Ψ2
notx′
notelx′(Mψ1ψ2) because Mψ1ψ2 ∈ bool [Ψ2].
4. If rψ1 = 0 and r
′ψ1 = x then coe
0 x
x.notx(Mψ1) 7−→ notelx(not(Mψ1)).
(a) If xψ2 = 0 then notel0(not(Mψ1ψ2)) 7−→ not(not(Mψ1ψ2)) and coe
0 0
x.notx(Mψ1ψ2) 7−→
Mψ1ψ2. By Mψ1ψ2 ∈ bool [Ψ2] we have not(not(Mψ1ψ2))
.
=Mψ1ψ2 ∈ bool [Ψ2] and in
particular not(not(Mψ1ψ2)) ∼
Ψ2
bool
Mψ1ψ2.
(b) If xψ2 = 1 then notel1(not(Mψ1ψ2)) 7−→ not(Mψ1ψ2), coe
0 1
x.notx(Mψ1ψ2) 7−→ not(Mψ1ψ2),
and the result follows from not(Mψ1ψ2) ∈ bool [Ψ2].
(c) If xψ2 = x
′ then notelx′(not(Mψ1ψ2)) val, coe
0 x′
x.notx(Mψ1ψ2) 7−→ notelx′(not(Mψ1ψ2)),
and the result follows from not(Mψ1ψ2) ∈ bool [Ψ2].
5. If rψ1 = x and r
′ψ1 = 1 thenMψ1 ∈ notx [Ψ1] and soMψ1 ⇓ notelx(N) where N ∈ bool [Ψ1].
Therefore coex 1x.notx(Mψ1) 7−→
∗ coex 1x.notx(notelx(N)) 7−→
∗ N ⇓ N0.
(a) If xψ2 = 1 then coe
1 1
x.notx(Mψ1ψ2) 7−→ Mψ1ψ2. By Mψ1 ∈ notx [Ψ1] we know that
notel1(Nψ2) 7−→ Nψ2 ∼
Ψ2
bool
Mψ1ψ2 and by N ∈ bool [Ψ1] we know Nψ2 ∼
Ψ2
bool
N0ψ2.
We conclude Mψ1ψ2 ∼
Ψ2
bool
N0ψ2 as desired.
(b) If xψ2 = 0 then coe
0 1
x.notx(Mψ1ψ2) 7−→ not(Mψ1ψ2), and we must show not(Mψ1ψ2) ∼
Ψ2
bool
N0ψ2. ByN ∈ bool [Ψ1], it suffices to show not(Mψ1ψ2) ∼
Ψ2
bool
Nψ2. ByMψ1 ∈ notx [Ψ1]
we know that for any ψ : Ψ′ → Ψ2, notel0(Nψ2ψ) 7−→ not(Nψ2ψ) ∼
Ψ
′
bool
Mψ1ψ2ψ, and
the result follows by Lemma 35.
(c) If xψ2 = x
′ then Mψ1ψ2 ⇓ notelx′(N
′) ≈Ψ2notx′ notelx′(Nψ2) where N
′ .=Nψ2 ∈ bool [Ψ2],
and coex
′
 1
x.notx(Mψ1ψ2) 7−→
∗ coex
′
 1
x.notx(notelx′(N
′)) 7−→∗ N ′. Then Nψ2 ∼
Ψ2
bool
N0ψ2 and
N ′ ∼Ψ2
bool
Nψ2 so we have N
′ ∼Ψ2
bool
N0ψ2.
6. If rψ1 = x and r
′ψ1 = 0 thenMψ1 ∈ notx [Ψ1] and soMψ1 ⇓ notelx(N) where N ∈ bool [Ψ1].
Therefore coex 0x.notx(Mψ1) 7−→
∗ coex 0x.notx(notelx(N)) 7−→
∗ not(N) ⇓ X1.
(a) If xψ2 = 0 then coe
0 0
x.notx(Mψ1ψ2) 7−→ Mψ1ψ2. By Mψ1 ∈ notx [Ψ1] we know that
notel0(Nψ2) 7−→ not(Nψ2) ∼
Ψ2
bool
Mψ1ψ2, and by not(N) ∈ bool [Ψ1] we knowX1ψ2 ∼
Ψ2
bool
not(Nψ2). Thus Mψ1ψ2 ∼
Ψ2
bool
X1ψ2.
(b) If xψ2 = 1 then coe
1 0
x.notx(Mψ1ψ2) 7−→ not(Mψ1ψ2). By Mψ1 ∈ notx [Ψ1] we know that
for any ψ : Ψ′ → Ψ2, notel1(Nψ2ψ) 7−→ Nψ2ψ ∼
Ψ′
bool
Mψ1ψ2ψ, so by Lemma 27, Nψ2
.
=
Mψ1ψ2 ∈ bool [Ψ2], and thus not(Nψ2) ∼
Ψ2
bool
not(Mψ1ψ2). By not(N) ∈ bool [Ψ1], we
know X1ψ2 ∼
Ψ2
bool
not(Nψ2). Therefore X1ψ2 ∼
Ψ2
bool
not(Mψ1ψ2).
(c) If xψ2 = x
′ then Mψ1ψ2 ⇓ notelx′(N
′) ≈Ψ2notx′ notelx′(Nψ2) where N
′ .=Nψ2 ∈ bool [Ψ2],
and coex
′
 0
x.notx(Mψ1ψ2) 7−→
∗ coex
′
 0
x.notx(notelx′(N
′)) 7−→∗ not(N ′). Then not(N ′) ∼Ψ2
bool
not(Nψ2), and by not(N) ∈ bool [Ψ1], X1ψ2 ∼
Ψ2
bool
not(Nψ2), so not(N
′) ∼Ψ2
bool
X1ψ2.
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7. If rψ1 = x and r
′ψ1 = y then Mψ1 ∈ notx [Ψ1] and soMψ1 ⇓ notelx(N) where N ∈ bool [Ψ1].
Therefore coex yx.notx(Mψ1) 7−→
∗ coe
x y
x.notx(notelx(N)) 7−→
∗ notely(N).
(a) If xψ2 = ε and yψ2 = ε then coe
ε ε
x.notx(Mψ1ψ2) 7−→ Mψ1ψ2. By Mψ1 ∈ notx [Ψ1], we
have notelε(Nψ2) ∼
Ψ2
bool
Mψ1ψ2 as desired.
(b) If xψ2 = 0 and yψ2 = 1 then coe
0 1
x.notx(Mψ1ψ2) 7−→ not(Mψ1ψ2), and notel1(Nψ2) 7−→
Nψ2. By Mψ1 ∈ notx [Ψ1], for any ψ : Ψ
′ → Ψ2, notel0(Nψ2ψ) 7−→ not(Nψ2ψ) ∼
Ψ′
bool
Mψ1ψ2ψ, so by Lemma 35 we have Nψ2 ∼
Ψ2
bool
not(Mψ1ψ2) as desired.
(c) If xψ2 = 1 and yψ2 = 0 then coe
1 0
x.notx(Mψ1ψ2) 7−→ not(Mψ1ψ2), and notel0(Nψ2) 7−→
not(Nψ2). By Mψ1 ∈ notx [Ψ1], for any ψ : Ψ
′ → Ψ2, notel1(Nψ2ψ) 7−→ Nψ2ψ ∼
Ψ
′
bool
Mψ1ψ2ψ, so by Lemma 27Nψ2
.
=Mψ1ψ2 ∈ bool [Ψ2] and so not(Nψ2) ∼
Ψ2
bool
not(Mψ1ψ2).
(d) If xψ2 = 1 and yψ2 = y
′ then coe1 y
′
x.notx(Mψ1ψ2) 7−→ notely′(Mψ1ψ2), and notely′(Nψ2) val.
By Mψ1 ∈ notx [Ψ1], for any ψ : Ψ
′ → Ψ2, notel1(Nψ2ψ) 7−→ Nψ2ψ ∼
Ψ′
bool
Mψ1ψ2ψ, so
by Lemma 27, Nψ2
.
=Mψ1ψ2 ∈ bool [Ψ2] and so notely′(Mψ1ψ2) ≈
Ψ2
noty′
notely′(Nψ2).
(e) If xψ2 = 0 and yψ2 = y
′ then coe0 y
′
x.notx(Mψ1ψ2) 7−→ notely′(not(Mψ1ψ2)), and notely′(Nψ2) val.
ByMψ1 ∈ notx [Ψ1], for any ψ : Ψ
′ → Ψ2, notel0(Nψ2ψ) 7−→ not(Nψ2ψ) ∼
Ψ′
bool
Mψ1ψ2ψ,
so by Lemma 35, Nψ2
.
= not(Mψ1ψ2) ∈ bool [Ψ2] and so notely′(not(Mψ1ψ2)) ≈
Ψ2
noty′
notely′(Nψ2).
(f) If xψ2 = x
′ and yψ2 = 1 then Mψ1ψ2 ⇓ notelx′(N
′) ≈Ψ2notx′ notelx′(Nψ2) where N
′ .=
Nψ2 ∈ bool [Ψ2]. Moreover, coe
x′ 1
x.notx(Mψ1ψ2) 7−→
∗ coex
′
 1
x.notx(notelx′(N
′)) 7−→∗ N ′, and
notel1(Nψ2) 7−→ Nψ2. Then N
′ ∼Ψ2
bool
Nψ2 as desired.
(g) If xψ2 = x
′ and yψ2 = 0 then Mψ1ψ2 ⇓ notelx′(N
′) ≈Ψ2notx′ notelx′(Nψ2) where N
′ .=
Nψ2 ∈ bool [Ψ2]. Moreover, coe
x′ 0
x.notx(Mψ1ψ2) 7−→
∗ coex
′
 0
x.notx(notelx′(N
′)) 7−→∗ not(N ′),
and notel0(Nψ2) 7−→ not(Nψ2). Then not(N
′) ∼Ψ2
bool
not(Nψ2) as desired.
(h) If xψ2 = x
′ and yψ2 = y
′ then Mψ1ψ2 ⇓ notelx′(N
′) ≈Ψ2notx′ notelx′(Nψ2) where N
′ .=
Nψ2 ∈ bool [Ψ2]. Moreover, coe
x′ y′
x.notx(Mψ1ψ2) 7−→
∗ coe
x′ y′
x.notx(notelx′(N
′)) 7−→ notely′(N
′),
notely′(Nψ2) val, and notely′(N
′) ≈Ψ2
bool
notely′(Nψ2) as desired.
This concludes the proof of the fourth Kan condition. The proofs of the first three Kan condi-
tions (regarding hcom) rely on that result, as well as two additional lemmas:
Lemma 36. notε pretype [Ψ] is Kan.
Proof. This follows directly from head expansion and the fact that bool pretype [Ψ] is Kan, because
hcom and coe first evaluate their type argument and notε 7−→ bool.
Lemma 37. If M ∈ notr [Ψ], then notelr(coe
r 1
x.notx(M))
.
=M ∈ notr [Ψ].
Proof. The introduction rule and fourth Kan condition of notx imply notelr(coe
r 1
x.notx(M)) ∈ notr [Ψ].
Therefore by Lemma 27 it suffices to show that for any ψ : Ψ′ → Ψ, notelrψ(coe
rψ 1
x.notx(Mψ)) ∼
Ψ′
A0
Mψ
where notrψ ⇓ A0.
1. If rψ = 0 then notel0(coe
0 1
x.notx(Mψ)) 7−→ not(coe
0 1
x.notx(Mψ)) 7−→ not(not(Mψ)). By Lemma 23,
Mψ ∈ bool [Ψ′], so not(not(Mψ))
.
=Mψ ∈ bool [Ψ′] and therefore not(not(Mψ)) ∼Ψ
′
bool
Mψ.
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2. If rψ = 1 then notel1(coe
1 1
x.notx(Mψ)) 7−→ coe
1 1
x.notx(Mψ) 7−→Mψ, and Mψ ∼
Ψ′
bool
Mψ.
3. If rψ = x then notelx(coe
x 1
x.notx(Mψ)) val. We knowMψ ∼
Ψ′
notx
Mψ, soMψ ⇓ notelx(N) where
N ∈ bool [Ψ′]. To show notelx(coe
x 1
x.notx(Mψ)) ≈
Ψ′
notx
notelx(N), we must show coe
x 1
x.notx(Mψ)
.
=
N ∈ bool [Ψ′]. Again, by Lemma 27 it suffices to show that for any ψ′ : Ψ′′ → Ψ′,
coe
xψ′ 1
x.notx (Mψψ
′) ∼Ψ
′′
bool
Nψ′.
(a) If xψ′ = 0 then coe0 1x.notx(Mψψ
′) 7−→ not(Mψψ′). Because Mψ ∈ notx [Ψ
′] and Mψ ⇓
notelx(N), we know that for any ψ
′′ : Ψ′′′ → Ψ′′, notel0(Nψ
′ψ′′) 7−→ not(Nψ′ψ′′) ∼Ψ
′′′
bool
Mψψ′ψ′′. Therefore by Lemma 35 we have not(Mψψ′) ∼Ψ
′′
bool
Nψ′, which is what we
needed.
(b) If xψ′ = 1 then coe1 1x.notx(Mψψ
′) 7−→ Mψψ′. By Mψ ∈ notx [Ψ
′] and Mψ ⇓ notelx(N),
we have notel1(Nψ
′) 7−→ Nψ′ ∼Ψ
′′
bool
Mψψ′, which is what we needed.
(c) If xψ′ = x′ then by Mψ ∈ notx [Ψ
′] and Mψ ⇓ notelx(N), we have notelx′(Nψ
′) ∼Ψ
′′
notx′
Mψψ′, soMψψ′ ⇓ notelx′(N
′) andNψ′
.
=N ′ ∈ bool [Ψ′′]. Therefore coex
′
 1
x.notx(Mψψ
′) 7−→∗
coex
′
 1
x.notx(notelx′(N
′)) 7−→ notel1(N
′) 7−→ N ′ and we must show N ′ ∼Ψ
′′
notx′
Nψ′, which
follows from Nψ′
.
=N ′ ∈ bool [Ψ′′].
In particular, if M ∈ bool [Ψ], then not(coe0 1x.notx(M))
.
=M ∈ bool [Ψ].
The first Kan condition asserts that for any ψ : (Ψ′, x)→ (Ψ, w), if
1. M
.
=O ∈ notwψ [Ψ
′, x],
2. N ε〈ε/x〉
.
= P ε〈ε/x〉 ∈ notwψ〈ε/x〉 [Ψ
′, y] for ε = 0, 1, and
3. N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ notwψ〈ε/x〉 [Ψ
′] for ε = 0, 1,
then hcomxnotwψ (r  r
′,M ; y.N0, y.N1)
.
= hcomxnotwψ (r  r
′, O; y.P 0, y.P 1) ∈ notwψ [Ψ
′, x].
Let ψ1 : Ψ1 → (Ψ
′, x) and ψ2 : Ψ2 → Ψ1. We will again focus on the unary case.
1. If wψψ1 = ε then hcom
xψ1
notε
(rψ1  r
′ψ1,Mψ1; y.N
0ψ1, y.N
0ψ1) ∈ notε [Ψ1] by the first Kan
condition of notε, or the third Kan condition if xψ1 = ε
′. Therefore hcomψ1 ⇓ X1 and
X1ψ2 ∼
Ψ2
bool
hcomψ1ψ2.
2. If wψψ1 = w
′ then hcomψ1 ⇓
notelw′(hcom
xψ1
bool
(rψ1  r
′ψ1, coe
w′ 1
x.notx(Mψ1); y.coe
w′ 1
x.notx(N
0ψ1), y.coe
w′ 1
x.notx(N
1ψ1)))
LetH be the argument of the above notelw′(−). We must show hcomψ1ψ2 ∼
Ψ2
A12
notelw′ψ2(Hψ2)
where notw′ψ2 ⇓ A12.
For all ψ2,Mψ1ψ2 ∈ notw′ψ2 [Ψ2], so by the fourth Kan condition of notx, coe
w′ψ2 1
x.notx (Mψ1ψ2) ∈
bool [Ψ2]. If xψ1ψ2 = ε then 〈ε/x〉ψ1ψ2 = ψ1ψ2, so N
εψ1ψ2 ∈ notw′ψ2 [Ψ2, y] and thus
coe
w′ψ2 1
x.notx (N
εψ1ψ2) ∈ bool [Ψ2, y] and the adjacency condition holds as well. In this case, by
the third Kan condition of bool, Hψ2
.
= coew
′ψ2 1
x.notx (N
ε〈r′/y〉ψ1ψ2) ∈ bool [Ψ2].
If instead xψ1ψ2 = x
′ then Ψ2 = (Ψ
′
2
, x′) and 〈ε/x〉ψ1ψ2 = ψ1ψ2〈ε/x
′〉. Then N εψ1ψ2〈ε/x
′〉 ∈
notw′ψ2〈ε/x′〉 [Ψ
′
2
, y], so coe
w′ψ2〈ε/x′〉 1
x.notx (N
εψ1ψ2〈ε/x
′〉) ∈ notw′ψ2〈ε/x′〉 [Ψ
′
2
, y] and the adjacency
condition holds as well. In this case, by the first Kan condition of bool, Hψ2 ∈ bool [Ψ2].
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(a) If w′ψ2 = 0 then each side steps once to
hcom
xψ1ψ2
bool
(rψ1ψ2  r
′ψ1ψ2,Mψ1ψ2; y.N
0ψ1ψ2, y.N
1ψ1ψ2) ∼
Ψ2
bool
not(Hψ2)
If xψ1ψ2 = ε then by the third Kan condition of bool, it suffices to showN
ε〈r′/y〉ψ1ψ2 ∼
Ψ2
bool
not(coe0 1x.notx(N
ε〈r′/y〉ψ1ψ2)), which follows from Lemma 37.
If xψ1ψ2 = x
′ and rψ1ψ2 = r
′ψ1ψ2 then by the second Kan condition of bool, it suffices
to show Mψ1ψ2 ∼
Ψ2
bool
not(coe0 1x.notx(Mψ1ψ2)), which follows from Lemma 37.
Otherwise xψ1ψ2 = x
′ and rψ1ψ2 6= r
′ψ1ψ2, and the right-hand side steps twice to
hcom
xψ1ψ2
bool
(rψ1ψ2  r
′ψ1ψ2, not(coe
0 1
x.notx(Mψ1ψ2)); y.not(coe
0 1
x.notx(N
0ψ1ψ2)), . . . )
which
.
= the left-hand side by Lemma 37 and the first Kan condition of bool.
(b) If w′ψ2 = 1 then each side steps once to
hcom
xψ1ψ2
bool
(rψ1ψ2  r
′ψ1ψ2,Mψ1ψ2; y.N
0ψ1ψ2, y.N
1ψ1ψ2) ∼
Ψ2
bool
Hψ2
If xψ1ψ2 = ε then by the third Kan condition of bool, it suffices to show Mψ1ψ2 ∼
Ψ2
bool
coe1 1x.notx(Mψ1ψ2), which follows from the computation rule for notx.
If xψ1ψ2 = x
′ then the result follows from the first Kan condition of bool and the
computation rule for notx.
(c) If w′ψ2 = w
′′ then each side steps once to
notelw′′(Hψ2) ≈
Ψ2
notw′′
notelw′′(Hψ2)
which follows from Hψ2 ∈ bool [Ψ2].
The second Kan condition asserts that for any ψ : (Ψ′, x)→ (Ψ, w), if
1. M ∈ notwψ [Ψ
′, x],
2. N ε〈ε/x〉 ∈ notwψ〈ε/x〉 [Ψ
′, y] for ε = 0, 1, and
3. N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ notwψ〈ε/x〉 [Ψ
′] for ε = 0, 1,
then hcomxnotwψ (r  r,M ; y.N
0, y.N1)
.
=M ∈ notwψ [Ψ
′, x].
The first Kan condition implies that the left-hand side is − ∈ notwψ [Ψ
′, x], so by Lemma 27, it
suffices to show that for all ψ′ : Ψ′′ → (Ψ′, x),
hcom
xψ′
notwψψ′
(rψ′  rψ′,Mψ′; y.N0ψ′, y.N1ψ′) ∼Ψ
′′
A12 Mψ
′
where notwψψ′ ⇓ A12.
1. If wψψ′ = ε then if xψ′ = x′ the second Kan condition of notε implies that the left-hand side
is −
.
=Mψ′ ∈ notε [Ψ
′′], and therefore also − ∼Ψ
′′
bool
Mψ′. Otherwise xψ′ = ε′ and by the third
Kan condition of notε, the left-hand side is −
.
= N ε
′
〈r/y〉ψ′ ∈ notε [Ψ
′′]. The result follows
because 〈ε′/x〉ψ′ = ψ′ and so N ε
′
〈r/y〉ψ′
.
=Mψ′ ∈ notε [Ψ
′′].
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2. If wψψ′ = w′ then the left side steps to
notelw′(hcom
xψ′
bool
(rψ′  rψ′, coew
′
 1
x.notx(Mψ
′); y.coew
′
 1
x.notx(N
0ψ′), y.coew
′
 1
x.notx(N
1ψ′)))
If xψ′ = x′ the second Kan condition of bool (along with the introduction rule and fourth Kan
condition of notx) implies this is −
.
=notelw′(coe
w′ 1
x.notx(Mψ
′)) ∈ notw′ [Ψ
′′] which by Lemma 37
is −
.
=Mψ′ ∈ notw′ [Ψ
′′]. Otherwise xψ′ = ε′ and by the third Kan condition of bool (and the
introduction rule and fourth Kan condition of notx) this is−
.
=notelw′(coe
w′ 1
x.notx(N
ε′〈r/y〉ψ′)) ∈
notw′ [Ψ
′′], which by Lemma 37 is −
.
= N ε
′
〈r/y〉ψ′ ∈ notw′ [Ψ
′′] and by 〈ε′/x〉ψ′ = ψ′ is
−
.
=Mψ′ ∈ notw′ [Ψ
′′].
The third Kan condition asserts that for any ψ : Ψ′ → (Ψ, w), if
1. M ∈ notwψ [Ψ
′],
2. N ε ∈ notwψ [Ψ
′, y], and
3. N ε〈r/y〉
.
=M ∈ notwψ [Ψ
′],
then hcomεnotwψ (r  r
′,M ; y.N0, y.N1)
.
=N ε〈r′/y〉 ∈ notwψ [Ψ
′].
Let ψ1 : Ψ1 → Ψ
′ and ψ2 : Ψ2 → Ψ1. We must show hcomψ1 ⇓ X1, X1ψ2 ∼
Ψ2
A12
N ε〈r′/y〉ψ1ψ2,
and hcomψ1ψ2 ∼
Ψ2
A12
N ε〈r′/y〉ψ1ψ2 where notwψψ1ψ2 ⇓ A12.
1. If wψψ1 = ε
′ then hcomψ1
.
=N ε〈r′/y〉ψ1 ∈ notε′ [Ψ1] by the third Kan condition of notε′ , and
the result follows.
2. If wψψ1 = w
′ then hcomψ1 7−→
notelw′(hcom
ε
bool(rψ1  r
′ψ1, coe
w′ 1
x.notx(Mψ1); y.coe
w′ 1
x.notx(N
0ψ1), y.coe
w′ 1
x.notx(N
1ψ1)))
By the third Kan condition of bool, this is −
.
= notelw′(coe
w′ 1
x.notx(N
ε〈r′/y〉ψ1)) ∈ notw′ [Ψ1],
which by Lemma 37 is −
.
=N ε〈r′/y〉ψ1 ∈ notw′ [Ψ1]. Therefore hcomψ1 ⇓ X1 and X1ψ2 ∼
Ψ2
A12
N ε〈r′/y〉ψ1ψ2 where notw′ψ2 ⇓ A12.
(a) If w′ψ2 = ε
′ then hcomψ1ψ2
.
=N ε〈r′/y〉ψ1ψ2 ∈ notε′ [Ψ2] by the third Kan condition of
notε′ , so hcomψ1ψ2 ∼
Ψ2
bool
N ε〈r′/y〉ψ1ψ2.
(b) If w′ψ2 = w
′′ then hcomψ1ψ2 7−→
notelw′′(hcom
ε
bool(rψ1ψ2  r
′ψ1ψ2, coe
w′′ 1
x.notx(Mψ1ψ2); y.coe
w′′ 1
x.notx(N
0ψ1ψ2), . . . ))
By the third Kan condition of bool, this is −
.
= notelw′′(coe
w′′ 1
x.notx(N
ε〈r′/y〉ψ1ψ2)) ∈
notw′′ [Ψ2], which by Lemma 37 is −
.
=N ε〈r′/y〉ψ1ψ2 ∈ notw′′ [Ψ2], so hcomψ1ψ2 ∼
Ψ2
notw′′
N ε〈r′/y〉ψ1ψ2.
Cubical Show for any ψ : Ψ′ → (Ψ, x) and M ≈Ψ
′
A0
N (where notxψ ⇓ A0) then M
.
= N ∈
notxψ [Ψ
′].
If xψ = ε then A0 = bool and we have M
.
=N ∈ bool [Ψ′] because bool pretype [Ψ′] is cubical.
By Lemma 23, this implies M
.
=N ∈ notε [Ψ
′]. If xψ = x′ then this follows from the introduction
rule for notx′ .
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6 Summary
In this section we summarize the results of Section 5 in rule notation. These rules are not intended
to define a conventional proof theory. However, if one were to inductively define a proof theory
with these rules (and structural rules such as hypothesis, weakening, etc.), the result would indeed
be sound for our computational semantics, in the sense that the conclusion of each rule is true
given that the premises are true. From this perspective, our computational semantics are a model
of higher type theory validating the following canonicity theorem:
Theorem 38 (Canonicity). If · ≫M ∈ bool [·] then either M ⇓ true or M ⇓ false.
Proof. By the definition of M ∈ A [Ψ], it follows that M ⇓ M0 such that M0 ≈
·
bool
M0, which
implies that M0 = true or M0 = false.
Our choice of rules is inspired by the formal cubical type theories given by Cohen et al. [2016];
Licata and Brunerie [2014] so as to make clear that our computational semantics are a valid inter-
pretation of those rules. However, these semantics may be used to justify concepts, such as strict
types, that are not currently considered in the formal setting. Moreover, there is no strong reason
to limit consideration to inductively defined proof theories. The role of a proof theory is to provide
access to the truth, in particular to support mechanization. But there are methods of accessing
the truth, such as decision procedures for arithmetic, that do not fit into the conventional setup
for proof theory. (This point was stressed for the the NuPRL type theory [Constable, et al., 1985];
we are merely reiterating it here.)
Remark 39. Some complexities in the rules below have been suppressed for the sake of clarity. The
introduction and elimination rules omit respect for equality. Also, all of the rules for function and
product types should contain the hypotheses A type [Ψ] and B type [Ψ].
Remark 40. The theorems in Section 5 are stated only for closed terms. The corresponding gener-
alizations to open-term sequents, below, follow from Lemma 25, the fact that the introduction and
elimination rules respect equality (proven in Section 5), and the fact that all substitutions commute
with term formers.
Function types
A type [Ψ] B type [Ψ]
A→ B type [Ψ]
Γ, a : A≫M ∈ B [Ψ]
Γ≫ λa.M ∈ A→ B [Ψ]
Γ≫M ∈ A→ B [Ψ] Γ≫ N ∈ A [Ψ]
Γ≫ app(M,N) ∈ B [Ψ]
Γ, a :A≫M ∈ B [Ψ] Γ≫ N ∈ A [Ψ]
Γ≫ app(λa.M,N)
.
=M [N/a] ∈ B [Ψ]
Γ≫M ∈ A→ B [Ψ]
Γ≫M
.
= λa.app(M,a) ∈ A→ B [Ψ]
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Product types
A type [Ψ] B type [Ψ]
A×B type [Ψ]
Γ≫M ∈ A [Ψ] Γ≫ N ∈ B [Ψ]
Γ≫ 〈M,N〉 ∈ A×B [Ψ]
Γ≫ P ∈ A×B [Ψ]
Γ≫ fst(P ) ∈ A [Ψ]
Γ≫ P ∈ A×B [Ψ]
Γ≫ snd(P ) ∈ B [Ψ]
Γ≫M ∈ A [Ψ] Γ≫ N ∈ B [Ψ]
Γ≫ fst(〈M,N〉)
.
=M ∈ A [Ψ]
Γ≫M ∈ A [Ψ] Γ≫ N ∈ B [Ψ]
Γ≫ snd(〈M,N〉)
.
=N ∈ B [Ψ]
Γ≫ P ∈ A×B [Ψ]
Γ≫ P
.
= 〈fst(P ), snd(P )〉 ∈ A×B [Ψ]
Booleans
bool type [Ψ]
Γ≫ true ∈ bool [Ψ] Γ≫ false ∈ bool [Ψ]
A type [Ψ] Γ≫M ∈ bool [Ψ] Γ≫ T ∈ A [Ψ] Γ≫ F ∈ A [Ψ]
Γ≫ ifA(M ;T, F ) ∈ A [Ψ]
A type [Ψ] Γ≫ T ∈ A [Ψ] Γ≫ F ∈ A [Ψ]
Γ≫ ifA(true;T, F )
.
= T ∈ A [Ψ]
A type [Ψ] Γ≫ T ∈ A [Ψ] Γ≫ F ∈ A [Ψ]
Γ≫ ifA(false;T, F )
.
= F ∈ A [Ψ]
Circle
S
1 type [Ψ]
Γ≫ base ∈ S1 [Ψ]
r dim [Ψ]
Γ≫ loopr ∈ S
1 [Ψ] Γ≫ loopε
.
= base ∈ S1 [Ψ]
A type [Ψ] Γ≫M ∈ S1 [Ψ] Γ≫ L ∈ A [Ψ, x] (∀ε) Γ≫ L〈ε/x〉
.
= P ∈ A [Ψ]
Γ≫ S1-elimA(M ;P, x.L) ∈ A [Ψ]
A type [Ψ] Γ≫ L ∈ A [Ψ, x] (∀ε) Γ≫ L〈ε/x〉
.
= P ∈ A [Ψ]
Γ≫ S1-elimA(base;P, x.L)
.
= P ∈ A [Ψ]
A type [Ψ] r dim [Ψ] Γ≫ L ∈ A [Ψ, x] (∀ε) Γ≫ L〈ε/x〉
.
= P ∈ A [Ψ]
Γ≫ S1-elimA(loopr;P, x.L)
.
= L〈r/x〉 ∈ A [Ψ]
37
Hcom
A type [Ψ, x]
r, r′ dim [Ψ, x]
Γ≫M ∈ A [Ψ, x]
(∀ε) Γ〈ε/x〉 ≫ N ε〈ε/x〉 ∈ A〈ε/x〉 [Ψ, y]
(∀ε) Γ〈ε/x〉 ≫ N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ A〈ε/x〉 [Ψ]
Γ≫ hcomxA(r  r
′,M ; y.N0, y.N1) ∈ A [Ψ, x]
A type [Ψ, x]
r dim [Ψ]
Γ≫M ∈ A [Ψ, x]
(∀ε) Γ〈ε/x〉 ≫ N ε〈ε/x〉 ∈ A〈ε/x〉 [Ψ, y]
(∀ε) Γ〈ε/x〉 ≫ N ε〈r/y〉〈ε/x〉
.
=M〈ε/x〉 ∈ A〈ε/x〉 [Ψ]
Γ≫ hcomxA(r  r,M ; y.N
0, y.N1)
.
=M ∈ A [Ψ, x]
A type [Ψ]
r, r′ dim [Ψ]
Γ≫M ∈ A [Ψ]
Γ≫ N ε ∈ A [Ψ, y]
Γ≫ N ε〈r/y〉
.
=M ∈ A [Ψ]
Γ≫ hcomεA(r  r
′,M ; y.N0, y.N1)
.
=N ε〈r′/y〉 ∈ A [Ψ]
Coe
A type [Ψ, x] r, r′ dim [Ψ] Γ≫M ∈ A〈r/x〉 [Ψ]
Γ≫ coer r
′
x.A (M) ∈ A〈r
′/x〉 [Ψ]
Not
notx type [Ψ, x] notε
.
= bool type [Ψ]
Γ≫M ∈ bool [Ψ]
Γ≫ coeε εx.notx(M)
.
=M ∈ bool [Ψ]
Γ≫M ∈ bool [Ψ]
Γ≫ coeε εx.notx(M)
.
= not(M) ∈ bool [Ψ]
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