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Abstract Dynamic mode decomposition (DMD) is a pow-
erful and increasingly popular tool for performing spectral
analysis of fluid flows. However, it requires data that satisfy
the Nyquist-Shannon sampling criterion. In many fluid flow
experiments, such data are impossible to capture. We pro-
pose a new approach that combines ideas from DMD and
compressed sensing. Given a vector-valued signal, we take
measurements randomly in time (at a sub-Nyquist rate) and
project the data onto a low-dimensional subspace. We then
use compressed sensing to identify the dominant frequencies
in the signal and their corresponding modes. We demon-
strate this method using two examples, analyzing both an
artificially constructed test dataset and particle image ve-
locimetry data collected from the flow past a cylinder. In
each case, our method correctly identifies the characteris-
tic frequencies and oscillatory modes dominating the signal,
proving the proposed method to be a capable tool for spec-
tral analysis using sub-Nyquist-rate sampling.
Keywords Dynamic mode decomposition · compressed
sensing · sparse approximation.
1 Introduction
Many dynamical systems exhibit oscillatory behavior; fluid
mechanical systems are no exception. In recent years, many
have turned to dynamic mode decomposition (DMD) (Row-
ley et al. 2009; Schmid 2010; Tu et al. 2013b) as a useful
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tool for analyzing such systems. Not only can DMD iden-
tify characteristic flow frequencies, but the corresponding
modes may elucidate features of the underlying fluid me-
chanics. Unfortunately, DMD requires data that satisfy the
Nyquist-Shannon sampling criterion (Nyquist 1928; Shan-
non 1949), which may not always be available in practice,
due to sensor limitations. For example, in fluid flow ex-
periments DMD is typically applied to particle image ve-
locimetry (PIV) data. While time-resolved PIV systems are
presently capable of sampling rates as high as 800 Hz, such
systems are extremely expensive and thus rare; standard PIV
equipment is limited to sampling frequencies on the order of
15 Hz (Tu et al. 2013a).
In the signal processing community, there has been a
growing emphasis on dealing with time resolution issues
using a method called compressed sensing (Donoho 2006;
Candes et al. 2006; Candes and Tao 2006).1 Compressed
sensing relies on the fact that many signals of interest are
sparse in frequency space. If we sample such signals ran-
domly in time, then we can reconstruct them accurately us-
ing `1 minimization techniques or greedy algorithms, even
if the samples are taken at a sub-Nyquist rate. (For a review
of compressed sensing theory, we refer the reader to Bara-
niuk (2007), Candes and Wakin (2008), and Bryan and Leise
(2013).) This approach has proven successful in a number
of applications, including dynamic MRI (Lustig et al. 2007;
Gamper et al. 2008), facial recognition (Wright et al. 2009),
imaging (Duarte et al. 2008; Romberg 2008), radar (Her-
man and Strohmer 2009; Potter et al. 2010), classification
tasks (Brunton et al. 2013a,c), and reconstruction of turbu-
lent flow fields (Bai et al. 2013).
While typically applied to scalar-valued signals, com-
pressed sensing algorithms extend readily to vector-valued
1 Compressed sensing is also known as “compressive sampling” or
“compressive sensing” and is closely related to “sparse approxima-
tion”/“sparse reconstruction”/“sparse recovery” methods.
ar
X
iv
:1
40
1.
70
47
v1
  [
ph
ys
ics
.fl
u-
dy
n]
  2
7 J
an
 20
14
2 Jonathan H. Tu et al.
signals. As such, in theory these methods can be applied di-
rectly to PIV data collected from fluids experiments. How-
ever, in reality this is usually not feasible; the fine spatial
resolution needed to accurately resolve pertinent flow fea-
tures makes PIV data too large for standard compressed
sensing algorithms. But despite their frequent representa-
tion as high-dimensional vectors, many fluid flows actually
evolve in a low-dimensional subspace. Projecting PIV data
onto this subspace, we can obtain a low-dimensional encod-
ing that makes compressed sensing tractable.
We propose a method for computing temporally os-
cillating modes from sub-Nyquist-rate PIV data, combin-
ing concepts from DMD and compressed sensing. DMD is
closely related to proper orthogonal decomposition (POD):
the DMD modes are linear combinations of POD modes
and the DMD eigenvalues come from the POD projection
of an approximating linear operator (Schmid 2010; Tu et al.
2013b). Here, we use POD projections to represent high-
dimensional PIV data using low-dimensional vectors, in or-
der to reduce computational costs. We then perform com-
pressed sensing on these vectors of POD coefficients, lifting
the resulting modes to the original space by taking linear
combinations of POD modes, just as in DMD. Not only does
this method rely on POD in the same way that DMD does,
but POD bases are also optimal for reconstructing datasets.
We note that compressed sensing methods have been
used in conjunction with DMD previously, in work by Jo-
vanovic´ et al. (2013) and Brunton et al. (2013b). However,
their approaches differ from that taken here, in which spar-
sity is leveraged to overcome time-resolution issues. Jo-
vanovic´ et al. (2013) enforce sparsity as a post-processing
step designed to select modes of interest. Those modes are
computed using a standard DMD computation, relying on
time-resolved data. Brunton et al. (2013b) use compressed
sensing to more efficiently perform DMD computations,
subsampling in space but again making use of time-resolved
data.
We demonstrate our method through two extended ex-
amples. In the first, we construct a canonical dataset in
which we superpose two Gaussian spatial fields oscillating
in time at different frequencies. We add noise to the signal
to test the robustness of our method. By construction, the
signal is almost exactly sparse (it is heavily dominated by
two frequencies), so a compressed sensing approach is rea-
sonable. However, we choose the amplitudes of these Gaus-
sian fields such that the resulting POD modes mix the os-
cillatory structures together. In the second example, we ap-
ply our method to experimental PIV data collected from the
flow past a cylinder. This flow is dominated by a single fre-
quency (the cylinder shedding frequency), but the data are
not precisely sparse, only approximately so. Each of these
examples poses different challenges for our method, but in
both cases we successfully identify the correct frequencies
and modes.
The rest of this paper is structured as follows: Sec. 2
details our numerical method, first introducing the funda-
mental concepts of compressed sensing theory and then de-
scribing how we implement those ideas in practice. Then in
Sec. 3, we discuss results from the two example applications
described above. Finally, we summarize and offer directions
for future work in Sec. 4.
2 Numerical method
In this section we introduce the basic concepts of com-
pressed sensing and describe how we apply those concepts
to compute temporally oscillating spatial modes from sub-
Nyquist-rate data. First, we describe how compressed sens-
ing can be used to reconstruct scalar signals. Then we show
how it can be extended to vector-valued signals. For high-
dimensional vectors, the computational costs of standard
compressed sensing methods can be prohibitive; we propose
the use of POD to reduce the dimension of the problem, low-
ering those costs. Finally, we describe strategies for collect-
ing data samples suitable for compressed sensing and then
summarize our numerical method.
2.1 Scalar signals
The field of compressed sensing has undergone astound-
ing growth since the foundational works by Donoho (2006),
Candes et al. (2006), and Candes and Tao (2006) were pub-
lished in 2006. We review the key concepts here. (For more
a more in-depth introduction to these topics, we again refer
the reader to Baraniuk (2007), Candes and Wakin (2008),
and Bryan and Leise (2013).) Consider a signal f ∈ Rn. For
instance, f could consist of n sequential measurements taken
from a hot wire velocity probe. We assume that these mea-
surements are taken at a rate such that f captures all dynam-
ics of interest.
Typically, f will not be sparse in the standard basis for
Rn (comprising the vectors (1,0,0, . . .), (0,1,0, . . .), and so
on). That is, a large number of these basis vectors are re-
quired to accurately describe f . We say that f is compress-
ible if there exists a basis Ψ such that the representation of
f in Ψ is approximately sparse. Specifically, we say that f
is k-sparse in the basisΨ if
f =Ψ fˆ , (1)
where Ψ ∈ Rn×n and fˆ ∈ Rn, with fˆ having only k  n
nonzero values. (The less precise descriptor “compressible”
requires only that fˆ have few large coefficients relative to the
number of small ones.) The potential for savings is clear:
rather than storing n values to describe the signal f , we
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can get away with storing only the k nonzero elements of
fˆ . This is the principle on which JPEG-2000 compression
is built (Taubman and Marcellin 2001; Candes and Wakin
2008).
Now suppose that we do not have access to the full sig-
nal f . Instead, all we know is an m-dimensional linear mea-
surement
g=ΦT f , (2)
where Φ is an n×m matrix. We can think of the columns of
Φ as waveforms that we use to measure f . For instance, if
Φ contains sinusoids, then g contains Fourier coefficients.
We are interested in the case where m n, i.e., the un-
dersampled case, for which Eq. (2) is underdetermined. As
such, we cannot solve for f from a knowledge of g; the so-
lution, if it exists, is not unique. But suppose we substitute
for f using Eq. (1), giving us
g=ΦTΨ fˆ . (3)
Though fˆ is also an n-dimensional vector, it only has k
nonzero elements, where we assume that k<m n. A stan-
dard approach in compressed sensing is to determine fˆ by
solving the following optimization problem:
min
fˆ∈Rn
∥∥ fˆ∥∥1 subject to g=ΦTΨ fˆ . (4)
This can be interpreted as follows: of all vectors fˆ that are
consistent with our measurement g, we are interested in find-
ing the one with the smallest `1 norm.
We choose the `1 norm because it promotes sparsity and
allows Eq. (4) to be solved using a linear program. Com-
pared to the more common `2 norm, used for instance in
solving least-squares problems, the `1 norm more harshly
penalizes small nonzero elements in fˆ , which we know to
be a sparse vector. In theory we would like to minimize the
cardinality2 of fˆ (the number of nonzero components), but
that minimization problem is NP-complete and numerically
unstable (Baraniuk 2007). As such, we use the `1 norm as a
computationally tractable proxy.
It was shown by Donoho (2006) and Candes et al. (2006)
that in some cases, solving Eq. (4) can recover fˆ exactly if fˆ
is k-sparse, or very accurately if fˆ is compressible. Much of
the compressed sensing literature deals with finding condi-
tions on Φ andΨ for which these results hold. For instance,
the columns of Φ andΨ should be chosen to be maximally
incoherent. Many proofs also rely on ΦTΨ obeying the re-
stricted isometry property (Dick et al. 2000; Candes and Tao
2005; Candes 2008). These topics are outside the scope of
this discussion and furthermore are most applicable to situa-
tions in which we have freedom to choose the measurement
2 Though technically not a norm, the cardinality of a vector is often
referred to as its `0 norm.
matrix. In this work, we restrict ourselves to the case thatΨ
describes a Fourier basis and that the columns of Φ com-
pose a subset of the standard basis (see Sec. 2.2 for more
details). A more relevant theoretical result is that solving
Eq. (4) yields the best k-sparse approximation to f even if f
is not exactly k-sparse (e.g., if it is only compressible) (Can-
des and Wakin 2008). Furthermore, this procedure is robust
to measurement noise (Candes and Wakin 2008).
Closely related to compressed sensing is the field of
sparse approximation. Just as in compressed sensing, the
goal of sparse approximation methods is to find the best
sparse representation of a k-sparse or compressible signal.
However, rather than solving an `1 minimization problem,
sparse approximation methods make use of greedy algo-
rithms. These algorithms are iterative: upon each iteration
they add another basis vector (column of Ψ ) to the sup-
port of fˆ . By construction, the resulting estimate of fˆ will
be sparse, as j iterations will yield j nonzero basis coef-
ficients; the rest are assumed to be zero. There are many
different greedy algorithms used for sparse approximation.
In this work, we deal only with orthogonal matching pur-
suit (OMP), due to its simplicity (Tropp 2004; Tropp and
Gilbert 2007). (CoSaMP is a similar algorithm that is also
popular (Needell and Tropp 2009).) The theoretical guaran-
tees on OMP are similar to those for compressed sensing:
under certain technical conditions (again outside the scope
of this work), OMP exactly reproduces k-sparse vectors and
closely approximates compressible ones (Tropp 2004).
2.2 Choice of basis, measurement
Much of the theoretical research on compressed sensing
deals with characterizing matrices Φ and Ψ for which the
method will succeed. In this work, we are motivated by prac-
tical concerns, and as such are restricted in our choices of Φ
and Ψ . Because we are concerned with temporally oscilla-
tory behavior, we chooseΨ such that fˆ contains Fourier co-
efficients, assuming sparsity in the Fourier basis. From (1),
we see that this means Ψ is the matrix representation of
the inverse discrete Fourier transform (DFT). Our use of a
Fourier basis is consistent with DMD, which is typically
used to decompose a dataset into spatial modes that each
oscillate at a fixed temporal frequency. (However, in DMD,
the modes may also exponentially grow or decay in time,
whereas our Fourier description is purely oscillatory.)
For ease of implementation, we assume that our mea-
surement g simply corresponds to values of f sampled at
particular instants in time. Suppose that f corresponds to a
fast hot wire probe signal. The first element of f is the value
of the probe signal at time t = 0. The second element is the
value at t = ∆ t, the third element corresponds to t = 2∆ t,
and so on. Now suppose that for our measurement g, we
sample our probe signal at t = 0. Then the first column of
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Φ is (1,0,0,0, . . .)T . If we wait until t = 2∆ t to get our
next sample, then the second column ofΦ is (0,0,1,0, . . .)T .
Thus we see that the columns of Φ compose a subset of the
standard basis: each column contains only zeroes, except for
one entry with value 1. We can think of our measurement
waveforms as Dirac delta functions. As it turns out, delta
functions and sinusoids are maximally incoherent, an im-
portant property for compressed sensing to work (Candes
and Wakin 2008).
2.3 Vector-valued signals
In this work we are concerned with vector-valued signals
F ∈ Rn×p; the compressed sensing literature refers to such
signals as “multiple-measurement vectors” (Cotter et al.
2005; Malioutov et al. 2005; Chen and Huo 2006; Tropp
et al. 2006; Tropp 2006; Eldar and Mishali 2009). As before,
n corresponds to the number of temporal measurements and
p is the number of values measured at a given instant in
time. If F corresponds to a rake of hot wire sensors, then p
is the number of hot wires. If F corresponds to PIV velocity
fields, then each field is reshaped into a row vector and p
is the number of grid points in the velocity field multiplied
by the number of velocity components measured (typically
two). In this case, we observe that rows (of F) correspond to
points in time and columns to points in space.
We assume that there exists a basisΨ in which the rep-
resentation of F is sparse. Since F is a matrix, we must be
careful in defining what we mean by sparse. For a vector-
valued signal, we rewrite Eq. (1) as
F =Ψ Fˆ , (5)
where Fˆ ∈ Rn×p. In the simple case that p = 1, for which
Eq. (5) reduces to Eq. (1), sparsity requires that f have few
large elements. When p > 1, the elements of f correspond
to rows of F , so we require that there be few rows of F
with large norm. Letting G be a vector-valued measurement
analagous to g, we can rewrite Eq. (4) as
min
Fˆ∈Rn×p
∥∥Fˆ∥∥1,q subject to G=ΦTΨ Fˆ , (6)
where G ∈ Rm×p and the mixed norm ‖ · ‖1,q of a matrix M
is defined as
‖M‖1,q ,
n−1
∑
i=0
∣∣∣∣∣∣
(
p−1
∑
j=0
|Mi, j|q
)1/q∣∣∣∣∣∣ . (7)
This norm can be interpreted as taking the `q norm of
each row, stacking these values in a vector, and then tak-
ing the `1 norm of the vector of `q norms. The choice of
q weights the relative importance of nonzero entries that oc-
cur in the same row versus those that occur in different ones.
For instance, if q = 1, then we have an `1 equivalent of the
Frobenius norm for matrices and all nonzero elements are
penalized equally. However, in some applications we may
expect that only a few rows of Fˆ will contain nontrivial en-
tries, but within those rows we may have no expectation of
sparsity. In this case we would choose q > 1 to decrease
the penalty on nonzero elements within rows. (For other ex-
amples demonstrating the use of compressed sensing with
mixed norms, see Cotter et al. (2005); Malioutov et al.
(2005); Chen and Huo (2006); Tropp et al. (2006); Tropp
(2006); Eldar and Mishali (2009).) Recall from Sec. 2.2 that
in this work we choose Ψ to be the DFT basis. Then each
row of Fˆ corresponds to a particular frequency. Our notion
of row sparsity is then natural, as it corresponds to a signal
dominated by a small number of frequencies.
We note that one could theoretically perform com-
pressed sensing on the columns of F individually, treat-
ing each as a scalar signal. Each computation would yield
a sparse coefficient vector fˆ . However, there would be no
guarantee that the sparse elements would occur in the same
entries across computations. For a Fourier basis, that means
that while each computation would identify a small number
of dominant frequencies, these frequencies might vary from
computation to computation. This highlights an advantage
of the vector-valued approach: sparsity is enforced using all
of the data simultaneously.
2.4 Efficiency through POD projection
In practice, solving the optimization problem given by
Eq. (6) can be computationally prohibitive when the ma-
trix F is large. For PIV velocity fields, the dimension p
corresponds to the number of grid points multiplied by the
number of velocity components, which can easily exceed
105. Fortunately, many fluid flows evolve in relatively low-
dimensional subspaces. We can take advantage of this to
make compressed sensing feasible for PIV data.
Consider a vector-valued signal F where each row cor-
responds to a PIV velocity field. (We reshape each velocity
field into a row vector and concatenate each velocity compo-
nent to get a single vector describing the entire flow field.)
The transposed matrix FT is often referred to as a “snap-
shot” matrix in the DMD and POD literature, as each of its
columns describes a snapshot of the flow field at an instant in
time.3 For large p, we can compute the POD modes of FT
efficiently using the method of snapshots (Sirovich 1987;
Rowley 2005). The projection of FT onto the first r POD
3 We note the convention in fluid mechanics is that each column of
the snapshot matrix corresponds to an instant in time. For compressed
sensing, the convention is reversed: each row of the signal matrix cor-
responds to a particular instant.
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modes is given by
PrFT =UrUTr FT , (8)
where Ur ∈ Rp×r is a matrix whose columns are POD
modes. We refer to the r×n matrix
ATr ,UTr FT (9)
as the matrix of POD coefficients.4 We can project a vector-
valued measurement G in the same way, yielding the POD
coefficient matrix
BTr =U
T
r G
T , (10)
where Br ∈ Rm×r. (Recall, n is the number of time points,
m is the number of samples in time, p is the size of the data
vector, e.g., the number of grid points, and r is the number
of POD modes.)
Since F has a sparse representation in Ψ , so should Ar;
Ar describes the same behavior in a different coordinate sys-
tem. Then we can write
Ar =Ψ Aˆr, (11)
where Aˆr ∈ Rn×r, and we can apply compressed sensing to
Ar by solving
min
Aˆr∈Rn×r
∥∥Aˆr∥∥1,q subject to Br =ΦTΨ Aˆr. (12)
By using the mixed norm ‖ · ‖1,q, we enforce row sparsity,
meaning that only a few rows of Aˆr should contain nontrivial
values. We emphasize that in this work sparsity is assumed
in the Fourier basis and not in the POD basis; the latter is
used only as a means to reduce computational costs. This is
in contrast to recent work by Bai et al. (2013) and Brunton
et al. (2013c), in which sparsity is achieved via projection
onto a POD basis.
Recall that we are interested in computing spatial modes
that each oscillate in time with a fixed frequency, similar to
DMD. We can find such modes by using Aˆr to linearly com-
bine the POD modes. The matrix Aˆr has rows that each cor-
respond to a frequency and columns that each correspond
to a POD mode. Then each column of the product UrAˆT
is a spatial field corresponding to a particular frequency.
These are the equivalent of DFT modes, computed using
sub-Nyquist-rate data.
In an abstract way, this method is quite similar to
DMD. Recall that DMD is closely related to POD, with
the DMD modes computed as a linear combination of POD
modes (Schmid 2010; Tu et al. 2013b). The rest of the DMD
procedure can be considered a computation to determine
the proper coefficients for this linear combination. The re-
sult is a set of modes that each correspond to a particular
4 Again, we use the compressed sensing convention: rows of Ar cor-
respond to instants in time.
frequency (and growth/decay rate). Similarly, by construc-
tion the columns of UrAˆTr are linear combinations of POD
modes. We can consider the compressed sensing procedure
as a computation to determine the right coefficients for this
linear combination. However, unlike DMD, because we as-
sume thatΨ is a DFT basis, the compressed sensing modes
are purely oscillatory; there are no growth rates.
2.5 Sampling strategy
The allure of compressed sensing is that it can be used to
circumvent the Nyquist-Shannon sampling criterion. A key
requirement is that the signal of interest must be compress-
ible, but this is not uncommon; many signals are dominated
by a few characteristic frequencies. The other unique aspect
of compressed sensing is that it relies on random sampling
strategies. Results on whether or not a compressible signal
can be recovered generally focus on the number of measure-
ments required, with no constraints on the sampling other
than that it is random. (For decision-making purposes based
on spatial measurements, Brunton et al. (2013a) provide a
method for finding optimal sensor locations, showing that
well-designed sampling strategies can outperform random
sampling.) However, not all random sampling strategies will
work. For instance, if we happen to sample a scalar signal at
only zero crossings, then we have g = 0, and there is obvi-
ously not enough information to reconstruct a nontrivial sig-
nal. Furthermore, in practice a truly random sampling may
not be possible due to physical constraints; the minimum
time between samples is a common limitation.
In this work we develop sampling strategies based on
physical intuition. We assume the elements of the nominal
signal f correspond to times t = 0, t = ∆ t, t = 2∆ t, and
so on, with ∆ t small enough that f captures all dynamics
of interest. (For simplicity we refer to scalar signals in this
discussion, though everything extends to vector-valued sig-
nals.) Motivated by applications to PIV data, we assume that
the closest any two samples can be in time is smin∆ t. We
know from the Nyquist-Shannon sampling criterion that if
we sample f at a fixed rate corresponding to smin∆ t, we
may alias the signal and be unable to recover any oscilla-
tions with frequencies faster than 1/(2smin∆ t). Thus, we do
not expect that any (even if random) subset of those samples
will suffice for compressed sensing.
Instead, we assume that though we have a minimum sep-
aration between samples, we have enough accuracy to sam-
ple any element of f , so long as it is not within smin sam-
ples of the previous one. That is, we are not interested in the
fastest possible uniform sampling, which is given by data
collected at times t = 0, t = smin∆ t, t = 2smin∆ t, and so on.
Rather, we make use of the fact that we can collect data at
t = t∗ and t = t∗+ (smin + j)∆ t for any j. Intuitively, this
allows us to sample all phases of our signal, even though
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we cannot do so in a frequency-resolved manner. Applying
this strategy in a random fashion (letting j vary randomly),
the sampled signal should contain as much information as
a truly random sampling, as is usually considered in com-
pressed sensing.
Based on this intuition, we propose the following
sampling strategy, which we refer to as the “mini-
mum/maximum separation strategy”:
1. Define a minimum separation between samples smin.
2. Define a maximum separation between samples smax.
3. Sample the signal f such that the time between samples
is given by j∆ t, where j is random and uniformly dis-
tributed between smin and smax.
Alternatively, one could imagine randomly perturbing an
otherwise regular sampling rate. The time between sam-
ples would then be given by (savg + j)∆ t, where j is ran-
dom and uniformly distributed between −spert and spert, and
spert is the maximum allowable perturbation in the sam-
ple separation. However, this is just a special case of the
minimum/maximum separation strategy, with savg = (smin +
smax)/2 and spert = (smax− smin)/2.
The value of smin can be chosen such that no samples
are collected faster than allowed by the maximum sampling
rate. Intuitively, smax should be large enough that all phases
of the signal are sampled, in order to avoid aliasing. One
rule of thumb is to make sure that the maximum spacing
between samples is at least as large as 1/ fmin, where fmin is
a characteristic slow frequency.
2.6 Summary of method
We summarize the steps of our method here.
1. Define a strategy for sampling randomly in time (see
Sec. 2.5).
2. Use this strategy to generate a “chirp signal” of 1’s and
0’s, where a 1 corresponds to a time when a sample
should be collected. When the chirp signal has value 0,
no data should be collected.
3. Set up a triggering system such that data are only col-
lected when the value of the chirp signal is 1.
4. Collect data according to the chirp signal.
5. Compute POD modes from the data.
6. Choose a set of r POD modes to represent the data, for
instance setting a threshold for the amount of energy
captured by the modes. This defines the matrix Ur.
7. Project the data onto the POD modes, resulting in a ma-
trix of sampled POD coefficients Br.
8. Solve the optimization problem given by Eq. (12), where
n is determined by the time elapsed between the first and
last data samples.
9. Compute the compressed sensing modes as the columns
of UrAˆTr .
We note that for especially long signals (large n), the opti-
mization problem given by Eq. (12) can be replaced with a
greedy algorithm such as OMP. In that case, only the non-
trivial rows of Aˆr will be computed, but the computation of
the compressed sensing modes as a linear combination of
POD modes is unchanged.
3 Results
In this section we present two extended examples that
demonstrate the capabilities of the method described above.
The first deals with a numerical dataset that we construct,
designed to test various features of our method. The second
applies our method to data collected from a fluid flow ex-
periment. In both cases, we are able to correctly identify the
characteristic frequencies and oscillatory modes that domi-
nate the signal of interest, using only sub-Nyquist-rate sam-
ples.
3.1 Canonical dataset
The vast literature on compressed sensing leaves very little
doubt that `1 minimization and greedy algorithms can in fact
reconstruct compressible signals. Thus the features of our
method that require verification are the sampling strategy
and the use of a POD projection to reduce computational
costs. As a test, we consider a dataset of the form
f (t) = sin(ω1t)v1 + sin(ω2t)v2 +0.1w(t). (13)
We choose frequenciesω1 = 1.3 andω2 = 8.48 and draw the
elements of w independently from a uniform distribution on
the open interval (0,1). The vectors v1 and v2 are the oscilla-
tory spatial modes that we want to recover using compressed
sensing. For illustrative purposes, we choose the Gaussians
v1 = 2exp
(
− (x−0.5)
2
2(0.6)2
− (y−0.5)
2
2(0.2)2
)
v2 = exp
(
− (x+0.25)
2
2(0.6)2
− (y−0.35)
2
2(1.2)2
)
,
(14)
where x and y are spatial coordinates. Figure 1 shows a vi-
sualization of these modes.
We generate a nominal signal F whose columns are
given by f ( j∆ t) for j = 0,1, . . . ,n− 1, with ∆ t = 0.05 and
n = 8001. The signal is sampled with a minimum spacing
smin = 60 and a maximum spacing smax = 75, resulting in
117 total samples. Since the fastest frequency in the sig-
nal is ω2 = 8.48 and the underlying timestep is ∆ t = 0.05,
the sample spacing that satisfies the Nyquist-Shannon sam-
pling criterion is sNyq = 7. Thus we see that we are at
best sampling at eight times slower than required by the
Nyquist-Shannon sampling criterion. Figure 2 shows a plot
Toward compressed DMD: spectral analysis of fluid flows using sub-Nyquist-rate PIV data 7
of sin(8.48t) overlaid with points corresponding to the ran-
dom sampling. It is clear that using traditional techniques,
there is not enough data to reconstruct the underlying sig-
nal.
By construction, this signal is compressible, consisting
of two dominant oscillations and low-amplitude broadband
noise. It is thus suitable for compressed sensing. Further-
more, we see from Fig. 3 that POD modes computed from F
are not aligned with the oscillatory ones.5 Rather, each POD
mode combines features of both oscillatory modes. This is
by design; for our method to work properly, it must correctly
combine the POD modes such that these features are cor-
rectly isolated.
Figure 4 shows the result of solving Eq. (12) using the
software package cvx (Grant and Boyd 2008, 2012) to com-
pute Aˆr. We see that using compressed sensing, we cor-
rectly identify the two dominant frequencies, with less than
2.5 % error in each case. In fact, the identified frequen-
cies agree exactly with those computed from a DFT of the
time-resolved data, and are thus as accurate as can be ex-
pected. With regard to the spectral power values, we find
good agreement for the primary frequency, but noticeable
error for the secondary frequency. The rest of the frequen-
cies have neglibible energy, a result of the `1 minimization.
From Fig. 5, we can see that the correct oscillatory
modes are identified. There are some aberrations, but for the
most part the compressed sensing modes resemble the Gaus-
5 We find that the POD modes do not differ much when computed
from the time-resolved signal F versus the sampled signal.
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Fig. 1 True oscillatory modes for the canonical dataset, as defined in
Eq. (14). (Left) v1; (right) v2.
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Fig. 2 Random sampling for the canonical dataset. The first six sam-
ple points are plotted over a sine wave with frequency ω2 = 8.48, the
fastest component of the signal defined by Eq. (13). Clearly, the sample
points do not resolve the fastest oscillations.
sians shown in Fig. 1, rather than the POD modes shown
in Fig. 3. We note that because this method relies on ran-
dom sampling, if we repeat the computation, the aberrations
are sometimes larger or smaller. However, we can decrease
the likelihood of such errors by simply taking more samples
(either by sampling faster or by using a longer signal); this
also decreases the error in the spectral power values. Over-
all, Figs. 4 and 5 show that our method is capable of iden-
tifying temporally oscillating structures in a spatial signal
using sub-Nyquist-rate data, even in the presence of noise.
3.2 Flow past a cylinder
The low-Reynolds number flow past a cylinder leads to sus-
tained oscillations in the wake. The resulting wake structures
are known collectively as a von Ka´rma´n vortex street. It is
well known that a von Ka´rma´n vortex street is dominated by
a single characteristic frequency. Thus while the flow may
not be exactly sparse (in frequency space), it is an example
of the type of flow that one might want to investigate exper-
imentally using compressed sensing techniques. As such, it
provides a valuable test of our method.
We conduct a cylinder flow experiment in a recirculat-
ing, free-surface water channel. The cylinder is made of an-
odized aluminum and has diameter D= 9.5 mm and length
L = 260 mm. With a freestream velocity U∞ = 4.35 cm/s,
this yields a Reynolds number Re = 413 (based on the cylin-
der diameter). To eliminate the effect of surface waves, we
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Fig. 3 POD modes of the canonical dataset. The POD modes mix to-
gether features of the true oscillatory modes (Fig. 1).
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Fig. 4 Comparison of spectra for the canonical dataset. Power values
are normalized by the peak power computed using a DFT of the time-
resolved data. The compressed sensing computation very accurately
identifies the expected frequencies. (The true frequencies are denoted
by red dotted lines.)
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Fig. 5 Compressed sensing modes for the canonical dataset. Compar-
ing to Figs. 1 and 3, it is clear that compressed sensing has correctly
combined the POD modes to recover the original oscillatory modes.
suspend the cylinder vertically in the test section using an
acrylic plate placed over the upper boundary of the water
channel, as shown in Fig. 6. The gap between the cylinder
and the lower wall of the channel is kept small (1–2 mm) to
minimize three-dimensional effects.
We generate a laser sheet using a Nd:YAG laser (Litron
Nano L 50-50) and illuminate the cross-section at the mid-
span of the cylinder. The sheet is imaged from below the
water channel with a hybrid CCD/CMOS camera (LaVision,
Imager sCMOS). The laser and the camera are synchronized
with a programmable timing unit. We acquire 8000 image
pairs with a delay of 8000 µs between exposures, at an over-
all sampling frequency of 20 Hz. For seeding, we use neu-
trally buoyant hollow ceramic spheres with an average di-
ameter of 10 µm.
PIV velocity fields are computed with a spatial cross-
correlation algorithm using LaVision DaVis 8.1.2 software.
The data are processed using four passes with 50 % over-
lap: one pass with a 128× 128 pixel interrogation window,
one pass with a 64×64 pixel window, and two passes with
a 32× 32 pixel window. This results in velocity fields with
2160× 1280 pixel resolution, with a cylinder diameter of
camera
laser sheet
U
cylinder
mirror
Fig. 6 Experimental configuration for acquiring PIV data in the flow
past a cylinder. The cylinder (red) is mounted vertically, and the wake
is imaged in a horizontal plane located at the mid-span (green).
approximately 128 pixels. The final vector fields have a res-
olution of 135×80.
For Re = 413, a sampling rate of 20 Hz easily resolves
the wake shedding frequency, which can be estimated to be
on the order of 1 Hz. Thus we can use the time-resolved
PIV data to compute DMD modes and eigenvalues. These
provide a basis of comparison for our method, as they are in
effect the true oscillatory modes and frequencies that we are
trying to approximate using compressed sensing. The result-
ing DMD spectrum is shown in Fig. 7. (To eliminate spuri-
ous peaks, the mode norms are scaled as described in Tu
et al. (2013b).) We observe that there is a dominant fre-
quency at fwake = 0.889. There are also harmonic peaks in
the spectrum at approximately 2 fwake and 3 fwake.
We note that the peaks in the spectrum are somewhat
broad, and that the superharmonic peaks are significantly
lower than the peak corresponding to the shedding fre-
quency. Thus while we can identify three spectral peaks,
one could argue that the flow is in fact dominated by a sin-
gle frequency. The DMD modes corresponding to the wake
frequency show strong coherence and top-bottom symmetry
(Fig. 8 (a)), as do those corresponding to 3 fwake (Fig. 8 (c)).
The modes corresponding to 2 fwake show features of top-
bottom anti-symmetry, but the structures are less coherent.
Figure 9 shows the six most energetic POD modes, com-
puted using time-resolved PIV data.6 Comparing Figs. 9 (a)
and (b) to Figs. 8 (a) and (d), we see that the first two
POD modes resemble the DMD modes corresponding to
the wake shedding frequency. The remainder of the first six
POD modes contain coherent structures, but do not resemble
DMD modes. However, if we consider even lower energy
modes, we do find some that resemble higher-frequency
DMD modes; these POD modes are shown in Fig. 10. The
6 In practice, we would compute the POD modes using only the
sampled data, and not the time-resolved data. However, for this flow
we do not expect the POD basis to change much if computed from
the sampled data, due to the strong attraction of the dynamics onto the
low-dimensional POD subspace.
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Fig. 7 DMD spectrum computed from the flow past a cylinder using
time-resolved PIV data. (The mode norms are scaled as described in Tu
et al. (2013b), in order to eliminate spurious peaks.) Peaks correspond-
ing to modes shown in Fig. 8 are highlighted in blue. There is a dom-
inant spectral peak at f = 0.889 Hz, corresponding to the wake shed-
ding frequency. Superharmonics of this frequency also appear in the
spectrum, but with much lower energy.
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Fig. 8 DMD modes computed from the flow past a cylinder, illustrated using contours of vorticity. The figures in the top row show the real part of
each mode; the imaginary parts are shown in the bottom row.
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Fig. 9 First six POD modes computed from the flow past a cylinder, illustrated using contours of vorticity. The dominant two modes ((a) and(b))
resemble the DMD modes corresponding to the wake shedding frequency (Figs. 8 (a) and (d)). The next four modes contain coherent structures,
but do not resemble DMD modes.
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Fig. 10 DMD-like POD modes computed from the flow past a cylinder, illustrated using contours of vorticity. These two modes resemble the
higher-frequency DMD modes shown in Figs. 8 (b) and (e). However, they contain very little energy. (Left) Mode index 7, 0.646 % energy; (right)
Mode index 8, 0.579 % energy.
POD energy distribution is illustrated in Fig. 11. We see
that the flow is dominated by a single pair of POD modes.
There is a sharp drop-off in energy content thereafter, with
12 modes required to capture 75 % of the energy contained
in the dataset. We choose these first 12 modes as our low-
dimensional basis for compressed sensing (see Sec. 2.4).
For the compressed sensing computation, we downsam-
ple the time-resolved PIV data, rather than acquiring a new
dataset using a trigger. We sample the data using the mini-
mum/maximum separation strategy, choosing smin = 50 and
smax = 70, in comparison to sNyq = 10. This results in 33
total samples, out of the original n= 2000. Due to the simi-
larity of the first POD mode and the dominant DMD mode,
we expect that a time history the first POD coefficient will
contain oscillations at the wake shedding frequency. Fig. 12
shows the sample points overlaid on a time trace of the first
POD coefficient. We see that again, the sample points are
so infrequent that traditional methods would not be able to
reconstruct the underlying signal.
For this larger computation, we perform compressed
sensing using OMP rather than `1 minimization. We com-
pute the first ten DFT modes using this greedy approach;
10 Jonathan H. Tu et al.
0 2 4 6 8 10
0
0.1
0.2
0.3
E
ne
rg
y
fr
ac
tio
n
0 2 4 6 8 10
0.2
0.4
0.6
0.8
Mode index
C
um
.e
ne
rg
y
fr
ac
.
Fig. 11 POD energy content for the flow past a cylinder. The first two modes dominate, followed by a slow roll-off in energy content. 12 modes
are required to capture 75 % of the energy in the dataset. (Left) Energy fraction per mode; (right) cumulative energy fraction.
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Fig. 12 Random sampling for the flow past a cylinder. Eight consec-
utive sample points are plotted over the time history of the first POD
coefficient. We see that the sample points clearly do not resolve the
fastest oscillations in the signal.
the resulting spectrum is shown in Fig. 13. Once again, a
dominant peak is identified, here corresponding to the wake
shedding frequency. The identified frequency again agrees
exactly with that computed from a DFT of the time-resolved
data. The error with respect to the true wake frequency is
less than 2.5 %. There is also good agreement between the
OMP and DFT results in terms of the energy associated with
the dominant frequency.
Unfortunately, the harmonic peaks observed in the DMD
spectrum (Fig. 7) do not appear here. This is the case even as
we vary the sampling rate and the total number of samples.
(As we do so, the dominant peak is consistently identified,
but there is no pattern in the other peaks that appear.) We see
from Fig. 13 that a DFT computed from the time-resolved
POD coefficients does not identify harmonic peaks either.
Since we assume our signal is sparse in the Fourier basis
(see Sec. 2.2), the best we can expect of our OMP compu-
tation is agreement with a DFT. Thus it should be expected
that OMP only identifies one dominant peak; the rest are
spurious, explaining why they vary in a seemingly random
way as the computation is repeated with different random
samples.
It is interesting that for this dataset, DMD identifies har-
monic spectral peaks while a DFT identifies only the funda-
mental frequency. While an in-depth comparison of DMD
and Fourier analyses lies outside the scope of this work, we
highlight a few key points. First, unlike DFT modes, DMD
modes are not orthogonal. This is why the DMD spectrum
shown in Fig. 7 cannot be interpreted as a plot of power
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Fig. 13 Comparison of spectra for the flow past a cylinder. Power val-
ues are normalized by the peak power computed using a DFT of the
time-resolved data. OMP correctly identifies the wake shedding fre-
quency. (The true frequency is denoted by a red dotted line.)
spectral density. (As such, we do not expect the magnitudes
of the peaks in Figs. 7 and 13 to agree.) Second, the tempo-
ral evolution associated with each DMD mode may include
exponential growth or decay, in contrast to the purely os-
cillatory dynamics of DFT modes. It is likely due to these
differences that the DMD and DFT spectra disagree regard-
ing the frequency content of the signal.
The dominant OMP mode is depicted in Fig. 14. We see
that OMP correctly pairs the dominant POD modes with the
wake shedding frequency, as expected based on DMD anal-
ysis. (Recall that the dominant POD modes closely resemble
the dominant DMD modes.) Though the OMP modes do not
exactly match the DMD modes (Figs. 8 (a) and (d)), they
capture the main coherent structures. We note that in theory,
one could compute the POD modes using non-time-resolved
data and then independently measure the dominant flow fre-
quency using a hot wire (which is much faster than PIV and
can resolve the wake shedding frequency). One could then
pair these together to arrive at the same conclusions as we
get using OMP. However, the compressed sensing/OMP ap-
proach identifies the oscillatory modes and corresponding
frequency directly from the data and does not require a pri-
ori knowledge of the flow dynamics (aside from an intuition
that the signal is compressible). As such, it is generalizable
to more complex flows, where it may not be obvious how to
pair the dominant POD modes with characteristic flow fre-
quencies.
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Fig. 14 Dominant OMP mode for the flow past a cylinder, illustrated
using contours of vorticity. Comparing to Figs. 8 (a) and (b), we see
that OMP identifies the general structure of the true oscillatory mode.
(Left) Real part; (right) imaginary part.
4 Conclusions and future work
We have developed a method for computing temporally
oscillating spatial modes from sub-Nyquist-rate data. This
method combines concepts from compressed sensing, for-
mulated for vector-valued signals, and DMD. The result is
a method that is similar to the DFT, as the modes each cor-
respond to a particular temporal oscillation frequency, but
no temporal growth or decay. An interesting future direc-
tion would be to relax this assumption, either by choosing
a more general basis Ψ or by adaptively searching for the
correct growth/decay rates. Doing so would yield a method
that could truly be called “compressed DMD.”
We demonstrated the capabilities of our method us-
ing both numerical and experimental data. The compressed
sensing computations were done using `1 minimization and
greedy algorithms (specifically OMP), respectively. In both
cases, the correct frequencies and spatial modes were identi-
fied. This verifies not only the compressed sensing approach,
but also the random sampling strategy proposed in Sec. 2.5.
While our method was originally motivated by the limi-
tations of PIV technology, the strategies we employed apply
more generally, as they deal with two challenges that com-
monly arise in the data-driven analysis of complex dynami-
cal systems. The first of these is insufficient temporal resolu-
tion. Using compressed sensing, we can extend the capabil-
ities of sensors that are limited by slow sampling rates. This
approach is also beneficial with faster sensors, for which
compressed sensing can be leveraged to analyze even faster
dynamics.
In addition, our method successfully deals with so-called
“big data” problems. Even when fast sensors are available,
uniform sampling can lead to an overabundance of data. The
use of compressed sensing can be thought of as method for
more efficient sampling, reducing data storage requirements.
However, even if temporal sampling is reduced, large mea-
surement vectors can strain computational resources. This is
the case for PIV, due to the desire for increased spatial/image
resolution. As a result, processing PIV data can be cumber-
some. To overcome this, our method uses POD to encode
PIV data in a low-dimensional subspace, making the data
amenable for standard compressed sensing algorithms.
Given the broad applicability of compressed sensing and
dimensionality reduction, it is likely that our method will
be applicable to a wide-range of dynamical systems. Any
system limited by sampling rates, storage capacity, or high-
dimensional measurement vectors would be a prime target.
In its current form, our method enables spectral analysis
when standard approaches may fail. Future extensions could
explore the use of bases other than the Fourier basis, provid-
ing more general characterizations of a system. Certainly,
the continued merging of compressed sensing and dynami-
cal systems concepts holds much promise.
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