The problem of model selection or determination of the number of hidden units is elucidated by the statistical approach, by generalizing Akaike's information criterion (AIC) to be applicable to unfaithful (i.e., unrealizable) models with general loss criteria including regularization terms. The relation between the training error and the generalization error is studied in terms of the number of the training examples and the complexity of a network which reduces to the number of parameters in the ordinary statistical theory of the AIC. This relation leads to a new Network Information Criterion (NIC) which is useful for selecting the optimal network model or determining the number of hidden units based on a given training set.
Introduction
In engineering elds, one of the most important applications of articial neural networks is modeling a system with an unknown input-output relation. Given a xed architecture of networks, parameters are usually modied by the stochastic gradient descent method which eventually minimizes a loss function. Learning is carried out based on a training set which consists of a number of examples observed from the actual system (Widraw [1] , Amari [2] , White [3] , etc.). For instance, the back-propagation method is used for multi-layered networks [4] .
An important but dicult problem is to determine the number of parameters or the number of hidden units needed to model the system by using only input-output examples. This is because an increase in the number of the parameters lessens the output errors for the training examples but increases the errors for novel examples. For instance, in the case of a multilayered network, when we add some units in hidden layers, the network can emit more precise outputs for the training inputs, but it may emit worse outputs for inexperienced inputs. Performance for generating accurate outputs for the training inputs competes against that for predicting appropriate outputs for unknown inputs. Such discrepancy increases with the number of parameters to be estimated. In order to solve this problem, we need to consider the relation among the complexity of a model, the performance for the training data, and the number of examples, such as the AIC [5] and the MDL [6] . There are some researches intending to apply these principles (e.g. Forgel [7] , Moody [8] , Wahba [9] , Wada and Kawato [10] ). The present paper is a detailed version of a short note by Murata, Yoshizawa and Amari [11] , giving a most general solution to this problem.
The present paper treats a hierarchy of stochastic neural networks of feed forward type. A network is regarded as a machine, which produces an output y, when x is an input, based on a conditional probability p(yjx; ), where is the parameter vector specifying the network. The problem is to nd the optimal model and the optimal parameter value to approximate a given true conditional distribution from which a set of training examples is chosen.
This is regarded as a statistical problem. However, we need to generalize the AIC approach in two points: The rst is that the true distribution q(yjx)
is not necessarily included in any of the model fp(yjx; )g. The true distribution is said to be an unrealizable rule and the model is said to be unfaithful in such a case. The second is that we use a general loss function includ-ing a regularization term, including the negative of likelihood as a special case which leads to the maximum likelihood estimator. The regularization term was introduced in the loss by Moody [8] . This gives the smoothness condition and ts well the neural information processing purpose.
In section 2, we dene a general loss function by which we evaluate how the behavior given by the true input-output distribution is dierent from that given by a network model. We then formulate a leaning procedure based on a repeated resampling plan from a xed training set of examples sampled from the true distribution. Once the training set is xed, we can only use the empirical distribution of the training set instead of the true unknown distribution.
Section 3 is devoted to the evaluation of the network parameter after learning. Double evaluations are necessary, one showing how the learned parameter approximates the quasi optimal parameter which is optimal to the training data or the empirical distribution of the training set, and the other showing how the quasi optimal parameter for the empirical distribution approximates the true optimal parameter for the unknown distribution. This elucidates the relation between the training error and the generalization error in terms of the complexity of a network and the number of training examples.
Based on this relation, we propose in section 4 the Network Information Criterion (NIC) which reduces to the AIC in an ordinary statistical setting. The criterion leads to the eective number m3 of parameters which is the same as one introduced by Moody [8] in the case of additive noise. We nally give an important remark that the criterion is applicable only for comparing a hierarchical set of models in which one model is included in another as a submodel. This originates from a stochastic uctuation in the training error, which cannot be evaluated by its ensemble average. However, this uctuation term is common to all the members of a hierarchical model, so that they are canceled out. This is a restriction when the generalization error is evaluated in terms of the training error, but is not still well recognized.
A Discrepancy Function and the Learning Rule
Let us consider a stochastic system which receives an input vector x 2 R n in and emits an output vector y 2 R nout . An input vector x is generated subject to a probability q(x) and an output vector y is emitted subject to a conditional probability q(yjx) specied by x. In the following discussion we identify the system with the conditional probability q(yjx), or a joint probability distribution q(x; y) which is a product of the given input distribution q(x) and the conditional distribution q(yjx).
An articial layered stochastic neural networks are regarded as a parametric family of conditional distributions. A network has a conditional distribution p(yjx; ), where 2 R m is an m-dimensional parameter that species the model network. When the true distribution q(yjx) belongs to the model, that is, when there is a for which q(yjx) = p(yjx;); the distribution is said to be realizable and the model is said to be faithful. The present paper does not assume the realizability or the faithfulness of the model.
The following is a typical form of p(yjx; ) for a multi-layer network. The network calculates a function f (x; ) where components of the parameter correspond to the weights and thresholds, and then a noise term (x) is added to produce the output
The noise is said to be additive when its distribution is independent of x. In this additive noise case, the conditional distribution is given by p(yjx; ) = a(y 0 f (x; )); where a() is the probability density function of the noise . In the general case, the noise distribution a(jx) depends on x, so that p(yjx; ) = a(y 0 f (x; )jx):
When the network is noiseless, it is deterministic and the function a(jx) reduces to the delta function.
In order to evaluate the performance of the network, we dene a discrepancy function which measures the dierence D(q; p()) between the true conditional distribution q(yjx) and the conditional distribution p(yjx; ) of the model. To this end, we rst introduce a loss function k(x; y; ) which is a loss when an input x is processed by a network specied by parameter , where y is the true output. In the case of a multi-layered network we usually take the mean square error as the loss, We can treat many other types of loss functions (Amari [2] , White [3] ). Following Moody [8] , it is possible to add a regularization term s() to the loss, which gives a penalty to a complex network. In this case, we have d(x; y; ) = k(x; y; ) + s() as a new loss function.
Denition 1 A discrepancy function or the expected loss D(q; p()) between two distributions q and p() is dened by the expectation of the loss plus a regularization term,
In the simplest case, when the mean square error is taken as the loss, the noise is additive and no regularization term is added, the discrepancy function is However, our theory holds in the general case. The optimal parameter, that is the optimal model with respect to the discrepancy function or the expected loss, depends on the unknown true distribution q(x; y). However, we do not know it and instead we can use only a training set consisting of t examples generated from the true distribution. In other words, we can use only the empirical distribution constructed from the training set of t examples, where (x i ; y i ) are the observed input-output pairs. It is well known that, if t is large enough, then q 3 (x; y) approximates q(x; y) in the weak sense, and it is reasonable to evaluate the the network model by using q 3 (x; y) instead of q(x; y). However, for a nite number t of examples, it is necessary to take the dierence between q(x; y) and q 3 (x; y) into account.
The dierence is shown as follows. Let o be the optimal network parameter in the sense of minimizing the discrepancy function D(q; p()), that is,
Similarly, let 3 be the quasi optimal parameter when the underlying distribution is the empirical distribution constructed from t examples,
Usually o and 3 are dierent, and it is important to evaluate their dierence.
Before evaluating this dierence, we describe the stochastic descent learning procedure for searching for the quasi optimal parameter as follows.
Denition 2 In each learning step, a new example is chosen from the training set, that is, subject to the empirical distribution. This is called the resampling plan. The parameter n at time n is modied according to the following rule, n+1 = n 0 " n rd(x n ; y n ; n ); (3) where r denotes the gradient with respect to the parameter , " n is a positive value called a learning coecient. Here (x n ; y n ) is an example at time n independently chosen subject to q 3 (x; y).
This learning rule called the stochastic gradient descent method was studied by many researchers (e.g., Amari [2] , Rumelhart et al. [4] , White [3] ) for multi-layered neural networks and more general models. In the following we x the learning coecient " n at a positive value ". The asymptotic accuracy of learning is discussed in the next section.
In the case of the deterministic multi-layered network, this method leads to the back-propagation method. In the case where a training set consists of t stored examples, the discrepancy function is and n approaches 3 as n ! 1 and " ! 0.
Asymptotic Accuracy of Learning
In this section we consider the asymptotic properties of the estimated parameter n at the n-th modication by using t stored examples repeatedly. We also study the relation among n , o and 3 . The parameter n obtained at the n-th modication depends on the resampling plan, that is, the order in which the examples are selected from the training set during the learning procedure. Hence n is a random variable, even when the training set is xed. The training set itself, or its sample empirical distribution q 3 (x; y), is also a random variable, because it depends on randomly chosen t examples. Let r n ( n ) be the probability distribution of n . The distribution r n ( n ) converges to some probability distributionr() in law, that is,r () = lim n!1 r n ():
Therefore, when n is large enough, the random variable n is subject to the distributionr( n ). In the following, E P and V P denote, respectively, the expectation and the variance with respect to a probability distribution P (X). We now evaluate the behavior of n when n is large. The following lemma shows how n deviates from 3 , the optimal parameter for a given training set. We x the learning coecient " at a small positive constant and an initial value of the parameter before learning is taken in a neighborhood of the optimal parameter o . Let be the parameter after enough times of learning. Then is subject tor and the expectation and the variance of are given by the following lemma. The proof is given by Amari [2] . Moreover it is shown that the distribution of approaches a normal distribution as " ! 0 [12] . It should be noted that Q 3 is written as
Roughly speaking, this lemma shows that the estimated parameter (= n ) has a Gaussian distribution whose expectation is the quasi optimal parameter 3 and whose variance is proportional to ".
Since 3 is dierent from o , we next consider the uctuation of 3 around o caused by a random choice of the training set, that is, by substituting q 3 (x; y) for q(x; y) in the training procedure. The empirical distribution q 3 (x; y) is composed of t examples which are randomly and independently generated subject to q(x; y), and the quasi optimal parameter 3 depends on this random empirical distribution. Let r 3 () be the probability distribution of 3 . The distribution r 3 () has the following properties. Lemma This implies that, by restricting some components of 2 to xed values or within xed relations, we obtain the rst submodel. In the case of multilayered networks, the numbers of units in the input layer and output layer are the same in two models, but the number of units in the hidden layers are larger in the second model. By putting the connection weights and thresholds of the extra units equal to 0, we obtain a smaller submodel.
When the parameters 1 and 2 of the two models are estimated by using the common training data set, the problem is to decide which model is better. We have already dened the discrepancy function D(q; p()) and dened the learning rule as minimizing this discrepancy value. Therefore, one idea is to select the model which has a smaller discrepancy D(q; p i ( i ) value. However we do not know the true system q(x; y) so that we cannot calculate D(q; p i ( i )). We can only know the empirical distribution q 3 (x; y), and so we estimate D(q; p i ( i )) by using D(q 3 ; p i ( i )). When we use D(q 3 ; p i ( i )) instead of D(q; p i ( i )), we need to evaluate their dierence. This is because D(q; p i ( i )) is tend to be overestimated by using D(q 3 ; p i ( i )) when the number n i of parameter in the model is larger. From lemma 1 and lemma 2 we can derive the following relation.
Theorem 1
The average discrepancy between the true system q(x; y) = q(yjx)q(x) and the trained model p(yjx;) by using a set of t examples is given by hD(q; p())i = hD(q 3 ; p())i + 1 t tr GQ 01
where h1i denotes the expectation subject tor() and r 3 ( 3 ).
Proof is given in Appendix B. This relation gives the following Network Information criterion for selecting the optimal architecture of neural networks. It is important to compare the NIC with other results related to this problem. When the model is faithful and the loss is given by the negative log loss, the problem is exactly the same as selecting a statistical model for estimating the joint distribution q(x; y). In this case Therefore, the NIC reduces to Moody's in the additive noise cases. See also Wahba [9] . The NIC as well as the AIC is eective for the model selection among a sequence of hierarchical models where one is included in another as a lowerdimensional submodel. This remark is usually not stated explicitly in the AIC case nor other generalizations of the AIC (e.g., in Moody [8] ). This restriction originates from the following fact.
Network Information Criterion
We have evaluated the dierence in the ensemble average between D(q; p()) and D(q 3 ; p()) in deriving the NIC. However, when we apply the criterion in selecting a model, the training set is xed, and we need to evaluate D(q; p()) and D(q 3 ; p()). We have the stochastic expansion (see the appendix) of D as
Figure 1: The geometrical relationship between the system and network models. This gure shows the simple image of the relation among the true system, the empirical system, model M 1 and model M 2 . Distributions q(x; y) and q 3 (x; y) denote the system and the empirical distribution. In this case, the smaller model is enough to approximate the true system, and the parameter f io ; i = 1; 2g represents the optimal parameter for the true distribution and f 3 i ; i = 1; 2g represent the quasi optimal parameters of models is a random variable of order 1, so that it dominates the eective dimension term which is of order 1=t. However, we can prove that the U is common except for the term of order t 03=2 to all the models within a hierarchical structure. Therefore, it is not eective to apply this type of criteria to non hierarchical models. This fact was pointed out by Takeuchi (1976) [13] and is known to specialists of the AIC but is still not well known to those who apply the AIC.
Conclusion
We investigated the problem of determining the optimal number of the parameters in neural networks from the statistical point of view. We have generalized Akaike's information criterion to be applicable to non-faithful models (or the approximation of an unrealizable input-output relation) under a general loss function including a regularization term. The proposed NIC criterion measures the relative merits of two models which have the same structure but a dierent number of parameters. In other words, the criterion determines whether more neurons should be added to a network or not.
This study is partly supported by grant-in-aid #03251102 and #03234109 from Ministry of Education of Japan. On the other hand, when the smaller model cannot approximate the true system adequately, the discrepancy D(q; p 1 ( 1 ) ) is quite larger than the discrepancy D(p; p 2 ( 2 )), and the dierence between the discrepancy function is dominant, and so we do not have to consider U i in this case. Thus U can be ignored in evaluating performance of models which have the same structure but dier in the number of parameters.
