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I. INTRODUCTION 
Considering the normalized Hamiltonian: 
4L P) = f 2 hi2 ?- Pi2) + 2 Kfi(% P) 
i-l m-3 
(0) 
where H,(q, p) is a homogeneous polynomial of degree m, Liapunov showed 
that if none of the &, i = l,..., n, were an integer multiple of h, , then the 
dynamical system governed by H has a one-parameter family of periodic 
solutions near the origin. Also, the period approaches 27~11 h, ) as the family 
approaches the origin. 
Recently J. Roels ([6], [7]) obtained this result when h, = k/\, , k > 4 
and later k = 3 provided a certain number which depends on k does not 
vanish. 
This paper treats the resonance situation by employing the alternative 
method ([I]-[5]). By using this technique, one is able to avoid iteration 
schemes and convergence proofs. In addition, we are no longer dependent 
on considering solely Hamiltonian equations; any dynamical system which 
possesses a first integral can be treated. Also, all resonance cases k 3 2 
are handled with one unifying theorem (when k = 2 an additional easily 
verifiable side condition involving second order terms is needed). The 
general case for k = 2 is treated in a later section. 
This type of development appears to be a very natural one. From this 
approach it can be seen that the resonance situation produces two additional 
2a/l A1 i-periodic solutions for the linear variational equation at the origin. 
This, in turn, gives rise to a pair of determining equations which were not 
present in the non-resonance case. In order to solve these equations by a 
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basic implicit function theorem, the differential of their first order approxi- 
mation must be non-singular. This is precisely the condition that its deter- 
minant, which depends on k and the second and third order terms of our 
equation, must not vanish. In fact, if we consider the dynamical s\stem 
generated by (0) this is precisely the condition that Roels obtained. 
II. AK ANALYTIC DYKAMICAL SYSTEM WITH RESONANCE 
We consider the dynamical system: 
.$ = Ax, + X,(x, Y) 
i 2-= -Ax,+ X*(x, Y) 
i, = khl + X3(x, Y) 
ji4 -- --Ax, + X,@,Y) 
j = B-v + Y(x, Y) 
(1) 
where k is some integer 3 1, 
,YER’ 
and B is a non-singular 1 x I matrix of which no eigenvalue is an integer 
multiple of ih. Furthermore we assume the non-linear terms are analytic in 
a neighborhood of the origin. That is, letting Y = (vr , ~a , i~:i , v4), 
w = ( Wl ,..., wJ be non-negative integer vectors where 
1 ” + w 1 = v1 + ... - v4 + w1 --I ... L- w1 ) 
we can express our non-linearities in the power series form 
Xi - f ( C K;x’j-) i := I,...,4 
m-2 pw,=m 
and similarly 
W,Y) = nz2 (,“Lx_3 w’y”) 
in a neighborhood of (0, 0). 
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Our main assumption is that system (1) possesses a first integral, u(~,Y), 
given by: 
kh $2) 7 z (x*2 + $2) + y’Sy f 22(x, y) (2) 
where S is some I x 1 matrix and ri has terms of least order 3. 
By use of the alternative technique, a condition will bc provided for when 
(1) has a one-parameter family of periodic solutions near the origin whose 
period approaches 24 A, / as the family approaches the origin. The condition 
will depend solely on the coefficients of the second and third order terms of 
X, , X2 , Xa and .U., . 
III. PRELIMINARY TRANSFORMATIONS 
To successfully apply the alternative technique, it is necessary to first 
change co-ordinates. 
Letting: 
x1 ---_ p’ sin he; x* = p’v,‘; 
x* == p’ cos Ad; x4 = p1v2’; 
y = p'z' (3) 
and then dividing out the 4 equation to eliminate the time parameter which 
automatically arises due to the autonomous nature of our system, (I) becomes: 
4’ - := R(p’, v’, z’, e) d0 
dv,’ - = khv,’ + LX(~) p’ + -Vl(p’, v’, z’, 0) de 
dv,’ - = -khv,’ -j- /l(8) p’ + T2(p’, v’, z’, 0) do 
(4) 
dz’ 
- = Bz’ + y(e) p’ + Z(p’, d, zt, e) de 
where the right-hand side is 241 h I-periodic in 8 and R, VI , V2 , 2 are all 
of least order 2 in variables (p’, v’, 2’). 
To facilitate future computations, we scale our variables. Letting: p’ : cp, 
vi’ = H,+ , z’ = EZ and defining: 
a(,, l v, tZ, 8) = l (p, V,Z, 8, g, Qcp, rv, cz, e) = aqp, v, z, 8, B), 
.qcp, Ev, EZ, e) = E*z(p,~,z, 8, c) 
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system (4) becomes: 
dP - .= dqp, 0, z, 8, c) 
df? 
dv, 
de 
-== -kh, J- j3(ejp + <v2cp, W, Z, 0, Cl 
dz 
- = BZ + r(e)p i- qp, 0, Z, 6 4 de 
where the right-hand side of (5) is 2n/l A I-periodic in 0 and: 
(5) 
(6) 
The precise expression for Z will not be needed; in fact, only the terms 
Vi(p, V, z, 0,O) and R(p, w, z, 8,O) are important. These can easily be 
expressed in terms of the second and third orders of the original &‘s. 
By following the effect of our co-ordinate transformations on the original 
first integral given by (2), and then dividing by l 2, we see (5) has a first 
integral, IS, of the form: 
Ih qp, 24 Z, 4 4 = ~2 l2 + ,‘L (; (WI2 + w22) -j- zvz) + O(2)/. (7) 
Now for E small enough, we search for a one-parameter family of 2a/l A ;- 
periodic solutions emanating from the origin. In order to apply alternative 
and implicit ,function techniques to establish conditions for the existence 
of such a family, we must first solve our problem for when l = 0. That is, 
we are interested in determining the 27r/l h [-periodic solutions of the linear 
variational equation at the origin. 
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IV. THE LINEAR PROBLEM 
Setting E = 0 in equation (5) the resulting equation has the form: 
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where the last row and also the last column of the matrix are in actuality 
I-dimensional. System (8) can be solved easily and has a fundamental matrix 
solution given by: 
n(e) = I IO* IO* GP') ; GP’) ; 
0 0 0 
a(e') de 44 &j 
) 
cos khe sin Khe 0 kM 
W) -sin kXe cos khe 0 (9) 
eBB B 
( I 
8 
b, + e-B~‘~(e’) dej 0 0 eB* * 
0 
0 
I 
where 
-sin khe’ 
cos khe’ 1 and b, E R’. 
We now focus our attention on determining a basis for the 24 h l-periodic 
solutions of (8). These can be gotten from the columns of Q(e). 
It can easily be seen that the second and third columns of Q(0) are always 
27r/l h j-periodic for any k 3 1 and the last I columns never are since B is 
non-singular and has no eigenvalues equal to a multiple of ih. The periodicity 
of the first column, al(e), depends upon k, a(0) and j?(e). 
By the assumptions on B we know that for any given r(e), there exists b, 
such that the last I members of C(0) are 274 h /-periodic. This can be seen 
by directly appealing to the Fredholm Alternative. The second and third 
components of s2ye) will be 241 A j-periodic if and only if: 
I 2n”A’ G(t) (;g;;) de’ = 0. 0 (10) 
Using the expressions for a and /3 given in (6) and by directly computing 
the mean values in (lo), it is easily seen that (10) is satisfied if: 
and 
k#2 or k=2 
$2.0.0.0).0~ yo.r.o.o).o~ yl.l.o.o).o = 
3a % 41 
0 
, 
~(l.l.O.O).O~ ~(0.2.0.0).0 + y2.0.0.0).0 = 0 
30 42 pa 
w 
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For the present we will assume (H): that is, either k f 2 or K = 2 and the 
conditions on the second order coefficients of xi , xe given above are satisfied. 
The particular case where k = 2 and either one of the equations given in (H) 
is not satisfied is discussed in a later section. In this case, the e-order terms of 
our determining equations vanish due to the non-periodicity of G(e). 
Assuming (H) is true, a basis for the 2rr,/ h I-periodic solutions of (8) is 
given by the following (I + 3) x 3 matrix: 
qe) = 
I 
1 0 0 
s 
’ (cos kXO’a(+‘) - sin Ah+‘&+‘)) d~#’ cos khr$ sin kht$ 
“0 
s 
(sin kh+‘a(+‘) -i- cos kh+‘/3($‘)) d+’ -sin k&j cos kh# o 
0 0 
A basis for the 24 h j = periodic solutions of the corresponding adjoint 
equation can be computed and is given by the following 3 x (I + 3) matrix: 
1 0 0 0’ 
ve) = I 
’ (sin &#‘/3(#) - cos kX+‘a(O’)) d+’ cos khcj -sin kh+ 0 
0 
I 
’ (sin /&‘a(#) + cos kAt#‘g(f?‘)) d# sin k\$ cos khcj 0 
0 
The 27r/l h I-periodic solutions for the linear equation (8) and its corre- 
sponding adjoint equation are completely known and so we are now able to 
proceed to the non-linear problem (5). 
1’. THE ALTERNATIVE THEOREM 
To simplify our presentation, we express (5) in the closed form: 
du/d0 = A(0)u + EU(U, 8, 6) (11) 
where 
P 
l4= 01 
v2 
Z 
0 0 00 
, 
y(e) 0 0 B 
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and 
Equation (11) is in standard form to apply the alternative formalism. This 
is done by “splitting” (11) into two equations. One equation represents (11) 
on all but a finite dimensional space and is solved by the contraction mapping 
principle. The remaining finite dimensional equation is called the determining 
equation and conditions for their solvability is given in the next section. 
Define%‘a,ll,l = {f: [0, 2~/l h I] + R3+’ 1 f is continuousf (0) = f (2n/j X I)} 
with the uniform mean and consider projections P, P*: %‘2n,lAl + V2,,,lr\l 
given by: 
(Pf j(e) = o(e) /Jo2r”A’ w(ey per) ds’/-l Io2+ qe’) f (et) de’ 
p*f j(e) = v(e) I,‘“““’ ye*) F(el) de!/-l I’“““’ ye’) f (el) de’. 
(12) 
0 0 
P is a projection onto the periodic solutions of (8) and P* is a projection 
onto the periodic solutions of the corresponding adjoint equation. There 
then exists a unique bounded linear operator 
Jr: (1 - p*) w292n,,A, * (I- P)%‘2zn,,Al where ( -$ - A(*)) Z = I: 
that is, X is a bounded right universe for (8). Motivation for P, P* and the 
existence of Z is well-documented ([1], [3], [S]). We are now in a position to 
state a non-linear form of the Fredholm Alternative. We note that (11) is 
equivalent to the pair of functional equations: 
11 = @(.)u + &-(I - P*) U(u, ., <) = T(,,,)(U) 
P*u(u, .) e) = 0 
(13) 
(14) 
a0 
a = a, E R3. 0 a2 
THEOREM 1. Letting 0 < b < c and defining S,(a) = {f E ‘Zz,,,ih, 1 pf = 
@( .)a, 11 f 11 < c}, there edits co > 0 where the following is true. For uny fied 
ICI <co and a E R3 where II @(.)a 1) < 6, T(,,,)(S,(a)) C S,(a) and is a 
contra&m. 
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This tells us that for any fixed j E < l a , there exists a function 
u*(O; a, C) ..-z @(O)a - ~(0; a, C) defined for all a where ,j @(.)a ji < h and 
where T~,,,,)(u~(~‘; a, 6)) =: u*(O; a, l ). 
COR~LIAW 1. u*(e; u, e) is u s~f~tion of (I I) if and 0nry q
P*c’(u’(~; a, c), .( 6) -x 0. 
ALSO my solution, c(d), of (11) where Ilsl,<candIIP~I<disequalto 
qe; a, C) for some a. 
Therefore, u*(O; a, E) is a 2ni, h :-periodic solution of (5) if and only if: 
1 
2nl:Al 
We) 
(15) 
'0 
where Hl , Hz , H3 are scalars. ,4lso any 2x/’ A /-periodic solution of (5) near 
the origin is equal to u*(O; a, l ) for some a. Equation (15) is commonly 
known as the determining or bifurcation equations for (5). 
By noting the form of Y’(O), we see that 2 does not enter into the 
computation of H(a, l ) and (15) is essentially 3 equations in the 3 unknowns 
a, , a, and a2 . 
We now exploit the existence of the first integral, ~(p, v, a, 8, l ), to show 
it is sufficient to just solve Hz and H3. 
VI. THE ROLE OF THE FIRST INTEGRAL 
It can easily be verified that since P is a first integral, then so is: 
qf, v, 2, 8, g = ~72 = p h zi ( 2 L 2 $ tv12 -+ v22) + ssz) + o(2) 
Now assume g(x, t) is a first integral for some differential equation 
.+ = f(x) t) where g, f are T-periodic in t. Then if C(t) is a T-periodic solution 
of the equation, it can be shown by direct calculation that g,(+(t), t) is a 
T-periodic solution of jr - -yrfi(+((t), t); the corresponding adjoint 
%equation of the linear variational equation for 4(t). 
Therefore, since ‘*(8; a, e) satisfies: 
du* - = A(e) U* + + - P*) up, 8, c) de (16) 
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we immediately observe that: 
K(,,,,,,(u’(e; 0, O), 8, 0) := hY(Y(B) 
for some constant h E R3. In fact we see for our particular problem 
12” 7: (1, 0, 0). 
Also, since K and nX are 2xj’ h i-periodic in 0 we have: 
1 
2ni’Ai g Q*((j; a,c);e,E)de =o. 
‘0 
Noting that ux solves (16), this tells us that: 
J 
2*/!A: 
K(“*.&*(e; a, e), 8, c) P*b-(u*(e; a, E), 8, c) de = 0. (17) ” 
Since Kt,,,,.,j(u*(8; (I, e), 8, l ) = (1, 0,O) ye) T ~~‘(0; a, l ) for some Y 
where rr(f?; 0,O) = (0, 0, 0), we see that: 
where: 
+, Cl = (lo2”’ ” qe’; a, <) qe’) iJo2r’ ” Y(e) ylqe) de/-l dej, 
(18) 
p(O, 0) .= (0, 0, 0). 
Expressing this in component form, we have: 
(1 + ~1) 4 + ppH2 + M3 = 0. 
For (a, l ) small enough, I p1 1 < 1 and so HI = -(I + p,)-l (p2H2 + p3H3). 
Therefore, solving (15) near the origin is equivalent to solving: 
(19) 
Since each co-ordinate of our transformation for (1) involved a scaling 
factor p, every term ofF(a, 0) contains an a, and FaO(O, 0) = 0. It is therefore 
advantageous to modify F. Letting F*(a, 6) = l/uJ(u, E), we want to 
equivalently solve: 
F*(u, l ) =:= 0 (19)* 
where F*(O, 0) = 0. 
THEOREM 2. If Det(F(*&,, (0,O)) =-_ r # 0, a nu?nbeY which depds 
solely on the second and third orders of Xl , X2 and X3 , then there exists for 
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a, , 6 small enough, Q~(Q~, c) and duo, 6) continuously depending on 
a, , r; a,(O, 0) = a,(O, 0) = 0 where F*(a, , al(ao , c), a2(ao , E), 6) = 0. 
The theorem is proved by directly applying the standard implicit function 
theorem. 
Note that: 
r = Det 
a -._.- 
ah t 4 
where 
Therefore we conclude that if r # 0, (5) has a one-parameter family of 
274 h I-periodic solutions emanating from the origin. Furthermore, its 
first order approximation is given by: 
W) = W) ad2 0) * L 1 da0 Y 0) 
VII. THE GENERAL CASE FOR k = 2 
If assumption (H) is not satisfied: that is, k = 2 and either of the equations 
given in (H) are non-zero, the space of periodic solutions for (8) drops a 
dimension and is now represented by: 
Q(e) = 
0 0 
cos 28 sin 2M 
-sin ue cos 2Ae 
0 0 
(21) 
We now see that the first component of Q(e) a, a E R2, is identically zero. 
Since every term which contains E in system (5) also contains a factor of p, 
the first order approximation of our determining equations is identically 
zero. To circumvent this difficulty, the transformations must be modified 
so as to scale the linear terms a(e),, /3(e),, which are causing the difficulty, 
to e-order: that is to move them out of the linear system (8) and consequently 
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into the determining equations. This can be accomplished by performing the 
transformation: x1 = cp sin M, x2 = up cos M, x3 = cpwr , x4 = CPp”z , 
y = l pz where now we see only p has been scaled by c. The resulting 
determining equations now have the form: 
F*(a, 0) = r 7 G(a, ) u2) (22) 
where r + 0 is the term arising from the linear terms which were scaled to 
r-order. This tells us that the behavior in this case is more delicate: the first 
order approximations of a r , aa no longer depend upon a, and therefore 
“1 3 z’~ do not approach the origin as a, approaches zero. 
VIII. EXAMPLES 
EXAMPLE 1. Consider the Hamiltonian: 
H = &x1’ f x2’) + (xs2 + x42) $- 2(x12 + xz2) x4 + xa2x4 + x24. (1) 
The analytic dynamical system generated from H is given by: 
A, = xp -!- 4x2.x4 - 4x,3 
f, = --x1 - 4x,x4 
is = 2x, + 2(x,2 + x22) -j x3* 
(2) 
J;h = -2x, - 2x,x, 
where here we see X = I and WC are dealing with the resonance case K = 2. 
Performing the suggested transformations given in Section III and scaling 
by Q we have the equation corresponding to (5) given by: 
4 - = 
de 
l 34p3 sin 0 cos3 0 + O(c4) 
dv, - = - - - 
de 
2v, + 2p + qpv I* 4p%, sin 8 COST8 8p~22 8pQ2 cos4 e 
- 8pQ, - 8p3 cos4 e) -i- O(c4) (3) 
dv, .- - - de -2~~ f 2*(-2w1w2p 4p*v, + 8p~l~2 sin 0 cos3 0 + 8p*v, 
x cos4e) + o(d). 
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Ry direct computation we see that hypothesis (H) is satisfied and our linear 
representations are given by: 
1 0 0 
O(8) = [ 0 cos 20 sin 20 I , 
-1 -sin 26, cos 28 
I 0 0 
-sin 28 cos 28 -sin 20 Icos 28 sin cos 20 
Also by direct computation: 
;m 0) : = [ 
4~2, 2 73/8a, - a, 
q/gal + &, I * 
Therefore r = 16 - (73)2/64 f 0 and so (3) has a one-parameter family 
of 2n-periodic solutions emanating from the origin. Furthermore its first 
order approximation is given by: 
a0 
+(8, a,) = (4/r cos 20 - 73jW sin 28) a, . 
-(4/T sin 28 + 73/8r cos 28) a, I 
EXAMPLE 2. Consider the pair of Hamiltonians: 
H = *(xc + x;) + (x3” + x;) * 2x,2x, + x;xp 4 x,L4. 
The analytic dynamical systems generated by H are given by: 
it1 = x2 + 4x32 
3i’, = -x1? 4x,x, 
f, = 2-Q f 2x12 + xs2 
k4 = -2x, - 2x,x, 
Once again we see X = 1 and k = 2. However, for both + and -&“r,, 
hypothesis (H) is not satisfied. Performing the modified transformation 
suggested in Section VII, we arrive at: 
dP 
dB= 
-E~P%J~ sin 6 cos e + O(r2) 
&L- 
de - 20, + 4*2p sin2 0 + pv12 + 2pp, sin 20 F 8p~,~ sin2 0) + O(r2) 
dvl 
-a= 
-L?w, + E($v~ sin 28 - 2pw1v2 * 8p~i~p sin2 0) + O(t”) (2) 
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By direct computation, the determining equations for system (2) are given 
by: 
q2 f 02 2=- t 
ala2 := 0 
Therefore we may immediately conclude that for +~x,~s~, no families 
exist whereas for -2x,‘%, , there are two families whose first order approxi- 
mations are given by: 
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