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Introduction
In the age of virtual prototyping, a major requirement for the designer is to be able to rely on the numerical models built for the prediction of the mechanical behavior of structures. This crucial point is addressed by the field of model validation, whose most critical objective is to develop error measures capable of quantifying the quality of the numerical (approximate) model with respect to the (reference) measurements, i.e. to build a meaningful measure of the distance between the model and the measurements. The meaning of the measure of the distance between the approximate model and the reference model is of paramount importance for decision making: what can be considered to be an acceptable value of this distance which makes the model valid?
Model updating has been widely studied for many years, as shown by the state-of-the-art review in (Mottershead, 1993) . Many of the methods proposed did not attempt to provide a meaningful error measure which could be used for validation. The first model updating methods which appeared fall in the 'direct method' category in which corrections of the mass and stiffness matrices of the model are sought without taking into account the physical meaning of the modifications. Within this category, a first set of methods is based on the search for minimum norm corrections (Baruch, 1982 , Berman, 1983 . A second set of methods is closely related to control theory (Kaouk, 1994) , (Zimmerman, 1992) . The main drawback of these methods is that the corrections usually lack physical meaning; consequently, the models are often invalid when they are used in configurations other than those used for the updating process.
In order to preserve the physical meaning of the model, indirect or parametric methods have been developed. In these methods, the changes in the stiffness and mass matrices are based on variations of the physical parameters of the model. The approach consists in building a cost function which represents the correlation between the numerical model and the test data in terms of the physical parameters of the model. Several types of cost functions can be used, such as the input residuals (Berger, 1991) , (Farhat, 1993) and the output residuals (Piranda, 1991) , (Lammens, 1995) .
As mentioned earlier, many of these methods do not attempt to perform quantitative validation. This field is still quite new; some attempts can be found for nonlinear models in (Hemez, 1999) , (Doebling, 2002) , (Shinn, 2003) .
At Cachan, we have been developing a rather different approach which has a strong mechanical content. This can be viewed as an extension of the works previously conducted on a posteriori estimators to quantify the quality of a finite element computation, i.e. in studying the situation where the approximate model is the numerical model (Ladevèze, 1983b ). Our method is based on the concept of a posteriori constitutive relation error (CRE), which is a meaningful energy-based indicator. Using this concept, we are able to answer the validation question as well as to update the model. The initial work on model updating goes back to the eighties (Ladevèze, 1983a) . The first development of the method was aimed at updating the model based on eigenfrequencies and eigenmodes (Ladevèze, 1989) . Then, the method was extended to forced vibration problems in (Ladevèze, 1993 , Ladevèze, 1994 . This approach is based on what is known as the Drucker error, and it has proved its effectiveness in updating the mass, stiffness and damping properties (Ladevèze, 1999) . The method can also deal with nonlinearities due to the material as well as to contacts. The concept of dissipation error was introduced in a further development presented in (Chouaki, 2000) . This error has a clear mechanical meaning and emphasizes the dissipation properties of the model. Let us also mention the existence of very similar methods for free vibration problems, such as the MDRE (Minimum Dynamic Residual Expansion (Balmès, 2000) ) and the MECE (Modeling Error in the Constitutive Equations (Pascual, 1998) ).
Most of the updating methods mentioned above give good results when applied to cases in which the amount of experimental data is substantial with regard to the complexity of the structure. This is often not the case of industrial structures. In addition, the numerical models used for model updating have a large number of degrees of freedom, which makes the calculations very costly, and the constitutive relations can be quite complex (for example, for composite materials). Also, in industrial tests, it often happens that measurement errors (wiring errors, uncertainties in the direction of the excitation, errors in the test reports, ...) are significant and cause the updating methods to fail. Moreover, uncertainties are often the result of multiple causes: noise due to the testing equipment, variability due to the manufacturing process, uncertainties in the model's parameters (material properties, parameters of the joints).
Recent developments of the CRE-based updating method aim to improve the robustness of the method for industrial problems. A first effort to reduce the computational costs associated with the updating of large finite element models was made in (Deraemaeker, 2001 ) by introducing a reduced basis. A second effort aimed at correcting erroneous measurements before model updating can be carried out (Barthe, 2003) .
In this paper, we present a third effort aimed at taking into account the variability in the measurements. A first investigation shows how the CRE model updating method can be interpreted in the framework of the inverse problem theory developed in (Tarantola, 1987) , taking into account statistical information about the measurement error and the parameters to be identified. A first attempt to draw a parallel between the CRE and the general inverse problem theory can be found in (Bonnet, 1994) . Here we investigate this parallel in more detail. This approach, however, is not sufficient for validation purposes in the context of uncertainties because it does not provide a mechanics-based distance between the model and the measurements. In order to build such a distance, the central issue is to be able to define the mechanics-based quality of the model with respect to uncertain measurements. The approach we are proposing consists in using the mathematical expectation of the CRE quality indicators defined for the deterministic case.
The application of this method to the case of zero-mean measurement noise shows that the quality of the model is the sum of two terms. The first term defines the quality of the model with respect to the mean of the measurements, and the second term is a function of the covariance matrix of the measurements. Then, the problem is to find an adequate norm and an adequate weight for the error in the measurements in order to minimize the effect of noise on the computation of the CRE. This is achieved in three steps. First, we propose a strategy in order to define the condensation of the norm in the most usual case in which not all the degrees of freedom of the model are being measured. Second, an application to a single-beam example allows us to determine which norm is best in order to minimize the effect of noise on the measurements. A comparison between our mechanical approach and a statistical approach is shown. Third, we show that by choosing the same confidence in the model as in the measurements we are able to define the quality indicator uniquely, and that for most realistic cases (noise between 5 and 15 %, modeling error between 2 and 25 %) this yields a very low sensitivity of the CRE to noise.
Moreover, we define a stopping criterion based on assumptions on the noise level which allows us to determine a threshold under which one should not try to update a model. The paper is organized as follows: the first part is dedicated to the theoretical aspects of model validation based on the CRE a posteriori estimators. This review of the method is necessary in order to introduce notations and concepts which will be used in the following parts.
In the second part, we show how the CRE model updating method can be interpreted in the framework of the inverse problem theory developed in (Tarantola, 1987) and applied in (Bonnet, 1994) , taking into account statistical information about the measurement error and about the parameters to be identified. However, this approach is not sufficient for validation purposes in the presence of uncertainties.
Therefore, in the third part, we propose an extension of the CRE indicators in the context of uncertain measurements. The feasibility of this approach is tested on an industrial model. The structure is a double launching system of the European space launcher Ariane 5, called SYLDA5, which is capable of placing two satellites into orbit. The finite element model has 28,000 degrees of freedom (dofs) and the structure is equipped with 260 sensors. The experimental measurements are perturbed by noise and it is shown that the effect of noise on the computation of both the global and the local CRE is very small.
Error estimator for the validation of structural models
This section reviews the basic aspects of model validation based on CRE error estimators. The review is extensive in order to introduce notations and concepts which will be used in the following sections.
The reference problem
[taken in Figure 1 ] We consider a structure within a domain Ω during a time interval [0, T ]. On the boundary ∂Ω, displacements U d and forces F d are prescribed on ∂ 1 Ω and ∂ 2 Ω respectively. Body forces f d exist inside the domain Ω. The reference problem consists in finding the displacements U(M,t), stresses σ σ(M,t) and forces Γ(M,t), t ∈ [0, T ], M ∈ Ω which verify a set of equations that we subdivide into a reliable group and a less reliable group:
The reliable equations:
• the equilibrium equations
The less reliable equations:
• the constitutive relations.
The assumption of small displacements is made; harmonic solutions are sought. In addition to the equations above, we need some data (frequency, direction and amplitude of the excitation, boundary conditions, ...) in order to solve the problem. In the framework of model updating and validation, this data comes from measurements on a real structure. We consider, for example, a structure excited at one point and on which the displacements are measured at different locations. In this example, we partition the data as follows:
The reliable measurements:
• the measured angular frequency ω;
• the positions and directions of the excitation and sensors.
The less reliable measurements:
• the amplitudes of the forcesF d and displacementsŨ d at the points of excitation;
• the amplitudes of the displacements at the sensor pointsŨ ω , which constitute a vector of finite dimension containing all the discrete measurement values.
This partitioning is given only as an example and can vary depending on the problem. The reliable quantities and equations define the admissible solution.At a given frequency ω, we seek a solution s which is admissible (∈ S ω ad ) and which verifies the less reliable equations and quantities as closely as possible. The problem we must solve is:
where e 2 ω (s ) is the Modified Constitutive Relation Error. In the case of a single excitation, the measured displacements are normalized by the amplitude of the force vector; thus, only the amplitudes of the displacements appear in the expression of the modified error, which can be written at a given frequency as:
where E CRE 2 ω (s) is the Constitutive Relation Error (CRE) and D 2 ω represents the energy of the structure at frequency ω; therefore, the first term is dimensionless. The second term represents the error in the measurements and is also dimensionless. For the sake of simplicity, we will write:
where:
The CRE is greater than or equal to zero. It is equal to zero if and only if the solution s verifies the constitutive relations. e 2 ω (s) contains all the less reliable quantities and equations which are to be verified by the admissible solution as closely as possible. Π is a projection operator which, when applied to vector U, gives the value of the vector at the sensors. . 2 is a norm. The choice of this norm will be discussed in Section 5. The coefficient r 1−r is a weighting factor which allows us to assign a greater or lesser degree of confidence to the measurements: the value of r is close to 1 if the measurements are considered very reliable and close to 0 in the opposite case. The optimal choice for r is discussed in Section 5.
In the case of multiple excitations, additional terms appear in the expression of e 2 ω (s) in order to take into account the fact that the amplitudes of the measured forces are not reliable quantities. For more details, see (Ladevèze, 1999) .
Remark: There are other examples in which we could consider that the direction or the position of the excitation is not reliable. In these cases, the definitions of the Modified Constitutive Relation Error and of admissibility are changed according to this new assumption.
Construction of an a posteriori error estimator based on experimental results
We consider the following constitutive relations:
where ρ is the density (assumed to be constant), H and B the Hooke's and damping operators, and ε ε, σ σ represent the strain and stress tensors. From these two constitutive relations, it is possible to build a variant of the CRE called the 'Drucker error' (Chouaki, 1998) . We introduce a triplet s=(U, σ σ, Γ) in Ω x [0, T ]. This triplet involves two kind of quantities : 'statical quantities' (satisfying equilibrium) (σ σ, Γ) denoted (σ σ s ,Γ s ) and a 'kinematical' quantity U denoted U c .
We define the Drucker Error :
where U s ,σ σ c ,Γ c are constructed from U c ,σ σ s ,Γ s in such a manner that the two triplets (U c , σ σ c , Γ c ) and (U s , σ σ s , Γ s ) satisfy the constitutive relations. γ is a weighting coefficient generally taken equal to 0.5. It is also assumed that these quantities satisfy the Drucker stability conditions (Drucker, 1964) which ensures that E CRE 2 (s) is always positive. It will be equal to zero if and only if the admissible triplet (U c , σ σ s , Γ s ) satisfies the constitutive relations.
We now assume harmonic solutions and introduce fields U,V ,W such that:
which leads to
where * represents the complex conjugate. D 2 ω is a combination of the kinetic and elastic energies with the dissipated energy for one cycle. This quantity is given by the following expression:
In order to make Expression (2) quadratic in the displacements, this term is approximated by replacing field U by a field U * which is an approximation of U. A practical approach consists in taking U * as the solution of Problem (1) with D 2 ω = 1 and r = .99. The important point is that D 2 ω must be representative of the energy of the structure at frequency ω. Therefore by taking a high value of r, the solution of Problem (1) will be close to the measurements so that D 2 ω will be a good approximation of the energy of the structure at frequency ω. The value of r can be adjusted if r = .99 is not satisfactory in order to avoid ill-conditioning and make sure that U * is close to the measurements.
Assuming that the structure is divided into substructures E ∈ E, the error can be viewed as the sum of the contributions of all substructures:
The relative error for each substructure at frequency ω is given by:
The second term of the modified CRE is expressed as:
This term can be normalized and divided into contributions from each sensor at frequency ω:
. 2 i is the norm obtained by setting all components of the vector to zero, except that related to sensor i. NS is the number of sensors.
When the structure is being studied in a frequency range, we introduce a weighting factor z(ω) such that:
Examples of weighting factors are:
δ ω i is the Dirac distribution associated with ω i , where ω i i ∈ 1, ...m denote the free-vibration eigenfrequencies which lie between ω min and ω max .
The Drucker error in a frequency range is given by:
and the local contributions become:
The error in the measurements is given by:
The Modified Constitutive Relation Error is now:
The value of E CRE 2 T represents the relative quality of the numerical model (in %) with respect to the measurements. 
Localization of erroneous measurements
For each experimental frequency ω, we solve problem (P ω ) given by (1). The solution of this problem allows us to calculate the indicators E CRE 2 T , E CRE 2 ET , e 2 T and η 2 T , η 2 iT defined in Section 2.2. By looking at the distribution of η 2 iT , it is possible to detect potential errors in the measurements. If the value of η 2 iT is very large on a few sensors, this means that these measurements are likely to be erroneous.
Correction of errors in the measurements
Once the erroneous measurements have been localized, it is possible to remove this data from the measurements or to correct it. (Correcting this error causes the value of η 2 iT to decrease on the corresponding sensor.) A correction is possible only if the error sources can be identified from the test reports or simply by trying the most common causes of error, such as errors in the directions of sensors and exciters, gain errors, ...
After the correction of the experimental data, the error should be divided almost equally among all the sensors, meaning that all the measurements are of equivalent quality.
Localization and correction of errors in the model
The approach is based on the same principles as adaptive mesh refinement, in which each iteration consists in locating the most erroneous regions and correcting these regions. Here the corrections do not concern mesh parameters, but physical parameters of the mathematical model.
Localization of modeling errors
Now that the measurement values have been updated as correctly as possible, it is possible to update the model based on these updated experimental results. The value of E CRE 2 T represents the relative quality (in %) of the numerical model with respect to the measurements in a certain frequency range. This value allows us to decide whether model updating is necessary or not, since it represents an error measure of the model with respect to the measurements considered as the reference.
If model updating is considered to be necessary, we start from our mathematical model, which depends on a number of uncertain parameters, such as Young's modulus, the thickness, or the damping factors of certain parts. We arrange these structural parameters into a vector k and call the corresponding space k. The selection of the 'most erroneous' substructures is based on the criterion:
with, for example, δ = 0.8. Let us note that a uniform error distribution over a set of substructures indicates that the error distribution is nearly uniform in this set of substructures. Let Z be the complete set of the substructures which verify (26).
Correction of modeling errors
The localization step allows us to select the regions of the structure where the modeling error is large. Only parameters belonging to these substructures are selected for correction. The problem is: Find k ∈ k z which minimizes:
The functional J(k) is defined by:
This is a nonlinear problem with respect to the parameters in k.
Interruption of the model updating process
Once the correction has been made, the value of E CRE 2 T is recalculated. If it falls below the required quality level E CRE 2 0 , the updating process is terminated. If not, a new iteration consisting of a localization step and a correction step is performed. In each iteration, new erroneous substructures may appear as the result of the substructures from the previous stages being corrected. This approach introduces a regularization effect into the inverse (ill-posed) problem. The verification of E CRE 2 T < E CRE 2 0 allows us to determine whether the model is valid. There could be situations in which one cannot reduce the error below the required quality level by acting on the model's parameters. This indicates that errors are present in the model itself, and not only in its parameters.
4 The modified CRE in the framework of estimation theory 4.1 General theory for inverse problems Estimation theory will be described using the general inverse problem theory developed by Tarantola (Tarantola, 1987) . The inverse problem consists in deducing physical parameters m from measured quantities d, given a mathematical model of the direct problem:
State of information
The key to this section is the concept of "state of information" over a set of parameters. One postulates that the most general way of describing a state of information over a set of parameters is to define a probability density over the corresponding parametric space. A. Tarantola (Tarantola, 1987) Let us consider a scalar value x:
• x is certainly equal to x 0 :
• x can take any value between a and b with equal probability:
Considering that m and d are statistically independent, the approach consists in
• introducing a probability density function
• introducing a priori information on m by means of a probability density function f M (m).
• introducing an error law given by a probability density function f G (m, d) to characterize the degree of confidence in the direct mathematical model G.
Conjunction of the states of information
The conjunction f 1 , f 2 → C( f 1 , f 2 ) of two states of information represented by f 1 , f 2 is:
with µ the state of zero information (total ignorance) For our particular problem, this leads to
F(m, d) represents the joint state of information on m and d, using the information on model G.
Solution of the inverse problem
Let us make the following assumptions:
, which means that spaces D and M represent quantities which are very different in nature from each other.
•
, which means that for a given m the distance to the model follows a conditional probability law over d.
We then have:
One way of solving the inverse problem consists in computing the maximum likelihood of F(m, d) in order to determine the most probable values of m and d.
Application to the modified CRE
In this section, we show how the modified CRE can be derived from the general estimation theory presented in the previous section. The Gaussian probability function N(y,C) of a vector of random variables y is given by
with:
• The mean value: y = E(y)
• The covariance matrix:
and where we use the mathematical expectation
θ is a vector of n random variables, p(θ) is the probability density function associated with these n random variables and Θ is the n-dimensional space. Starting from Equation (30), let us consider:
, whered is the measured value of d and C d is the covariance matrix associated with the measurements,
, where m 0 is the (estimated) mean value of the model's parameters and C m is the covariance matrix associated with these parameters.
, where E CRE 2 ω is the CRE defined above.
Here we are considering that d and m are admissible quantities but that the state of information on the less reliable part of the model (the constitutive relations) is given by f G (d|m). The choice of this function is based on the fact that, as will be shown here below, it leads to a formulation comparable to the classical CRE. This probability density should be seen as a function of E CRE 2 ω whose most likely value is 0 and which decreases as E CRE 2 ω increases with a rate related to α. By substitution, we get:
where C is constant. For the sake of simplicity, we write:
The maximum likelihood of F(m, d) is given by the minimization of
remembering that m,d are admissible quantities. If the constitutive relations are assumed to be reliable, the expression above reduces to the general Gaussian inversion problem. The difficulty is that often the covariance matrices (especially those of the model's parameters) are not known. In (Bonnet, 1994) , it is proposed to use the local value of the CRE to evaluate the relative variances on the model's parameters. This was a first attempt to use the CRE concept in a statistical framework. Here the parallel is presented in a more general manner in which the constitutive relations are not assumed to be reliable.
Let us now consider the computation of S(m, d) for a given value of m = m 0 .
This expression is very similar to Expression (2). For example, let us consider that C d is diagonal (i.e. the noise on the measurements is uncorrelated) and that the variance is identical for all the NS measurements and proportional to the mean value ofd:
For the model, we assume that α 2 is proportional to the energy of the whole structure
This leads to:
This expression is equivalent to Expression (2) in which r 1−r was replaced by NSγ 2 β 2 , which reflects the relative confidence between the measured data and the constitutive relations. The two approaches, however, are very different in nature. The first difference resides in the types of norms being used. In the classical CRE approach, the norms are derived from mechanical concepts, whereas in this general inverse problem theory they are derived from statistical concepts. Another point worth noting is that the approach presented in this general theory can be easily applied when Gaussian random variables are being used. Its application is much more complicated for other types of randomness. Still another difference is that the use of covariance matrices does not allow us to define error estimators based on the mechanics of the problem and, therefore, does not allow us to perform model validation based on meaningful quality indicators. In order to overcome these problems, we present in the next section an extension of the CRE model validation method for uncertain measurements. The use of mechanical norms allows us to perform quantitative validation and the extension is not limited to Gaussian variables: it is applicable to random variables of any kind.
Model validation in the presence of statistical data
The modified CRE, as defined in the previous sections, allows us to determine the quality of a model with respect to measurements in which only one value is available at each sensor. Usually, if we have for each sensor a set of data resulting from multiple tests performed on the structure with the same configuration, their mean value is used as the data for the inverse problem. This results in a loss of information. The key issue, in order to take into account the variability of the measurements properly, is to define the quality of the deterministic model with respect to uncertain measurements. We propose to use the mathematical expectation of the modified CRE as the quality measure.
Quality of a model with respect to uncertain measurements
LetŨ ω be a vector of NS random variables and s the solution of problem (P ω ):
Since e 2 ω (s ) is a function ofŨ ω , which is a random variable, s is also random. Therefore, we define the quality of the model for a given frequency ω as the mathematical expectation of e 2 ω (s):
Here p(Ũ ω ) is the probability density function ofŨ ω and Σ is the NS-dimensional space. Let us note that in this case the modified CRE we have just defined is never equal to zero since the model being used is deterministic and the data is uncertain.
From this definition, we also have:
The values over a frequency range are computed using the weighting factor z(ω).
Choice of the norm and weight for the error in the measurements

Condensation of the norm for the error in the measurements
The first question concerns the most usual case in which not all the degrees of freedom in the model are being measured. In this case, the norm, which was initially defined over the whole structure, needs to be condensed onto the measured part of the model. We propose to use a very general strategy in order to condense the norm onto the measurements without introducing any additional parameter into the method. This strategy consists in considering the unmeasured part of the displacement field as an unknown of the problem.Ũ ω is, therefore, the solution of the following problem:
FindŨ ω which minimizes U −Ũ ω 2 with the constraint: ΠŨ ω =Ũ ωd whereŨ ωd represents the actual known measurements.
Type of norm
The second question concerns the type of norm to be used in order to filter noise effectively. Here we consider the general case in which the noise for each measurement is uncorrelated with the others. The measurement at each sensor is:
iω is the experimental value at sensor i without noise, α is the amplitude of the noise and δ is a random variable associated with sensor i. We will consider the case in which δ i is such that:
where σ is the variance.
Computation of the modified CRE
The modified CRE is the sum of two quadratic terms, and can be written in the following generic form: e 2 ωr (s) = (As, s)+ < L(s −s), (s −s) > (44) where (., .) and < ., . > are inner products, and A and L are linear operators. The solution of problem (P ω ) is given by (A + L)s = Ls
This relation shows that s ands are related through a linear operator which is a function of A and L.
If the measurements consist of NS values, we have:
where u i is a unit vector (equal to 1 for measurement i and zero otherwise). We construct a set of functions φ i such that:
so that the solution s can be written as:
This set of functions allows one to compute the value of E CRE 2 ωr
where
The second term of (48) vanishes since
The third term of (48) can be developed as follows:
Since the measurement noise is uncorrelated, we have:
where δ i j is Kronecker's delta function. Finally, we obtain:
The first term is independent of the measurement noise whereas the second is written explicitly as a function of the covariance matrix of the measurements. The second term of the modified CRE can be computed in the same manner.
Our goal is to find a norm for the error in the measurements such that the term related to noise (∆E CRE 2 ωr ) is small compared to the mean value (E CRE 2 ωr0 ). This is illustrated by the following example.
Application to a simple beam problem
Here we consider two different mechanical norms:
• the kinetic energy norm (L 2 -type norm):
• the strain energy norm (H 1 -type norm):
The structure is a cantilever beam as represented in Figure 2 . This is a homogeneous beam modeled with 10 finite elements of the Euler-Bernoulli type. Element 6 represents a joint which is assumed to be identical to the other elements in the initial model. The characteristics of the beam are given in Table 1. [taken in Figure 2 ] [taken in Table 1 ] Experimental data was simulated by using the initial model, introducing 100 % additional stiffness into Element 6 as a perturbation, and adding a uniform uncorrelated random noise with maximum value of 5 % at each sensor. The experimental data consisted of five eigenmodes and eigenfrequencies of the perturbed model. The vertical displacement was measured at ten equallyspaced locations (corresponding to node locations) along the beam. In Figure 3 , we plotted the evolution of the two terms of the error (E CRE T , η T ) as functions of r 1−r . For each norm, four values are represented:
• E CRE T 0 , E CRE T : global CRE, respectively without and with noise on the measurements,
• η T 0 , η T : error in the measurements, respectively with and without noise on the measurements.
Three regions can be distinguished on the graph:
• For small values of r 1−r , measurements are not taken into account, which results in a small value of the CRE and a large value of the measurement error.
• For large values of r 1−r , the error in the measurement is very small and the CRE tends to a limit. This limit is the same regardless of the norm used for the error in the measurements.
• For values of r 1−r close to 1, both terms of the error are sensitive to a variation of r 1−r , which means that the solution is sensitive to the model as well as to the measurements. This is the region of interest. Note that in classical regularization problems, the region of interest is found by using the so-called L-curve method (Ahmadian, 1998) but this approach is not necessary here due to the adequate normalization of the two terms.
The figures show that in the region of interest (around r 1−r = 1) the perturbation introduced by noise is much greater for an H 1 -type norm than for an L 2 -type norm. Thus, the second type of norm is preferable. Let us note that an L 2 -type norm is a very natural choice when the measurements are displacements, which is confirmed by these results.
[taken in Figure 3 ] For the L 2 -type norm, the method is quite insensitive to noise for values of r 1−r close to 1. For large values of r 1−r , however, the method can be sensitive to noise, which shows the importance of the choice of parameter r 1−r in order to minimize the effect of noise.
Here we compared two mechanical norms and we showed that the L 2 -type norm filters noise better. In Figure 4 , this approach is compared to that using the inverse of the covariance matrix for the norm on the measurements, as described in Section 4.2.
[taken in Figure 4 ] The graph shows that the L 2 -type norm performs like the COV −1 norm. We believe that it is preferable to use a mechanical norm since:
• the covariance matrix is usually not known;
• the inverse of the covariance matrix can be very poorly conditioned;
• noise filtering is equally effective
Choice of the weight of the measurements
We saw above that the value of the CRE depends on the choice of r 1−r . Here we pursue the idea that the error must be uniquely defined, which corresponds to a unique value of r 1−r . This value must be such that for common model updating situations the effect of noise is small. Now, let us show that in most situations the choice of r 1−r = 1 leads to a very low sensitivity of the CRE to noise. In order to do that, we considered models with errors ranging between 2 and 25 % and measurement noise of up to 5 to 15 %.
Measurements were simulated by taking a uniform beam with the parameters described in Table 1 . The test setup was identical to that described previously. Variations of the initial model were obtained by taking different values of the joint's stiffness parameter, which resulted in different values of the CRE indicators, and different noise values were considered.
[taken in Figure 5 ] The graphs suggest that:
• when E CRET 0 is large, the effect of noise is negligible;
• as E CRET 0 decreases, the effect of noise can become important, but for reasonable noise values (5 %) the effect of noise is still acceptable, except for very small values of the CRE (E CRET 0 < 1 in this example).
This suggests that there is a threshold for E CRET 0 in relation to noise on the measurements. This threshold constitutes a regularization of the inverse problem and one should stop the updating when the threshold is reached. We propose to consider that the threshold is reached when:
CRET 0 is the error in the absence of noise and ∆E 2 CRET is the perturbation due to the noise. This is illustrated in Figure 6 , in which:
• on the left, we plotted the evolution of E CRET 0 and ∆E CRET as functions of the stiffness parameter of the joint region in the beam model. (The measurements were simulated using a unit value.) It is interesting to note that the value of ∆E CRET is almost constant whereas E CRET 0 has a clear minimum.
• on the right, we plotted the local values of the CRE; the perturbation introduced by noise is plotted in white over the noise-free value plotted in black. It can be seen that when E 2 CRET 0 < ∆E 2 CRET localization is impossible whereas when E 2 CRET 0 > ∆E 2 CRET localization is successful.
In summary, we have shown on an example that using r 1−r = 1 ensures that the CRE is uniquely defined for a given model, and that for reasonable noise values (5 %) this leads to a low sensitivity to noise of the error. However, we have shown that when the CRE is decreased (in the process of updating the model) the error due to noise can become important. We have shown that choosing a stopping criterion such that the effect of noise is of the same order as the modeling error is reasonable, and that below this stopping criterion localization of the erroneous regions is impossible due to the effect of noise. It seems that if we take r 1−r = 1 and reasonable noise values the stopping criterion can be quite small, which means that model updating can be carried out without any problem. Thus, in practice, this stopping criterion is a priori determined by considerations about the quality of the model, such as discretization errors, simplifications, etc ... For most industrial models, this criterion is generally of the order of 2 to 5 %.
[taken in Figure 6 ] 6 Industrial application: Sylda5
Presentation of the test and of the structure
In this section, we use an industrial-size model to study the effect of noise and the effectiveness of the proposed method in filtering it.
The structure is a satellite support called SYLDA5 (Figure 7) . It allows the launcher to place two satellites into orbit.
[taken in Figure 7 ]
In order to put SYLDA5 into a configuration similar to that encountered in flight, the structure tested (Figure 8 ) was composed of:
• an upper payload dummy (CUH): a 3.5-ton ribbed steel cylinder with a 1.5-ton steel beam on top,
• a payload adapter dummy (ACU): an aluminum ring,
• SYLDA5: an assembly of cones and cylinders made of a sandwich composite (carbon/epoxy stratified layers, honeycomb aluminum core) with glued and bolted aluminum joints,
• ground binding system (VEB): an aluminum ring.
This structure is made of very different materials in terms of stiffness as well as density, and it has different types of joints.
The geometry has rotational symmetry. Its total height is 10 meters and its diameter is 5 meters.
[taken in Figure 8 ] 
Presentation of the modal tests
The experimental modes were obtained by a force appropriation method using 5 exciters. A total of 260 accelerometers were placed in various parts of the structure.
Because of the symmetry, most of the modes are multiple modes. Since the frequencies are quite low -5 to 100 Hz -the eigenmodes consist of bending, traction, torsion and radial expansion of the cylinders.
[taken in Figure 9 ] During the test, it was found that the ground to which the structure was attached underwent deformations. The contribution of the ground modified the modal results to some extent.
Presentation of the updated finite element model
The model was made of plate elements for the cylinders and the cone, and of beam elements for the joints and the upper beam of the CUH.
The ribs of the CUH were not modeled: we used an orthotropic constitutive relation to model the variation of the stiffness in the different directions.
The ground was represented by three rotational and three translational springs. The base of the structure was subjected to a prescribed rigid body motion.
Because of the numerous joints and types of materials, the finite element model was divided into 30 different groups. The size of the finite element model was decreased by using a reduced basis (Deraemaeker, 2001) . This lowered the number of dofs from 28,000 to 300.
Note that the difficulties arising from multiple modes (double modes, mode pairing, ...) did not affect the CRE updating method.
The model was updated in a previous work (Barthe, 2003) . A summary of the results is given in Table 2 . The error was initially 12.39 %, and was reduced to 2.27 %.
[taken in Table 2 ]
Effect of noise on the localization process
In this section, we illustrate the effect of noise on the computation of the global (E CRE 2 T ) and local (E CRE 2 ET ) CRE indicators. We introduce variability in the measurements by taking the actual measurements as the mean value and adding to each sensor a random noise with maximum value 5 %.
In Figure 10 , we represented the evolution of E CRE T 0 , E CRE T , η T 0 and η T as functions of r 1−r . The model was taken with the updated values of the parameters. In (Barthe, 2003) , updating was performed by taking a value of r 1−r < 1. At the time of that work, there was no clear method to determine how r 1−r should be selected, and it was chosen to put less confidence in the measurements. This resulted in a value of the CRE after updating of 2.27 %. The graph shows that taking r 1−r = 1 results in a value of the CRE of 4.18 %.
[taken in Figure 10 ] For values of r 1−r close to 1, the effect of noise is very small. This confirms that the choice r 1−r = 1 is adequate.
In Figure 11 , we represented the local contributions to the CRE without noise (E CRE 2 ET 0 ) and with noise (E CRE 2 ET ) for the first localization step considered in the previous section ( r 1−r < 1, E CRE T = 12.39%).
[taken in Figure 11 ] The figure shows that the two error maps are identical and allow one to localize two erroneous regions: the CUH and the ACU joint.
Stopping criterion
As mentioned earlier, the model was updated in a previous work, at which point there was no systematic way of choosing the value of r 1−r . Taking r 1−r = 1 as proposed in this paper results in values of the error after updating of E CRE T 0 = 4.18% and ∆E CRE T = 0.78%. A value of 4.18% can be considered as a reasonable threshold for the modeling error, taking into account the discretization errors and simplifications that are present in the model. This indicates that model updating should be stopped. The threshold value of ∆E CRE T = 0.78% is lower than the threshold value due to typical values of modeling error, which means that the updating is not affected by noise.
Conclusion
In this paper, we have discussed the extension of the CRE model updating and validation method in the context of uncertain measurements.
The first development was aimed at showing the relationship between the CRE method and a general theory for inverse problems developed by Tarantola. Although the formulations were shown to be similar, the methods are very different in nature: the CRE method is based on mechanical norms, whereas the inverse problem theory is based on statistical norms.
Therefore, an extension of the CRE method in the context of uncertain measurements has been proposed. The question of which norm should be used for the second term of the modified CRE has been addressed. It has been shown that when displacements are being measured an L 2 -type norm is preferable in order to reduce the effect of noise on the updating and validation process. It has also been shown that this approach gives results of the same quality as when a statistical norm is chosen. The question of what value of r 1−r should be used has also been addressed. It has been shown that taking r 1−r = 1 was sufficient to filter noise in many practical cases. Another important question is when (i.e. for what threshold value of E CRE T ) updating should be stopped. First, considerations such as discretization errors and model simplifications led to an a priori value of this threshold. In this case, typical values of the CRE are 2 to 5 %. Then, we showed that it is possible to determine a value of the CRE below which the computation of the CRE is very sensitive to noise. It was shown that in practice this value is very low, so that the threshold value for the CRE is based on modeling errors rather than on noise.
Then the method was tested on an industrial example, the SYLDA5, which is a satellite support for Ariane5. It was shown that noise has very little effect on either the global or the local values of the computed CRE when both the norm as well as the weight on the measurement error are chosen according to the proposed method.
However, a further question remains to be addressed: it concerns the case in which the variability is due to uncertain parameters in the model. In this case, uncertainties must be introduced into the model. This question will be addressed in future works. 
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