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ABSTRACT
Aims. We present a study of the statistical properties of three velocity dispersion and mass estimators, namely biweight, gapper and
standard deviation, in the small number of galaxies regime (Ngal ≤ 75).
Methods. Using a set of 73 numerically simulated galaxy clusters, we rst characterise the statistical bias and the variance for each
one of the three estimators (biweight, gapper, and standard deviation), both in the determination of the velocity dispersion and the
dynamical mass of the clusters via the σ–M relation. These results are used to dene a new set of unbiased estimators, that are able
to correct for those statistical biases with a minimal increase of the associated variance. We also used the same set of numerical
simulations to characterise two other physical biases aecting the estimates: the impact of velocity segregation in the selection of
cluster members, and the impact of using cluster members within dierent physical radii from the cluster center.
Results. The standard deviation (and its unbiased counterpart) is the lowest variance estimator when compared to the biweight
and the gapper. We nd that, due to the eect of velocity segregation, the selection of galaxies within the sub-sample of the most
massive galaxies in the cluster introduces a 2% bias in the velocity dispersion estimate when calculated using a quarter of the most
massive cluster members. We also nd a dependence of the velocity dispersion estimate on the aperture radius as a fraction of R200,
consistent with previous results in the literature.
Conclusions. The proposed set of unbiased estimators eectively provide a correction of the velocity dispersion and mass estimates
from those statistical and physical eects discussed above, in the small number of cluster members regime. By applying these new
estimators to a subset of simulated observations, we show that they can retrieve bias-corrected values for both the mean velocity
dispersion and the mean mass, being the standard deviation the one with the lowest variance. Although for a single galaxy cluster
the statistical and physical eects discussed here are comparable or slightly smaller than the bias introduced by interlopers, they
will be of relevance when dealing with ensemble properties and scaling relations for large number of clusters.
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1. Introduction
Galaxy clusters (GCs) are tracers of the evolution of structures
throughout the history of the Universe. Cosmological parame-
ters, such as the matter density Ωm and the amplitude of matter
uctuation σ8, are very sensitive to the abundance of GCs per
unit of mass over time (e.g. Voit 2005; Allen et al. 2011; Planck
2013 results. XX 2014; Planck Collaboration XXIV 2016).
Given that it is not possible to weigh GCs directly, we
need to use mass proxies based on other mass-related observ-
ables through scaling relations (e.g. Stanek et al. 2010; Kravtsov
& Borgani 2012). Nowadays, there are several of these ob-
servational proxies that are used to obtain the total cluster
mass: X-ray intracluster emission, weak lensing models, and,
very recently, the Sunyaev–Zel’dovich (SZ) eect (Sunyaev &
Zeldovich 1970). In this last method, ground-based telescopes
and instruments, as the Atacama Cosmology Telescope (ACT)
(Hincks et al. 2010), the South Pole Telescope (SPT) (Chang et al.
2009) or the NIKA2 instrument at IRAM (Macias-Perez et al.
2017), and space missions as the ESA’s Planck satellite (Planck
2013 results. XX 2014; Planck 2015 results. XXII 2016), are open-
ing new windows for to the detection of GCs through their SZ
eect.
The integrated amplitude of the inverse Compton parameter
along the line of sight, Y , is a good proxy for retrieving the mass
of hot intra-cluster gas (e.g. Arnaud et al. 2010; Planck 2013 re-
sults. XX 2014; Planck Collaboration XXIV 2016; Ruel et al. 2014;
Sifón et al. 2016)). Moreover, the mass can be estimated using
the GC luminosity in the X-ray provided by surveys performed
by the XMM satellite. Finally, in the visible range, it is possi-
ble to infer the GC mass by studying the deformation of back-
ground galaxy shapes due to weak lensing (e.g. Zitrin et al. 2015;
Umetsu et al. 2014), computing their richness (e.g. Popesso et al.
2007; Rozo et al. 2009), or by estimating the GC velocity disper-
sion by measuring the radial velocity of galaxy members (e.g.
Biviano et al. 2006). Unfortunately, each of these observables
suers from biases that lead to inaccurate estimates of the mass.
A precise characterisation of these biases has become of special
importance in recent years due to the recent Planck results on
cluster counts (Planck 2013 results. XX 2014; Planck Collabora-
tion XXIV 2016), showing that some cosmological parameters,
especiallyσ8, inferred from X-ray observations and SZ mass es-
timates are in mild tension with those deduced from the study
of the primordial anisotropies of the Cosmic Microwave Back-
ground (CMB).
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Several authors have used the velocity dispersion mass
proxy to study and characterise scaling relations between dy-
namical and the SZ mass (Ruel et al. 2014; Sifón et al. 2016;
Amodeo et al. 2017). In this kind of study, it is necessary to
quantify the velocity dispersion of a large number of clusters, so
observational programs with limited telescope time are forced
to obtain radial velocities for a low number of members for each
cluster target. Several techniques have been proposed to mini-
mize the impact of the low number of cluster members for de-
termining accurate velocity dispersion. Beers et al. (1990) have
studied the behaviour of dierent locations and scale estimators
in the presence of deviation from Gaussianity and a reduced
sample of galaxies. They focused their work on the robustness
and, in particular, on the eciency of those statistical tools. In
particular the biweight (Tukey 1958) became the standard for
estimating the velocity dispersion of galaxy samples of almost
all sizes because of its robustness and high eciency. Over the
last decade, the development of N-body and hydro-dynamical
simulations has given us the possibility of testing velocity dis-
persion estimators directly on samples that mimic observations
of GCs.
The correct choice of an appropriate scale estimator can pre-
vent the occurrence of strong deviation from the actual velocity
dispersion, even if GCs are sampled with a few galaxy mem-
bers. Unfortunately, these poor galaxy samples often contain
only bright galaxies owing to observational limitations. There
are several studies that take into account velocity segregation
of galaxies due to their luminosity and spectral type (e.g. Bi-
viano et al. 1992; Goto 2005; Barsanti et al. 2016; Bayliss et al.
2017). Dynamical friction (Chandrasekhar 1943) could be one
of the causes of the underestimation of the velocity dispersion
(e.g. Merritt 1985; Boylan-Kolchin et al. 2008; Wetzel & White
2010). We present an analysis of three dierent velocity dis-
persion estimators: biweight (Tukey 1958), gapper (Wainer &
Thissen 1976), and standard deviation. Using 73 simulated GCs,
we test their statistical properties when they are applied to sam-
ples made up of few galaxy members or are contaminated by
interlopers. We pay particular attention to the case of samples
containing only massive GC members.
This work is organized as follows. In Section 2, we give a
brief description of the simulations used in this paper. In Section
3 we present the recipe to an unbiased estimates of GC veloc-
ity dispersion and mass. In Section 4, we present a comparison
of the bias and variance for three scale estimators—biweight,
gapper, and standard deviation—as a function of the number of
galaxy members considered. In Section 5, we test the robust-
ness of the three estimators in the case galaxy samples contain-
ing interlopers. In Section 6, we quantify the eect induced on
the velocity dispersion estimate by sampling galaxy members in
only a fraction of visible objects and within apertures dierent
from R200. In Sections 7.1 and 7.2, we describe how the mass can
be biased even in presence of a unbiased velocity dispersion. In
Section 8 we apply the correction to a set of simulated observa-
tions based on the Planck PSZ1 optical follow-up (Planck Col-
laboration Int. XXXVI 2016; Barrena et al. 2018) and we give the
recipe to correct for the biases in velocity dispersion and mass
estimates. Finally, we present our conclusions in Section 9.
Throughout this paper, we dene R200 as the radius within
which the mean cluster density is 200 times the critical
density of the Universe at redshift z. The mass M200 =
(4pi/3)200ρc(z)R3200 is the total mass within R200. Other quan-
tities with the subscript 200 have to be considered as evaluated
at, or within R200.
2. Simulations
In order to carry out the proposed analyses, we use a sample of
73 simulated massive clusters selected from the simulations de-
scribed in Munari et al. (2013). The original, full sample contains
about 300 cluster-sized or group-sized structures with masses
M200 > 1013M. Here, our selected sample corresponds to all
clusters located at ve redshifts (z = 0.12, 0.36, 0.46, 0.6, 0.82),
and with masses M200 > 2 × 1014M.
The simulations were generated in 29 Lagrangian regions,
centred around the massive haloes identied in a parent,
large-volume simulation box of 1 h−1 Gpc a side, and then re-
simulated with higher resolution. The simulation starts in the
initial conditions described in Bonafede et al. (2011), and was
carried out in two subsequent steps, at dierent resolutions. The
entire simulation was performed using the hydro-dynamical
GADGET-3 code (Springel et al. 2001a). Gravitational forces are
simulated using the TreeePM method, in which the Plummer-
equivalent softening length  = 5 h−1 kpc is assumed in physical
units for z < 2 and xed in comoving units for z > 2. This simu-
lation follows the evolution of 10243 dark matter (DM) particles
with mass mDM = 8.47 × 108 h−1 M and the same number of
gas particles with initial mass mgas = 1.53 × 108 M, assuming
the Λ-CDM cosmological model with ΩDM = 0.24, Ωb = 0.04,
ΩΛ = 0.72, H0 = 72 km s−1 Mpc−1, σ8 = 0.8, and nS = 0.96.
Concerning the simulation model, we use the “AGN” simu-
lation set described in Munari et al. (2013). This is a set of ra-
diative simulations which account for the eect of star forma-
tion and the feedback triggered by both supernova explosions
(SNe) and active galactic nuclei (AGN). Radiative cooling rates
are computed following Wiersma et al. (2009). The prescription
by Tornatore et al. (2007) is used to include metal enrichment
of the intra-cluster medium (ICM) due to SNe (both type II and
Ia) and asymptotic giant branch (AGB) stars, taking also into
account the Chabrier (2003) initial mass function (IMF) for the
stars population. For a more accurate description of the simu-
lations and the dierent prescriptions, see Munari et al. (2013)
and Rasia et al. (2015).
The bounded structures were identied rst through a
Friend-of-Friend (FoF) algorithm. Then, the identications were
rened using the SUBFIND algorithm (Springel et al. 2001b;
Dolag et al. 2009). The DM sub-haloes identied in this way
that contains stellar structure are considered "galaxies". In anal-
ogy with Munari et al. (2013), in this work we consider only
galaxies containing a bounded stellar mass 3 × 109 M. This
choice guarantees that we retain all sub-haloes more massive
than ∼ 1011 M. In total, there are 105, 196 galaxies in our sam-
ple of 73 clusters, being 17, 433 within the R200 radius. Thus,
on average we have 1440 galaxies per cluster, being 239 inside
R200.
3. Recipe for a bias-corrected Velocity Dispersion
and Mass estimators in Galaxy Clusters
Using DM only or hydro-dynamical cosmological simulations,
Evrard et al. (2008), Munari et al. (2013), and Saro et al. (2013)
characterised scaling relations between GCs velocity dispersion
of tracers, namely DM particles, sub-haloes and galaxies, and
M200:
σ1D
km s−1
= A
[
h(z) M200
1015 M
]α
, (1)
where σ1D ≡ σ3D/
√
3, and the 3D velocity dispersion, σ3D, is
calculated using all the DM particles or galaxies within a sphere
Article number, page 2 of 18
A. Ferragamo et al.: GC velocity dispersion and mass estimators
Fig. 1. Histograms showing the distribution of individual line-of-sight velocities of all cluster members contained in a cylinder of projected
radius R200 along each selected axis, for all the 73 simulated clusters, and for three possible orientations of the simulation box along the line of
sight (x, y and z axes). The red line corresponds to a Gaussian prole with the same mean and variance of the full sample.
of radius R200, using the biweight estimator (Beers et al. 1990).
However, DM particles, sub-haloes and galaxies lead to dierent
values of parameters A and α (Munari et al. 2013). Moreover,
owing to the triaxiality of GCs and to the non-virialized state
of some clusters, all the constraints for α are slightly dierent
from the value α = 1/3 derived from the virial theorem.
In order to use GCs for cosmological studies, it is crucial to
obtain an accurate, precise, and unbiased estimate for the veloc-
ity dispersion and, consequently, for the cluster masses. Among
other possibilities, this goal could be achieved through spectro-
scopic follow-ups (e.g., Allen et al. 2011). Nevertheless, owing to
observational limits, in real GC observations, it is very expen-
sive to measure the line-of-sight velocity of all cluster members.
In the new era of large galaxy cluster samples, where we of-
ten nd galaxy cluster with a limited number of spectroscopic
members (Ngal <∼ 30), it is important to characterise whether
such a limited number of galaxies might lead to biased estimates
of the velocity dispersion and/or the cluster mass.
The aim of this work is to characterise the statistical and
physical biases both for velocity dispersion and mass estimates
in the regime of small number of galaxies, and to provide a
recipe to correct for them. As we explain below, the four ba-
sic steps of our proposed recipe are:
i. Evaluate the velocity dispersion of the cluster using an un-
biased estimator;
ii. Estimate the aperture radius and the mass fraction of the
cluster members and correct for these sampling eects;
iii. Estimate the fraction of interlopers that could contaminate
the cluster members sample and correct the velocity disper-
sion;
iv. Calculate the GC mass and correct for statistical biases in-
troduced by the σ–M relation.
In the following sections we demonstrate that these four steps
represent a good way to estimate actual velocity dispersion and
mass with samples containing low numbers of galaxy members.
4. Statistical Bias and Variance for Velocity
Dispersion estimators
4.1. Velocity dispersion estimators and notation
Beers et al. (1990) presented a set of mean and scale estimators,
and studied their eciency in the presence of deviations from
a Gaussian-distribution. In this paper, we decided to focus our
attention on three of those estimators, namely the standard de-
viation, the biweight and the gapper. The standard deviation,
S std(Ngal) =
√√
1
Ngal − 1
Ngal∑
i=1
(xi − µ)2, (2)
is dened as the lowest variance scale estimator for a Gaussian
distribution. However, its dependence on µ (the mean of the dis-
tribution) makes it a non-robust estimator.
The biweight scale estimator is a function of the sample me-
dian (Tukey 1958), and it is dened as
S bwt(Ngal) =
 Ngal2Ngal − 1
1/2
[
Σ|ui |<1 (xi − M)2 (1 − u2i )4
]1/2∣∣∣Σ|ui |<1 (1 − u2i ) (1 − 5u2i )∣∣∣ , (3)
where the ui quantities are given by
ui =
(xi − M)
a ×MAD (4)
with a = 9.0, and MAD = median (|xi −M|) are the tuning con-
stant and the median absolute deviation respectively. Finally,
the gapper is a robust estimator (Wainer & Thissen 1976) based
on the gaps of an order statistics, xi, xi+1, . . . , xn. It is dened as
a weighted average of gaps:
S gap(Ngal) =
√
pi
Ngal (Ngal − 1)
Ngal−1∑
i=1
wi gi, (5)
where the gaps are given by
gi = xi+1 − xi, i = 1, . . . ,Ngal − 1 (6)
and the (approximately Gaussian) weights are given by
wi = i (Ngal − 1). (7)
For a more detailed description of these estimators see Beers
et al. (1990). With the notation introduced in equations 2, 3 and
5, throughout this paper we will refer in a generic way to any
of the three scale estimators as SX(Ngal), being X= “std”, “bwt”
or “gap”, for each one of the three cases.
Article number, page 3 of 18
A&A proofs: manuscript no. biases
Fig. 2. The mean velocity dispersion S X/S std(< R200) as a function of the number of galaxies Ngal (left panel) and its variance (right panel), for
our sample of 73 simulated galaxy clusters. The dispersion S X(Ngal) is calculated for the standard deviation (green line), biweight (blue line), and
gapper (red line) estimators.
4.2. Statistical bias and variance for the three estimators
Our aim in this work is to characterise the statistical behaviour
of the three aforementioned methods as a function of the num-
ber of galaxies, by quantifying the possible bias of each tech-
nique specically in the small number of galaxies regime. As
explained in Sect. 2, we use a set of 73 simulated GCs with red-
shifts 0.12 ≤ z ≤ 0.82 and masses 2 ≤ M200/(1014M) ≤ 20.
Following the denition in Munari et al. (2013), we considered
as galaxies only those DM subhaloes that contain a bounded
stellar structure with a mass ≥ 3 × 109M.
We rst characterise the distribution of velocities in our set
of simulations. Figure 1 shows the histogram of the radial veloc-
ities for the 73 GCs along the three main projection axes, of all
cluster members contained in a cylinder of projected radiusR200
along each selected axis. Even though these global distributions
are apparently close to a Gaussian, each one of the 73 individ-
ual GC distribution is not, due to the present of substructures.
A quantitative analysis shows that indeed there is a deviation
from gaussianity in the overall distributions. In particular, we
have estimated the following dimensionless parameter
c ≡ 〈x
4
i 〉 − 〈x2i 〉2
〈x2i 〉2
, (8)
which is related to the fourth moment of the distribution. We
would expect c = 2 for a perfect Gaussian sample. However,
when evaluating the factor c for each of the 73 clusters, we nd
a mean value c = 1.6±0.4 that implies a departure from a Gaus-
sian of the simulated GC velocity distributions. As expected for
relaxed clusters, the mean value of the c parameter is found to
be smaller than 2. The quoted error of 0.4 corresponds to the
scatter of the c parameter over the 73 simulated clusters. As
the statistical error in the determination of the c parameter is
signicantly smaller than this value (on average, the number of
galaxies within R200 for each cluster is 239, so naively we would
expected a statistical error of the order of 1/
√
239 = 0.065 for
one cluster, and less than 0.01 for the ensemble of 73 clusters),
this large scatter is reecting the intrinsic variety of clusters
properties in our simulations. We will use this c parameter be-
low, when estimating the variance of the three estimators.
Table 1. Ratio of the relative bias S X(< R200)/S Y(< R200) between two
estimators X and Y, obtained with all the galaxies in the simulation
within a circle of projected radius R200.
X / Y BWT GAP STD
BWT 1.000 1.013 ± 0.009 1.021 ± 0.017
GAP 0.987 ± 0.008 1.000 1.008 ± 0.010
STD 0.980 ± 0.017 0.992 ± 0.010 1.000
We now evaluate the bias and the variance of the three scale
estimators SX(Ngal). To do this, we have explored 20 dierent
values for Ngal, between Ngal = 7 and Ngal = 75, logarithmically
spaced to better analyze the low-Ngal tail. We have generated
2250 congurations by randomly selecting galaxies projected
in a circle of radius R200, 750 times for each main axis as line
of sight and avoiding galaxy repetition. For each conguration,
we estimated SX(Ngal) by repeating this procedure for each Ngal
and for each galaxy cluster. The average values for SX(Ngal) are
obtained by averaging the 73 × 2250 velocity dispersions nor-
malised with respect to S std(< R200), which represents the ve-
locity dispersion of all the galaxies in the simulation within a
circle of projected radiusR200, and calculated using the standard
deviation estimator. For completeness, we present in Table 1 the
ratio of this relative bias when calculated with dierent estima-
tors.
In the left panel of Fig. 2 we show how each estimator is
able to recover the velocity dispersion, when compared to the
standard deviation of the full sample S std(< R200). By construc-
tion, for high Ngal (i.e., when using all galaxies in the simulation
within R200), the standard deviation estimator S std(Ngal)/S std(<
R200) tends to one, while the other two estimators recover the
asymptotic value given in Table 1.
In the low-Ngal regime, all estimators are biased. The gap-
per (red line) returns an almost constant estimate of the velocity
dispersion at any Ngal, but that average value is slightly biased
with respect to the true variance (1.008±0.010, as shown in Ta-
ble 1). The biweight shows a stronger dependence on the num-
ber of elements used for the estimation, specially in the low-
Ngal regime. In fact, for Ngal smaller than 30, it underestimates
the true dispersion by up to 4% at Ngal = 10. A very similar be-
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Table 2. Best-t parameters to be used in the parametric function
given in equation 9, describing the bias of the three estimators. See
text for details.
BWT GAP STD
D 1 0 0.25
B −0.0124 ± 0.0009 −0.0018 ± 0.0005 −0.0016 ± 0.0005
β 1.43 ± 0.01 1 1
haviour is shown by the standard deviation estimator. We note
that in this later case, the dependence on Ngal can be theoret-
ically predicted, as showed in Appendix A, giving the analytic
form 1 − 1/(4(Ngal − 1)). Based on this dependence on Ngal, we
have obtained a numerical t to those curves in the left panel
of Figure 2, using the following parametric equation:
1 −
( D(Ngal − 1)
)β
+ B
 . (9)
Table 2 shows the best-t values for the parameters D, β and
B, for each one of the three estimators (biweight, gapper and
standard deviation).
Another crucial aspect for choosing a σv estimator is its
variance. We would expect the standard deviation to be the
lowest variance estimator for a Gaussian distribution. We illus-
trate this in Appendix B, where we also show the behaviour
of all three estimators in the same limit of Gaussian velocity
distributions. For the more realistic case given by our set of nu-
merical simulations, we conrm that this is also the case. The
right panel of Fig. 2 shows the variance of the three estimators,
Var(SX(Ngal)), and it shows that the standard deviation has still
the lowest variance. Moreover, we can compare this measured
variance with the optimal one expected for the theoretical be-
haviour for a homogeneous population given by1
Var(S std(Ngal)/S std(< R200)) =
c
4(Ngal − 1) , (10)
where the parameter c was dened in equation 8. We nd that
the variance of the standard deviation is indeed very close to the
optimal one, as well as the variance of the gapper. For low Ngal
values (<∼ 20), the variance of the biweight estimator is signi-
cantly worse. Numerical ts to the dependence of the variance
as a function of Ngal are given in Appendix C.
Using either the parametric tting given in equation 9, or
the numerical values from the left panel of Figure 2, we can now
construct unbiased velocity dispersion estimators, by explicitly
correcting for that statistical bias. We will use the primed no-
tation S ′X(Ngal) when referring to these “corrected” estimators,
which will be given by
S ′X(Ngal) ≡ SX(Ngal)
1 − ( D(Ngal − 1)
)β
+ B
−1 (11)
≈ SX(Ngal)
1 + ( D(Ngal − 1)
)β
+ B
 .
and where the approximation in the second line uses the fact
that the correction term is small compared to unity.
1 To derive this equation, we have used the denition of the c param-
eter, and that the variance of the variance of a centred random variable
x can be computed as (< x4 > − < x2 >2)/N, being N the number of
data samples.
Figure 3 is equivalent to the Fig. 2, but now computed for
the set of corrected estimators dened in equation 11. By con-
struction, the new S ′X(Ngal) estimators are now unbiased (left
panel), and their variance (right panel) have increased only by
an small amount. As for the case of unprimed estimators, the
corrected standard deviation is still the minimum variance es-
timator, although the three of them present very similar values
for Ngal >∼ 30. For this reason, we decided to use S ′std(Ngal) as
the reference estimator in the following sections, although we
could in principle use any of the three estimators.
5. Bias from interlopers contamination
Galaxy clusters are not isolated structures in the Universe.
This fact, together with the inevitable confusion associated to
redshift-space measurements, implies that any spectroscopic
sample of potential cluster members could be in principle con-
taminated. This population of pseudo cluster members, called
“interlopers”, modies the velocity distribution and therefore
aects the estimation of the velocity dispersion (e.g. Wojtak
et al. 2007, 2018; Pratt et al. 2019). Using numerical simulations
of the entire visual cone, Mamon et al. (2010) showed that the
fraction of galaxies outside the virial sphere that appear on sky
projected within the virial radius could reach up to ∼ 27%,
making the interlopers a potentially important source of error
for an unbiased determination of the underlying velocity distri-
bution. As shown below, the overall error due to interlopers is
indeed similar or slightly larger than the statistical and physical
biases discussed in this paper.
According to the denition of interlopers given in Pratt
et al. (2019), it is useful to consider this population as the sum
of two dierent types of objects: (i) galaxies gravitationally
bounded to the clusters that are far from the cluster centre,
but due to projection eects appear within a projected circle of
a smaller radius (hereafter “type 1” interlopers); and (ii) back-
ground/foreground galaxies with similar redshifts to that of the
cluster, but belonging to the large scale structure that surrounds
the cluster itself (hereafter “type 2” interlopers). Note that, in
our particular case of zoomed simulations, they are only includ-
ing type 1 interlopers.
Providing a general recipe to correct the velocity dispersion
bias of a given estimator due to the presence of interlopers is
not possible, as in general the fraction of those objects will de-
pend not only on Ngal, but also on the particular criteria adopted
for assigning cluster membership to galaxies observed in the
cluster eld, as well as the type of interlopers. Moreover, there
are multiple methods in the literature for identifying interlop-
ers, usually linked to specic cluster mass reconstruction meth-
ods. A very complete list can be found in Wojtak et al. (2018)
and references therein. Unfortunately, none of those methods
are capable of completely removing all contaminants (Wojtak
et al. 2018), and moreover, these techniques have good results
when applied to large galaxy samples (hundreds of members),
but they are usually less eective when applied to smaller sam-
ples (tenths of members), as in the case of the caustic method
(Diaferio 1999).
Here we limit our discussion to one particular member se-
lection method, named the “sigma clipping”, and we illustrate
the procedure to carry out the correction of the velocity esti-
mation for the two types of interlopers. We emphasise that, in
a general case, specic simulations will be required to quantify
the bias associated to each particular method. The sigma clip-
ping (Yahil & Vidal 1977) is one of the most used techniques for
removing interlopers. This method clips galaxies whose radial
Article number, page 5 of 18
A&A proofs: manuscript no. biases
Fig. 3. Mean (left panel) and variance (right panel) of the corrected estimators S ′X(Ngal)/S ′std(< R200), as a function of the number of galaxies Ngal
in our sample of 73 simulated galaxy clusters, for the standard deviation (green line), biweight (blue line), and gapper (red line).
velocity is above a certain threshold, being particularly eective
in the external regions of the clusters.
5.1. Type 1 interlopers
We rst estimate the impact of type 1 interlopers in our simu-
lations. It is important to emphasise here that, throughout this
paper, all our velocity dispersion quantities are computed using
the galaxies contained in a cylinder of projected radius R200.
Thus, by construction, they will be aected by type 1 interlop-
ers. In order to transform them into a velocity dispersion com-
puted within a sphere of radius R200, and therefore, free of type
1 interlopers, the average conversion factors that we nd in our
simulated sample are 0.990, 0.981 and 0.985 for the biweight,
gapper and standard deviation estimators, respectively. In sum-
mary, as a consequence of the presence of (type 1) interlopers,
the velocity dispersion is overestimated between 1% and 2%.
This bias is relatively small, and comparable to the statistical
biases discussed in the previous sections. In principle, it has to
be corrected in the corresponding S ′X estimators when trans-
forming from velocity dispersion into masses, but only if the
adopted σ–M scaling relation from simulations did already ac-
count for the eect of type 1 interlopers.
We further explore the possible correction of this bias using
the sigma clipping method. Although this method might be ef-
fective in removing interlopers, cutting the tail of a distribution
will necessarily introduce a bias in the estimation of the velocity
dispersion. To quantify this eect, we tested four grades of clip-
ping (no clip, 3σ, 2.7σ, 2.5σ) in Figure 4 for one of the estima-
tors. As expected, the higher the clip, the lower is the variance
recovered by the estimator. However, it is interesting to note
that this new bias partially alleviate the eect introduced by
the type 1 interloper contamination. As in Mamon et al. (2010),
we also nd that both eects are compensated at around 2.7σ, if
we use the gapper to estimate the dispersion. However, we note
that using the other two estimators, the clipping that compen-
sate the eect of the interlopers is dierent. We nd that a 2.5σ
clipping for the biweight, and a 3σ clipping for the standard
deviation compensates the eect of type-1 interlopers.
Fig. 4. Eect of type 1 interlopers on the velocity estimates, as a func-
tion of the number of galaxies, for the gapper estimator. The veloc-
ity dispersion S gap(Ngal) is computed rst using the full galaxy sample
(black solid line, equivalent to the red line in Figure 2), and then it is
compared to the estimates after clipping the galaxy sample at 3, 2.7
and 2.5 sigmas in the velocity space.
5.2. Type 2 interlopers
As explained above, here we use zoomed hydrodynamical sim-
ulations from a parent one, where the region of clusters are
re-simulated at higher resolution. Although this technique is
very useful to explore the appropriate mass range to form stars
and galaxies, it has the disadvantage of re-simulating only a
nite region around the centre of the cluster (in the case of
study ∼ 5R200). Thus, all galaxies in our simulated catalogues
are bounded to the cluster, and following our denition, they
correspond to type 1 interlopers only.
To understand the eect introduced by type 2 interlopers,
we have repeated the procedure described in the previous sub-
section, but this time replacing some galaxies from the actual
cluster distribution with random velocity values drawn from a
uniform distribution in the velocity interval [−2.7, 2.7]×S std(<
R200). This uniform distribution is intended to mimic a eld of
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Fig. 5. Combined eect of type 1 and 2 interlopers on S ′X(Ngal)/S std(<
R200), as a function of the number of galaxies. The velocity dispersion,
S ′X(Ngal), is rst computed using the full galaxy sample (equivalent to
the three colour lines shown in the left pannel of Figure 3). We also
evaluated the response of biweight (blue), standard deviation (green),
and gapper (red lines) using samples contaminated by a certain frac-
tion of type 2 interlopers, as described in the text. By construction, our
simulations also include the type 1 interlopers, as the velocity disper-
sion is estimated in the cylinder.
background and foreground galaxies, in an extreme case of a ve-
locity distribution which is completely dierent from that of the
galaxies. Figure 5 presents the results obtained for ve dier-
ent fraction of interlopers: 5 % (dashed lines), 10 % (dot-dashed
lines), 15 %(three dot-dashed lines), 20 % (long dashed lines), and
30 % (dotted lines). As expected, the inclusion of those type 2
interlopers produces a positive bias in the velocity dispersion,
which at rst order is found to be directly proportional to the
relative fraction of interlopers. It is also noteworthy that all the
three estimators are similarly aected by this “type 2” interloper
contamination.
Although Fig. 5 shows a broad range of values for the frac-
tion of type 2 interlopers, in real objects we would expect this
number to be in the range of 5 to 10 % within a virial radius (Saro
et al. 2013), being the fraction of type 1 objects signicantly
larger in number. If this is the case, then the eect of type 2
interlopers in the extreme case considered here will be at most
10 per cent. This is consistent with other results in the litera-
ture, which indeed present smaller values. For example, Mamon
et al. (2010) showed that the the total fraction of interlopers in
their simulations (including both types 1 and 2) is ∼ 27%, while
their impact on the velocity estimation at R200 is of the order
of 2 %. Moreover, this eect is basically cancelled out in their
nal estimation of the velocity dispersion within R200 when us-
ing the 2.7σ clipping, thus suggesting that the fraction of type
2 interlopers with a very dierent velocity distribution to the
one of the true members is rather small. On the other hand, in
our simulated cluster sample we nd a median fraction of type
1 interlopers of ∼ 29%, which is consistent with the value of
Mamon et al. (2010).
It is also important to note the strong dependence of type 2
interlopers with the sample aperture (Mamon et al. 2010; Saro
et al. 2013), increasing rapidly beyond R200. In practice, this
makes the interloper contamination the most damaging eect
for obtaining an unbiased velocity estimation for a single clus-
ter for radii much larger than R200.
Finally, we note that in real observations, the fraction of in-
terlopers, and particularly type 2, will depend closely on the
observational strategy and the particular algorithms and proce-
dures used for member selection. Therefore, the eective num-
ber of contaminants cannot be estimated precisely with a gen-
eral recipe. Studies such as Mamon et al. (2010); Saro et al. (2013)
are necessary to statistically quantify their abundance in each
particular observing strategy. As we are focused here in provid-
ing a general recipe for correcting the statistical and/or physical
bias associated to the velocity estimators, we will not discuss
further this eect. But we emphasise that for a reliable veloc-
ity estimation, the bias due to interlopers has to be taken into
account and corrected specically for each particular survey.
6. Physical Biases on velocity dispersion estimators
In the ideal case in which we can choose an uniformly selected
sample of true cluster members inside R200, the corrected set of
scale estimators presented above will provide an unbiased es-
timation of the velocity dispersion of the cluster. However, ob-
servational strategies and technical limitations prevent us from
reaching the ideal case. In this section we study two possible
ways in which a particular selection of cluster members might
produce biased velocity dispersion estimates.
6.1. Eects due to the selected fraction of massive galaxies
For a xed integration time, the telescope aperture limits the
detection magnitude and prevents us from detecting faint ob-
jects. In other cases, the technical requirements of spectro-
graphs make it impossible to sample the cluster members ade-
quately for arbitrary low brightness values. So, in practice, line-
of-sight velocity samples contain only a fraction of GC mem-
bers, generally the brightest objects in the GC, which are also
the most massive. This fraction of objects is particularly small
for high redshift GCs. In this subsection, we investigate if there
is an induced bias due to this mass segregation.
In order to simulate this eect, we mimicked observational
conditions by selecting three percentages of all visible galaxies
in the simulation, i.e. 50 %, 33 %, and 25 %, by sorting the cluster
members by mass and dividing the sample in 2, 3, and 4 mass
bins, starting from the most massive object. For each case, as
explained in Sect. 4, we averaged 2250 congurations (750 for
each axis, x, y, z), considering numbers of galaxies between 8
and 75, avoiding galaxy repetition and evaluating the dispersion
with the biweight, gapper, and standard deviation methods.
Figure 6 (left panel) shows S ′std(Ngal)/S std(< R200) as func-
tion of Ngal calculated with the corrected standard deviation es-
timator, and using galaxies picked up from 100 % (black line),
1/2 (blue line), 1/3 (red line) and 1/4 (green line) of the com-
plete cluster member samples. We see how a bias appears, with
a nonlinear dependence with the fraction of massive galaxies
considered in each case, but almost insensitive to the Ngal pa-
rameter. This means that the velocity dispersion is sensitive to
the fraction of massive galaxies used to estimate it. In particular,
taking into account only the most massive galaxies of the clus-
ters (1/4 of the sample), one would nd a velocity dispersion
that could be underestimated up to 2 per cent. We can inter-
pret this velocity bias in terms of a physical mechanism, the dy-
namical friction (Chandrasekhar 1943), which mostly aects the
most massive galaxies, so that the velocity dispersion is lower
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Fig. 6. Left panel: Mean (bias) of S ′std(Ngal)/S std(< R200) as a function of the number of galaxies Ngal, calculated by choosing galaxies within
100% (black solid line), 1/2 (blue solid line), 1/3 (red solid line), and 1/4 (green solid line) of the complete cluster member samples. Right panel:
Variance of S ′std(Ngal)/S std(< R200) as a function of the number of galaxies Ngal. The dashed line represents the theoretical expectation for the
variance of the dispersion according to equation 10.
Table 3. Relative bias of the primed estimators due to the se-
lected fraction of massive galaxies. We evaluate it as the average〈
S ′X/S std(< R200)
〉
for all possible Ngal values.
Fraction BWT GAP STD
1 1.013 1.008 1
1/2 1.004 0.999 0.990
1/3 0.996 0.992 0.981
1/4 0.992 0.993 0.982
with respect to that obtained using objects randomly selected
from the complete galaxy sample. Table 3 shows the average
bias of the primed estimators S ′X, calculated with respect to the
full set of cluster members within R200 (i.e., S std(< R200)), for
each fraction in exam, and for the three estimators (biweight,
gapper, and standard deviation). As this physical bias is almost
independent on Ngal, we could in principle use directly those
values to produce a new corrected (unbiased) estimator.
In the right panel of Figure 6 we show the variance of
S ′std(Ngal)/S std(< R200). The fraction of massive galaxies does
not signicantly aect the dispersion estimator variance.
6.2. Eect of aperture sub-sampling
All the analyses presented above include galaxies from the com-
plete sample of cluster members, or a fraction of them, but the
sample always being selected within R200. However, there is al-
ready evidence in the literature that the velocity dispersion es-
timate needs to be corrected if galaxies are not sampled out to
the cluster’s virial radius (e.g., Mamon et al. 2010; Sifón et al.
2016). In this subsection, we want to see how the selection re-
gion aects the σv estimate in our simulations, by characteris-
ing the physical bias introduced when evaluating the velocity
dispersion enclosed in a radius r from the galaxy cluster center.
In particular, we compute the velocity dispersion using all the
galaxies inside a cylinder of variable radius 0.2 ≤ r/R200 ≤ 1.5.
In addition, we average over all 73 simulated GCs and con-
struct the
〈
S ′X(< r)/S std(< R200)
〉
as a function of the r/R200 pro-
le (red line Fig. 7). The corresponding numerical values are
given in Table 4. The velocity dispersion is (on average) overes-
timated where the region explored by the spectroscopic sample
is smaller than R200. The results are consistent with those ob-
tained by Sifón et al. (2016) when using the biweight estimator
for both S ′X(< r) and S
′
X(< R200) (see Figure 4 and Table 3 in
that paper).
We nally evaluate the combined eect of this aperture
sub-sampling and the selection eect of a fraction of massive
galaxies discussed in the previous subsection. We performed
the same analysis described above for eight fractions of R200,
i.e. r/R200 = 0.2, 0.3, 0.4, 0.5, 0.8, 1.0, 1.2 and 1.5, and consider-
ing also dierent fractions of massive members. Unfortunately,
we were unable to calculate the dispersion for the smaller frac-
tions for radii less than half R200 for our simulation set because
not all the simulated clusters contain at least seven galaxies in
these inner regions. But for larger radii (r >∼ R200), we nd that
the bias caused by the used fraction of massive galaxies remains
almost constant at all radii. Therefore, we can apply the correc-
tion factors presented in Table 3, in combination with the radial
correction prole shown in Figure 7 and in Table 4, to correct
simultaneously for both eects.
7. Bias in the mass estimation
7.1. Statistical bias in the estimation of M200
In the previous sections we have studied how velocity disper-
sion estimators can be aected by dierent statistical and phys-
ical factors, and we have quantied the expected bias in those
cases. In this section, we now show how mass estimators are
also aected by the same eects.
The mass of a GC is not a direct observable. When we es-
timate the cluster mass using velocity dispersion estimates, we
basically apply a function M–σ1D that has been previously cal-
ibrated either in simulations or using observations. Any non-
linear transformation of σ1D will introduce a bias similar to the
one that we have discussed for the SX estimators, which will be
more signicant in the low-Ngal regime.
Following equation 1, once we have obtained an estimate
of the velocity dispersion (SX), the mass of the cluster can be
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Fig. 7. Average velocity dispersion prole within a given enclosed ra-
dius r, < S ′std(< r)/S std(< R200) >, normalised to R200. The red line
represents the mean at each radius of the individual 73 simulated GC
proles (grey lines). The numerical values are given in Table 4. The
dashed blue line represents the Sifón et al. (2016) prole, which is al-
most coincident with our derived prole.
Table 4. Average velocity dispersion prole within a given enclosed
radius r, < S ′std(< r)/S std(< R200) >, normalised to R200. Values com-
puted from the simulations. Uncertainties are the standard deviation.
r/R200 S ′std(< r)/S std(< R200)
0.2 1.044 ± 0.128
0.3 1.051 ± 0.106
0.4 1.047 ± 0.089
0.5 1.036 ± 0.071
0.6 1.030 ± 0.053
0.7 1.020 ± 0.039
0.8 1.012 ± 0.026
0.9 1.005 ± 0.015
1.0 0.998 ± 0.001
1.1 0.992 ± 0.016
1.2 0.986 ± 0.024
1.3 0.982 ± 0.034
1.4 0.978 ± 0.042
1.5 0.973 ± 0.045
computed as
M(SX)
1015M
=
(SX
A
) 1
α
. (12)
with parameters A = 1177.0 km s−1 andα = 0.364 constrained
by Munari et al. (2013) using the biweight as velocity dis-
persion estimator.
However, and in analogy to what we have seen in Sect. 4,
even if we use an unbiased estimator for the velocity disper-
sion, and due to the fact that equation 12 contains a non-linear
function of the variance, we expect a statistical bias with some
dependence at low Ngal. Using the results from Appendix A, as
the transformation to obtain the mass is of the type f (v) ∝ v1/(2α)
with 1/α ∼ 3, we can predict the amount of bias.
As for the study of the dispersion estimators, in the case of
mass estimators we also select as the reference velocity disper-
sion that one estimated with the standard deviation using all the
galaxies within R200. In the top row of Fig. 8 we show the re-
sults of the bias (left panel) and associated variance (right panel)
of the mass estimator based on eq. 12, using SX(Ngal) as the ve-
locity estimator. This case is noted as 〈M(SX)/M(S std(< R200))〉,
and M(S std(< R200)) represents the mass obtained using eq. 12
for the input value of S std(< R200).
We see that this mass estimator M(S std) is positively biased
by a factor
1 − 2α
4α2(Ngal − 1) , (13)
as predicted by equation A.5 in Appendix A. In a similar way,
the M(S bwt) (blue line) and M(S gap) (red line) mass estimators
are also biased positively biased.
For comparison, the bottom row of Fig. 8 shows the equiva-
lent results of the bias (left panel) and associated variance (right
panel) of the mass estimator but now using S ′X(Ngal) as the
input velocity estimation. These quantities are represented as〈
M(S ′X)/M(S std(< R200))
〉
. As anticipated, even if we use an un-
biased velocity dispersion estimator, the non-linearity of the
mass–velocity dispersion relation results in a biased mass es-
timate. It is interesting to note that the velocity dispersion bias
is propagated into the mass bias, as seen by comparing the top
and bottom panels on that gure. On one hand, as the S gap is
independent from Ngal, in the transformation from the normal
estimator to the bias-corrected one the only thing that changes
is the normalisation (i.e. a constant factor, and therefore, the
variance does not increase). On the other hand, the mass bias
of S std (top panel) is mitigated by the fact that the normal stan-
dard deviation tends to underestimate the velocity dispersion at
low Ngal. This eect is not present in the M(S ′std) prole (bottom
panel) because S ′std is, by construction, unbiased. Focusing our
attention on the variance of these mass estimators, shown in
the right panels of Fig. 8, we see that for M(SX) (top panel), the
standard deviation has the lowest variance, whereas the gapper
and biweight show almost the same behaviour as functions of
Ngal. Instead, in the bottom panel the three Var(M(S ′X)) func-
tions show a behaviour similar to what we see for the dispersion
estimators. The gapper variance remains almost untouched, and
the standard deviation behaves like the gapper, whereas the bi-
weight has the higher variance.
As done in Sect. 4, we have proposed a parametric descrip-
tion of the bias as a function of Ngal, based on the analytic form
of the bias for the standard deviation case. We also use here
three parameters (E,F and γ) in order to apply it to the gapper-
and biweight-based mass estimators:
1 − Eα
(Eα)2(Ngal − 1)γ + F (14)
The best-t parameters describing the bias for the unprimed
M(SX) and primed M(S ′X) mass estimators are listed in Tables 5
and 6, respectively.
Once we have tted for this bias, we can propose bias-
corrected mass estimators for those two cases, by dening
M′
(
SX(Ngal)
)
= M
(
SX(Ngal)
) [ 1 − Eα
(Eα)2(Ngal − 1)γ + F
]−1
(15)
M′
(
S ′X(Ngal)
)
= M
(
S ′X(Ngal)
) [ 1 − E′α
(E′α)2(Ngal − 1)γ′ + F
′
]−1
.
(16)
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Fig. 8. Mean (left panels) and variance (right panels) of M
(
S X(Ngal)
)
/M (S std(< R200)) and M
(
S ′x(Ngal)
)
/M
(
S ′std(< R200)
)
, which represent the
standard mass estimator, eq. 12, applied to normal and unbiased velocity dispersion estimators, standard deviation (green), gapper (red), and
biweight (blue). The theoretical expectation for M
(
S std(Ngal)
)
/M (S std(< R200)) is represented with the black dashed line.
Table 5. Best-t parameters for the function describing the bias in
〈M(S X)/M(S std(< R200))〉 for simulated clusters, as described in equa-
tion 14.
BWT GAP STD
E 2.36 ± 0.06 1.49 ± 0.03 1.97 ± 0.07
F 0.058 ± 0.004 0.023 ± 0.002 0.003 ± 0.002
γ 0.7 ± 0.1 1.17 ± 0.04 1.15 ± 0.09
Table 6. Best-t parameters for the function describing the bias in〈
M(S ′X)/M(S std(< R200))
〉
for simulated clusters, as described in equa-
tion 14.
BWT GAP STD
E′ 1.31 ± 0.03 1.50 ± 0.03 1.53 ± 0.03
F′ 0 0 0
γ′ 1.24 ± 0.03 1.17 ± 0.04 1.11 ± 0.04
Following the same convention for the notation adopted in
previous sections, hereafter these bias-corrected estimators are
represented with a “prime”, i.e. M′(SX(Ngal)) and M′(S ′X(Ngal)).
Fig. 9 shows the bias and variance of M′(SX) (top panel)
and M′(S ′X) (bottom panel). Both estimators are actually unbi-
ased by construction. Concerning their variance, as expected,
the biweight has the largest variance, whereas standard devi-
ation behave similarly to the gapper but sill remaining as the
lowest variance estimator. Analytical ts to the dependence of
the variance as a function of Ngal are given in Appendix C.
7.2. Physical biases in the M200 estimation
In Sect. 6 we explained how biases in velocity dispersion esti-
mation could appear by taking into account only the more mas-
sive cluster members of the cluster, or by sampling a fraction of
the virial radius R200. These biases due to the physics of galaxy
clusters are also propagated to the mass estimation.
In the top panels of Fig. 10 we show how choosing galaxies
from the subset of the most massive ones also introduces a bias
the mass estimation. For illustration purposes, we show the ef-
fect on the M′(SX) estimator only, but a similar gure can be
generated for M′(S ′X). We nd that the mass could be underes-
timated up to a 5% when using 1/4 of the sample containing
the most massive galaxies. It is clear that the small biases in the
velocity estimation are now amplied, especially at low Ngal.
Article number, page 10 of 18
A. Ferragamo et al.: GC velocity dispersion and mass estimators
Fig. 9. Mean (left panels) and variance (right panels) of the unbiased mass estimators M′(S X)/M′(S std(< R200)) (top row) and M′(S ′X)/M′(S ′std(<
R200)) (bottom row). In all panels, we show the results for the standard deviation (green), gapper (red), and biweight (blue) estimators.
The aperture eect on the mass estimators is also shown in
the bottom panel of Fig. 10. Also in this case, all the biases are,
as expected, bigger than in the case of the velocity dispersion
with a prole that prevents steeper sampling going to bigger
apertures. From the variance point of view it increases in the
core of the cluster and remains almost untouched for r ≥ R200.
It is evident that, owing to the high variance of the mass
estimation, the combination of these eects may be considered
negligible for a single cluster mass determination, but in order
to determine the mean bias of a scale relation it is very impor-
tant to obtain the most accurate mass estimation possible.
8. Applying corrections to a realistic case
In this section, we show how well we can retrieve a bias-
corrected velocity dispersion and mass estimation for a simu-
lated sample of galaxy clusters under realistic observing con-
ditions, but where only type 1 interlopers are considered. We
follow the methodology outlined in Sect. 3 and discussed in the
previous sections. The basic steps are:
i. Use the unbiased estimator S ′X, dened in equation 11, to
estimate the cluster velocity dispersion.
ii. Correct this velocity dispersion for the two physical eects
(mass fraction and sampling aperture) described in the text,
using Table 3 (or Fig. 6) and Table 4 (or Fig. 7), respectively.
The second correction requires a rst-order estimation of
R200, which can be obtained from the S ′X value from the pre-
vious step and the σ200–M200 relation in equation 1.
iii. Estimate the percentage of contaminants (interlopers) of the
cluster members sample and correct, if needed, the velocity
dispersion using the curves in Fig. 5. This provides the -
nal velocity dispersion estimate, corrected for all eects de-
scribed in the paper.
iv. Compute the galaxy cluster mass by using the unbiased
mass estimator M′(S ′X) dened in equation 16, and using
as input the corrected S ′X value from the previous step.
To perform this test, we decided to mimic the observational
strategy that we adopted in our Planck PSZ1 follow-up pro-
gram carried out during a two-year International Time Project
(ITP13B/15A) (Planck Collaboration Int. XXXVI 2016; Barrena
et al. 2018). This observational program has the aim of validat-
ing and characterising the unknown Planck SZ sources of the
PSZ1 catalog in the northern hemisphere. To do this we used
the DOLORES and OSIRIS spectrographs at the 3.5 m Telesco-
pio Nazionale Galileo (TNG) and the 10.4 m Gran Telescopio Ca-
narias (GTC) respectively, both located at Roque de los Mucha-
chos Observatory (La Palma, Spain).
These facilities allow multi-object spectroscopy (MOS) ob-
servations that t very well with our aim. However, the high
number of clusters to be observed (about 200) and the need to
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Fig. 10. Mean and variance of the M′(S X)/M′(S std(< R200)) mass estimator, as a function of the number of galaxies Ngal (top panels), and as a
function of the aperture radius r (bottom panels). In black, blue, green, and red are represented the fraction that includes 100%, 1/2, 1/3 and
1/4 of the most massive galaxies, respectively.
obtain spectroscopy of very faint objects, ′rmag > 22, did not
allow us to use more than one MOS mask or a couple of long
slits per cluster. For this reason we could only obtain a reduced
number of cluster members, Ngal < 40. Our observational strat-
egy started with the photometric redshift estimation. Once the
zphot was determined, we divided the GC sample into two red-
shift bins, z ≤ 0.4 and z > 0.4, in order to observe them at the
TNG and the GTC respectively. Here, we mimic the galaxy se-
lection procedure and the resultant galaxy catalogs. Owing to
the dierent elds of view (FOV) of the two instruments and
the dierences in the two-mask designer software, we decided
to implement both congurations following the same prescrip-
tion as described above. In Fig. 11 we show two examples of a
TNG and GTC mask scheme. There are some dierences in the
two congurations: i) TNG masks are always centered on the
GC center while GTC masks, owing to the gap between the two
CCD, are shifted ∼ 100” to the left; ii) the GTC mask designer
tool is more precise than the TNG one. For this reason the mini-
mum distance between galaxies is 5.4” and 8” for GTC and TNG
masks respectively.
In order to simulate a cluster observation, we select each
cluster at a random orientation and fraction of visible galaxies.
Also, to mimic observational issues such as spectral contami-
nation or wrong mask centering, we set a random number of
slits as the eective catalog of measured radial velocities. We
repeated this procedure to obtain 100 mock samples out of the
73 GCs object simulated in this study. For each of these sam-
ples we calculated the mean ratio between the estimated and
the reference cluster velocity dispersion. Because the parame-
ters of the scaling relation between σ200–M200, eq. 1, were con-
strained using the biweight estimation of the velocity disper-
sion, S bwt(< R200), we decided to use it as a reference velocity
dispersion for this analysis. For each of these samples we cal-
culated the mean ratio between the estimated and the reference
velocity dispersion of each cluster. Averaging over all the mock
samples we obtained〈
S bwt(Ngal, r)/S bwt(< R200)
〉
= 0.96 ± 0.03,〈
S gap(Ngal, r)/S bwt(< R200)
〉
= 0.99 ± 0.03,〈
S std(Ngal, r)/S bwt(< R200)
〉
= 0.96 ± 0.02. (17)
Using the estimators S ′X dened in eq. 11 with the param-
eters in Table 2, we corrected the bias due to the number of
galaxies. To correct the biases due to the GC physics, the rst
step is to identify in which fraction of massive galaxies the de-
tected cluster members reside. The second step is to calculate
the aperture radius, which is the sampling radius. To do this,
rst we needed to estimate R200. Based on a rst estimate of the
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Fig. 11. Left panel: Example of DOLORES/TNG simulated mask. Right panel: Example of OSIRIS/GTC simulated mask. See text for details. Black
and green dots represent cluster members outside or inside the telescope eld of view, respectively. Black rectangles are the slitlets, and the red
points those considered line-of-sight velocity measurements (the symbol size is proportional to the mass of each galaxy with respect to the most
massive one in the mask). The circle in dotted line represents the projected R200 radius.
cluster mass using SX(Ngal), we can derive a rst-order approx-
imation to that radius, noted as RX200. This value is used to apply
the aperture correction shown on the right panel of Fig. 7 to S ′X.
In our case, each velocity dispersion was corrected individually
after averaging over all the clusters, and then averaging over all
the 100 congurations to obtain〈
S ′bwt(Ngal, r)/S bwt(< R200)
〉
= 1.00 ± 0.03,〈
S ′gap(Ngal, r)/S bwt(< R200)
〉
= 1.00 ± 0.02,〈
S ′std(Ngal, r)/S bwt(< R200)
〉
= 1.00 ± 0.02, (18)
which represent bias-corrected estimates of the velocity disper-
sion. We note that these quantities are referred to the velocity
dispersion computed in the cylinder S bwt(< R200), and thus they
include type 1 interlopers as described in Sect. 5.1. If we want to
correct those values from this eect, we have to multiply those
values by the corrections factors quoted in that subsection, i.e.,
0.990, 0.981 and 0.985 for the biweight, gapper and standard
deviation estimators, respectively.
Using these velocity dispersion, we can now calculate the
cluster masses, M(S ′X), obtaining〈
M
(
S ′bwt(Ngal, r)
)
/M (S bwt(< R200))
〉
= 1.17 ± 0.09,〈
M
(
S ′gap(Ngal, r)
)
/M (S bwt(< R200))
〉
= 1.14 ± 0.08,〈
M
(
S ′std(Ngal, r)
)
/M (S bwt(< R200))
〉
= 1.13 ± 0.07. (19)
As shown above, these masses are overestimated, and in order
to correct for this bias, we have to use the primed mass estima-
tor, M′, as explained in Sec. 7.1. In this case, we obtain〈
M′
(
S ′bwt(Ngal, r)
)
/M′ (S bwt(< R200))
〉
= 1.00 ± 0.07,〈
M′
(
S ′gap(Ngal, r)
)
/M′ (S bwt(< R200))
〉
= 1.00 ± 0.07,〈
M′
(
S ′std(Ngal, r)
)
/M′ (S bwt(< R200))
〉
= 1.00 ± 0.06. (20)
It is also interesting to compare these mass estimates with
the true mass, M200 directly estimated from the simulation as
the mass of all particles within R200. Those values were used to
constrain the parameters in equation 1 (Munari et al. 2013). The
direct estimation of the velocity dispersion using SX leads to a
biased estimation of M200:〈
M
(
S bwt (Ngal, r)
)
/M200
〉
= 1.07 ± 0.09,〈
M
(
S gap (Ngal, r)
)
/M200
〉
= 1.13 ± 0.08,〈
M
(
S std (Ngal, r)
)
/M200
〉
= 1.03 ± 0.08, (21)
If the dispersion estimator is the corrected one, S ′X, we now
retrieve a mass that is almost unbiased:〈
M
(
S ′bwt (Ngal, r)
)
/M200
〉
= 1.18 ± 0.10,〈
M
(
S ′gap (Ngal, r)
)
/M200
〉
= 1.13 ± 0.09,〈
M
(
S ′std (Ngal, r)
)
/M200
〉
= 1.13 ± 0.08, (22)
Finally, M′ provides the nal, unbiased estimate of M200:〈
M′
(
S ′bwt (Ngal, r)
)
/M200
〉
= 1.00 ± 0.08,〈
M′
(
S ′gap (Ngal, r)
)
/M200
〉
= 1.00 ± 0.07,〈
M′
(
S ′std (Ngal, r)
)
/M200
〉
= 0.99 ± 0.07,
(23)
Again, for this example these quantities are referred to a “true”
mass computed from the velocity dispersion computed in the
cylinder S bwt(< R200). If we want to isolate the eect of type
1 interlopers, then the true M200 has to be computed using the
velocity dispersion in a sphere of radius R200, and the primed
velocity dispersion estimates will have to be corrected also for
the same bias.
These numbers show that also in this realistic situation, the
proposed set of corrected estimators are able to recover an un-
biased estimate for both the velocity dispersion and mass of the
galaxy clusters.
9. Conclusions
In this article, we have used 73 simulated GCs from hydrody-
namic simulations with AGN feedback and star formation. We
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have taken into account three dierent estimators: the biweight,
the gapper, and the standard deviation. We have focused on the
limit of a low number of galaxy members (Ngal < 75), and stud-
ied the bias and error (variance) of each estimator.
This study presents a detailed study of three techniques
to estimate velocity dispersion quantifying possible biases
brought about by their denition and observational limits. In
a future paper, we shall apply the optimal technique with the
corresponding corrections to a real sample of GCs in order to
estimate bias-corrected dynamical masses and compare them
with those evaluated using dierent proxies.
We propose a recipe with the aim of estimate reliable ve-
locity dispersion and mass estimators with the lowest bias and
variance as possible in the low-Ngal regime. We constructed un-
biased estimators based on the standard deviation, biweight,
and gapper while correcting for their Ngal dependence, S ′X. In
this case, we focused our attention on the variance of these esti-
mators. Although asymptotically the three estimators have the
same variance, in the range of a number of galaxies in which
we are interested, Ngal < 40, the corrected biweight has an even
higher variance with respect to the normal biweight and, conse-
quently, with respect to the other two estimators. After the bias
correction, we see that the variance of the standard deviation
and gapper are compatible for Ngal ≥ 20, whereas for Ngal < 20
the corrected standard deviation is the lowest variance estima-
tor.
We have also tested the robustness of the three S ′X estima-
tors when the galaxy sample is contaminated by interlopers,
considering both gravitationally bound interlopers (type 1) and
background/foregrounds galaxies (type 2). For type 1 interlop-
ers, the bias in the velocity dispersion estimator is found to be
∼ 2%, comparable to the other statistical biases discussed above,
and consistent with the results obtained by other authors which
include also type 2 interlopers in their analysis (e.g. Mamon
et al. 2010). This bias can be corrected using a 2.7σ clipping
technique (Yahil & Vidal 1977). For type 2 interlopers, here we
explored the conservative approach of assigning them a uni-
form velocity distribution, which is completely dierent from
the true distribution of cluster members. Our results show that
the three estimators are similarly aected, and that at rst or-
der, the bias in S ′X is roughly proportional to the percentage of
type 2 interlopers in our approach. Although comparable to the
other eects discussed in this paper, the contribution of type 2
interlopers could provide the main bias in the velocity disper-
sion estimation, specially for radii beyond R200, if their fraction
is as large as 10 % (e.g. Saro et al. 2013). Finally, this fraction of
type 2 contaminants depends on the particular GCs member se-
lection procedure and, hence, can vary from survey to survey.
Thus, a general formula based only on Ngal can not be provided.
We also studied how observational limitations inuence the
estimation of velocity dispersion in GCs. We recognised the
most likely sources of bias in i) the selection eect due to the
luminosity of GC members observed and hence in the fraction
of massive galaxies used to estimate the velocity dispersion; ii)
the aperture radius of the observation, and hence the fraction of
the viral radius explored. We saw that the bias increased for the
smaller fraction of massive galaxies. This bias was estimated to
be around the 2% when considering only 1/4 of the more mas-
sive galaxies.
Regarding the eect produced by sampling aperture, we
found that the maximum deviation was produced for an aper-
ture radius of 0.3–0.4R200, which is in agreement with Sifón
et al. (2016) results.
We also tested the mass estimators dened by eq. 1 with the
parameters of Munari et al. (2013). In this case, we observed that
all three estimators had a dependence on the number of galax-
ies, overestimating the reference mass at low Ngal. The standard
deviation prole can be analytically derived by taking into ac-
count the fact that the mass is a nonlinear function of the vari-
ance, as explained in Appendix A. Also, in this case, we dened
a new set of mass estimators, M(SX) and M′(S ′X), correcting
the mass estimator applied to the biweight, gapper, and stan-
dard deviation, or to their corrected counterparts, respectively.
We constructed these estimators to be unbiased over the entire
range of Ngal and found that the mass estimator based on the
standard deviation, whether corrected or not, was the lowest
variance one.
The ultimate aim of this paper is not only to correct the ve-
locity dispersion and mass estimates of a single cluster, but also
to develop a method to obtain bias-corrected mean mass esti-
mates in order to constrain the parameter of mass scaling rela-
tions. For this reason, we also applied these techniques to a set
of mock observations to retrieve bias-corrected mean velocity
dispersion and masses. These types of analyses will be of rele-
vance for precision cosmology analyses with large samples of
galaxy clusters, in the light of forthcoming results from space
missions as eROSITA or EUCLID.
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Appendix A: Bias in the estimation of the nonlinear
function of variance g(u)
If we assume a random variable x with probability pi, we can
estimate any ordinary moment as:
E[x j] =
N∑
i=1
x ji pi. (A.1)
The moment of second order is the variance, E[Var(x)] =
E[v] =< x2 >n − < x >2n, which is unbiased for any number
of data, N.
In this appendix we explain how a bias is induced when a
quantity is calculated as a nonlinear function of variance, m =
g(v). We evaluate E[g(v)], which is the estimate of the function
g(v). We can use as the estimator of m the function g applied at
the estimated value of E[v],
E[g(v)] = g(E[v]). (A.2)
The estimator g(E[v]) will be unbiased only if the function g(v)
is linear. In case that m is a nonlinear function of the variance,
e.g. standard deviation and mass, we can write the mean of
g(E[v]) as:
< g(E[v]) >' g(v) + g′(v) < ∆E[v] > +1
2
g′′(v) < (∆E(v))2 > .
(A.3)
If the variable v is unbiased, we can assume that 〈∆E[v]〉 = 0
and〈
(∆E[v])2
〉
= var(E[v]) =
2v2
N
, (A.4)
which implies that the unbiased estimate of g(v) is
E[g(v)] = g(v) − 1
2
g′′(v)
2v2
N
. (A.5)
In the case of the standard deviation σ = v1/2 we have
E[σ] = σ +
1
4
σ
n
, (A.6)
which is the unbiased standard deviation estimator.
Appendix B: Statistical bias and variance for
velocity dispersion and mass estimators in the
limit of a Gaussian distributions
In analogy to the cases discussed in the main text, in this ap-
pendix we show how the velocity dispersion and mass estima-
tors presented above behave in the limit of a perfectly Gaussian
velocity distribution. To this end, we generate 73 Gaussian dis-
tributions xing the mean (µ = 0), and the dispersion σ = S true,
being S true the dispersion corresponding to M200 though eq. 1
for each cluster in this new simulated sample.
As in the main text, we explore 20 dierent values for Ngal,
between Ngal = 7 and Ngal = 75. We used 50 000 dierent con-
guration for each Ngal and each “cluster”, thus using 73×50 000
velocity dispersion estimates normalised with respect to S true.
We note that by xing the width of the Gaussian distribution,
we avoid the need to select a reference estimator and, hence, we
can investigate the absolute bias of each estimator with respect
to the same S true value.
Table B.1. Best-t parameters for the functions describing S X(Ngal) in
the case of Gaussian velocity distributions.
BWT GAP STD
D 0.72 ± 0.03 0 0.25
B −0.007 ± 0.001 0.0007 ± 0.0002 0
β 1.28 ± 0.03 1 1
Appendix B.1: Velocity dispersion estimators
Fig. B.1 illustrates the behaviour of the (uncorrected) velocity
estimators. We note that the gapper and the standard deviation
recover the true velocity dispersion, asymptotically, for high
Ngal. However, this is not the case for the biweight estimator,
which presents a small asymptotic bias. In the small number of
galaxies limit, the behaviour of the three estimators is very sim-
ilar to the one showed in Fig. 2. The standard deviation (green
line) follows, as expected, the exact analytic prole derived in
Appendix A, whereas the gapper (red line) shows to be an al-
most unbiased estimator for any value of Ngal. Table B.1 presents
the best-t values of the parameters D, β and B in equation 9,
obtained now for this case of Gaussian velocity distributions.
Concerning the variance, from a theoretical point of view
we would expect the standard deviation to be the lowest vari-
ance estimator for a Gaussian distribution. This is conrmed in
Fig. B.1, which shows that as expected, the standard deviation
follows the theoretical prescription given by
var(S std(Ngal)) =
S 2true
2(Ngal − 1) . (B.1)
In this case of Gaussian velocity distributions, it is also in-
teresting to test the response of the square of these three esti-
mators
〈
SX2(Ngal)/S 2true
〉
, which in the case of the standard de-
viation corresponds to the variance. From a theoretical point of
view, the variance is one of the ordinary moments of a distri-
bution, and is not biased. Fig. B.2 presents the results, conrm-
ing this well-known behaviour for the standard deviation, and
showing that the other two estimators are clearly biased in this
low Ngal regime. Also, the variance of the variance follows the
expected analytic dependence for the standard deviation,
var(SX2(Ngal)) =
2S 4true
(Ngal − 1) . (B.2)
We note that both the gapper and biweight have a similar de-
pendence of the variance on Ngal, being the biweight the esti-
mator presenting a higher variance.
Following the methodology applied in Sect. 4, we can con-
struct the unbiased scale estimators S ′X. We have checked that
this new set of corrected estimators S ′X, dened as in equa-
tion 11 and using the parameters listed in table B.1, provide un-
biased estimates for the velocity dispersion.
Appendix B.2: Mass estimators
We now discuss the behaviour of the mass estimators in the
case of Gaussian velocity distributions. Here, the reference true
mass, M(S true), is calculated applying eq. 1, using the parame-
ters A = 1177.0 km s−1 and α = 0.364 from Munari et al. (2013).
Fig. B.3 illustrates the bias for the uncorrected mass estimator
M
(
S std(Ngal)
)
/M(S true). In general, the dependence on Ngal for
all mass estimators is very similar to that in Fig. 8. In particular,
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Fig. B.1.Mean (left panel) and variance (right panel) of S X(Ngal), as a function of the number of galaxies Ngal, for the case of Gaussian-distributed
random velocities. Green, red, and blue lines represent respectively the behaviour of the standard deviation, gapper, and biweight estimators.
Fig. B.2. Mean (left) and variance (right) of S X2(Ngal) as a function of the number of galaxies Ngal, for the case of Gaussian random velocities.
Green, red, and blue lines represent respectively the behaviour of the standard deviation, gapper, and biweight estimators.
Fig. B.3. Mean (left) and variance (right) of M
(
S X(Ngal)
)
/M(S true) as a function of Ngal, for the case of Gaussian random velocities. The dashed
line in the left panel represents the expected analytic formula for the dependence of F(S std) on Ngal for the standard deviation described in
Appendix A. Green, red, and blue lines represent respectively the behaviour of the standard deviation, gapper, and biweight estimators.
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Table B.2. Best-t parameters of the functions〈
M
(
S X(Ngal)
)
/M(S true)
〉
for Gaussian velocity distributions.
BWT GAP STD
E 2.22 ± 0.02 1.505 ± 0.007 2
F 0.023 ± 0.001 0.0013 ± 0.0005 0
γ 0.82 ± 0.04 1.088 ± 0.009 1
Table B.3. Best-t parameters of the functions〈
M
(
S ′X(Ngal)
)
/M(S true)
〉
for Gaussian velocity distributions.
BWT GAP STD
E′ 1.28 ± 0.01 1.504 ± 0.007 1.521 ± 0.007
F′ 0.0078 ± 0.0008 0.0032 ± 0.0005 0.0009 ± 0.0005
γ′ 1.23 ± 0.01 1.088 ± 0.009 1.083 ± 0.008
the standard deviation mass estimator follows the theoretical
analytic form presented in eq. A.5. The right panel in the same
gure shows the variance of M
(
SX(Ngal)
)
/M(S true). Although
we note a slightly higher variance at low Ngal, the shape of vari-
ance proles are similar to those presented in gure 8 for the
real cluster simulations.
Bias-corrected mass estimators for Gaussian distributions,
based both on the plain estimators SX, or their unbiased coun-
terparts S ′X, can be obtained using equation 15 with the pa-
rameters listed in Tables B.2 and B.3, respectively. Similarly to
the case of true velocity distributions, in this case of Gaussian
velocities the biweight has also the largest variance, whereas
standard deviation has the lowest one, with almost the same
behaviour as the gapper.
Appendix C: Analytical fit to the variance of the
dierent estimators
Sect. 4.1 and equations 11, 15 and 16 present the denitions of
dierent estimators for the velocity dispersion and the mass for
galaxy clusters. For all these cases, gures 2, 3, 8 and 9 showed
the mean and variance of the three estimators, as a function of
Ngal. Analytical expressions for the corrected estimators were
given in the main text.
In some applications, it is useful to have also an analytical
t to the variance of those estimators. Here we provide this t,
using a common expression for all cases with only two free pa-
rameters:
Var =

4(Ngal − 1)β . (C.1)
Table C.1 contains the the best-t values for the  and β param-
eters for all those estimators. In general, the standard deviation
estimator has the lowest variance in all cases, being the variance
of the gapper also very close but slightly larger. The biweight
estimator has a stronger dependence on Ngal, specially in the
low-Ngal regime.
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Table C.1. Coecient of the numerical t to the dependence of the variance as a function of Ngal for dierent estimators.
Estimator BWT GAP STD
Var(SX)  = 3.69 ± 0.10  = 2.42 ± 0.05  = 2.05 ± 0.06
β = 1.24 ± 0.01 β = 1.15 ± 0.01 β = 1.11 ± 0.01
Var(S ′X)  = 4.63 ± 0.16  = 2.42 ± 0.05  = 2.36 ± 0.06
β = 1.33 ± 0.02 β = 1.15 ± 0.01 β = 1.15 ± 0.01
Var(M(SX))  = 31.7 ± 1.1  = 34.4 ± 1.0  = 21.2 ± 0.5
β = 1.26 ± 0.02 β = 1.32 ± 0.013 β = 1.20 ± 0.01
Var(M(S ′X))  = 61.0 ± 3.7  = 32.9 ± 0.9  = 32.1 ± 0.8
β = 1.50 ± 0.03 β = 1.33 ± 0.01 β = 1.33 ± 0.01
Var(M′(SX))  = 23.7 ± 0.8  = 16.7 ± 0.5  = 16.3 ± 0.5
β = 1.21 ± 0.01 β = 1.13 ± 0.01 β = 1.13 ± 0.01
Var(M′(S ′X))  = 23.9 ± 0.8  = 16.9 ± 0.5  = 16.2 ± 0.5
β = 1.21 ± 0.02 β = 1.13 ± 0.01 β = 1.13 ± 0.01
Article number, page 19 of 18
