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In this paper, the symmetry method has been carried over to the Calogero–Bogoyavlenskii–
Schiff equation. The inﬁnitesimal symmetries and six basic linear combinations of the vec-
tor ﬁelds are determined, this leads us to transform the given equation into partial differ-
ential equations in two variables. After using some referenced transformations the
mentioned partial differential equations are eventually reduced to ordinary differential
equations. The search for solutions to those equations has yielded many exact solutions.
 2013 The Authors. Published by Elsevier Inc. Open access under CC BY-NC-ND license.1. Introduction
Symmetry is the key for solving differential equations. There are many well-known techniques for obtaining exact solu-
tions, but most of them are special cases of a few powerful symmetry methods.
One of those powerful methods is the Steinberg’s symmetry method [1] which is a computational procedure that can be
used by person familiar with differential equations but not familiar with Lie group theory. Moreover the person who is aware
with Lie group theory will ﬁnd that the elementary methods that used group theory to ﬁnd similarity solutions are not pow-
erful enough to give a complete analysis of the heat and Burger equations as the symmetry method of Steinberg gave in his
report. In the case of linear equations this method bears a close relationship to the method of separation of variables and, in
fact, this method produces a large supply of separable solutions for linear equations and it is more algorithmic and more
general than the classical Lie method [2–4].
Bhutani et al. in [5,6] enlarged this technique to deal with systems of partial differential equations then the technique has
found an important place in the literature of group theoretical methods see [7,8], also recently Singh et al. [9,10] and Moussa
et al. [11,12] applied this symmetry method to variable coefﬁcients systems.
In this paper we are going to apply the Steinberg’s symmetry method on the (2 + 1)-dimensional Calogero–Bogoyavlen-
skii–Schiff (CBS) equationuxt þ uxxxz þ 4uxuxz þ 2uxxuz ¼ 0; ð1Þ
where u ¼ uðt; x; zÞ. The CBS equation was ﬁrst constructed by Bogoyavlenskii and Schiff in different ways [13–16]. Bogoyav-
lenskii used the modiﬁed Lax formalism, where Schiff derived the same equation by reducing the self-dual Yang–Mills
equation [13–16].
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We brieﬂy outlined Steinberg’s similarity method of ﬁnding explicit solutions of both linear and non-linear partial differ-
ential Equation (1). The method based on ﬁnding the symmetries of the differential equations as follows:
Suppose that the differential operator L can be written in the formLðuÞ ¼ @
pu
@tp
 HðuÞ; ð2Þwhere u ¼ uðt; xiÞ and Hmay depend on t; xi; u and any derivative of u as long the derivative of u dose not contain more than
ðp 1Þ; t derivatives. Consider the symmetry operator called inﬁnitesimal symmetry, which being quasi-linear partial dif-
ferential operator of ﬁrst-order, has the formSðuÞ ¼ Aðt; xi;uÞ @u
@t
þ
Xn
i¼1
Biðt; xi;uÞ @u
@xi
þ Cðt; x;uÞ: ð3ÞDeﬁne the Frèchet derivative of LðuÞ byFðL;u; vÞ ¼ d
de
Lðuþ evÞje¼0 ð4ÞWith these deﬁnitions in mind we need to follow the following steps:
(i) Compute FðL;u;vÞ.
(ii) Compute FðL;u; SðuÞÞ.
(iii) Substitute HðuÞ for (@pu
@tp Þ in FðL;u; SðuÞÞ.
(iv) Set this expression to zero and perform a polynomial expansion.
(v) Solve the resulting partial differential equations. Once this system of partial differential equations is solved for the
coefﬁcients of SðuÞ, Eq. (2) can be used to obtain the functional form of the solutions.
3. Fundamental equation
The (2 + 1)-dimensional CBS equation can be expressed in the formLðuÞ ¼ uxt þ uxxxz þ 4uxuxz þ 2uxxuz ¼ 0; ð5Þ4. Determination of the symmetries
In order to ﬁnd the symmetries of Eq. (5), we set the following symmetry operatorS uð Þ ¼ A x; z; t;uð Þut þ B x; z; t; uð Þux þ C x; z; t; uð Þuz þ E x; z; t; uð Þ: ð6Þ
Calculating the Fréchet derivative F L;u;vð Þ of L uð Þ in the direction of v, given by Eq. (2), and replacing v by S uð Þ in F, we getF L;u; S uð Þð Þ ¼ Sxt þ Sxxxz þ 4uxSxz þ 4Sxuxz þ 2uxxSz þ 2Sxxuz: ð7Þ
Substituting the values of different derivatives of SðuÞ in F with the aid of Maple program, we get a polynomial expansion in
ux; ut ; uz; uxut ; . . . Onmaking use of Eq. (5) in the polynomial expression for F, rearranging terms of various powers of deriv-
atives of u and equating them to zero, we getA ¼ A tð Þ; B ¼ B t; xð Þ; C ¼ C t; zð Þ;
Exu ¼ Euu ¼ Euz ¼ Ext ¼ Exx ¼ 0;
Bxx ¼ 0;
 At þ 2Bx þ Cz ¼ 0;
Etu þ Btx þ 4Exz ¼ 0;
Cz þ Bx þ Eu  At ¼ 0;
Ct þ 4Ex ¼ 0;
Bt þ 2Ez ¼ 0: ð8ÞOn solving the system (8), we see that the inﬁnitesimals A; B; C and E satisfying the above equations are:A ¼ 2c0t2 þ c1t þ c2;
B ¼ ðc0t þ c3Þxþ bðtÞ;
C ¼ ð2c0t þ c1  2c3Þzþ c4t þ c5;
E ¼ ðc0t þ c3Þu 12 c0xz
1
4
c4x 12 b
0ðtÞzþ eðtÞ; ð9Þ
Table 1
The commutator table of the vector ﬁelds (10).
V1 V2 V3 V4 V5 V6
V1 0 V1 4V2  V4 xz @@u 2ðt  zÞV6 2V5
V2 V1 0 V3 0 0 V6
V3 4V2 þ V4 V3 0 0 V6 0
V4 xz @@u 0 0 0 2tV6 2V6
V5 2ðt  zÞV6 0 V6 2tV6 0 0
V6 2V5 V6 0 2V6 0 0
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The symmetries under which (5) is invariant can be spanned by the following eight inﬁnitesimal generatorsV1 ¼ 2t2 @
@t
þ tx @
@x
þ 2tz @
@z
þ tu 1
2
xz
 
@
@u
;
V2 ¼ t @
@t
þ z @
@z
;
V3 ¼ @
@t
;
V4 ¼ x @
@x
 2z @
@z
þ u @
@u
;
V5 ¼ t @
@z
 1
4
x
@
@u
;
V6 ¼ @
@z
;
Vb ¼ bðtÞ @
@x
 1
2
b0ðtÞz @
@u
;
Ve ¼ eðtÞ @
@u
: ð10ÞFurther, from the symmetries inﬁnitesimal given in Eq. (10), and the commutator table (see Table 1) the following possibil-
ities exist for the solution of Eq. (5)
1. c0 ¼ c1 ¼ c3 ¼ c4 ¼ 0; c2 – 0; c5 – 0; bðtÞ – 0; eðtÞ – 0,
2. c0 ¼ c4 ¼ 0; c1 ¼ 3c3 – 0; c5 – 0; bðtÞ ¼ c6; eðtÞ ¼ c7,
3. c0 ¼ c1 ¼ c4 ¼ 0; c2 ¼ 1; c3 – 0; c5 – 0; bðtÞ ¼ c6; eðtÞ ¼ c7,
4. i. c0 ¼ c4 ¼ c5 ¼ 0; c1 ¼ c2 ¼ c3 ¼ 1; bðtÞ ¼ 0; eðtÞ ¼ 0,
5. ii. c0 ¼ c4 ¼ 0; c1 ¼ c2 ¼ c3 ¼ c5 ¼ 1; bðtÞ ¼ 0; eðtÞ ¼ 0,
6. c0 ¼ c1 ¼ c4 ¼ 0; c2 – 0; c3 – 0; c5 – 0; bðtÞ ¼ 0; eðtÞ ¼ 0,
7. c0 ¼ c1 ¼ c3 ¼ c4 ¼ c5 ¼ 0; eðtÞ ¼ 0; c2 ¼ 1; bðtÞ – 0, where c6; c7 are arbitrary constants.
5. Similarity reductions and reduced ordinary differential equations
In order to obtain the invariant transformation in each of the above six cases we write the characteristic equation in the
formdt
A t; x; z; uð Þ ¼
dx
B t; x; z; uð Þ ¼
dz
C t; x; z;uð Þ ¼ 
du
E t; x; z;uð Þ : ð11ÞOnce this equation is solved for the above six cases the invariant variables and the corresponding reductions to two dimen-
sional partial differential equations are obtained and by using some reference transformations those partial differential
equations will be reduced to ordinary differential equations. Our results are tabulated in Tables 2 and 3
where c is an arbitrary constant.
6. Determination of the exact solutions
Now, we are going to our original task, ﬁnding exact solutions for the reduced ODEs, which by back substitution gives new
exact solutions for the (2 + 1)-dimensional Calogero–Bogoyavlenskii–Schiff equation as follows:
Table 2
The invariant variables and their corresponding partial differential equations.
Case The invariant variables
f g u
(1)
R
bðtÞdt  c2x c5t  c2z 1c2
R eðtÞ þ 12 zb0ðtÞ dt þ f f;gð Þ
(2)
xþ c6c3
 
t þ c23c3
 1
3
zþ c5c3
 
t þ c23c3
 1
3
f f;gð Þ t þ c23c3
 1
3  c7c3
(3)
xþ c6c3
 1
expðc3tÞ z c52c3
 1
expð2c3tÞ f f;gð Þ expðc3tÞ þ
c7
c3
(4.i) xðt þ 1Þ1 ðt þ 1Þz f f;gð Þðt þ 1Þ1
(4.ii) xðt þ 1Þ1 ðt þ 1Þðz 1Þ f f;gð Þðt þ 1Þ1
(5) x exp  c3c2 t
 
z c52c3
 
exp 2 c3c2 t
 
f f;gð Þ exp  c3c2 t
 
(6) x R bðtÞdt z 12 zbðtÞ þ f ðf;gÞ
Case The corresponding reduced partial differential equation.
(1) c32ffffg  4c22ffffg  2c22fgfff  c5ffg ¼ 0
(2) f fffg  13 ffff  13gffg þ 4f fffg þ 2f gffg  23 ff ¼ 0
(3) g2f6 f fffg þ 6g2f5 f ffg  c3f3 f ff þ 2c3f2g f fg þ 6g2f4 f fg
4g2f4ffffg  2g2f4fgfff  4g2f3fffg ¼ 0
(4.i) f fffg þ 4f fffg þ 2f gfff  ffff þ gffg  2f f ¼ 0
(4.ii) f fffg þ 4f fffg þ 2f gfff  ffff þ gffg  2f f ¼ 0
(5) ffffg  c3c2 ffff þ 2
c3
c2
gffg  2 c3c2 ff þ 4f fffg þ 2f gfff ¼ 0
(6) f fffg þ 4f fffg þ 2f gfff ¼ 0
Table 3
The used transformations and their reduced ordinary differential equations.
Case The used transformation The ordinary differential equation
h g hð Þ
(1) fþ cg f c32g
0000  6c22g0g00  c5g00 ¼ 0
(2) fþ g f g 0000  13 hg00 þ 6g0g00  23 g0 ¼ 0
(3) f
ﬃﬃﬃgp 1
f f 12h
2g000 þ 36hg00 þ h3g 0000 þ 24g0  12gg0  4hgg00
16hg02  6h2g0g00 ¼ 0
(4) f
ﬃﬃﬃgp ff h3g0000  4gg00 þ 6h2g0g00 þ 4gg0  4hg02  h3g00 ¼ 0
(5) f
ﬃﬃﬃgp ff h3g0000  4gg00 þ 6h2g0g00 þ 4gg0  4hg02 ¼ 0
(6) fþ g f g 0000 þ 6g0g00 ¼ 0
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given in [17] as follows:
Let us assume that g takes the formg ¼ A0 þ
Xs
i¼1
/iðhÞðAi þ Bi/2i hð ÞÞ; ð12Þwhere / hð Þ is a solution of the following Riccati equation
/0 hð Þ ¼ bþ /2 hð Þ: ð13ÞThe previous equation has the following forms of solutions/ðhÞ ¼ 
ﬃﬃﬃﬃﬃﬃ
b
p
tanhð
ﬃﬃﬃﬃﬃﬃ
b
p
hÞ; b < 0;
/ðhÞ ¼ 
ﬃﬃﬃﬃﬃﬃ
b
p
cothð
ﬃﬃﬃﬃﬃﬃ
b
p
hÞ; b < 0;
/ðhÞ ¼
ﬃﬃﬃ
b
p
tanð
ﬃﬃﬃ
b
p
hÞ; b > 0;
/ðhÞ ¼ 
ﬃﬃﬃ
b
p
cotð
ﬃﬃﬃ
b
p
hÞ; b > 0;
/ðhÞ ¼ 1
h
; b ¼ 0: ð14Þby making balance between the linear term g0000 and the nonlinear term g0g00 to determined the value of s, we have got that
s ¼ 1, so thatg ¼ A0 þ A1/þ B1/1; ð15Þ
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zero all coefﬁcients of /i i ¼ 0;1;2;3, we have obtained a system of algebraic equations,16c32A1b
2  12c22ðA1b B1ÞA1b 2c5A1b ¼ 0;
 2c5B1bþ 16c32B1b2  12c22ðA1b B1ÞB1b ¼ 0;
24c32B1b
4 þ 12c22B21b3 ¼ 0;
24c32A1  12c22A21 ¼ 0;
40c32B1b
3 þ 12c22B21b2  12c22ðA1b B1ÞB1b2  2c5B1b2 ¼ 0;
 2c5A1 þ 40c32A1b 12c22ðA1b B1ÞA1  12c22A21b ¼ 0: ð16ÞSolving the above system with the aid of Maple program the constants A0; A1; B1; c1; c5 and b are obtained as followsb ¼  c5
16c32
; A1 ¼ 2c2; B1 ¼ c58c22
; c2 ¼ c2; c5 ¼ c5: ð17ÞBy substituting from (17) into (15) and by using the different forms of solutions of the Riccati Eq. (14) which are given by Eq.
(15), we arrive at the following exact solutions for the reduced ODE given by case 1g ¼ A0  2c2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c32
s
tanh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c32
s
h
 !

c5
8c2
2ﬃﬃﬃﬃﬃﬃﬃ
c5
16c32
q
tanh
ﬃﬃﬃﬃﬃﬃﬃ
c5
16c32
q
h
  ; b < 0;
g ¼ A0  2c2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c32
s
coth
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c32
s
h
 !

c5
8c22ﬃﬃﬃﬃﬃﬃﬃ
c5
16c32
q
coth
ﬃﬃﬃﬃﬃﬃﬃ
c5
16c32
q
h
  ; b < 0;
g ¼ A0 þ 2c2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 c5
16c32
s
tan
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 c5
16c32
s
h
 !
þ
c5
8c22ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 c5
16c32
q
tan
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 c5
16c32
q
h
  ; b > 0;
g ¼ A0  2c2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 c5
16c32
s
cot
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 c5
16c32
s
h
 !

c5
8c22ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 c5
16c32
q
cot
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 c5
16c32
q
h
  ; b > 0;
g ¼ A0  2c2h ; b ¼ 0:Therefore, by back substitution using the similarity variables corresponding to this case, we obtain the following exact solu-
tions for Eq. (1)u t; x; zð Þ ¼ A0  1c2
Z
eðtÞ  1
2
zb0ðtÞ
 
dt  2c2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s
tanh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s Z
bðtÞdt  c2xþ cc5t  cc2z
 " #
 c5
8c22
ﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
q
 coth
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s Z
bðtÞdt  c2xþ cc5t  cc2z
 " #
: ð18Þ
u t; x; zð Þ ¼ A0  1c2
Z
eðtÞ  1
2
zb0ðtÞ
 
dt  2c2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s
coth
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s Z
bðtÞdt  c2xþ cc5t  cc2z
 " #
 c5
8c22
ﬃﬃﬃﬃﬃﬃﬃ
c5
16c2
2
q
 tanh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s Z
bðtÞdt  c2xþ cc5t  cc2z
 " #
: ð19Þ
u t; x; zð Þ ¼ A0  1c2
Z
eðtÞ  1
2
zb0ðtÞ
 
dt þ 2c2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s
tan
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s Z
bðtÞdt  c2xþ cc5t  cc2z
 " #
þ c5
8c22
ﬃﬃﬃﬃﬃﬃﬃc5
16c2
2
q
 cot
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s Z
bðtÞdt  c2xþ cc5t  cc2z
 " #
: ð20Þ
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Z
eðtÞ  1
2
zb0ðtÞ
 
dt  2c2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s
cot
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s Z
bðtÞdt  c2xþ cc5t  cc2z
 " #
 c5
8c22
ﬃﬃﬃﬃﬃﬃﬃc5
16c22
q
 tan
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c5
16c22
s Z
bðtÞdt  c2xþ cc5t  cc2z
 " #
: ð21Þ
u t; x; zð Þ ¼ A0  1c2
Z
eðtÞ  1
2
zb0ðtÞ
 
dt  2c2R
bðtÞdt  c2x cc2z : ð22ÞCase 2. To obtain the solution for the ODE corresponding to this case, we assume that this solution takes the following formg ¼ A0 þ A1hþ A2h2 þ B1h þ
B2
h2
; ð23Þwhere A0; A1; A2; B1 and B2 are arbitrary constant to be determined. Substituting from Eq. (23) into the reduced ODE given
by case 2 and collecting the various powers of h then equating them to zero, we get system of algebraic equations in the
constants A1; A2; B1 and B2. Solving this system with the aid of Maple program, we get the following solutionA0 ¼ A0; A2 ¼ 112 ;
A1 ¼ B1 ¼ B2 ¼ 0:So that, the corresponding exact solution for Eq. (1) is given byuðt; x; zÞ ¼ t þ c2
3c3
 2
3
A0 þ 112 xþ zþ
c6 þ c5
c3
 2
t þ c2
3c3
 2
3
" #
 c7
c3
: ð24ÞCase 3. By using the same method used in the previous case we have obtained the following exact solution to the ODE cor-
responding this case in the followingg hð Þ ¼ B1
h
; ð25Þwhere B1 is an arbitrary constant.
By back substitution we obtain the following new exact solution for Eq. (1)uðt; x; zÞ ¼ B1 expðc3tÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
expð2c3tÞ z c52c3
 s
 c7
c3
: ð26ÞCase 4.i. To determine the solution for the ODE corresponding to this case, we used the same assumption in case 2,g ¼ A0 þ A1hþ A2h2 þ B1h þ
B2
h2
; ð27Þwhere A0; A1; A2; B1 and B2 are arbitrary constant to be determined. Substituting from Eq. (27) into the reduced ODE given
by case 4.i and collecting the various powers of h then equating them to zero, we get system of algebraic equations in the
constants A0; A1; A2; B1; B2 and B2. Solving this system with the aid of Maple program, we get the following three sets of
solutions
The ﬁrst set:A0 ¼ A0; A2 ¼ 14 ;
A1 ¼ B1 ¼ B2 ¼ 0:The corresponding exact solution for Eq. (1) is given byuðt; x; zÞ ¼ 1
x
A0 þ 14
x2z
t þ 1
 	 

: ð28ÞThe second set:A1 ¼ A1; A2 ¼ 14 ;
A0 ¼ B1 ¼ B2 ¼ 0:Corresponding to the second set we arrived at the following solution for the Calogero–Bogoyavlenskii–Schiff equation
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z
t þ 1
r
þ 1
4
xz
t þ 1
 
: ð29ÞThe third set:A1 ¼ A1;
A0 ¼ A2 ¼ B1 ¼ B2 ¼ 0:Corresponding to this set we arrived at the following solution for the Calogero–Bogoyavlenskii–Schiff equationuðt; x; zÞ ¼ A1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z
t þ 1
r
: ð30ÞCase 4.ii. By using the same method used in previous case we have obtained the following exact solutions for the ODE cor-
responding to this case,
The ﬁrst set:g hð Þ ¼ A0 þ 14 h;where A0 is an arbitrary constant.
By back substitution we have obtained the following new exact solution for Eq. (1)uðt; x; zÞ ¼ 1
x
A0 þ 14
x2ðz 1Þ
ðt þ 1Þ
	 

: ð31ÞThe second set:g hð Þ ¼ A1 þ 14 h;where A1 is an arbitrary constant.
Corresponding to the second set we arrived at the following solution for the Calogero–Bogoyavlenskii–Schiff equationuðt; x; zÞ ¼ A1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z 1
t þ 1
r
þ 1
4
xðz 1Þ
ðt þ 1Þ : ð32ÞThe third set:g hð Þ ¼ A1;
where A1 is an arbitrary constant.
For the third set we arrived at the following solution for Eq. (1)uðt; x; zÞ ¼ A1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z 1
t þ 1
r
: ð33ÞCase 5. By using the same method used in case 2 we have obtained the following exact solution for the ODE corresponding
this caseg hð Þ ¼ A1;
where A1 is an arbitrary constant.
By back substitution we arise the following new exact solution for the Calogero–Bogoyavlenskii–Schiff equationuðt; x; zÞ ¼ A1 exp  c3c2 t
  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
exp
2c3
c2
t
 
z c5
2c3
 s
ð34ÞCase 6. To ﬁnd the solution for the ODE corresponding to this case, we assume that this solution takes the following formg ¼ A0 þ A1hþ A2h2 þ B1h þ
B2
h2
; ð35Þwhere A0; A1; A2; B1 and B2 are arbitrary constants to be determined. Substituting from Eq. (35) into the reduced ODE given
by case 6 and collecting the various powers of h then equating them to zero, we get system of algebraic equations in the
constants A1; A2; B and B2. Solving this system with the aid of Maple program, we get the following two sets of solutions
The ﬁrst set:A0 ¼ A0; B1 ¼ 2;
A1 ¼ A2 ¼ B2 ¼ 0:
462 G.M. Moatimid et al. / Applied Mathematics and Computation 220 (2013) 455–462The corresponding exact solution for Eq. (1) is given byuðt; x; zÞ ¼ 1
2
zbðtÞ þ A0 þ 2x R bðtÞdt þ z : ð36ÞThe second set:A0 ¼ A0; A1 ¼ A1;
A2 ¼ B1 ¼ B2 ¼ 0:Corresponding to the second set we have arrived at the following solution for the Calogero–Bogoyavlenskii–Schiff equationuðt; x; zÞ ¼ 1
2
zbðtÞ þ A0 þ A1 x
Z
bðtÞdt þ z
 
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