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Uniform asymptotic formulas for the Fourier
coefficients of the inverse of theta functions
Zhi-Guo Liu and Nian Hong Zhou∗
Abstract
In this paper, we establish some uniform asymptotic formulas for the Fourier
coefficients of the inverse of Jacobi theta functions which play a key role in the
theory of integer partitions, algebraic geometry, and theoretical physics. The
main results improve the recent works of Kathrin Bringmann, Jan Manschot
and Jehanne Dousse on this topic.
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1 Introduction and statement of results
1.1 Background
Let ζ = e2πiz and q = e2πiτ with z ∈ C and ℑ(τ) > 0. Let ϑ(z, τ) be a Jacobi theta
function given as the following Jacobi triple product:
ϑ(z, τ) = −iζ−1/2q1/8
∏
n≥1
(1− qn)(1 − ζqn−1)(1 − ζ−1qn)
and let η(τ) be the Dedekind eta function given by
η(τ) = iq1/6ϑ(τ, 3τ) = q1/24
∏
k≥1
(1− qk).
The theory of Jacobi theta functions was first introduced and studied by Jacobi [25],
which plays an important role in analytic and combinatorial number theory (see, e.
g., Eichler and Zagier [18], Andrews [2] and Garvan [4]), algebraic geometry (see, e.
g., Go¨ttsche [21, 22], Yoshioka, Ko¯ta [35] and Hausel and Rodriguez Villegas [24])
and theoretical physics (see, e. g., Alvarez-Gaume´, Moore and Vafa [1], Moore [32]
and Korpas and Manschot [29]).
Let N denote the set of all positive integers and let k ∈ N. Motivated by Bring-
mann and Manschot [10], and Bringmann and Dousse [8], we consider the inverse of
theta functions
Jk (z, τ) :=
∑
m∈Z
∑
n≥0
jm,k(n)q
nζm :=
ζ−1/2qk/24η(τ)3−k
iϑ(z, τ)
, (1.1)
and define numbers am,k(n)
1 and bm,k(n) by
Ck (z, τ) :=
∑
m∈Z
∑
n≥0
am,k(n)q
nζm =:= (1− ζ)Jk (z, τ) , (1.2)
and with χm(x) = (x
m − x−m)/(x− x−1),
Ck (z, τ) :=
∑
m,n≥0
bm,k(n)χ2m+1
(
ζ
1
2
)
qnqn. (1.3)
Clearly, for all m ∈ Z and n ∈ Z≥0, am,k(n) = jm,k(n) − jm+1,k(n), and for all
m,n ∈ Z≥0 bm,k(n) = am,k(n) − am+1,k(n). Setting z = 0 in Ck (z, τ) we obtain the
generating function of the number of partitions of integer n allowing k colors:
∑
n≥0
pk(n)q
n := Ck (1; q) = q
k/24
η(τ)k
. (1.4)
1In [8], am,k(n) is denoted as Mk(m,n)
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It is well known that am,1(n) = M(m,n) is the crank of integer partitions, see
Andrews and Garvan [4, 19] and am,2(n) is the birank of integer partitions introduced
by Hammond and Lewis [23]. Follows from Go¨ttsche [21] and Bringmann and Man-
schot [10], Ck(z, τ), (k ≥ 3) are appearing in algebraic geometry, which is well-known
to be generating functions of Betti numbers of moduli spaces of Hilbert schemes on
(k − 3)-point blow-ups of the projective plane and am,k(n) are the Betti numbers of
the moduli spaces. Moreover, the expansion (1.4) in terms of bm,k(n) decomposes
the cohomology in terms of (2m+1)-dimensional SL(2) or SU(2)spin representations.
For more details, see Bringmann and Manschot [10], Bringmann and Dousse [8] and
references therein.
Motivated by the theory of integer partitions, algebraic geometry and theoretical
physics, Bringmann and Manschot [10] and Bringmann and Dousse [8] investigated
the asymptotics of am,k(n) and bm,k(n). They in [10] proved the asymptotics for the
cases of fixed m, and in [8] proved the uniform asymptotic formula for am,k(n) in
which holds for all |m| ≤
√
n/(6kπ2) log n as n tends to infinity. The more related
investigations, see for examples, [12, 30, 27].
In this paper, we investigate the more precise uniform asymptotic behavior of
jm,k(n), am,k(n) and bm,k(n), which is partly suggested Bringmann and Manschot
[10, Section 1.2]. Our main tool is the classical asymptotic analysis which is different
above literature [10, 8, 30, 27]. We note that all of those are used the circle method.
1.2 Main results
This first result of this paper is the following uniform asymptotic formulas for jm,k(n),
am,k(n) and bm,k(n).
Theorem 1.1. Let m ∈ Z and n ∈ N such that m = o(n3/4). We have
jm,k (n−m1m>0)
pk(n)
=
1
2
(
1− tanh
(
2|m| − 1
4
√
kπ2
6n
))(
1 +O
(
n+m2
n3/2
))
,
am,k(n)
pk(n)
=
1
4
√
kπ2
6n
sech2
(
m
2
√
kπ2
6n
)(
1 +O
(
n+m2
n3/2
))
,
and
bm,k(n)
pk(n)
=
kπ2
24n
sech2
(
2m+ 1
4
√
kπ2
6n
)
tanh
(
2m+ 1
4
√
kπ2
6n
)(
1 +O
(
n+m2
n3/2
))
.
The uniform asymptotic formula for am,k(n) holds for more widely m and more
small error term than [8, Theorem 1.4] of Bringmann and Dousse. The uniform
asymptotic formula for jm,k (n−m1m>0) , bm,k(n) are new. The formula for bm,k(n)
also shows that there exist a constant Ak such that bm,k(n) increases with m ≤
(1/2π)
√
6n/k log(2 +
√
3)−Ak for all sufficiently large n.
We also prove the following more widely unform asymptotics.
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Theorem 1.2. With δk(n) =
√
kπ2/6n and uniformly for all m ∈ Z, as n→ +∞(
1 + e−|m|δk(n)
)
jm,k (n+ |m|1m<0) ∼ pk(n),
(
1 + e−|m|δk(n)
)2
am,k(n+ |m|) ∼ δk(n)pk(n),
and (
1 + e−|m|δk(n)
)2
bm,k(n+ |m|) ∼ δk(n)2 tanh
(
4−1(2m+ 1)δk(n)
)
pk(n).
We formulate the idea of the proof of our main results of this paper as the follow-
ing. From the Jacobi triple product, Jk (z, τ) is a meromorphic function for ζ ∈ C,
with all poles are simple and have form qℓ, ℓ ∈ Z. Using the Mittag-Leffler theorem,
Jk (z, τ) can be represented as a so-called Lerch sum,
Jk (z, τ) = q
k/24
η(τ)k
∑
n∈Z
(−1)nq n(n+1)2
1− ζqn , (1.5)
see Ramanujan’s lost notebook [3, Entry 3.2.1] or Garvan [19, Equation (7.15)] for
details. From (1.1) and (1.5), the Fourier coefficients jm,k(n) have the following
generating function:
∑
n≥0
jm,k(n)q
n =
qk/24
η(τ)k
∑
n≥1
(−1)n−1q 12n2+(|m|− 12 )n−|m|1m>0 , (1.6)
for all m ∈ Z, where 1event is the indicator function. Therefore, from the expansions
(1.6) for jm,k(n) and (1.4) for pk(n), for all m ∈ Z and n ∈ N we have
jm,k (n−m1m>0) =
∑
ℓ≥1
1
2
ℓ2+(|m|− 1
2
)ℓ≤n
(−1)ℓ−1pk
(
n−
(
1
2
ℓ2 +
(
|m| − 1
2
)
ℓ
))
. (1.7)
We now consider a class of functions f which has a similar asymptotic expansion
to the partition functions pk(n), that is
pk(n) ∼ e
2π
√
kn/6
nαpk
∑
ℓ≥0
γℓ(pk)
nℓ/2
, (1.8)
as n → +∞, for some constants αpk , γℓ(pk) ∈ R, ℓ ∈ Z≥0 with γ0(pk) ∈ R+. We
note that asymptotic expansion (1.8) was essentially proved by Rademacher and
Zuckerman [33]. More precisely, let f : R → R be a real function and has an
asymptotic expansion of form
f(X) ∼ e
βf
√
X
Xαf
∑
n≥0
γn(f)
Xn/2
, (1.9)
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as X → +∞, with βf ∈ R+, αf , γn(f) ∈ R for all integers n ≥ 0 and γ0(f) ∈ R+.
Also, suppose that if x < 0 then f(x) = 0, and for any given A > 0, f(x) = O(1) for
all |x| ≤ A. We define Sf (a, b;X) by the following alternating sum
Sf (a, b;X) :=
∑
n≥1
an2+bn≤X
(−1)n−1f (X − (an2 + bn)) , (1.10)
with a ∈ R+ and b ∈ R. Then, from (1.7) it is clear that
jm,k(n−m1m>0) = Spk (1/2, |m| − 1/2;n) . (1.11)
And the Theorem 1.1 and Theorem 1.2 follows from the asymptotics for Sf (a, b;X).
Our main results of this paper are stated in the following.
Theorem 1.3. Let p ∈ N, a ∈ R+ and µ ∈ R be given. If b,X ∈ R≥0 such that
b = o(X3/4), then we have
Sf (a, b+ µ;X)
f(X)
=

 ∑
0≤g<3p
Lf,g(µ, a, b, ∂α)
Xg/2
+O
(
X−p + α2p
Xp/2
)∣∣∣∣
α=
bβf
2
√
X
{
1
1 + eα
}
,
as X →∞. Here ∂α = ddα , Lf,g(µ, a, b, ∂α) is a differential operator defined as
Lf,g(µ, a, b, ∂α) =
∑
r,ℓ,s≥0
3r+2ℓ+2s≤2g
Cr,ℓ,s(g; f)a
sbrµℓ∂r+ℓ+2sα ,
and Cr,ℓ,s(g; f) are constants given by (3.7) depending only on r, ℓ, s, g, and f .
Remark 1.1. A parameter µ was introduced in the above theorem is for conveniently
compute finite-difference of Sf (a, b;X) with respect to b. Which is introduced to give
the asymptotics for am,k(n) = jm,k(n)−jm+1,k(n) and bm,k(n) = am,k(n)−am+1,k(n).
For relatively large b we prove
Theorem 1.4. Let L(x) be a real function satisfying lim
x→+∞L(x) = +∞, and let
a ∈ R+ and µ ∈ R be given. If b > X/3 and X → +∞ then
Sf (a, b;X) = f(X − a− b) +O(|f(X − 4a− 2b)|).
If X, b ∈ R+ such that L(X)X1/2 logX ≤ b ≤ X−L(X), then we have an asymptotic
expansion of form
Sf (a, b+ µ;X)
f(X − b) ∼
∑
g≥0
1
(X − b)g/2
∑
ℓ,s≥0
ℓ+s≤g
Cℓ,s(g; f)µ
ℓas,
where Cℓ,s(g; f) are constants given by (3.8) depending only on ℓ, s, g and f .
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We shall give some efficient formulas of Theorem 1.3 and Theorem 1.4, and the
leading asymptotic behavior involving Sf (a, b;X) follows from those formulas. To do
this, we need to introduce the forward difference operator ∆ defined as
∆0xF (n) = F (x), ∆xF (x) = F (x+ 1)− F (x), ∆J+1x F (x) = ∆x(∆JxF (x)),
for each J ∈ N and any given function F (x). We prove
Theorem 1.5. Let J ∈ Z≥0, a, a1, a2 ∈ R+ and µ ∈ R \ {0} be given. Also let
b,X ∈ R≥0 such that −µJ 6= 2b = o(X3/4). We have
∆Ju
∣∣
u=0
Sf (a, b+ uµ;X)
X−J/2(µβf/2)Jf(X)
=
(
∂Jα −
Mf,J(a, ∂α)
2βf
√
X
+O
(
1 + α4
X
))∣∣∣
α=
(2b+µJ)βf
4
√
X
{
1
1 + eα
}
,
as X → +∞, where ∂α := ddα and
Mf,J(a, ∂α) = (4αf − 1 + J) J∂Jα + 2(J + 2αf )α∂J+1α + (aβ2f + α2)∂J+2α
is a differential operator. In particular,
∆r
∣∣
r=0
∆Ju
∣∣
u=0
Sf (ar, b+ µu;X)
X−J/2(µβf/2)Jf(X)
=
(
(a0 − a1)βf
2
√
X
∂J+2α +O
(
1 + α4
X
)) ∣∣∣
α=
(2b+µJ)βf
4
√
X
{
1
1 + eα
}
,
as X → +∞.
From Theorem 1.4 and Theorem 1.5 we have
Corollary 1.6. Let J ∈ {0, 1, 2}, a ∈ R+ and µ ∈ R \ {0} be given. Also let
b,X ∈ R≥0 such that −µJ 6= 2b. We have
∆Ju
∣∣
u=0
Sf (a, b+ uµ;X + b)
X−J/2(µβf/2)Jf(X)
∼ eα∂Jα
∣∣∣
α=
(2b+µJ)βf
4
√
X
{
1
1 + eα
}
,
as X → +∞.
1.3 Asymptotics for the rank and crank statistics for integer parti-
tions
Our main results also give the uniform asymptotics for the rank and crank statistics
for integer partitions. Recall that a partition of an integer n is a sequence of non-
increasing positive integers whose sum equals n. Denoting by p(n) the number of
partitions of integer n, then by Euler we have
∑
n≥0
p(n)qn =
q1/24
η(τ)
. (1.12)
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The Ramanujan’s famous partition congruences [34] are
p(5n+ 4) ≡ 0 (mod5), p(7n + 5) ≡ 0 (mod7), p(11n+ 6) ≡ 0 (mod11),
holds for all n ∈ Z≥0. In 1944, Dyson [15] introduced the rank statistic for integer
partitions to give a combinatorial interpretation for the above partition congruences
with modulus 5 and 7. If N(m,n) denotes the number of partitions of n with rank
m, then it is well known that
∑
n≥0
N(m,n)qn =
q1/24
η(τ)
∑
n≥1
(−1)n−1qn(3n−1)/2+|m|n(1− qn).
However, the rank fails to explain Ramanujan’s congruence modulo 11. Therefore
Dyson [15] conjectured the existence of another statistic that he called the crank
which would explain above congruence modulo 11. The crank was found by Andrews
and Garvan [4, 19]. For all integer n ≥ 2, denoting by M(m,n) the number of
partitions of n with crank m, and defining M(0, 1) = −1 and M(±1, 1) = 1. Then
we have ∑
n≥0
M(m,n)qn =
q1/24
η(τ)
∑
n≥1
(−1)n−1qn(n−1)/2+|m|n(1− qn).
Let k ∈ N. Motivating by Dyson [17, 16], Garvan [20] and Berkovich and Garvan
[5], let Ik(m,n) be given by
FGk,m(q) :=
∑
n≥0
Ik(m,n)q
n :=
q1/24
η(τ)
∑
n≥1
(−1)n−1qn((2k−1)n−1)/2+mn, (1.13)
for all m,n ∈ Z≥0, and Nk(m,n) be defined as∑
n≥0
Nk(m,n)q
n := FGk,|m|(q)− FGk,|m|+1(q),
for all m ∈ Z and n ∈ Z≥0. Clearly,
Nk(m,n) = Ik(|m|, n) − Ik(|m|+ 1, n), (1.14)
N1(m,n) = M(m,n) and N2(m,n) = N(m,n). Dyson [17, 16] and Berkovich and
Garvan [5] shows that integers Ik(m,n) are counting certain statistics of integer par-
titions. For each integer k ≥ 3, Garvan [20, Theorem (1.12)] proved that Nk(m,n)
is the number of partitions of n into at least (k − 1) successive Durfee squares with
k-rank equal to m.
In [17], Dyson gave the following asymptotic formula conjecture for the crank
statistic for integer partitions:
M (m,n) ∼ π
4
√
6n
sech2
(
πm
2
√
6n
)
p(n), (1.15)
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as n→ +∞. He then asked a problem about the precise range of m in which (1.15)
holds and about the error term.
This conjecture has been proved first by Bringmann and Dousse in [8, Theorem
1.2]. Dousse and Mertens in [14] proved the above Dyson’s Conjecture hold also for
N(m,n). See [10, 31, 28, 28, 37] for more related investigations.
As a application of our Theorem 1.5, we have the following uniform asymptotics
for Ik(m,n) and Nk(m,n). The asymptotic formula for N2(m,n) improves the result
of Dousse and Mertens [14].
Theorem 1.7. Let k, n ∈ N and m ∈ Z such that m = o(n3/4). We have
Ik(|m|, n)
p(n)
=
1
2
(
1− tanh
(
π(2|m| − 1)
4
√
6n
))(
1 +O
(
n+m2
n3/2
))
,
Nk(m,n)
p(n)
=
π
4
√
6n
sech2
(
πm
2
√
6n
)(
1 +O
(
n+m2
n3/2
))
and
Nk(m,n)−Nk(m+ 1, n)
p(n)
=
π2
24n
sech2
(
π(2m+ 1)
4
√
6n
)
× tanh
(
π(2m+ 1)
4
√
6n
)(
1 +O
(
n+m2
n3/2
))
.
We also have the following unform asymptotics by Corollary 1.6:
Theorem 1.8. With δ(n) =
√
π2/6n and uniformly for all m ∈ Z, as n→ +∞(
1 + e−|m|δ(n)
)
Ik (|m|, n) ∼ p(n),
(
1 + e−|m|δ(n)
)2
Nk(m,n+ |m|) ∼ δ(n)p(n),
and
Nk(m,n+ |m|)−Nk(m+ 1, n + |m|)
δ(n)2p(n)
∼ tanh
(
4−1(2m+ 1)δ(n)
)
(
1 + e−|m|δ(n)
)2 .
The third asymptotic formula of Theorem 1.8 gives the asymptotic monotonicity
properties for Nk(m,n). We note that the monotonicity properties of N2(m,n) and
N1(m,n) has been investigated by Chan and Mao [11] in 2014, and Ji and Zang [26]
in 2018, respectively.
Further more, from (1.13) and (1.14) we have for all |m| > n/2, Nk(m,n) =
p(n − (k − 1 + |m|)) − p(n − (k + |m|)). This yields for all m > n/2 and with
ℓ = n− k −m we have
Nk(m,n)−Nk(m+ 1, n) = p(ℓ+ 1)− 2p(ℓ) + p(ℓ− 1).
8
Using the fact that p(ℓ+ 1)− 2p(ℓ) + p(ℓ− 1) ≥ 0 for all ℓ > 0, we have Nk(m,n)−
Nk(m + 1, n) ≥ 0 for all n/2 < m < n − k. Therefore, using Theorem 1.8 and the
fact that Nk(m,n) = Nk(|m|, n) we have following unimodal properties:
Corollary 1.9. For each k ∈ N, {Nk(m,n)}n−k−1m=k+1−n is a unimodal sequence for all
sufficiently large positive integer n.
Using Theorem 1.5, we also have the following uniform asymptotic formulas for
the difference between Ik(m,n) and Ik+1(m,n), and Nk(m,n) and Nk+1(m,n):
Theorem 1.10. Let k, n ∈ N and m ∈ Z such that m = o(n3/4). We have
Ik(|m|, n)− Ik+1(|m|, n)
p(n)
=
π
4
√
6n
sech2
(
π(2|m| − 1)
4
√
6n
)
×
(
tanh
(
π(2|m| − 1)
4
√
6n
)
+O
(
n2 +m4
n5/2
))
and
Nk+1(m,n)−Nk(m,n)
π2(48n)−1p(n)
= sech2
(
πm
2
√
6n
)(
1− 3 tanh2
(
πm
2
√
6n
)
+O
(
n2 +m4
n5/2
))
.
In particular, if m = mk(n) ∈ Z with |mk(n)| = O(
√
n) such that |Nk(m,n) −
Nk+1(m,n)| takes the minimum value, then
|mk(n)| =
√
6n
π
log(2 +
√
3) +O(1),
as n→ +∞.
1.4 Organization of the paper
This paper is organized as follows. In Section 2, we prove some results on the asymp-
totics of f(X) defined as (1.9) and the false theta functions defined as (2.1). In
Section 3, we prove Theorem 1.3 and Theorem 1.4. In Section 4, we prove Theorem
1.5. In Section 5, we prove Corollary 1.6, Theorem 1.1, Theorem 1.2, Theorem 1.7,
Theorem 1.8 and Theorem 1.10, and illustrate results for the cases of bm,1(n) and
N2(m,n)−N2(m+ 1, n) numerically.
Notations. The symbols Z≥0, R, R≥0 and R+ denote the set of nonnegative integer,
real, nonnegative real and positive real numbers, respectively. ∂α =
d
dα is the usual
derivative operator. We use Y = O(X) or Y ≪ X to denote Y ≤ CX, and Y ≫ X
to denote Y ≥ CX, for some absolute real number C ∈ R+.
Acknowledgements. This research was supported by the National Science Foun-
dation of China (Grant No. 11971173).
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2 Primarily results
In this section, we employ the definitions and elementary properties from [13, Section
2.1] on asymptotic expansions. We investigate some asymptotic properties of f(X)
defined by (1.9) and the asymptotics of following false theta function:
Ta,b(z) =
∑
n≥1
(−1)n−1e−(an2+bn)z, (2.1)
where a ∈ R+, b ∈ R and z ∈ C with ℜ(z) > 0.
We give some explanations for the main results of this section. In view of (1.10)
and our aim of this paper, the intentions of Proposition 2.1 and Corollary 2.2 in the
following are necessary. Now, if we using Proposition 2.1 in (1.10) then we find that
we need the uniform asymptotics of Ta,b(z), see Proposition 3.2 of Section 3 below.
More precisely, we need uniform asymptotics in which uniform holds for all b such
that 0 ≤ b = o(z−3/2), as real z → 0+. Hence such uniform asymptotics stated in
Theorem 2.7 below plays a crucial role in the proof of our main theorem Theorem
1.3.
The false theta function (2.1) has recently appeared in several areas of the theory
of q-series, integer partitions and quantum topology. And in all of these aspects, it
is important to understand the asymptotic properties of (2.1).
At present, the tools to obtain the asymptotics for (2.1) are the Euler–Maclaurin
summation formula and Mellin transform. We reference Zagier [36] and Bringmann
et al. recently work [10, 9, 7] on the Euler–Maclaurin summation formula, and Berndt
and Kim [31] and Mao [6] on the Mellin transform.
However, the above literature just deals with the asymptotic expansion of false
theta function (2.1) with a, b fixed as z → 0. In fact, from [7, Corollary 5.1] it can be
easy to find that
2e−b
2z/4a(1− Ta,b(z)) ∼
∑
n≥0
En(b/2a)Hn(0)
n!
(az)n/2, (2.2)
for given real numbers a > 0, b ∈ R, as z → 0+. Here En(·) is the n-th Euler
polynomial which has degree n and
Hn(0) = ∂
n
t
∣∣
t=0
e−t
2
=
(−1)n/2n!
(n/2)!
1n even.
is the n-th Hermite number. In particular, since for any given integer n ≥ 0 and real
number z, a > 0,
E2n(b/2a)H2n(0)
(2n)!
(az)n ∼
(
b
2a
)2n (−az)n
n!
=
(−1)n
n!(4a)n
(b2z)n,
as b → ∞. And the best, we can expect that the asymptotic expansion (2.2) holds
uniformly for all real number b, z > 0 such that b2z → 0, that is b = o(z−1/2). But
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such a result is still not enough for our purpose because we need the asymptotics that
holds for all b = o(z−3/2).
Luckily, since the series expansion (2.1) is alternating, we can employ the classical
Taylor theorem and Euler transform (Lemma 2.4) to find the asymptotics (Theorem
2.7) in which uniformly holds all b ≥ 0. See Subsection 2.2 for details.
2.1 Shift of the asymptotic expansion of f(X)
We begin with the following asymptotic result for a shift of an asymptotic expansion,
which will be used to deduce the approximation for f(X + r) with r = o(X3/4).
Proposition 2.1. If r = o(X3/4) then f(X + r) has asymptotic expansion of form
f(X + r)
f(X)
=

 ∑
0≤j<p
X−3j/4Λj(f,X)∂jy +O
(∣∣∣ r
X3/4
∣∣∣p)

∣∣∣∣
y=
βf
2
√
X
eyr,
as X → +∞, for each p ≥ 1. Here Λj(k,X) has an asymptotic expansion of form
Λj(f,X) ∼
∑
n≥0
λn,j(f)X
−n/4
for some constants λn,j(f) ∈ C depending only on n, j and f are defined as (2.6).
In particular, λ0,0(f) = 1, λn,0(f) = 0 for all n ≥ 1, λ1,1(f) = −αf , λ0,2(f) = −βf/8
and λn,j(f) = 0 for all nonnegative integers n and j such that n 6≡ j mod 2.
Proof. First of all, since r = o(X3/4), we have
√
X
(√
1 +
r
X
− 1− r
2X
)
=
√
X
∑
h≥2
(
1/2
h
)( r
X
)h
= O
(
r2
X3/2
)
= o(1),
by generalized binomial theorem, and hence we have
eβf
√
X(
√
1+ r
X
−1− r
2X ) =
∑
ℓ≥0
(βfX
1/2)ℓ
ℓ!

∑
h≥2
(
1/2
h
)( r
X
)h
ℓ
=:
∑
ℓ≥0
r2ℓX−3ℓ/2
∑
k≥0
dk,ℓ(f)
( r
X
)k
, (2.3)
by using Taylor expansion of ex. Also, since |r/X| = o(1), we have
(X + r)−n/2−αf = X−n/2−αf
∑
g≥0
(−n/2− αf
g
)( r
X
)g
,
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by generalized binomial theorem, and if we define cg,h(f) for each g, h ∈ Z≥0 that
∑
h≥0
cg,h(f)X
−h/2 :=

∑
n≥0
γn(f)
Xn/2


−1
∑
n≥0
(−n/2− αf
g
)
γn(f)
Xn/2

 , (2.4)
formally, then
∑
n≥0
γn(f)
Xn/2+αf


−1∑
n≥0
γn(f)
(X + r)n/2+αf
∼
∑
g≥0
( r
X
)g∑
h≥0
cg,h(f)X
−h/2, (2.5)
by the basic result of asymptotic analysis. From (2.3) and (2.5), we have
f(X + r)
f(X)
= exp
(
βfr
2
√
X
)
eβf
√
X(
√
1+ r
X
−1− r
2X )

∑
n≥0
γn(f)
Xn/2+αf


−1∑
n≥0
γn(f)
(X + r)n/2+αf
∼ exp
(
βfr
2
√
X
) ∑
k,ℓ≥0
dk,ℓ(f)
rk+2ℓ
X3ℓ/2+k
∑
g,h≥0
cg,h(f)
rg
Xg+h/2
∼ exp
(
βfr
2
√
X
)∑
j≥0
rj
∑
k,ℓ,g,h≥0
k+2ℓ+g=j
X−3ℓ/2−k−g−h/2cg,h(f)dk,ℓ(f)
∼ exp
(
βfr
2
√
X
)∑
j≥0
rjX−j
∑
k,ℓ,g,h≥0
k+2ℓ+g=j
X(ℓ−h)/2cg,h(f)dk,ℓ(f).
Namely,
f(X + r)
f(X)
∼ exp
(
βfr
2
√
X
)∑
j≥0
( r
X3/4
)j∑
n≥0
X−n/4
∑
k,g,ℓ,h≥0
2(ℓ−h)+n=j, k+2ℓ+g=j
cg,h(f)dk,ℓ(f).
Which means that we have an asymptotic expansion with respect to a sequence of
gauge functions
(
X−3/4r
)j
of the form
f(X + r)
f(X)
∼ e
βf r
2
√
X
∑
j≥0
Λj(f,X)
( r
X3/4
)j
,
where
Λj(f,X) ∼
∑
n≥0
λnj(f)X
−n/4
for some constants λn,j(f) given by
λn,j(f) =
∑
k,g,ℓ,h≥0
2(ℓ−h)+n=j, k+2ℓ+g=j
cg,h(f)dk,ℓ(f) ∈ R, (2.6)
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with cg,h(f) and dk,ℓ(f) are determined by (2.3) and (2.4), respectively. This com-
pletes the proof.
From the above proposition, we derive the following corollary, which will be used
in the proof of Theorem 1.4.
Corollary 2.2. Let u ∈ R with u = O(1). We have an asymptotic expansion of form
f(X + u)
f(X)
∼
∑
g≥0
X−g/2
∑
k,j,n≥0
n+2k+3j=2g
λn,j(f) (βf/2)
k
k!
uk+j
as X → +∞. Here for each n, j ∈ Z≥0, λn,j(f) is a constant and given by Proposition
2.1.
Proof. By Proposition 2.1 we have
f(X + u)
f(X)
∼ e
βfu
2
√
X
∑
j≥0
ujX−3j/4
∑
n≥0
λn,j(f)X
−n/4
∼
∑
k,j,n≥0
X−
n+2k+3j
4
λn,j(f) (βf/2)
k
k!
uk+j,
as X → +∞. Further, by note that λn,j = 0 for n 6≡ j mod 2, we find that
f(X + u)
f(X)
∼
∑
g≥0
X−g/2
∑
k,j,n≥0
n+2k+3j=2g
λn,j(f) (βf/2)
k
k!
uk+j,
which completes the proof of the corollary.
2.2 Uniform asymptotics of a false theta function
In this subsection we investigate the uniform asymptotics of the false theta func-
tion (2.1). We first deduce the following proposition.
Proposition 2.3. Let α, z ∈ C with ℜ(z) > 0, ℓ ∈ Z≥0 and N ∈ N. We have
∑
n≥1
(−1)n−1nℓe−n2z−nα = (−1)ℓ
N−1∑
k=0
(−z)k
k!
∂2k+ℓα
(
1
1 + eα
)
+ zNRN (ℓ, α, z),
where,
RN (ℓ, α, z) =
(−1)N+ℓ
(N − 1)!
∫ 1
0
(1− t)N−1∂2N+ℓα
(∑
n≥1
(−1)n−1e−n2zt−nα
)
dt.
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Proof. Obviously, both sides of the equality we need prove are holomorphic with
respect to α ∈ C. Thus we just need to prove the cases of ℜ(α) > 0, then the proof
follows from the identity theorem of analytic continuation. Suppose that ℜ(α) > 0
and denote F (z) =
∑
n≥1(−1)n−1nℓe−n
2z−nα. We have for each k ∈ Z≥0,
F (k)(0+) := lim
z→0+
F (k)(z) = lim
z→0+
∑
n≥1
(−1)n−1+kn2k+ℓe−n2z−nα
= (−1)k
∑
n≥1
(−1)n−1n2k+ℓe−nα = (−1)k+ℓ∂2k+ℓα
∑
n≥1
(−1)n−1e−nα
= (−1)k+ℓ∂2k+ℓα
(
e−α
1 + e−α
)
= (−1)k+ℓ∂2k+ℓα
(
1
1 + eα
)
.
Thus from Taylor theorem we have
F (z) =
N−1∑
k=0
1
k!
F (k)(0+)(z − 0+)k +
∫ z
0
F (N)(t)
(N − 1)! (z − t)
N−1 dt
= (−1)ℓ
N−1∑
k=0
(−z)k
k!
∂2k+ℓα
(
1
1 + eα
)
+ zNRN (ℓ, α, z),
holds for each N ∈ N, with
RN (ℓ, α, z) =
1
(N − 1)!
∫ 1
0
∂Nu
∣∣
u=zt
(F (u)) (1− t)N−1 dt
=
(−1)N
(N − 1)!
∫ 1
0
(1− t)N−1
∑
n≥1
(−1)n−1n2N+ℓe−n2zt−nα dt
=
(−1)N+ℓ
(N − 1)!
∫ 1
0
(1− t)N−1∂2N+ℓα
(∑
n≥1
(−1)n−1e−n2zt−nα
)
dt,
which completes the proof.
We next study the error term RN (α, z) of Proposition 2.3. To estimate RN (α, z)
we need the following lemmas.
Lemma 2.4. Let x ∈ C \ {1} and let function h : Z → C satisfy ∑n≥0 |xnh(n)| <
+∞. Then, we have
∑
n≥0
xnh(n) =
K−1∑
r=0
xr∆rh(0)
(1− x)r+1 +
xK
(1− x)K
∑
n≥0
xn∆Kh(n),K ∈ N.
Proof. This lemma is well known and called Euler transform. It is very easy to prove
by mathematical induction, and hence we omit its detail.
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Lemma 2.5. Let r, J ∈ Z≥0 be given and let α = x+ iy with x, y ∈ R and |y| ≤ x.
We have
eα∂Jα
{
erα
(1 + eα)r+1
}
≪ 1,
holds uniformly for all x ≥ 0.
Proof. Since ℜ(α) = x ≥ 0, we have |e−α| ≤ 1 and hence
eα∂Jα
{
erα
(1 + eα)r+1
}
= eα∂Jα
{
e−α
(1 + e−α)r+1
}
= eα
J∑
k=0
(
J
k
)
(−1)J−ke−α∂kα
{
1
(1 + e−α)r+1
}
≪
J∑
k=0
∣∣∣∣∂kα
{
1
(1 + e−α)r+1
}∣∣∣∣≪
J∑
k=0
1
|1 + e−α|r+1+k .
Since |y| ≤ x, we have
|1 + e−α|2 = 1 + e−2x + 2e−x cos(y) ≥
{
(1− e−x)2 if x ≥ π/2,
1 + e−2x if |x| ≤ π/2,
that is |1 + e−α| ≫ 1. Therefore,
eα∂Jα
{
erα
(1 + eα)r+1
}
≪ 1,
which completes the proof of the lemma.
We now estimate the error term RN (α, z) of Proposition 2.3. We prove
Proposition 2.6. Let RN (ℓ, α, z) be defined as in Proposition 2.3, and let ℓ ∈ Z≥0
and N ∈ N be fixed. We have for z = x+ iy with x, y ∈ R, x > 0 and |y| ≤ x,
ebzRN (ℓ, bz, z) ≪ 1,
holds uniformly for all b ≥ 0.
Proof. First of all, from Proposition 2.3 we have
RN (ℓ, bz, z) ≪
∫ 1
0
∣∣∣∣∣∣∂2N+ℓα
∣∣
α=bz
(∑
n≥1
(−1)ne−n2zt−nα
)∣∣∣∣∣∣ dt. (2.7)
Let Eu(n) = e
−n2u and let K ∈ Z≥0 be given. Trivially, if n≫ 1/x then
∆Kn Ezt(n) = (−1)K
K∑
r=0
(
K
r
)
(−1)re−(n+r)2zt ≪ e−n2xt. (2.8)
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By the Taylor expansion for ex, we further have for all |zt| ≤ 1,
en
2zt∆KEzt(n) = (−1)Ken2zt
K∑
r=0
(
K
r
)
(−1)re−(n+r)2zt
≪
∣∣∣∣∣
K∑
r=0
(
K
r
)
(−1)re−(2nr+r2)zt
∣∣∣∣∣
=
∣∣∣∣∣∣
K∑
r=0
(
K
r
)
(−1)re−2nrzt

 ∑
0≤ℓ<K/2
(−r2zt)ℓ
ℓ!
+O(|zt|K/2)


∣∣∣∣∣∣ .
Further, for ℜ(nzt) ≥ 0 we have:
en
2zt∆KEzt(n)≪
∣∣∣∣∣∣
∑
0≤ℓ<K/2
(−zt)ℓ
ℓ!
K∑
r=0
(
K
r
)
(−1)rr2ℓe−2nrzt
∣∣∣∣∣∣+ |zt|K/2
=
∣∣∣∣∣∣
∑
0≤ℓ<K/2
(−zt)ℓ
ℓ!
∂2ℓu
∣∣
u=2nzt
(
1− e−u)K
∣∣∣∣∣∣+ |zt|K/2.
Thus if 0 ≤ n ≤ 1/x, 0 ≤ t ≤ 1 and |zt| ≤ 1 then we further have:
en
2zt∆KEzt(n)≪
∑
0≤ℓ<K/2
|zt|ℓ|nzt|K−2ℓ + |zt|K/2
≪ |nxt|K + (xt)K/2 + (xt)K/2 ≪ |nxt|K + (xt)K/2.
Combining the trivial estimate (2.7) and above we obtain that for all n ∈ Z≥0,
∆KEzt(n)≪ min
(
1, (xt)K/2 + |nxt|K
)
e−n
2xt. (2.9)
On the other hand, if ℜ(u) > 0 then Lemma 2.4 implies that,
∑
n≥1
(−1)ne−n2u−nα =− 1 +
K−1∑
r=0
e−rα∆rEu(0)
(1 + e−α)r+1
+
e−Kα
(1 + e−α)K
∑
n≥1
(−1)ne−nα∆KEu(n)
=
K−1∑
r=1
e−rα∆rEu(0)
(1 + e−α)r+1
+
e−Kα
(1 + e−α)K
∑
n≥0
(−1)ne−nα∆KEu(n).
(2.10)
Hence by inserting (2.10) and (2.9) to (2.7), using Lemma 2.5 and product rule for
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derivative, directly calculation yields
ebzRN (ℓ, bz, z)≪
∫ 1
0
∣∣∣∣ebz∂2N+ℓα ∣∣α=bz
(K−1∑
r=1
e−rα∆rEzt(0)
(1 + e−α)r+1
+
e−Kα
(1 + e−α)K
∑
n≥0
(−1)ne−nα∆KEzt(n)
)∣∣∣∣ dt
≪1 +
∫ 1
0
∑
0≤j≤2N+ℓ
∣∣∣∣∣∣
∑
n≥0
(−1)nnje−bnz∆KEzt(n)
∣∣∣∣∣∣ dt
≪1 +
∫ 1
0
∣∣∣∣∣∣
∑
n≥0
n2N+ℓmin
(
1, (xt)K/2 + (nxt)K
)
e−n
2xt
∣∣∣∣∣∣ dt,
holds for all b ≥ 0. Splitting the inner sum of the above integral into two parts, we
further have
ebzRN (ℓ, bz, z)≪1 +
∫ 1
0
∣∣∣∣ ∑
0≤n≤(xt)−2/3
((xt)K/2 + (nxt)K)n2N+ℓ
+
∑
n≥(xt)−2/3
n2N+ℓe−n
2xt
∣∣∣∣ dt
≪1 +
∫ 1
0
∣∣∣(xt)K3 − 23 (2N+ℓ+1) + 1∣∣∣ dt≪ 1,
by setting K = 4N + 2ℓ+ 2. This completes the proof.
From Lemma 2.5, Proposition 2.3 and Proposition 2.6 we prove the following
uniform asymptotic expansion.
Theorem 2.7. Let p, ℓ ∈ Z≥0 be given. Also let z = x+ iy with x, y ∈ R, x > 0 and
|y| ≤ x. We have:
∑
n≥1
(−1)n−1nℓe−n2z−bnz =

(−1)ℓ ∑
0≤k<p
(−z)k
k!
∂2k+ℓα +O(|z|p)

∣∣∣∣
α=bz
{
1
1 + eα
}
,
as z → 0, holds uniformly for all b ≥ 0.
To prove our main theorem, we shall prove
Proposition 2.8. Let µ ∈ R, J ∈ Z≥0 and p ≥ 1 be given and z ∈ R+. We have
∂Jz Ta,b+µ(z) =

 ∑
0≤k<p
zkPk,J(µ, a, b, ∂α) +O
(
(1 + |b|J )zp)

∣∣∣∣
α=bz
{
1
1 + eα
}
,
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as z → 0+, holds uniformly for all b ≥ 0. Here
Pk,J(µ, a, b, ∂α) =
1
k!
∑
0≤r≤J
0≤s≤k+J−r
(
J
r
)(
J − r + k
s
)
µk+J−s−r(−a)sbr∂s+k+Jα .
Proof. By Taylor expansion for ex, it is easy to see that
Ta,b+µ(z) =
∑
n≥1
(−1)n−1e−an2z−bnz−nµz =
∑
ℓ≥0
(−µz)ℓ
ℓ!
∑
n≥1
(−1)n−1nℓe−(an2+bn)z.
Take the J-th order derivative of both sides above, and by product rule,
∂Jz Ta,b+µ(z) = ∂
J
z

∑
ℓ≥0
(−µ)ℓ
ℓ!
zℓ
∑
n≥1
(−1)n−1nℓe−(an2+bn)z


=
∑
ℓ≥0
(−µ)ℓ
ℓ!
J∑
v=0
(
J
v
)
(−1)v(−ℓ)vzℓ−v∂J−vz
∑
n≥1
(−1)n−1nℓe−(an2+bn)z.
(2.11)
Here (x)v =
∏
0≤j<v(x+ j) is the Pochhammer symbol. On the other hand, for each
nonnegative integer N ,
∂Nz
∑
n≥1
(−1)n−1nℓe−(an2+bn)z
=
∑
n≥1
(−1)n−1+Nnℓ(an2 + bn)Ne−(an2+bn)z
= (−1)N
N∑
r=0
(
N
r
)
aN−rbr
∑
n≥1
(−1)n−1nℓ+2N−re−(n2+a−1bn)az . (2.12)
Inserting (2.12) to (2.11) implies that
∂Jz Tb+µ(z) =
∑
ℓ≥0
(−µ)ℓ
J∑
v=0
J−v∑
r=0
zℓ−v
ℓ!
(−1)J (−ℓ)vaJ−v−rbrJ !
(J − v − r)!v!r!
×
∑
n≥1
(−1)n−1nℓ+2J−2v−re−(n2+a−1bn)az
=(−1)J
J∑
v=0
J−v∑
r=0
J !aJ−v−rbr
(J − v − r)!v!r!
∑
ℓ≥0
µℓ+v(−z)ℓ
ℓ!
×
∑
n≥1
(−1)n−1nℓ+2J−v−re−(n2+a−1bn)az .
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Using Theorem 2.7 in above yields for any given integer p ≥ 0:
∂Jz Ta,b+µ(z) =(−1)J
J∑
v=0
J−v∑
r=0
J !aJ−v−rbr
(J − v − r)!v!r!
∑
ℓ≥0
µℓ+v(−z)ℓ
ℓ!
(−1)ℓ+2J−v−r
×

 ∑
0≤n<p
(−az)n
n!
∂2n+ℓ+2J−v−rα +O(|az|p)

∣∣∣∣
α=a−1baz
{
1
1 + eα
}
=

 ∑
0≤k<p
zkPk,J(µ, a, b, ∂α) +O
(
(1 + |b|J )zp)

∣∣∣∣
α=bz
{
1
1 + eα
}
.
Here
Pk,J(µ, a, b, ∂α) =
∑
n,ℓ≥0
n+ℓ=k
(−1)J+n+ℓ
J∑
v=0
J−v∑
r=0
J !aJ−v−r+nbrµℓ+v(−1)ℓ−v−r
(J − v − r)!v!r!ℓ!n! ∂
2n+ℓ+2J−v−r
α
=
∑
s,r≥0
( ∑
v,n,ℓ≥0
n+ℓ=k
r+v≤J, J−v−r+n=s
(−1)n+J−v−rJ !
(J − v − r)!v!r!ℓ!n!
)
µk+J−s−rasbr∂s+k+Jα
=
∑
s,r≥0
1
k!
( ∑
v,J−r−v,n≥0
J−r−v+n=s
(
J
r
)(
J − r
J − r − v
)(
k
n
))
µk+J−s−r(−a)sbr∂s+k+Jα
=
1
k!
∑
0≤r≤J
0≤s≤k+J−r
(
J
r
)(
J − r + k
s
)
µk+J−s−r(−a)sbr∂s+k+Jα ,
by using the well known Chu–Vandermonde identity that
∑
m,n≥0
m+n=s
(
M
m
)(
N
n
)
=
(
M +N
s
)
,
for each s ∈ Z≥0 and M,N ∈ C, which completes the proof.
3 Asymptotic expansion for the sum of f(X) over value
of certain quadratic polynomial
In this section, we use the fundamental results of the previous section to prove the
main results of this paper. We first prove Theorem 1.3.
3.1 The proof of Theorem 1.3
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We first prove a uniform asymptotic expansion for Sf (a, b;X) in terms of false
theta function Ta,b(z) defined as Subsection 2.2. To prove it, we need the following
lemma.
Lemma 3.1. Let a ∈ R+, p ∈ Z≥0 be given, b ∈ R≥0 and ǫ ∈ R+. We have as
ǫ→ 0+, ∑
n≥1
(an2 + bn)pe−ǫ(an
2+bn) ≪
(
ǫ−p−1/2 + bp
)
e−ǫb.
Proof. For 0 ≤ b ≤ ǫ−1/2,∑
n≥1
(an2 + bn)pe−ǫ(an
2+bn) ≪
∑
1≤n≤ǫ−1/2
(n2p + bpnp) +
∑
n≥ǫ−1/2
n2pe−an
2ǫ
≪ ǫ−p−1/2 + bpǫ−p/2−1/2 +
∑
n∈Z
n2pe−an
2ǫ
≪ ǫ−p−1/2e−ǫb, (3.1)
by using the fact that for each p ∈ Z≥0,∑
n∈Z
n2pe−an
2ǫ ≪ ǫ−p−1/2, (3.2)
as ǫ→ 0+. For b ≥ ǫ−1/2,∑
n≥1
(an2 + bn)pe−ǫ(an
2+bn) ≪
∑
n≥1
(n2p + bpnp)e−ǫ(an
2+bn)
≪ e−ǫb

∑
n≥1
n2pe−an
2ǫ + bp + bp
∑
n≥1
(n + 1)pe−ǫ(a(n+1)
2+bn)


≪ e−ǫb

∑
n∈Z
n2pe−an
2ǫ + bp + bp
∑
n≥1
npe−ǫbn

 .
Therefore, by note that∑
n≥1
npe−ǫbn = (−1)p d
dαp
∣∣∣∣
α=bǫ
∑
n≥1
e−αn
= (−1)p d
dαp
∣∣∣∣
α=bǫ
1
eα − 1 ≪ max
(
1,
1
(bǫ)p+1
)
,
and (3.2) we have∑
n≥1
(an2 + bn)pe−ǫ(an
2+bn) ≪ e−ǫb
(
ǫ−p−1/2 + bp + ǫ−p−1/b
)
≪
(
ǫ−p−1/2 + bp
)
e−ǫb. (3.3)
Combining (3.1) and (3.3) we finish the proof.
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We next prove
Proposition 3.2. Let a ∈ R+, p ∈ N be given and let X, b ∈ R≥0. We have:
Sf (a, b;X)
f(X)
=
∑
0≤ℓ<p
X−3ℓ/4Λℓ(f,X)∂ℓz
∣∣∣
z=
βf
2
√
X
Ta,b(z) +O
(
1 + bp
X3p/4
e
− bβf
2
√
X
)
,
as X → +∞, for all b = o(X3/4).
Proof. Let ǫ > 0 be sufficiently small be given and let 0 ≤ b ≤ ǫX3/4/4. We first split
the sum Sf (a, b;X) into two parts as follows:
Sf (a, b;X)
f(X)
=

 ∑
n≥1
an2+bn≤ǫX3/4
+
∑
n≥1
ǫX3/4<an2+bn≤X

 (−1)n−1 f(X − (an2 + bn))f(X)
=: M + E.
For the sum E, we estimate that
E ≪
∑
n≥1
ǫX3/4<an2+bn≤X
f(X − (an2 + bn))
f(X)
≪
√
X
f(X − ǫX3/4)
f(X − a− b)
≪
√
Xeβf
√
X−ǫX3/4−βf
√
X ≪
√
Xe
− βf
2
√
X
ǫX3/4 ≪ X−Ae−
βf b
2
√
X , (3.4)
holds for any given A > 0, by using condition that 0 ≤ b ≤ ǫX3/4/4. For the sum M ,
application Proposition 2.1 implies that,
M
f(X)
=
∑
n≥1
an2+bn≤ǫX3/4
(−1)n−1
( ∑
0≤j<p
X−3j/4Λj(f,X)∂jy
+O
(∣∣∣∣an2 + bnX3/4
∣∣∣∣
p))∣∣∣∣
y=
βf
2
√
X
e−y(an
2+bn)
=
∑
0≤j<p
Λj(f,X)
X3j/4
∂jy
∣∣
y=
βf
2
√
X
∑
n≥1
an2+bn≤ǫX3/4
(−1)n−1e−y(an2+bn)
+O

 ∑
n≥1
an2+bn≤ǫX3/4
(an2 + bn)p
X3p/4
e
− βf
2
√
X
(an2+bn)

 .
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Since for each j ∈ N,
∂jy
∣∣
y=
βf
2
√
X
( ∑
n≥1
an2+bn≥ǫX3/4
(−1)n−1e−y(n2+2bn)
)
≪
∑
n≥1
an2+bn≥ǫX3/4
(an2 + bn)je
− βf
2
√
X
(an2+bn)
≪ e−
3ǫβf
8
X1/4
∑
n≥1
(an2 + bn)je
− βf
8
√
X
(an2+bn)
≪ e−
3ǫβf
8
X1/4
(
Xj/2+1/4 + bj
)
e
− βf b
8
√
X ,
by Lemma 3.1 and using condition that 0 ≤ b ≤ ǫX3/4/4, we have for any given
A > 0,
∂jy
∣∣
y=
βf
2
√
X
( ∑
n≥1
an2+bn≥ǫX3/4
(−1)n−1e−y(n2+2bn)
)
≪ X−Ae−
βf b
2
√
X . (3.5)
Also, by Lemma 3.1,
∑
n≥1
an2+bn≤ǫX3/4
(an2 + bn)p
X3p/4
e
− βf
2
√
X
(an2+bn) ≪
(
Xp/2+1/4 + bp
X3p/4
)
e
− βf b
2
√
X . (3.6)
Combine (3.4)–(3.6), change p to 8p and note that (Proposition 2.8):
∂ℓz
∣∣
z=
βf
2
√
X
Ta,b(z)≪ (1 + bℓ)e−
bβf
2
√
X ,
for each ℓ ∈ N, we have
Sf (a, b;X)
f(X)
=
∑
0≤ℓ<8p
X−3ℓ/4Λℓ(f,X)∂ℓz
∣∣∣
z=
βf
2
√
X
Ta,b(z) +O
(
X4p+1/4 + b8p
X6p
e
− bβf
2
√
X
)
=
∑
0≤ℓ<p
X−3ℓ/4Λℓ(f,X)∂ℓz
∣∣∣
z=
βf
2
√
X
Ta,b(z) +O
(
1 + bp
X3p/4
e
− bβf
2
√
X
)
,
which completes the proof.
We now give the proof of Theorem 1.3. From the Proposition 2.8, Proposition 3.2
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and Proposition 2.1 we have
Sf (a, b+ µ;X)
f(X)
=
∑
0≤j<2p
X−3j/4Λj(f,X)∂jz
∣∣∣
z=
βf
2
√
X
Ta,b+µ(z)
+O
(
1 + |b+ µ|2p
X3p/2
e
− (b+µ)βf
2
√
X
)
=
∑
0≤j<2p
0≤k,n<4p
λn,j(f)
X(n+3j)/4
(
βf
2
√
X
)k
Pk,j(µ, a, b, ∂α)
∣∣
α=
bβf
2
√
X
{
1
1 + eα
}
+ Ef,p(a, b+ µ;X) =: If,p(a, b+ µ;X) + Ef,p(a, b+ µ;X).
Here we have
Ef,p(a, b+ µ;X)≪
(
1 + |b+ µ|2p
X3p/2
+
1 + |b+ µ|2p
X2p
+
1 + |b+ µ|p
Xp
)
e
− (b+µ)βf
2
√
X
≪
(
1 + |b|2
X3/2
)p
e
− bβf
2
√
X ≪
(
1 + |b|2
X3/2
)p ∣∣
α=
bβf
2
√
X
{
1
1 + eα
}
,
and
If,p(a,b+ µ;X)
=
∑
g≥0
1
Xg/4
∑
0≤j<2p
0≤k,n<4p
n+2k+3j=g
λn,j(f) (βf/2)
k Pk,j(µ, a, b, ∂α)
∣∣
α=
bβf
2
√
X
{
1
1 + eα
}
=
∑
g≥0
1
Xg/4
∑
0≤j<2p
0≤k,n<4p
n+2k+3j=g
∑
0≤r≤j
0≤s≤k+j−r
µk+j−s−r(−a)sbr∂s+k+jα
∣∣
α=
bβf
2
√
X
{
1
1 + eα
}
=
∑
g≥0
1
Xg/4
∑
r,ℓ,s≥0
C∗r,ℓ,s(g; f)a
sbrµℓ∂r+ℓ+2sα
∣∣
α=
bβf
2
√
X
{
1
1 + eα
}
,
with
C∗r,ℓ,s(g; f) =
∑
0≤k,n<4p
∑
2p>j≥r
k+j=s+r+ℓ, n+2k+3j=g
(−1)sλn,j(f) (βf/2)
k (j
r
)(j−r+k
s
)
k!
.
From above and notice that λn,j(f) = 0 if n 6≡ j mod 2 (by Proposition 2.1) it is not
difficult to see that C∗r,ℓ,s(2g + 1; f) ≡ 0. Further more, if 0 ≤ g ≤ p then it is clear
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that
C∗r,ℓ,s(2g; f) = (−1)s
∑
n,k≥0,j≥r
k+j=s+r+ℓ, n+2k+3j=2g
λn,j(f) (βf/2)
k (j
r
)(j−r+k
s
)
k!
= (−1)s
∑
n,k,j≥0
k+j=s+ℓ, n+2k+3j+3r=2g
λn,j+r(f) (βf/2)
k (j+r
r
)(j+k
s
)
k!
=: Cr,ℓ,s(g; f).
We further have
(−1)sCr,ℓ,s(g; f) =
(
s+ ℓ
s
) ∑
n+j+2s+2ℓ+3r=2g
0≤j≤s+ℓ,n≥0
(βf/2)
s+ℓ−j
(s+ ℓ− j)!
(
j + r
r
)
λn,j+r(f), (3.7)
with λn,j(f) be given in Proposition 2.1. It is also clear that
C∗r,ℓ,s(2g; f)≪
∑
n+j+2s+2ℓ+3r=2g
0≤j≤s+ℓ,n≥0
1≪
{
1 if 2s+ 2ℓ+ 3r ≤ 2g,
0 if 2s+ 2ℓ+ 3r > 2g,
and hence
If,p(a, b+ µ;X) =
( ∑
0≤g<p
X−g/2Lf,g(µ, a, b, ∂α)
+O
(
1 + |b|2p/3
Xp/2
))∣∣∣∣
α=
bβf
2
√
X
{
1
1 + eα
}
,
with
Lf,g(µ, a, b, ∂α) =
∑
r,ℓ,s≥0
2s+2ℓ+3r≤2g
Cr,ℓ,s(g; f)a
sbrµℓ∂r+ℓ+2sα .
Now combine the estimate for Ef,p(a, b + µ;X) and then change p to 3p completes
the proof of Theorem 1.3.
3.2 The proof of Theorem 1.4
In this subsection we prove Theorem 1.4. We first prove the following proposition:
Proposition 3.3. Let X, b ∈ R+ with b ≤ X. If X/3 < b ≤ X then
Sf (a, b;X) = f(X − a− b) +O(|f(X − 4a− 2b)|).
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If X − b→ +∞ then
Sf (a, b;X)
f(X − a− b) = 1 +O
(
b−1Xe−
bβf
2
√
X
)
.
Proof. From the definition:
Sf (a, b;X) =
∑
n≥1
an2+bn≤X
(−1)n−1f (X − (an2 + bn))
we have
|Sf (a, b;X) − f(X − a− b)| ≤ |f(X − 4a− 2b)|+
∑
n≥3
an2+bn≤X
|f(X − (an2 + bn))|.
If X < 3b then X − (an2 + bn) < 0 when n ≥ 3 and this yields
Sf (a, b;X) = f(X − a− b) = f(X − a− b) +O(|f(X − 4a− 2b)|).
If X − b→∞ then
Sf (a, b;X)
f(X − (a+ b)) − 1 =
∑
n≥2
an2+bn≤X
(−1)n−1 f
(
X − (an2 + bn))
f(X − (a+ b))
≪
∑
n≥2
a(n2+2bn)≤X
f (X − (4a+ 2b))
f(X − (a+ b)) .
Thus for 2b+ 4a ≤ X,
Sf (a, b;X)
f(X − (a+ b)) − 1≪
X
b
eβf(
√
X−4a−2b−√X−a−b) ≪ b−1Xe−
bβf
2
√
X ,
and for 2b+ 4a > X and,
Sf (a, b;X)
f(X − (a+ b)) − 1 = 0≪ b
−1Xe−
bβf
2
√
X ,
which completes the proof of the Proposition 3.3.
We now give the proof of Theorem 1.4. We first let L(x) be a real function
satisfying lim
x→+∞L(x) = +∞. By Proposition 3.3 and Corollary 2.2, if X, b ∈ R+
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such that L(X)X1/2 logX ≤ b ≤ X − L(X), then we have for each p ∈ N,
Sf (a, b+ µ;X)
f(X − b) =
Sf (a, b + µ,X)
f(X − b− a− µ)
f(X − b− a− µ)
f(X − b)
=
(
1 +O
(
X
b+ µ
e
− (b+µ)βf
2
√
X
))(
O
(
1
(X − b)p
)
+
∑
0≤g<2p
∑
k,j,n≥0
n+2k+3j=2g
(−1)j+kλn,j(f)(βf/2)k(a+µ)k+j
k!
(X − b)g/2
)
.
Notice that for any given A > 0,
X
b+ µ
e
− (b+µ)βf
2
√
X ≪ b−1X1−
βf
2
L(X) ≪ 1
(X − b)A ,
then we have
Sf (a, b+ µ;X)
f(X − b) ∼
∑
g≥0
1
(X − b)g/2
∑
k,j,n≥0
n+2k+3j=2g
(−1)j+kλn,j(f) (βf/2)k
k!
(a+ µ)k+j
∼
∑
g≥0
1
(X − b)g/2
∑
ℓ,s,k,j,n≥0
n+2k+3j=2g,ℓ+s=k+j
(−1)j+k(k+js )λn,j(f) (βf/2)k
k!
µℓas,
Which means that we have an asymptotic expansion of form
Sf (a, b+ µ;X)
f(X − b) ∼
∑
g≥0
1
(X − b)g/2
∑
ℓ,s≥0
ℓ+s≤g
Cℓ,s(g; f)µ
ℓas,
where
(−1)ℓ+sCℓ,s(g; f) =
(
ℓ+ s
s
) ∑
n+j+2(ℓ+s)=2g
0≤j≤ℓ+s,n≥0
(βf/2)
ℓ+s−j
(ℓ+ s− j)! λn,j(f). (3.8)
This completes the proof of Theorem 1.4.
4 Proofs of Theorem 1.5
In this section we prove Theorem 1.5, we shall use Theorem 1.3 to prove the cases
of 0 ≤ b ≤ √X(logX)2, and use Theorem 1.3 to prove the cases of √X(logX)2 ≤
b = o(X3/4) for Theorem 1.5 in Subsection 4.2, and Subsection 4.3, respectively. We
begin with the following computation subsection.
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4.1 Some of the first exact values of coefficients Cr,ℓ,s(g; f) and Cℓ,s(g; f)
We need the following lemma.
Lemma 4.1. Let ℓ, J ∈ Z≥0. We have:
∆Ju
∣∣
u=0
uℓ =


0 0 ≤ ℓ < J,
J ! ℓ = J,
J(J + 1)!/2 ℓ = J + 1.
Proof. For J, ℓ ∈ Z≥0, by note that
∆Ju
∣∣
u=0
uℓ = (−1)J
J∑
j=0
(−1)j
(
J
j
)
jℓ = (−1)ℓ∂ℓx
∣∣∣
x=0

(−1)J J∑
j=0
(−1)j
(
J
j
)
e−jx


= (−1)ℓ+J∂ℓx
∣∣∣
x=0
(
1− e−x)J = (−1)ℓ+J∂ℓx∣∣∣
x=0
(
xJ − (J/2)xJ+1 + . . . )
we finish the proof of this lemma.
We now give some of the first exact values of coefficients Cr,ℓ,s(g; f) and Cℓ,s(g; f)
in Theorem 1.3 and Theorem 1.4, respectively, which will be used in the proof of
Theorem 1.5. From Theorem 1.3 and Proposition 2.1, we have for each J ∈ Z≥0,
C0,J,0(J ; f) =
βJf λ0,0(f)
2JJ !
=
βJf
2JJ !
, (4.1)
C0,J,0(J + 1; f) =
βJf λ2,0(f)
2!J !
+
βJ−1f λ1,1(f)
2J−1Γ(J)
+
βJ−2f λ0,2(f)
2J−2Γ(J − 1)
= −
βJ−1f αf
2J−1Γ(J)
−
βJ−2f βf
2J+1Γ(J − 1) , (4.2)
− C0,J,1(J + 1; f) =
(
J + 1
J
)
βJ+1f λ0,0(f)
2J+1(J + 1)!
=
βJ+1f
2J+1J !
, (4.3)
C1,J,0(J + 2; f) =
βJ−1f λ0,2(f)
2J−1Γ(J)
(
2
1
)
+
βJf λ1,1(f)
2JJ !
= − β
J
f
2J+1Γ(J)
− αfβ
J
f
2JJ !
(4.4)
and
C2,J,0(J + 3; f) =
βJf λ0,2(f)
2JJ !
= − β
J+1
f
2J+3J !
. (4.5)
Here Γ(x) is the Euler gamma function defined as
1
Γ(x)
= x
∏
k≥1
(
1− x
k
)(
1 +
1
k
)x
,
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for all x ∈ C. From Theorem 1.4 and Proposition 2.1, we have for each J ∈ Z≥0,
(−1)JCJ,0(J ; f) =
βJf λ0,0(f)
2JJ !
=
βJf
2JJ !
, (4.6)
(−1)JCJ,0(J + 1; f) =
βJf λ2,0(f)
2!J !
+
βJ−1f λ1,1(f)
2J−1Γ(J)
+
βJ−2f λ0,2(f)
2J−2Γ(J − 1)
= − β
J−1
f αf
2J−1Γ(J)
− β
J−1
f
2J+1Γ(J − 1) (4.7)
and
(−1)J+1CJ,1(J + 1; f) =
(
J + 1
J
)
βJ+1f λ0,0(f)
2J+1(J + 1)!
=
βJ+1f
2J+1J !
. (4.8)
4.2 The cases of 0 ≤ b ≤ √X(logX)2
We first compute some special value of ∆Ju
∣∣
u=0
Lf,g(µu, a, b, ∂α), J ∈ Z≥0 in Theorem
1.3 by using Lemma 4.1. We have:
∆Ju
∣∣
u=0
Lf,g(µu, a, b, ∂α) =
∑
r,s≥0,ℓ≥J
3r+2ℓ+2s≤2g
Cr,ℓ,s(g; f)a
sbr∆Ju
∣∣
u=0
(uℓ)µℓ∂r+ℓ+2sα = 0,
(4.9)
for each nonnegative integer g < J ;
∆Ju
∣∣
u=0
Lf,J(µu, a, b, ∂α) =
∑
r,ℓ,s≥0
3r+2ℓ+2s≤2J
Cr,ℓ,s(J ; f)a
sbr∆Ju
∣∣
u=0
(uℓ)µℓ∂r+ℓ+2sα
=J !µJC0,J,0(2J ; f)∂
J
α ; (4.10)
∆Ju
∣∣
u=0
Lf,J+1(µu, a, b, ∂α) =
∑
r,ℓ,s≥0
3r+2ℓ+2s≤2J+2
Cr,ℓ,s(J + 1; f)a
sbr∆Ju
∣∣
u=0
(uℓ)µℓ∂r+ℓ+2sα
=
∑
ℓ,s≥0
ℓ+s≤1
C0,ℓ+J,s(J + 1; f)a
s∆Ju
∣∣
u=0
(uJ+ℓ)µℓ+J∂J+ℓ+2sα
=J !µJC0,J,0(J + 1; f)∂
J
α + J !µ
JC0,J,1(J + 1; f)a∂
J+2
α
+
J(J + 1)!
2
µJ+1C0,J+1,0(J + 1; f)∂
J+1
α ; (4.11)
∆Ju
∣∣
u=0
Lf,J+2(µu, a, b, ∂α)
=
∑
r,ℓ,s≥0
3r+2ℓ+2s≤4
Cr,ℓ+J,s(J + 2; f)a
sbrµℓ+J∆Ju
∣∣
u=0
(uℓ+J)∂J+r+ℓ+2sα
= bC1,J,0(J + 2; f)J !µ
J∂J+1α + b
0 (. . . ) (4.12)
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and
∆Ju
∣∣
u=0
Lf,J+3(µu, a, b, ∂α)
=
∑
r,ℓ,s≥0
3r+2ℓ+2s≤6
Cr,ℓ+J,s(J + 3; f)a
sbrµℓ+J∆Ju
∣∣
u=0
(uℓ+J)∂J+r+ℓ+2sα
= b2C2,J,0(J + 3; f)J !µ
J∂J+2α + b
1 (. . . ) + b0 (. . . ) . (4.13)
For integer g ≥ J + 4, we have the following estimate:
∆Ju
∣∣
u=0
Lf,g(µu, a, b, ∂α)
∣∣∣
α=
bβf
2
√
X
{
1
1 + eα
}
=
∑
r,ℓ,s≥0
3r+2ℓ+2s≤2g
Cr,ℓ,s(g; f)a
sbr∆Ju
∣∣
u=0
(uℓ)µℓ∂r+ℓ+2sα
∣∣∣
α=
bβf
2
√
X
{
1
1 + eα
}
≪
∑
r,s≥0,ℓ≥J
3r+2ℓ+2s≤2g
asbr
∣∣∣∣∣∂r+ℓ+2sα
∣∣∣
α=
bβf
2
√
X
{
1
1 + eα
}∣∣∣∣∣≪ (1 + b⌊ 2g−2J3 ⌋)e−
bβf
2
√
X , (4.14)
by use of Theorem 1.3, Lemma 4.1 and Lemma 2.5.
Next, if we denote
Mf,J(a, b, µ,X, ∂α) = J !µ
JC0,J,0(J ; f)∂
J
α +
J !µJ√
X
(
C0,J,0(J + 1; f)∂
J
α
+ aC0,J,1(J + 1; f)∂
J+2
α +
J(J + 1)
2
µC0,J+1,0(J + 1; f)∂
J+1
α
)
+ J !µJ
b
X
C1,J,0(J + 2; f)∂
J+1
α + J !µ
J b
2
X3/2
C2,J,0(J + 3; f)∂
J+2
α ,
and further, by inserting (4.1)–(4.5) into above,
Mf,J(a, b, µ,X, ∂α)
(µβf/2)J
=∂Jα −
J (4αf + (J − 1))
2βf
√
X
∂Jα
−
aβ2f +
(
βf b
2
√
X
)2
2βf
√
X
∂J+2α −
2 (2αf + J)
(
βf b
2
√
X
)
− µβ
2
fJ
2
2βf
√
X
∂J+1α .
(4.15)
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Then, by Theorem 1.3, (4.9)–(4.13) and the estimate (4.14) we have:
∆Ju
∣∣
u=0
Sf (a, b+ µu;X)
f(X)
−X−J/2Mf,J(a, b, µ,X, ∂α)
∣∣∣
α=
bβf
2
√
X
{
1
1 + eα
}
≪
(
1
X
J+2
2
+
b
X
J+3
2
+
∑
J+3<g<3J+9
1 + b⌊
2g−2J
3
⌋
Xg/2
+
1 + (b/
√
X)2J+6
X
J+3
2
)
e
− bβf
2
√
X
≪X−J/2−1
(
1 + (X−1/2b)4
)
e
− bβf
2
√
X . (4.16)
Here, the condition 0 ≤ b ≤ √X(logX)2 has been used in the last inequality of
(4.16).
We now aim to simplify (4.15). By Taylor mean value theorem, it is not difficult
to prove that: For all z > −1 and ǫ = o(1), we have:
∂Jα
∣∣
α=z+ǫ
{
1
1 + eα
}
= ∂Jα
∣∣
α=z
{
1
1 + eα
}
+O(|ǫ|e−z) (4.17)
and
∂Jα
∣∣
α=z+ǫ
{
1
1 + eα
}
=
(
∂Jα + ǫ∂
J+1
α
) ∣∣
α=z
{
1
1 + eα
}
+O(|ǫ|2e−z), (4.18)
for each J ≥ 0. Setting z = bβf
2
√
X
and ǫ =
µJβf
4
√
X
in (4.17) and (4.18), and combining
(4.15), (4.16) could be reduced as:
∆Ju
∣∣
u=0
Sf (a, b+ uµ;X)
X−J/2(µβf/2)Jf(X)
=
(
Mf,J(a, b,X, ∂α) +O
(
1 +X−2b4
X
)) ∣∣∣
α=
(2b+µJ)βf
4
√
X
{
1
1 + eα
}
,
for each real number b ≥ 0 such that −µJ 6= 2b ≤ √X(logX)2. Here
Mf,J(a, b,X, ∂α) =∂
J
α −
J (4αf + (J − 1))
2βf
√
X
∂Jα
−
aβ2f +
(
βf b
2
√
X
)2
2βf
√
X
∂J+2α −
2 (2αf + J)
(
βf b
2
√
X
)
2βf
√
X
∂J+1α .
If we further denote as
Mf,J(a, ∂α) = (4αf − 1 + J)J∂Jα + 2(J + 2αf )α∂J+1α + (aβ2f + α2)∂J+2α , (4.19)
then
∆Ju
∣∣
u=0
Sf (a, b+ uµ;X)
X−J/2(µβf/2)Jf(X)
=
(
∂Jα −
Mf,J(a, ∂α)
2βf
√
X
+O
(
1 + α4
X
)) ∣∣∣
α=
(2b+µJ)βf
4
√
X
{
1
1 + eα
}
,
which completes the proof of Theorem 1.5 for the cases of 0 ≤ b ≤ √X(logX)2.
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4.3 The cases of
√
X(logX)2 < b = o(X3/4)
Assume the conditions for b in Theorem 1.4, that is L(X)X1/2 logX ≤ b ≤ X−L(X)
with L(x) is a real function satisfying lim
x→+∞L(x) = +∞. We have for each J ∈ Z≥0,
∆Ju
∣∣
u=0
Sf (a, b+ µu;X)
f(X − b) ∼
∑
g≥0
1
(X − b)g/2
∑
ℓ,s≥0
ℓ+s≤g
Cℓ,s(g; f)(∆
J
u
∣∣
u=0
uℓ)µℓas
=
µJJ !CJ,0(J ; f)
(X − b)J/2 +
µJJ !CJ,0(J + 1; f)
(X − b)(J+1)/2 +
aµJJ !CJ,1(J + 1; f)
(X − b)(J+1)/2
+
µ1+J(J + 1)!JC1+J,0(J + 1; f)
2(X − b)(J+1)/2 +O
(
(X − b)− 2+J2
)
.
by Theorem 1.4. Inserting the values of Cr,ℓ(g; f), that is (4.6)–(4.8), in above we
find that
∆Ju
∣∣
u=0
Sf (a, b+ µu;X)
f(X − b) =
(−µ)JJ !
(X − b)J2
βJf
2JJ !
− (−µ)
JJ !
(X − b)J+12
(
βJ−1f αf
2J−1Γ(J)
+
βJ−1f
2J+1Γ(J − 1)
)
− a(−µ)
JJ !
(X − b)J+12
βJ+1f
2J+1J !
+
(−µ)1+J(J + 1)!J
2(X − b)J+12
βJ+1f
2J+1(J + 1)!
+O
(
1
(X − b) 2+J2
)
.
Further simplification yields
∆Ju
∣∣
u=0
Sf (a, b+ µu;X)
(X − b)−J/2(−µβf/2)Jf(X − b)
= 1− J (4αf − 1 + J) +
µJβ2f
2 + aβ
2
f
2βf
√
X − b +O
(
1
X − b
)
. (4.20)
In particular,
∆Ju
∣∣
u=0
Sf (a, b+ µu;X + b)
X−J/2(−µβf/2)Jf(X)
= 1 +O
(
1√
X
)
= eα
(
∂Jα +O
(
1√
X
)) ∣∣∣∣
α=
(2b+µJ)βf
2
√
X
{
1
1 + eα
}
. (4.21)
From now on we assume L(X)X1/2 logX ≤ b = o(X3/4). Then we have
∆Ju
∣∣
u=0
Sf (a, b+ µu;X)
X−J/2(−µβf/2)Jf(X)
=

1− J (4αf − 1 + J) +
µJβ2f
2 + aβ
2
f
2βf
√
X
+O
(
b
X3/2
)
×
(
1− b
X
)−J/2 f(X − b)
f(X)
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by (4.20). Since
(
1− b
X
)−J/2
= 1 +
2J
2βf
√
X
(
βf b
2
√
X
)
+O
(
b2
X2
)
,
and by Proposition 2.1,
e
βf b
2
√
X
f(X − b)
f(X)
= 1− b
X3/4
Λ1(f,X) +
b2
X3/2
Λ2(f,X) +O
(
b3
X5/2
+
b4
X3
)
= 1− b
X
λ1,1(f) +O
(
b
X3/2
)
+
b2
X3/2
λ0,2(f) +O
(
b2
X2
)
+O
(
b4
X3
)
= 1 +
4αf
(
βf b
2
√
X
)
−
(
βf b
2
√
X
)2
2βf
√
X
+O
(
b4
X3
)
,
we further have
∆Ju
∣∣
u=0
Sf (a, b+ µu;X)
X−J/2(−µβf/2)Jf(X)
=
(
1− µJβf
4
√
X
)
e
− βf b
2
√
X +O
(
X−2b4
X
e
− βf b
2
√
X
)
−
J (4αf − 1 + J) + aβ2f +
(
βf b
2
√
X
)2
− 2 (2αf + J)
(
βf b
2
√
X
)
2βf
√
X
e
− βf b
2
√
X , (4.22)
Finally, by inserting
e
− βf b
2
√
X =
(
1− µJβf
4
√
X
+O
(
1
X
))
e
−βf (2b+µJ)
2
√
X
and the fact that for each N ∈ Z≥0 and b ≥
√
X,
e
−βf (2b+µJ)
2
√
X =
(
O
(
e−α
)
+ (−1)N∂Nα
) ∣∣∣∣
α=
βf (2b+µJ)
2
√
X
{
1
1 + eα
}
,
in (4.22), and simplifying, it is not difficult to find that
∆Ju
∣∣
u=0
Sf (a, b+ uµ;X)
X−J/2(µβf/2)Jf(X)
=
(
∂Jα −
Mf,J(a, ∂α)
2βf
√
X
+O
(
1 + α4
X
)) ∣∣∣
α=
(2b+µJ)βf
4
√
X
{
1
1 + eα
}
,
where Mf,J(a, ∂α) defined as (4.19). This completes the proof of Theorem 1.5 for the
cases of
√
X(logX)2 < b = o(X3/4).
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5 Applications of the main results and numerical data
5.1 The proof of the remaining results
In this subsection we prove Corollary 1.7, Corollary 1.10 and Corollary 1.1. We first
compute that
∂0α
{
1
1 + eα
}
=
1
2
(
1− tanh
(α
2
))
,
∂1α
{
1
1 + eα
}
= −1
4
sech2
(α
2
)
,
∂2α
{
1
1 + eα
}
=
1
4
sech2
(α
2
)
tanh
(α
2
)
and
∂3α
{
1
1 + eα
}
= −1
8
sech4
(α
2
)(
1− 2 sinh2
(α
2
))
.
From above, Theorem 1.3 and (4.21), directly computation implies the proof of Corol-
lary 1.6.
From (1.11), that is jm,k(n−m1m>0) = Spk(1/2, |m| − 1/2;n), and from (1.2) we
have am,k(n) = a|m|,k(n). This yields
am,k(n) = a−m,k(n) = j−m,k(n)− j−m−1,k(n) = ∆u
∣∣
u=0
Spk(1/2,m + 1/2− u;n),
and
bm,k(n) = ∆
2
u
∣∣
u=0
Spk(1/2,m + 3/2 − u;n)
for all integers m,n ≥ 0. Thus by noting that βpk = 2π
√
k/6 and using of Theorem
1.5 and Corollary 1.6 immediately implies the results for jm,k(n −m1m>0), am,k(n)
and bm,k(n). This finishes the proof of Theorem 1.1 and Theorem 1.2.
From (1.10), (1.13) and (1.14) we have
Ik(m,n) = Sp(k − 1/2,m− 1/2;n),
for all m,n ≥ 0 and
Nk(m,n) = Ik(|m|, n)− Ik(|m|+ 1, n) = ∆u
∣∣
u=0
Sp(k − 1/2, |m| + 1/2− u;n),
for all m ∈ Z and n ≥ 0; and
Nk(m,n)−Nk(m+ 1, n) =
{
∆2u
∣∣
u=0
Sp(k − 1/2,m + 3/2 − u;n), m ≥ 0
−[Nk(|m| − 1, n)−Nk(|m|, n)] m < 0.
Thus by noting that βp = 2π/
√
6 and using of Theorem1.5 and Corollary 1.6 immedi-
ately implies the results for Ik(m,n), (m ≥ 1), Nk(m,n) and Nk(m,n)−Nk(m+1, n).
The results for Ik(0, n) follows from Ik(0, n) = Nk(0, n) + Ik(1, n). This completes
the proof of Theorem 1.7 and Theorem 1.8. Using the second result of Theorem 1.5
and by similar arguments to above we obtain the proof of Theorem 1.10.
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5.2 Numerical data
By Theorem 1.1 and Theorem 1.7 we shall setting
T (m,n) =
π2
24n
sech2
(
π(2m+ 1)
4
√
6n
)
tanh
(
π(2m+ 1)
4
√
6n
)
p(n),
We illustrate some of our results in the following tables (All computations are
done in Mathematica).
Table 1: Numerical data for bm,1(n).
n b1,1(n
2) T (1, n2) b1,1(n
2)/T (1, n2)
50 8.67687 · 1045 9.08059 · 1045 ∼ 0.9555
100 1.39866 · 10100 1.43049 · 10100 ∼ 0.9777
200 1.11517 · 10210 1.12772 · 10210 ∼ 0.9889
400 2.22252 · 10431 2.23496 · 10431 ∼ 0.9944
n bn,1(n
2) T (n, n2) bn,1(n
2)/T (n, n2)
50 1.77991 · 1047 1.81723 · 1047 ∼ 0.9795
100 5.66389 · 10101 5.72242 · 10101 ∼ 0.9898
200 8.97474 · 10211 9.02079 · 10211 ∼ 0.9949
400 3.56615 · 10433 3.57527 · 10433 ∼ 0.9974
Table 2: Numerical data for N2(m,n)−N2(m+ 1, n).
n N2(0, n
2)−N2(1, n2) T (0, n2) N2(0,n
2)−N2(1,n2)
T (0,n2)
50 3.04871 · 1045 3.02819 · 1045 ∼ 1.0068
100 4.78500 · 1099 4.76884 · 1099 ∼ 1.0034
200 3.76555 · 10209 3.75918 · 10209 ∼ 1.0017
400 7.45623 · 10430 7.44992 · 10430 ∼ 1.0008
n N2(n + 1, n
2)−N2(n+ 2, n2) T (n+ 1, n2) N2(n+1,n
2)−N2(n+2,n2)
T (n+1,n2)
50 1.82908 · 1047 1.81764 · 1047 ∼ 1.0063
100 5.74203 · 10101 5.72403 · 10101 ∼ 1.0031
200 9.03662 · 10211 9.02244 · 10211 ∼ 1.0016
400 3.57845 · 10433 3.57564 · 10433 ∼ 1.0008
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