Abstract -The objective of Transmission Expansion Planning (TEP) is to obtain a plan to expand or reinforce a transmission network that minimizes construction and operational costs while satisfying the requirement of delivering electricity safely and reliably to load centres along the planning horizon. This definition is quite simple, but the complexity of the problem and the impact on society transforms TEP on a challenging issue. The objective of this paper is the introduction of a new discrete approach to solve dynamic TEP, based on an improved version of the Evolutionary Particle Swarm Optimization (EPSO) metaheuristic algorithm. The paper includes sections describing the Discrete EPSO (DEPSO), an enhanced approach of EPSO, the mathematical formulation of the problem, including the objective function and constraints, and the application of DEPSO to this problem. Finally, the use of the developed approach is illustrated using Case Studies based on the Garver network and on the IEEE 24 bus / 38 branch test system.
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I. INTRODUCTION A dynamic, or multiyear, TEP model aims at determining the timing, the type and the location of the new transmission facilities that should be added to an existing network along a planning horizon in order to ensure an adequate transmission capacity taking into account future generation options and load requirements, in a long-term horizon. Even though this definition is quite clear, the complexity of the problem and the impact on society transform TEP on a challenging issue. On the legal and regulatory side, the European Parliament and the European Council approved the Directive 2003/54/CE, establishing common rules for the internal electricity market. TEP is clearly identified as a major responsibility of TSOs, given that they should ensure the long-term ability of the system to meet reasonable demands for the transmission of electricity. More recently, the Commission Regulation (EU) No 838/2010 of 23 September 2010, defined the guidelines to the inter-transmission system operator compensation mechanism associated with cross-border flows of electricity, to be carried out by the Agency for the Co-operation of Energy Regulators. In line with these concerns, this paper details a multiyear dynamic model for the TEP. This optimization problem has a mixed integer nature that justifies the use of an enhanced version of EPSO, in which we included mechanisms specifically designed to address discrete problems turning it into DEPSO. Apart from this introductory section, this paper is structured as follows. Section II reviews several approaches to the TEP as well as metaheuristics. Section III details the mathematical formulation of the TEP and describes the application of the DEPSO to this problem. Finally, Section IV includes two Case Studies based on the Garver Network and on the IEEE 24 bus / 38 branch test system and Section V presents the most relevant conclusions.
II. LITERATURE REVIEW

A. Transmission Expansion Planning
The objective of TEP problem is to determine the timing, the type and the location of new transmission elements to add to a transmission network along a planning horizon. These elements should be selected so that the resulting network is able to accommodate future generation additions as well as the forecasted demand evolution under a specified reliability level. The literature on TEP is vast and [1, 2] enumerate and classify publications on this problem. In the next paragraphs some of the key features of TEP will be briefly addressed.
In the first place, it is important to distinguish between static and dynamic formulations. Static formulations as the ones in [3, 4] are approaches in which the years in the horizon are treated in a separate and sequential way. This means that one solves consecutively planning problems for each year in the horizon and the additions identified in a particular year are assumed as available is posterior periods. The final plan just corresponds to the addition of a number of partial plans. This solution strategy loses the global view that should exist over the problem, in the sense that the solution of a true multiyear problem will not, in general be the same as the collection of the partial individual year plans. In this sense, [5, 6] describe multiyear approaches of the TEP problem. Given the complexity of the fully integrated problem, several authors proposed simplifications based for instance in series of static sub problems leading to formulations often termed as pseudodynamic procedures, as the ones in [7, 8] .
TEP models use several optimization techniques including classical optimization methods, dynamic and quadratic programming, mix-integer and decomposition techniques and metaheuristics. In this scope, [3, 9] use Genetic and Evolutionary algororithms, Simulated Annealing is used in [6, 10] , Tabu Search is adopted in [3, 11] , Expert Systems are used in [4, 12] and [8] details the use of Greedy Randomized Procedures. Finnaly, the operation and the expansion planning of power systems is more than ever before contaminated by uncertainties and [13 -15] detail some approaches to the TEP using probabilistic and fuzzy set models.
B. Evolutionary algorithms and particle swarms
Metaheuristic methods go step-by-step generating, evaluating, and selecting solutions, with or without interacting with the planner [1] . Taking advantage of the planers experience, the computational performance of metaheuristic methods is usually better than that of mathematical methods. Meta heuristics include a large number of approaches but in this section the focus will be on evolutionary algorithms and on particle swarm optimization. Evolutionary algorithms are usually organized in the following steps: initialize a random population P of ȝ elements; repeat reproduction (by recombination and/or mutation), evaluation, selection and test, until test (for termination criteria is valid, based on fitness, on number of generations or other criteria) is positive. Evolutionary computation offers several advantages [16] , namely its conceptual simplicity, broad applicability, outperform classic methods on real problems, potential to use knowledge and hybridize with other methods, parallelism, robust to dynamic changes and capability for self-optimization.
The particle swarm optimization (PSO) was proposed by Kennedy in 1995, based on the parallel exploration of the search space by a swarm [17] . The swarm is a set of particles, and each particle is a possible solution. These particles proceed through the search space, that is, the space where feasible solutions can be found. PSO has many key advantages over other optimization techniques. Among others, it is a derivative-free algorithm unlike many conventional techniques, it is flexible to form hybrid tools together with other optimization techniques, it is less sensitive to the nature of the objective function, i.e., convexity or continuity, it is able to escape from local minima, it is easy to implement and program, it is adequate to handle objective functions with stochastic nature and it is not dependent on a good initial solution. More detailed information about PSO applications in power systems can be found in [18] . The first discrete PSO approach was proposed by Kennedy and Eberhart for binaryvalued solution elements. Al-kazemi and Mohan [19] introduced another PSO, whose particles are influenced alternatively by their own best position and by the best position among their neighbours. Other researchers proposed different approaches that proved adequate for some particular problems, but the implementation complexity turned difficult their dissemination to other applications.
In 2002 Miranda and Fonseca [20] introduced EPSO, joining the best features of both particle swarm methods and evolutionary algorithms. EPSO focuses in regions of the search space where one can find better contributions for the solution, instead of conducting a blind sampling of the space. It was adopted the general scheme of the movement rule of PSO. The evolutionary flavor is given by the self-adaptive mechanism to determine the best values to the weight terms. The off-springs are generated by recombination of the particles, following the recombination rules (1) and (2). 
An EPSO based approach was adoppted in this work, instead of PSO or other metaheuristic, since it performs better when dealing with very complex problems, as detailed in [20] .
III. MULTIYEAR TEP FORMULATION WITH DEPSO
A. Discrete Evolutionary Particle Swarm Optimization
The discrete EPSO used in this paper is a new approach of the EPSO model able to tackle problems with non-continuous and integer search spaces. Its main characteristics will now be detailed. The population is characterized by the number of particles npt, the number of projects npj, and the number of possible periods in the horizon, np. Each particle is a possible solution to the problem. The main differences between this approach and classical EPSO are: the elements in the particles are integers, the mutation rules are diferent and the Lamarkian evolution concept is intoduced. However, DEPSO includes the same blocks of classic EPSO, as follows.
Replication: in each iteration the population is cloned twice; Mutation of weights: the three weights (inertia, memory and cooperation) are subjected to mutation as indicated in (3);
Mutation of the best global particle: the global best particle is a vector, whose positions are mutated only when randomly generated numbers N (4) Recombination: the expressions of the classic EPSO were adopted, rounded up to integers. When the particles exceed the search space boundaries, they are returned to the search space, either being placed on the edge or in a contiguous position, (5, 6); ( )
Recombination by Lamarkian evolution: when the velocity of a particle is zero, a Lamarckian evolution of that particle is promoted, using (7). The particle only sees some of his positions mutated, those when randomly generated numbers N [0.1] take values less than kb; ka is set to nper. 
If one wants to have a completly simetric probability, rand 2 () has to be changed by 0. When there one need to favor the antecipation of the projects, the adoption of a normal randomly generated number is more suitable. In our tests we have adopted exp(0) instead of exp(rand 2 ()).
Selection: at each position of the population survives the clone whose fitness is better than the best particle of the same position. The best global is updated when some of the best particles have better fitness. 
corresponds to an expansion plan and it includes a number of projects selected among the mentioned list that have to be ready for service in each time frame period. The first population X, with npt particles, is randomly generated and it corresponds to a matrix with npt x npj dimension.
2) Mathematical model of TEP
The formulation of the TEP model is given by (8) (9) (10) (11) (12) . This problem aims at minimizing the objective function (8) that includes operation and investment costs along the horizon referred to the initial year. The feasibility of solutions and their operational cost, in particular PNS, are evaluated running a DC Optimal Power Flow for each period. In each period the network integrates the installations commissioned previously and the forecasted demand. (8) Subjected to:
Physical constraints (power flow and generator limits);
Financial constraints (global and period constraints);
Power not supplied and reliability constraints (11) pt = 1, 2, ..., npt; it = 1, 2, …, niter
The objective function (8) is subjected to physical constraints, namely associated to the capacity of the generators and of the available branches, to financial constraints and also to quality of service minimum requirements, for instance expressed by maximum amounts of PNS in N and in N-1 regimes.
3) Operation costs and constraints The operation cost is estimated solving a DC OPF algorithm formulated by (13 -17) .
Subject to:
While doing this, network and generator limit constraints are enforced but if transmission capacity is unsufficient then PNS will be non zero thus increasing the value of the objective function (13) . This means that using this strategy one inherently penalize particles that are not adequate in terms of being able to connect adequately generation and demand. On the other hand, this formulation assumes that the network is lossless. In order to increase the realism of the model, this DC-OPF was enhanced to include an estimate of transmission losses according to the scheme in Table I . The convergence of this iterative process is usually reached in less than 5 iterations. At the end of it, one gets the generation cost, the level of losses and the eventual non zero value of PNS for the intere system, PNS(N). If the level of losses exceeds a reference value, then this particle is penalized with a term 1 α in the fitness function and if the PNS(N) is not zero, then the penalty term 2 α is introduced in the fitness function. (18) iv) Add half of the losses in branch m-n to the original loads in nodes m and n. Run a new dispatch using (13) (14) (15) (16) (17) and update voltage phases; v) End if the difference of voltage phases in all nodes is smaller than a specified threshold. If not, return to iii).
-
---------------------------------------------------------------------------------------------------------------------------------------------------------------
Each of the projects is characterized by its investment cost. Then when a project is selected for a particular period, its investment cost is referred to the period 0, using an interest rate adequate to the risk of this type of investment. Two kinds of financial constraints were considered. The first one corresponds to the maximum number of projects that can be implemented per period. This limitation arises due to financial or operational reasons and if it is violated it is considered a penalty term 3 α in the fitness function. The second one corresponds to the maximum investment value over the entire horizon and it models a global financial constraint. If it is violated, a penalty term 4 α is included in the fitness function. Regarding the reliability, the developed approach penalizes plans in which the PNS is non-zero for network configurations associated to N-1 contingencies. It would also be possible to include penalties for a selected number of N-2 contingencies following the indications in the Grid Codes of several countries. This evaluation can be modified, extending the number of configurations to analyze or, in the limit, to run a Monte Carlo simulation for every particle. This would obviously lead to a dramatic increase of the computation time. The penalties over PNS (N-1) are made using the term 5 α .
4) Fitness Function
Considering the objective function (8) plus the five penalty terms mentioned above, the complete fitness function is given by (19) .
C. Further details on the developed model 1) The number of periods and the number of states
Projects may take the state corresponding to the period when they are considered complete and available. In addition to these states, two more are possible, corresponding to situations of non-implementation of a particular Project: either the possibility of not being chosen, or the possibility of being postponed beyond the periods under review. So, np+2 possible states are considered. For example, in a four period analysis one has 6 states: 0, which corresponds to not choosing the Project, 1..4, the period in which the Project can be completed, and 5, corresponding to the postponement of the Project. This means that [ ]
2) Local search by Lamarckian evolution
The described DEPSO is boosted by a local search procedure conducted nearby the best solutions ever founded. Thus a new population is created and additional search is performed. This population results either from the evolution of clones of the best global or from a randomly selected particle among the best population. The Lamarckian evolution is also promoted using (7).
3) Evaluation process
Particles that are already known, either as previous best globals, or because they belong to the best population, are identified and are not tested again. When penalizing particles that are already known, it is possible to spare time and acelerate the search, as one increases the diversity in the population and reduces the risk of the premature convergence to local minima.
IV. CASE STUDIES
A. Introduction
The developed model was applied to two well-known networks: the Garver Network and to the IEEE 24 RTS. To make results easier to compare with results available in the literature, a fitness function based only on the value of the investment, without considering losses, was adopted. When indicated, PNS(N-1) constraints were considered.
B. Garver Network
The first test was performed with the Garver network. This network should be expanded from the original situation to the demand levels defined in [21] . Table II indicates a list of 17 projects based on several publications using this network. There were two studies: a single period test and a planning exercise that includes a planning horizon with four periods.
The solution found for the single period analysis was the same as that found in the literature: branch 3-5, 1 line; branch 4-6, 3 new lines. The algorithm was run 100 times with populations of 10, 20, 30 and 50 particles. The performance of developed DEPSO was remarkable, given that convergence was obtained for a very small number of iterations, even for populations of 10 particles. For populations with at least 20 particles in 98% of cases the optimal solution was found in less than 10 iterations.
The four periods test was designed with the following assumptions: load increase of 5% per period; fixed investment costs (for the sake of simplicity, it was considered that the effect of technological and market competitiveness outweighed the effect of inflation and capital discount rates); lines available from the year of entry into service (network configuration, and the corresponding power flow, for subsequent years depend on previous years configuration). Several solutions were identified with the same fitness value, which corresponds to an investment of 160 M$. In some cases the solution to four periods complements the solution obtained for the single period run with two more lines (ex. Finally, Figure 2 compares the results obtained using the EPSO reported in [9] and the developed DEPSO. In each test 100 runs were performed with 10, 30, 50, 80 and 100 particles. This figure shows the frequency of the best fitness for 25, 50 and 100 iterations. DEPSO has better performance than the classical EPSO and is able to escape from local minimum.
C. IEEE 24 Network
The IEEE RTS has 24 nodes, 35 lines and 32 generators and its original data can be found in [22] . In order to obtain a more stressed network and in line with other recent research works, the demand was set at 8,550 MW and the installed generation capacity is 10,215 MW, 3 times more than the original values in [22] . The list of possible projects is shown in Table III In the single period exercise, the fitness function considered the investment costs, no limit was imposed on the number of projects to be added, losses were not considered and the constraint PNS(N-1) > 0% of the load was not considered. A set of 20 tests, 1000 iterations each, with 10, 30 and 100 particles was performed. The best solution ever found has a fitness of 1954,55 M€ and it includes two new transformers (9/11; 10/11) and three new lines (2/4, 6/10 and 11/13). The most frequent fitness value that was found was 1963,64 M€, and it corresponds to three different solutions: Regarding the performance of the algorithm, with a population of 30 particles, the plans with a fitness of 1963,64 M€ are obtained in 95% of the cases. If the number of particles in increased to 100, then running 600 iterations is enough to obtain the mentioned fitness in 100% of the cases.
On the four period analysis, it was admitted that the demand evolves by 5% per period. Two new generators were added to cope with the demand increase: one in bus 4 (300 MW, similar to the generators in bus 7), and another in bus 19 (591 MW, similar to the generator in bus 13). The fitness only included investment costs, the estimate of losses was not considered and it was imposed a limit of 6 projects per period. Reliability was evaluated with PNS(N) and PNS(N-1) for branch contingencies. The best solution ever found has a fitness of 3.345,6 M€, and it was obtained with a run with 100 particles, in 694 iterations and includes: in period 1, one new transformer (10/12) and five new lines (6/10; 7/8; 11/13; 14/16; 15/21); in period 2 one new line (11/13); in period 3 one new line (7/8) and in period 4 one new line (2/4).
V. CONCLUSIONS This paper proposes a discrete approach of evolutionary particle swarm optimisation to solve a Multiyear Transmission Expansion Planning. The results demonstrate that it is an accurate model, and allows the identification of good quality solutions with less particles and less iterations when conpared with classical particle swarm optimization algorithms. Future developments include the test of seeding procedures in order to reduce the computation time and testing this approach to real sized transmission systems.
