, by exploiting the property that the scheduling vector is available in real time.
I. INTRODUCTION Over the last decade Model Predictive Control (MPC)
have attracted signi cant attention mainly due to its ability to handle constraints on inputs and outputs. Actually, one of most critical open problems (see [14] , [10] , [18] , [15] and references therein) is how to achieve non-conservative regulation strategies at the expense of modest computational burdens.
Recently, starting from an idea of Bernussou et al. [8] , [7] , dilation techniques have been used to derive more ef cient MPC control laws by introducing more exible parameter dependent Lyapunov functions (see [6] and [13] ) instead of traditional quadratic stability approaches. Such a paradigm has been extended to the case of Linear Parameter Varying (LPV) systems expressed via multi-model or af ne representation in [5] , by exploiting the property that the scheduling vector is available in real time.
The contribution of this paper is to develop a MPC control strategy for input saturated multi-model LPV systems based on dilation techniques. It will be shown that improved control performance and a larger feasible set of initial states are achieved w.r.t. traditional LPV receding-horizon control algorithms (see [12] , [4] and references therein).
We consider the general case of arbitrary N -steps control horizons and assume the LPV scheduling vector measurable at each time instant. A bank of state-feedback gains, computed off-line, is used as primal control law over which a sequence of N free control offsets, representing the degrees of freedom of the underlying optimization problem, is superimposed. The feedback gains are computed off-line by means of the procedure described in [5] , whereas the control moves are computed on-line by solving a semi-de nite constrained programming problem involving linear matrix inequalities. The closed-loop stability and feasibility properties of the solution can be proved via standard arguments and are here summarized. Two numerical examples are considered and comparisons with two MPC strategies, a LPV algorithm which does not make use of the dilation techniques and an extension of a robust dilated MPC scheme proposed by [6] , are shown.
The paper is organized as follows: the problem is stated in Section II where previous results are also described. In Section III, the novel dilated LPV algorithm is presented, all required LMI conditions are derived and the feasibility and stability properties proved. Two numerical experiments are reported in Section IV and some conclusions end the paper.
NOTATION Given a matrix X ∈ R
n×n , we will denote with X ii , i = 1, . . . , n, the i-th diagonal entry.
Given a symmetric matrix P = P T ∈ R n×n , the inequality P > 0 (P ≥ 0) denotes matrix positive de niteness (semi-de niteness). Given two symmetric matrices P , Q, the inequality P > Q (P ≥ Q) indicates that P − Q > 0, (P − Q ≥ 0).
Given a vector x ∈ R n , the standard 2-norm is denoted by x 2 2 = x T x whereas x 2 P x T P x denotes the vector P -weighted 2-norm.
The notationv k (t) v(t + k|t), k ≥ 0 will be used to de ne the k-step ahead prediction of a generic system variable v from t onward under speci ed initial state and input scenario.
II. PROBLEM STATEMENT Let us consider the following discrete-time LPV system
with x(t) ∈ R n denoting the state, u(t) ∈ R m the plant input and y(t) ∈ R p the output. The plant matrices have the following structure:
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We assume hereafter
• LPV -p(t) is measurable at each time instant. We will denote as P r and P * the sets of all possible Pvalued sequences of r + 1 and arbitrary length, respectively,
Moreover, let the plant input be subject to componentwise saturation constraints
The aim is to nd a state-feedback regulation strategy u(t) = g(x(t)) which asymptotically stabilizes (1)-(3) subject to (5) . Consider now, for a generic command sequence u(·), the following quadratic performance index
with
x > 0 suitable input and state weights.
If the control strategy has a linear state-feedback form u = F x, an upper bound to the cost (6) is given by (see [10] for details)
with P = P T > 0 satisfying the (robust) quadratic stabilization conditions [9] of the polytopic model (1)-(3)
where
Recently, for the sake of reducing conservativeness, conditions (7)- (8) have been approached (see [5] ) in a receding horizon fashion by de ning a linearly parameter dependent Lyapunov function (PDLF) [8] 
and the state feedback control laŵ
Remark 1 -Note that, given the p-parametric expression of P in (10), the upper bound (7) becomes
. . , l Moreover, the vertices P j , j = 1, . . . , l are shaping matrices for the following family of ellipsoidal sets
whose intersection
can be proved to be a robust positively invariant region for the polytopic system (1)- (3) under the state-feedback F . 2 In [5] , the problem of determining at each time step t a stabilizing state-feedback F (p(t)), such that input constraints (5) are satis ed, has been solved by resorting to the following algorithm:
min
acting like an additional degree of freedom. Note that under (11), the closed-loop polytopic system family
belongs to the convex hull
whose vertices arē
Here we will consider the following generalization of the control law (11)
where the termĉ(t + k|t) represents an additional degree of freedom whose role is that of ameliorating the control performances over (11).
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III. DILATED MPC SCHEME In this section we will determine the conditions which guarantee a convenient upper-bound to the quadratic cost (6) and ensure satisfaction of the prescribed constraints under the control law (21).
First of all, observe that the convex hulls structure of kstep ahead state predictions starting from x := x(t) are given by X t|t {x} (22)
(24) Each vertex of X t+k|t , for xed F , is an af ne function of the free term c(t + k − 1|t). This is the key point to derive a semide nite programming algorithm which solves the problem. According to the strategy (21), a convenient quadratic performance index is
. . , l, solution of the LMIs (17)-(19) with x = x(t). Then, the overall algorithm is as follows:
Algorithm -DL-LPV
• Initialization:
γ subject to LMIs (17)- (19) .
1 This set, according to the LPV hypothesis reduces to a single point.
2. Feed the plant by the input
p j (t) F j and go to step 1.
Remark 2
-The use of a scheduling control law generates an MPC algorithm having a more demanding computational burden w.r.t. a paradigm which exploits a single linear feedback gain instead. However, the attractiveness characteristics of the proposed algorithm are still intact due to the availability of semide nite programming solvers [11] , capable to treat in an ef cient manner optimization problems having a huge number of constraints.
2
Next lemma ensures that the proposed MPC scheme admits a feasible solution at each time t and the strategy (21) is a stabilizing control law for (1).
Lemma 1 -Let the system (1) be uniformly detectable, then the control strategy (21) is feasible for all t ∈ Z + , satis es the prescribed constraints and yields an asymptotically stable closed-loop system provided the Initialization step is solvable.
, γ be a solution to the Initialization step of DL-LPV and {c
be the optimal solution of step 1) at the generic time instant t. It is straightforward to show (see [3] , [4] for details) that the following strategy
is an admissible, tough not optimal, solution for step 1) at the future time instant t+1. Moreover, because the following set inclusions are ful lled along the predictions under (33)-(34)
the feasibility easily follows. Closed-loop stability of the proposed MPC scheme is proved by showing that the input move
with c * (t|t) the rst entry of the vector {c
solution of step 1), satis es the following property
Because c * (·|t + 1) needs not to be optimal, it is straightforward to show that
Hence via standard Riccati inequality arguments (see [2] ) the sum of the last three terms of the r.h.s. of the inequality (38) is negative de nite, and consequently we have
Ru . This means that the sequence {V * (t)} ∞ t=0 is monotonically decreasing and admits a unique limit. Therefore 
Hence Remark 3 -Note that the proposed MPC strategy DL-LPV is also applicable, mutatis mutandis, if the LPV hypothesis is removed (see [6] and [13] ). In this case, the parameter p(t) is not directly available and the proposed control law has no longer a scheduling structure and reduces tô
Therefore, the algorithm becomes as follows:
Algorithm -DL-Robust
γ subject to LMIs (17)- (19) with the constraints
, F , and γ, nd
3. t ← t + 1 and go to step 1. Note nally that, due to the removal of the LPV hypothesis, the structure of the sets X t+k|t (x(t)), k = 1, . . . , N, is drastically simpli ed because the closed loop matrix A F (t) belongs to
IV. NUMERICAL EXPERIMENTS The aim of this section is to test the effectiveness of the proposed on-line MPC strategy. To this end, the scheme will be compared in terms of both control performances and computational complexity with the algorithm given in [4] (NDL-LPV), based on standard quadratic stabilizability conditions and with the robust dilated-based on-line MPC scheme of [6] (algorithm DL-Robust, see Remark 1). All the computations, have been carried out on a Pentium 4 using the YALMIP Toolbox [11] . 
A. Experiment 1
Consider the polytopic uncertain system
where the system matrix vertices are
and the input u(t) is subject to the following saturation constraints
The parameter vector p(t) is assumed to be measurable at each time instant t and, for simulation purposes, we have assumed that p(t) = [0.3, 0.7], ∀t. The MPC algorithm DL-LPV has been solved for N = 2. In order to observe the bene ts, in the following Figures 1, 2 the attraction region and the regulated state response along with the control input are depicted for 10 sampling steps: the dashed and dashdotted graphs represent the control actions of NDL-LPV and, respectively, DL-Robust whereas the continuous line represents the action of DL-LPV. Finally, in Figure 3 , the guaranteed upper-bound to the quadratic cost for the three schemes is reported.
It can be observed in Figure 1 , that, thanks to less conservative stability conditions, DL-LPV exhibits a larger attraction basin. For the same reason, in Figure 2 , the The computational effort for the three algorithms is reported in the following Table I . As expected, due to the presence of a higher number of constraints and due to the scheduling structure, the proposed DL-LPV algorithm shows an on-line computational burden that is only slightly worse than the others. 
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B. Experiment 2
The following example is taken from [3] where a robust servomechanism is designed for a polytopic uncertain system subject to a previewable reference signal. In particular, the plant output is required to track an assigned reference trajectory y r (t) = C r x r (t), whose samples are computed from the state of the autonomous system (signal generator)
and a certain number of future samples of the reference signal are available at each time instant for predictions. The overall control procedure, presented in the previous sections for regulation problems, can also be used to solve tracking problems by resorting to incremental system description and by using a suitably augmented state (see [1] and [19] for details). We consider the following discrete-time
in the simplex unit of R 2 having the following structure
An incremental augmented model with preview length h = 2 has been built up. The state and input weighting matrices has been chosen equal to R x = 1, R u = diag (1, 0 2×2 , 0 2×2 ). The reference signal is the following sinusoidal wave r(t) = sin π 30 t , and the constraint on the control input increments has been chosen equal to |u(t + 1) − u(t)| ≤ 0.3.
In Figure 4 , for the proposed MPC scheme DL-LPV, the tracking performances in terms of regulated trajectory and incremental input for control horizons N = 2, 4 are depicted for a simulation interval of 60 time units. It appears that increasing N implies better tracking performances in terms of tracking error and reduction of phase lag. In Figure 5 , the DL-LPV MPC strategy is compared in terms of regulated responses w.r.t. its NDL-LPV counterpart for a control horizon N = 4. The simulation parameters are the same of the previous experiments. It can be noted that the proposed dilated scheme exhibits better tracking response and an incremental input whose characteristics are similar w.r.t. to the one computed by the NDL-LPV algorithm, except for the rst 10 time units, where the dilated control signal is more active.
V. CONCLUSION
In this paper, a dilation-based LPV predictive control strategy has been presented for discrete-time systems described by polytopic (multi-model) representations. The LPV parameter has been assumed measurable and we have considered a stabilizing scheduling state-feedback controller. The TuA12.5 main contribution of the proposed strategy is to extend the RHC scheme presented in [5] to the general case of control horizons of arbitrary length N.
The improvement accomplished with this MPC scheme w.r.t. standard LPV algorithms, which make use of quadratic stability arguments [4] , relies on the use of parameterdependent Lyapunov functions which enable to rede ne less conservatively the set of all k-steps ahead state predictions.
Numerical experiences have shown performance improvements in terms of control input activity and quadratic cost reduction when the algorithm is compared to the non-dilated LPV scheme. A similar behavior has been also observed when numerical comparisons have been performed w.r.t. an on-line robust dilated paradigm by discarding the LPV hypothesis.
