The Ziff-Gulari-Barshad (ZGB) model, a simplified description of the oxidation of carbon monoxide (CO) on a catalyst surface, is widely used to study properties of nonequilibrium phase transitions. In particular, it exhibits a nonequilibrium, discontinuous transition between a reactive and a CO poisoned phase. If one allows a nonzero rate of CO desorption (k), the line of phase transitions terminates at a critical point (k c ). In this work, instead of restricting the CO and atomic oxygen (O) to react to form carbon dioxide (CO 2 ) only when they are adsorbed in close proximity, we consider a modified model that includes an adjustable probability for adsorbed CO and O atoms located far apart on the lattice to react. We employ large-scale Monte Carlo simulations for system sizes up to 240×240 lattice sites, using the crossing of fourth-order cumulants to study the critical properties of this system. We find that the nonequilibrium critical point changes from the two-dimensional Ising universality class to the mean-field universality class upon introducing even a weak long-range reactivity mechanism. This conclusion is supported by measurements of cumulant fixed-point values, cluster percolation probabilities, correlation-length finite-size scaling properties, and the critical exponent ratio β/ν. The observed behavior is consistent with that of the equilibrium Ising ferromagnet with additional weak long-range interactions [T. Nakada, P. A. 
I. INTRODUCTION
class. Given the similarity of the phase diagram of the ZGB model with CO desorption to that of a liquid-gas system (which also belongs to the Ising universality class), it is natural to ask whether the presence of a mechanism for long-range reactivity would change the universality class from Ising to mean-field in the same way as long-range interactions do for the equilibrium case. A few studies indicate that this is the case.
In one study [17] , the 'hot dimer adsorption' idea was handled by assuming that oxygen molecules are dissociated and adsorbed as nearest neighbors, but the non-reacted adsorbed oxygen atoms are allowed to undergo a ballistic flight for up to 20 lattice sites and react with any CO located next to the trajectory. However, the conclusions of this study regarding universality did not appear very clear.
Much clearer results were obtained in a study by Liu, Pavlenko, and Evans (LPE) [26] , who considered a lattice-gas reaction-diffusion model similar to the ZGB model with CO desorption, in which adsorbed CO molecules were allowed to diffuse to adjacent empty sites at a finite rate, h. This leads to an effective diffusion length ∼ h 1/2 . In analogy with earlier studies of equilibrium Ising systems of linear size L with equal interaction constants of range ≤ R, which derived a crossover parameter L/R 2 for two-dimensional systems [48] [49] [50] [51] [52] [53] , LPE obtained 'effective critical exponents' from finite-size scaling analysis of Monte Carlo simulations. When plotted vs L/h, their results showed good data collapse and a monotonic trend over about two decades of the crossover parameter from Ising exponents for L/h ≫ 1 to mean-field for L/h ≪ 1. In order to approach the mean-field limit L/h → 0 in a computationally manageable way, they resorted to a hybrid model in which the CO molecules were replaced by a uniform mean field.
In the present paper we approach the problem of determining the universality class of the critical point in a ZGB model with CO desorption and long-range reactivity along a different path that enables us to unambiguously extrapolate our results to the limit of infinite-range reactivity and infinite system size. For this purpose we utilize an analogy with an approach to the study of phase transitions in Ising-like equilibrium systems with weak long-range interactions, which has recently been pursued in connection with modeling of spin-crossover materials with both local and elastic interactions [54] [55] [56] [57] [58] . In this approach, long-range interactions were added as a perturbation of adjustable magnitude to an equilibrium Ising system. Nakada et al. [57, 58] considered a Hamiltonian with both a ferromagnetic nearestneighbor interaction part (Ising model) and a long-range ferromagnetic interaction part (the Husimi-Temperley or equivalent-neighbor model in [57] and elastic interactions in [58] ). In both cases they found that, upon the addition of long-range interactions of any nonzero magnitude, the universality class of the critical point changed abruptly from Ising to meanfield.
Here we modify the original ZGB model analogously by introducing an adjustable probability that an O atom and a CO molecule adsorbed far apart on the surface can react to form CO 2 and desorb. We use the Random Selection Method of Dynamic Monte Carlo [59] and the crossing of the maximum fourth-order cumulants [60] to study any resulting changes of the critical properties of the system. In agreement with the results for equilibrium Ising systems [57, 58] , we find that the universality class of the critical point changes from the Ising class to the mean-field class. In the process, we also obtain an estimate for the critical point of the ZGB model without long-range reactivity which we believe to be more accurate than, but essentially consistent with, those obtained previously [4, 6, 59] .
The long-range reactivity effect that we introduce here is not intended to model any particular, physical mechanism, but rather to provide a numerically tractable method to explore the effects of such long-range effects in general. However, it could be viewed as a simplified version of a rapid diffusion effect [3, [22] [23] [24] [25] [26] [27] [28] . Alternatively, practical catalysts are usually made as highly porous materials resembling folded, crumpled surfaces, so that the supplied gas encounters a larger surface area per unit volume. In this kind of geometry, it may be possible that an adsorbed species desorbs and moves to another site, which is far away along the lattice surface, but close in the three-dimensional embedding space. Our long-range reactivity model could also be viewed as a simplified model to describe such situations.
The rest of this paper is organized as follows. In Sec. II, we describe our Monte Carlo scheme and show in detail how we introduce a tunable, long-range reactivity into the ZGB model. In Sec. III, we show how the phase diagram changes, how we locate the critical point through the crossing of cumulants [3, 31, [57] [58] [59] [60] , and how the universality class of the critical point changes. In Sec. IV we provide snapshots for the visualization of the change of the adsorbate configurations over time, measure the sizes of the largest cluster in corresponding configurations, obtain the order-parameter distribution and the cluster percolation probabilities as functions of CO coverage, and measure correlation lengths and the critical exponent ratio β/ν. Finally, in Sec. V, we summarize our results and state our conclusions.
II. MODEL AND SIMULATION
Our study is based on the original ZGB model described in Eq. (1) [1] , modified to allow desorption of CO (i.e., k > 0) [4, 5] . In order to include a long-range reactivity of adjustable strength, the model is modified in the following way. When a newly adsorbed particle (CO or O) cannot find any partner particles among its nearest neighbors to react with (O for CO or CO for O), it has a non-zero probability, a, to check a randomly chosen site anywhere on the lattice. If this site is occupied by a partner particle, the two react to form CO 2 and desorb. In other words, a long-range reaction is considered only after the the possibility of a short-range reaction has been tested and found impossible. For a = 0, our model reduces to the standard ZGB model with CO desorption [4] . (Although it is known that the unphysical continuous phase transition at y 1 , i.e. the presence of the oxygen poisoned phase, can be eliminated by considering next-nearest neighbor adsorption instead of nearestneighbor adsorption [11, 21] , here we stick to the original nearest-neighbor approach as our focus is the effect of introducing long-range reactivity on the phase transition at y 2 .) The details of our simulation algorithm are given below.
A. Simulation Algorithm
Our algorithm is based on the implementation of the Random Selection Method of Dynamic Monte Carlo used in Ref. [59] to simulate the standard ZGB model with CO desorption. In this method, the whole reaction process is divided into several processes. For each process, there is a separate transition probability. We compare the probability with a random number to decide whether the particular process proceeds or not. A flow chart of the whole process is shown in Fig. 1 . It can be broken down into several steps as follows.
The long-range reactivity mechanism is Step 6, which can be reached from Step 4a if the newly adsorbed particle is a CO molecule, or from Step 5 if the newly adsorbed particle is an O atom.
Step 1 (choose a site): one lattice site is chosen randomly among the L × L sites. We do this by drawing a random integer, r 1 , for the x-direction and another random integer, r 2 , for the y-direction.
Step 2 (desorption): draw a random real number, r 3 ∈ [0, 1]. If it is smaller than the CO desorption rate (r 3 < k ∈ [0, 1]), and if there is a CO adsorbed at the chosen site, the CO is removed, and this site changes to empty. Then, return to Step 1 for the next trial.
On the other hand, if r 3 ≥ k and if this site is empty, go to Step 3. Otherwise, return to
Step 1. The desorption rate k is usually small. (For this work, 0 ≤ k ≤ 0.2.) (Note that only the desorption rate of CO is considered, as experiments suggest that it is much greater than the desorption rate of O atoms [2] .)
Step 3 (choosing a species to adsorb): draw a random number, r 4 ∈ [0, 1]. If it is smaller than the CO partial pressure (y ∈ [0, 1]), then go to Step 4a. Otherwise, go to Step 4b.
Step 4a (adsorption of CO): if any one of the four nearest-neighbor sites of this vacant site contains an O atom, the adsorbed CO immediately reacts with O to form CO 2 , which desorbs. If more than one nearest-neighbor site is occupied by O, draw a random number, r 5 , to choose one of them, and then set both sites to empty (the original chosen site and this new chosen site). On the other hand, if no O is found at a nearest-neighbor site, go to
Step 6.
Step 4b (testing for adsorption of O 2 ): the O 2 molecule is a dimer. In the ZGB model, it requires two vacant nearest-neighbor sites for adsorption. To account for the random orientation of the O 2 molecule, we therefore draw a random number, r 6 , to choose one site among the four nearest neighbors of the originally chosen, vacant site. If the chosen neighbor is not empty, no adsorption takes place, and we return to Step 1. If the site is empty, go to
Step 5.
Step 5 (dissociation and adsorption of O 2 ): the O 2 molecule is dissociated into two O atoms and adsorbed. If any one of the nearest neighbors of the first O atom is CO, draw a random number, r 7 , to choose one CO among them to react, and then evacuate both sites.
If no CO neighbor is found, go to Step 6. Then test the same thing for the second O atom.
The trial ends. Return to Step 1.
Step 6 (long-range reaction): draw a random number, r 8 ∈ / phase boundary, a steady state means that the coverage of CO (θ CO ), which is the ratio of lattice sites occupied by CO and is also the order parameter of the system, has reached a steady value. But if we are moving along the first-order phase transition line, due to finitesize effects, the system will jump back and forth between two degenerate stationary states, and thus the CO coverage will repeatedly switch between a high value and a low value.
For k ≪ k c , this switching time can be extremely long. As we increase k towards k c , the switching time and the difference between the high and low CO coverages are reduced, while the fluctuations about each stationary level increase. For k ≈ k c , the fluctuations about the two stationary CO coverages are roughly equal to their separation. This indicates that the system is close to the critical point. Two good quantities to characterize these fluctuations
(a nonequilibrium analog of equilibrium magnetic susceptibility or fluid compressibility [29, 31, 59] ), and the fourth-order reduced cumulant of the order parameter [59] [60] [61] [62] [63] ,
where
is the nth central moment of θ CO . The 'susceptibility' and the cumulant show maxima on the first-order transition line in this system. (Results based on χ L and u L are consistent.
Here we explicitly show only the latter.) Steady state means the system has jumped back and forth many times and has spent the same amount of time at the high level and the low level, so that the susceptibility and the cumulant have been stabilized, but not the coverage.
This switching between the two levels is a finite-size effect. The smaller the system, the easier for the switching to occur and thus the easier it is for the system to stabilize. For an L × L system, the above simulation process will be repeated L 2 times. As a larger lattice also makes the physical quantities require more time steps to stabilize, doubling the system size L will make the required running time increase by a factor of more than four. The run times used include 5×10 5 , 5×10 6 , 5×10 7 , and 4×10 8 MCSS. The complicated Monte Carlo process and the long time required to stabilize the cumulants make the computation very intensive. More than 600 cores were used for several months to obtain our major results.
C. Initial Conditions
We chose an initial state with the right half of the lattice sites mainly covered with CO and the left half of the lattice sites mainly covered with O. This unstable configuration enabled the system to easily jump very quickly into one of the steady states (around 2000 MCSS for L = 60). Figure 2 shows the coverages and CO 2 production rate obtained by our long-range reactivity model for a small desorption value, far below the critical point (k ≪ k c ). We see that increasing the long-range reactivity parameter a from 0 to 1 increases the transition point y 2 by about 7% and the maximum reaction rate by about 36%. A. a > 0
III. CUMULANTS AND PHASE DIAGRAM
We first consider the case with long-range reactivity parameter a = 1. All the non-zero long-range reactivity cases were found to have similar behavior. Plotting the cumulants against the CO partial pressure, y, shows approximately parabolic shapes (Fig. 4(b) , 4(c),
. The maxima of the cumulants for different system sizes L occur at nearly the same values of y. For CO desorption rate k < k c , the cumulants of different sizes cross each other ( Fig. 4(b) ), whereas for k > k c , the cumulants do not cross ( Fig. 4(d) ). At k ≈ k c , the cumulants roughly touch each other (Fig. 4(c) ). Due to the fluctuations of the data, we adopted a polynomial fit (2nd-order or 4th-order) to a narrow range of data near the maxima, and used the maxima of the fitting curves as the maximum values of the cumulants. Figure   4 (a) shows these maximum values of cumulants (u Lmax ) plotted against the desorption rate k for different system sizes L. The line for L = 40 crosses that for L = 60 at one point. We picked the two desorption rates just bounding the crossing point, k 1 , k 2 , and used them to form two linear equations that were solved to obtain the crossing point. This crossing point
is regarded as the critical desorption rate and its corresponding cumulant found using these two system sizes [60] , and the index L is taken to be the larger among the two system sizes [65] . The critical CO partial pressure y c,L found using this two system sizes is obtained from
where y We initially suspected this might due to the relatively large minimum value of a used here, so we also found the exponents from the line formed between every two successive data Table I ). One explanation for these results could be that our long-range reactivity parameter It is known that in the absence of long-range reactivity, the critical point of the system would correspond to the two-dimensional equilibrium Ising universality class, which has cumulant u c,∞ ≈ 0.61 [66] . Figure 5 (f) shows clearly that for all nonzero values of the long-range reactivity parameter a considered here, the cumulant u c,∞ ≈ 0.2675 ± 0.0009, consistent with the exact value, 1−Γ 4 (1/4)/24π 2 = 0.27052..., for the mean-field universality class of the equilibrium Ising system with long-range interactions [54, 57, 67, 68] . Table I summarizes the critical points and the corresponding cumulants obtained for different longrange reactivity strengths a. The longest run time we used for the a = 0 case is 4 × 10
8
MCSS and for the a > 0 cases it is 5 × 10 7 MCSS. has a plateau. When the system size increases, the plateau moves to a larger value of y, and its width decreases. The data points on the plateau also fluctuate more strongly as L increases. For CO desorption rate k < k c , the maximum value of the cumulant increases with increasing L (Fig. 7(b) ), whereas for k > k c , the maximum value decreases with increasing L (Fig. 7(d) ). At k ≈ k c , the maximum cumulant value is approximately independent of L ( Fig. 7(c) ). The absence of long-range reactivity (a = 0) leads to larger critical fluctuations that make the system much more difficult to stabilize. The data we obtained in this case
were not stabilized as well as those in the long-range reactivity cases. For the data points shown on the plateaus in Fig. 7 (b), 7(c), and 7(d), the change of the cumulants with time were checked one by one. By looking at the trend of the fluctuating cumulant, we estimated the final stationary value of the cumulant with an error bar for each individual data point (not shown). Then we selected a group of data points near the largest data point, and used the square of the reciprocal of the error as the weight of each data point to find the weighted mean and its standard error. We took these as the maximum value of the cumulant (u Lmax ) of each curve and its corresponding error bar in Fig. 7 (a). The idea in Fig. 7(a) is exactly the same as that in Fig. 4(a) . The crossing point between lines for every two successive system sizes L is regarded as the critical point (k c,L , y c,L ) and the corresponding value of u c,L is found using these two system sizes [60] , and the critical point [66] .
In the process of comparing our numerical estimate for k c at a = 0 with previous studies, we realized that the algorithms used in different studies lead to slightly different definitions of the desorption rate [69] . While our definition is the same as in [59] , it is different from the one used in [4] and also in [6] . Calling the definition used in [4] P , the relationship is P = k/(1 − k). Consequently, our estimate for k c corresponds to P c = 0.0385 ± 0.0002. This is close to the approximate lower bound obtained in [4] from the fractal interface structure, P c > 0.039.
IV. CLUSTER CONFIGURATIONS, CLUSTER-SIZE, AND CORRELATION LENGTH MEASUREMENTS
It has previously been demonstrated that the critical configurations are dramatically different in equilibrium Ising models with short-range interactions (Ising universality class) and long-range interactions (mean-field universality class). While the correlation length diverges at the critical point in the former case, it remains finite in the latter (see, e.g., [57, 58] ). Visually it is also clear that the Ising critical clusters are larger and more compact than the mean-field ones (see, e.g., Figs. 5-7 of [57] ).
We would like to determine whether analogous differences can be observed in the present nonequilibrium system. However, the high symmetry of Ising lattice-gas models ensures that the time-averaged critical coverage is always 1/2, regardless of the strength of the long-range interactions. This symmetry does not exist in the model discussed here. Rather, we find that the critical CO coverage is a decreasing function of the long-range reactivity strength a, as shown in Fig. 9 . Since cluster properties are strongly dependent on the coverage, this makes it more difficult to compare critical cluster properties for different values of a.
To solve this problem, we ran simulations of up to 10 A. Cluster configurations Figure 10 compares snapshots without and with long-range reactivity near the critical point for a 100 × 100 system at CO coverages close to 0.5. We see that with the long-range reactivity parameter a = 1, the clusters are in general smaller or have more empty sites inside big clusters, compared to the case without long-range reactivity, a = 0. This effect can be easily understood. If a big cluster is formed in the a = 0 case, the cluster can only change at its boundary, whereas in the a = 1 case particles in the interior of the cluster can also react with the opposite species outside the cluster to form CO 2 and desorb. Therefore, in the a = 1 case an original big cluster will easily be broken up into many small clusters or become a big cluster with many holes. Moreover, the additional long-range reactivity makes the time required to switch between the high CO state and the low CO state much shorter, as shown in Fig. 11 (a) and Fig. 11(b) . These results are consistent with those obtained by Nakada et al. [57] for the nearest-neighbor Ising ferromagnet and the Ising ferromagnet with weak long-range interactions, respectively.
B. Cluster-size measurements
A cluster that has infinite size under periodic boundary conditions is called a spanning or percolating cluster (here defined as one that wraps around the system in one or both directions). It is interesting to compare the probabilities of finding spanning clusters at comparable CO coverages in the two cases of a = 0 (Ising) and a = 1 (mean-field). To answer this, we labeled all the CO and O clusters in every configuration using the HoshenKopelman algorithm [70, 71] . After the labeling, we measured the sizes of the the largest CO and O clusters vs time as shown in Fig. 11 (a)−11(d). Meanwhile, we measured the radius of gyration of the largest cluster in every configuration as
where N is the size of the cluster, and r i is the coordinate of a lattice point inside the cluster.
Note that due to the periodic boundary conditions, (x, y) and (x ± L, y ± L) refer to the same lattice point. We therefore have to choose the coordinates such that the lattice points are connected through the cluster. To do this, we picked one lattice point inside the cluster and performed a restricted random walk, such that the walker could only walk inside the cluster. Whenever the walker reached a site that had not been visited before, we would assign it a consistent coordinate. Figures 11(e) and 11(f) show the radii of gyration of the largest CO clusters vs time for a = 0 and a = 1. While spanning clusters were easily found in the a = 0 case (around 45%), only around 0.05% were found to contain spanning clusters in the a = 1 case.
The large probability of spanning clusters for a = 0 can of course be easily explained by the large number of configurations with high CO coverages in this case (see Fig. 11(a) ). To get a meaningful picture, we must therefore compare critical clusters in the a = 0 and a > 0 cases at the same CO concentration. This is done in Fig. 12 , which shows the probability of finding spanning clusters at the critical point vs the CO coverage for the a = 0 and three a > 0 cases. This was obtained by sorting the snapshot configurations according to their CO coverage in bins of width 0.01 and plotting the relative number of spanning clusters in each bin. The most striking feature of the figure is that percolation is rarer for configurations with a given CO coverage at a mean-field critical point, than at the Ising critical point (a = 0), an effect that becomes more pronounced with increasing a.
Results are shown in Fig. 12 for two system sizes, L = 60 and 100. The finite-size effects are seen to be quite modest in the Ising case (a = 0). The CO coverage distribution for a = 1 is a unimodal distribution ( for L = 100 using the same run length. For a = 0.1 and 0.3 the data for the two system sizes display a clear crossing, as is also the case for random percolation [72] . We interpret this as a sign that in the mean-field case the system develops a sharp percolation threshold that appears to approach the random percolation threshold with increasing a.
The order-parameter distribution functions shown in Numerically we obtained β/ν = 0.0977 ± 0.0007 for a = 0 using L = 60, 100, and 160.
We consider this consistent with the exact value of 0.125 for the Ising universality class.
At the critical point, the two peaks should have equal weight of 50% each. Numerically we find that 48.7%, 49.1% and 44.0% of the data points have a CO coverage of less than 0.5 for L = 60, 100, and 160, respectively. These results are close to the expected value of 50%. L = 160 has a relatively larger deviation compared to L = 60 and 100 even though according to Fig. 8 , the critical point for L = 160 should be more accurately determined than that for L = 60. The reason is that the width of the critical region in the direction perpendicular to the coexistence line (i.e., approximately in the y direction) shrinks with [73, 74] . As a result, even a small deviation from the critical point can have a large deleterious effect on the symmetry of the order-parameter distribution. This can be seen in the data point for a = 0, L = 160 in Fig. 9 , and it is even more pronounced for L = 240 (not shown).
We suggest that a qualitative explanation for the differences between the finite-size effects in Fig. 12 for the Ising and mean-field cases can be found by considering the form of the spanning probability function for random percolation on a square lattice of linear size L [72] ,
Here, p is the site occupation probability, p c is the random percolation threshold (≈ 0.593 [72] ), and ν p is the critical exponent for the connectance length of the percolation problem (= 4/3 [72] ). Ignoring the effect of correlations on the percolation threshold, we approximately map our correlated percolation problem onto random percolation by replacing the system size L by the effective sizeL = L/ξ, where ξ is the critical order-parameter correlation length of the interacting model (not to be confused with the percolation connectance length). For the Ising universality class, ξ ∼ L at criticality, indicating that the spanning probability for CO coverages below the (modified) percolation threshold should be (approximately) independent of L. In contrast, the correlation length in the mean-field universality class approaches a constant value as L increases [57, 58] . Consequently we expect that the L dependence of Eq. (7) should also qualitatively describe the behavior for a = 1. The rarity of large clusters is a well-known feature of mean-field critical points in equilibrium models [54, 57, 58] . These observations therefore further strengthen our conclusion that any nonzero long-range reactivity induces mean-field behavior in this nonequilibrium system. In Sec. IV C below we confirm that the correlation lengths in the models studied here indeed obey the L dependence postulated in this paragraph on the basis of the known behaviors in the corresponding equilibrium models.
C. Correlation function and correlation-length measurements
In order to verify the correlation-length scaling relations postulated in Sec. IV B above, we define the CO disconnected correlation function as [57] c(r) = σ i σ j ,
where σ i is 1 if site i is occupied by CO and is 0 otherwise, r is the distance between site i and site j, and the spatial average is taken along the horizontal and vertical directions. The critical correlation length is estimated by integration as
As shown in Fig. 14 , ξ ∼ L at the a = 0 critical point, while it remains at approximately L-independent values for a > 0. These results are consistent with Ising critical behavior in the former case and mean-field criticality in the latter.
V. CONCLUSION
We employed large-scale Monte Carlo simulations using the crossing of fourth-order cumulants to study the critical properties of the ZGB model with desorption, with and without long-range reactivity. We obtained improved estimates for the critical point and the corre- providing an example of the intriguing equivalence of critical phenomena in some equilibrium and nonequilibrium systems.
[65] In some cases we find that parameters estimated from extrapolations of cumulant crossings based on the larger and the smaller of the two system sizes involved in a crossing differ by more than their statistical uncertainties. This is an indication that even our large systems may not be fully in the asymptotic scaling region. In these cases (marked by an asterisk in Table I ), we give the result based on the larger system sizes, but with the statistical error replaced by the difference between the two estimates.
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No CO in neighbor (Fig. 5) . In gray scale, the sharp dark line below the black critical point in every diagram is the phase-transition line. The right-hand side of this line is the region where the surface is mainly covered by CO, whereas the left-hand side is the region where it is mainly occupied by oxygen and empty sites with a small density of sites occupied by CO. (light gray), and white, respectively. All four snapshots for a = 0 contain a spanning CO cluster.
For a = 1 in (e) and (f), snapshot (f) was taken just 20 MCSS after (e). While the CO coverage of (e) is 0.4848 and of (f) is 0.4869, there is a spanning cluster in (e) but not in (f). Indeed, the radius of gyration of the largest CO cluster in (f) is only 19.2. This is essentially impossible to distinguish by visual inspection alone. 
