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a b s t r a c t
Cluster analysis of functional data considers that the objects on which you want to perform a taxonomy
are functions f : X Rp↦R and the available information about each object is a sample in a ﬁnite set of
points f n ¼ fðxi; yiÞAX  Rgni ¼ 1. The aim is to infer the meaningful groups by working explicitly with its
inﬁnite-dimensional nature.
In this paper the use of K-means algorithms to solve this problem is analysed. A comparative study of
three K-means algorithms has been conducted. The K-means algorithm for raw data, a kernel K-means
algorithm for raw data and a K-means algorithm using two distances for functional data are tested. These
distances, called dVn and dϕ, are based on projections onto Reproducing Kernel Hilbert Spaces (RKHS)
and Tikhonov regularization theory. Although it is shown that both distances are equivalent, they lead to
two different strategies to reduce the dimensionality of the data. In the case of dVn distance the most
suitable strategy is Johnson–Lindenstrauss random projections. The dimensionality reduction for dϕ is
based on spectral methods.
A key aspect that has been analysed is the effect of the sampling fxigni ¼ 1 on the K-means algorithm
performance. In the numerical study an ex professo example is given to show that if the sampling is not
uniform in X, then a K-means algorithm that ignores the functional nature of the data can reduce its
performance. It is numerically shown that the original K-means algorithm and that suggested here lead
to similar performance in the examples when X is uniformly sampled, but the computational cost when
working with the original set of observations is higher than the K-means algorithms based on dϕ or dVn ,
as they use strategies to reduce the dimensionality of the data.
The numerical tests are completed with a case study to analyse what kind of problem the K-means 
algorithm for functional data must face.
1. Introduction
Cluster analysis allows data structures to be explored. These
tools provide a ﬁrst intuitive data structure by identifying mean-
ingful groups. Two essential elements in cluster analysis are data
representation and the speciﬁcation of similarity between them.
Most of these methods assume that the objects can be represented
as points in Euclidean spaces Rn; but for some problems data are
random functions (physical processes, genetic data, chemical spec-
tra, voice recording, control processes, etc). In this paper we assume
that the objects are functions f : X Rp↦R and the information
provided by each of them is a sampling of a ﬁnite set of points
f n ¼ fðxi; yiÞAX  Rgni ¼ 1. The aim is to infer the data structure by
working explicitly with their inﬁnite dimensional nature in Hilbert
spaces. This ﬁeld is known as functional data analysis (FDA) [29,11].
Jacques and Preda [17] establish a classiﬁcation of the different
clustering methods for functional data as follows: (i) raw-data
clustering, (ii) two-stage methods, (iii) non-parametric clustering
and (iv) model-based clustering. A similar classiﬁcation for clustering
of time-series data is proposed by Liao [22]. The methods of type
(i) work directly with raw data, type (ii) indirectly with features
extracted from the raw data, type (iii) use a speciﬁc distance or
dissimilarity between functions and type (iv) with models built from
the raw data, in which the estimation of features and clustering are
performed simultaneously.
Methods (ii)–(iv) developed in functional data clustering use
Hilbert spaces to tackle the functional nature of the data and to
obtain a representation of these data. Many of the methods choose
an orthogonal basis of functions Φ¼ fφ1;…;φLg with LAN and
each functional datum is represented as a linear combination of the
vectors in the basis Φ. Usual choices of Φ are Fourier, Wavelets or
B-splines. In this paper following [15], we consider each function as
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a point in a general function space and then project these points
onto a Reproducing Kernel Hilbert Space (RKHS) by using the
Tikhonov regularization theory. This mechanism induces a distance
among the functions of the sample and therefore it allows cluster-
ing algorithms to be applied to functional data. This process is
completed with a strategy for dimensionality reduction consisting
of a new projection onto a ﬁnite-dimensional Euclidean space
which makes the distance between the functions coincide with
the Euclidean distance of the projected data. The method proposed
in this paper is an instance of a two-stage method but it allows the
algorithms of this class to be reinterpreted (mainly based on it
functional principal component analysis) as methods that compute
the similarity measure as the distance between the projections of
the data onto a Hilbert space.
The mathematical theory of RKHS [25] has been applied to several
ﬁelds such as support vector machines(SVM) [9], principal component
analysis [30], canonical correlation analysis [13] and Fisher's discrimi-
nant analysis [26]. RKHS has also been applied to ﬁnite-dimensional
cluster analysis giving rise to the so-called kernel-based clustering
methods. Filippone et al. [12] classify clustering methods based on
kernels into three categories: (i) methods based on kernelization of
the distance, (ii) clustering in feature spaces and (iii) methods based
on SVM. It has been experimentally shown that methods based on
kernels allow correct grouping of clusters with nonlinear borders.
This paper is focused on the K-means algorithm [24], which
may have been the most popular clustering algorithm since the
60s. This algorithm has been deeply range-studied in the ﬁnite
case [33] and it has been extended to many situations as K-means
based on kernels, see [30,14,8].
Cadre and Paris [5] developed a numerical K-means algorithm
for inﬁnite-dimensional Hilbert spaces. This numerical scheme
discretizes functions on grids and considers that all grid cells have
the same volume. These authors show that the theoretical perfor-
mance of this algorithm matches the classical.
Functional data clustering has also been addressed by the K-means
algorithm in [1,28]. As a ﬁrst step the dimension of the data is
reduced, and then as a second step the K-means for ﬁnite dimensional
data is used. In [1] the dimension reduction strategy consists of an
approximation of the curves into a ﬁnite B-spline basis and the
B-spline coefﬁcients are used as feature vectors. Peng and Müller [28]
use principal component scores to reduce the dimensionality. Yao
et al. [37] introduce the kernel approximately harmonic projection
(KAHP) which is a suitable strategy to reduce dimensionality of
the data in combination with the K-means algorithm in a ﬁnite-
dimensional context. Chen and Li [7] propose the use of a Johnson–
Lindenstrauss type random projection as a preprocessing for func-
tional learning algorithms. These ideas are adapted to this work in a
context of functional data clustering, as Biau et al. [3]. A second
strategy based on spectral methods is introduced.
We discuss numerical aspects of K-means algorithms for cluster
analysis in inﬁnite-dimensional Hilbert spaces. The proposed algo-
rithm, named KK-means, consists of applying the K-means algorithm
to functional data using projections on RKHS. The contributions of
this paper can be summarized as follows:
 An interpretation of the two-stage methods based on principal
component analysis is given. These approaches calculate the
distance between the empirical functions as the distance between
their projections onto function spaces. In this paper two types of
projections have been proposed (in two different bases) using the
Tikhonov regularization theory.
 A numerical study is conducted using (i) the K-means algorithm
applied to a raw data, (ii) the approximate kernel K-means (aKKm,
[8]) and (iii) the KK-means algorithm. By means of the Kappa
coefﬁcient of agreement, it is shown that if the data are sampled at
regular time intervals the functional nature of the data can be
ignored without damaging the performance of the clust-
ering procedure. This is a numerical validation of the theoretical
result of [5]. A numerical counter-example has been included,
with a non-uniform discretization strategy, for raw-data cluster-
ing methods in which the performance of aKKm and the
K-means algorithm is signiﬁcantly deteriorated compared with
the KK-means algorithm, which accounts for the functional
nature.
 The effectiveness of a dimension reduction strategy based on the
number of eigenfunctions has been numerically demonstrated. It
was found that when data are uniformly sampled, KK-means
and aKKm have a signiﬁcantly lower computational cost than a
K-means algorithm applied to raw data.
In Section 2 we develop metrics for empirical functions and
establish relationships to calculate them by the Euclidean distance
between projections in ﬁnite dimensional spaces. In Section 3 we
carry out a numerical experiment to evaluate the performance of the
proposed algorithms and analyse a case study. Finally, in Section 4
we gather together the conclusions obtained.
2. Projecting functional data onto reproducing Kernel Hilbert
spaces
Fig. 1 shows the contents of this section schematically. As a ﬁrst
step, we project the empirical functions onto a Reproducing Kernel
Hilbert Spaces (RKHS) HK applying the Tikhonov regularization
theory in RKHS. Following González-Hernández [15] we use two
representations of these projections, one using kernel expansions
and the other eigenfunctions. We deﬁne the distance between two
empirical functions as the distance in HK between their projec-
tions. Secondly, we use Cholesky decomposition to show that this
distance between functions can be calculated by the Euclidean
distance between a data transformation. This theoretical result
presents two meaningful advantages: (i) it allows the use of the
vectorial K-means algorithm codes for functional data and (ii) as
the Johnson–Lindenstrauss-type random projections to reduce the
dimensionality requires working with Euclidean distance, this
transformation enables it to be used. Other theoretical contribu-
tions are set out in Appendix A which it shows that the proposed
scheme (depicted in Fig. 1) coincides with functional principal
component analysis (FPCA) in which projections are performed
using the Tikhonov regularization theory. This identiﬁcation
allows us to interpret the FPCA as a cluster method in which the
similarity measure is the distance between projected functions.
This section begins with a brief revision of RKHS and the
Tikhonov regularization theory in RKHS. The general theory of
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Fig. 1. Schematic representation of the clustering approach.
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Tikhonov regularization is in the book of [34] and the general
theory of RKHS is in [2].
Deﬁnition 1 (Reproducing Kernel). Let H be a real Hilbert space of
functions deﬁned in X Rp with inner product ; h iH. A function
K : X  X↦R is called a Reproducing Kernel of H if
1. Kð; xÞAH for all xAX.
2. f ðxÞ ¼ f ;Kð:xÞ H for all f AH and for all xAX.
We deﬁne the norm by ‖f ‖H ¼ f ; f
 1=2
H
A Hilbert space of functions that admits a Reproducing Kernel is
called a Reproducing Kernel Hilbert Space (RKHS). The reproducing
Kernel of a RKHS is uniquely determined. Conversely, if K is a
positive deﬁnite and symmetric kernel (Mercer kernel), then it
generates a unique RKHS in which the given kernel acts like a
Reproducing Kernel.
For our purpose we list the fundamental properties of RKHS:
Theorem 1. Let H be a real Hilbert space of functions deﬁned in
X Rp with inner product ; h iH. Let K : X  X↦R be a Reproducing
Kernel of H. Then it follows that
(a) Kðx; yÞ ¼ Kð; xÞ;Kð; yÞ H for all x; yAX.
(b) ‖f‖2H ¼∑ni ¼ 1∑nj ¼ 1αiαjKðxi; xjÞ for all f AH where
f ¼ ∑
n
i ¼ 1
αiKð; xiÞ
with xiAX.
(c) Let LK ðf ÞðxÞ ¼
R
XKðx; yÞf ðyÞ dy with f AL2ðXÞ. Mercer's Theorem
asserts that
Kðx; yÞ ¼ ∑
1
j ¼ 1
λjϕjðxÞϕjðyÞ;
where ϕj is the j-th eigenfunction of LK and λj its corresponding
non-negative eigenvalue.
(d) The function space H is given by
H¼ f AL2ðXÞ : ∑
1
j ¼ 1
λ1j f ;ϕj
D E
L2ðXÞ
 2
o1
( )
ð1Þ
and the inner product can be written as
f ; g
 
H ¼ ∑
1
j ¼ 1
λ1j f ;ϕj
D E
L2ðXÞ
g;ϕj
D E
L2ðXÞ
with f ; gAH: ð2Þ
Now we brieﬂy describe the Tikhonov discrete regularization
for the problem at hand. Let K be a Mercer kernel and HK its
associated RKHS. Consider a subset compact X Rp and let ν be a
Borel probability measure in X  R. Let the regression function
f νðxÞ ¼
Z
R
dνðy xÞ
 ð3Þ
where dνðyjxÞ is the conditional probability measured on R. Both ν
and f ν are unknown and what we want is to reconstruct this mean
function.
Let
Xn≔fx1;…; xng  X
and let fn be a random sample independently drawn from ν and f ν
on X. That is
f n≔fðxi; yiÞAX  Rgni ¼ 1:
The Tikhonov regularization considers the function space
Vn≔span Kð; xÞ : xAXn
  ð4Þ
where span is the linear hull and projects f ν onto this space by
using the sample fn. The Tikhonov regularization theory makes a
stable reconstruction of f ν by solving the following optimization
problem:
f n≔arg min
f AVn
1
n
∑
n
i ¼ 1
f ðxiÞyi
	 
2þγ‖f‖2HK ð5Þ
where γ40 and ‖f ‖HK represents the norm of f inHK . The solution
f n of (5) is called the Regularized γ-Projection of f ν onto HK
associated to the sample fn.
The Regularized γ-Projection of f nn belongs to Vn HK and for
this reason it can be expressed as a linear combination of any basis
of HK . In the next subsection we calculate these projections onto
two basis of HK . The ﬁrst basis consists of the functions
fKðx; xiÞ : xiAXng and the second one consists of eigenfunctions
fϕ1;ϕ2;⋯g of the integral operator LK.
2.1. Kernel representation and associated distance
The representation theorem gives a closed form solution of f n
for the optimization problem (5). This theorem was introduced
by Kimeldorf and Wahba [19] in a spline smoothing context and
has been extended and generalized to the problem of minimizing
risk of functions in RKHS, see [31,10].
Theorem 2 (Representation). Let fn be a sample of f ν, let K be a
(Mercer) kernel and let γ40. Then there is a unique solution f n of (5)
that admits a representation by
f nðxÞ ¼ ∑
n
i ¼ 1
αiKðx; xiÞ; forall xAX; ð6Þ
where α¼ ðα1;…;αnÞT is a solution to the linear equation systems:
ðγnInþKxÞα¼ y; ð7Þ
where In is the identity matrix nn, y¼ ðy1;…; ynÞT and the matrix
Kx is given by Kxð Þij ¼ Kðxi; xjÞ. The expression (6) leads to the
estimate of f ν in Xnbf n ¼ Kxα ð8Þ
Theorem 1(b) establishes that the norm of f in Vn is given by the
following inner product:
‖f‖2Vn ¼ αTKxα; for all f AVn: ð9Þ
As Kx is a symmetric positive deﬁnite matrix it admits the
decomposition
Kx ¼ VTDV ð10Þ
where the rows of the matrix V are the eigenvectors of the matrix
Kx and D is a diagonal matrix whose diagonal entries are the
corresponding (non-negative) eigenvalues. Therefore,
Kx ¼ ðD1=2VÞT ðD1=2VÞ ¼ UTU ð11Þ
with U ¼D1=2V . Using the Cholesky decomposition (11)
‖f‖2Vn ¼ αTKxα¼ αTU
TUα¼ ~αT ~α ¼ ‖ ~α‖2 ð12Þ
with ~α ¼ Uα. This expression shows that the norm of f ðxÞ ¼
∑ni ¼ 1αiKðx; xiÞ, with xiAXn, in Vn coincides with the Euclidean
norm of a transformation of the space, that is ‖ ~α‖.
Deﬁnition 2 (Distance dVn ). Let X be a compact set and ν, μ two Borel
probability measures deﬁned on X  R. Let K : X  X↦R be a Mercer
kernel and HK its associated RKHS. Let f ν and gμ be functions deﬁned
as (3). Let f n≔fðxi; yiÞAX  Rgni ¼ 1 and gn≔fðxi; y0iÞAX  Rgni ¼ 1 be
two samples of the previous functions obtained from the probability
distributions ν and μ. Suppose that the Regularized γ-Projection of
these functions are f nðxÞ ¼∑ni ¼ 1αiKðx; xiÞ and gnðxÞ ¼∑ni ¼ 1βiKðx; xiÞ.
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We deﬁne the square of the distance dVn from fn to gn by
d2Vn ðf n; gnÞ≔‖f
ngn‖2Vn ¼ ðαβÞTKxðαβÞ
¼ ðαβÞTUTUðαβÞ ¼ ‖UðαβÞ‖2
¼ ‖UαUβ‖2 ¼ ‖ ~α ~β‖2 ð13Þ
where ~α≔Uα and ~β≔Uβ.
2.2. RKHS representation and associated distance
González-Hernández [15] introduces an alternative representa-
tion for sampling functions in RKHS.
Theorem 3 (RKHS representation). Let X be a compact set and let ν
be a Borel probability measure deﬁned on X  R. Let K : X  X↦R be
a Mercer kernel and HK its associated RKHS. Let f ν be deﬁned by (3)
and f n ¼ fðxi; yiÞAX  Rg a sample of f ν drawn from the probability
distribution ν. Let LK be the integral operator associated with the
kernel K and let fλ1; λ2;…g be the eigenvalues of LK and fϕ1;ϕ2;…g
the corresponding eigenfunctions. Then the projection fn given by the
minimization of (5) can be written by
f nðxÞ ¼∑
j
αϕj ϕjðxÞ ð14Þ
where αϕj are the weights of the projection of f
n onto the function
space RKHS generated by the eigenfunctions ϕ1ðxÞ;ϕ2ðxÞ;…
 
. In
practice, when a ﬁnite sample is available, the ﬁrst srrankðKxÞ
weights αϕj can be estimated by
bαϕj ¼ ℓjﬃﬃﬃnp ðαTvjÞ; j¼ 1;…; s; ð15Þ
where ℓj is the j-th eigenvalue of the matrix Kx , vj is the j-th
eigenvector of Kx and α is the solution to Eq. (7). This leads to the
approximation:
f nðxÞ ¼∑
j
αϕj ϕjðxÞﬃ ∑
s
j ¼ 1
bαϕj ϕjðxÞ: ð16Þ
The functions ϕjðxÞ are unknown but they can be approximated at
the sampling points xi by bϕjðxiÞ ¼ ﬃﬃﬃnp vji to obtain the following
approximation:
bf nﬃ ﬃﬃﬃnp ∑s
j ¼ 1
bαϕj vj; ð17Þ
where bf n ¼ ðbf nðx1Þ;…;bf nðxnÞÞT .
Deﬁnition 3 (Empirical γ-regularized distance dϕ). Let X be a
compact set and let ν and μ be two Borel probability measures
deﬁned on X  R. Let K : X  X↦R be a Mercer kernel and HK its
associated RKHS. Let f ν and gμ be functions deﬁned as (3). Let
f n≔fðxi; yiÞAX  Rgni ¼ 1 and gn≔fðxi; y0iÞAX  Rgni ¼ 1 be two samples
of the previous functions drawn from the probability distributions
ν and μ. Suppose that the Regularized γ-Projection of these
functions is f nðxÞﬃ∑sj ¼ 1bαϕj ϕjðxÞ and gnðxÞﬃ∑sj ¼ 1bβϕj ϕjðxÞ.
We deﬁne the square of the empirical distance dϕ from fn
to gn by
d2ϕðf n; gnÞ≔‖f ngn‖2HK ¼ f
ngn; f ngn HK ð18Þ
¼ ∑
1
j ¼ 1
λ1j f
ngn;ϕj
D E
L2ðXÞ
ϕj; f
ngn
D E
L2ðXÞ
ð19Þ
¼ ∑
s
j ¼ 1
ðbαϕj bβϕj Þ2
λj
: ð20Þ
Following González-Hernández [15] and Smale and Zhou [32] the
eigenvalues and eigenvectors of Kx=n converge to the eigenvalues
and eigenfunctions of LK, and we have
λjﬃ
ℓj
n
ð21Þ
and we obtain the following approximation:
dϕðf n; gnÞﬃ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑
s
j ¼ 1
nðbαϕj  bβϕj Þ2
ℓj
vuuut ¼ ‖ ~αϕ ~βϕ‖ ð22Þ
where ‖  ‖ is the Euclidean norm, ~αϕ≔ ﬃﬃﬃnp D1=2s bαϕ, ~βϕ≔ﬃﬃﬃ
n
p
D1=2s
bβϕ and D1=2s is the matrix s s
D1=2s ¼
1ﬃﬃﬃﬃ
ℓ1
p 0 ⋯ 0
0 1ﬃﬃﬃﬃ
ℓ2
p ⋯ 0
0 0 ⋯ 1ﬃﬃﬃ
ℓs
p
0BBB@
1CCCA:
2.3. Dimensionality reduction strategies for each distance dVn and dϕ
The functional data, due to their nature, in most cases are of
very high dimension. This leads the application of the cluster
algorithms to require high CPU times and intensive use of the
RAM. In this subsection we discuss (i) how to reduce the original
data representation according to the distance dϕ or dVn and (ii) the
relationship between the two distances.
First we discuss the question (ii). Let us see that the distances
dVn and dϕ coincide for s¼n. The distances dVn and dϕ project the
original data and thus the Euclidean distance for projected data is
calculated. Let us check that for s¼n both projections coincide. Let
~αϕ and ~α be the projection of the function fn onto RKHS and the
kernel respectively. In this case D¼Dn and the coefﬁcients bαϕ,
given by (15), are written in the matrix form:
bαϕ ¼ 1ﬃﬃﬃ
n
p DVα ð23Þ
therefore if s¼n
~αϕ ¼ ﬃﬃﬃnp D1=2s bαϕ ¼D1=2DVα¼Uα¼ ~α : ð24Þ
This is the expected result since the distances are based on two
representations in different basis of the same function. The
essential difference between these two approaches is how they
reduce the dimension of the data.
2.3.1. Dimensionality reduction by working with dϕ
According to the relationships set out in Appendix A with FPCA,
it follows that a dimension reduction strategy must be based on
the magnitude of the eigenvalues fℓjg. Let fℓ1;…;ℓsg be the s
largest eigenvalues of Kx and Vs the matrix whose rows are the s
eigenvectors. In this case the matrix of projection is
Ps ¼D1=2s Vs: ð25Þ
2.3.2. Johnson–Lindenstrauss-type random projections to reduce
dimensionality by working with dVn
We now analyze Johnson–Lindenstrauss-type random projec-
tions to reduce the dimensionality n of the data as described in [3].
The key idea that enables the use of these projections is that the
distances between the empirical functions are calculated by the
Euclidean distance of the transformed data.
Given s a positive integer and s sequences of independent
random variables ðM1;iÞiZ1⋯ðMs;iÞiZ1 with normal distribution
with mean 0 and variance 1/s, we deﬁne
Ms≔
M11 ⋯ M1n
⋮ ⋮ ⋮
Ms1 ⋯ Msn
0B@
1CA:
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A random projection using the linear function M : Rn↦Rs with
MðαÞ ¼Ms  α is deﬁned. The next lemma [3] states how to choose
the value of s.
Lemma 1 (Johnson–Lindenstrauss Lemma). For any ε; δAð0;1Þ and
any positive integer N, let s be a positive integer such that
sZ4ðε2=2ε3=3Þ1 log Nﬃﬃﬃ
δ
p :
Then, for any set D of N points and for all ð ~α; ~βÞADD with
probability 1δ, the following holds:
ð1εÞ‖ ~α ~β‖r‖Ms ~αMs ~β‖r ð1þεÞ‖ ~α ~β‖: ð26Þ
The Johnson–Lindenstrauss lemma guarantees that the dis-
tance derived from the standard Euclidean product is preserved in
the set of N original data points. Applying this to our case:
dVn ðf n; gnÞ ¼ ‖ ~α ~β‖ﬃ‖MsUαMsUβ‖ ð27Þ
where ~α≔Uα and ~β≔Uβ. The matrix of projection, for the metric
dVn , is
Ps ¼MsU: ð28Þ
2.4. The K-means algorithm for functional data
In this section we synthesize the above results into a K-means
algorithm for functional data. In essence, the functional data are
projected onto a s dimensional space and the K-means algorithm
in ﬁnite-dimensional spaces is applied to the functional data. The
K-means algorithm for functional data is described in Table 1.
Remark 1. This paper addresses the critical issue of cluster analysis in
calculating distance between empirical functions so these results are
efﬁciently applicable tomany clustering schemes. Observe that once the
functional data are projected in Step 1, any other clustering algorithm,
such as hierarchical clustering, could have been applied in Step 2.
3. Numerical trials
In this section several numerical experiments are performed.
Our main goals are:
 To determine when it is necessary to consider explicitly the
functional nature of the data that we wish to analyse. To do
this, we will compare numerically the basic K-means algorithm
and a kernel K-means algorithm, speciﬁcally the approximate
kernel K-means (aKKm) applied to raw data with the KK-means
algorithm.
 To determine the advantages of considering distances derived
from the functional projections.
 To analyze the effect of the dimensionality reduction parameter
s used to dϕ in the performance of KK-means algorithm.
 To provide the methodology described with a real example and
to identify what difﬁculties must be addressed.
The ﬁrst three questions are addressed in Experiments1a–1c
and the third goal in Experiment2.
3.1. Description of the numerical experiments
3.1.1. Test problems
The test problems used in the numerical experiments are:
 Waves: These data are obtained by a convex combination of
triangular waves [4] deﬁned as follows (see Fig. 2):
y1ðxÞ ¼ uh1ðxÞþð1uÞh2ðxÞþεðxÞ for the class 1;
y2ðxÞ ¼ uh1ðxÞþð1uÞh3ðxÞþεðxÞ for the class 2;
y3ðxÞ ¼ uh2ðxÞþð1uÞh3ðxÞþεðxÞ for the class 3;
where u is a uniform random variable in ð0;1Þ; εðxÞ is a
standard normal variable and the functions hk are the following
triangular waves in xA ½1;21:
h1ðxÞ≔maxð6jx11j;0Þ; h2ðxÞ ¼ h1ðx4Þ; h3ðxÞ ¼ h1ðxþ4Þ
The data generated are shown in Fig. 3.
 Signals with different type of noise: This test problem is
described in [21]. It starts with a piecewise linear function
which is perturbed by three different types of noise. In this
problem we aim to decide if K-means algorithm for functional
data would be able to group signals according to their type of
noise since all the signals share the same non-random trend.
 Spectrometric: This dataset is made up of the performance
of the infrared absorbtion spectrum of meat samples. Each
Table 1
The proposed K-means algorithm for functional data (KK-means).
Step 0. (Initialization). Given Xn≔fx1 ;…; xng  X and a sample of empirical functions ff jg
N
j ¼ 1 where f
j≔fðxi ; yijÞAX  R : i¼ 1;…;ng, choose a type of kernel Kð; Þ and its
parametrization. Calculate the kernel matrix Kx as Kx ¼ Kðxi ; xjÞ. Choose the regularization parameter γ. Solve the following N linear equation systems:
ðγnInþKxÞα¼ yj; j¼ ;…;N (29)
where yj ¼ ðy1j;…; ynjÞT . Denote by αj those solutions
Step 1. (Projection). Choose a dimension s to represent data and one of the projections (25) or (28). Project the original data using the expression:
α j ¼ Psαj ; j¼ 1;…;N: (30)
Step 2. (The K-means algorithm in Rs). Apply the K-means algorithm to the dataset fα jgNj ¼ 1
Step 3. (Calculation of the centroid). Calculate the centroids in the original space Vn or in RKHS
Fig. 2. Illustration of the Wave problem generation.
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observation consists of an absorbtion spectrum in 100 wave-
lengths that vary from 850 to 1050 nm. Furthermore, for each
sample a chemical analysis has been carried out to determine
the fat content. Each class is determined by those samples with
less than 30% of fat content and more than 30%. These data are
available at http://www.math.univ-toulouse.fr/staph/npfda.
 Phonemes: This database gathers the pronunciation of the
5 phonemes (“sh”, “iy”, “dcl”, “aa”, “ao”) emitted by 400
individuals. These data are the log-periodograms discretized at
150 points and are available in http://www.math.univ-tou
louse.fr/staph/npfda.
 Irrationals: We have constructed the following three irra-
tional functions:
y1ðxÞ ¼ xð1xÞþεðxÞ for class 1;
y2ðxÞ ¼ x3=2ð1xÞþεðxÞ for class 2;
y3ðxÞ ¼ x2ð1xÞþεðxÞ for class 3;
where εðxÞ is a uniform random variable in ð0:2;0:2Þ. We have
generated 100 functions for each class. In this example the
sampling of the region X is not uniform. On one hand, the
interval ð0:1;0:9Þ has been uniformly sampled at 9 points and
on the other hand ð0:9;1 has been uniformly sampled at 1000
points. The generated data are shown in Fig. 4. The main
characteristic of this example is that the sampling X is not
uniform.
 50Words, Adiac, MedicalImages, SwedishLeaf, Synthe-
tic-control and WordsSynonyms: In order to provide a
comprehensive evaluation, we have added these six diverse
time series datasets, from the UCR Time Series repository. The
essential characteristic of those problems is that they have a
large number of clusters. The dataset Synthetic-control is
synthetic, i.e. created by some researchers to test some prop-
erty. The datasets 50Words, MedicalImages and WordsSy-
nonyms are real, i.e. they were recorded as natural time series
from some physical process. Finally, the datasets Adiac and
SwedishLeaf are shape type, these are one-dimensional time
series that were extracted by processing some two-dim-
ensional shapes. All these time series were sampled regularly
in time. The data are available in [18].
 Radar: We consider 472 radar signals obtained from the
Topex/Poseidon satellite in a 25 mile band of the Amazon river.
Each wave is associated with a type of terrain and these data
are used in hydrology and altimetry. These data are real and the
true number of clusters is unknown. The data are available in
http://www.math.univ-toulouse.fr/staph/npfda/. Experiment2
has been carried out on this dataset.
Table 2 shows the number of objects, the number of sample
points and the number of original clusters.Fig. 3. Waves problem.
Fig. 4. Irrationals problem.
M. Luz López García et al. / Neurocomputing 151 (2015) 231–245236
3.1.2. Proposed methods
In numerical experiments we consider the following algorithms:
1. K-means: Each functional datum is given by a sampling fðxi; yiÞgni ¼ 1.
The K-means algorithm applied to this type of data ignores the
values of xi and uniquely considers the vector ðy1;…; ynÞ.
2. L-KK-means: We take the Laplacian kernel deﬁned by
Kðxi; xjÞ≔e1=σ
2
1‖xi xj‖1
where ‖  ‖1 is the norm 1 and σ1AR.
3. G-KK-means: We take the Gaussian kernel deﬁned by
Kðxi; xjÞ≔e1=σ
2
2‖xi xj‖22
where ‖  ‖2 is the Euclidean norm and σ2AR.
4. P-KK-means: In this case we take the polynomial kernel
deﬁned by
Kðxi; xjÞ≔ 1þaxTi  xj
	 
b
with a40 and bAN:
5. Kernel K-means algorithms: We have considered approximate
kernel K-means (aKKm) algorithm [8] as an important instance of
this class. The desired goal is to compare these methods with those
proposed in this work. In this case the kernel function is evaluated
on the vector of images fyig, i.e. Kðyi; yjÞ and the Laplacian, Gaussian
and polynomial kernels have also been considered .
The kernel parameters are shown in Table 3. The value of
regularization parameter γ is 0.0001 for L-KK-means and G-KK-
means methods. For P-KK-means method is γ¼1 in all the test
except Irrationals problem where γ¼0.0001.
3.2. Experiment 1: numerical tests
3.2.1. Experiment 1a: performance of the K-means and KK-means
algorithms
In this section the K-means and KK-means algorithms are going
to be tested on the datasets. The results are evaluated by compar-
ing the grouping obtained by the cluster algorithm with the
original grouping. Two indices that are used by Xu et al. [36] to
perform document clustering are the accuracy (AC) and the index
of the mutual information. The ﬁrst is deﬁned by
AC ¼∑
N
i ¼ 1δðαi;mapðβiÞÞ
N
where N is the number of functions and δðx; yÞ is the delta function
that is one if x¼y and 0 otherwise, and mapðβiÞ that maps each
label βi with its equivalent in the original data. The Kuhn–Munkres
algorithm (or Hungarian algorithm) has been used to ﬁnd the best
mapping mapðβiÞ [23]. Note that this index matches the best
observed proportion of agreement between the two groupings.
The Kappa Coefﬁcient of Agreement κ [6] is a statistical measure of
the degree of agreement between two experts and it could be an
alternative to the use of themutual information index. This index is also
applied to cluster analysis. Each object of the sample is classiﬁed twice
by the same category system. The goal is to evaluate if the observed
agreement is higher than expected. This statistic is deﬁned by
κ ¼ PoPe
1Pe
ð31Þ
where Po ¼∑Kk ¼ 1pðck;mapðckÞÞ is the observed proportion of the
objects in the sample (that is AC index) that have been classiﬁed in the
same category by both experts (the cluster algorithm and the sys-
tem of original categories) and Pe ¼∑Kk ¼ 1pðckÞpðmapðckÞÞ is the
expected proportion of agreement between categories. The numerator
of κ is the proportion observed to be greater than expected and its
denominator is the maximum value that the numerator could take.
The range of possible values of κ is the interval ½1;1. This value is
more suitable than AC because it corrects the effect of the expected
agreement.
In Experiment1a we use the distance dϕ with the strategy of
reduction of the dimensionality given in Section 2.3.2 where the
number of eigenvalues s is indicated in Table 4.
The K-means algorithmworks well for uniformly spaced functional
data (see [5]). In our case, this is shown in Table 5 where the K-means
algorithm gives κ values similar to those obtained with methods based
on projections on RKHS in all the test problems with uniformly spaced
data.1 To research this matter further we consider the following
distance in the function space L2½a; b and an approximation using
trapezoidal-rule of integration:
‖f ðxÞgðxÞ‖2
L2 ½a;b ¼
Z b
a
f ðxÞgðxÞð Þ2 dx
ﬃh ðf ðaÞgðaÞÞ
2
2
þðf ðbÞgðbÞÞ
2
2
þ ∑
n1
i ¼ 1
ðf ðaþ ihÞgðaþ ihÞÞ2
 !
Table 2
Statistics of test problems.
Problem Clusters (K) Objects (N) Sample size (n)
Waves 3 450 400
Signals 3n 150 100
Spectrometric 2 215 100
Phonemes 5 2000 150
Irrationals 3 300 1009
50Words 50 905 270
Adiac 37 781 176
MedicalImages 10 1141 99
SwedishLeaf 15 1125 128
Synthetic-control 6 600 60
WordsSynonyms 25 905 270
Radar ? 472 70
n There are three types of functions regarding the way the noise of the signals is
generated, but a unique cluster if we consider the non-random piece of the function.
Table 3
Kernel parameters used in the numerical tests.
Problem σ1 σ2 a b
KK-means
Waves 1 1 1.0eþ00 5
Signals 10 10 1.0e03 5
Spectrometric 1 1 1.0e04 5
Fonemes 1 1 1.0e04 5
Irrationals 10 5 1.0e02 5
50words 1 1 1.0e02 5
Adiac 1 1 1.0e03 5
MedicalImages 1 1 1.0e03 5
SwedishLeaf 10 1 1.0e03 5
Synthetic-control 1 10 1.0e03 5
WordsSynonyms 1 1 1.0e03 5
aKKm
Waves 40 36 1.0e02 5
Signals 30 95 1.0e04 5
Spectrometric 3 1 1.0e04 5
Fonemes 15 23 2.0eþ02 5
Irrationals 12 5 1.0e01 5
50words 18 24 1.0e03 5
Adiac 2 0.3 1.0e02 5
MedicalImages 4 3 1.0e03 5
SwedishLeaf 10 1 1.0e03 5
Synthetic-control 7 9 1.0e03 5
WordsSynonyms 13 10 1.0e03 5
1 All the test problems, except Irrationals problem, the data fxigni ¼ 1 are
uniformly distributed on X.
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where h¼ ðbaÞ=n. If we have a sample of f(x) and g(x) such that
f ðaþ ihÞ ¼ f i and gðaþ ihÞ ¼ gi and we denote f and g by the vectors
ðf 1;…; f nÞ and ðg1;…; gnÞ, then
‖f ðxÞgðxÞ‖2
L2½a;bﬃh‖f g‖
2h ðf ðaÞgðaÞÞ
2
2
þðf ðbÞgðbÞÞ
2
2
!
:
If the number of data n is large then we deduce the above expression,
where ‖  ‖ is the Euclidean norm, that
‖f ðxÞgðxÞ‖2
L2½a;bﬃh‖f g‖
2p‖f g‖2:
It shows that the K-means algorithm is equivalent to working, when
the points are uniformly distributed, with a distance proportional to
‖f ðxÞgðxÞ‖2
L2½a;bÞ. This justiﬁes the obtained results.
The most signiﬁcant result is obtained in the Irrationals
problem. This problem has been made ex profeso to show that if
the points set fxig does not sample uniformly the space X, then the
K-means algorithm can reduce its performance.
Each algorithm is run 1000 times. For each sample we have
calculated the average number of iterations to converge, the propor-
tion of achieved successes, that is, the proportion of times that the
algorithm stops at the best solution of the sample and CPU times to
perform all the runs. The results are shown in Table 6 where it can be
seen that all the algorithms exhibit similar behavior except for the
execution time. Kernel projections based methods reduce signiﬁ-
cantly the dimensionality of the problems and contribute a mean-
ingful saving in CPU time.
3.2.2. Experiment 1b: the parameter s
The parameter s is essential for the performance of the KK-
means algorithms. Small values of the parameter s reduce the com-
putational cost, but too small values could lead to information being
lost and computational performance being damaged. To analyze
this issue KK-means algorithms have been run on test problems,
analyzing the value of the concordance coefﬁcient κ versus the
parameter s¼ 1;…;20. The results are shown in Fig. 5. It is
generally observed that the maximum performance of KK-means
algorithms is achieved by small values of s showing that it is a viable
strategy to reduce the dimensionality. Note that in Waves example
the original classiﬁcation arranges the data as y1; y2; y3 whereas KK-
means algorithms use the functions h1;h2;h3 as category systems.
This means that when the parameter s increases this discrepancy is
enhanced.
3.2.3. Experiment 1c: perfomance of the approximate Kernel K-
means
The essential difference between the kernel clustering methods
proposed in the literature and the one developed in this paper is
that they ignore the data fxig (ignore functional nature) and work
directly with the data points fyigNi ¼ 1 where yiARn. Unlike d2ϕ and
d2Vn , the kernel distance function is computed as
d2K ðyi; yjÞ≔Kðyi; yiÞþKðyj; yjÞ2Kðyi; yjÞ ð32Þ
where Kð⋯; Þ : RN  RN↦R is a kernel function.
We have focused the study on the aKKm algorithm because this
algorithm achieves better clustering performance than the tradi-
tional low rank kernel approximation and the running time and
memory requirements are signiﬁcantly lower than those of kernel
K-means. Appendix A shows how the aKKm algorithm can be
derived by applying the K-means algorithm on a transformation of
the original data.
The aKKm algorithm samples m5N points to approximate the
kernel matrix Ky
	 

ij ¼ Kðyi; yjÞ. The parameter m plays the role of
data reduction, the same role as the parameter s in the KK-means
algorithms. We have repeated Experiment 1a using the value m¼s
and Laplacian, Gaussian and polynomial kernels. As the data are
now fyigNi ¼ 1 instead of fxigni ¼ 1 they have different orders of
magnitude and it is necessary to calculate suitable parameters
for these algorithms. The parameters used are shown in Table 3.
Table 4
Value of s used in test problems.
Problem s Problem s
Waves 10 Signals 10
Spectrometric 30 Phonemes 10
Irrationals 10 radar 20
50Words 20 Adiac 20
MedicalImages 20 SwedishLeaf 20
Synthetic-control 20 WordsSynonyms 20
Table 5
Kappa coefﬁcient of agreement κ.
Problem K-means L-KK-means G-KK-means P-KK-means
Waves 0.263 0.260 0.263 0.253
Signals 0.010 0.010 0.010 0.010
Spectrometric 0.448 0.309 0.308 0.326
Phonemes. 0.824 0.818 0.821 0.701
Irrationals 0.150 0.425 0.525 0.525
50words 0.349 0.380 0.372 0.197
Adiac 0.319 0.319 0.308 0.190
MedicalImages 0.198 0.193 0.173 0.260
SwedishLeaf 0.313 0.326 0.305 0.324
Synthetic-control 0.482 0.482 0.590 0.650
WordsSynonyms 0.248 0.245 0.242 0.206
Table 6
Computational cost.
Problem K-means L-KK-means G-KK-means P-KK-means
Iter. p CPU (s) Iter. p CPU (s) Iter. p CPU (s) Iter. p CPU (s)
Waves 7.8 0.94 112.3 7.8 0.96 12.7 8.3 0.95 14.1 14.1 0.11 19.1
Signals 4.7 0.26 29.9 9.2 0.23 8.8 9.7 0.62 12.3 12.9 0.07 29.9
Spectrometric 7.4 1.0 25.4 7.4 0.70 11.8 7.5 1.0 14.1 9.7 0.79 14.6
Phonemes. 20.6 0.21 1188.4 24.9 0.002 163.6 23.7 0.29 166.2 23.2 0.34 59.9
Irrationals 13.1 0.001 5047.9 15.8 0.029 26.5 13.1 0.365 12.5 12.4 0.188 12.6
50words 22.3 0.001 4461.3 22.5 0.001 334.5 22.2 0.001 330.9 24.5 0.001 245.8
Adiac 36.8 0.001 2746.3 35.6 0.001 364.0 36.4 0.001 371.7 42.4 0.001 306.1
MedicalImages 31.1 0.003 582.9 30.1 0.001 132.2 30.7 0.001 145.5 32.9 0.002 117.6
SwedishLeaf 32.5 0.001 1246.9 30.9 0.001 219.3 32.3 0.001 194.6 39.1 0.001 219.7
Synthetic-control 11.8 0.067 46.6 11.5 0.007 21.2 11.5 0.048 22.1 13.3 0.001 22.8
WordsSynonyms 26.7 0.001 3080.3 26.6 0.001 216.1 26.9 0.001 217.1 30.9 0.001 174.3
p: estimate of the probability the method will reach the global optimum. Iter.: the mean number of iterations.
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The results obtained are displayed in Tables 7 and 8. It can be
observed that the performance of the algorithm is in general
similar to KKmeans algorithms in almost all the problems. There
are only two signiﬁcantly different problems. The irrationals
problem, from not considering the functional natureaKKm, has a
degree of concordance of almost 0. On the other hand the
Signals problem was not accurately addressed by the KK-
means methods. This is because the type of noise deﬁnes the
class in which each function is placed. Once an empirical
function is projected, its noise is smoothed, and functions
become indistinguishable from the KK-means algorithm. By
contrast, the aKKm algorithm is able to identify the type of
noise present in each signal.
3.3. Experiment 2: an application of functional cluster analysis for
radar signals
3.3.1. Computation of the kernel and its parameters
In this section we apply the proposed methodology to the real
Radar problem. The ﬁrst task is to calculate the type of kernel, its
parametrization and the regularization parameter γ. The expression
(17) allows us to determine the projections and visually decide what
type of kernel and values of γ are suitable. Fig. 6 shows the average
across 472 collected signals in radar (red graphic) and the average
across the corresponding projections obtained by Laplacian, Gaussian
and polynomial kernels. These projections has been made for three
different sets of parameters. With Polynomial kernel, we chose the
Fig. 5. Kappa coefﬁcient versus the parameter s.
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parameter b¼5 in all the experiments. The γ took the values
100;101;102;103 and 104. The role that plays this parameter
is shown clearly in Gaussian kernel with σ2 ¼ 10. “Great” values of γ
for the determined problem lead the projection to take the shape of
the original curve, but the norm of the projection is much smaller
than the norm of the original. Thus the parameter measurement γ
involves taking γ-0þ but without causing an ill-posed system (7). A
polynomial kernel with a¼0.1 and γ ¼ 104 exhibits an ill-posed
system. A visual inspection allows the choice of σ1 ¼ σ2 ¼ 10 and
a¼0.01 and a regularization parameter γ ¼ 104. We also note that
Gaussian and Laplacian kernels produce similar projections and get
results reproducing the average signal.
3.3.2. Determining the number of clusters
A second problem we must address to apply K-means algorithm
(for functional data or non-functional) is that the number of cluster
K must be known. Halkidi et al. [16] classify the validity methods in
external, internal and relative methods. The external and internal
are statistical methods based on Monte Carlo simulation. The
relative methods choose a deﬁned validity index that is optimized
with respect to a Clustering Parametrization, in this case with
respect to the number of clusters K. In this numerical experiment
we have chosen three indexes representing different contexts. A
Xie-Beni index [35] has been applied to some fuzzy clustering
algorithms, the coefﬁcient of determination for hierarchical cluster
analysis and F-Snedecor index for partitional methods such as the
K-means algorithm. We deﬁne the following indexes:
1. Coefﬁcient of determination R2: This coefﬁcient measures the
proportion of variance explained by the model. It is deﬁned by
R2K ¼ 1
SSKwithin
SStotal
; K ¼ 2;…;Kmax ð33Þ
where SSKwithin and SStotal are respectively the sum of squares in
K-clusters and the total sum of squares, that is, SS1within. This
statistic R2K takes values in ð0;1 and its value can be a guide to
choosing the number of clusters.
Wilks' Lambda Statistic is usually applied to multivariate analysis
of variance (MANOVA) and is associated with the coefﬁcient of
determination by the expression R2 ¼ 1 Wilks’ Lambda. The
Wilks' Lambda Statistic has been applied to cluster analysis to
determine the number of clusters [20]. Kuo and Lin [20]
determine the value that gives a larger decreased of the statistic
by visual inspection, in our case, a larger increased of R2 (that is,
a non-smooth point that looks like a sharp point).
2. F-Snedecor index: Analysis of covariance (ANCOVA) is a para-
metric statistical method that tries to ﬁnd a signiﬁcant differ-
ence between the averages of certain groups but discounting
the effects of the covariances (quantitative factors). Suppose we
want to contrast the goodness of a statistical between Model
1 and another more complex model (with more parameters)
that we call Model 2. The F statistic can be written by
Fk2k1 ;Nk2 ¼
ðR22R21Þ=ðk2k1Þ
ð1R22Þ=ðNk2Þ
; ð34Þ
where k1 and k2 are the number of parameters estimated for
each of the models, R21 and R
2
2 are the coefﬁcient of determina-
tion obtained with the models 1 and 2 respectively and N is the
number of observations. If we applied the above statistic to
compare a partition with k1 ¼ 1 clusters to another with k2 ¼ K ,
the statistic would take the expression
IndexF¼ R
2
K=ðK1Þ
ð1R2K Þ=ðNKÞ
: ð35Þ
Observe that R21 ¼ 1ðSS1within=SStotalÞ ¼ 1ðSStotal=SStotalÞ ¼ 0.
The motivation for using this index is found in the work of
Milligan and Cooper [27] which carried out an intensive res-
earch, based onMonte Carlo simulation analysis, for determining
the correct number of clusters. They recommend maximizing
the index
trðBÞ
K1
 
=
trðWÞ
NK
 
: ð36Þ
The B and W terms are the between and pooled within cluster
sum of squares and cross product matrices. Observe if we divide
the numerator and denominator of the index (36) by the total
sum of squares SStotal we obtain the index (35).
3. Xie-Beni index. It is deﬁned by
IXB≔
∑Nj ¼ 1∑
K
k ¼ 1ujkdðf
j; vkÞ
N minka i dðvk; viÞ
ð37Þ
Table 8
Computational cost.
Problem Laplacian aKKm Gaussian aKKm Polynomial aKKm
Iter. p CPU (s) Iter. p CPU (s) Iter. p CPU (s)
Waves 9.4 0.506 14.9 8.8 0.321 9.4 9.5 0.005 12.5
Signals 6.7 0.025 7.3 7.4 0.030 8.4 4.5 1.000 4.7
Spectrometric 7.6 0.012 9.5 6.9 0.363 6.2 6.2 0.757 5.4
Fonemes 17.1 0.464 41.4 16.3 0.160 35.5 21.4 0.107 51.0
Irrationals 7.5 0.002 13.6 17.5 0.001 33.5 5.5 0.394 9.8
50words 24.4 0.001 316.8 22.7 0.001 307.9 23.7 0.001 326.1
Adiac 35.0 0.001 246.5 24.5 0.001 179.0 32.1 0.001 279.2
MedicalImages 28.6 0.004 120.7 24.2 0.004 84.9 31.7 0.003 128.2
SwedishLeaf 29.0 0.001 151.6 25.6 0.001 120.3 33.4 0.001 208.3
Synthetic-control 11.0 0.004 22.6 9.7 0.058 21.6 11.6 0.002 25.8
WordsSynonym 28.4 0.001 211.6 27.1 0.001 201.5 26.6 0.001 198.3
p: estimate of the probability the method will reach the global optimum. Iter.: the mean number of iterations.
Table 7
Kappa coefﬁcient of agreement κ for aKKm.
Problem Laplacian aKKm Gaussian aKKm Polynomial aKKm
Waves 0.247 0.263 0.340
Signals 0.490 0.730 0.020
Spectrometric 0.154 0.328 0.448
Fonemes 0.781 0.839 0.466
Irrationals 0.010 0.010 0.010
50words 0.355 0.351 0.355
Adiac 0.246 0.359 0.329
MedicalImages 0.291 0.156 0.200
SwedishLeaf 0.503 0.270 0.315
Synthetic-control 0.450 0.582 0.452
WordsSynonyms 0.241 0.242 0.237
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where ujk ¼ 1 if the element j belongs to cluster k and takes the
value 0 otherwise, vi are the centroid of the clusters and f j the
original data.
Fig. 7 shows the coefﬁcient of determination R2 and the F and
Xie-Beni indexes. The ﬁrst observation is that K-means, L-KK-
means and G-KK-means algorithms have a similar behavior,
different from the behavior of the P-KK-means algorithm. The F
and Xie-Beni indexes would take 2 clusters but there is little
difference between 2 and 3 clusters. If we look at the coefﬁcient of
determination R2 we ﬁnd that K¼3 has a sharp point (non-
smooth). This criterion is used to determine the number of
clusters, the one that produces an abrupt change (that leads to
the appearance of a sharp point). In addition, the value of R2 can be
used as a selection criterion because it can be explained as the
square of the proportion of variance. For 2 and 3 clusters we obtain
R2 	 0:4 and R2 	 0:5, respectively. Finally taking into account the
above considerations we choose Kn ¼ 3.
Fig. 8 shows the solution found by G-KK-means for Kn ¼ 3
clusters. The cluster 1 contains 94 signals, the cluster 2 has 47
signals and the third cluster has 329. The projected curves are in the
left column and the original curves in the right. Fig. 9 shows the
centroids (on the left the average of the projections and on the right
the average of the original signals).
Fig. 6. Average projection for different kernels and parameters of the Radar problem. (For interpretation of the references to color in this ﬁgure caption, the reader is
referred to the web version of this article.)
Fig. 7. Number of clusters in the Radar problem.
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4. Conclusions
In this paper we have addressed the problem of cluster analysis for
functional data. The proposed algorithm of K-means carried out by
this work, named KK-means, solves two important challenges: (i) it is
applicable to function domains where it is not possible to control the
discretization fxigni ¼ 1 of the functions and (ii) these discretizations
lead to high dimensional problems due to the functional nature of the
data and need strategies to reduce their dimensionality, in such a way
that the performance of the procedure cluster is not reduced.
Fig. 8. Solution found in the Radar problem with G-KK-means. The curves in the left column are the projection and in the right column are the original curves.
Fig. 9. Centroids of the solution found with G-KK-means in the Radar problem. The ﬁgure on the left shows the projection and on the right the original curves.
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The metrics dVn and dϕ based on projections onto Reproducing
Kernel Hilbert spaces (RKHS) and the Tikhonov regularization
theory have been used. We have shown that both metrics are
equivalent, however they lead, due to their nature, to two different
strategies for reducing the dimension of the problem. In the case
of dVn the most suitable strategies are Johnson–Lindenstrauss-type
random projections. The dimensionality reduction for dϕ is based
on spectral methods.
In the numerical study we have given an example ex professo to
show that if the sampling fxigni ¼ 1 is not uniform in X a K-means
algorithm that ignores the functional nature of the data can reduce
its performance. We have show numerically that for examples
where X is sampled uniformly the performance of the original
K-means algorithm and the aKKm algorithm is similar to the one
proposed but the computational cost, when working with the set
of original data, is larger than the KK-means algorithm based on dϕ
or alternatively aKKm algorithm, because both algorithms use
dimensionality reduction strategies.
It has been numerically proven that small values of the parameter
s, less than 20; allow for maximum performance of the algorithms.
We have illustrated this methodology with a real problem to
analyse what problems must be faced by the KK-means algorithm.
For real functions of a single real variable the expression (17)
allows a graphical representation that guides the choice of the
kernel type, its parameters and the regularization parameter γ.
Determining the correct number of clusters is a hard task.
Relying on a unique index can be misleading. R2 is a good tool as
it measures the proportion of variance and therefore choosing the
minimum number of clusters to reach a speciﬁc value of R2 can be a
good criterion. The good thing about methods based on projections
is that they eliminate data noise and allow a better estimation of R2.
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Appendix A. Relationships between functional principal
component analysis and dVn and dϕ
FPCA is a tool which represents curves in a function space of
reduced dimension. In this appendixwe show the relationship between
FPCA and the projections used in this paper. In this appendix, we follow
the description of FPCA for time series (which is more restrictive than
the case discussed in the paper) by Jacques and Preda [17]. We assume
that for a time series f(t) the L2continuous stochastic process holds
8 tA ½0; T ; lim
h-0
E½ðf ðtþhÞ f ðtÞÞ2 ¼ 0: ð38Þ
Let μðtÞ ¼ E½f ðtÞ be the mean function and the covariance operator
V of f:
V : L2ð½0; T Þ↦L2ð½0; T Þ
g-VðgÞ≔
Z T
0
Vð; tÞgðtÞ dt
is an integral operator with kernel V deﬁned by
Vðs; tÞ ¼ E½ðf ðsÞμðsÞÞðf ðtÞμðtÞ; s; tA ½0; T : ð39Þ
The spectral analysis of V provides a countable set of positive eige-
nvalues fλjgjZ1 associated with an orthonormal basis of eigenfunctions
ff jgjZ1. The principal components fCjgjZ1 of f(t) are random variables
deﬁned as the projection of f on the eigenfunctions of V :
Cj ¼
Z T
0
ðf ðtÞμðtÞÞf jðtÞ dt: ð40Þ
The Karhunen–Loeve expansion holds
f ðtÞ ¼ μðtÞþ ∑
jZ1
Cjf jðtÞ; tA ½0; T : ð41Þ
Truncating (41) at the ﬁrst s terms one obtains the best approximation
in norm L2 of f (t) by
f ðsÞðtÞ ¼ μðtÞþ ∑
s
j ¼ 1
Cjf jðtÞ; tA ½0; T : ð42Þ
The computational methods for FPCA assume that the functional data
belong to a ﬁnite dimensional space expanded by some basis of
functions. Let αi ¼ ðαi1;…;αiLÞT be the expansion coefﬁcient of the
observed curve bf i in the basis Φ¼ fφ1;…;φLg such thatbf iðtÞ ¼ΦðtÞTαi ð43Þ
with ΦðtÞ ¼ ðφ1ðtÞ;…;φLðtÞÞT :
Let ~A be the N  L-matrix whose rows are the vectors αTi , let
A¼ ðIN1Nð1=N;…;1=NÞÞ ~A where IN and 1N are respectively the
identity NN-matrix and the unit column vector of size N and
W ¼ R T0 ΦðtÞΦðtÞT dt is the symmetric L L matrix of the inner
products between the basis functions. The functional principal
component analysis is reduced to the usual PCA of the matrix AW1=2.
The eigenfunction fj belongs to the linear space spanned by the
basis Φ:
f jðtÞ ¼ΦðtÞTbj ð44Þ
with bj ¼ ðbj1;…; bjLÞT
The principal component scores are given by
Cj ¼ AWbj: ð45Þ
We now compare the FPCA with the KK-means algorithms.
Observe that the principal components have zero mean whereas the
projections f nðxÞ onto RKHS do not assume this condition. Operation-
ally this means that working with the coefﬁcient matrix A in the FPCA
and with ~A in the case of the paper. If we translate the data then dVn
and dϕ are preserved. The use of A instead of ~A is equivalent to the
translation of data to the origin and both approaches are equivalent.
To interpret dVn under the FPCA, consider the basis φjðtÞ≔
Kðt; xjÞ with xjAXn. In this case, Theorem 1(a) guarantees
W ¼ Kx ¼UTU ) W1=2 ¼U: ð46Þ
By using FPCA, the ﬁrst principal components of AW1=2 ¼ AU are
calculated. The distance dVn uses the transformation of the data AU
as equivalent to considering all the principal components and
working with the basis fKð; xjÞgxjAXn .
To interpret dϕ, we assume that the analytical expression for
the kernel V is K and consider φj ¼ϕj the elements of the basis.
Since ff jg is an orthonormal basis for L2ð½0; T Þ we have
f j ¼
ﬃﬃﬃ
λ
p
jϕj ) bj ¼ ð0;…;
ﬃﬃﬃ
λ
p
j;…;0ÞT ð47Þ
and therefore the principal component is calculated
Cj ¼ AWbj ¼ A
1
λ1
0 ⋯ 0
0 1λ2 ⋯ 0
0 0 ⋯ 1λs
0BBB@
1CCCAbjﬃ ﬃﬃﬃnp A
1ﬃﬃﬃﬃ
ℓ1
p 0 ⋯ 0
0 1ﬃﬃﬃﬃ
ℓ2
p ⋯ 0
0 0 ⋯ 1ﬃﬃﬃ
ℓs
p
0BBB@
1CCCAej
¼ ﬃﬃﬃnp AD1=2s ej ð48Þ
where ej is a vector whose components are all zero except for the
j-th component which is equal to one. This proves that the dϕ
considers s principal components.
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There are two novel aspects with respect to the classical FPCA.
The ﬁrst issue is that the expansion (43) is performed using the
Tikhonov regularization theory. The second one is to interpret
Euclidean distance between feature vectors (the principal compo-
nents) as the distance between the projected functions.
Appendix B. Approximate kernel K-means (aKKm)
The purpose of this appendix is to show how the aKKm
algorithm can be obtained by applying the algorithm K-means to
a transformation of the original data. The main idea of these
methods is the so-called kernel trick, which allows inner products
to be computed in some, possibly inﬁnite-dimensional, feature
space. These methods are based on a nonlinear mapping Ψ ðÞ
which projects the data representation in the original space onto
the feature space H. A Mercer kernel Kð; Þ : Y  Y↦R allows us to
evaluate an inner product in the feature space by the expression:
Kðyi; yjÞ ¼ Ψ ðyiÞ;Ψ ðyjÞ
D E
H
ð49Þ
where ; h iH denotes the inner product in H.
The aKKm randomly samples m data points m5N, denoted
by bY ¼ fby1;…; bymg and construct a subspace Hb ¼ span½Ψ ðby1Þ;
…;Ψ ðbymÞ. The kernel distance in the space Hb is computed by
d2Hb ðy
k; ysÞ≔ ckðÞcsðÞ; ckðÞcsðÞ
 
Hb ¼ ðαkαsÞ
T bK ðαkαsÞ ð50Þ
where
ckðÞ ¼ ∑
m
i ¼ 1
αkiKðbyi; Þ; csðÞ ¼ ∑m
i ¼ 1
αsiKðbyi; Þ and bK ij ¼ Kðbyi; byjÞ
ð51Þ
Assuming the matrix bK is well-conditioned2 and using the Cholesky
decompositionbK ¼UTU:
The expression (50) can be calculated with Euclidean inner product
d2Hb ðy
k; ysÞ ¼ UαkUαs;UαkUαs
 
2 ð52Þ
Chitta et al. [8] show that the relationship between the original
data and the projections is given by
αk ¼ bK 1φTk ð53Þ
where φk is the e k-th row of the matrix KBAR
Nm which is
deﬁned by KBði; jÞ ¼ Kðyi; byjÞ.
Finally the above clustering method is equivalent to applying
the K-means algorithm (Euclidean distance) to the transformed
data (in rows)
KBbK 1UT ¼ KBU1ðUT Þ1UT ¼ KBU1: ð54Þ
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