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Abstract 
Recent technological advances have enabled the development of sensing platforms that include different types of sensors, and integrate 
several components such as memory, processor, and radio. Time synchronization is a critical service for a wide range of applications in 
wireless sensor networks. Through this service, the sensors in the network are able to coordinate and carry out sensing processes in a way 
that permits the correct ordering of the global events, and save energy. The protocols that provide better accuracy rely on a timestamping 
mechanism which allows them to eliminate several sources of error in the time synchronization process. However, in newer platforms, 
such as SunSPOT, no timestamping mechanism is provided. In this paper, we present an implementation of a microsecond accuracy 
timestamping service in the SunSPOT platform, which provides the foundation for the implementation of accurate time synchronization 
protocols in a wireless SunSPOT sensor network. 
© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Global Science and 
Technology Forum Pte Ltd 
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1. Introduction 
Recent technological advances have enabled the development of sensing platforms that include different types of sensors, 
and integrate several components such as memory, processor, and radio. A wireless sensor network consists of two or more 
of these devices that communicate wirelessly in short distances using generally a low power consumption protocol. These 
sensor networks are ideal for applications such as natural habitat and infrastructure monitoring, data acquisition in 
inaccessible areas, etc. [1, 2] 
Time synchronization is a critical service for a wide range of applications in wireless sensor networks. Through this 
service, the sensors in the network are able to coordinate and carry out sensing processes in a way that permits the correct 
ordering of the global events, and save energy. Several algorithms have been proposed to provide this time synchronization 
service [3, 4, 5, 6, 7, 8]. Although a few of them have been implemented in wireless sensors platforms such as MICAz or 
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TelosB [9], the need for a better performance, and the appearance of better hardware features such as faster processors or 
more available memory, make it essential to use newer devices such as the SunSPOT [10]. 
The SunSPOT platform is programmed using Java, which means, that as in all devices that use Java, it has a Java Virtual 
Machine (JVM) that in this case acts as operating system. The SunSPOT platform incorporates the Java 2 Micro Edition 
(J2ME) and the Connected Limited Device Configuration (CLDC) 1.1. 
Several APIs are provided for the platform, which allow the easy development of applications to be run in the SunSPOT. 
However, there is no API available to provide a timestamping service at the MAC (Medium Access Control) level, which is 
necessary for several of the time synchronization protocols that have been proposed, such as FTSP [6] or DMTSP [8]. Given 
the need we have to use a time synchronization protocol that requires the existence of this kind of timestamping mechanism, 
we decided to implement the timestamping service.  
This paper presents the issues encountered in the development of a software module to provide a timestamping service 
with a microsecond precision and which is transparent to the user. The module is tested using the Flooding Time 
Synchronization Protocol [6], maybe the more widespread synchronization protocol given its capability to support network 
scalability and changes in the network topology as well as its simplicity, low overhead, fault tolerance and low average 
synchronization error. 
2. Related Work 
As already mentioned, several time synchronization protocols have been proposed, but two of them stand out since they 
provide a better accuracy that the rest. This is due to their use of a MAC layer timestamping mechanism. This timestamping 
mechanism allows a protocol to eliminate several sources of error in the time synchronization process, and therefore provide 
better synchronization accuracy. 
The first protocol that uses a MAC timestamping mechanism is FTSP, Flooding Time Synchronization Protocol and its 
details can be found in [6], where we can also find the results obtained for its implementation in the MICA2, which is an 
obsolete sensor platform. The protocol was tested in a 60-node multihop network, with a maximum of 6 hops between any 
node and the root node. The average synchronization error obtained was 16 microseconds.  
The second protocol that uses the MAC timestamping mechanism is DMTSP, Distributed Multihop Time 
Synchronization Protocol [8], which also works in a multihop environment, but does not need to establish a topology before 
the synchronization can take place. It was also implemented in the MICA2 platform, and the average synchronization error 
was 20 microseconds for a 9-hop network. 
As mentioned, both of these protocols synchronize a network of nodes using synchronization messages which are 
timestamped at transmission and at reception. Although these timestamps eliminate some sources of error, there is a need to 
compensate for the drift in the nodes’ clocks. This drift is caused because the quartz crystals that feed the timers generate 
light frequency changes which in the long term accumulate. Therefore, a linear regression can be performed to estimate the 
value of the global time. This linear regression is performed in each node to estimate its skew and offset with respect to the 
global clock in a given time. 
It is worth mentioning that unlike in other platforms where there is a wide range of documentation regarding the features 
of the operating systems they use, such as TinyOS [11]; for the SunSPOT there is practically no documentation available for 
several of the features, including the way the MAC layer is programmed. We could only find an incomplete report regarding 
the implementation of a microsecond clock [12] and a couple of notes on the configuration of the timers [13, 14], which we 
use as a departure point for our implementation. 
 
3. System Description 
Time synchronization using FTSP involves three main stages, which are treated as independent software modules in this 
implementation, and are later linked together to form a complete time synchronization system. The modular division 
simplifies its implementation given the features of the object oriented programming language used (Java) and the properties 
of the protocol. It also provides an easier way to measure the synchronization errors introduced in each stage and compare 
such errors with the ones obtained in other implementations. Each module offers its services to other layers. The 
aforementioned stages are: 
1. Timestamping. This module interacts with the lower protocol layers. It specifies the time synchronization packet and 
offers an interface to allow the other modules to send and receive synchronization messages. It also provides a MAC layer 
timestamp when a packet is received or transmitted, and in the case of transmission, it puts the timestamp in the packet that 
is being sent. 
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2. Clock drift management. This module manages the linear regression table, formed by the synchronization points 
(global time, local time) and used to calculate the offset and skew required to estimate the global time. 
3. Multihop network synchronization. This module decides which node will act as the root, what will be done in case of 
node failures and analyzes the data obtained from the synchronization messages received, filtering every message that does 
not meet the protocol criteria and stores every valid message in the linear regression table. 
Finally, each module offers its services at some stage of the synchronization process (e.g., reception or transmission) and 
notifies its state to other modules if necessary. Fig. 1 shows how each module, from the reception to the transmission of a 
message, takes part in the time synchronization process in a multihop network. 
 
Fig. 1. Model for the time synchronization process in a multihop network using FTSP 
4. Implementation Details 
4.1. SunSPOT 
The SunSPOT devices developed by Oracle Labs [10] incorporate a hardware module with light, and temperature 
sensors, a 3D accelerometer, an A/D converter and a data acquisition board that allows the input and output of signals 
from/to external devices. It has a 400MHz processor, with 1MB RAM,  8MB of flash memory and an IEEE 802.15.4 radio 
which transmits in the 2.4GHz band to provide wireless communications with an 80 meter range. A rechargeable 3.7 V, 
770mAh lithium-ion battery is used as energy supply, which lasts up to 909 days in deep sleep state [15].  
With the objective of obtaining a microsecond precision in the synchronization achieved, we require a microsecond 
precision clock. However, the available API only provides millisecond accuracy through the use of 
System.currentMillis(). Therefore we need to configure a clock to achieve the microsecond precision required. 
The hardware module in the SunSPOT incorporates two timers, each with three channels that can be configured 
programmatically to implement a clock capable of updating its local time with a microsecond precision. In the next 
subsection we will discuss how this is done. 
To be able to provide a MAC layer timestamping service, we can wire the SFD pin from the CC2420 radio in the 
SunSPOT with the timer in the microprocessor and capture the pulse generated from the SFD pin [16]. 
4.2. Logical Clock Configuration 
The hardware module in the SunSPOT’s microprocessor incorporates two AT91 timers. Each of these timers includes 
three identical channels, each with a 16-bits counter. Two of these channels are reserved for the system and only four are 
available for application use. A channel can operate in two different modes: capture mode and signal generator mode [13].  
The basic idea, as shown in Fig. 2, is to configure one of these channels, say Channel 0, as a pulse generator at a 1 MHz 
frequency, and connect this channel to another one, say Channel 1, enabled in capture mode. This way, the generator in 
Channel 0 will send the counter in Channel 1 a pulse every microsecond, and the Channel 1 counter will increment the value 
in its register until it reaches its maximum value. Once this maximum value is reached a 64-bit variable will be updated by 
adding to it the maximum value. By having this 64-bit variable we can keep a much larger clock count that the one kept with 
the 16-bit counter in the timer. 
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Fig. 2. Block diagram of the timer configuration used to construct a logical clock with microsecond precision. 
With the help of the information obtained from [13] and [14] we were able to configure the clock. First we describe the 
particular configuration for channel 0 in our pulse generator. This channel has three important registers for our 
implementation: the first one is the counter value (TC_CV) register which is a 16-bit register which increments its value 
with each positive transition from the selected clock input, and the other two (TC_RA and TC_RC) are used as comparison 
registers. In order to obtain a higher precision we feed this channel with the MCK/2 signal (Master Clock divided by 2) 
which is the fastest available speed in the processor board with a 66.662 MHz frequency. Using this frequency, the counter 
in the 16-bit register TC_CV increments its value approximately every 15 nanoseconds. When the value of the counter 
reaches the value set in the 16-bit register TC_RA, the output in the multipurpose input/output TIOA0 pin changes to 
“inactive”. When the value of the counter reaches the value set in the 16-bit register TC_RC, the output in the TIOA pin 
changes to “active”. This way, the generated pulse will be equal to TC_RC -TC_RA. 
To configure the signal generation to be “active” every 1 microsecond, we need to set the value of the registers as 
follows: TC_RA =22 and TC_RC=67. 
 
Channel 1 is configured in capture mode. This channel allows us to update the local time periodically. The logic in this 
timer is similar to the one described for channel 0, the incoming signal in TCLK1 that comes from the pulse generator 
increments the value of TC_CV. If we configure the interrupt in a correct way, when the counter reaches its maximum 
value, a TC_COVFS interrupt is generated, the global variable used to keep the time is updated and TC_CV is reset to zero. 
Since TC_CV is 16 bit long, its maximum value is 0xFFFF, and therefore the value 65536 is added to the global variable. To 
get the local current time, we access the TC_CV register and add it to the value in the global variable. In our 
implementation, an interface was added to the API so an application can make use of the method getCurrentTime(), which 
performs the steps we just describe to obtain the current local time. 
4.3. Timestamping  
According to the FTSP protocol description, when a synchronization message is sent, the transmitting node timestamps 
the message being sent. Also, when the receiving node receives a message it generates a reception timestamp. This two 
timestamps form a synchronization data point that allows the calculation of a skew and an offset with respect to the global 
time (which for the basic setup between only two nodes, would be the time at the sender).  
In the implementation of FTSP under TinyOS in the Mica2 platform, the messages were timestamped multiple times to 
provide a better synchronization. Unfortunately, in the CC2420 radio transceiver of the SunSPOT, we cannot perform this 
multiple timestamping. This limits the precision in our implementation, given that the use of multiple timestamps allows a 
90% reduction in the synchronization error between two nodes, according to the description found in [6]. 
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Fig. 3. State of the SFD pin in the CC2420 radio transceiver at transmission and reception [16] 
In our implementation, the messages are timestamped only once, by detecting the Start of Frame Delimiter (SFD), which 
indicates the beginning of the transmission (or reception) of a message, as shown in Fig. 3.  
In transmission mode, once the SFD is detected the transmission of the information (packet) contained in the TXFIFO 
buffer found in the CC2420 radio chip has begun, and therefore we need to obtain the local clock described in Section 4.2 to 
place it in the packet being sent as soon as possible. 
Currently, the APIs included in the SunSPOT Development kit v6.0 allow us to register our own protocols easily by 
using the ILowPan interface. Through this registration, a user can establish an 8-bit number which acts as an identifier for 
the protocol in the notifications sent to the upper layers when packets are received. The structure and format of the packet 
used in the time synchronization protocol is shown in Fig 4. We can observe that the timestamp is to be placed at the last 
possible position so we have time to obtain the current local clock and place it in the packet before the packet is completely 
sent. 
 
 
Fig. 4. Time synchronization packet format in the 802.15.4 layers, based on [17] 
In reception mode, the SFD is detected once the Start of Frame Delimiter field has been stored in the RXFIFO buffer in 
the CC2420 radio chip, and the value of the local clock is obtained as a result of this detection. 
4.4. Clock Drift Management  
As in [8], we assume that the behavior of a clock through time follows the linear form: Ti= t+O where Ti is the local 
time,  and O are respectively the relative speed of the clock (skew) and the offset with respect to some other node, and  t is 
the real time. 
The linear regression method is used so each node in the network is able to estimate the global time (e.g., the time at 
some root node). With two or more synchronization points (each formed by the transmission and reception time of a given 
message), the global time (G) can be estimated using linear regression in the following way: G= L+O, where L is the local 
time and both  and O are calculated as follows: 
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T and R are the average transmission and reception timestamps respectively, and n is the number of synchronization 
points contained in the linear regression table. 
For our implementation, the clock drift management software module maintains the linear regression table with a 
maximum capacity of 15 synchronization points but  and O are calculated once five synchronization points are available. 
Once these calculations are made, the software module notifies the module that updates the local time so it has the 
information required to estimate the global time. In this way, any class can obtain the global time at any time.  
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5. Results 
Once we finished our implementation of the timestamping service, we implemented FTSP for a two-node 
synchronization having one of the nodes send a synchronization message every 15 seconds. Once the receiving node has 
received five synchronization messages, as mentioned before, it is able to estimate the skew and offset with respect to the 
transmitting node using linear regression. For each message received we obtained the current local time at reception and 
based on the transmission timestamp included in each message and the skew and offset estimated, we observe a 
synchronization error of 45 microseconds. The synchronization error is larger than the one obtained by the TinyOS 
implementation of FTSP [6] because we were not able to timestamp a message multiple times at transmission and reception, 
and because the Garbage Collection service at the Java Virtual Machine (JVM) of the SunSPOT generates delays for the 
interrupt handlers. Nevertheless, the synchronization is now much finer that the one provided by the APIs in the SunSPOT 
which is in the order of milliseconds. 
 
Fig. 5. Average synchronization error obtained when synchronization messages are sent every 15 seconds. 
6. Conclusions 
In this paper we have presented an implementation of a timestamping service with microsecond precision for the 
SunSPOT sensor platform, which is required for the use of time synchronization protocols such as FTSP or DMTSP. 
Although the synchronization error we have obtained in this implementation is larger than the one obtained with other 
platforms, it provides a much better precision that the one provided by the APIs included in the SunSPOT platform. The 
next step is to try and reduce the synchronization error by looking into ways to eliminate the negative impact the JVM’s 
garbage collection and thread management create in the interrupt handlers. Further experimentation is also required to verify 
that the convergence and fault tolerance properties that FTSP [6] exhibits in the previously existing implementations are also 
present in our implementation when node failures are injected. 
References 
[1]  Sundararaman B,  Buy U, Kshemkalyani AD. Clock synchronization for wireless sensor networks: a survey. Ad Hoc Networks, 2005, Vol. 3, p. 281. 
[2] Van Voorst B. Time synchronization in wireless sensor networks. 4th Twente Student Conference on IT. 2006. Available online: 
http://citeseerx.ist.psu.edu/viewdoc/download?doi= 10.1.1.80.6280&rep=rep1&type=pdf 
[3] Elson J, Girod L, Estrin D. Fine-grained network time synchronization using reference broadcasts. Proceedings of the 5th ACM Symposium on 
Operating System Design and Implementation (OSDI-02), 2002, p. 147. 
[4] Sichitiu M, Veerarittiphan C. Simple, accurate time synchronization for wireless sensor networks. Proceedings of the IEEE Wireless Communications 
and Networking Conference (WCNC), 2003. p.16. 
[5] Ganeriwal S, Kumar R, Srivastava MB. Timing-sync protocol for sensor networks. Proceedings of the first international conference on Embedded 
networked sensor systems (SenSys-03), 2003, p.138. 
[6] Maroti M, Simon G, Kusy B, Ledeczi A. The flooding time synchronization protocol. Proceedings of the 2nd international conference on Embedded 
networked sensor systems, 2004, p. 39. 
[7] Shahzad K, Ali A, Gohar ND, ETSP: An energy-efficient time synchronization protocol for wireless sensor networks. Proceedings of the 22th Advanced 
Information Networking and Applications - Workshop, 2008.  p. 971. 
[8] Solis R, Borkar VS, Kumar  PR. A New Distributed Time Synchronization Protocol for Multihop Wireless Networks. Proceedings of the 45th IEEE 
Conference on Decision and Control, 2006, p. 2734. 
[9] MEMSIC, Inc, Wireless Modules. Available online: http://www.memsic.com/products/wireless-sensor-networks/wireless-modules. html. 
[10] Sun Labs, Project SunSPOT, Available online: http://www.sunspotworld.com/about.html. 
[11] Levis P, Gay D. TinyOS Programming. New York: Cambridge University Press, 2009. 
10   Juan A. García Reyes et al. /  Procedia Technology  7 ( 2013 )  4 – 10 
[12] Syncspot - Google Code, Time Synchronization on SunSPOT. Available online: http://code.google.com/p/syncspot/ 
[13] Atmel. AT91SAM9G20 ARM Datasheet, Available online: http://www.atmel.com/Images/doc6384.pdf. 
[14] Ron Goldman. Using the AT91 Timer/Counter, 2010, A SunSPOT Application Note. Available online: http://www.sunspotworld.com/docs/AppNotes  
/TimerCounterAppNote.pdf 
[15] Sun Labs, SunSPOT Main Board Technical Datasheet Rev 8.0, 2010, Available online: http://www.sunspotworld.com/docs/index. html. 
[16] Chipcon. CC2420 Datasheet, Available online: http://inst.eecs.berkeley.edu/~cs150/Documents/CC2420.pdf. 
[17] IEEE Computer Society. Wireless Medium Access Control (MAC) and Physical Layer (PHY) specifications for Low Rate Wireless Personal Area 
Networks (LR-WPANs), 2003, Available online: http://standards.ieee.org/getieee802/download/802.15.4-2003.pdf 
 
 
 
