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We consider the problem of ﬁnding the repetitive structure of a given string y of length n.
A factor u of y is a cover of y, if every letter of y lies within some occurrence of u in y.
A string v is a seed of y, if it is a cover of a superstring of y. A left seed of y is a preﬁx of y,
that is a cover of a superstring of y. Similarly, a right seed of y is a suﬃx of y, that is a
cover of a superstring of y. An integer array LS is the minimal left-seed (resp. maximal left-
seed) array of y, if LS[i] is the minimal (resp. maximal) length of left seeds of y[0 . . i]. The
minimal right-seed (resp. maximal right-seed) array RS of y is deﬁned in a similar fashion.
In this article, we present linear-time algorithms for computing all left and right seeds
of y, a linear-time algorithm for computing the minimal left-seed array of y, a linear-time
solution for computing the maximal left-seed array of y, an O(n logn)-time algorithm for
computing the minimal right-seed array of y, and a linear-time solution for computing the
maximal right-seed array of y. All algorithms use linear auxiliary space.
© 2012 Elsevier B.V. All rights reserved.
0. Introduction
The notion of periodicity in strings is well-studied in many ﬁelds like combinatorics on strings, pattern matching, data
compression, automata theory, formal language theory, and molecular biology (cf. [19]), because it is of paramount impor-
tance in several applications, and is also of great theoretical interest.
The problem of eﬃciently identifying repetitions in a given string is one of the classical pattern matching problems.
Recently, searching for repetitions in strings received a new motivation, due to the biosequence analysis. In DNA sequences,
successively repeated fragments often bear an important biological information, and their presence is characteristic for
many genomic structures, such as telomeric regions, for example. From a practical viewpoint, satellites and alu-repeats are
involved in chromosome analysis and genotyping, and thus are of major interest to genomic researchers. Thus different
biological studies based on the analysis of tandem repeats have been done, and even databases of tandem repeats in certain
species have been compiled.
The notion of quasiperiodicity is a classical and natural generalisation of the notion of periodicity, and was ﬁrst deﬁned by
Apostolico and Ehrenfeucht [1]. In a periodic string, the occurrences of the single periods do not overlap (see Fig. 1 in this
regard). In contrast, the quasiperiods of a quasiperiodic string may overlap (see Fig. 2 in this regard). Hence quasiperiodicity
✩ Preliminary versions of the material presented in this article appeared in the Proceedings of the Twenty-Second Annual Symposium on Combinatorial
Pattern Matching (CPM 2011), 2011, and in the Proceedings of the Seventeenth Annual International Computing and Combinatorics Conference (COCOON
2011), 2011.
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Fig. 3. Periodicity in string abaabaabaaabaaab.
enables detecting repetitive structures of strings when they could not be detected using the classical characterisations of
periods (see Fig. 3 in contrast with Fig. 2). The notion of quasiperiodicity has usually two different formalisations: the cover
and the seed. A factor u of a string y is a cover of y if every letter of y is within some occurrence of u in y, and u is also
a border of y, i.e. a preﬁx and a suﬃx of y. The notion of seed, strongly related to the notion of cover, was ﬁrst deﬁned by
Iliopoulos, Moore, and Park in [14]. A seed is an extension of the deﬁnition of a cover of y, as it is a cover of a superstring
of y.
A fundamental problem in the study of strings is to ﬁnd all the covers of y of length n. Linear-time algorithms were
given by Moore and Smyth in [20] and [21]. An O(log(logn))-time parallel algorithm was given later by Iliopoulos and
Park in [15]. The analogous problem on seeds—ﬁnd all the seeds of y—seems more diﬃcult, and until very recently, no
linear-time algorithm was known. For the past ﬁfteen years, the fastest known algorithm was given by Iliopoulos, Moore,
and Park in [14], requiring time O(n logn). In 2012, Kociumaka et al. [17] gave a linear-time algorithm computing a compact
representation of all the seeds of y. A parallel algorithm computing all the seeds of y in time O(logn) and space O(n1+ε),
for any chosen 0 < ε  1, using n processors on the concurrent-read concurrent-write parallel random-access machine (CRCW
PRAM) model of computation, was given by Berkman, Iliopoulos, and Park in [4].
A closely related problem is to ﬁnd the shortest (resp. longest) cover of every preﬁx of y. This gives rise to the minimal
cover (resp. maximal cover) array. An array C of integers is the minimal cover (resp. maximal cover) array of y, if C[i] stores
the minimal (resp. maximal) length of all the covers of the preﬁx y[0 . . i] of y. A linear-time algorithm ﬁnding the shortest
cover of y was given by Apostolico, Farach, and Iliopoulos in [2]. Breslauer, in [5], gave an on-line linear-time algorithm for
computing the minimal cover array of y using the algorithm by Knuth, Morris, and Pratt [16] for computing the period of
every preﬁx of y in linear time. Li and Smyth, in [18], gave an algorithm—having the same characteristics—for computing
the maximal cover array of y; this algorithm also gives all the covers for every preﬁx of y.
We consider two intermediate notions between seed and cover: the left and the right seed. A left seed of y, ﬁrst deﬁned
in [7], is a preﬁx of y that is a cover of a superstring of y. Similarly, a right seed of y, also ﬁrst deﬁned in [7], is a suﬃx of
y that is a cover of a superstring of y. An array LS of integers is the minimal left-seed (resp. maximal left-seed) array of y, if
LS[i] stores the minimal (resp. maximal) length of all the left seeds of the preﬁx y[0 . . i] of y. The minimal right-seed (resp.
maximal right-seed) array RS of y is deﬁned in a similar fashion. These structures, beyond their obvious theoretical interest,
they might also prove signiﬁcant for designing faster algorithms for problems involving seeds.
In this article, we provide a linear-time algorithm for computing all left and right seeds of a given string. In addition,
we summarise our previous results obtained for the left-seed and the right-seed arrays, in other words, for computing
the minimal and maximal LS and RS arrays: a linear-time algorithm for computing the minimal left-seed array of y, and
a linear-time solution for computing the minimal left-seed array of y [7]; an O(n logn)-time algorithm for computing
the minimal right-seed array of y, and a linear-time solution for computing the maximal right-seed array of y [6]. It is
important to note that all of the proposed algorithms use linear auxiliary space.
The rest of the article is structured as follows. In Section 1, we present the basic deﬁnitions and notation used throughout
the article, and we deﬁne the problems solved. In Section 2, we prove some useful properties of left seeds, right seeds, and
covers, used later on for the design and analysis of our algorithms. In Section 3, we describe and analyse the proposed
algorithms. Finally, we give a brief conclusion and some future problems in Section 4.
1. Deﬁnitions and notation
An alphabet Σ is a ﬁnite non-empty set whose elements are called letters. A string on an alphabet Σ is a ﬁnite, possibly
empty, sequence of elements of Σ . The zero-letter sequence is called the empty string, and is denoted by ε. The length of a
string x is deﬁned as the length of the sequence associated with the string x, and is denoted by |x|. We denote by x[i], for
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Fig. 6. Left seed of string abaabaabaaabaaba.
all 0 i < |x|, the letter at index i of x. Each index i, for all 0 i < |x|, is a position in x when x = ε. It follows that the ith
letter of x is the letter at position i − 1 in x, and that x= x[0 . . |x| − 1].
The concatenation of two strings x and y is the string of the letters of x followed by the letters of y. It is denoted by
xy. For every string x and every natural number n, we deﬁne the nth power of the string x, denoted by xn , by x0 = ε and
xk = xk−1x, for all 1 k n. A string x is a factor of a string y if there exist two strings u and v , such that y = uxv . A factor
x of a string y is proper if x = y. A string x is a superstring of a string y if there exist two strings u and v , such that x = uyv .
Let the strings x, y,u, and v be such that y = uxv . If u = ε, then x is a preﬁx of y. If v = ε, then x is a suﬃx of y.
Let x be a non-empty string. An integer p, such that 0 < p  |x|, is called a period of x if x[i] = x[i + p], for all 0 i <
|x|− p. Note that the length of a non-empty string is a period of this string, so that every non-empty string has at least one
period. We deﬁne thus without any ambiguity the period of a non-empty string x as the smallest of its periods. It is denoted
by per(x). A border of a non-empty string x is a proper factor of x (including the empty string) that is both a preﬁx and a
suﬃx of x. We deﬁne the border of a non-empty string x as the longest border of x. By border(x), we denote the length of
the border of x. The notions of period and of border are dual. It is well known (cf. [10]) that, for any non-empty string x, it
holds per(x) + border(x) = |x|.
The border array B of size n of a non-empty string y of length n is the array of integers for which B[i], for all 0 i < n,
stores the length of the border of the preﬁx y[0 . . i] of y. The period array P of size n of a non-empty string y of length n
is the array of integers for which P[i], for all 0 i < n, stores the period of the preﬁx y[0 . . i] of y.
A non-empty string x of size m is a cover of a non-empty string y of length n  m if there exists a set of positions
P ⊆ {0, . . . ,n −m} that satisﬁes both y[i . . i +m − 1] = x, for all i ∈ P , and ⋃i∈P {i, . . . , i +m − 1} = {0, . . . ,n − 1}. In other
words, x is a cover of y, if every letter of y lies within an occurrence of x in y, and x is a border of y (see Fig. 4 in this
regard). A cover x of a string y is proper if x = y.
A string x is the minimal cover of string y if x is the shortest cover of y. The minimal cover array C of size n of a non-
empty string y of length n is the array of integers for which C[i], for all 0 i < n, stores the length of the minimal cover
of the preﬁx y[0 . . i] of y. A string x is the maximal cover of string y if x is the longest proper cover of y. The maximal cover
array CM of size n of a non-empty string y of length n is the array of integers for which CM[i], for all 0 i < n, stores the
length of the maximal cover of the preﬁx y[0 . . i] of y—zero if none.
A string v is a seed of y, if it is a cover of a superstring of y (see Fig. 5 in this regard). A left seed of a string y is a
preﬁx of y that is a cover of a superstring of y of the form yv , where v is a possibly empty string (see Fig. 6 in this regard).
The minimal left seed of y, denoted by mls(y), is the shortest preﬁx of y that is a cover of a superstring of y. The minimal
left-seed array LS of y is the array of integers LS[0 . .n − 1] for which LS[i], 0  i < n, stores the length of the minimal
left seed of the preﬁx y[0 . . i]. The maximal left seed of y, denoted by Mls(y), is the longest preﬁx of y that is a cover of a
superstring of y. The maximal left-seed array LSM of y is the array of integers LSM[0 . .n−1] for which LSM[i], 0 i  n−1,
stores the length of the maximal left seed of the preﬁx y[0 . . i], which is smaller than i—zero if none. A right seed of a
string y is a suﬃx of y that is a cover of a superstring of y of the form vy, where v is a possibly empty string (see Fig. 7
in this regard). The minimal right seed of y, denoted by mrs(y), is the shortest suﬃx of y that is a cover of a superstring
of y. The minimal right-seed array RS of y is the array of integers RS[0 . .n− 1] for which RS[i], 0 i < n, stores the length
of the minimal right seed of the preﬁx y[0 . . i]. The maximal right seed of y, denoted by Mrs(y), is the longest suﬃx of y
that is a cover of a superstring of y. The maximal right-seed array RSM of y is the array of integers RSM[0 . .n− 1] for which
RSM[i], 0 i  n− 1, stores the length of the maximal left seed of the preﬁx y[0 . . i], which is smaller than i—zero if none.
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Example. The following table shows B, P, C, CM, LS, LSM, RS, and RSM for the string y = abaababaabaabab.
i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
y[i] a b a a b a b a a b a a b a b
B[i] 0 0 1 1 2 3 2 3 4 5 6 4 5 6 7
P[i] 1 2 2 3 3 3 5 5 5 5 5 8 8 8 8
C[i] 1 2 3 4 5 3 7 3 9 5 3 12 5 3 15
CM[i] 0 0 0 0 0 3 0 3 0 5 6 0 5 6 0
LS[i] 1 2 2 3 3 3 3 3 3 3 3 3 3 3 3
LSM[i] 0 0 2 3 4 5 6 7 8 9 10 11 12 13 14
RS[i] 1 2 2 3 3 3 5 3 5 5 3 8 5 3 8
RSM[i] 0 0 2 3 4 5 6 7 8 9 10 11 12 13 14
All left seeds of y: aba, abaaba, abaababa, abaababaa, abaababaab, abaababaaba, abaababaabaa,
abaababaabaab, abaababaabaaba, abaababaabaabab.
All right seeds of y: aabaabab, baabaabab, abaabaabab, babaabaabab, ababaabaabab, aababaabaabab,
baababaabaabab, abaababaabaabab. 
We consider the following problems for a non-empty string y of length n.
Problem 1. Compute all the left seeds of y.
Problem 2. Compute all the right seeds of y.
Problem 3. Compute the minimal left-seed array of y.
Problem 4. Compute the maximal left-seed array of y.
Problem 5. Compute the minimal right-seed array of y.
Problem 6. Compute the maximal right-seed array of y.
2. Properties
In this section, we prove some useful properties of left seeds, of right seeds, and of covers for a string y of length n.
Lemma 2.1. (See [7].) A string z is a left seed of y if and only if it covers a preﬁx of y, whose length is at least the period of y.
Proof. (⇒): Suppose a string z covers a preﬁx of y, say uv , larger or equal to the period of y, such that |u| = per(y), and
v is a possibly empty string. Note that v is a preﬁx of u. Let k be the smallest integer, such that y is a preﬁx of uk . Then z
is a cover of ukv = ywv , for some string w , possibly empty. Therefore z is a left seed of y.
(⇐): Let z be a left seed of y. There are two cases:
• |z|  border(y), then a suﬃx v of z, possibly empty, is a preﬁx of the border—consider the left seed that covers
y[per(y) − 1]. Then z is a cover of uv , and |u| = per(y).
• |z| > border(y), suppose z is not a cover of a preﬁx of y larger or equal to the period of y, and let v be a border of y,
such that |v| = border(y). Then v is a factor of z, such that z = uvw , where u,w are non-empty strings—consider the
left seed that covers y[per(y) − 1]. Then uv is a longer border of y, which is a contradiction. 
Corollary 2.2. (See [6].) A string z is a right seed of y if and only if it covers a suﬃx of y, whose length is at least the period of y.
Proof. Direct consequence of Lemma 2.1. 
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is a cover of u.
Proof. Clearly, if v is a cover of u, and u is a cover of y, then v is a cover of y. Suppose that both v and u cover y. Then
v is a border of y, and, hence, of u (|v| |u|); thus v must also be a cover of u. 
Corollary 2.4. All the left seeds of y are all the covers of{
y
[
0 . .per(y) − 1], y[0 . .per(y)], . . . , y}
Proof. Direct consequence of Lemma 2.1. 
Lemma 2.5. (See [7].) Let the period of y be equal to n. Then the minimal left seed of y is y.
Proof. By deﬁnition of the minimal left seed: mls(y) n. Let mls(y) < n. Then, in order to cover y, a non-empty preﬁx of
the minimal left seed of y, say w , is a suﬃx of y—consider the left seed that covers y[n − 1]. Then n − |w| is a shorter
period of y, which is a contradiction. 
Lemma 2.6. (See [7].) Let LS[i] = mls(y[0 . . i]), for all 0 i < n. Then LS[i] LS[i + 1], for all 0 i < n − 1.
Proof. Suppose, for the sake of contradiction, LS[i] > LS[i + 1]. By deﬁnition of the minimal left seed: LS[i] covers some
superstring y[0 . . i]u, where u is a possibly empty string, and LS[i + 1] covers some superstring y[0 . . i + 1]v , where v
is a possibly empty string. In other words LS[i + 1] covers y[0 . . i]y[i + 1]v . Therefore, by deﬁnition of the minimal left
seed, LS[i + 1] is a minimal left seed of y[0 . . i]. But then we would have a shorter left seed for y[0 . . i], which is a
contradiction. 
Lemma 2.7. (See [7].) Let the period of y be equal to k. There are two cases:
• k = n, then there exists no maximal left seed for y.
• k < n, then the maximal left seed of y is y[0 . .n − 2].
Proof.
• k = n, then, by deﬁnition of the maximal left seed: mls(y) < n. Let y[0 . . j] be the maximal left seed of y, for some
0 j < n. Then, in order to cover y, a non-empty preﬁx of y[0 . . j], say w , is a suﬃx of y—consider the maximal left
seed that covers y[n− 1]. Then n − |w| gives a shorter period for y, which is a contradiction.
• k < n, then the maximal left seed of y is y[0 . .n − 2], as it is a cover of the superstring yy[border(y) . .n − 2] of y, and
it has the maximum length allowed, which is n− 1. 
Corollary 2.8. (See [6].) Let the period of y be equal to k. There are two cases:
• k = n, then there exists no maximal right seed for y.
• k < n, then the maximal right seed of y is y[1 . .n − 1].
Proof. Direct consequence of Lemma 2.7. 
3. The algorithms
In this section, we describe our algorithms for solving Problems 1–6 for a string y of length n.
3.1. Computing all left and right seeds
In this section, we describe our algorithms for solving Problem 1 and Problem 2. It is easy to see that Problem 2 is
equivalent to computing all the left seeds of the reversed string of y; therefore we only give the algorithm for solving
Problem 1. The proposed algorithm uses the linear-time algorithm for computing the maximal cover array CM [18] and the
linear-time algorithm for computing the period array P [16].
Algorithm AllLeftSeeds computes all the left seeds of y, and returns their lengths onto the stack ALS. It takes as input
the string y of length n, the array CM, and the period P[n− 1] of y.
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1: for i ← 0 to n− 1 do
2: INC[i] ← 0;
3: for i ← P[n − 1] − 1 to n− 1 do
4: INC[i] ← 1;
5: j ← CM[i];
6: while (( j = 0) and (INC[ j − 1] = 0)) do
7: INC[ j − 1] ← 1;
8: j ← CM[ j − 1];
9: ALS ← empty − stack();
10: for i ← 0 to n− 1 do
11: if (INC[i] = 1) then
12: push(ALS, i + 1);
13: return ALS;
By Corollary 2.4, the algorithm tries to output all the covers of
S = {y[0 . .per(y) − 1], y[0 . .per(y)], . . . , y}
When we encounter an element of S , say y[0 . . i], such that per(y) − 1  i < n, we include its length i + 1 (see lines 4
and 12 of algorithm AllLeftSeeds) as it is a cover of itself. Then we ﬁnd the length CM[i] of the second longest cover that
covers y[0 . . i] using the CM array as a consequence of Lemma 2.3, and include it as well (see lines 7 and 12 of algorithm
AllLeftSeeds). If it has already been included, then we stop searching—as shorter covers will have been included already—
otherwise we check its third longest cover, and so on; until we ﬁnd a cover that has been included, or until there are no
more covers to check. When we ﬁnish, we push all the included values—which fall in {1, . . . ,n}—to the stack ALS.
Theorem 3.1. Problem 1 can be solved by algorithm AllLeftSeeds in timeO(n).
Proof. The computation of arrays P and CM requires linear time. Initialising array INC requires Θ(n) time. Outputting all
the covers of{
y
[
0 . .per(y) − 1], y[0 . .per(y)], . . . , y}
requires time O(n), as we output each cover only once—the number of possible covers is smaller or equal to n. The number
of failed checks, this is, when a zero value or a cover that has already been included are encountered, is n − per(y) + 1.
Passing the output in stack ALS is done in Θ(n) operations.
Hence, overall, algorithm AllLeftSeeds requires linear time. 
Algorithm AllLeftSeeds uses linear auxiliary space.
Theorem 3.2. Problem 2 can be solved in timeO(n).
Proof. Let y′ be the reversed string of y, P′ the period array of y′ , and CM′ the maximal cover array of y′ . Algorithm
AllLeftSeeds(y′,n,P′[n− 1],CM′ ) computes all the right seeds of y, and requires linear time. 
3.2. Computing the minimal and the maximal left-seed array
In this section, we describe our algorithms for solving Problem 3 and Problem 4. For solving Problem 3, we use the
linear-time algorithm for computing the minimal cover array C [5], and Lemma 2.1, which gives the necessary and suﬃcient
condition for a preﬁx of y to be a left seed of y. Problem 4 reduces to detecting border-free preﬁxes of y by Lemma 2.7.
Algorithm R-Array computes an array R of size n, which stores the length of the longest preﬁx of y that is covered by
y[0 . . i]—zero if none. It takes as input the array C of size n.
ALGORITHM R-Array(C, n)
1: for i ← 0 to n− 1 do
2: R[i] ← 0;
3: for i ← 0 to n− 1 do
4: R[C[i] − 1] ← i + 1;
5: return R;
Algorithm MinimalLeftSeedArray computes the minimal left-seed array LS. It takes as input the string y of length n
and arrays P and R.
There are two cases to consider:
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1: for i ← 0 to n− 1 do
2: if P[i] = i + 1 then
3: LS[i] ← i + 1;
4: else
5: cls← LS[i − 1];
6: while R[cls− 1] < P[i] do
7: cls← cls+ 1;
8: LS[i] ← cls;
9: return LS;
• P[i] = i + 1, then LS[i] = i + 1 by Lemma 2.5.
• P[i] < i + 1, then we must search for LS[i] in the set {LS[i − 1], . . . ,n} by Lemma 2.6.
Lemma 2.1 gives the necessary and suﬃcient condition R[cls−1] P[i] (see line 6 of algorithm MinimalLeftSeedArray),
this is, the length of the longest preﬁx of y that is covered by y[0 . . cls−1] to be greater or equal than the period of y[0 . . i],
where cls is the candidate length of the minimal left seed of y[0 . . i].
Theorem 3.3. Problem 3 can be solved by algorithmMinimalLeftSeedArray in timeO(n).
Proof. The computation of arrays P, C, and R requires linear time. Then we only have to prove that the process of com-
puting array LS requires linear time as well. Let ci be the number of comparisons done in the while loop at step i. Let
I(P[i] = i + 1) and I(P[i] = i + 1) denote the execution of lines 3 and 5–7 of algorithm MinimalLeftSeedArray, respectively.
Then, clearly, the total number of operations required are
T = 2n+ 2+
n−1∑
i=0
(
1+ I(P[i] = i + 1)+ I(P[i] = i + 1) ∗ (2+ 2ci − 1))
= 2n+ 2+
n−1∑
i=0
(
2+ I(P[i] = i + 1) ∗ 2ci)
= 2n+ 2+ 2n+ I(P[i] = i + 1) n−1∑
i=0
2ci
Therefore
T  4n + 2+ 2
n−1∑
i=0
ci (1)
Let si be the set of values checked in the while loop at step i. Clearly, si ∩ si+1 = 1, given by the ﬁrst value to be checked
in si+1, which is the same as the last value in si . Then
ci + ci+1 = |si | + |si+1| = |si ∪ si+1| + |si ∩ si+1|
ci + ci+1 = |si ∪ si+1| + 1 (2)
By Eqs. (1) and (2), it holds
T  4n + 2+ 2
(
n− 1+
∣∣∣∣∣
n−1⋃
i=0
si
∣∣∣∣∣
)
As
⋃n−1
i=0 si is at most {0, . . . ,n− 1}, then |
⋃i=0
n−1 si | n, and so T  8n. Therefore T =O(n).
Hence, overall, algorithm MinimalLeftSeedArray requires linear time. 
Algorithm MinimalLeftSeedArray uses linear auxiliary space.
For solving Problem 4, we can use Lemma 2.7 to obtain the following two cases:
• P[i] = i + 1, then LSM[i] = 0.
• P[i] < i + 1, then LSM[i] = i.
Hence we obtain the following result.
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3.3. Computing the minimal and the maximal right-seed array
A popular misconception is that the right-seed array of y is the left-seed array of the reversed string of y, when
viewed from right to left. However this is not the case. Let y′ be the reversed string of y, P′ the period array of y′ ,
and R′ the array that stores the length of the longest preﬁx of y′ that is covered by y′[0 . . i]—zero if none. Then algorithm
MinimalLeftSeedArray(y′,n,P′,R′) returns the minimal left-seed array LS of y′ . Let RS′ be an array of size n, such that
RS′[i] = LS[n − 1− i], for all 0 i < n. Then RS′ is not the same as the minimal right-seed array RS of y, as RS′[i], for all
0 i < n, stores the length of the minimal right seed of the suﬃx y[i . .n − 1] of y, while RS[i], for all 0 i < n, stores the
length of the minimal right seed of the preﬁx y[0 . . i] of y.
Example. Let the string y = abaababaabaabab. The following table illustrates the arrays RS′ and RS for y.
i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
y[i] a b a a b a b a a b a a b a b
RS′[i] 8 8 8 8 8 8 8 8 5 5 5 2 2 2 1
RS[i] 1 2 2 3 3 3 5 3 5 5 3 8 5 3 8
In this section, we describe our algorithms for solving Problem 5 and Problem 6. For solving Problem 5, we make use
of a variant of the partitioning algorithm [9,14] to ﬁnd the sets of ending positions of all the occurrences of each factor
in y. Then we are able to ﬁnd which suﬃx of each preﬁx of y is covered by that factor, and check for right seeds using
Corollary 2.2. Problem 6 reduces to detecting border-free preﬁxes of y by Corollary 2.8.
In the following lines, we give a brief description of the partitioning algorithm used for solving Problem 5.
For a factor w in y, the set of ending positions of all the occurrences of w in y gives us the end set of w . We deﬁne
an equivalence relation ≈ at positions of y, such that i ≈ j if and only if y[i −  + 1 . . i] = y[ j −  + 1 . . j]. Therefore,
depending on the length of the factor, we get equivalence classes for each length , for all 1    n. Equivalence classes
for  = 1 are found by going through y once, and keeping the occurrences of each letter in separate sets. For larger , we
consider classes of the previous level to make a reﬁnement on them, and calculate the classes of that level. So on level ,
such that 1 <   n, we reﬁne a class C by a class D by splitting C in classes {i ∈ C/i − 1 ∈ D}, {i ∈ C/i − 1 /∈ D}. In order
to achieve a good runtime, we do not use all classes for reﬁnement; only classes of the previous level, which were split
two levels before, are used. From those, we can omit the largest siblings of each family, and use only the small ones for
the computation. We terminate the algorithm when all classes reach a singleton stage, that is, when they contain only one
element.
Example. Let the string y = abaababaabaabab. The equivalence classes of ≈ , for all 1  8, are illustrated in Fig. 8.
The partitioning algorithm creates two types of sets at each round of equivalent classes; the new and the old sets (see
Fig. 8 in this regard). A set is called new if it is composed from deleted elements from its parent set. A set is called old
if it is created by deletion of elements from its parent set. The sets considered for the computation of the partitioning
are illustrated in bold in Fig. 8. We denote by Ei , in level order traversal of the partition tree, the end sets created by
the partitioning algorithm on y. The partitioning algorithm gives us end sets with their corresponding factor length , and
distinct end sets with their corresponding factor-length range min   max, as shown in the following example.
Example. Let the string y = abaababaabaabab. Then E1 is the end set {0,2,3,5,7,8,10,11,13} with corresponding
factor length  = 1, and E3 is the distinct end set {3,8,11} with corresponding factor-length range 2  4 (see Fig. 8 in
this regard).
Proposition 3.5. (See [9].) The time complexity of the partitioning algorithm for a string of length n isO(number of elements of new
sets), where the number of elements of new sets in the partitioning is bounded above by n logn.
Proposition 3.6. (See [14].) The number of distinct end sets in the partitioning for a string of length n isO(n).
While executing the partitioning algorithm, we also maintain the following data structures:
• For each end set Ei = {a1,a2, . . . ,ak}, such that k > 1, with corresponding factor length :
– Singly-linked list GAPi, of size k − 1
GAPi,( j) = a j+1 − a j, for all 1 j < k
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– Variable coveri,
coveri, =
{
a j min{ j: GAPi,( j) > }
ak otherwise
for all 1 j < k. In other words, coveri, gives the last element of Ei coverable by its equivalent factor, starting from
the ﬁrst element.
• For each distinct end set Ei = {a1,a2, . . . ,ak}, such that k > 1, with corresponding factor-length range min   max:
– Array CVi of size k
CVi[ j] is equal to the jth value of coveri, , for some factor length , contained in Ei in ascending order.
– Array FLi of size k
FLi[ j] is equal to the factor length  that the jth value of coveri, ﬁrst appeared.
– Variable ﬁrsti
ﬁrsti is equal to the ﬁrst element of Ei that has not been assigned a minimal right seed in Ei or any of its ancestors.
Example. Let the string y = abaababaabaabab and the distinct end sets E3 = {3,8,11} and E4 = {2,5,7,10,13}. For
 = 3, cover3,3 = 3 denotes that factor baa of y starting at position 1 covers y[1 . . cover3,3] = y[1 . .3], while cover4,3 = 13
denotes that factor aba of y starting at position 0 covers y[0 . . cover4,3] = y[0 . .13].
In the next lines, we show how to update the aforementioned data structures in time O(n logn).
When a new set Ei of size k is created, we can update all relevant data structures in time O(k). By going through the
elements of the set in order, we can easily update GAPi, , coveri, , CVi , and FLi .
An old set Ei is created from its parent set by deletion of elements from it. When an element is deleted from its parent
set, we can easily update the values of its neighbours in list GAPi, . These operations take time O(d), where d is the
number of elements of new sibling sets of the old set. Updating coveri, is more diﬃcult, as new data structures have to be
created. This is successfully addressed in Lemma 3.7 below. Arrays CVi and FLi are updated when a new value of coveri, is
encountered.
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Fig. 10. Queue Q.
Lemma 3.7. In a chain of old sets with a new set of size k as a root, the computation of the values of coveri, in the whole chain requires
timeO(k).
Proof. We create a queue Q that initially includes list GAPi, of the ﬁrst old set Ei in the chain. When a new gap is created
by deletion of an element in subsequent old sets, two gaps are merged. Then we stack the new gap on top of the second
gap, that is used to form it in Q, and so on—those gaps have the same element on their right edge (see Fig. 10a in this
regard). We also keep pointers on the new gaps, formed in a corresponding new queue F , where  is the length of the
corresponding factor of the set. Pointers for deleted gaps are added in a corresponding new queue D .
Then we go through F and D , which mark the beginning of a distinct old set. Gaps in the corresponding F are moved
to the right of the element at their bottom, and gaps that are in the corresponding D are deleted, maintaining the structure
of Q (see Fig. 10b in this regard). Then we search for coveri, changes in Q by popping out gaps from Q, until the ﬁrst gap
in Q is greater than —coveri, is the element on the left edge of the last gap considered—or Q becomes empty—coveri, is
the element on the right edge of the last gap considered. Whenever a gap that has stacked elements on it is popped out of
Q, its stacked elements are passed to an element out of the queue, whose right element is taken to be the ﬁrst gap in Q.
If coveri, is smaller than the next length  to be encountered in F , we continue searching for more coveri, changes, as
before.
It is easy to observe that Q has at most 2q − 1 elements, where q is the size of GAPi, of the ﬁrst old set Ei in the
chain. Thus we can create F , D , and Q in time O(k), as q < k. We search for coveri, changes when a distinct old set is
encountered for the ﬁrst time—at most k such sets. While inside that set, coveri, changes are made if and only if the gap
after a coveri, change gets greater than —at most |Q| such cases. Failed attempts are made at most once for each element
of Q—at most |Q| such cases.
Hence, overall, the computation of the values of coveri, in the whole chain requires time O(k). 
Therefore the maintenance of the aforementioned data structures requires time O(number of elements of new sets),
where the number of elements of new sets in the partitioning is bounded above by n logn by Proposition 3.5.
Example. Let the string y = abaababaabaabab. Starting with the end set {0,2,3,5,7,8,10,11,13} (see Fig. 8 in this
regard), and continuing just with old sets, we get the data structures in Fig. 9.
Fig. 10 illustrates queue Q for  = 1,  = 2, and  = 4. F1 keeps pointers to the elements at the bottom of Q. F2 keeps
pointers to the elements stacked a level above. F4 keeps pointers to the elements stacked two levels above them.
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Lemma 3.8. Let Ei = {a1,a2, . . . ,ak} be an end set of y with corresponding factor z, where |z| = . Then z is a right seed for some set{
y[0 . .a1], y[0 . .a2], . . . , y[0 . .as]
}
such that 0 s k, and s = 0 gives the empty set. There exists no other preﬁx of y, with its end position in Ei , having z as a right seed.
Proof. Let aq be the ﬁrst element of Ei , such that z is not a right seed of y[0 . .aq]. If there exists no such element, then
s = k, and z is a right seed for {y[0 . .a1], y[0 . .a2], . . . , y[0 . .ak]}. If there exists no element ar > aq in Ei , such that z is a
right seed of y[0 . .ar], then s = q − 1, and the required set is{∅ if s = 0{
y[0 . .a1], y[0 . .a2], . . . , y[0 . .aq−1]
}
otherwise
Suppose that there exists an element ar > aq in Ei , such that z is a right seed of y[0 . .ar], i.e. it covers a superstring u,
such that u = vy[0 . .ar], and v is a possibly empty string. Therefore there exists an occurrence of z in u ending at some
position p ∈ {aq − , . . . ,aq − 1}. Thus z is a cover of vy[0 . . p]. But there also exists an occurrence of z in y ending at
position aq in y. Then z is also a cover of vy[0 . .aq], and, hence, a right seed of y[0 . .aq], a contradiction. 
We are now in a position to compute the minimal right-seed array by operating on the distinct end sets, while going
through them in a level order traversal of the partition tree. The value of ﬁrsti is passed from the parent set to a child set.
If the value of ﬁrsti is in the child set, then we do not need to update it. If it is not in a new child set, it can be easily
updated by searching for the smallest element which is greater to the value of ﬁrsti in the new set; going through the
elements of the set takes time O(size of the new set). If it is not in an old child set, we need to ﬁnd the value just after
it, by Lemma 3.8, by searching in the elements of the parent set after ﬁrsti value; this takes time O(d), where d is the
number of elements of new sibling sets of the old set. Maintaining ﬁrsti increases the time requirements of the partitioning
algorithm only by a constant factor.
The period of y[0 . . i] gives the minimal right seed that can occur only once. That is why, in the next lines, we exclude
distinct sets of size one; if they have not been assigned a right seed yet, then by Corollary 2.2
mrs
(
y[0 . . i])= P[i]
Let a1 denote the ﬁrst element of each distinct end set Ei with corresponding factor-length range min   max, then
the following properties hold:
• If ﬁrsti  coveri,min , then by Corollary 2.2
mrs
(
y[0 . .ﬁrsti]
)=max{min,P[ﬁrsti] − (ﬁrsti − a1)}
Trivially, by Corollary 2.2, it holds that ﬁrsti − a1 +  P[ﬁrsti], which gives that  P[ﬁrsti] − (ﬁrsti − a1). If there are
no such lengths in the factor-length range of Ei , we stop searching for right seeds by Lemma 3.8.
• If ﬁrsti > coveri,min , then we move to the smallest factor length , such that ﬁrsti  coveri, . This is easily found using
the corresponding arrays CVi and FLi . Then by Corollary 2.2
mrs
(
y[0 . .ﬁrsti]
)=max{,P[ﬁrsti] − (ﬁrsti − a1)}
If there are no such lengths in the factor-length range of Ei , we stop searching for right seeds by Lemma 3.8.
If the minimal right seed of y[0 . .ﬁrsti] is found, we assign the smallest element of Ei which is greater than ﬁrsti , as the
new value of ﬁrsti , and continue searching from Ei with corresponding factor length the last length assigned as a minimal
right seed length by Lemma 3.8.
Example. Let the string y = abaababaabaabab and the distinct end set E6 = {4,9,12} with corresponding factor-length
range 3  5. For  = 3, cover6,3 = 4 and ﬁrst6 = 4. Since ﬁrst6  cover6,3, then by Corollary 2.2
mrs
(
y[0 . .ﬁrst6]
)=max{3,3− (4− 4)}= 3
We set RS[ﬁrst6] = 3 and ﬁrst6 = 9.
Since ﬁrst6 > cover6,3, we move to the smallest factor length  = 5, such that ﬁrst6  cover6,5, where cover6,5 = 12. Then
by Corollary 2.2
mrs
(
y[0 . .ﬁrst6]
)=max{5,5− (9− 4)}= 5
We set RS[ﬁrst6] = 5 and ﬁrst6 = 12.
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mrs
(
y[0 . .ﬁrst6]
)=max{5,8− (12− 4)}= 5
We set RS[ﬁrst6] = 5 and ﬁrst6 = ∞.
Reporting minimal right seeds requires time Θ(n), i.e. one report is made for each position, and constant time is needed
for each report.
Failed attempts are made:
• at most one per report—when after the report, the next element of the set does not give a minimal right seed;
• at most two per distinct set—one at the start of searching in the set and one on a failure ﬁnding a suitable class for a
future minimal right seed.
Hence the time required for failed attempts is O(n). Also going through the changes of coveri, requires time proportional
to reporting the values of coveri, , which is O(n logn).
Theorem 3.9. Problem 5 can be solved in timeO(n logn).
Proof. Executing the partitioning algorithm requires time O(n logn) by Proposition 3.5. Maintaining lists GAPi, and variable
coveri, increases the time requirements of the partitioning algorithm by a constant factor. Maintaining arrays CVi and FLi
is of no extra cost to maintaining coveri, . Maintaining variable ﬁrsti increases the time requirements of the partitioning
algorithm by a constant factor. Computing array P requires linear time. Reporting the minimal right seeds requires time
Θ(n) in total, and the time required for failed attempts is O(n). Going through the changes of coveri, , while searching for
minimal right seeds, requires time proportional to reporting the values of coveri, , which is O(n logn).
Hence, overall, the proposed algorithm requires time O(n logn). 
The proposed algorithm uses linear auxiliary space.
Example. Let the string y = abaababaabaabab. An overview of the algorithm for computing the minimal right-seed array
of y is illustrated in Fig. 11.
It is easy to see that Problem 6 is solved by solving Problem 4—observe the similarity of Lemma 2.7 and Corollary 2.8—
and so we obtain the following result.
Theorem 3.10. Problem 6 can be solved in timeO(n).
4. Conclusion and further work
In this article, we have provided a linear-time algorithm for computing all left seeds and all right seeds of a string,
a linear-time algorithm for computing the minimum left-seed array of a string, a linear-time solution for computing the
maximum left-seed array of a string, an O(n logn)-time algorithm for the computing the minimum right-seed array of a
string, and a linear-time solution for computing the maximum right-seed array of a string.
Recently, Crochemore, Iliopoulos, Pissis and Tischler in [7], provided linear-time algorithms for checking the validity
of minimal and maximal cover arrays and inferring strings from valid minimal and maximal cover arrays. Their result
completed the series of algorithmic characterisations of data structures that store fundamental features of strings. They
concern border arrays [11,12] and preﬁx arrays [8] that store periods of all the preﬁxes of a string, as well as the element
of suﬃx arrays [3,13] that memorises the list of positions of lexicographically sorted suﬃxes of the string. The algorithms
may be regarded as reverse engineering processes and, beyond their obvious theoretical interest, they are useful to test the
validity of some constructions.
A collection of some related open problems for an array A of size n of integers is given below.
Problem 7. Decide if A is the minimal left-seed array of some string.
Problem 8. When A is a valid minimal left-seed array, exhibit a string whose minimal left-seed array is A.
Problem 9. Decide if A is the minimal right-seed array of some string.
Problem 10. When A is a valid minimal right-seed array, exhibit a string whose minimal right-seed array is A.
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