In this work we obtain a new optimal property for cubic interpolating splines of Hermite type applied to data-fitting problems. The existence and uniqueness of the Hermite type cubic spline with minimal quadratic oscillation in average are proved.
Introduction
In the framework of optimal properties for spline functions of odd degree, the most familiar is the minimality property, which in the case of cubic splines becomes Holladay's classical minimal curvature (see [1] [2] [3] ). It is known that the minimal curvature can be obtained only for natural, complete (which includes two end conditions for the derivatives s ′ (a) and s ′ (b)) and periodic cubic splines (see [1, 3] ). The minimal curvature is expressed in terms of the L 2 -norm of the second derivative of the cubic spline. Some generalizations of this minimal curvature property can be found in [4, 5] . In [4] , the L 2 -norm is considered for all derivatives of orders 0, 1, 2, and 3 of the cubic spline, and in [5] the optimal property is obtained by solving an optimal curve-fitting problem under a relaxation constraint.
We propose a new optimal property, namely the minimal quadratic oscillation in average, which is obtained here for Hermite type cubic splines. For a partition ∆ of an interval [a, b] ,
the cubic spline based on the Hermite's two-point interpolation formula is
with A i (x) = (x i −x) 2 (x−xi−1)
, B i (x) = − (x−xi−1)
, where 
In data-fitting problems the given values are x i , y i , i = 0, n, while the first derivatives of s (namely m 0 , m 1 , . . . , m n ) remain to be determined. Akima proposes in [6] a method for estimating these derivatives based on geometric local procedures. In [7] , the Hermite type cubic splines (2) are applied in order to obtain a suboptimal algorithm in least squares data-fitting problems. In [8] , the values m 2 , . . . , m n−3 are computed using the Akima's method and m 0 , m 1 , m n−2 , m n−1 , m n are obtained by partial minimization of the quadratic oscillation in average (see Definition 1) on the intervals [x 0 , x 2 ] and [x n−3 , x n ]. In [6] [7] [8] spline (see [2, 3] ) is generated by the conditions s
. End conditions of another kind not depending on derivative information were proposed by Behforooz and Papamichel in [9] :
where
yielding the so called E (α) cubic splines. It is proved that the E (2) cubic spline is exactly the not-a-knot spline (see [10] ) and the best E (α) cubic spline is the E (3) cubic spline that has superconvergence properties (see [11] ). Our method for obtaining the values m i , i = 0, n, can be viewed as an optimal alternative to Akima's method.
The Hermite cubic spline with minimal quadratic oscillation in average
The notion of quadratic oscillation in average was introduced in [12] . In this context, consider a partition of [a, b] like (1) and the given values y 0 , y 1 , . . . , y n ∈ R. In the functional space
Definition 1 (See [12]). The quadratic oscillation in average of a given function
This notion is considered a measure of the deviation of an interpolating function given by the polygonal line joining the It can be easily seen that the functional ρ 2 is positive;
and ρ 2 (f ) = 0 if and only if f is the linear first-order polynomial spline interpolating the points (x i , y i ) , i = 0, n (namely, the polygonal line). 
Proof. Since s and its quadratic oscillation in average ρ
In order to minimize it we solve the system of normal equations
This system is diagonally dominant and therefore has a unique solution, its matrix G = I + A being nonsingular. Defining m = (m 0 , . . . , m n ) and q = (q 0 , . . . , q n ), the solution of (8) 
, is a symmetric tridiagonal matrix, that is diagonally dominant. Using Gershgorin's theorem we infer that for all diagonal minors of this matrix the eigenvalues have strictly positive real parts. Since each diagonal minor is the product of its eigenvalues, we infer that all diagonal minors of H (R) are strictly positive. We conclude that the quadratic form associated with the matrix H (R) is positive definite and therefore the point (m 0 , . . . , m n ) minimizes the residual R (m 0 , . . . , m n ).
Remark 1.
An explicit form of the iterative algorithm that solves the system (8) is the following:
 , i = 1, n − 1, a n = − 3 4 , c 0 = − 3 4 ,
, and for i = 0, n we put 
. Finally, the solution of (8) is obtained by the backward recurrence m n =
This algorithm can be easily programmed and could be included in software libraries.
Remark 2.
Error estimates for functions with high order smoothness can be easily obtained using the classical technique, but this is not the subject of this work. In the class of uniformly continuous functions we can observe that the estimates (6) and (9) are better than some of the classical ones. Indeed, following the technique presented in the proof of Theorem 1, for the case of natural cubic splines, the corresponding system (8) contains the equations:
and we obtain the estimate |s (
For uniform partitions, in the case of natural cubic splines we have |s (x) − f (x)| ≤ (−5y n + 4y n−1 + y n−2 ), and we obtain |s (x) − f (x)| ≤ 
Numerical experiments
As a consequence of the minimality of the quadratic oscillation in average, the cubic spline obtained in Theorem 1 is almost flat-shaped. Thus, this spline could have potential applications in the field of the design of aerodynamic profiles (such as aeolian blades or cross sections in a gull wing). This application is left for a future project, but below we present an example from diabetology. In order to illustrate the result of Theorem 1, in the following numerical example we present a comparison of the quadratic oscillations in average (QOA) computed for the cubic spline obtained in Theorem 1 and for other classical cubic splines: the natural cubic spline (see [1, 3] ), the not-a-knot cubic spline, that is E(2) (see [2, 10] ), Akima's cubic spline (see [6, 2] ), and the E(3) cubic spline (see [9, 10] ). The same data will be input for all of these splines. Example 1. The glycemic profile is obtained using experimental data which were harvested from two patients in Clinic Hospital of Oradea during a day in November 2005. One patient was diabetic with several complications and another was a normal subject without hyperglycemic problems. The usual measurements of blood-glucose levels (represented in mg/dl) were realized at eight moments: at 07:30 AM, 10:30 AM, 1:00 PM, 3:30 PM, 6:00 PM, 9:00 PM, and 12:00 PM on the first day (seven measurements), and the last measurement conducted after three hours, at 03:00 AM on the next day. The bloodglucose levels of the diabetic patient measured in mg/100 ml were 297, 311, 293, 211, 224, 247, 281, and 302, respectively. On the time scale, half an hour was rendered as 0.5. A translation was realized with negative step 7, so the moments of measurement become 0.5, 3.5, 6, 8.5, 11, 14, 17, and 20. The blood-glucose levels of the normal subject were: 93, 104, 120, 98, 86, 102, 81, and 90. Applying the algorithm presented in Remark 1 we obtain for each patient the values of m i , i = 0, 7, which can be found in the third and in the fifth line of Table 1 . The values of the quadratic oscillation in average ρ 2 for the diabetic subject (DS) and for the normal subject (NS), corresponding to each of the above presented five cubic splines, can be found in Table 2 . The results in Table 2 confirm the minimality of the QOA for the cubic spline obtained by applying the algorithm presented in Remark 1. In Fig. 1 we represent the graphs of the following functions: the Hermite type cubic spline with minimal quadratic oscillation in average (in green), the natural cubic spline (in red), the Hermite type cubic spline with Akima's estimates of the derivatives (in blue), and the polygonal line joining the points (x i , y i ) , i = 0, 7 (in pink).
