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Abstract
Collaborative ﬁlter has been widely and successfully applied in recommendation system. It
typically associates a user with a group of like-minded users based on their preferences over
all the items, and recommends to the user those items enjoyed by others in the group. Some
previous studies have explored that there exist many user-item subgroups each consisting of
a subset of items and a group of like-minded users on these items and subgroup analysis can
get better accuracy. While, we ﬁnd that geographical information of user have impacts on
user group preference for items. Hence, In this paper, we propose a Bayesian generative model
to describe the generative process of user-item subgroup preference under considering users’
geographical information. Experimental results show the superiority of the proposed model.
Keywords: Recommendation system, collaborative ﬁlter
1 Introduction.
Recommender systems have attracted increasing attention lately due to the booming appli-
cations in online advertising. Recommender systems can help users to eﬃciently select their
favorable products from a huge number of candidate products by analyzing the associated user-
item matrix. It is of utmost importance in recommendation systems to accurately model user
rating described by a triple (user, item, rating).
Recently due to the wide use of mobile devices and ubiquitous sensors, it is urgent to in-
corporate location-based information in rating an item [1]. Many studies have explored the
beneﬁt of involving the geographical information for recommendation. However, these works
rarely fully consider the geographical information. Most of them are studied in three aspects:
1)Simply take the geographical information as an attribute and derive a user classiﬁcation/clus-
tering model for recommendation [16, 20, 10]. 2) Include only item geographical information
for user rating. For example, Resnick et al.[18] presented a LCARS system that can cluster
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(a) User preference on movie topics in 
the six areas
(b) User attention to movie topics in the 
six areas
Figure 1: Data characteristics
content-similar spatial items into the same topic with high probability, where location attribute
of items is used for modelling. Apparently, this method does not consider user location. 3)Con-
sider only individual user location information. For example, a recent work [8] constructs a
hierarchical pyramid structure to split original location space and reorganize subspaces, where
an item-based collaborative ﬁlter model is learned.
Some previous studies have explored that there exist many user-item subgroups each con-
sisting of a subset of items and a group of like-minded users on these items and subgroup
analysis can get better accuracy. Generally, the user group characteristics reﬂects the reality
that users in the same group share similar preference on an item. Apparently, existing works
rarely consider geographical information of users in modelling sub-group between users and
items. In this paper, we denote the users’ latent groups as location-aware user groups (short
for user groups) and items’ latent groups as item groups. We suppose that the user group
preference is viewed as rating distribution of a group rating item group. Each rating is derived
by computing weighted mean score which integrates all possible latent user groups and item
groups assignments of the (user, item) pairs.
TheMotivation of our study comes from the MovieLens data set. After carefully analyzing
the historical rating log data, we found that there exists latent user group preference for movie
topics. Moreover, the latent user group preference has strong correlation with user location
information. Users who live nearby probably share the same rating score for a movie. We select
6 areas, which are 1©MN, MINNEAPOLIS, 2© MN, MINNEAPOLIS, 3©MN, MINNEAPOLIS,
4©MO, MILLCREEK, 5©NJ, KEASBEY and 6©MO, KANSAS CITY. Areas 1©, 2© and 3© are
close, but far from areas 4©, 5© and 6©, and areas 4©, 5© and 6© are also far away from each
other. We show the results in Fig.1(a) where we can observe that the average score for the
19 movie topics in 6 areas. We can observe that neighboring areas show similar rating score
distributions. Fig.1(b) shows the ratio of user rating for 19 movie topics in 6 diﬀerent places.
In both ﬁgures, the same conclusion can be drawn that users nearby share similar preference
to a given topic. This phenomenon demonstrates that there actually exists the location-based
user group preference for movie topics.
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Compared to existing location-based recommendation, modelling location-based user group
preference has its unique characteristics that pose non-trivial technical challenges:
• How to combine users’ geographical information to learn the location-based user group
preference. Location-based user group and item group are not independent and need to
be learnt symmetrically and simultaneously.
• How to design a probability generative model to simulate the generative procedure of
user rating under considering the location-based user group preference. The popular LDA
models are incapable of describing the complicated generative process, which demands a
new hierarchical Bayesian model.
• How to infer the parameters of the generative model and design experiments for evaluation.
It is necessary to design an eﬃcient inference algorithm for parameter estimation and
validate the performance on real-world data sets.
In this paper, we present a new generative model to model location-based user group pref-
erence according to the 4-tuple information (user ID, user location, user rating, item ID).
The generative model consists of two interacting LDA models, where the ﬁrst one models the
location-based user groups (user dimension) and the other models the item groups. We also
present a Gibbs sampling algorithm for parameter estimation in the model. Experiments show
the performance of the proposed method.
2 Problem Description.
We ﬁrst deﬁne the key data structures and notations used in this paper.
Geographical information of User. Each user u has a register location generated in various
EBSNs or LBSNs. User Activity. A user activity is a triple (u, v, r) that user u rates item
v with score r. User activity historical data is given by S ⊆ U × V × R, where user activities
are positive observations in the past. User Group. A user group can be a set of users by
considering users’ geographical information. Item group. A sets of item with similar preference
from users.
In our analysis, rating scores are strongly correlated with location-based user group pref-
erences, where zl and zg represent two diﬀerence topic models. This enables rating r to be
mutually inﬂuenced during the both topic discovery processes.
3 Los Model
3.1 Model Description
The proposed model, Los, is mainly a probabilistic mixture generative model which aims to
model location-based user group preference for personal recommendation. In Fig.2, the model
presents that each rating is determined by preference distribution of user groups rating item
groups. Los treats users and items symmetrically, which learn both location-based user groups
and item groups. In Los, ratings are generated in the following way:
1. Choose Kl ×Kg distributions over rating Ψij ∼ Dir(ξ)
2. Choose a distribution over Kl location-based user group for each user Ωu ∼ Dir(ω)
3. Choose a distribution over Kg item groups for each item θv ∼ Dir(α)
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Figure 2: The graphical representation of the Los model
4. For each user-item pair (uv)
(a) Choose a user group zul ∼ Multinomial(Ωu)
(b) Choose a item group zvg ∼ Multinomial(θv)
(c) Choose a rating ruv ∼ p(ruv|zul , zvg ,Ψzul zvg ) with Multinomial distribution
In the modelling procedure, we let Ψij be the distribution over the rating values 1...K
s when
ith user group rates jth item group. Additionally, lu is the speciﬁc location of the uth user. φ
li
k
determines generative probability of the location of the user i from the kth group. Each group
has several parameters: Expection μ and Variance Σ, and user’s location conforms to Gaussian
distribution for each group, which can be denoted as li ∼ N(μj ,Σj) where li represents the
location of the ith user and (μj ,Σj) represents the parameters of the jth group.
Speciﬁcally, given a querying user u, the likelihood of score that user u will rate item v, is
sampled from the following model.
p(R|Zg, Zl,Ψ) (1)
where capital variables represent the collection of individual variables, Zg = {Z1g , Z2g , ..., Zvg }
and Zl = {Z1l , Z2l , ..., Znl }(v is the number of items, and n is the number of users). Each score
is modelled as following:
p(rij |zig, zjl ,Ψ) (2)
Now our goal is to model observed user rating based on prior parameter. As in the model, user
group, item group and rating distribution are strong correlated with mid parameter θ, Ω and
Φ. Hence, we obtain the joint distribution for the Los model as in Eq. (3).
p(rij , θi, Ωj , Φij |α, ε, ω)
= p(rij | Φij)p( Φij |ε)p(θi|α)p( Ωj |ω)
=
Kg∑
p=1
Kl∑
q=1
p(rij , z
i
g = p, z
j
l = q| Φij)p( Φij |ε)p(θi|α)p( Ωj |ω)
=
Kg∑
p=1
Kl∑
q=1
p(rij |zig = p, zjl = q, Φij)p(zig = p|θi)
p(zjl = q| Ωj)p( Φij |ε)p(θi|α)p( Ωj |ω)
(3)
We can obtain the likelihood of a score rij , when user i rates item j, as one of its marginal
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distributions by integrating out the distributions θi, Ωj , Φij .
p(rij |α, ε, ω)
=
∫ ∫
p(rij | Φij)p( Φij |ε)p(θi|α)p( Ωj |ω)
=
Kg∑
p=1
Kl∑
q=1
p(rij |zig = p, zjl = q, Φij)p(zig = p|θi)
p(zjl = q| Ωj)p( Φij |ε)p(θi|α)p( Ωj |ω)
(4)
3.2 Model Inference
We use collapsed Gibbs sampling [18] to obtain samples of hidden variable assignments and the
unknown parameters {Φ,Θ,Ψ, θ} in the model. As for the hyperparameter α, β, ξ and ω, we
take a ﬁxed value (i.e., α = 0.01, ξ = 0.1 and ω = 0.1). In the sampling procedure, we begin
with the joint probability of all user activity and registered location in the data set. Next, using
the chain rule, we obtain the posterior probability of sampling groups. Speciﬁcally, we employ
a two-step Gibbs sampling procedure. We ﬁrst sample the coin zl according to the posterior
probability:
p(zli = k|zl−i, R, L,Ω,Φ) =
kg∏
j=1
n
rij
lk,−i + βrij∑ks
s=1(n
s
lk,−i + βrij )
× n
−i
k + ωk∑ks
t=1(n
−i
t + ωt)− 1
× φlik
(5)
φlik =
1
2π
√|Σk|exp(−
1
2
(li − μk)TΣ−1(li − μk)) (6)
where n
rij
lk,−i is the number of times that the user group k and the rating rij have been sampled
in the the user rating activity R; nslk,−i is the number of times that the user group k and the
rating s have been sampled in the user rating activity R; n−ik is the number of times that the
user group k except the user i has been sampled from the multinomial distribution speciﬁc to
user u; n−it is the number of times that user group t except user i has been sampled from the
multinomial distribution speciﬁc to user u. Additionally, φlik determine generative probability
of location i from group k. Here, we suppose each group has location expection μ and location
Variance Σ, and user’s location conforms to Gaussian distribution for each group, li ∼ N(μj ,Σj)
where i represents the ith user and j represents the jth user group.
Then we perform latent assignment on item group. We begin with the joint probability of all
user activity and corresponding items in the data set. Next, using the chain rule, we obtain the
posterior probability of sampling groups for each four-tuple. Speciﬁcally, we employ a two-step
Gibbs sampling procedure. Due to space constraints, we show only the derived Gibbs sampling
formulas, omitting the detailed derivation process. We then sample the zg according to the
posterior probability:
p(zgj = k|zg−j , R, L,Ω,Φ,Θ) =
kl∏
i=1
n
rij
gk,−j + βrij∑ks
s=1(n
s
gk,−j + βrij )
× n
−j
k + αk∑ks
t=1(n
−j
t + αt)− 1
(7)
where n
rij
gk,−j is the number of times that the item group k and the rating rij have been sampled
in the user rating activity R; nsgk,−i is the number of times that the item group k and the rating
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s have been sampled in the user rating activity R; n−jk is the number of times that item topic
k except item j has been sampled from the multinomial distribution speciﬁc to item j; n−jt is
the number of times that user group t except item j has been sampled from the multinomial
distribution speciﬁc to item j.
After a suﬃcient number of sampling iterations, we can obtain group assignment of users
and items. Hence, φlik can be computed according to equation 6 after group parameter of each
group is gotten.
we can estimate the parameters Ωi, θi,Φ
r
ij as follows:
Ωi =
ni + ωi∑kl
j=1(n
j + ωi)
; θi =
ni + αi∑kg
j=1(n
j + αi)
; Φrij =
nrij + εr∑ks
t=1(n
t
ij + εr)
(8)
3.3 Model Application
A rating task in our recommendation system takes four arguments (u < user >, lu < location
of user >, v < item >). After we obtain parameters (Ω, θ,Φ, φ), we can calculate the predicted
value of rij as follows
r˜ij =
kl∑
p=1
kg∑
q=1
ks∑
t=1
ΦtijΩ
i
pθ
j
qφ
lj
q (9)
New User Rating Known Item. When a user is unknown to the recommendation system, there
is no rating history or activity log for the new user. This is a cold start problem, which is
a usual problem for collaborative ﬁltering. In our model, user preference conforms to group
preference. Hence, we can ﬁrst obtain probability on which the user belongs to each group
based on user location. Then use Eq. (9) to predict rating.
Known User Rating New Item. When an item is unknown to the recommendation system, this
is also a cold start problem. We ﬁrst obtain probability on which the item belongs to each group
based on item content. Here, we can compute proﬁle similarity between the new item and other
known items, and then integrate distribution of similar items to predict the probability of new
item. After that, Eq. (9) is used to predict rating.
θtk =
∑m
i=1 sim(i, t)θ
i
k∑m
i=1 sim(i, t)
(10)
New User Rating New Item. There may be a scenarios, where user and item are both new for
model. In the case, we combine above two procedures to accomplish rating prediction.
4 Experiments
To verify the eﬀectiveness of our approach, two experiments are performed: (i) we compare the
error rate of our model, Los, with benchmark methods, (ii) we analyze relationship between
the error rate and latent parameter setting. Data Sets. 1) Douban: the dat set consisting
of user ratings for items from Douban Event user histories. 2) MovieLens: the ratings in the
MovieLens data set are user-provided star ratings, from 0.5 to 5 stars.
Evaluation metric. 1) The Root Mean Squared Error (RMSE) is to measure the prediction
performance on the test data. RMSE is a frequently used measure of the diﬀerences between
values predicted by a model or an estimator and the values actually observed, as RMSE(e) =
2
√∑n
i=1 |xi−xˆi|2
n . 2) The Mean Absolute Error (MAE) is used to measure how close forecasts
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Data Set No. of User No. of Item No. of Ratings
Douban Event 100000 300000 3500000
Movielens 943 1682 100000
Table 1: Data set description
or predictions are to the eventual outcomes. The mean absolute error is given by MAE(e) =
1
n
∑n
i=1 |xi − xˆi|. In the both equation, xˆi is the predicted value and xi the observed value.
Baseline Method. 1) Pure content-based predictor(PCP), the prediction task is considered as a
multiple label text-categorization problem. Content (e.g. title, cast, etc.) of each item can be
seen as a bag of words, and user rating 0.5-5 is deﬁned as one of twelve labels. 2) User-based
CF(UCF), we implemented a pure collaborative ﬁltering component that uses a neighborhood-
based algorithm. In neighborhood-based algorithms, a subset of users are chosen based on
their similarity to the querying user, and a weighted combination of their ratings is used to
produce predictions for the active user. 3). Matrix Factorization(MF), the fundamental idea is
to embody user i and item j with low-dimension latent factors vector Ui ∈ Rk and Vj ∈ Rk.
Then, the dyadic rating r(ui, vj) of user i to item j is approximated by the inner product U
T
i Vj .
4.1 Experimental Evaluation
Model Accuracy. We tested Los and other three baseline methods on both Douban and Movielen
datasets, and results are listed in Table 2. The experimental results show that out model has
higher predictive accuracy. Apparently, our model integrates group preference which can better
model pattern of user rating. In the model, group preference is considered as distribution of
location based user group rating diﬀerent topics. Hence, a bayesian hierarchical generative
model is applied to summarize rating procedure and learn the generative rule.
PCP UCF MF Los
Douban: 99% as Training data
RMSE 1.157 1.099 0.818 0.719
MAE 1.059 0.104 0.771 0.693
Douban: 80% as Training data
RMSE 1.161 1.107 0.823 0.721
MAE 1.066 0.106 0.775 0.697
Douban: 50% as Training data
RMSE 1.181 1.123 0.843 0.739
MAE 1.087 0.112 0.791 0.716
Douban: 20% as Training data
RMSE 1.215 1.153 0.871 0.773
MAE 1.113 0.146 0.825 0.747
MovieLens: 99% as Training data
RMSE 1.327 1.219 1.016 0.931
MAE 1.117 1.071 0.966 0.892
MovieLens: 80% as Training data
RMSE 1.331 1.224 1.023 0.935
MAE 1.121 1.076 0.971 0.897
MovieLens: 50% as Training data
RMSE 1.351 1.242 1.041 0.955
MAE 1.141 1.096 0.991 0.917
MovieLens: 20% as Training data
RMSE 1.384 1.276 1.071 0.983
MAE 1.172 1.127 0.122 0.946
Table 2: Precision comparison among diﬀerent models.
Parameter Impacts. Our model needs two additional predeﬁned parameters, Kl representing
number of latent user groups and Kg representing number of item groups. There are some
works on how to set number of latent groups. But the self-adaptive models need more time
cost on parameter setting by multiple iterative learning. We implemented the model based on
diﬀerent latent parameter, use RMSE to measure precision and then we get the results in Fig.
5. We consider that model is performed based on diﬀerent Kl under Kg with constant value 50,
and experimental results on both data sets are showed in Fig.3(a) and Fig.4(a). Next, when Kl
is constant value 50 and the similar procedure is applied to Kg in Fig.3(b) and Fig.4(b). Then
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we can ﬁnd that error rate decreases as parameter increasing on both situations, and there are
small changes beginning from 50. In the last experiment, we also set both parameters to be 50.
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Figure 3: Latent variables w.r.t. model precision on Douban data.
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Figure 4: Latent variables w.r.t. model precision on Movielen data.
5 Related Work.
Traditional recommenders. There are two typical ways used to make recommendation:
collaborative ﬁltering [14, 3, 15, 7, 2, 19] and content-based recommendation. Collaborative
ﬁltering techniques automatically suggest relevant items for a given user by referencing item
rating information from other taste-similar users. There are two main methods in collaborative
ﬁlter, memory-based and model-based collaborative ﬁltering. Memory-based collaborative ﬁlter
makes rating prediction based on the entire collection of previously rated items by the users.
In most real-world scenarios, data are sparse. If a user is new and only rates few items, this
method cannot work well. Model-based method, like SVD, can get high accuracy, but it is
diﬃcult to scale to large data and is very slow to converge. Recommender systems using pure
collaborative ﬁltering approaches tend to fail when little knowledge about the user is known or
no one has similar interests to the user. Although the content-based method is capable of coping
with the lack of knowledge, it fails to account for community endorsement. As a result, some
research work focused on how to combine the advantages of both collaborative ﬁltering and
content-based methods [6, 13, 11]. Our model aims to collaborate user group preference under
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considering geographical information of user and content of item for personal recommendation,
which can tackle the cold start problem and obtain higher precision.
Location-aware recommenders. To date, many works recommend services to users by
considering users as nodes on the map with GPS locations. Take the mobile phone application
for example, several simple and practical methods are applied: (1) the KNN technique [5]
and its variants, e.g., the Additional KNN [9, 12] method which simply retrieves the k objects
nearest to a user. (2) Preference based methods such as skylines [4] and location-based methods
[17] require users to express explicit preference constraints. The CityVoyager system [17] mines
a users personal GPS trajectory data to determine her preference shopping sites. The spatial
activity recommendation system [21] mines GPS trajectory data with embedded user-provided
tags in order to detect interesting activities located in a city (e.g., art exhibits and dining
downtown). Based on this data, system can answer two query types: (a) given an activity type,
return where in the city the activity is happening, and (b) given an explicit spatial region,
querying burst activities in this region. All of above works didn’t consider location-based user
group. In our analysis, we ﬁnd the signiﬁcance of location-based user group preference for
rating prediction. Hence, our model can fully unleash the power of location information.
6 Conclusion
Collaborative ﬁltering (CF) is one of the most successful recommendation approaches. The
subgroup analysis has been proposed for improving accuracy. While, we ﬁnd that geographical
information of user have impacts on user group preference for items. In the paper, we proposed
a new Bayesian generative model, Los, for location-based user group preference modelling. The
collapsed Gibbs sampling was used for parameter inference. We also collected two datasets
from Douban and MoiveLen for testing. Experimental results show the performance of the Los
model.
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