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Abstract
Identification of materials from calibrated radiance data collected by an airborne imaging
spectrometer depends strongly on the atmospheric and illumination conditions at the
time of collection. This thesis demonstrates a methodology for identifying material
spectra using the assumption that each unique material class forms a lower-dimensional
manifold (surface) in the higher-dimensional spectral radiance space and that all image
spectra reside on, or near, these theoretic manifolds. Using a physical model, a manifold
characteristic of the target material exposed to varying illumination and atmospheric
conditions is formed. A graph-based model is then applied to the radiance data to
capture the intricate structure of each material manifold, followed by the application of
the commute time distance (CTD) transformation to separate the target manifold from
the background. Detection algorithms are then applied in the CTD subspace. This
nonlinear transformation is based on a random walk on a graph and is derived from
an eigendecomposition of the pseudoinverse of the graph Laplacian matrix. This work
provides a geometric interpretation of the CTD transformation, its algebraic properties,
4
5the atmospheric and illumination parameters varied in the physics-based model, and the
influence the target manifold samples have on the orientation of the coordinate axes in the
transformed space. This thesis concludes by demonstrating improved detection results
in the CTD subspace as compared to detection in the original spectral radiance space.
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Nomenclature
β scalar value that is multiplied to the weighted edges connecting the physics-based
targets
φi i
th-eigenvector of the pseudoinverse Laplacian L+
ψi m × 1 CTD transformed node vector vi
δrot target rotation angle used in the physics-based model
 positive scalar offset applied to the heat kernel edge-weighting function
Γ(vi) neighborhood of the vertex v1; set of all vertices adjacent to vi
Λˆ m × m diagonal matrix containing the first m largest eigenvalues of L+ i.e., the m
smallest nonzero eigenvalues of L
Uˆ n × m matrix whose columns correspond to the first m largest eigenvalues of L+
i.e., smallest nonzero eigenvalues of L
0 vector whose elements are all zero; the zero vector 0 = (0, 0, . . . , 0)>
1 vector whose elements are all one; 1 = (1, 1, . . . , 1)>
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Λ n × n diagonal matrix with diagonal entries equal to the eigenvalues of L
D n × n weighted degree matrix
L n × n graph Laplacian matrix
L+ n × n Moore-Penrose pseudoinverse of the graph Laplacian matrix L
T p × d target matrix containing the p physics-based target vectors ti
ti the ith physics-based target generated using the ith combination of illumination
and atmospheric conditions
U n × n matrix whose columns correspond to the eigenvector of L+
vi n × 1 node vector for vertex vi represented in node space
W n × n weighted adjacency matrix
xi d × 1 spectral vector of hyperspectral image at ith spatial location.
z unit vector normal to the target’s surface
E edge set of the undirected weighted graph G
G undirected weighted graph
V vertex set of the undirected weighted graph G
ω edge-weighting function that assigns a positive value to edge edge in E
φ0 solar azmuthal angle using the target centered coordinate system
φv sensor azmuthal angle in the target centered coordinate system
ρi ith-eigenvalue of the pseudoinverse Laplacian L+
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σ scalar value that adjusts the shape of the heat kernel
τ0 atmospheric transmittance along the sun-to-target path
τv atmospheric transmittance along the target-to-sensor path
θ0 solar zenith angle in the target centered coordinate system
θv sensor zenith angle in the target centered coordinate system
λ˜i ith smallest nonzero eigenvalue of L corresponding to the physics-based target
detection approach; eigenvalues of the Laplacian matrix formed by augmenting
the image data and physics-based targets
u˜i ith eigenvector of L corresponding to the physics-based target detection approach;
eigenvectors of the Laplacian matrix formed by augmenting the image data and
physics-based targets
ρ˜i ith smallest nonzero eigenvalue of L+ corresponding to the physics-based target
detection approach; eigenvalues of the pseudoinverse Laplacian matrix formed by
augmenting the image data and physics-based targets
cij the commute time distance between vertices vi and v j
d number of spectral bands in a hyperspectral image
di weighted degree of vertex vi
F shape factor; fractional amount of the sky dome exposed to the target
hij the hitting time from vertex v j to vi
H ji first hitting time from vertex vi to vertex v j
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I square identity matrix
k number of nearest neighbors for each data point during the initial search phase
L(λ) sensor-reaching spectral radiance where λ denotes the wavelength
Ldirect direct solar path radiance; photons originating from the sun that directly interact
with the target and are reflected into the sensor’s line of sight
Ldownwelled downwelled path radiance; photons that are scattered by the atmosphere onto
the target of interest
Lupwelled upwelled path radiance; photons scattered by the atmosphere into the sensor’s
line of sight
m dimensionality of the CTD subspace; number of eigenvalues and eigenvectors
retained for CTD transformation
n total number of vertices in graph G
p number of physics-based targets generated by MODTRAN
r(λ) spectral reflectance factor of the target material
vi ith vertex in the undirected weighted graph G
zg ground elevation of the target
DRCT RFLT total reflected radiance from the ground; MODTRAN output from tape7.scn
file
GRND RFLT total reflected radiance from the ground; MODTRAN output from tape7.scn
file
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SOL SCAT solar multiple-scattered radiance of the path radiance;MODTRAN output from
tape7.scn file
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”Anybody who has been seriously engaged in
scientific work of any kind realizes that over the
entrance to the gates of the temple of science are
written the words: Ye must have faith.”
— Max Planck
1
Introduction
1.1 Remote Sensing and Imaging Spectroscopy
Remote sensing can be defined as the field of study associated with extracting information
about an object without coming into physical contact with it [3]. Extracting information
remotely can be accomplished by characterizing how energy, in the form of acoustic,
electromagnetic, or nuclear energy, interacts with the object of interest. As a result, re-
mote sensing encompasses a myriad of disciplines including astronomy, medical imaging,
29
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Figure 1.1: Electromagnetic (EM) spectrum. Visible region has been enlarged and has a
nominal range of approximately 400 nm to 700 nm. Image courtesy of wikipedia.com.
sonar, radar, and earth observation from aerial and/or satellite platforms. This work will
focus on the latter discipline in which the primary source of illumination is assumed to be
the Sun and materials are identified from measuring the reflected electromagnetic (EM)
radiation that is incident on the earth observing optical system. A spectrum of a mate-
rial is defined here as the distribution of measured electromagnetic energy as a function
of wavelength and it contains information relating to the chemical composition of that
material. More precisely, the characteristic shape of a material’s spectrum results from
electronic, vibrational, and rotational resonance of the molecules composing the material
[4]. The analysis, measurement, and interpretation of a material’s spectrum is called
spectroscopy and the instruments used to measure the spectrum are called spectrometers.
Note that these instruments do not characterize how spectral information is distributed
spatially. Imaging spectrometers are instruments designed to collect both spatial and spec-
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tral information about an environment. Each pixel location in the image contains spectral
measurements of the materials contained within its ground projected area. These systems
can be categorized into two groups based on the number of spectral measurements made
over a particular spectral wavelength region and the corresponding spectral resolution
of those measurements; those with tens of spectral bands and broad spectral bandwidths
are referred to as multispectral systems whereas those with hundreds of narrow con-
tiguous bands are referred to as hyperspectral systems. The advantage of hyperspectral
systems resides in the greater wealth of information obtained from their ability to more
finely measure spectral attributes of a material spectrum. As a result, the data sets used
in this work will be acquired from airborne hyperspectral systems that collect spectral
measurements from the visible (VIS) to shortwave infrared (SWIR) regions of the EM
spectrum. Nominally, measurements are collected in the range 0.4µm − 2.5µm. Further-
more, the target detection methodology introduced here includes using a graph-based
model for the hyperspectral data and applies a nonlinear transformation that will increase
the separation of the in-scene material classes based on the graph structure.
The application investigated here is not much different then what humans do on a
routine basis. Our visual system, which includes an optical system (the eye) and higher
level systems to process that information (the cognitive system), collects and characterizes
how spectral information is spatially distributed over an environment and the cognitive
system formulates actionable decisions from this information. However, the spectral
information collected only includes a narrow portion of the EM spectrum, as seen in
Figure 1.1, which nominally ranges from about 0.4µm to 0.7µm. Furthermore, as shown
in Figure 1.2 the human eye is composed of three broad spectral sensors (cones denoted
by curves S, M, and L) that are sensitive to different regions of the visible spectrum and a
panchromatic sensor (rods denoted by curve R) that integrates the collected energy over
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Figure 1.2: Spectral sensitivities of cones (S,M,and L) and rods (R). Image courtesy of
website ffden-2.phys.uaf.edu.
the entire region. As a result, many materials may appear the “same” even though their
material compositions are very much different. On the other hand, multispectral and
hyperspectral imaging spectrometers have the ability to sample the spectral signature
within finer intervals thereby retaining much of its characteristic shape. This concept is
illustrated in Figure 1.3 where the spectral signature (reflectance) at three spatial locations
of the image are displayed. As already mentioned, they are generally constructed to collect
radiant energy outside the range of the human eye. For this reason, the field of imaging
spectroscopy has become an active area of research including the development of systems
with greater performance and new methods for analyzing the voluminous data received
from them.
1.2 Research Objectives
Due to the high dimensionality of the spectral data, visual analysis of hyperspectral data
is precluded. As will be discussed in the following chapter, mathematical models are
applied to extract hidden features, such as a particular material class within the data set.
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Figure 1.3: Illustration of hyperspectral imagery courtesy of Ref. [1].
The models that are typically applied include the probability density, linear subspace,
and linear mixture models. Each makes a simplifying assumption such as multivariate
normality, in the case of the probability density, and linear assumptions in the other two
cases. It has been shown in several studies that hyperspectral data are generally not
Gaussian in nature [5, 3, 6, 7]. For example, Gillis et al. (2005) demonstrates how oceanic
hyperspectral data are highly nonlinear and generally consist of a number of curves
that are joined together at their endpoints. Furthermore, the linear mixture model also
makes the assumption that the endmember vectors of the convex hull correspond to the
unique material classes in spectral space. However, what’s to prevent a unique material
class from residing within the convex hull structure and, therefore, falsely modeled as
a linear combination of the other unique material class endmembers. The mathematical
model applied to the spectral data in this work is a graph-based model developed from
a nearest neighbor similarity approach. It does not apply such strict distributional or
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linear assumptions on the spectral data and can be adapted to each data set. Models
with this characteristic are sometimes referred to as data driven models. The assumption
used in this work is that all unique material classes form lower-dimensional manifolds
(surfaces) in the higher-dimensional spectral space and that all image spectra reside on,
or near, these theoretic manifolds. Therefore, the graph-based model forms a discrete
approximation of the continuous manifolds in spectral space and the image spectra act as
a sampling of these theoretic manifolds. Once the model has been applied to capture the
intricate structure of the material manifolds, a nonlinear graph-based transformation is
applied to separate them. This is referred to as the commute time distance transformation
due to its relationship to a quantity of a random walk on a graph. Unlike Fisher’s Linear
Discriminant, no statistical parameter estimation is necessary and, therefore, no a priori
knowledge the material classes is required. It will be shown that most of the spectral class
structure is contained in the first few feature images of this transformed space.
The objective of this thesis is to demonstrate the utility of a graph-based model used
in conjunction with the commute time distance transformation to hyperspectral image
applications. In particular, this work will focus mainly on the applications of spectral
anomaly and target detection. The following objectives will be addressed in this work:
1. Give a geometrical interpretation of the CTD transformation as implemented for
the analysis of remotely sensed spectral imagery. This will allow us to predict how
best to apply the graph-based model. This is addressed in Chapter 4.1.
2. Determine if this transformation is appropriate for the separating material types and
properties via the spectral information. The first application is given in Chapter
5 where several supervised classification techniques are applied to determine if
improved separation occurs in the transformed space. This section also provides a
method for dimensionality reduction.
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3. Analyze the importance of the edge-weighting function and similarity graph in the
graph-based model. This is addressed in Chapter 4.3.
4. Develop a graph-based anomaly detection approach using the CTD transforma-
tion and demonstrate improved detection results when compared to spectral space
equivalent. Chapter 7 is devoted to this objective starting with the formation of the
graph-based anomaly detection algorithm and then applying it to real hyperspectral
data sets.
5. Develop a methodology by which the CTD transformation can be tailored for sep-
arating a target class from the background. This methodology will account for the
lack of a priori knowledge of the location of known target signatures in the trans-
formed space. The development of a graph-based target detection methodology is
presented in Chapter 9. The physics-based modeling approach, outlined in Chapter
8, allows us to obtain a prediction of the target’s location in the transformed space.
We will demonstrate improved detection results.
”Do not go where the path may lead, go instead
where there is no path and leave a trail.”
— Ralph Waldo Emerson
2
Background
2.1 Mathematical Models Applied to Spectral Imagery
Imaging spectrometer data can be represented as a three dimensional structure which
encompasses both spatially and spectrally sampled data of a given scene. Given an image
with d spectral bands, the observed spectral radiance, or estimated surface reflectance,
can be modeled as a scattering of points in a d-dimensional Euclidean space Rd such
that each of the coordinate axes corresponds uniquely to a single spectral band [5]. In
36
CHAPTER 2. BACKGROUND 37
other words, each spatial element in the spectral image can be represented by a vector
x = (x1, x2, . . . , xd)> with the ith-component corresponding to the spectral radiance, or
estimated reflectance, in the ith spectral band. If every material had a unique deterministic
spectrum that could be accurately measured by the imaging spectrometer, one could
easily discriminate between the different materials in the scene. However, there exists
an inherent variability in a material’s spectrum due to variations in the material surface,
molecular composition, sensor noise, etc. Additionally, aerial and satellite based systems
have another large source of variation in the measured spectrum due to atmospheric
and illumination conditions that vary both spatially and temporally [5]. Due to the high
dimensional nature of this type of imagery and variations in the measured spectrum,
simple visual analysis of spectral data is precluded and mathematical models are applied
to extract useful information.
For spectral image applications to be successful, this inherent variability associated
with the spectra must be taken into account. Three mathematical models are often
applied to spectral data including the probability density, linear subspace, and linear
mixture models. Probability density models include the calculation of mean vectors and
covariance matrices of the image data. These quantities can be computed on the entire
data set or within windowed regions centered about a pixel of interest to characterize the
spectral variability on a local scale. To describe the overall probability density of a data
set, a reasonable mathematical model can take the following form:
f (x) =
M∑
i=1
θi f (x|i)
where f (x) is the probability density function describing the probability of x occurring in
the data set, θi is the prior probability of the ith-class occurring such that
∑M
i=1 θi = 1 and
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the conditional density function is generally assumed to take the form of a multivariate
normal density [3]. Therefore, it is important to note that this model assumes the data are
distributed in a hyperellipsoid with greatest probability of occurrence towards the center.
It has been shown in several studies that hyperspectral data are generally not Gaussian
in nature [5].
The remaining two models are based on a geometric description of the data. The
linear subspace model accounts for spectral variability by restricting the spectral vector
to vary within an l-dimensional subspace, such that l < d, for an image with d spectral
bands. Therefore, this model can be described as
x =
l∑
i=1
aisi = Sa
where a = (a1, a2, . . . , al)> is a vector of weights applied to the orthogonal basis vectors of
the subspace that form the column vectors of the matrix S = (s1, s2, . . . , sl). The Linear
Mixing Model applies the assumption that the observed spectrum of a pixel can be
written as a linear combination of a small number of unique vectors called endmembers.
This geometric description of the data takes the same mathematical form as the above
equation except that now the column vectors of the matrix S correspond to the spectral
endmembers and a is the abundance vector with the following constraints:
∑l
i=1 ai = 1,
and ai > 0 ∀ i = 1, . . . , l under the fully constrained linear mixing model. As described
in Manolakis et al.(2003)[5], when different materials are in a close proximity to each
other in a scattering surface, the resulting spectrum is a highly nonlinear combination of
endmembers. Additionally, endmember extraction techniques are developed from the
idea that unique material spectra reside at the “corners” of a convex hull. If a unique
material class is embedded within the convex structure, endmember extraction techniques
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will fail to identify it as a separate material class and, consequently, will be described as
a linear combination of the other endmembers.
The three models mentioned above enforce distributional assumptions on the data
such as multivariate normality and linearity. As systems improve in spatial, spectral,
and radiometric resolution, the spectral data obtained will deviate further from these as-
sumptions. In this work, we introduce a graph-based model and demonstrate its ability to
characterize the underlying structure of the spectral data. Graph-based models are con-
structed by simply connecting data points with edges determined from some measure of
pairwise “similarity” between them. The arbitrary nature of pairwise “similarity” gives
these models the flexibility of combining spectral, spatial, and temporal information. This
ultimately encodes the inherent structure of the data, and by using graph theoretic tech-
niques, the structural information can be extracted. Unlike the models described above,
no statistical or linear assumptions are placed on the data. However, the underlying
assumption for this model is that the graph captures the inherent structure of the data. In
Chapter 3, we introduce the mathematical framework of graphs.
2.2 Data Transformations Applied to Spectral Imagery
As discussed in the previous section, the ith spatial element of a spectral image can
be represented as the vector xi = (x1, x2, . . . , xd)>. These vectors are often referred to
as spectral vectors and the underlying vector space is called spectral space. This vector
space representation permits the application of linear and nonlinear transformations that
result in alternative representations of the data. The alternative representations are often
referred to as feature spaces. They do not add any additional information but rather
redistribute the original information into a more useful form [8]. The spectral space
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representation of the data is itself a feature space with corresponding transformation
operator equal to the identity matrix. However, this representation is not necessarily the
best feature space to extract information for spectral image applications like classification.
One reason is that adjacent spectral bands are often highly correlated and, therefore,
provide redundant information.
2.2.1 Principal Components Analysis
One of the most common transformations applied to spectral data is the principal compo-
nents (PC) transformation. Algebraically, principal components are formed as uncorre-
lated linear combinations of the original features i.e., the spectral bands in our case, and
is therefore a linear transformation of the original data. Its geometrical interpretation
is one of rotating the coordinate system as to align the axes along mutually orthogonal
directions with maximum variability. Therefore, the principal components transforma-
tion equates information with variance. The transformation can be obtained simply by
projecting the spectral vectors onto the eigenvectors of the data covariance matrix. The
principal component images are uncorrelated and are ordered such that the first principal
component image contains the greatest variance and the dth principal component image
contains the minimum variance for an image with d spectral bands. This results in the
removal of the correlation between the original spectral bands and provides a method
for dimensionality reduction by removing the higher order principal component images
containing low variance. A disadvantage of this transformation is that the principal com-
ponent vectors are scene dependent and often have no obvious physical interpretation
i.e., they do not separate material classes within the image [3] [9]. Another important
limitation of this transformation results when a critical material class contains a small
number of pixels. Since the transformation is based on the covariance matrix calculated
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over the entire scene, such a class may not be able to influence the covariance structure
enough to cause a separation in the transformed space [3]. This may have the result
of embedding the sparsely populated class into the higher order principal component
images containing little variance.
2.2.2 Maximum Noise Fraction
The principal component transformation works well when the signal-to-noise ratio is
high. In many cases, the instrument noise is sufficiently large resulting in spectral im-
ages with lower signal-to-noise ratios. Because the principal components transformation
equates information with variance, significant noise in one or more spectral bands may
contribute greatly to the covariance structure forcing it to appear in the lower PC bands.
In other words, the PC images will overemphasize those bands at the expense of other
scene based variance. To reduce the influence of noise, Green et. al (1988) suggests using
the maximum noise fraction (MNF) transformation. It is equivalent to performing two
principal component transformations: the first PC transformation is based on the eigen-
vectors of the estimated noise covariance matrix followed by another PC transformation
on the noise whitened data. In operation, one assumes the noise and scene covariance are
independent, and methods for estimating the noise covariance can be found in [3]. This
is clearly a disadvantage of this method; given a scene, a user needs to obtain an estimate
of its noise content. Additionally, it also suffers from the remaining disadvantages of the
original PC transformation described in the previous paragraph.
2.2.3 Fisher’s Linear Discriminant
As mentioned above, both the PC and MNF transformations do not utilize material class
information; that is, in general the axes are not aligned in a manner to separate the different
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material classes. The primary purpose of Fisher’s linear discriminant transformation is to
separate multivariable populations and is often extended for use in supervised classifica-
tion [10]. Whereas the principal components transformation seeks to maximize variance,
the goal of this transformation is to maximize the separability between material classes
while minimizing the variance within classes. As a result, this transformation requires
estimates of the class means and covariances. In many cases, class information is not
available and often not abundant enough to extract representative statistical parameters.
Note, however, that this method does not make distributional assumptions on the data;
not until its application in supervised classification does it apply a multivariate normal
distributional assumption [10].
The data transformations introduced thus far have been linear with respect to spectral
space i.e., formed from linear combinations of the spectral bands. However, hyperspectral
data has been shown to be inherently nonlinear as a result of many sources including
the nonlinear nature of light scattering from a material as described by its bidirectional
scattering function (BRDF) [3, 6]. Gillis et al. (2005) demonstrates how oceanic hyperspec-
tral data are highly nonlinear and generally consist of a number of curves that are joined
together at their endpoints. Many researchers have been actively investigating nonlinear
transformations that may help to expose the nonlinear structure contained in the high
dimensional spectral space. In Chapter 4, a nonlinear transformation derived from a mea-
sure of a random walk on a graph is discussed. Unlike the PC transformation, many of the
feature images are correlated to physically derived scene material classes and its ability to
separate them is independent of the number of in-scene pixels for a given material class.
Furthermore, no statistical parameter estimation is necessary and, therefore, no a priori
knowledge of the in-scene classes is required. Instead, the separability of unique material
classes will depend on the graph structure imposed on the data and, therefore, on the
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connectivity between the classes. Additionally, it will be shown that most of the spectral
class structure is contained within the first few feature images of this transformed space.
As demonstrated in Chapter 4.1, the coordinate axes of this feature space are aligned
along maximum variability in terms of the random walk quantity and, thus, will provide
a method to transform the spectral data into a lower dimensional feature space. This is
referred to as the commute time distance (CTD) transformation and its ability to separate
materials will be heavily dependent on the type of similarity graph chosen to model the
spectral data. In fact, neighborhood connectivity properties are preserved in this feature
space and the transformed data has the following important characteristic: if two points
in spectral space are connected by many paths, and/or the “lengths” of those paths are
relatively small, the two data points will be separated by a very small Euclidean distance
in the transformed space. Conversely, two data points that are connected by few paths
with lengths that are relatively large will find themselves separated by a large Euclidean
distance in the transformed space. Chapters 7 and 9 apply this transformation to expose
anomalous structure and locate target classes within hyperspectral imagery, respectively.
2.3 Hyperspectral Target Detection
Statistical signal processing is fundamental to the design of algorithms used to determine
when an event of interest occurs and to determine more information about that event.
The task of determining the occurrence of an event is broadly known as detection theory
and is applied to many applications. In radar, for example, we are interested in deter-
mining whether an aircraft is approaching or not. If an aircraft is present, the transmitted
electromagnetic pulse will be reflected back to the receiver where it is detected. However,
the problem becomes statistical in nature due to the presence of ambient radiation and
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sensor noise. Furthermore, the task really becomes determining whether the received
signal is noise or a combination of the target of interest plus noise. Likewise, the appli-
cation of hyperspectral target detection seeks to determine whether a particular material
class, assumed to be scarcely populate within image, is present or not. As we discuss
later in this section, many sources of noise exist in this problem including the statistical
variation in a material’s composition, spatially and temporally varying illumination and
atmospheric conditions, similar background materials contained in the image, sensor
noise, and the reflectance properties of the material (bidirection reflectance function) to
name a few. Since the task requires determining whether or not a particular spectral
class exists within an image, the problem can be formulated as binary hypothesis test.
The null hypothesis H0 asserts that the spectral vector xi under test originates from the
background clutter while under the alternative hypothesis H1, xi belongs to the target
class. The detector that maximizes the probability of detection for a given false alarm rate
is the likelihood ratio test
L(xi) =
p(xi|H1)
p(xi|H0) > η (2.1)
where p(xi|H0) and p(xi|H1) are the conditional probability density functions under the two
hypotheses, and if the ratio exceeds a certain threshold η, then the alternative hypothesis
is true and, therefore, the target is present. The simplest detection problem involves a
known deterministic target and background signal. In this case, the decision it obvious:
it is either the target signal or not. The problem becomes considerably more difficult as
knowledge about the target and background decreases. One generally has to make sim-
plifying assumptions pertaining to the distributions under the two hypotheses, p(xi|H0)
and p(xi|H1). Additionally, the parameters that accompany the assumed distributions are
often replaced with their maximum-likelihood estimates. These detectors are called adap-
tive. Deciding the appropriate value for the threshold η is of paramount importance when
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applying a given detector. Due to the statistical nature of the detection problem, their
is always a compromise between choosing a low threshold to increase the probability of
detection PD while at the same time keeping the probability of false alarms PFA low. For
any given detector, the trade-off between PD and PFA can be quantified by the receiver
operating characteristic (ROC) curve as a function of the threshold η. We make extensive
use of these plots to quantify the performance of the graph-based detection methodolo-
gies in Chapters 7 and 9. The term detection statistic is used often in the discussion of the
results in these chapters and refers to the value of the likelihood function.
Three detectors will be used throughout this work. One is used in an application
closely related to target detection, called anomaly detection, and the remaining two are
used for target detection. Each is now formulated so that the reader is aware of their
underlying assumptions. This will become important when comparing the performance
of traditional approaches with the graph-based methodologies developed in this work.
Consider the problem specified by the follow hypotheses:
H0 : xi ∼ N (µb,Σb) target absent
H1 : xi ∼ N (t,Σt) target present
where the conditional probability distributions of the two hypothesis are assumed to
be normally distributed N (·) with different means and covariances corresponding to the
cases of background clutter only (µb,Σb), and target plus background clutter (t,Σt) under
H0 and H1, respectively. Substituting these distributions into Equation 2.1 and taking the
natural logarithm, the quadratic detector can be derived as:
rquadratic(xi) = (xi − µb)>Σ−1b (xi − µb) − (xi − t)>Σ−1t (xi − t) (2.2)
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Mathemtatically, this detector determines whether the target is present or absent by
calculating its Mahalanobis distance from the two centers of the background and target
classes, respectively. If the background and target classes are assumed to have the same
covariances, Σb = Σt = Σ, the above detector can be simplified further to the following
linear form:
rSMF(xi) = (xi − ub)>Σ−1(t − µb). (2.3)
This detector is typically referred to as the spectral matched filter when applied to hy-
perspectral imagery. Often, this detector is normalized by dividing it by the constant
κ = (t− ub)>Σ−1(t−µb) since it simplifies to unity when xi = t. We will apply this detector
to the CTD transformed data in Chapter 9 and show improved detection results. A special
case of target detection is the situation where no a priori information exists regarding the
target class: that is, we don’t have any knowledge of the target signal but we are looking
for signals that deviate from the background distribution. In the hyperspectral commu-
nity, this is referred to as anomaly detection. Similar to the construction of the matched
filter, if the background and target classes are assumed to have a multivariate normal
distribution with equal covariances, the benchmark Reed-Xiaoli (RX) anomaly detector
can be derived as
rRX(xi) = (xi − µb)>Σ−1(xi − µb) (2.4)
which calculates the squared Mahalanobis distance each vector xi is from the background
mean vector µb. As a result, the decision surface for a given threshold η is a hyperellipsoid
in spectral space rather than the linear hyperplane decision surface corresponding to the
spectral matched filter.
There are many issues that can complicate the success of detecting a known target
spectrum in a given spectral image. Often the target spectrum is in units of reflectance,
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(a) (b)
Figure 2.1: (a) The traditional approach to target detection that includes atmospherically
compensating the data and performing detection in the spectral reflectance domain. (b)
The physics-based modeling approach to target detection where the target’s reflectance
spectrum is propagated through the atmosphere and detection is performed in the spectral
radiance space.
as it is often acquired from a spectral library, whereas the spectral image is in units of
calibrated radiance. This issue is generally solved by performing atmospheric compensation
on the calibrated radiance data thereby transforming the measurements into estimated
ground reflectance. Detection is subsequently performed in the spectral reflectance space
as illustrated in Figure 2.1(a). The success of detecting the target of interest, therefore,
is heavily dependent on correctly characterizing the atmosphere. Since launching a
radiosonde at the exact time and location of the data acquisition is often infeasible, a certain
level of uncertainty exists in the concentration of the atmospheric gas constituents and
aerosols. Additionally, contrary to the assumption of per-pixel direct solar illumination
made by most atmospheric compensation techniques, targets of interest are often placed
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in regions of variable illumination. This is especially true for military applications where
enemy forces intentionally place military objects in regions that are partially or fully
concealed. This is best illustrated with an example. Figure 2.2(a) is a color rendering of an
image acquired by SpecTIR’s ProSpec TIR-VS sensor (cf., Chapter 6) with square panels
made of red felt placed under variable illumination conditions. The locations of these felt
panels are indicated by the boxed regions A through F. Targets located at sites A and B are
directly illuminated by the sun while the remaining target sites are exposed to different
amounts of shade and concealment by the trees. The primary source of illumination on
the latter sites result from photons that are scattered by the atmosphere onto the panels of
interest before being reflected into the sensor’s line-of-sight. The resulting magnitude of
the sensor-reaching radiance will of course be lower and, due to scattering, there will be a
greater contribution from lower wavelength photons (blue) as compared to the sites that
are exposed to direct illumination. This is confirmed in Figure 2.2(c) and 2.2(d), where the
sensor-reaching radiance from the red felt panels at sites A (red), B (blue), and C (green)
are displayed. Figure 2.2(c) shows an obvious magnitude difference between target’s that
are directly illuminated and those in shade while Figure 2.2(d) displays the difference
in their shape (or direction). Referring to Equations 2.2 and 2.3, someone may have the
following questions: First, which of these spectral vectors should represent the target
vector t? Secondly, does it matter which one we choose to represent the target vector?
The answer to the latter question is unequivocally, yes! Using the spectral matched filter
with the target vector t equal to the radiance extracted from site A, the resulting detection
statistic map is displayed in Figure 2.2(b). Larger digital counts (brighter) assigned to a
pixel indicate that it exhibits greater target-like behavior. Only sites A and B were easily
detected in this example. Although the enclosed yellow boxed region contains large
detection scores, its location does not correspond to the target site E and is, therefore, a
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false alarm.
At the time of data collection, many parameters related to scene geometry are known.
This includes the scene location, sensor altitude and orientation, day of the year and
the time of acquisition. These parameters can be used to determine the atmospheric
path length for which the radiant energy propagates through before reaching the sensor.
However, as mentioned above, many other in-scene parameters are generally not known
a priori and will manifest as sources of variance in the resulting sensor-reaching radiance.
Examples already covered include the concentration of the atmospheric gas constituents
and aerosols responsible for absorption and scattering along this path length, and also
the possible illumination conditions a target on the ground may be exposed to. Due to
this uncertainty in the environmental conditions, Healey and Slater (1999)[12] proposed
instead to propagate the laboratory measured target reflectance spectrum through vari-
able atmospheres, thereby transforming it into sensor-reaching radiance. This is referred
to as the physics-based modeling workflow for target detection and all subsequent processing
is conducted in the spectral radiance domain, as illustrated in Figure 2.1(b). Due to its
ability to account for complex illumination conditions, this approach is also referred to as
the illumination invariant approach. Since the detectors introduced thus far take only a sin-
gle estimate of the target vector as input, this approach demands new ones to be created
that model the variance of the estimated target vector ensemble. Healey and Slater (1999)
created a detector based on least-squares regression where each pixel was projected onto
a linear subspace spanned by a set of basis vectors estimated from the ensemble of target
vectors. Mathematically, the detector can be written as
rHealy−Slater(xi) = ||xi −
(
S>S
)−1
S>xi||2 (2.5)
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where the columns of the matrix S contain the basis vectors derived from the physics-
based targets using a technique like the singular value decomposition. Based on the plot
of its singular values, q singular vectors are generally retained such that S ∈ Rd×q, for an
image with d spectral bands. Note for this particular detector, low scores exhibit greater
target-like behavior since small values indicate that xi is closer to the target subspace.
The physics-based detector that will be used for comparison with the graph-based target
detection methodology in Chapter 9 is the state-of-the-art subspace ACE (SS-ACE) detector
derived from E.J. Kelly’s GLRT [13] and given by
rSS−ACE(xi) =
x>i Σ
−1S
(
STΣ−1S
)−1
STΣ−1xi
x>i Σ
−1xi
(2.6)
Unlike the above physics-based detectors that model the target variance as a linear
subspace, the graph-based target detection methodology introduced in this work will ap-
ply the assumption that the target class resides on a lower-dimensional manifold (surface)
in the higher-dimensional spectral radiance space. The estimated physics-based targets
are used to form a theoretical target manifold and the graph-based model captures its
intricate structure. The commute time distance transformation is then applied to separate
the target manifold from the background. The power of manifold learning techniques
resides in the lack of distributional assumptions placed on the data; these techniques
allow manifolds to take any arbitrary shape.
CHAPTER 2. BACKGROUND 51
(a) (b)
(c) (d)
Figure 2.2: (a) SHARE 2012 image with red felt panel targets placed under variable
illumination conditions and (b) displays the detection statistic received using the SMF
detector and a target vector extracted from the red felt panel at site A. The yellow boxed
region in (b) is not a target panel but is actually a false alarm. (c) Displays a plot of the
sensor reaching radiance from sites A (red), B (blue), and C (green). (d) Vector normalized
plots in (c).
“Begin at the beginning,” the king said, gravely,
“ and go on till you come to an end; then stop.”
— Lewis Carroll, Alice in Wonderland
3
Random Walks on a Graph and the Graph
Laplacian
3.1 Introduction to Graph Theory
Graph theory has strong historical roots in mathematics, especially in the area of topology.
Its birth is often attributed to the Ko¨ningsburg bridge problem , proved by Leonhard Euler
in 1736. Graph-based models have become increasingly popular in areas such as pattern
recognition and computer vision as a result of their ability to represent complex visual
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patterns and maintain structural information. More importantly, these models place
special emphasis on connectivity properties of the graph in contrast to more conventional
models where only unary measurements are used to determine pairwise ”similarity”
between data points. That is, rather than quantifying the ”similarity” between two data
points with a single measure describing their proximity, such as the Euclidean distance
between them, graphical models can also account for more complex relationships based
on the connectivity properties of the graph imposed on the data set. For example,
suppose a graph is applied to a spectral image such that each spectral vector in spectral
space is connected to its k nearest neighbors. If two spectral vectors share many of the
same neighbors and are in close proximity, the probability that they originate from the
same material class in the scene is increased. Therefore, our model is accounting for
proximity and neighborhood connectivity. Within this chapter, we will investigate such
a quantity that can be derived from a graph. Additionally, from the arbitrary nature of
graph construction, graph-based models provide a unique flexibility that could account
for spatial similarity, spectral similarity, or both attributes. Their potential use in fusing
different imaging modalities, such as hyperspectral with LIDAR or synthetic aperture
radar (SAR) data sets, is great and warrants further investigation. The potential for these
applications will be revisited again in Chapter 10.
An undirected weighted graph G = (V ,E , ω) is a collection of two finite sets, V and E ,
called the vertex set and edge set, respectively, and an edge-weighting function ω. The
edge-weighting function ω : E → R+ used here associates a nonnegative weight to each
element of the edge set. The elements of the vertex set are often referred to as vertices,
or nodes, and the elements of the edge set are called edges. The edge set is composed of
unordered pairs of the vertices such that if two vertices vi and v j are endpoints of an edge,
then {vi, v j} ∈ E . These two vertices are said to be adjacent and can also be denoted as
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vi ∼ v j. The adjacency structure of a graph G can be represented in matrix form using
the weighted adjacency matrix W. Given a graph with n vertices (|V | = n), W will be
an n × n-matrix with its rows and columns corresponding to some arbitrary ordering of
the vertex set and its nonzero entries corresponding to the weighted edges connecting
them if an edge exists between them. The convention used here, which will become more
evident later, is to assign a value of zero if no edge exists between two vertices. Therefore,
the weighted adjacency matrix can be summarized mathematically as
[W]i j =
 ωi j if {vi, v j} ∈ E0 otherwise.
Figure 3.1 provides an example of an undirected graph. First the vertex set V is composed
of the vertices u, v, y, and x and the edges are {u, v} = {v,u}, {v, y} = {y, v}, {y, x} = {x, y}, and
{v, x} = {x, v}with weights assigned to them in red. Figure 2.1 also shows its corresponding
weighted adjacency matrix W. The graphs that will be analyzed here are called simple
graphs; they exclude the existence of multiple edges and loops i.e., edges with equal
endpoints and edges having the same endpoints, respectively. Note that in the absence
of loops, the main diagonal entries of the weighted adjacency matrix will be zero. Aside
from being nonnegative, the mapping function used here is required to be symmetric
such that ωi j = ω j i, causing W to be a symmetric matrix.
The weights will also have the following convention: the more similar two vertices
vi and v j are, the greater the magnitude of the weight ωi j associated to that edge. When
applied to spectral imagery, the graph will be constructed on the spectral data such that
the vertex set V will be composed of all spectral vectors (pixels), the edge set E will be
composed of unordered pairings of those pixels based on the similarity graph (cf., Section
3.2), and the weighting function ω used is based on the heat kernel (cf., Chapter 4.3).
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Figure 3.1: An undirected weighted graph and its associated weighted adjacency matrix
W and weighted degree matrix D.
A major portion of graph theory deals with the study of the connectedness of a graph.
One such pairwise measure of connectedness has already been introduced; the adjacency
of vertices. However, there are many other measures of connectedness that can be defined
such as the collection of all neighboring vertices of a vertex, the number of neighbors two
vertices have in common, and the number of paths that exist between two vertices, to
name a few. The commute time distance, as discussed in Section 3.4, can also be viewed
as a measure of pairwise vertex connectedness that takes into account the number of
paths that exist between them and their respective ”lengths.” However, two additional
measures of connectedness that will be required for its development are now introduced.
The neighborhood of a vertex vi, denoted as Γ(vi), is the set of all adjacent vertices to it. The
(weighted) degree di of vertex vi is the sum of the weighted edges that are incident to it.
Since the graphs discussed in this work exclude loops and multiple edges, the degree for
a vertex vi can be written mathematically as di =
∑
v j∈Γ(vi)ωi j. Recall that, in the absence of
an edge connecting two vertices that the corresponding entry in the weighted adjacency
matrix is zero. Therefore, the degree of a vertex can also be obtained by summing along the
corresponding row or column of that vertex in the weighted adjacency matrix. Referring
to Figure 3.1, note that the three edges incident to vertex v have weights ωuv = 1/3,
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ωyv = 1, and ωxv = 1. Therefore, dv = 7/3. Consequently, we can form an n × n diagonal
matrix D whose diagonal entries correspond to the weighted degree i.e., [D]ii = di. This
matrix is referred to as the weighted degree matrix and is illustrated for the example graph
in Figure 3.1. A graph is connected if every pair of vertices is joined by a path. The
components of a graph G are its maximal connected subgraphs. If the graph is connected,
it is a single component. The graph applied to spectral data, which is introduced in
Section 3.2, is guaranteed to be connected. This detail plays a very important role in
Section 3.3 for it allows us to predict certain algebraic properties of a third matrix called
the graph Laplacian.
3.2 Similarity Graphs
Hyperspectral image applications are premised on the idea that spectral vectors from the
same material class will be in close proximity in spectral space and are separated from
other materials. In reality, overlap between material classes exist due to mixing of several
materials within the ground projected area of a pixel. The model applied here is based on
imposing a graph on the spectral data. The vertex set of the graph will be composed of
all spectral vectors of the image and the edge-weighting function used is the heat kernel,
as discussed in the next chapter. But how is the edge set populated? Applying the above
assumption, the edge set should be populated with edges whose endpoints are “similar.”
Ideally, the graph should have the following characteristics: many edges with endpoints
in the same material class and relatively few edges with endpoints in different material
classes. Graphs containing these properties are categorized as similarity graphs as they
connect points considered to be similar. Three such graphs are introduced in this section;
the last being utilized in subsequent chapters.
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3.2.1 -Threshold Graph
The edge set of the -threshold graph is populated by connecting two data points with an
edge when their distance is below some user-defined threshold . One major disadvantage
of this technique is the difficulty in choosing the appropriate value for . If the value of 
is chosen too small, many components will be created and may divide a single material
class into many. Conversely, if the value is chosen too large, many distinct material
clusters will be merged into a single highly connected larger component thereby making
class separation through graph theoretic techniques near impossible. This is the so-called
”short-circuit“ problem [14]. As a result, this technique is not appropriate for modeling
data that varies in density in different regions of the underlying space [15]. Additionally,
this technique does not generally produce connected graphs.
3.2.2 k-Nearest Neighbor Graph
This particular graph is well suited to model clusters that vary in density. The construction
of a k-nearest neighbor (k-NN) graph consists of connecting two vertices vi and v j with
an edge if at least one is among the k nearest neighbors (largest similarity neighbors)
of the other. In other words, connect each vertex vi to its k nearest neighbors. Like
the -threshold graph, the k-NN graph suffers from the same disadvantage of arbitrarily
choosing a value for k. However, choosing a value for k is simpler since it takes only
integer values and it is independent of the local neighborhood spacing of the data points.
Through experimentation, choosing k ∈ [10, 25] has worked well for modeling some
spectral data. Unfortunately, it too does not generally produce connected graphs and
tends to ”over connect” outliers or small components.
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3.2.3 Mutual k-Nearest Neighbor with a Minimum Spanning Tree Graph
One technique used in graph theory to ensure connectivity is to create a spanning tree in
the data. The particular type of spanning tree that is most appropriate for clustering data
is the minimum spanning tree (MST) graph. By definition, an MST in a connected graph
with n vertices is a subgraph with (n − 1) weighted edges (a spanning tree) such that the
sum of the weights of the edges is minimized [16]. Taking the union of the MST with either
similarity graph defined above will force the resulting graph to be connected. A slight
variant of the k-NN graph is the mutual k-nearest neighbor graph. The prior graph does not
force the neighborhood relationship to be symmetric; if v j is one of vi’s k nearest neighbors
but vi is not among the k nearest neighbors of v j, an edge still connects the two. In the
latter graph, the k-nearest neighborhood relationship has to be mutual; that is, connect vi
and v j with an edge if and only if they are among each others’ k-nearest neighbors. The
mutual k-NN graph has a general tendency to connect data points with similar spacing
while leaving regions of variable spacing unconnected [15]. It also does not over connect
anomalous data points as severely as the k-NN graph. Augmenting the mutual k-NN
graph with a MST has the desirable characteristics of connecting neighboring data points
with similar spacing and providing a connected graph. This graph will be used to model
the spectral data in the remaining chapters. As a result of its lengthy name, the short-hand
version assigned is Mutual k-NN+MST graph.
3.3 Graph Laplacian and Its Pseudoinverse
The graph Laplacian is an important matrix associated with a graph. An analysis of
its eigenvalues and eigenvectors can answer many question about a graph‘s structural
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properties as discussed in Refs. [17] and [18]. The graph Laplacian is defined as
L = D −W (3.1)
where W is the weighted adjacency matrix and the matrix D is the weighted degree
matrix. From this definition, the entries of the matrix are
[L]i j =

−ωi j if i , j and {i, j} ∈ E
di if i = j
0 otherwise.
An overview of many of its properties can be found in Ref. [19]. The properties of the
Laplacian that are important for this work are summarized in the following proposition.
Proposition 3.1 (Properties of the Laplacian) Denoting the eigenvalue/eigenvector pairs of
the graph Laplacian as (λi,ui) for a graph G , the matrix L satisfies the following:
1. L is symmetric and positive semi-definite.
2. The smallest eigenvalue of L is λ0 = 0 with corresponding eigenvector u0 = 1 =
(1, 1, · · · , 1)>
3. The algebraic multiplicity of the zero eigenvalue is equal to the number of graph components.
A proof for each part of the above proposition is given in Appendix A. Note that since
L is both symmetric and positive semi-definite, all eigenvalues are real and nonnegative
and their corresponding eigenvectors are orthogonal i.e., u0 ⊥ u1 ⊥ . . . ⊥ un−1. Since the
mutual k-NN+MST graph is connected, only one zero eigenvalue exists according to the
above proposition. The orthogonal decomposition of the Laplacian becomes L = UΛU>,
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where Λ = diag(λ1, λ2, . . . , λn−1) is the diagonal matrix composed of the eigenvalues in
increasing order and U = (u1,u2, . . . ,un−1) is the matrix whose columns are composed of
the corresponding eigenvectors. Since the eigenvalues are in nondecreasing order, the
following is true: 0 = λ0 < λ1 ≤ λ2 ≤ . . . ≤ λn−1.
The rank of the graph Laplacian is n − 1 for a connected graph since λ0 = 0. This
also implies that L is singular. The Moore-Penrose pseudoinverse of this matrix, denoted
as L+, is one method to generalize the matrix inverse to matrices not of full rank. This
provides a least-squares solution to systems of linear equations when no exact solution
exists. As previously mentioned, the matrix L+ will play a crucial role in subsequent
chapters. Proposition 3.2 provides a short listing of its most important properties.
Proposition 3.2 (Properties of L+) Let us denote the eigenvalue/eigenvector pairs of the pseu-
doinverse Laplacian L+ as (ρi,φi). This matrix has the following important properties:
1. L+ is symmetric
2. L+ is positive semi-definite
3. The eigenvalues of L+ arranged in nonincreasing order are ρ1 = 1λ1 ≥ ρ2 = 1λ2 ≥ . . . ≥
ρn−1 = 1λn−1 ≥ ρ0 = λ0 = 0, for connected graphs, with corresponding orthonormal
eigenvectors φ1 = u1, φ2 = u2, . . . ,φn−1 = un−1, φ0 = u0.
4. L+L = LL+ = I − u0u>0 where I is the identity matrix.
Using the spectral decomposition theorem, we can write the pseudoinverse Laplacian L+
as
L+ =
n−1∑
j=1
ρ jφ jφ
>
j =
n−1∑
i=1
1
λi
uiu
>
i . (3.2)
Appendix A uses this representation to prove some of the properties outlined in Proposi-
tion 3.2. It is important to note that unlike the graph Laplacian matrix L, the pseudoinverse
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Laplacian L+ is not a sparse matrix for the Mutual k-NN+MST similarity graph. One step
required by the anomaly and target detection methodologies is to perform an eigendecom-
position on L+. Using the relationship between their eigenvalues and eigenvectors, this
step will instead be performed on L. Additional information on the topic of generalized
inverses can be found in Ref. [20].
3.4 Markov Chain Model of a Random Walk on a Graph
A Markov chain is a mathematical model for random phenomena that undergoes transi-
tions from one state to another in time. Following the notation in Ref. [21], let x(t) denote
the random variable that contains the state of the Markov chain at time t. Therefore, if
x(t) = vi, then at time t the Markov chain is in state vi. The recording of a Markov chain
sequence of states visited by a random walker is called a random walk and will be denoted
by {x(t)}t≥0 for t ≥ 0 transitions. This section focuses on the properties of random walks
on graphs and the measures used to quantify them.
Given a graph, the state-space will be composed of the (finite) vertex set V , and
the random walker will have the following restriction: if x(t) = vi, the random walker
can only transition to an adjacent vertex v j ∈ Γ(vi) with transition probability pi j =
P
(
x(t + 1) = v j | x(t) = vi
)
=
ωi j
di
. Therefore, given a random walk on a graph x(0) =
vi0 , x(1) = vi1 , . . . , x(t) = vit , the probability of transitioning to state v j at time t + 1 is
P
(
x(t + 1) = v j | x(0) = vi0 , x(1) = vi1 , . . . , x(t) = vit
)
= P
(
x(t + 1) = v j | x(t) = vit
)
= pi j.
The matrix P with entries [P]i j = pi j is called the transition matrix and can easily be
constructed from the weighted adjacency matrix and the degree matrix as follows: the
transition matrix is given by P = D−1W. If the state probability distribution at time t is
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denoted by the column vector ξt such that its ith-component is equal to ξt(i) = P(x(t) = vi),
then the state probability distribution at time t + 1 is given by ξt+1 = ξ
>
t P.
To quantify the random walk, two measures need to be introduced: the mean hitting
time and the commute time distance. The first hitting time of a random walk is the first
time at which the random walker “hits” a given vertex from its initial starting position.
The first hitting time of vertex v j, when initially starting at vertex vi, can be written
mathematically as
H ji = inf
{
t ≥ 0 : x(t) = v j|x(0) = vi
}
where, for completeness, the infimum of the empty set ∅ is∞[21]. Furthermore, the mean
hitting time h ji = E(H
j
i ) is the expected value of the random variable H
j
i . As shown in
Ref. [21], the vector of mean hitting times hi is the minimal non-negative solution to the
system of linear equations:
hi =

hki = 0 for i = k
hki = 1 +
∑
v j∈V
pi j hkj for i , k
. (3.3)
In words, Equation 3.3 states that to go from vertex vi to vertex vk, first go to an adjacent
vertex of vi and proceed from there provided that vi / vk (/ means not adjacent). Note
that the hitting time is not taking into account the weighted edges of the graph but only
the number of steps to transition from vi to vk. This can be adjusted by substituting the
bottom equation with hki =
∑
v j∈V pi jwi j +
∑
v j∈V pi jh
k
i as demonstrated in Ref. [22]. From
its definition, it is readily seen that the hitting time is generally not symmetric i.e., hki , h
i
k.
Remarkably, Ref. [23] demonstrates that the mean hitting time can be written in terms of
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the components of the pseudoinverse Laplacian matrix L+ as
hki = tr(D)
(
[L+]kk − [L+]ik)
where tr(D) =
∑n
i=1[D]ii[17]. The mean commute time distance c
k
i between vertices vi and vk
can be envisioned as the expected number of (weighted) steps, starting in state vi, to get
to state vk and return to vi. As might be expected, this measure can be written in terms of
the mean hitting time as cki = h
k
i + h
i
k and, consequently, in terms of the components of the
pseudoinverse Laplacian as
cki = tr(D)
(
[L+]ii + [L+]kk − 2[L+]ik) (3.4)
since L+ is symmetric i.e., [L+]ik = [L+]ki. Klein and Randic (1993) demonstrate that the
commute time distance is a distance metric as indicated by the properties below:
Proposition 3.3 Let vi, v j, and vk represent three arbitrary states in the Markov chain. The mean
commute time distance is a distance metric and, therefore, has the following properties:
1. cki ≥ 0 with equality if and only if vi = vk,
2. cki = c
i
k (symmetric),
3. cki ≤ c ji + ckj (triangle inequality) .
Besides being a distance metric, the mean commute time distance between two vertices
in a graph has the desirable property of decreasing when the number of paths between
them increase and/or the “lengths” of those paths decrease. Therefore, if two vertices
are in close proximity with many paths connecting them, they will be separated by a
small commute time distance compared to two vertices separated by large distances with
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relatively few paths connecting them. It is this property that is desirable from a spectral
image analysis point of view.
In the next chapter, the nonlinear commute time distance transformation will be
derived. This transformation maps the vertices into a vector space such that their pairwise
Euclidean distances are equal to the square root of their corresponding commute time
distances. Anomaly and target detection will take place within this transformed space.
”If you can’t explain it simply, you don’t under-
stand it well enough.”
— Albert Einstein
4
Commute Time Distance Transformation
In the previous chapter, we introduced the concept of a random walk on a graph and two
measures used to quantify the “distance” traversed by the random walker. In particular, it
was demonstrated that the commute time distance is a distance metric and that it takes into
account proximity and graph connectivity. In this chapter, we introduce the nonlinear
commute time distance transformation that will embed the data into a feature space
where their pairwise Euclidean distances are equal to the square root of their commute
time distances. Having a vector space representation that preserves the underlying
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structural properties of the graph is extraordinarily useful since it allows us to apply
standard detection algorithms for identifying targets. In later chapters, we devise separate
methodologies for spectral anomaly and target detection in hyperspectral imagery.
Section 4.1 begins with a derivation of the CTD transformation followed by several
important properties. These properties allow use to give a geometrical interpretation of
the transformation and allow us to predict how changes in the graph influence the em-
bedding. These properties are demonstrated on two simple graphs in Section 4.2. Section
4.3 demonstrates how the graph-based parameters, such as the edge weighting function
and value of k in the mutual k-NN+MST similarity graph, influence the final embedding
of the data points. This section also provides details on how to choose appropriate values
to obtain optimal performance in the applications of later chapters. Section 4.4 concludes
by discussing additional interpretations of the commute time distance and corresponding
transformation such as its relationship to electrical resistance in a network.
4.1 Derivation of the CTD Transformation, its Properties, and a
Geometric Interpretation
The derivation of the CTD transformation provided in this section follows the work of
Fouss et al.,(2005) [11]. We then follow this with a geometrical interpretation of the CTD
transformation and demonstrate how the the eigenvalues and eigenvectors of L+ relate to
the edge-weighting function. This discussion will also illustrate the reason for requiring
a connected graph for the target detection methodology outlined in Chapter 9.
Recall from Chapter 3.4 that the commute time distance cki can be interpreted as the
average number of (weighted) steps the random walker takes to transition from the
starting vertex vi, to the vertex vk, and return to the initial vertex. Additionally, from
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its relation to the hitting time, a closed form solution to this random walk quantity on
the graph G could be written as a function of the matrix L+, and is repeated below for
convenience:
cki = tr(D)
(
[L+]ii + [L+]kk − 2[L+]ik) .
If we define the vectors vi = (0, 0, . . . , 1, . . . , 0)
> as the ith-column of the n × n identity
matrix I, the above equation can be rearranged into the following matrix equation:
cki = tr(D) (vi − vk)> L+ (vi − vk) . (4.1)
From the properties of the pseudoinverse Laplacian L+ given in Proposition 3.2 and its
relationship with L (cf., Equation 3.2), the matrix L+ can be orthogonally diagonalized as
cki = tr(D) (vi − vk)>UΛ−1U> (vi − vk)
= tr(D)
(
v>i U
>Λ−
1
2 − v>k U>Λ−
1
2
)
·
(
Λ−
1
2 U>vi −Λ− 12 U>vk
)
= tr(D)
(
Λ−
1
2 U>vi −Λ− 12 U>v j
)> · (Λ− 12 U>vi −Λ− 12 U>v j)
where the (n − 1) × (n − 1) diagonal matrix Λ contains the nonzero eigenvalues of L in
ascending order and the corresponding eigenvectors forming the (n−1)-columns of matrix
U ∈ Rn×(n−1) for the connected graph G with n vertices. Letting ψi =
√
tr(D)Λ− 12 U>vi, the
above equation can be simplified as
cki = ||ψi −ψk||2, (4.2)
which indicates that the Euclidean distance between the transformed vectorsψi andψk is
equal to the square root of their commute time distance. As a result, this is referred to as the
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commute time distance (CTD) transformation. Letting the matrix V = (v1,v2, . . . ,vn) ∈ Rn×n,
the full transformation can be represented as
Ψ =
√
tr(D) Λ−
1
2 U>V (4.3)
where the ith-column of the matrix Ψ ∈ R(n−1)×n contains the transformed vector ψi. It is
this transformation that we are going to apply to expose anomalous (cf., Chapter 7) and
target spectra (cf., Chapter 9) in hyperspectral imagery. Before applying this to data, the
remainder of this section will provide a geometric interpretation of this transformation.
This will unlock many properties associated with it and will also help determine how
best to apply it to hyperspectral target detection.
Recall that the first step in the derivation of the CTD transformation for a graph
with n vertices was to create the vectors vi = (0, . . . , 1, . . . , 0)>, where vi corresponds to
the ith-column of the n × n identity matrix I. This step was used to rewrite the closed
form solution of the commute time distance in the matrix equation form of Equation
4.1. However, this was actually the first step in representing the graph G in a vector
space. An underlying vector space was created, called node space, where the ith Cartesian
axis corresponds to the vertex vi and each vertex is represented by the unit vector vi in
that direction. Therefore, the dimensionality of node space coincides with the number
of vertices n in the graph G . But how does the CTD transformation relate to this space?
Interestingly, the CTD transformation is actually a principal components transformation
in node space. To prove this, we must show the axes are aligned along maximum variance.
First, recall that the Euclidean distance between two transformed vectors ψi and ψk is
equal to
√
cki as demonstrated in Equation 4.2. Therefore, we are maximizing the variance
in terms of the square root of the commute time distance. Summing the transformed
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vectors, we obtain (ignoring the scalar quantity
√
tr(D) ):
n∑
i=1
ψi =
n∑
i=1
Λ−
1
2 U>vi
= Λ−
1
2 U>
n∑
i=1
vi
= Λ−
1
2 U>u0
= 0 ,
since u0 = (1, 1, . . . , 1)> is the eigenvector of L with corresponding eigenvalue λ0 = 0 and
u0 ⊥ u1,⊥, . . . ,⊥,un−1. As a result, the data are mean centered i.e., the mean vector is
the zero vector 0 = (0, . . . , 0)>. Ignoring the scalar again, the directions that maximum
variance and are uncorrelated are equivalent to the eigenvectors of the covariance matrix
given by
Σ = ΨΨ>
=
(
Λ−
1
2 U>V
) (
Λ−
1
2 U>V
)>
=
(
Λ−
1
2 U>I
) (
IUΛ−
1
2
)
= Λ−
1
2 U>UΛ−
1
2
= Λ−1 .
Since the covariance matrix of the CTD transformed data is diagonal, the axes are already
aligned along maximum variance and their variances in each direction are given by
the corresponding diagonal element. Therefore, the CTD transformation is a principal
components transformation in node space. That is, the CTD transformation is an (n − 1)-
dimensional subspace of node space with its basis vectors aligned in the direction of
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v1 v2 v3
b α > b
(a)
Vertex 2
Vertex 3
Vertex 1
1√
λ1
u1
1√
λ2
u2
ψ1
ψ2
ψ3
v2
v3
v1
CTD Subspace
Node Space
(b)
Figure 4.1: (a) An undirected weighted graph in the original space with three vertices: v1,
v2, and v3. (b) Representing the vertices as vertex vectors vi in three dimensional node
space and then transforming them onto the two-dimensional CTD subspace, labeled as
ψi for i = 1, 2, 3.
maximum variance in terms of the square root of the commute time distance. The next
section will demonstrate each step on two simple graphs with two and three vertices,
respectively. Figure 4.1 illustrates the relationship between the undirected weighted graph
constructed in the original space, its vertices represented as vectors vi , for i = 1, 2, . . . , 3 ,
along the Cartesian axes of node space, and the transformed vectors ψi which reside on
the CTD plane. This was the actual transformation for the case with b = 0.85 and α = 0.005
that will be discussed further in the next section.
As mentioned in the previous chapter, the vertex set will be composed of all n spectral
vectors when applied to hyperspectral data. However, it is computationally infeasible to
estimate all (n − 1) eigenvalues and eigenvectors of the matrix L+ ( or in our case, L) to
form the CTD transformation. Using the above discussion, we can leverage the connection
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with PCA and reduce the dimensionality by estimating only the first m eigenvectors and
eigenvalues of L+ (or smallest nonzero eigenvalues/eigenvectors of L), where m << (n−1).
Therefore, the transformation is simplified to
Ψˆ =
√
tr(D) Λˆ−
1
2 Uˆ>V (4.4)
where Ψˆ ∈ Rm×n holds the transformed vectors as its columns, Λˆ ∈ Rm×m contains the first
m smallest nonzero eigenvalues of L, and Uˆ ∈ Rn×m has the corresponding m eigenvectors
as its columns. The value of m will be determined from the plot of the eigenvalues. For the
anomaly detection methodology presented in Chapter 7, the value of m will correspond
to the value where the eigenvalue plot appears to plateau. It will be demonstrated in that
chapter that most of the anomalous structure is contained within that range. However,
for the target detection methodology presented in Chapter 9, the target class information
is generally contained in the first few eigenvectors and, therefore, the value of m will be
smaller than for the anomaly detection methodology on the same image. Furthermore,
the value of m corresponded to the bend in the eigenvalue plot of L+.
4.2 The CTD Embedding of Two Simple Graphs
As discussed in the previous section, the full CTD transformation will embed data into
an (n − 1)-dimensional Euclidean space for a connected graph with n vertices. This was
illustrated in Figure 4.1. Interpreting and displaying the results for graphs with more than
three nodes becomes difficult due to the high-dimensional nature of this transformation.
As a result, we will try to highlight some of the properties discussed above using two
simple graphs: the first contains only two vertices connected by an edge and the other
has three vertices and two edges.
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4.2.1 Graph Containing Two Vertices and One Edge
This first example is a graph containing two vertices and an edge connecting them. As
shown below, the weight applied to this edge isω(v1, v2) = α, where α ∈ R+. Intuition tells
us that no matter how large (similar) or small (dissimilar) the value of α is, the commute
time distance should be the same since the random walker has only one possible path to
traverse.
v1 v2
α
The first step in the CTD transformation process is to form the graph Laplacian matrix L.
For this case, the Laplacian will take the following form:
L = D −W
=
 α 00 α
 −
 0 αα 0

=
 α −α−α α

Due to the relationship between the eigenvalues and eigenvectors of the Laplacian and
its pseudoinverse L+ shown in Equation 3.2, and since the Laplacian is generally a sparse
matrix due to the nature of the mutual k-NN+MST similarity graph, the eigendecompo-
sition is performed on L instead of L+. The eigenvalues for the above matrix are the roots
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of the characteristic polynomial below:
det (L − λI) =
∣∣∣∣∣∣∣∣∣
α − λ −α
−α α − λ
∣∣∣∣∣∣∣∣∣
= (α − λ)2 − α2
= λ (λ − 2α)
As predicted by Proposition 3.1 on page 59, the smallest eigenvalue for this case is λ0 = 0.
The second eigenvalue is λ1 = 2α. The eigenvector corresponding to the λ0 should be the
vector 1 = (1, 1)> and is obtained by solving the following linear equation:
L − λ0I = 0 α − λ0 −α−α α − λ0
 =
 00
 α −α0 0
 =
 00

αu1 + αu2 = 0
Therefore, u1 = u2 and one such solution to the linear equation is the constant vector
1 = (1, 1)>; that is, the eigenvector u0 corresponding to the eigenvalue value λ0 = 0,
as predicted by Proposition 2.1. This eigenvector and eigenvalue pair is ignored in the
CTD transformation i.e., this provides no information for pairwise commute time dis-
tances. The eigenvector corresponding to the smallest nonzero eigenvalue λ1 is obtained
similarly:
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Node Space
v1
v2
CTD Axis 1
ψ2
ψ1
Figure 4.2: CTD embedding of two vertex graph example demonstrated in node space.
L − λ1I = 0 α − λ1 −α−α α − λ1
 =
 00
 −α −α0 0
 =
 00

αu1 − αu2 = 0
Therefore, u1 = −u2 and a solution to this equation is the unit magnitude eigenvector is
u1 =
(
1/
√
2,−1/√2
)>
. Recall from Equation 4.3 that the CTD transformation is written
with respect to the eigenvalues of the matrix L i.e., Λ = diag(λ1, λ2, . . . , λn−1) where
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λ1 ≤ λ2 ≤ . . . ≤ λn−1. The CTD embedding of the vertices v1 and v2 are given as
Ψ =
√
tr (D)Λ
1
2 U>
=
√
2α
(
1√
2α
)
u>1
= u>1 . (4.5)
Where V = (v1,v2) = I. Therefore, with respect to node space, the CTD transformation
projects the vertex vectors v1 and v2 onto the eigenvector u1. This is illustrated in Figure
4.2 where the transformed vectors are represented by ψ1 and ψ2 for vertices v1 and
v2, respectively. Note that since n = 2, the CTD subspace is the 1-D line parallel to
the eigenvector u1 and the vertices v1 and v2 are located a distance u>1 v1 = u1(1) and
u>1 v2 = u1(2) away from the origin in the direction u1. In the last sentence, u1(1) and
u1(2) corresponded to the first and second element of the vector u1, respectively. This
example also confirmed our intuition about the CTD embedding not being influenced
by the edge-weight α for this case. Furthermore, the scalar value
√
tr(D) canceled the
dependence on α. This will not be the case in the following example; the edge-weights
will greatly influence the CTD embedding. Note the importance of the scale factor
√
tr (D)
in this case: regardless of how similar (or dissimilar) the two nodes are, quantified by
ω(v1, v2) = α, the commute time distance and the CTD embedding will be the same.
Therefore, the transformed vertex v1 is located a distance u1(1) from the origin along
the direction defined by the vector u1. Its direction along u1 is determined by its sign.
Similarly, v2 is located at u1(2) along the CTD subspace in the direction u1 in node space.
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4.2.2 Graph Containing Three Vertices and Two Edges
v1 v2 v3
b α >> b
In this example, our graph now consist of three vertices with two edges. Let’s assume for
the moment that the weights are α >> β. Following the steps of the previous example,
we start by forming the graph Laplacian matrix L and then find its eigenvectors and
eigenvalues. Setting the determinant equal to zero, the eigenvalues are the roots of the
following characteristic polynomial below:
det (L − λI) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
b − λ −b 0
−b a + b − λ −α
0 −α α − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣
= (b − λ)
[
(α + β − λ)(α − λ) − α2
]
+ b2(α − λ)
= −λ3 + (2α + 2b)λ2 + (b2 − 3αb)λ
= −λ3
[
λ2 − (2α + 2b)λ − (b2 − 3αb)
]
(4.6)
As predicted, λ0 = 0 and one can easily show that the corresponding eigenvector
u0 = (1, 1, 1)>. The other two eigenvalues can be obtained through the quadratic formula
and are λ1 = (α + b) −
√
α2 − αb + b2 and λ2 = (α + b) +
√
α2 − αb + b2. The eigenvec-
tors corresponding to these eigenvectors define the directions of the first and second
CTD coordinate axes. The eigenvector u1 can be found by solving the following matrix
equation:
(L − λ1I) = 0 (4.7)
CHAPTER 4. COMMUTE TIME DISTANCE TRANSFORMATION 77
where 0 = (0, 0, 0)>. Letting r =
√
α2 − αb + b2, and reducing the matrix to row echelon
form, we obtain the following matrix:

r − α −b 0 0
−b r −α 0
0 −α r − b 0

(
b
r−α
)
R1 + R2 → R2′

r − α −b 0 0
0 −b2r−α + r −α 0
0 −α r − b 0

1
r−αR1 → R1′

1 −b/(r − α) 0 0
0 −b2/(r − α) + r −α 0
0 −α r − b 0

(
α−b−r
r−α
)
R3 + R2′ → R2′′

1 −b/(r − α) 0 0
0 0 0 0
0 −α r − b 0

where Ri represents the ith row of the system and a prime is used each time an operation
has changed its previous value. Therefore, the equations
u1 −
(
b
r − α
)
u2 = 0
αu2 + (b − r) u3 = 0
are formed and by setting the free variable equal to u2 = 1 a solution to this linear system
is u1 =
(
b
r−α , 1,
α
r−b
)>
. Similarly, it is easily shown that the second eigenvector becomes
u2 =
( −b
r+α , 1,
−α
r+b
)>
and that u1 ⊥ u2, as predicted.
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(a) (b) (c)
Figure 4.3: (a) Projection of vertex vectors of the three vertex graph onto plane spanned
by u1 and u2 in node space while (b) and (c) rotated views to align with the first and
second CTD axes, respectively.
Since the CTD transformation embeds the n vertices in an (n − 1)-dimensional vector
space, the CTD subspace in this example is a plane spanned by the eigenvectors u1 and
u2 in the 3-dimensional node space. This was demonstrated in Figure 4.1(b) with the
edge-weights b = 0.85 and α = 0.005. Note that with this choice of weights, vertex v3 is
very dissimilar to the other two vertices v1 and v2. Furthermore, let’s consider the vertex
v3 to be an anomaly in the data set and take note of its behavior. Clearly, the transformed
vector ψ3 is much isolated on the CTD plane when compared to ψ1 and ψ2. More
importantly, note that ψ3 is nearly parallel with u1 with is the eigenvector aligned along
maximum variance in terms of the square root of the commute time distance where as
the projections of ψ1 and ψ2 onto u1 are nearly identical. However, this axis is oriented,
the sign associated with vertex v3’s projection will differ from vertices v2 and v3. The
projections of the vertex vectors onto u1 is shown in Figure 4.3(b). Furthermore, the angle
between u1 and v3 is θ(v3,u1) = 35.3[deg] which is smaller than the angles subtended by
v1 (θ(v1,u1) = 65.8[deg]) and v2 (θ(v2,u1) = 66.0[deg]). As a result, the magnitude of the
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(a) (b) (c)
Figure 4.4: CTD transformed vertex vectors v′1(red), v
′
2(green), and anomalous vector
v′3(blue) for (a) α = 0.005, b = 0.8, (b) α = 0.10, b = 0.8, and (c) α = b.
projection ψ3 is larger than the other two as well as being primarily scaled by the larger
eigenvalue 1/λ1 because of its direction. Figure 4.3(c) displays the projection of the vertex
vectors onto u2 i.e., the second eigenvector. Note that this projection provides information
to separate each vertex: v3 is now at the origin, and depending on the orientation of u2,
v2 and v3 are the same distance away from the origin with opposite signs. Figure 4.4
displays how the CTD embedding changes with varying α and b; in (b) α = 0.10 and
b = 0.8 and in (c) α = b. The conclusion that one can obtain form these plots is that as
α becomes smaller, the magnitude of the transformed vector ||ψ3|| becomes increasingly
large, due mainly to its alignment with u1 and the scaling that accompanies it i.e., 1/λ1.
Conversely, the direction of the first CTD axes is mainly driven by the anomalous nature
of v3 in the original graph structure. When α = b, the direction of ψ3 is no longer aligned
with u1. An additional observation is that the area of the plane the encompasses the
transformed vectors has the general tendency of decreasing as the similarity between all
vertices increases. The area/volume of the CTD subspace may be a way to determine
image complexity.
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Before concluding this example, let’s analyze what happens to the transformed vectors
in the CTD space when the edge weight α → 0. In theory, the value ωv2,v3 = 0 would
imply that the graph is not connected and, therefore, that the commute time distance is
c ji = ∞. Since the transformation is derived from the eigenvalues and eigenvectors of the
Laplacian, it is important that they agree with this convergence. First, note that as α→ 0
in the above graph,
lim
α→0λ1 = limα→0
[
(α + b) −
√
α2 − αb + b2
]
= 0 (4.8)
Recall from Proposition 2.1 that the algebraic multiplicity of the zero eigenvalue is equal
to the number of graph components. Therefore, the graph now has two components. The
eigenvector for this eigenvalue becomes
lim
α→0 u1 = limα→0

b
r−α
1
α
r−b
 =

1
1
0
 (4.9)
as predicted by Proposition 2.1. Solving for the third eigenvalue/eigenvector pair, we
obtain λ2 = 2b and
lim
α→0 u2 = limα→0

−b
r−α
1
−α
r−b
 =

−1
1
0
 . (4.10)
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Finally, the CTD transformation becomes
Ψ =
√
2b
1√
2b
u2
||u2|| I
=
1
||u2||u
>
2 . (4.11)
(4.12)
Therefore, the CTD subspace is the span (u2) and the transformed vertices become ψ1 =
−1
||u2|| · u2 and ψ2 = 1||u2|| · u2, represented in the node space coordinate system. Writing
this with respect to the 1-D CTD subspace coordinate system, the vertices v1 and v2 are
transformed to the locations -1 and 1, respectively. Since v3 maps to the null space,
it resides in an orthogonal subspace to the CTD subspace. For some situations, this
geometry may actually be favorable. For example, in the applications of anomaly and
target detection, one would like the targets to reside in a subspace that is orthogonal to
the background. This would, of course, make their detection easier. However, due to the
statistical nature of these applications, not all will likely reside in an orthogonal subspace.
For example, consider the case where a pixel has a mixture of the target and background
spectra. If this spectral vector resides in the CTD subspace with the background, then it is
infinitely far away from the target class in terms of the commute time distance. For target
detection applications, it may be preferable to have a measure of how “target-like” each
spectral vector is in the image which then suggests the use of a connected graph. Note
the similarity between this example and Figure 4.2.
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b α→ 0
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Figure 4.5: (a) An undirected weighted graph in the original space with three vertices: v1,
v2, and v3. Note that edge weight α→ 0. (b) Representing the vertices as vertex vectors vi
in three dimensional node space and then transforming them onto the two-dimensional
CTD subspace, labeled as ψi for i = 1, 2 and the v3 is in a subspace that is orthogonal to
the CTD subspace.
4.3 Influence of Graph-Based Model Parameters on Subspace
Embedding
Since L is related to the weighted adjacency matrix W, the CTD transformation is heavily
dependent on the graph structure imposed on the data set and the weighted edges
connecting them. The importance of the edge weights was demonstrated in the last
section. For the example graph containing three vertices and two edges, choosing α >> b
created an embedding dominated by the transformed vector ψ3. More precisely, the
vertex v3, with edge-weight α, determined the orientation of the CTD axes. As its value
decreased to α = b, the orientation of these axes changed and were no longer correlated
with α. In this section, we will investigate the edge-weighting function’s influence on the
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Figure 4.6: Data set composed of three anomalies (red x’s) and four background compo-
nents.
CTD embedding when applied to clustered data. This analysis will end with a general
criterion for choosing the appropriate edge weighting function for a given data set.
Additionally, a discussion concerning the influence of k in the mutual k-NN+MST graph
will be given. A close relationship between the choice in the edge-weighting function
and k will be exposed.
4.3.1 Variations in Edge Weighting Function
Figure 4.6 displays a synthetic data set that contains four background clusters (shades of
gray) and three anomalies (red x’s). Let’s assume our goal is to separate the anomalies
from the background clutter. Using the commute time distance to determine the “anoma-
lousness” of each data point, we first need to apply a graph-based model that weakly
connects the anomalies to the background data points. As discussed in Chapter 3.2, the
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mutual k-NN+MST graph has the general tendency of generating many within cluster
edges and fewer between cluster edges for separated clusters, or anomalous data points.
Additionally, it is guaranteed to result in a connected graph. Figure 4.7(a) displays the
graph-based model applied to the data set with k = 25. Assuming the search metric
for identifying nearest neighbors is based on the Euclidean distance, the edge-weighting
function should be a monotonically decreasing function of distance between the end-
points of an edge. One such weighting function could be the reciprocal of the Euclidean
distance (RD)ωRD(xi, x j) = 1/||xi−x j||. An advantage of this function is that it is free of any
user-defined parameters. However, this advantage is also its Achilles heel; it provides
no flexibility when applied to different data sets that may require the edge-weighting
function to approach zero much faster or slower. Another commonly used function is the
heat kernel (HK) given by:
ωHK(xi, x j ; σ, ) = exp
−||xi − x j||2σ2
 +  , (4.13)
where the two free parameters  and σ control the minimum value of the function and
the rate in which it approaches this minimum, respectively. The range of this function
is, therefore, ωHK ∈ [, 1 + ]. Note that, when  >> 1, it becomes the dominant pa-
rameter in the equation and approximates a constant function i.e., ωHK ≈ . Also note
that a value of zero in the weighted adjacency matrix corresponds to two vertices not
connected by an edge. Furthermore, as ω(xi, x j) → 0 for some weighting function, the
edge connecting vertices xi and x j diminishes and the number of graph components will
increase. According to Proposition 3.1, the second smallest eigenvalue λ1 of the matrix L
is expected to approach zero as α→ 0. Again, this was demonstrated in the simple graph
with three vertices and two edges and understanding this limit will become important
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for explaining the CTD subspace embedding of the clustered data set. Geometrically,
recall that each component occupies a subspace orthogonal to the others, and strictly
speaking, the commute time distance between them is infinite. As a result, a discon-
nected graph acts like a hard classifier in the sense that we do not have a measure of how
“similar” one component is to another, which may be favorable in some applications.
Conversely, a connected graph is guaranteed to provided pairwise “similarities” between
weakly connected vertices and the background clutter that would have been otherwise
disconnected. As a further argument, Chapter 9 introduces the graph-based target detec-
tion approach which requires the estimation of p physics-based targets that are injected
into spectral radiance space. The mutual k-NN+MST similarity graph is then applied to
the augmented data set. If the graph produces two components, one containing the p
physics-based targets and the second containing the n image spectral vectors, the CTD
embedding consists of two orthogonal subspaces and, therefore, results in no measure
of similarity between the image vectors xi and the physics-based targets. 1 Shifting our
attention now to the other free parameter σ, choosing a small value results in a narrow
function while a large value produces a more broad and slowly decreasing function. Fur-
thermore, as σ→∞, ωHK → 1+ i.e., a constant function. Figure 4.7(b) displays the (peak
normalized) histogram of the edge lengths obtained by the 25-NN+MST similarity graph.
Most likely, the larger edge lengths correspond to the anomalies in this figure. Accompa-
nying the histogram are several edge-weighting functions equivalent to the heat kernel
with variable σ and  = 0.001. Using these functions and applying Equation 4.4, Figure
4.8 displays scatter plots of the data projected onto the first three CTD axes. The heat
kernel parameters are labeled underneath each subspace embedding. Note the value
of σ increases from left-to-right along a given row while the value of  increases from
1 However, one could force the physics-based targets to connect to the closest image data component(s).
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top-to-bottom. Also note that Figure 4.8(m) corresponds to an unweighted graph i.e.,
edge-weighting function is a constant. Let’s analyze the scatter plots by first focusing on
(a) (b)
Figure 4.7: (a) Mutual 25-NN+MST graph-based model applied to data set and (b) the
normalized histogram of the edge lengths (Euclidean distance between endpoints of an
edge) and ωHK with varying σ and  = 0.001.
the top row of this figure where  = 0.001 is held constant and σ varies from 0.2−2.0. This
row corresponds to the edge weighting functions illustrated in Figure 4.7(b). If the goal
is to separate the background clusters from the three anomalous data points, choosing σ
equal to 0.2, 0.5, or 1.0 all work well. However, compare the scaling applied to the first
two CTD coordinate axes for σ = 0.5 and σ = 1.0 with σ = 0.2; their is an order of mag-
nitude difference and, therefore, the separation between the anomalies and background
clutter is greater in the prior two values of σ. i.e., Figures 4.8(b) and 4.8(c). This scaling
is mainly due to the eigenvalues rather than the magnitudes of the projections onto the
eigenvectors alone, as display in Figure 4.9. Therefore, from the above discussion, the
optimal criterion for choosing  is to select a value that is very small but not zero to allow
for cases where vertices are transformed into subspaces that are orthogonal to the CTD
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hyperplane. Clearly, the choice of  influences the resulting eigenvalues of L. But that is
not the only parameter influencing the magnitude of the eigenvalues; the rate in which
the heat kernel approaches this minimum, that is, the value selected for σ also influences
the eigenvalues. The value σ = 0.2 impinges heavily into the histogram of edge lengths
and decreases to small values even before reaching the mean of the histogram. As a
result, many of the edges just larger than the mean distance are assigned an edge weight
that is not too much different than the weight assigned to the anomalies. Furthermore,
many of them are actually within-cluster edges corresponding to the background that
have now been assigned a very small edge weights and, therefore, we would expect them
to have larger commute time distances. This is the reason why the background clusters
are spread out further in Figure 4.8(a) as opposed to 4.8(b) and 4.8(c). Conversely, large
values of σ create a broad edge-weighting function that approaches a constant function.
For some data sets, the value of σ that approximates a constant function is not too large.
Coincidentally, as σ becomes large, the CTD subspace embedding approaches the un-
weighted graph embedding shown in Figure 4.8(m). Therefore, it appears the optimal
criterion for choosing σ is to select a value that causes the heat kernel to decrease at nearly
the same rate as the edge length histogram for the given data set. The following chapter
introduces the real hyperspectral data sets that are used for testing in Chapters 7 and
9. The following chapter will apply the above criterion to choose the most appropriate
values of σ and  for each data set.
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(a) (b)
Figure 4.10: (a) Mutual 10-NN+MST graph-based model applied to data set and (b) the
normalized histogram of the edge lengths (Euclidean distance between endpoints of an
edge) and ωHK with varying σ and  = 0.001.
4.3.2 Variations in k Nearest Neighbors in Mutual k-NN+MST Graph
Until now, the value k in the mutual k-NN+MST graph has been arbitrarily chosen to
be k = 25. This value determines the maximum number of mutual neighbors that a
data point can be connected with i.e., it’s an upper bound for the number of edges
that connect to a single data point. Recall from Chapter 3.2.3 that this similarity graph
has the tendency to connect similarly spaced data points that neighbor each other and
is guaranteed to be connected. But does the value of k influence the CTD subspace
embedding? The short answer is yes, and similar to the discussion of the edge weighting
function, choosing its value is data dependent. Figure 4.10(a) displays the mutual k-
NN+MST graph constructed on the data set with k = 10 and Figure 4.10(b) displays the
normalized edge length histogram. Although it appears similar to Figure 4.7(a), there are
major differences that exist between them. First, note that the normalized edge length
histogram in Figure 4.10(b) is much narrower now then in Figure 4.7(b). This should be
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expected since your searching for fewer mutual neighbors and, therefore, fewer edges
populate the edge set. In fact, this graphs edge setE is actually a subset of the 25-NN+MST
edge set. Another major difference can be seen by comparing the ring shaped (black)
background cluster. When using k = 10, the right-hand side of the ring has an opening.
As a result, one could expect the commute time distance between data points on opposite
sides of this opening to be quite large and, therefore, the Euclidean distance between
their transformed vectors in the CTD subspace to also be large. Figure 4.11 displays the
CTD embedding’s using the same parameters for the heat kernel as used in Figure 4.8
for comparison. For most of the embedding’s, the background ring cluster now takes
the form of a one-dimensional linear manifold that meanders through the CTD subspace.
Undoubtedly, the vertices that reside on opposite sides of the ring opening are located
on opposite sides of the one-dimensional linear manifold. Other than the projections
corresponding to the parameter pairs (σ = 0.5,  = 0.001) and (σ = 1.0,  = 0.001), note
that the anomalous data points do not dominate the scaling as before. In other words,
the separation between the anomalies is much less than for k = 25. This is somewhat
troubling because anytime there is a “hole” in the background, a similar embedding is
possible and could reduce the separation between them and the anomalies. However,
there are two ways to mitigate the impact of holes in the data. First, one could choose
a large value for k to prevent holes from forming. Areas that are highly saturated with
edges will act as a trap for the random walker and produce very small commute time
distances between them. Large k’s do increase the risk of over-connecting the data points
are may reduce the separation of some anomalous structure. The second way to mitigate
the impact of holes in the graph is to properly choose the heat kernel parameters as
demonstrated in Figure 4.11(b) and (c). According to Figure 4.10(b), these two pairs of
parameters followed the guidelines outline in the previous section and have produced
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great separation between the anomalies and background classes in the CTD subspace.
In summary, optimal parameter for the heat kernel can reduce the influence of holes by
assigning extraordinarily small weights to weakly connected anomalies which then force
them to be greatly separated in the CTD subspace.
4.4 Physical Interpretations of the Commute Time Distance
4.4.1 Effective Node Resistance
In this section, the connection between the effective node resistance in an electrical net-
work and the commute time distance will be established. The discussion here is directly
based on Klien and Randic’s (1993) development and is also inspired by Refs. [25], and
[26]. The reader is strongly encouraged to review these insightful papers. To avoid con-
fusion, vertices (nodes) will now be indexed with the variables x and y instead of i and
j since i will be used to denote the current. Additionally, the variable sx will be used to
denote the voltage measured across node vx with respect to ground.
An electric network can be viewed as a weighted directed graph with its vertex set
containing the nodes of the electrical network and its edges assigned a weight equiv-
alent to the corresponding conductance across its endpoints. Although not mentioned
here, a directed graph differs from its unweighted counterpart by having an orientation
(direction) assigned to each edge in its edge set. In the case of electrical networks, the
orientation of an edge will correspond to the direction of current though it. Recall from
basic electrical theory that the conductance between two nodes vx and vy is equal to the
reciprocal of its resistance, denoted as rxy. Since conductance and resistance are indepen-
dent of the edge orientation, the weighted adjacency matrix will still be symmetric with
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components [W]xy = 1rxy if vx ∼ vy and zero otherwise. Consequently, the degree matrix
is the diagonal matrix with diagonal entries equal to the sum of the capacitance around
each node in the network i.e., [D]xx =
∑
vy∈V
1
rxy . If node va is a current source delivering
I0 amperes of current, and node vb is a current sink with current −I0 flowing into it, then
by Kirchoff’s current law
∑
vy∈Γ(vx)
ixy = I0 δ(vx, va) − I0 δ(vx, vb) ∀ vx ∈ V (4.14)
where δ(x, y) is the Kronecker delta and ixy is the (signed) current through the edge with
endpoint nodes vx and vy. In words, Kirchoffs current law states that the amount of
current into a node is equal to the amount of current leaving the node. This, of course, is
with exception to the source and sink nodes where the current is I0 and −I0, respectively.
Applying Ohm’s Law, the equation can then be rewritten in terms of the resistance rxy
and potentials, sx and sy:
∑
vy∈Γ(vx)
sx − sy
rxy
= I0 δ(vx, va) − I0 δ(vx, vb) (4.15)
Distributing the summation, and using the node vector representation of nodes va and vb,
this simplifies to
∑
vy∈Γ(vx)
sx
rxy
−
∑
vy∈Γ(vx)
sy
rxy
= I0 eTx (ea − eb)
sx
∑
vy∈Γ(vx)
1
rxy
−
∑
vy∈Γ(vx)
sy
rxy
= I0 eTx (ea − eb)
sx eTxDex −
∑
vy∈Γ(vx)
sy eTxWey = I0 e
T
x (ea − eb)
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It is straightforward to see that the left-hand side summation produces, for each node
vx ∈ V, sx ∑vy∈Γ(vx) 1rxy − sy1 1rxy1 − sy2 1rxy2 − . . .which can be written in terms of the Laplacian
as
Ls = I0 (ea − eb)
where s = [s1, s2, . . . , sn]T is the potential vector. Mutiplying on the left by L+ provides a
way to solve for the potential vector.
L+Ls = I0 L+(ea − eb)(
I − u1uT1
)
s = I0 L+(ea − eb)
s = I0 L+(ea − eb) + αu1 (4.16)
where u1 is the eigenvector of L+ corresponding to the zero eigenvalue and α = uT1s is a
constant. If the potential between two nodes vx and vy is desired, the above equation is
used to obtain
sx − sy = (ex − ey)Ts = I(ex − ey)TL+(ea − eb)
and if we choose the nodes vx = va and vy = vb then this simplifies to
sa − sb = I0 (ea − eb)TL+(ea − eb).
From Ohm’s Law, one can readily see that the effective resistance between nodes va and
vb is given by
rab = (ea − eb)TL+(ea − eb) (4.17)
Therefore, the effective resistance in an electrical network is proportional to the commute
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time distance with proportionality constant equal to vol(G). That is,
cba = vol(G) rab. (4.18)
This shows the connection between the commute time distance and the effective resistance
between two nodes of an electric network and many properties can be obtained from this
second physical interpretation, cf. Ref [27].
4.4.2 Manifold Learning Techniques
As presented in Chapter 3.4, the commute time distance between two vertices in a graph
can be thought of as the average number of (weighted) steps a random walker takes, when
starting at one vertex, to transition to the other and return to the starting vertex. This
random walk measure has a closed form solution that is related to the pseudoinverse of
the graph Laplacian matrix associated with the similarity graph. Furthermore, the CTD
transformation is based on projecting the original data points onto the eigenvectors of the
pseudoinverse Laplacian scaled by the square root of their corresponding eigenvalues.
This transformation, however, is not the only one obtained from some measure of a
random walk on a graph, nor is it the only transformation obtained from the eigenvectors
of a matrix associated with a graph. In fact, this transformation is closely related to
several topics including Laplacian eigenmaps [28, 29], diffusion maps [30], ISOMAP [31],
and Local Linear Embedding (LLE) [32]. These transformations can all be categorized as
manifold learning techniques and all work on the assumption that the data reside on or
near a low-dimensional manifold that is embedded in the higher-dimensional Euclidean
feature space.
Laplacian eigenmaps, as described in Belkin and Niyogi (2001,2002)[28, 29], can be
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constructed by solving for the first m-right eigenvectors of the normalized (random walk)
Laplacian. This variant of the graph Laplacian matrix is not symmetric and can be
viewed as an approximation to the Laplace-Beltrami operator defined on a manifold.
Shi and Malik (2000) [33] introduced a graph partitioning method, known as Normalized
Cuts, which minimizes an objective function that attempts to balance the “size” of each
partition based on the weighted edges connecting them. The resulting algorithm can
be summarized as follows: first, construct a similarity graph on the data, project the
data onto the first m-eigenvectors of the normalized (random walk) Laplacian matrix and
use the k-means clustering algorithm, with k = m, to cluster the data into m-clusters.
This is equivalent to applying k-means, with k = m, to the first m-Laplacian eigenmaps.
Gillis and Bowles (2012) [34] demonstrate how Laplacian eigenmaps can be used for
hyperspectral image segmentation using spatial-spectral graphs i.e., graphs constructed
from both spatial and spectral information.
Nadler et al. (2005)[30] presents a data transformation, based on a diffusion process,
that is derived from an eigendecomposition of the probability transition matrix raised to
the lth-power, where l is referred to as the diffusion parameter. Note that the (i, j)th-entry
of this matrix can be interpreted as the probability that a random walker, starting at
vertex vi in the graph, will transition to vertex v j in l steps. The corresponding diffusion
maps are constructed by projecting the data onto the first m-eigenvectors of this matrix
scaled by their corresponding eigenvalues arranged in nonincreasing order. Diffusion
maps have been applied to hyperspectral imagery, as shown in He et al. (2009)[35], where
improved classification has been demonstrated. As shown in Refs. [30] and [36], the right
eigenvectors of the probability transition matrix are equal to the right eigenvectors of the
normalized Laplacian matrix, used in Laplacian eigenmaps, but differ in their eigenvalues.
Furthermore, it can be easily shown that if (λi,φi) is an eigenvalue/eigenvector pair
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from the probability transition matrix, then φi is also an eigenvector of the normalized
Laplacian matrix with corresponding eigenvalue (1−λi). Therefore, diffusion maps differ
from Laplacian eigenmaps only in the scaling of each eigenvector by the corresponding
eigenvalue of the probability transition matrix raised to the lth-power. As discussed in
Qiu and Hancock (2007)[37], the disadvantage of diffusion maps resides in the arbitrary
selection of the diffusion parameter l. If l is too small, then the random walk will not
have propagated significantly and will result in a distance measure based solely on very
local information. Conversely, as l → ∞ , the random walk converges to its stationary
distribution.
Isometric mapping (ISOMAP) can be viewed as a nonlinear transformation that em-
beds the data into a space that preserves interpoint distances on a manifold. However, the
distance in this case is not the usual Euclidean distance, but instead is the geodesic distance
between the points calculated from a weighted graph structure imposed on the data. The
geodesic distance is defined as the sum of weighted edges along the shortest path between
two data points in a graph. The steps required for this method include forming a matrix
composed of pairwise geodesic distances and then performing an eigendecomposition on
it to discover the embedding. Furthermore, the first m-eigenvectors of the geodesic dis-
tance matrix represents the coordinates in the new m-dimensional Euclidean space. The
commute time distance embedding is very similar in concept to ISOMAP with exception
to the distance metric used to characterize the neighborhood relationship. In the CTD
embedding, not only do we account for the shortest path between two data points, but
the number of paths connecting them will also be taken into account. The disadvantage
with the ISOMAP method for hyperspectral data resides in its computational complexity.
Bachmann et al. (2005) [6] demonstrates a method that divides the hyperspectral scene
into smaller tiles, applies ISOMAP to each, and then stitches the manifolds derived from
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each together. In a separate paper, Bachmann et al. (2007)[38, 39] examines how ISOMAP
can be used as a reduced representation of a hyperspectral look-up table for bathymetry
retrieval.
Another method closely related to ISOMAP is Local Linear Embedding (LLE). LLE
describes the manifold by modeling each data point as a linear combination of its local
neighbors based on the idea that the manifold is locally linear [40]. However, unlike
ISOMAP [41] and the CTD embedding, LLE is not guaranteed to discover the optimal
global coordinate system and appears to be more vulnerable to noise. Ma et al. (2010)[40]
investigates anomaly detection in hyperspectral imagery using robust LLE to reduce
the dimensionality and then applies the Reed-Xiaoli (RX) anomaly detector to expose
anomalous structure in the data.
5
Classification in the CTD Subspace
The advantage of transforming data into the commute time distance space is based on
its property of preserving the neighborhood relationships between data points; both
proximity and graph connectivity are accounted for. By applying this transformation to
spectral data, one can imagine its potential use in several algorithmic tasks, including
clustering material spectra; spectral vectors from the same material class will be clustered
together by relatively short distances in the CTD space while those from different materials
will be separated potentially by large Euclidean distances. It is important to realize,
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however, that the ability to separate the material classes is heavily dependent on the
similarity graph built on the spectral data. The focus of this section is to understand
how material classes are clustered in the CTD space by applying several classification
techniques on three hyperspectral data sets and is based on the work presented in Ref.
[42]. Two of these data sets include user defined training and test sets while the third is
used only for a qualitative discussion. All are relatively high spatial resolution images
and all were acquired from different systems providing some insight into the stability
of the CTD transformation across imaging system platform. Section 5.1 applies the k-
means algorithm to initially probe the CTD transformed data and will provide insight
into the information contained within them. This section will provide a qualitative
discussion on the clustering results. To assess the utility of this transformation in material
classification, we will apply some commonly used supervised techniques in Section 5.2.
The techniques used include the Mahalanobis classifier, maximum likelihood, minimum
distance to mean (MDM) and a support vector machine using a radial basis function (SVM
RBF). The performance of each classifier above will be assessed using the overall accuracy
(OA) which is the number of correctly classified samples divided by the number of test
samples, the kappa coefficient (κ) which is the percentage of agreement corrected by the
amount of agreement expected due to chance alone, and a corresponding hypothesis test
to determine whether the kappa coefficients received by a particular classifier in the CTD
space is statistically different then what was received by the same classifier applied in
spectral space. More precisely, given the kappa coefficients for a given classifier applied
to the CTD and spectral spaces, say κA and κB respectively, the hypothesis test is based
upon the standard normal test statistic
ZAB =
κA − κB√
σ2κA − σ2κB
(5.1)
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where σ2A and σ
2
B are the variances associated with the kappa coefficients[3]. If |ZAB|
is greater than some threshold for the required confidence level, the null hypothesis is
rejected i.e., H0 : κA−κB = 0 is rejected and the sign will determine which kappa coefficient
is statistically greater than the other. Positive values indicate the kappa coefficient in the
CTD subspace is statistically greater while negative values indicate that the spectral space
kappa coefficient is greater. If H0 is accepted, they are statistically equal.
5.1 Unsupervised Classification in CTD Space - A Qualitative
Comparison
Often, the first step when performing supervised classification of hyperspectral data is
to first apply a clustering technique to learn about the grouping of the data in the high
dimensional spectral space rather than forcing them into predefined, usually culturally
driven, classes[3]. In this section, we will apply k-means to the CTD transformed data
and make a qualitative comparison between its grouping and that obtained in the original
spectral space representation of the data. This section will also provide insight into the
characteristics of the CTD feature images.
Shown in Figure 5.1(a) is an RGB rendering of a 307 × 400 pixel hyperspectral image
collected over the Washington, D.C., area by the HYDICE (Hyperspectral Digital Imagery
Collection Experiment) imaging spectrometer. With atmospheric absorption bands re-
moved (those with low signal-to-noise ratio), 170 spectral bands were used for clustering.
The remaining images in Figure 5.1 correspond to transformed CTD bands 1, 3, 5, 6, and
9 and all are displayed using a 2% linear stretch to enhance the content contained within
each band. A linear stretch generally leads to feature images with a few bright pixels
and the rest dark and results from the stretching property of the commute time distance.
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Figure 5.1: RGB Color rendering of Washington, D.C area scene acquired with the HY-
DICE imaging spectrometer in (a) followed by CTD feature bands 1,3,5,6, and 9 in (b)-(f),
respectively. An eigenvalue plot showing the first 30 eigenvalues of L+ is displayed in
(g).
Each transformed band displayed shows some correspondence to physically interpretable
scene classes and when collectively used for classification, they may provide separation
between the different material classes. For example, the first CTD band shown in Figure
5.1(b) separates the deep water(dark) from land(bright), while the third, fifth, sixth, and
ninth bands separate the Lincoln Memorial Reflecting Pool, roads, buildings and paths,
and trees, respectively. However, not all of the lower ordered bands have proven to
provide intuitive results and are likely attributed to factors such as graph construction
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and the method used to estimate the eigenvalue/eigenvector pairs. Figure 5.1(g) is a plot
of the first thirty largest eigenvalues of L+ for this data set. Note that although the bend
Figure 5.2: Comparison of classification maps generated by applying the k-means algo-
rithm to spectral space in (a) and the CTD subspace using bands 1-9 in (b).
in the plot occurs at ρ5, the magnitude of the eigenvalues begin to plateau around ρ9.
As a result, the first nine CTD feature images are used for classification. The k-means
classification maps generated from the spectral and CTD feature spaces are found in
Figures 5.2(a) and 5.2(b), respectively. The number of clusters chosen for k-means was
k = 12 with ten iterations. Comparing the classification maps, one can readily see that the
clustering done in the CTD subspace corresponds closely to the natural material classes
found in the scene. Interestingly, unlike the clustering obtained in spectral space, the
CTD subspace separates the different bodies of water in the scene. However, it does not
separate the dried grass adjacent to the Lincoln Memorial Reflecting Pool from the more
healthy grass surrounding it as was captured in the spectral domain. This suggests that
the first nine CTD bands do not provide enough information for separation of these two
disparate material classes. Recall that many of the CTD bands correspond to physically
derived scene classes and, therefore, it may be possible to visually identify bands that
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provide information necessary for their separation. Figure 5.3(a) is one such band that
does this. It appears to differentiate the distressed grass parallel to the Lincoln Memorial
Reflecting Pool from other areas. The classification map generated by including this band
is shown in Figure 5.3(b) i.e., CTD bands 1-9, and 33. The classification map now captures
this additional class which is displayed in maroon.
Figure 5.3: CTD band 33 in the CTD transformed space is shown in (a), using a 2% linear
stretch, and the updated classification map using CTD bands 1-9 and 33 is shown in (b).
From this discussion, it appears that some useful material class information is em-
bedded into some of the higher order CTD bands. Section 5.2 will provide a quantitative
analysis on classification accuracy as a function of the number of retained bands used in
the CTD space. Each will be compared to its spectral space counterpart.
5.2 Supervised Classification in CTD Space - A Quantitative
Comparison
The performance of several popular supervised classification techniques applied to two
different CTD transformed data sets are described in this section. As mentioned before,
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Figure 5.4: An RGB rendering of the ROSIS-03 University data set is shown in (a). The
user defined classes are displayed in (b)
the purpose of this manuscript is not to introduce a new classification technique but is
to introduce the commute time distance transformation and its potential use in spectral
algorithms. In this case, we demonstrate the utility with regard to material clustering.
Therefore, the set of supervised classification techniques used here are not state-of-the-
art in the literature but are techniques most commonly encountered in spectral image
analysis software packages such as ENVI (ENvironment for Visualizing Images), as used
here. The techniques applied include the Mahalanobis classifier, maximum likelihood,
minimum distance to the mean (MDM), and a support vector machine classifier with a
radial basis function (SVM RBF). The two data sets used here have been provided with
user defined training and test sets, and therefore, will be used to quantify classification
performance in the CTD space. More precisely, we will track the performance of each
classifier as a function of the number of CTD bands retained in the transformed space
and each will be compared to the results obtained in spectral space. This will help to
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determine an optimal position along the eigenvalue plot for the number of CTD bands
that should be retained for improved material classification.
Table 5.1: Overall accuracies and kappa coefficients obtained from the ROSIS-03 data set
in spectral space and CTD subspaces.
Spectral CTD 10 CTD 20 CTD 30 CTD 40 CTD 50 CTD 60
Mahalanobis
OA [%] 66.2 70.9 68.5 69.4 67.8 69.3 72.0
κ 0.582 0.613 0.593 0.603 0.586 0.603 0.631
σ2κ [×10−6] 8.14 8.08 8.18 8.07 8.30 8.10 7.79
ZAB 0.00 7.70 2.72 5.22 0.99 5.21 12.28
CTD CTD CTD Equal CTD CTD
Maximum Likelihood
OA [%] 70.4 73.7 72.6 74.5 74.7 74.5 74.3
κ 0.633 0.638 0.626 0.660 0.664 0.662 0.661
σ2κ [×10−6] 8.14 8.08 8.18 8.07 8.30 8.10 7.79
ZAB 0.00 1.29 -1.80 7.07 8.10 7.57 7.30
Equal Equal CTD CTD CTD CTD
MDM
OA [%] 63.0 67.0 68.5 68.8 68.8 68.3 68.4
κ 0.533 0.570 0.587 0.593 0.593 0.588 0.589
σ2κ [×10−6] 8.60 8.15 8.17 8.18 8.24 8.23
ZAB 0.00 9.04 13.19 14.65 14.62 13.41 13.65
CTD CTD CTD CTD CTD CTD
SVM (RBF)
OA [%] 70.9 68.7 69.0 67.7 61.3 61.1 61.3
κ 0.637 0.595 0.604 0.588 0.523 0.522 0.523
σ2κ [×10−6] 7.64 8.18 8.06 8.27 8.79 8.80 8.79
ZAB 0.00 -10.56 -8.33 -12.28 -28.12 -28.36 -28.12
Spectral Spectral Spectral Spectral Spectral Spectral
The first data set used for quantitative comparison was acquired with the airborne
ROSIS-03 imaging spectrometer over the University of Pavia, Italy. The data set is 610×340
pixels and provides 115 spectral bands ranging from 0.43 − 0.86µm with an average
spectral sampling of 4 nm. Only 102 spectral bands are used after removal of low signal-
to-noise atmospheric absorption bands. Figure 5.4(a) provides an RGB rendering of this
data set while Figure 5.4(b) displays the user defined classes with their names and colors
displayed to the right. Before applying the classifiers, Figures 5.5(b)-(f) display CTD
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bands 2-4, 12, and 19 corresponding to some of the larger eigenvalues of L+. For display
purposes, ENVI’s 0-255 linear stretch was applied to the first feature image and the rest
are displayed using a linear 2% stretch to enhance the content within each. As was seen in
Section 5.1, each feature image displayed corresponds to physically interpretable material
classes within the scene. For example, a threshold applied to the feature image of Figure
5.5(b) could easily be chosen to separate the metal sheet class, colored as magenta in
Figure 5.4(b), from the other user defined classes. Additionally, observe how other small
anomalous objects have been assigned a large value in this feature image. The third
CTD band shown in Figure 5.5(c) could be used for separating the shadow class (yellow)
since most pixels in these regions have large values compared to the other material
classes. This is particularly true along the tree line adjacent to the road in the lower half
of the image. The asphalt (orange) and bitumen (purple) classes look to be separable
from the meadows (light green) class in CTD band 12 in Figure 5.5(e). Interestingly,
the last feature image shown indicates a difference between healthy and distressed grass
contained in the region of the meadows class. Table 5.1 provides a summary of the
classification performance as a function of retained CTD feature bands. For example,
the first column labeled CTD 10 reports the classification performance parameters when
retaining the first ten CTD bands or, equivalently, projecting the data onto the subspace
spanned by the first ten eigenvectors of L+ appropriately scaled by their corresponding
eigenvalues. The rows of this table indicate the classifier used and the performance is
characterized using the overall accuracy (OA) and kappa coefficient (κ). The variance
associated with the kappa coefficient is also listed and is used to compute the test statistic
ZAB, given by Equation 5.1. The test statistic is used to determine which space, spectral
or CTD subspace, provides statistically better classification accuracy with respect to the
kappa coefficient. Therefore, each value ZAB compares the spectral kappa coefficient to
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the corresponding CTD subspace labeled by the column. For simplicity we associate a
label indicating the space with better classification underneath this score; ”Spectral” or
”CTD” for better performance in those spaces or ”Equal” when the kappa coefficients are
statistically equal. A 95% confidence level is used in this analysis. Therefore, the null
hypothesis is accepted if |ZAB| < 1.96. As mentioned above, if rejected, the sign of ZAB will
determine which space provides greater classification accuracy. Positive values favor the
performance in the CTD subspace while negative values indicate greater performance in
spectral space. It is interesting to note that the overall accuracies are slightly larger when
only the first ten CTD bands are used as compared to those received in spectral space.
Referring to the L+ eigenvalue plot in Figure 5.5(g), the bend occurs around ρ20. Retaining
all feature images up to ρ20 improves classification performance for the Mahalanobis and
MDM classifiers and statistically equal performance using maximum likelihood in the
CTD feature space. The SVM RBF classifier has greater performance in the spectral
domain as compared to any of the CTD subspaces listed in the table. However, note
that the overall accuracy in spectral space is quite close when the first twenty bands are
retained. Most importantly, note that when the plateau in the eigenvalue plot is reached
at approximately ρ40, the kappa coefficients are statistically greater in the CTD subspace
in addition to the overall accuracies for each classifier except SVM RBF. Using the feature
images past the plateau, refer to columns CTD 50 and CTD 60, the kappa coefficients
seem to improve with the Mahalanobis classifier but remains statistically the same for
maximum likelihood and MDM. Table 5.2 displays the individual class accuracies received
using the maximum likelihood classifier. The average accuracies (AA) are also displayed
and the bold values correspond to the largest class values received. Except for the metal
and bare soil classes, the class accuracies are generally higher in the CTD subspaces
compared to its spectral space counterpart. This is particularly true when the classifier
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is applied to all feature images up to, or slightly past, the plateau in the eigenvalue plot.
An interesting result occurs in column CTD 10 in the table. Note that the gravel and
brick classes have accuracies 0.1% and 93.9%, respectively. In this case, those first ten
bands do not provide enough information to separate the two classes and almost all of the
gravel pixels are assigned to the brick class. When more CTD feature images are included
in the classification, the classes become more separable. This is exactly analogous to
the situation encountered in the previous section with the healthy and distressed grass
classes; higher order CTD bands contain information necessary for separation of the two
classes.
Table 5.2: Class accuracies for the ROSIS-03 data set using the maximum likelihood
classifier. The average accuracies (AA) are displayed along the bottom row.
Maximum Likelihood applied to ROSIS-03
Spectral CTD 10 CTD 20 CTD 35 CTD 40 CTD 50 CTD 60
1. Asphalt 59.7 61.97 59.0 65.13 68.7 70.4 70.8
2. Meadows 63.2 95.1 94.2 89.6 88.1 86.6 84.7
3. Gravel 52.3 0.1 39.9 46.6 48.4 51.4 57.3
4. Trees 97.7 41.3 58.6 93.2 94.2 95.9 97.7
5. Metal 100.0 99.7 99.6 99.6 99.6 99.6 99.6
6. Bare Soil 83.2 27.2 24.2 27.7 28.8 28.9 30.0
7. Bitumen 60.5 96.8 97.4 97.1 96.0 95.3 95.1
8. Bricks 81.7 93.9 58.2 55.3 56.0 55.6 55.6
9. Shadows 34.0 99.8 99.8 99.9 99.8 99.7 99.7
AA [%] 70.3 68.4 70.1 74.9 75.5 75.9 76.7
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Figure 5.5: An RGB Color rendering of an area around the University of Pavia acquired
by ROSIS-03 imaging spectrometer is shown in (a) followed by CTD feature bands 2-4,12,
and 19 for (b)-(f), respectively. A plot of the eigenvalues of L+ for this data set is shown
in (g).
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Figure 5.6: An RGB rendering of the HyMap Cooke City, Montana, data set is shown in
(a). The user defined classes are displayed in (b).
The second data set used is a 403×195 pixel image acquired with the HyMap imaging
spectrometer over Cooke City, Montana, USA. Operated by HyVista Corporation, the
HyMap hyperspectral scanner collects 12-bit data and provides 128 spectral bands across
VIS-SWIR ranging from 0.45−2.5µm with bandwidths between 15−20 nm. This image has
been independently analyzed in King and Kerekes (2010) [47] and they provide a training
set and a web-based application to automatically score the classification results using an
unknown test set. An RGB color rendering of this data set is shown in Figure 5.6(a) and
5.6(b) provides the names and colors associated with each material class. The discussion
begins by displaying some CTD bands generated from the transformation. Figures
5.7(b)-(f) correspond to CTD bands 1, 2, 5, 14, and 15. The associated eigenvalue plot is
shown in 5.7(g). Once again, each feature band displayed contains information useful for
separating the user defined classes. Thresholding the first CTD band shown in Figure
5.7(b) could separate largely the tree (green) class from the grass (blue), road (yellow),
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Table 5.3: Overall accuracies and kappa coefficients obtained from the HyMap Cooke
City, Montana, data set represented in the original spectral space and the transformed
CTD subspaces.
Spectral CTD 10 CTD 20 CTD 30 CTD 40 CTD 50 CTD 60
Mahalanobis
OA [%] 96.6 88.3 91.7 91.1 91.9 92.2 89.9
κ 0.937 0.781 0.847 0.833 0.848 0.853 0.815
σ2κ [×10−5] 0.45 1.24 0.98 1.06 0.99 0.97 1.20
ZAB 0.00 -37.95 -23.77 -26.76 -23.49 -22.32 -30.03
Spectral Spectral Spectral Spectral Spectral Spectral
Maximum Likelihood
OA [%] 87.3 89.7 90.1 90.3 90.1 90.0 89.9
κ 0.739 0.808 0.816 0.819 0.815 0.813 0.811
σ2κ [×10−5] 1.67 1.16 1.13 1.11 1.13 1.13 1.14
ZAB 0.00 12.97 14.55 15.17 14.36 13.98 13.58
CTD CTD CTD CTD CTD CTD
MDM
OA [%] 89.8 84.4 86.3 86.3 86.3 86.3 86.4
κ 0.757 0.719 0.752 0.752 0.752 0.752 0.752
σ2κ [×10−5] 1.35 1.42 1.33 1.33 1.34 1.34 1.34
ZAB 0.00 -7.22 -0.97 -0.97 -0.96 -0.96 -0.96
Spectral Equal Equal Equal Equal Equal
SVM (RBF)
OA [%] 89.5 86.8 87.1 91.1 91.2 89.6 89.5
κ 0.799 0.746 0.755 0.831 0.832 0.801 0.800
σ2κ [×10−5] 1.20 1.40 1.35 1.10 1.10 1.23 1.23
ZAB 0.00 -10.39 -8.71 6.67 6.88 0.41 0.20
Spectral Spectral CTD CTD Equal Equal
and gray material (cyan) classes and in combination with the second CTD band, provides
information necessary for separating the buildings class. Careful observation of Figure
5.7(e) indicates that the fourteenth CTD band distinguishes healthy grass in the populated
area from the grass/vegetation found on the surrounding foothills. Table 5.3 organizes
the classification results in the same format outlined for the ROSIS-03 data set. Note that
the bend in the eigenvalue plot of Figure 5.7(g) occurs around ρ10. Except for maximum
likelihood, applying the classifiers to the first ten transformed feature bands produced
lower classification performances when compared directly to the corresponding spectral
space result. As was demonstrated using the ROSIS-03 data set, as more CTD bands
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are retained, especially at and past the position of the plateau in the eigenvalue plot, the
classification parameters generally increase. This is demonstrated in Table 5.3 where the
plateau of the eigenvalue plot occurs around ρ30 and that the classification performance
for each classifier generally improves. However, in the case of the Mahalanobis classifier,
the overall accuracies in the CTD subspaces are less than their spectral space counterpart
and, additionally, the kappa coefficients are also statistically smaller. For the other two
classifiers, MDM and SVM RBF, the kappa coefficients obtained at and above ρ30 are
statistically greater than, or equal to, their spectral counterpart. The reason for the poor
performance of the Mahalanobis classifier can be explained by Figure 5.8. This figure
shows two-dimensional scatter plots of the transformed data set projected onto the first
four CTD bands shown in Figure 5.7 i.e., CTD bands 1,2,5,14. The legend indicates the
colors assigned to each class. The buildings class has the greatest spread and they are
”pushed” away from the other classes. A visual inspection of Figure 5.6 reveals that the
buildings class consists of several different materials and each is most likely represented by
a small number of pixels. The spread of this class is so great that it dominates the scaling
of the axes in Figure 5.8(a) and gives the appearance that all other class distributions
severely overlap and are inseparable. This is especially true for the projection onto CTD
bands 2 and 14 and the projection onto bands 5 and 14. By rescaling the axes of these two
projections, as shown in Figures 5.8(b) and 5.8(c), one can see that the road (magenta),
grass (blue), and gray material (black) classes have tight distributions that are not severely
overlapping. Also observe that those two scaled projections do not provide separation of
the tree class pixels; other bands would be required for separation. Figure 5.8 also gives an
explanation for why the maximum likelihood is more suitable for this transformed data
set than Mahalanobis and MDM classifiers. The Mahalanobis classifier is derived from
the likelihood ratio with the simplifying assumption that the class covariances are equal
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resulting in a linear classifier. It is obvious that the class covariances are not equal from
the two-dimensional scatter plots. Additionally, because of the large spread associated
with the buildings class, its mean vector is displaced far from the means of the other
classes. As a result, applying MDM classifier will result in many building pixels assigned
to other classes. Figure 5.8 also demonstrates the potential use of the CTD transformation
for spectral anomaly detection where the task is to identify unusual spectra with respect
to the others (background distibution).
Table 5.4: Class accuracies using the maximum likelihood classifier on the HyMap data
set. The average accuracies (AA) are displayed along the bottom row.
Maximum Likelihood applied to HyMap
Spectral CTD 10 CTD 20 CTD 30 CTD 40 CTD 50 CTD 60
1. Buildings 90.4 94.5 96.5 97.6 97.8 98.2 98.5
2. Trees 99.6 96.5 96.7 96.8 96.8 96.9 96.8
3. Grass 80.5 85.7 84.4 84.9 86.0 86.6 87.5
4. Road 7.4 42.4 46.4 41.0 35.6 31.3 25.5
5. Gray 51.1 71.1 74.6 86.1 86.2 86.8 87.1
AA 65.8 78.0 79.7 81.3 80.5 80.0 79.1
The individual class accuracies obtained using maximum likelihood as a function
of the number of retained CTD bands is shown in Table 5.4. Increasing the number of
CTD bands used for classification had the general effect of increasing both the overall
accuracies and the kappa coefficients. These parameters also seemed to stabilize after
the plateau. With exception to the tree class accuracies which were close in value, the
individual class accuracies are greater for all CTD subspaces displayed in the table when
compared directly to those obtained in spectral space.
Based on the discussion presented above, the truncation of the eigenvalues/eigenvectors
for the CTD subspace projection matrix should take place just above where the plateau in
the eigenvalue plot occurs. According to the results obtained for the two data sets used,
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performance did increase when this criterion was met. Additionally, it appears that the
maximum likelihood classifier provided good performance in CTD space and was most
stable in terms of accuracy with both data sets presented.
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Figure 5.7: An RGB Color rendering of the Cooke City, Montana, area acquired with the
HyMap imaging spectrometer is shown in (a) followed by CTD feature bands 1,2,5, 14 and
15 for (b)-(f), respectively. A 2% linear stretch was applied to each CTD band displayed
to enhance the visual content contained within each. A plot of the eigenvalues of L+ for
this data set is shown in (g).
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Figure 5.8: Two-Dimensional scatter plots using CTD feature images 1,2,5,14 of the trans-
formed HyMap data set. These feature images are shown in Figure 5.7 (b)-(e)
” Observation is a passive science, experimenta-
tion an active science.”
— Claude Bernard
6
Data Sets For Graph-Based Detection
This chapter examines the properties of three hyperspectral data sets that will be used to
analyze the performance of the graph-based anomaly and target detection methodologies
introduced in Chapters 7 and 9, respectively. These images vary in my aspects including
their sensors, time and location they were acquired (i.e., sensor-target-sensor geometry),
and the background and target materials within them. Knowledge of this information
becomes particularly important in Chapter 9 when the target detection methodology is
developed from the physics-based modeling workflow (cf., Figure 2.1(b)). Recall that
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the physics-based method attempts to predict the sensor-reaching radiance of a target
material under variable illumination and atmospheric conditions. A discussion of each
image follows.
6.1 HYDICE Forest Radiance
Figure 6.1(a) displays a color rendering of the Forest Radiance data set. The experiment
took place at Aberdeen Proving Grounds in Maryland, with a average scene elevation of
0.015 [km (ASL)] on August 24th, 1995. The image was acquired at 9:10am EDT using the
HYDICE imaging spectrometer at an altitude of 1.56 [km (ASL)]. This sensor consists of 210
spectral bands with an average spectral resolution of 10 [nm]. Spectral bands centered over
atmospheric absorption features and other low SNR bands were removed before applying
the graph-based methodologies and comparative analysis. Furthermore, only 170 spectral
bands were utilized for the experimental results in Chapters 7 and 9. Due to the location
and time of this collection, the solar zenith angle was 59.3 [degrees] and the Midlatitude
Summer atmospheric model and the Rural Extinction aerosol models are the appropriate
choice in MODTRAN (cf., Chapter 8). These parameters are used to generate an ensemble
of radiance vectors using the physics-based modeling approach and will later be used to
approximate the target manifold for the graph-based target detection approach discussed
in Chapter 9. Recall that the image is collected in units of sensor-reaching radiance and
is generally multiplied by some integer amount. The units of radiance for this image
are 75 · [W/m2srµm]. Therefore, a digital number of 100 at a given spatial location in
one of the spectral bands equates to a value of ≈ 1.33 [W/m2srµm]. A convenient unit of
radiance that is often used in optical engineering and telecommunications is called the
mirco-flick [µF] given in units of [µW/cm2srµm]. This is not to be confused with the SI unit
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of capacitance called the farad that is also symbolized as F. The conversion factor for this
image is easily obtained from dimensional analysis to be (100/75). Table 6.1 summarizes
the important attributes of the Forest Radiance data set.
Table 6.1: Specification of the Forest Radiance data set attributes including the parameters
for the heat kernel edge-weighting function ωHK.
Image Attribute Specification
Sensor System HYDICE
Spectral Bands 210 (144 used)
Image Units 75 × [W/m2srµm]
Scene Elevation [km (ASL)] 0.015
Sensor Altitude [km (ASL)] 1.56
Location Aberdeen Proving Ground, MD
Date 8-24-1995
Time 9:10am EDT
Solar Zenith [degrees] 59.3
Target of Interest F3a − c (green cotton)
Heat Kernel σ 0.250
Heat Kernel  0.001
The anomalous objects in this scene consist of ten different fabric materials arranged in
a ten row by there column array in the open field. Each row corresponds to a unique fabric
material while the columns correspond to the panel’s size which decreases from left to
right; the third column panels are mostly subpixel for this combination of sensor altitude
and pixel pitch. The background clutter consists of three main classes: trees, grass,
and road materials. This data set is used to quantify the performance of the anomaly and
target detection methodologies presented in later chapters. For the application of anomaly
detection, the user defined truth mask is displayed in Figure 6.1(b) which considers only
the fabric panels to be spectrally anomalous in the image. For the application of target
detection, the primary target of interest is the F3 green cotton fabric panels. Its resampled
spectrum is plotted by the red solid line in Figure 6.1(d) and the locations of these panels
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are indicated by the red boxed region of Figure 6.1(c). The largest panel is labeled as
F3a, the middle sized panel as F3b, and the smallest as F3c. This particular target is often
confused with the F5 target fabric, which is also green in color but consists of a mixture
of cotton and nylon. As demonstrated by Figure 6.1(d), it is quite similar spectrally to F3.
Its positions are indicated by the blue rectangular region in Figure 6.1(c). Furthermore,
their spectral differences are mostly described by a difference in magnitude and a feature
centered around 1.7 [µm]. Finally, two other green fabrics that will be of interest when
discussing the experimental results of the graph-based target detection methodology are
indicated by the gray boxed regions and labeled as T1 and T2. Their reflectances are
displayed in Figure 6.1(d).
As a preprocessing step to the graph-based anomaly and target detection methodolo-
gies, the hyperspectral data is vector normalized to give each unit length i.e., all spectral
vectors are projected onto the unit hypersphere in d-dimensional spectral radiance space.
Once this step is completed, the mutual k-NN+MST similarity graph is applied to this
normalized data with k = 25. Figure 6.1(e) displays the peak normalized histogram of the
25-NN+MST graph edge-lengths as applied to this data set. Following the discussion of
Chapter 4.3.1, several heat kernel functions over plot this histogram and the one that best
adheres to the optimal conditions is the one with parameters (σ = 0.25,  = 0.001).
6.2 HYDICE Desert Radiance
The Desert Radiance scene, shown in Figure 6.2(a), was also acquired with the HYDICE
imaging spectrometer containing 210 spectral bands of which only 145 were utilized
in this study; many bands had sensor noise artifacts. The same fabric panels used in
the Forest Radiance scene appear in this image along with several other target objects
CHAPTER 6. DATA SETS FOR GRAPH-BASED DETECTION 123
including military vehicles and camouflage tarps. The sensor altitude was approximately
the same as the Forest Radiance scene at 1.57 [km (ASL)], however, the scene elevation
was at 0.240 [km (ASL)] as opposed to 0.015 [km (ASL)]. Unlike the Forest Radiance scene,
the background clutter consists of different soils as this collection took place at Yuma
Proving Grounds in Arizona on June 26th, 1995 at 9:53am MDT. Due to the location and
time of the experiment, the solar zenith angle was 50.3 [degrees] and the Desert Extinction
aerosol model and Midlatitude atmospheric model were used in MODTRAN to generate
the physics-based modeled targets (cf., Chapter 8). Although the soils appear the same
in the visible region, the is more distinction between them in the SWIR region.
This image will be used to analyze the performance of both graph-based anomaly and
target detection methodologies. The user defined truth mask for anomaly detection is
displayed in Figure 6.2(b) which consists of all fabric and calibration panels, camouflage
tarps, and military vehicles parked on the road in the upper half of the image. However,
notice how some other man-made objects are not included in the truth mask such as
the parked cars past the middle part of the image on the left side. Most analysts would
consider these as spectral anomalies and would include them in the truth mask. How-
ever, this demonstrates the arbitrary nature of anomaly detection that makes algorithmic
performance analysis difficult. As discussed further in Chapter 7.2, some of these objects
will receive large detection statistic scores and are considered as false alarms. Target
detection, on the other hand, is a well defined problem: we know the material that we are
trying to locate and, therefore, can determine easily what is target and what is background
clutter. For target detection, the targets of interest are the F3a − c fabric panels. There
positions are indicated by the red boxed region in Figure 6.2(c). The F5 fabric panels are
located just below them in the blue boxed region. As mentioned above, both graph-based
methodologies require a normalization step before applying the Mutual k-NN+MST sim-
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ilarity graph. For this data set, Figure 6.2(d) displays the heat kernel with several values
of σ with  = 0.001 over plotting the normalized edge length histogram, displayed in
blue. Following the method outlined in Chapter 4.3, the values σ = 0.120 and  = 0.001
(dotted magenta line in Figure 6.2(d)) are used for the heat kernel in Chapters 7 and 9.
A summary of this image’s attributes are provides in Table 6.2. They will be utilized in
Chapter 9 for the graph-based target detection methodology.
Table 6.2: Specification of the Desert Radiance data set attributes including the heat kernel
edge-weighting function ωHK parameters.
Image Attribute Specification
Sensor System HYDICE
Spectral Bands 210 (144 used)
Image Units 75 × [W/m2srµm]
Scene Elevation [km (ASL)] 0.240
Sensor Altitude [km (ASL)] 1.57
Location Yuma Proving Ground, AZ
Date 6-26-1995
Time 9:53am MDT
Solar Zenith [degrees] 50.3
Target of Interest F3a − c (green cotton)
Heat Kernel σ 0.100
Heat Kernel  0.001
6.3 SpecTIR SHARE 2012
SpecTIR LLC was contracted by Rochester Institute of Technology to gather, process,
and deliver hyperspectral imagery using the ProSpecTIR-VS sensor which consists of 360
spectral bands nominally ranging from 0.4 − 2.45 [µm] . A color rendering of this image
is provided in Figure 6.3(a). The main experiment consisted of placing red and blue felt
panels under varying levels of illumination and concealment. The image was collected
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over Avon, NY on September 20th, 2012 at 2:30pm EDT. Due to the time and location of
the collection, the solar zenith angle for this data set was 43.9 [degrees]. As done in the
previous two data sets, any bands centered over regions of heavy atmospheric absorption
were removed. This resulted in the use of 280 of the original bands for further data
processing. The scene elevation was approximately 0.168 [km] and the sensor altitude
was 0.889 [km] causing the spatial resolution to be approximately 1[m] on the ground.
The sensor-reaching radiance is in units of 1000 × [mW/(cm2srµm)] = 1[µF] (remember,
this is in units of micro-flicks, not micro-farads). Therefore, given a digital number of
4500 converts to 4.5[µF].
Table 6.3: Specification of the SHARE 2012 data set attributes including the parameters
for the heat kernel edge-weighting function ωHK.
Image Attribute Specification
Sensor System SpecTIR ProSpec TIR-VS
Spectral Bands 360 (280 used)
Image Units 1000 × [mW/cm2srµm]
Scene Elevation [km (asl)] 0.168
Sensor Altitude [km (asl)] 0.889
Location Avon, NY
Date 9-20-2012
Time 2:30pm EDT
Solar Zenith [degrees] 43.9
Target of Interest red felt
Heat Kernel σ 0.150
Heat Kernel  0.001
The targets of interest for this data set includes the red felt panels placed under
variable illumination conditions. As discussed in Chapter 2, the panels at sites A and
B are fully exposed and receive energy from both direct solar and downwelled radiance
paths. The remaining target sites expose the felt panels to varying amounts of shadow
described as follows: sites C and D have light shadow compared to the deepest, and most
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even, shadows at sites E and F. The latter two sites differed in the amount of concealment
of the fabric panels. Site F was only exposed to a very small portion of the sky dome
(shape factor of ≈ 0.1 − 0.2) while site E was exposed to much of the sky dome (shape
factor > 0.5). In both cases, the primary sources of energy are from downwelled radiance
and adjacency i.e., light reflected off background objects like the trees. As a result of
the varying illumination conditions, this will prove to be a challenging image for target
detection. Table 6.3 provides a summary of this data set.
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(a) (b) (c)
(d) (e)
Figure 6.1: (a) HYDICE Forest Radiance test image composed of different fabric material
panels. (b) The anomaly detection map and (c) target detection map for the graph-based
methodologies. (d) Plot of the several fabric material panels. (e) Heat Kernel with variable
σ plotted over the normalized edge lengths.
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(a) (b) (c)
(d)
Figure 6.2: HYDICE Desert Radiance test image composed of different fabric material
panels, military vehicles, and camouflage tarps.
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(a) (b)
(c) (d)
Figure 6.3: (a) Color rendering of the SpecTIR SHARE2012 data collection, (b) the locations
of the red felt target panel, (c) spectral reflectance (resampled to sensor band centers) for
the red and blue felt fabric panels, and (d) peak normalized edge length histogram with
heat kernel functions with variable σ.
”An expert is a man who has made all the mis-
takes which can be made, in a narrow field”
— Niels Bohr
7
Spectral Anomaly Detection in CTD Subspace
A novel graph-based anomaly detection methodology for hyperspectral imagery is pre-
sented in this chapter. This chapter is divided into two sections: Section 7.1 provides an
in depth discussion of each step of the algorithm and Section 7.2 analyzes its performance
on two of the three data sets discussed in Chapter 6. The algorithm can be summarized
in three steps beginning with a preprocessing step, followed by the CTD transformation,
and ending with the application of an anomaly detector to the m-dimensional CTD sub-
space. A comparison between the performance of the RX detector applied to spectral
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radiance space and the m-dimensional CTD subspace will be given. The CTD subspace
will demonstrate great potential for exposing anomalous structure in spectral data. Due to
the normality assumptions in the RX detector, Section 7.3 applies the topological anomaly
detector (TAD) to the transformed CTD subspace. The observations of this chapter played
a crucial role in forming the more general graph-based target detection methodology dis-
cussed in Chapter 9.
7.1 Graph-Based Anomaly Detection Methodology
As discussed in Chapter 2.3, anomaly detection can be considered a special case of target
detection in which no a priori information about the target class exists and knowledge
of the background class is often estimated from the data. Furthermore, the intent of
anomaly detection is to expose spectra that deviate from normalcy. 1 Figure 7.1 illus-
trates the graph-based anomaly detection algorithm that begins with a preprocessing step
that removes all low signal-to-noise ratio spectral bands including those centered over
atmospheric absorption features. Once they have been removed, the data is normalized
using the L2-norm i.e., xˆi =
(
1/
√
x>i xi
)
xi. Geometrically, the data is projected onto the
unit hypersphere in d-dimensional spectral space, where d corresponds to the number
of spectral bands that remain. By removing the magnitude component of the spectra,
their pairwise similarity will be determined primarily by their directions. This becomes
the input to the CTD transformation process which is composed of three steps. First,
each normalized spectral vector is converted to a vertex in V i.e., xˆi = vi ∈ V , and the
mutual k-NN+MST similarity graph is applied to populate the edge set E . Recall from
Chapter 3.2 that the mutual k-nearest neighbor similarity graph has the general tendency
1The word normalcy was used here to mean the state of being usual, not the Gaussian probability density
function.
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Figure 7.1: The graph-based spectral anomaly detection methodology.
of producing many within cluster edges and the minimum spanning tree ensures graph
connectivity; the latter property guarantees a nonzero probability for the random walker
to transition to any other vertex along the graph structure given enough time. The final
step of the transformation is to choose a value m for the number of eigenvalues and cor-
responding eigenvectors to estimate. The convention used here is to have m correspond
to the plateau in the plot of ρi = 1/λi (i.e., the eigenvalues of L+), as outlined in Chapter 5.
The next section will demonstrate how a majority of the anomalous structure is contained
in the first few eigenvectors corresponding to the largest eigenvalues of L+. However,
we also demonstrate that many of the higher-order bands (small values of ρi = 1/λi)
also contain some material class information. With exception to the preprocessing stage,
these steps have already been demonstrated on the data set shown in Figure 4.6 with
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the “anomalies” represented as the red x’s and the background clutter as the black/gray
circles. The mutual k-NN+MST graph applied to the data set was displayed in Figure
4.7(a) and the parameters chosen for the heat kernel edge-weighting function are based
on the normalized histogram in Figure 4.7(b). Figure 4.8 demonstrated the importance of
choosing the parameters σ and  and how they influence the final embedding i.e., their
relation to the eigenvalues and eigenvectors. Choosing σ = 1.0 and  = 0.001, notice how
well the anomalies are separated from the background. Referring to Figure 7.1, the final
stage of this algorithm is to apply an anomaly detector to the m-dimensional transformed
space. We apply the Reed-Xiaoli (RX) detector that was derived in Chapter 2.3. The
background mean vector µb and covariance matrix Σ is calculated from the entire data set
as opposed to local RX which estimates within a sliding window. Each pixel will have an
associated detection statistic score that determines how anomalous it is within the data
set based on its squared Mahalonobis distance from µb.
7.2 Experimental Results for Graph-Based Anomaly Detection
Using RX Detector
This section displays the results obtained for two of the images discussed in Chapter 6.
Throughout the following discussion we will display the eigenvalues and eigenvectors of
L+ since a great deal of spectral information is characterized by them. The CTD subspace
is also formed by them as described by Equation 4.4.
7.2.1 Anomaly Detection on Forest Radiance Data
The first data set used in the graph-based anomaly detection methodology was the Forest
Radiance image. Its properties were discussed in Chapter 6.1 and a color rendering of
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(e) u4 (f) u5 (g) u6 (h) u7
(i)
Figure 7.2: (a) RGB rendering of the Forest Radiance scene, (b)-(h) are the first seven
eigenvectors ui of L+ and (i) displays its the eigenvalues.
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the image is repeated in Figure 7.2(a). The anomalous targets are the thirty different
fabric panels that have been placed in the open field. Each row consists of three panels
made of the same material but that vary in size. Based on the mutual 25-NN+MST graph
constructed on the data, the optimal values for the heat kernel parameters are σ = 0.25
and  = 0.001. Figure 7.2(b)-(h) displays the first seven eigenvectors of L+, denoted
as ui, that correspond to the first seven largest eigenvalues ρi = 1/λi and Figure 7.2(i)
displays those eigenvalues. Interestingly, many of these eigenvectors easily differentiate
many of the material classes found in the image. Geometrically, these eigenvectors are
oriented in a direction that maximizes the variance of the square root of the commute
time distance in node space. Therefore, the eigenvector u1 is oriented in a direction of
maximum variability and seems to differentiate between the tree class (white), shadows
cast by the trees (light gray), the road (dark gray) and the open field grass (black) classes.
However, note that none of the fabric target panels are indicated by this eigenvector; in
fact, they are merged with the grass class. The next two eigenvectors appear to provide
additional information pertaining to these background classes and it isn’t until u4 that
the fabric target panels are separated from it. Furthermore, eigenvectors u4, u6, and
u7 provide information necessary for separating the target panels. The reader can find
additional eigenvector maps in Appendix B which further demonstrate that the higher
order bands contain information that may be important in separating certain materials
within the image. Since estimating all n − 1 eigenvector/eigenvalue pairs for this image
would be impractical, we need to choose an appropriate value m << n − 1 that contains
enough information for detection of the anomalous targets. Since Figure B.1 in the
Appendix demonstrates the possibility of important information being contained in the
higher order eigenvectors, we choose to set m equal to the plateau in the eigenvalue
plot as mentioned above. This is similar to dimensionality reduction using principal
CHAPTER 7. SPECTRAL ANOMALY DETECTION IN CTD SUBSPACE 136
(a) (b) (c)
Figure 7.3: The detection statistic map generated by applying the RX detector to (a) CTD
subspace with m = 13 and (b) spectral reflectance space for the HYDICE Forest Radiance
data set. Both detection maps are displayed using a 0.5%-linear stretch. (c) Receiver
operating characteristic (ROC) curve to quantitatively compare their performance.
components analysis. From Figure 7.2(i), we set m = 13. The detection statistic map
received from applying the RX anomaly detector to the 13-dimensional CTD subspace is
displayed in Figure 7.3(a). For comparison, Figure 7.3(b) displays the detection statistic
map received by applying the RX detector to spectral radiance space. Both detection
maps are displayed using a 2% linear stretch. From a visual comparison between the two,
it appears that the CTD subspace provides greater separation between the target panels
and the background clutter. In fact, it displays good performance not only in detecting
the large fabric panels but also in detecting the subpixel target panels located in the third
column. Compared to spectral radiance space, the CTD subspace implementation also
appears to be less sensitive to sensor noise. Additionally, the spectral radiance space
result exhibits difficulty in detecting some of the subpixel targets. Referring to Figure
7.3(b), this is particularly true for the subpixel panels located in the third and fourth
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rows. This does not appear to be the case in Figure 7.3(a). Using the truth mask in
Figure 6.1(b) on page 127, Figure 7.3(c) displays the receiver operating characteristic
(ROC) curves that quantify their performance. Note that the false alarm rate is plotted
on a log scale to show the performance over the entire range. Recall that an ideal ROC
curve would be a step function; the detector would detect 100% of the targets without
taking on any false alarms. The one closest to that behavior in Figure 7.3(c) is the one
corresponding to the CTD subspace implementation (blue). Before receiving any false
alarms, RX applied to the CTD subspace detects approximately 87% of the target pixels
as opposed to approximately 22% in spectral space (red line). As an implementation
note, the ROC curves were generated by first removing the pixels in the guard region
surrounding each panel as to reduce the analysts uncertainty in whether a very small
portion of the signature exists in those pixels. We follow this convention when displaying
the remaining ROC curves in this chapter and in Chapter 9.
7.2.2 Anomaly Detection on Desert Radiance Data
A color rendering of the Desert Radiance data set is repeated in Figure 7.4(a). Many
of its attributes were discussed in detail in Chapter 6.2. The anomalous objects in this
scene consist of the same fabric panels found in the Forest Radiance scene along with
several military vehicles, camouflage tarps and large calibration panels. Following the
workflow diagram of Figure 7.1, we first apply the preprocessing step by removing bad
bands and vector normalizing the data. The mutual k-NN+MST similarity graph was
then applied to the normalized data, with k = 25 as done for the Forester Radiance
data, and the graph Laplacian matrix is formed. Figure 7.4(b)-(h) presents the first seven
eigenvectors and Figure 7.4(i) displays a plot of the first hundred eigenvalues of L+. Once
again the eigenvectors ui display differences between different material classes on the
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Figure 7.4: (a) RGB rendering of the Desert Radiance scene, (b)-(h) are the first seven
eigenvectors ui of L+ and (i) displays its the eigenvalues.
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Figure 7.5: The detection statistic map generated by applying the RX detector to (a) CTD
subspace with m = 40 and (b) spectral reflectance space for the HYDICE Desert Radiance
data set. Both detection maps are displayed using a 0.5%-linear stretch. (c) Receiver
operating characteristic (ROC) curve to quantitatively compare their performance.
ground. For example, u1 has large values on the calibration panels, military vehicles,
and personal cars (left side past the center of the image). The second eigenvector u2
contains information necessary to separate the fabric panels and camouflage tarps from
the background clutter. And, as seen in the Forest Radiance image, the higher order
eigenvectors also contain information necessary to separate certain material classes (cf.,
Figure B.2 in Appendix B). One important difference between the two data sets is the
rate in which the eigenvalues approach a plateau. Accordingly, we must retain more
eigenvalue/eigenvector pairs for the Desert Radiance scene than we did for the Forest
Radiance data set above. Figure 7.4(i) suggests that a value of m = 40 is an appropriate
choice for the number of eigenvalue/eigenvector pairs to retain. Although not fully
understood, it is believed that the addition of more vertices, the number of material
classes and, more importantly, the connectedness of those material classes all contribute
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to the slow rate of decrease in the eigenvalues. Support for this belief will come in Chapter
9 when the graph-based target detection methodology is introduced.
Figure 7.5(a) displays the detection statistic map received by apply the RX detector
to CTD subspace with m = 40 while Figure 7.5(b) corresponds to its application in
spectral radiance space. As was true for the Forester Radiance data set, the graph-based
methodology performs great in pulling out many of the man-made objects in the scene
including most of the fabric panels, calibration panels, military and personal vehicles
(lower left side of image). It also appears to be less susceptible to sensor noise. Spectral
space RX appears to have great difficulty in separating many of the subpixel fabric panels
from the background clutter including the F3c and F5c fabric panels (cf., Figure 6.2(c)). The
truth mask for this data set , as shown in Figure 6.2(b) on page 128, considers the fabric and
calibration panels, camouflage tarps, and military vehicles to be the anomalous objects in
the scene. However, it disregards labeling other manmade objects, such as the personal
cars, as spectral anomalies. This case illustrates the ambiguity surrounding anomaly
detection and characterizing its performance; materials deemed anomalous to one group
of analysts may not be considered anomalous to other analysts. As a result, these objects
are considered to be false alarms when quantifying the detection performance. Figure
7.5(c) displays the ROC curves for CTD subspace RX (blue line) and spectral space RX
(red line) with the false alarm rate plotted on a log scale in order to understand the
performance at very low false alarm rates and determine the false alarm rate for 100%
detection i.e., PD = 1. Comparing their performance, again it appears that the CTD
subspace RX is detecting targets with fewer false alarms than spectral space RX. Both
do not detect more than one percent of the targets until receiving a false alarm rate of
about 2×10−4. However, some of the largest detection scores for the graph-based method
correspond to the personal vehicles and some other mad-made objects within the image.
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Figure 7.6: The detection statistic map generated by applying the TAD detector to (a) CTD
subspace with m = 13 and (b) spectral reflectance space for the HYDICE Forest Radiance
data set. The CTD detection map is linearly stretched while the spectral space detection
map has a 2% linear stretch applied. (c) Receiver operating characteristic (ROC) curve to
quantitatively compare their performance.
Conversely, some of the largest scores for spectral space RX are associated with the sensor
noise artifacts in the image. Furthermore, approximately 90% of the target pixels are
detected at a false alarm rate of 10−2 using the graph-based method as opposed to only
55% with spectral space RX. And finally, a detection rate PD = 1 (100% of targets detected)
is received at a false alarm rate of PFA = 3 × 10−1 for CTD subspace RX as opposed to
PFA = 7 × 10−1 for spectral space RX.
7.3 Experimental Results for Graph-Based Anomaly Detection
Using TAD Detector
Although our methodology outlined in Figure 7.1 applies the RX detector in the CTD
subspace, another detector can easily be substituted. In this section the topological
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anomaly detection (TAD) algorithm is applied. It was originally introduced in Basener
et al. (2007) and no assumptions are made about the distribution of the background;
instead, the background is modeled as a set of connected components of a graph. This
is a more appropriate detector to use since from Figure 5.8 on page 118 we can see that
the distributions in CTD subspace can be highly non-Gaussian. Chapter 9 will display
additional scatter plots that further confirm this type of behavior in CTD subspace. In
Basener et al. (2009), the algorithm is summarized by three steps: first, an optional
normalization step may be applied; second, a sampling of data points is made to construct
the background connected components; lastly, the final step ranks the anomalousness of
each pixel by summing the (Euclidean) distance between its 3rd, 4th, and 5th nearest
background data points. Recall that the Euclidean distance in the CTD subspace is
approximately the square root of the commute time distance. Therefore, we are summing
the distance between its 3rd, 4th, and 5th nearest background data points in terms of the
square root of the commute time distance.
Figure 7.6(a) and 7.6(b) display the detection results when applying TAD to the Forest
Radiance data set represented in the CTD subspace and spectral space, respectively. In
both cases, the background was estimated with 10000 samples and 5% of the edges
remained. As used above, the number of CTD bands retained is m = 13. Once again,
improved detection performance is observed in the CTD subspace when compared to the
spectral space results. In fact, it appears TAD has difficulty detecting some of the larger
target panels and many of the subpixel target panels when applied to spectral space.
However, how do the results of the TAD and RX detectors compare in the CTD subspace?
Comparing the ROC curves in Figures 7.3(c) and 7.6(c), note that TAD detects 90% of the
targets without taking on any false alarms as opposed to ≈ 85% for RX. However, as the
false alarm rate increases, the performance between the two detection maps appears to
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be nearly equal. All 100% of the targets are detected at a false alarm rate of 8 × 10−1 with
TAD compared to 9 × 10−1 using the RX detector.
(a) (b) (c)
Figure 7.7: The detection statistic map generated by applying the TAD detector to (a) CTD
subspace with m = 40 and (b) spectral reflectance space for the HYDICE Desert Radiance
data set. The CTD detection map is linearly stretched while the spectral space detection
map has a 2% linear stretch applied. (c) Receiver operating characteristic (ROC) curve to
quantitatively compare their performance.
Figure 7.7(a) displays the TAD detection map generated when applied to the first
m = 40 dimensional CTD subspace of the Desert Radiance image while 7.7(b) is the
detection map when applied to the corresponding spectral radiance space representation.
The background was developed by choosing 10000 samples again and using only 5% of
the largest edges. Visually comparing the detection maps, it appears that TAD in the CTD
subspace easily detects the anomalies when compared to spectral space. Furthermore,
much of the vegetation has been assigned large TAD scores in spectral space which,
of course, is not considered anomalous according to the truth mask in Figure 6.2(b).
Quantitatively, this is confirmed by their ROC curves in Figure 7.7(c). More interestingly,
let’s compare the performance between the TAD and RX detectors applied to the CTD
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subspace. Comparing the (blue) ROC curves in Figures 7.5(c) and 7.7(c), TAD is able to
detect approximately 50% of the targets at a false alarm rate of 10−3 compared to 40%
at this same false alarm rate using the RX detector. Similarly, 90% of the targets were
detected with a false alarm rate of 5 × 10−3 with TAD while the same performance was
observed with a false alarm rate of 10−2 using the RX detector. Finally, it appears that all
100% of the anomalies were detected around the same false alarm rate for both.
Therefore, TAD appears to work slightly better at the lower false alarm rates in the
CTD subspace as opposed to RX. At higher false alarm rates they tend to perform just
about the same.
”I was born not knowing and have had only a
little time to change that here and there.”
— Richard P. Feynman
8
Formation of the Target Manifold Using
Physics-Based Modeling
Chapter 2 demonstrated the difficulty in detecting a target objects in hyperspectral im-
agery when they are exposed to variable illumination and atmospheric conditions. This
was illustrated on the SHARE 2012 data set with the red felt targets and the spectral
matched filter. The target vector was extracted from site A that was exposed to direct
solar illumination. The detector produced very low detection scores on all of the target
145
CHAPTER 8. FORMATION OF TARGET MANIFOLD USING PBM 146
panels not exposed to direct illumination as they are placed in regions of variable shade
and concealment (cf., Figure 2.2 on page 51). Therefore, the dominant sources of radiance
on the target of interest will undoubtedly contribute to the over success in its detection, or
lack there of in this case. As illustrated in Figure 2.2(c) and (d), not only is their a difference
in magnitude between the target spectra at sites A and B or C, but there is a difference in
direction as well. Target panels placed in areas of shade are exposed mostly to the down-
welled radiance component (cf., path 2 in Figure 8.1(6.1)) which has a greater contribution
from the lower wavelength end of the EM spectrum, due to scattering, as opposed to the
direct solar radiance. To account for these differences, Healey and Slater (1999) used
physics-based modeling to predict possible manifestation of the target spectrum in spec-
tral space under varying illumination and atmospheric conditions. After generating an
ensemble of target vectors, their variance is modeled as a linear subspace whose basis
vectors are obtained using the singular value decomposition. In Chapter 9, we take an-
other approach; rather than modeling the target variance as a lower-dimensional linear
subspace, we use the target vectors to build a target manifold and capture its underlying
structure using a graph-based model. Therefore, we too generate physics-based target
vectors but we assume they reside on a lower-dimensional manifold characteristic of the
target exposed to varying illumination and atmospheric conditions.
Section 8.1 begins by introducing the sensor-reaching radiance equation along with
the simplified physical model used to predict the possible manifestations of the target
spectrum in spectral radiance space. Section 8.2 discusses the atmospheric and illumina-
tion parameters that are varied in the physics-based model along with how MODTRAN
is used to estimate each path radiance term in the physical model under a given combi-
nation. Section 8.3 concludes this chapter by generating the physics-based targets used
to estimate the target manifolds for each image introduced in Chapter 6.
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Figure 8.1: (a) Photon paths modeled by Equation 8.1 and (b) the sun-target-sensor
geometry.
8.1 Governing Equation for Sensor-Reaching Radiance
Rather than applying an atmospheric compensation technique to the spectral image,
an alternative approach converts the target reflectance spectrum into estimated sensor-
reaching spectral radiance. This requires the use of a physical model in conjunction with
a radiative transfer model, such as MODTRAN. This approach has the advantage of
providing a way to integrate our uncertainty in atmospheric, illumination and geometric
conditions into the detection process. In essence, a family of radiance vectors can be
generated by the physics-based approach to simulate possible manifestations of the target
spectrum in spectral radiance space. Since this approach can account for changes in
illumination, it is often referred to as the illumination invariant approach[3, 4, 2]. Given a
target surface on the ground at elevation zg with normal z (cf., Figure 8.1(b)), the physical
model used for the sensor-reaching spectral radiance when viewed by a sensor at elevation
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zv from direction (θv, φv) and solar direction (θ0, φ0) is given by
L(λ) =
τv(zg, zv, θv, φv, λ) r(θ0, φ0, θv, φv, λ)
pi
[
Es(λ) cosθ0 τ0(zg, θ0, φ0, λ) (8.1)
+ F ·
∫ 2pi
σ=0
∫ pi/2
α=0
Ld(σ, α, λ) cos(α) sin(α)dαdσ
]
+ Lu(λ)
where τ0 and τv are the atmospheric transmittances along the sun-to-target and target-to-
sensor paths, Es is the exoatmospheric spectral irradiance with cosθ0 accounting for the
projected area effects on the target, Ld is the downwelled spectral radiance in the direction
(α, σ) which is then integrated over the entire hemisphere and modulated by the (scalar)
shape factor F, r(λ) is the spectral reflectance factor for the target, and Lu is the upwelled
path radiance term. Careful observation of the front term reveals that r(λ)/pi is actually
the bidirectional reflectance factor (BRDF) for a perfect Lambertian surface and, through
dimensional analysis, has units of sr−1[3]. Therefore, this physical model assumes that the
target is a Lambertian surface. Distributing the first term, the equation can be rewritten
in terms of the three dominant radiance paths as
L(λ) = (Ldirect(λ) + F · Ldownwelled) r(λ) + Lupwelled (8.2)
where Ldirect(λ), Ldownwelled(λ), and Lupwelled(λ) are the direct solar, downwelled, and up-
welled radiance terms illustrated in Figure 8.1(a) as photon paths 1, 2, and 3, respectively.
This is the physical model that will be used to estimate the sensor-reaching radiance for
the target material exposed to varying atmospheric and illumination conditions.
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8.2 Target Manifold Estimation using Physics-Based Modeling
Equation 8.2 has the same basic form as the physical model used by Healey and Slater
(1999). Variance in the target spectrum is introduced by adjusting the individual concen-
trations of the atmospheric constituents including O2, O3, CO, CO2, CH4, N2O, along with
the solar zenith angle θ0, aerosol model, sensor altitude, and the water vapor concentra-
tion. Adjusting the concentrations of the atmospheric constituents can lead to combina-
tions with relative humidities that exceed 100% [12]. In fact, out of 28, 672 combinations,
only 17, 920 produced physically realizable conditions. Ientilucci (2005) proposed instead
to vary a different set of parameters including the sensor elevation (H2), visibility (VIS),
water vapor scale factor (H2OSTR), target rotation angle δrot, and the shape factor F. The
typewriter font indicates the fields of the MODTRAN tape5 input file that correspond to
those variables. The two variables that don’t have MODTRAN equivalents, the target ro-
tation angle δrot and shape factor F, are actually applied as post processing steps after the
MODTRAN calculations. They are used to account for the orientation of the target in the
image and the amount of downwelling radiance it is exposed to, respectively. Comparing
the two methodologies, also note that Ientilucci (2005) does not vary the atmospheric
(MODEL) or aerosol (IHAZE) models as done in Healey and Slater (1999). Since information
relating to the geometric location, date, and time of the image acquisition is generally
known a priori, proper selection of these two inputs is possible. As a result, Ientilucci’s
methodology has the advantage of reducing the number of computations and producing
feasible atmospheres. Chapter 8.2.1 provides an in-depth discussion of each parameter
varied in the physics-based model and how one can estimate a range of values for a
given hyperspectral image. Chapter 8.2.2 concludes with a discussion of MOTRAN’s
output and how the sensor-reaching radiance for each combination of parameters can be
estimated from it i.e., the ensemble of physics-based modeled target vectors.
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8.2.1 Atmospheric and Illumination Parameters Varied in Physics-Based Model
MODTRAN’s input is a single ASCII file called tape5 and it contains a sequence of six
or more lines, known as cards for historical reasons [48, 49]. This file contains all the
information necessary to model the propagation of electromagnetic energy through a
characteristic atmosphere. Each card deck contains parameters that contribute to the
overall absorption and scattering properties of the modeled atmosphere. In realistic situ-
ations where radiosonde data are unavailable, uncertainty in the estimates of these critical
atmospheric parameters exists and has a tremendous impact on target identification in
atmospherically corrected data. Furthermore, spatial and temporal variations in illumi-
nation conditions, along with unknown target position and orientation within the scene
make material identification with few false alarms even more difficult. Therefore, having
a method that can account for these sources of uncertainty is advantageous. Other cards
in the tape5 file parameterize the scene geometry which ultimately provides information
necessary to calculate the atmospheric path length i.e., the distance the radiant energy
travels through the atmosphere to the entrance aperture of the optical system. These pa-
rameters include the time of day, day of the year, latitude and longitude, sensor altitude,
and sensor view angle and are generally known prior to data acquisition. Geometric
parameters that are often not known at the time of data acquisition include the location
and angular orientation of the target object within the scene. These variables must be
included within the model to adjust for uncertainty in the illumination onto the target
and, consequently, the radiance received by the sensor.
To model uncertainty in atmospheric conditions, three parameters in the tape5 file
will be varied. This includes the visibility (VIS in Card 2), ground topography (H2 in
Card 3), and water vapor scale factor (H2OSTG in Card 1A). Variations in illumination on
the target are implemented as a post-processing step that does not require changing any
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input parameters in the tape5 file. This is the same implementation as used in Ientilucci
(2005) [2]. The reason for their selection is discussed below. The reader is encouraged
to consult Ref. [48] for more information related to other card parameters not discussed
below.
Visibility
The variation of the aerosol optical properties with altitude is modeled in MODTRAN
by dividing the atmosphere into four height regions, each having a different type of
aerosol. These regions include the boundary layer (0 km − 2 km), the upper tropo-
sphere (2 km − 10 km), the lower stratosphere (10 km − 30 km), and the upper atmosphere
(30 km − 100 km). The shape of the aerosol size distribution in the boundary layer are
modeled by four different extinctions labeled as rural, urban, maritime, and desert. The
rural extinction model is intended to represent the aerosol conditions encountered over
continental regions not directly influenced by aerosol sources typical of industrial regions.
To characterize a region that is influenced by industrial sources, one would use the urban
extinction model. The remaining two are used to characterize aerosols encountered in
areas heavily influenced by water or desert conditions. Each model is also characterized
further by several meteorological ranges (visibility) between 2 km−50 km, each of which is
also a function of humidity. Therefore, once an aerosol model is chosen, the concentration
of the particles, or aerosol number density, can be varied. The aerosol model is specified
by IHAZE in Card 2 and the aerosol number density by VIS. Healey and Slater (1999)[12]
chose to vary these four models when forming the linear target spaces. Ientilucci (2005)
[2] assumes the user has knowledge of the geographical location of the acquisition sight
and instead develops a target space using the most suitable aerosol model. The VIS
parameter that characterizes the particle number density in the specified aerosol model
CHAPTER 8. FORMATION OF TARGET MANIFOLD USING PBM 152
is then varied. The approach in this research will utilize a similar method for target
manifold construction.
Ground Topography
The target subspaces generated by Healey and Slater (1999)[12] include varying the num-
ber density of each constituent gas parameter individually i.e., O3, O2, CH4, N2O, CO,
and CO2. However, this approach does not take into account the actual physical inter-
actions among the molecules and leads to physically unrealizable combinations; that is,
for example, combinations that lead to a relative humidity over 100%. As mentioned
above, only 17, 920 out of 28, 672 unique atmospheric conditions actually led to relative
humidities that did not exceed 100%[12]. As indicated by Ientilucci (2005) [2], the ulti-
mate goal of varying their concentrations is to affect the amount of molecular absorption
along the atmospheric path length. The path length traveled by the radiant energy can be
varied by changing the distance between the ground and sensor. The sensor altitude is
specified by H1 in Card 3 and is generally known and fairly constant. Therefore, its value
is not changed. Instead, the ground altitude (elevation relative to sea level) is varied. Its
value is specified by H2 in Card 3. This particular parameter also can be used to model
the uncertainty in the scene’s topography. Therefore, although the goal was to vary the
molecular absorption, varying this parameter can also account for large variations in
terrain. When implementing this method, it is also important to set GNDALT in Card 2
equal to H2. As a final implementation note, the sensor is assumed to have nadir viewing
geometry causing ANGLE = 180 [deg] in this card.
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Water Vapor Column Scale Factor
As mentioned previously, the atomic and molecular absorption of electromagnetic energy
by the atmospheric gas constituents directly impacts the resulting sensor reaching radi-
ance. As shown in Figure 8.2, the largest contributor to this atmospheric absorption is
water vapor. Ideally, one would like to have an atmospheric water vapor profile over the
area of interest by launching a radiosonde balloon at the time of image acquisition. This
data could then be used as input to MODTRAN. However, in realistic applications where
launching a radiosonde balloon is infeasible, estimates have to be made. Several in-scene
techniques exist for estimating the amount of water vapor by characterizing the amount
of absorption centered over water absorption bands. The Continuum Interpolated Band
Removal (CIBR) algorithm [50] is one such technique used to estimate the water vapor
content. This technique is based on relating the measured depth at 0.940µm to the water
vapor and is calculated on a per-pixel-basis. The Atmospheric Pre-Corrected Differential
Absorption (APDA) is an improved version of CIBR that works by iteratively correcting
for the atmospheric path radiance leading term. This too produces water vapor estimates
on a per-pixel-basis. One could also use the water vapor maps generated by the Atmo-
spheric REMoval (ATREM)[51] or the Fast Line-of-sight Atmospheric Analysis of Spectral
Hypercubes (FLAASH)[52] algorithms that are used for atmospheric compensation.
The spatial varying nature of water vapor content over a scene is demonstrated by
the range of values obtained in the water vapor maps. When forming the target man-
ifold, this variation must be accounted for since it has such a profound impact on the
absorption of reflective solar energy. In MODTRAN, default water vapor profiles exist
for six geographical-seasonal model atmospheres specified by MODEL in Card 1. The mod-
els include Tropical Atmosphere, Mid-Latitude Summer, Mid-Latitude Winter, Sub-Artic
Summer, Sub-Artic Winter, and the 1976 US Standard Atmosphere. To adjust their atmo-
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spheric profiles, the scalar parameter H2OSTR in Card 1A can be used. For example, if
H2OSTR = 2.0 for the Mid-Latitude Summer atmospheric model, its default water vapor
column is doubled. In order to convert the range of values in the estimated water vapor
maps to a range of scale factors is based on the same procedure outlined in Ref. [2] in
which a look-up table is generated. Note that H2OSTR = 1 corresponds to the default
profile.
Variation in Target’s Illumination
Besides atmospheric absorption and scattering, the identification of materials in calibrated
radiance data is further complicated by spatial and temporal variations in illumination.
Issues related to the spectral signature magnitude can manifest itself as a time of day
variation, target-to-sensor angle, or rotation in target’s orientation, or a combination of
all of them. Recall that the sun-target-sensor geometry in MODTRAN is determined
by information such as the time-of-day (TIME), day of the year (IDAY), the Latitude and
Longitude (PARM1 and PARM2, respectively), and the sensor view angle (ANGLE). In the
proposed work, we do assume the user has knowledge of these parameters. However,
these parameters do not account for changes in illumination on the target due to its
location in the scene and its angular orientation. In order for the model to account for
uncertainty in the target’s angular orientation, one must account for projected area effects
in the direct solar term. From Equation 8.1, the irradiance onto the target is given by
Etgt(λ) = E′s(λ) cos(θ0)τ1(λ) (8.3)
where θ0 is the zenith angle and E′s(λ) is the solar irradiance, as previously mentioned. By
subtracting the angle of rotation δrot from the zenith angle, we can correct for the change
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in projected area. The sign of the rotation angle determines whether the target is rotated
towards the Sun or away from it. To implement this, first divide out the cosine of the
zenith angle and then multiply by the cosine of the new angle as demonstrated below:
Etgt new(λ) = E′s(λ) cos(θ0)τ1(λ) · cos(θ0 − δrot)cos(θ0) (8.4)
where σrot is the angle of rotation. As mentioned before, this is a post-processing step; no
adjustment in the tape5 input file is required. As discussed in Section 8.2.2, MODTRAN’s
output is in radiance, not irradiance, for the direct solar term. However, to modify the
direct solar radiance term, we still only need to multiply it by the ratio cos(θ0−δrot)cos(θ) .
In addition to photons traveling the direct path onto the target’s surface, photons
scattered by the atmosphere will also arrive on its surface. Referring to Figure 8.1(a),
these are path B photons and are characterized by the downwelled radiance term in
Equation 8.2. In some situations, the downwelled term may be the dominant source of
illumination on the target of interest. One such example is encountered when targets
are located in shadow. However, because an object obstructs the direct path photons,
the target is also not exposed to the entire sky-dome. To account for obstructions in the
hemisphere above the target, the shape factor F in Equation 8.2 is used to modulate the
fully integrated (2pi-steradian solid angle) downwelled radiance term. The shape factor
is a scalar quantity with F ∈ [0, 1] such that F = 1 implies that the target is exposed to the
entire hemisphere and F = 0 indicates a fully obscured target.
8.2.2 Estimating Path Radiance Terms Using MODTRAN
As mentioned in the previous section, although many paths exist for photons to take
that eventually interact with the target of interest before being reflected into the sensor’s
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line-of-sight, the direct solar, downwelled, and upwelled path radiance terms are the only
paths that are accounted for in our physical model of Equation 8.2. The contribution of
each path to the total sensor-reaching spectral radiance L(λ) will be a function of the con-
centration of the atmospheric constituents and aerosols along with the sun-target-sensor
path. Therefore, to estimate these three photon paths we need to use an radiative trans-
fer algorithm such as MODTRAN. Furthermore, Chapter 8.2.1 listed several parameters
related to the illumination and atmospheric conditions at the time of collection and their
relation to MODTRAN’s input including the visibility (VIS), elevation (H2,GNDALT), and
the water vapor scale factor (H2OSTR). Each combination constitutes a single atmospheric
configuration and the three path radiance terms need to be estimated for each. The output
of MODTRAN consists of several other tape files but the one that contains this informa-
tion sampled at a lower resolution is contained in the tape7.scn file. It consist of several
columns whose labels and descriptions are given in Table 8.1, below.
Table 8.1: List and description of the columns of MODTRAN’s tape7.scn output file.
Column Label Description
1. WAVE MCRN band center wavelengths in microns
2. TRANS spectral transmission from target to sensor (τ2(λ))
3. PTH THRML spectral thermal emission of the path radiance
4. THRML SCT thermal scattering of the path radiance
5. SURF EMIS radiant self emission from the target
6. SOL SCAT solar multiple-scattered radiance of the path radiance
7. SING SCAT solar single-scattered radiance of the path radiance
8. GRND RFLT total reflected radiance from the ground
9. DRCT RFLT direct reflected radiance from target
10. TOTAL RAD total sensor-reaching radiance
All spectral radiance values in this file are in units of [W/cm2srµm].1 Since the hyper-
1In Card 4, FLAGS(1:1)=M and XFLAG=M for wavelengths to be specified in microns and radiance to be in
units of [W/cm2srµm].
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spectral sensors used in Chapter 6 image from 0.4 − 2.5 [µm] (VNIR-SWIR), the thermal
terms found in columns 3 through 5 can be ignored since their contribution is negligible
in the reflective region for the total sensor-reaching radiance. Those used in the calcu-
lations of the path radiances are columns 6, 8, and 9. Reading the short descriptions,
one may wonder why we need these columns since TOTAL RAD in column 10 is the total
sensor-reaching radiance for a single combination of VIS, ELE, and H2OSTR. This is because
two additional parameters are used, the target rotation angle δrot and the shape factor F
that control the amount of energy received from the direct solar and downwelled radi-
ances, respectively. We will show that, TOTAL RAD can be used to obtain the upwelled
radiance. The direct solar spectral radiance is contained in column 9 labeled DRCT RFLT
i.e., Ldirect = DRCT RFLT. The column labeled GRND RFLT is the total radiance reflected from
the target which includes both the direct solar and downwelled radiances along with any
other photon paths that are reflected by the target into the sensor’s line-of-sight i.e., adja-
cency paths. This was experimentally confirmed by varying the background reflectance
in Card 4L of the tape5 input file. When the spectral reflectance of the background is
not zero, this quantity accounts for solar photons that reflect off the background and are
trapped by the atmosphere before being reflected from the target of interest to the sensor.
This “trapping” affect can be nulled by setting the background spectral reflectance equal
to zero. Subtracting (GRND RFLT) from (DRCT RFLT) then provides a way to extract only
the downwelled radiance. That is,
Ldownwelled(λ) = (GRND RFLT) − (DRCT RFLT). (8.5)
Similarly, the upwelled radiance can be obtained by
Lupwelled(λ) = (TOTAL RAD) − (GRND RFLT). (8.6)
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However, SOL SCAT actually contains the upwelled radiance also and using it, the total
sensor reaching radiance for a single combination of parameters can be written as
L(λ) = (DRCT RFLT) · cos(θ0 − δrot)
cos(θ0)
− F · [(GRND RAD) − (DRCT RFLT)] + (SOL SCAT) (8.7)
8.3 Target Manifolds for Hyperspectral Data Sets
In this section, physics-based model targets are generated using Equation 8.7 and a
spectral reflectance measurement of a target material of interest for each of the three
hyperspectral images considered in Chapter 6. For each image, we outline the range of
values chosen for the illumination and atmospheric parameters discussed in Section 8.2.1
and compare the physics-based target spectra to the actual observed targets within the
data sets. These physics-based targets play a vital role in the graph-based target detection
methodology introduced in Chapter 9.
8.3.1 F3 Target Manifold for Forest Radiance Image
Recall from Chapter 6 that the targets of interest for the Forest Radiance image were the
F3 green cotton panels whose positions were indicated by the red boxed region in Figure
6.1(c). A field measurement of the F3 spectrum was plotted in Figure 6.1(d) and will be
used as r(λ) in Equation 8.2. Applying the discussion of Section 8.2.1, the range for each
parameter chosen for this image is displayed in Table 8.2 below. The top half of the table
displays several MODTRAN parameters that remain constant. Based on the geographical
location of the collection site, the default atmospheric and aerosol models chosen were
the Midlatitude Summer and the Rural extinction model, respectively. Note the Rural
extinction model has a default visibility of 25 [km]. This parameter, of course, is varied
using VIS to adjust the concentrations of the aerosols in this model. An initial estimate
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Table 8.2: The values for the varied physics-based model parameters values for the
HYDICE Forest Radiance data set.
Parameter Symbol Value
Atmospheric Model MODEL Midlatitude Summer
Aerosol Model IHAZE (1) Rural Extinction, default VIS = 25 [km]
Target Reflectance r(λ) F3 green cotton (cf., Figure 6.1(d))
Visibility [km] VIS 16, 18, 20, 25
Ground elevation [km] H2 0.015, 0.030, 0.045
Water Vapor Factor H2OSTR 0.5, 0.7, 0.9
Target Angle [degrees] δrot −28.0(−98%),∓5.0(∓15%), 0.0
Shape Factor F 0.5, 0.8, 1.0
of 23 [km] visibility was determined using the Fast Line-of-sight Atmospheric Analysis
of Spectral Hypercubes (FLAASH) atmospheric compensation algorithm [52]. Treating
this initial estimate as a mean value, a range from 16 [km] (lower visibility) to 25 [km] was
used. Similarly, the estimated ground elevation was 0.015 [km] and arbitrarily chose it
to vary upwards of 0.045 [km] based on the scene information. However, a difference
of 0.030 [km] has a negligible impact on the amount of absorption of radiant energy and
will provide only a small variance in the estimated target spectra. Figure 8.3(a) displays
the water vapor map estimated from the FLAASH algorithm and, applying the method
outlined in Section 6.2.1, Table 8.2 displays the range of values for H2OSTR that were
estimated from it. The target rotation angle δrot and shape factor F control the direct solar
radiance and downwelled radiance on the target of interest and can be chosen to simulate
different placements of the targets within the scene. Referring to Figure 6.1(c), we know
that the target panels F3a, F3b, and F3c are placed in the flat open field area exposed
to direct solar radiance and most of the sky-dome. This scenario could be represented
by δrot = 0.0 [degrees] and F = 1.0. However, a combination of δrot = −28.0 [degrees]
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and F = 0.5 can be used to simulate the situation where the target panels are placed in
the shadow region along the tree line since this target rotation angle reduces the direct
solar radiance term by 98% i.e., essentially nulls the direct solar radiance. Additionally,
δrot = ±5.0 [degrees] was included to adjust the orientation of the target (really, adjusting
the projected area) such that the irradiance on the target is decreased/increased by 15%.
Figure 8.3(b) displays a plot containing the physics-based F3 targets (blue), using the
values in Table 8.2, and are over plotted by the actual image F3 full (red) and subpixel
(magenta) target spectra. The lower magnitude physics-based targets correspond to the
combinations with δrot = −28.0 [degrees] i.e., the downwelled radiance is the dominant
source of energy interacting with the target. One aspect that seems to be true for all
the physics-based targets is that they underestimate the values of the image targets in
the 0.4 − 0.75 [µm] region. Additionally, the cases with δrot , −28.0 [degrees] tend to
overestimate the values in the SWIR region. Despite the differences, these physics-based
modeled targets will be used for the graph-based target detection methodology applied
to the Forest Radiance data set in Chapter 9.2.1.
8.3.2 F3 Target Manifold for Desert Radiance Image
Based on the geographical location and collection date for the Desert Radiance image (cf.,
Table 6.2 on page 124), the Midlatitude Summer atmospheric model was used along with
the Desert Extinction aerosol model. Unlike the other aerosol models, the default visibility
is determined by wind speed. The initial values for the visibility and water vapor scale
factor were determined from the FLAASH algorithm and the range of values used for
each are displayed in Table 8.3. Furthermore, Figure 8.4(a) displays the per pixel estimate
of the vertical water vapor column concentration retrieved from the FLAASH and the
extreme values of H2OSTR were calculated using the method described above. Unlike
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the Forest Radiance data set, the illumination parameters were not chosen this time to
simulate targets under shade. However, several combinations led to small magnitude
estimates. Actually, these corresponded to cases where a singularity was reported. We
will keep these estimates to determine if they have any impact on the graph-based target
detection algorithm. The actual changes in the illumination due to δrot are displayed in
circle brackets in Table 8.3.
Table 8.3: The values for the constant (top) and varied (bottom) physics-based model
parameters values for the HYDICE Desert Radiance data set.
Parameter Symbol Value
Atmospheric Model MODEL Midlatitude Summer
Aerosol Model IHAZE (10) Desert Extinction
Target Reflectance r(λ) F3 green cotton (cf., Figure 6.1(d))
Visibility [km] VIS 23, 25, 30, 50, 100
Ground elevation [km] H2 0.234, 0.240, 0.246
Water Vapor Factor H2OSTR 0.3, 0.4, 0.5, 0.6
Target Angle [degrees] δrot −5.0(−11%), 0.0,+5.0(11%)
Shape Factor F 0.8, 1.0
The target manifolds were constructed using the F3 field measured spectrum dis-
played in Figure 6.1(d) and using the values for the parameters in Table 8.3. Figure 8.4(b)
displays the estimated target radiances (blue) exposed to the variable conditions along
with the actual image F3 full (red) and subpixel (magenta) spectral radiances. Again, the
physics-based targets appear to underestimate the image targets in the 0.4− 0.75 [µm] re-
gion, especially for the subpixel targets. This is likely due to wind displacing the different
soils (background clutter) onto the target panels. The resulting integrated signal is then
a mixture between the target and background spectra. Additionally, these fabric panels
are slightly transparent which is not accounted for in the physics-based model. These
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estimated target vectors are utilized in Chapter 9.2.2.
8.3.3 Red Felt Target Manifold for SHARE 2012 Image
The data sets discussed thus far included targets placed in open fields under stable illu-
mination conditions. On the other hand, the SHARE 2012 data set had red and blue felt
panels exposed to fairly complex illumination conditions making it a very challenging
target detection data set, as demonstrated in Chapter 2.3 using the SMF detector. Pre-
carious data sets like this one provoked the formation of physics-based modeling and
detection. The constant parameters in Table 8.4, including the atmospheric and aerosol
models, were decided based on the image attributes displayed in Table 6.3. The red felt
panels are the target objects of interest and a field measured spectrum representative of
them was shown in Figure 6.3(c). That spectrum will be used as r(λ) in Equation 8.2.
Initial estimates of the atmospheric parameters came not from FLAASH but another at-
mospheric compensation technique called Atmospheric/Topographic CORrection. Since
the targets are placed in regions including open fields (sites A and B) , under tree line
shadows, and partially concealed in a forest (site F), all of which are exposed to different
amounts of the sky-dome, a vast range of values are used for the target rotation angles
and shape factor. Specifically, δrot = −41.0 [degrees] reduces the direct solar radiance by
88% for this particular scene geometry, and a shape factor F = 0.2 may be close to the
proportion of the downwelled radiance received by the target panel partially concealed
in the forest (site F).
Figure 8.4 displays a plot containing the physics-based targets (blue) and the image
full (red) and subpixel (magenta) targets for comparison. As was true in the other two data
sets, the physics-based target tend to be underestimates in the VIS region. However, this
time they overestimate the values in the NIR-SWIR region. The mismatch is quite evident
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Table 8.4: The values for the varied physics-based model parameters values for the
SHARE 2012 data set.
Parameter Symbol Value
Atmospheric Model MODEL Midlatitude Summer
Aerosol Model IHAZE (1) Rural Extinction, default VIS = 25 [km]
Target Reflectance r(λ) red felt(cf., Figure 6.3(c))
Visibility [km] VIS 40, 80, 100
Ground elevation [km] H2 0.151, 0.170, 0.186
Water Vapor Factor H2OSTR 0.8, 1.0, 1.2, 1.4
Target Angle [degrees] δrot −41.0(−88%),−5.0(−9%),∓3.0(∓5%), 0.0
Shape Factor F 0.3, 0.7, 1.0
in the VIS region of the lower magnitude radiances corresponding to δrot = −41.0 [degrees].
For this combination, it appears that the physics-based targets have higher signals towards
the red end of the VIS spectrum but lower values in the NIR region than those actually
observed in the image. These physics-based targets will be used in Chapter 9.2.3.
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Figure 8.2: Absorption as a function of wavelength [µm] for following atmospheric con-
stituents: (a) H2O, (b) O3, (c) CO, (d) CO2, (e) CH4, (f) N2O, and (g) O2. Image courtesy of
Ref. [2].
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(a) (b)
Figure 8.3: Forest Radiance data set (a) per pixel estimation of the vertical column water
vapor concentration using the FLAASH algorithm and (b) the physics-based modeled
targets (blue) over plotting the actual F3 full (red) and subpixel (magenta) sensor-reaching
spectral radiances.
(a) (b)
Figure 8.4: Plots of (a) the F3 spectral reflectance used in the physics-based model and
(b) the physics-based modeled targets over plotting the actual full and subpixel spectral
radiances of the F3 targets as collected by the sensor.
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Figure 8.5: The physics-based modeled red felt (blue) over plotting the actual full (red)
and subpixel (magenta) spectral radiances collected by the SpecTIR sensor for the SHARE
2012 experiment.
”If everyone is thinking alike, then somebody
isn’t thinking”
— George S. Patton
9
Spectral Target Detection in CTD Subspace
Although the CTD transformation has been utilized for classification and outlier detection
in other fields, such as computer vision and data mining, it has not been tailored for
separating a single “target” class from the remaining data i.e., target detection. One major
reason for this is due to the graph preserving nature of the transformation. Unlike PCA
and MNF transformations that are linear, the nonlinear CTD transformation requires the
target to be present in the graph structure in order to have an estimate of its location
in the transformed space. More precisely, given a target vector in the original space,
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we can predict its position in the PCA or MNF transformed spaces but not in the CTD
subspace unless it has been included as a vertex in the graph prior to applying the
CTD transformation. So unless we have a priori knowledge of the target’s connectivity
within the graph, it is impossible to predict its location in the CTD subspace. Further
complication arises when we apply this specifically to hyperspectral target detection. In
this case, variable illumination and atmospheric conditions influence the location of the
target signature in spectral radiance space. This was demonstrated in Figure 2.2 where
variable illumination led to changes in magnitude and direction of the target vector.
As a result, the target class may be found in several locations, possibly separated by
large distances, in spectral radiance space. For a graph-based method to be successful,
the graph structure must somehow contain edges connecting these seemingly disparate
target vectors. However, we face a difficult conundrum due to the nature of the target
detection that precludes knowledge of the location of the targets in the image. That
is, we don’t know the location of the image targets and, therefore, we don’t know the
illumination and atmospheric conditions that they may be exposed to. In conclusion, the
CTD transformation is too “unstable” for it to be directly applied to the data to expose a
target class.
A major accomplishment of this work was to “stabilize” the transformation by inject-
ing physics-based target into the scene prior to graph construction and the application of
the CTD transformation. Following the assumption that all material classes form lower-
dimensional manifolds in the higher-dimensional spectral radiance space, the physics-
based targets can be envisioned as a sampling from a theoretical target manifold(s). A
graph-based model is used as a discrete approximation of these continuous manifolds
and then the CTD transformation follows to separate them. However, as stated above,
depending on the illumination and atmospheric conditions, the targets may be located
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Figure 9.1: The graph-based spectral target detection methodology.
in several regions, possibly separated by large distances, in spectral radiance space. The
physics-based modeling can account for these locations and we can manipulate the final
graph structure to contain edges connecting all the physics-based targets. The methodol-
ogy presented below encompasses these ideas and each step will be demonstrated on a
synthetic data set.
9.1 Graph-Based Spectral Target Detection Methodology
An outline of the graph-based target detection methodology is illustrated in Figure 9.1.
Many of these steps are analogous to the anomaly detection methodology. However,
notice the addition of several other steps that do not appear in it. These additional
steps are required to manipulate the CTD embedding to separate the target material
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from the background clutter. Using the test data set shown in Figure 9.2(a), each step
will be demonstrated and we will illustrate several unique properties associated with
the methodology. The test data set consists of three classes: background (black circles),
anomalies (green x’s), and the target class (red/magenta x’s). The magenta data point,
which is part of the target class but separated from the main targets (red x’s), was in-
serted to simulate another possible location for target’s to exist in spectral radiance space.
Perhaps we can imagine this data point as simulating a target partially concealed under
shade. The presence of this target would result in many false alarms before its detec-
tion when using a detector with a linear decision surface, such as the spectral matched
filter (cf., Equation 2.3). This methodology transforms the data into an m-dimensional
Euclidean space where the target class is oriented in a direction that is nearly orthogonal
to the background clutter, thereby creating a situation that is optimal for a linear decision
surface detector. How this geometry is obtained is based on manipulating the graph
connectivity on the physics-based targets which are augmented with the image data prior
to applying the CTD transformation.
Given a hyperspectral image with d spectral bands, Let X = (x1, x2, . . . , xn)> ∈ Rn×d
be the matrix composed of all n image spectra. For our example in Figure 9.2(a), the
matrix X would be composed of all the data points including the target objects denoted
by the red and magenta x’s. Referring to Figure 9.1, the next step requires the user
to select the appropriate range of atmospheric and illumination parameters for a given
image and then implement the physics-based model to generate an ensemble of target
radiance vectors. Representing each physics-based target as a d-element vector t, let T =(
t1, t2, . . . , tp
)> ∈ Rp×d be the matrix containing these vectors for p parameter combinations.
However, note that MODTRAN’s band center wavelengths will generally differ from the
hyperspectral image in addition to their spectral responses. In order to deal with this
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mismatch, the physics-based targets must be resampled to the d wavelength centers of the
image X. For the data sets presented in Chapter 6, knowledge of the wavelength centers
for each band and knowledge of their full-width half-maximums (∆ f whm) existed and the
resampling involved modeling each spectral band as a Gaussian with its mean equal to
the wavelength center and variance equal to σ2λ = ∆ f whm/
√
8 · ln(2).
After resampling the physics-based targets to the d spectral bands of the sensor, the
next step augments the image data with the physics-based targets to create the matrix
[X : T] ∈ R(n+p)×d, where the symbol : represents the operation of appending the matrix
T after the last row of X. Unlike simple linear transformations such as PCA, MNF, and
Fisher’s Linear discriminant that allow us to predict the position of any given signature
in the transformed space, the position of a given signature in the CTD subspace will
depend on its connectedness within the graph G . Therefore, the CTD transformation
requires the signature present in the graph in order to determine its position in the CTD
subspace. Due to the nature of target detection, knowledge of the target positions in the
image is precluded. By augmenting the physics-based targets to the image data prior
to constructing the graph and applying the CTD transformation, we can stabilize the
transformation in a way that allows us to predict the positions of the target in the CTD
subspace. That is, the position of the targets in the transformed subspace should be in the
vicinity of the transformed physics-based targets that have been included in the graph
structure. We will revisit this idea shortly. Figure 9.2(b) illustrates the augmentation of
the physics based targets, represented by the blue circles, with the image data. The next
step is to normalize the data and then construct the mutual k-NN+MST similarity graph.
We refrained from illustrating the normalization step in Figure 9.2(c) in order to highlight
some important structural properties in this example. However, this figure does illustrate
the 10-NN+MST similarity graph applied to the augmented data. From the histogram of
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edge lengths, the values σ and  can be determined for the heat kernel. As discussed in
Chapter 3, an undirected weighted graph can be represented by the weighted adjacency
matrix W. With respect to the augmented matrix [X : T], and because it’s symmetric, the
weighted adjacency matrix can be written in block form as
W =
 Wimage WconW>con Wpbm
 , (9.1)
where Wimage ∈ Rn×n is the weighted adjacency matrix corresponding to the mutual k-
NN+MST graph on the image spectra, Wpbm ∈ Rp×p contains the adjacency structure on
the physics-based modeled targets, and Wcon ∈ Rn×p contains the edges connecting the
image data and physics-based modeled targets. Therefore, the block form of this matrix
allows us to manipulate certain aspects of the resulting graph structure on the image data,
estimated targets, and/or the connections between them. That’s precisely the intent of the
following step; replace Wpbm with
W =
 Wimage WconW>con β · (11> − I)
 (9.2)
where β ≥ 1, 1 = (1, 1, . . . , 1)> is a p element vector of all ones, and I ∈ Rp×p is the identity
matrix. By substituting this matrix in place of Wpbm, we are fully connecting the physics-
based targets and assigning a weight of β ≥ 1 to each of these edges. A fully connected
graph is one where each vertex is connected to all the remaining vertices. Therefore, each
physics-based target is connected to all other physics-based targets. Recall from Equation
4.13 that the maximum weight for the heat kernel is achieved when ||xi−x j|| = 0 i.e., xi = x j.
Assigning a value greater than one gives greater importance to those vertices no matter
the Euclidean distance separating them. This step is illustrated in Figure 9.2(d) where
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the physics-based targets occupy two different regions separated by a large distance.
Fully connecting them, and assigning a value of β ≥ 1 to those edges, forces them to
be the most “similar” vertices in the graph even though some are separated by large
distances. Forming the graph Laplacian matrix and estimating the first m eigenvectors
and corresponding eigenvalues, Equation 4.4 can be used to transform the data into the m-
dimensional CTD subspace. Figure 9.2(e) demonstrates this with m = 2 i.e., projecting the
data onto the first two CTD axes. Resulting from the graph structure, the physics-based
targets are now transformed to a single location in the CTD subspace. More importantly,
all targets that resided within the physics-based target clusters in the original space
are transformed to that same location in the CTD subspace. Interestingly, the remaining
targets that fell outside the physics-based target clusters are transformed to a location that
appears to be nearly orthogonal to the background; these targets have the appearance
of being “pulled” towards the location of the physics-based targets in the transformed
subspace. This process can be viewed a warping of the original space; that is, by fully
connecting the physics-based target clusters in the original space, the CTD subspace
merges them to preserve the graph structure. To demonstrate this further, consider the
background data points located at approximately (−900, 250), which sits between two
target data points, and (−700,−500) in Figure 9.2(e). The corresponding position of the
first background data point in the original space (cf., Figure 9.2(c)) is (7.5, 6.0). Note
that it also resides between the same two target data points in the same arrangement.
This illustrates how the graph structure is preserved in the CTD subspace. The second
background data point mentioned above has the initial location of (6.0, 2.0) in the original
space. Referring to Figure 9.2(c), two edges are incident to this point; the endpoint of
one edge is another background data point while the other edge has a physics-based
target as an endpoint. Therefore, we can view the transformed space of Figure 9.2(e) as
CHAPTER 9. SPECTRAL TARGET DETECTION IN CTD SUBSPACE 174
a warped version the original space which preserves the graph structure by merging the
two physics-based clusters. Additionally, any data point that is connected to them will
have the appearance of being pulled in a direction towards this single location. Figure
9.3 provides an example of what would have occurred had we not fully connected the
estimated target clusters. In this case, there are three regions of interest marked by the
magenta circles. In Figure 9.3(a), these clusters are not fully connected and, therefore,
will reside in three separate locations in the three dimensional CTD subspace as shown
in Figure 9.3(b). On the other hand, if these clusters had been fully connected as in Figure
9.3(c), they would have been transformed into a single location in the transformed space.
This is illustrated in Figure 9.3(d) where the red circle marks the location of the magenta
data points in the transformed space. The geometry of this embedding can explained in
terms of a random walk on the graph. If the random walker initially starts at a data point
within the cluster centered at (−14.0, 1.0) in Figure 9.3(a), then it has a higher probability
of staying within that local cluster as opposed to transitioning to the background data
points (symbolized as black circles) or one of the other two clusters centered at (−2.0, 0.0)
and (2.0, 10.0). Furthermore, the commute time distance between the initial starting point
and a data point in the other two clusters mention above will be very large. Since the
basis vectors of the CTD transformation are oriented in a direction to maximize the square
root of the commute time distance, one should expect the first few to separate out the
different clusters, as shown in Figure 9.3(b). However, when we fully connect the three
clusters (cf., Figure 9.3(c)) and assign maximum weight to those edges, the random walker
has a higher probability of transitioning to any of the magenta data points, regardless of
which cluster they reside in, as opposed to it transitioning to the background. Therefore,
the commute time distances between the magenta data points are now very small. The
resulting CTD subspace embedding will have the magenta data points transformed to a
CHAPTER 9. SPECTRAL TARGET DETECTION IN CTD SUBSPACE 175
single location, as illustrated in Figure 9.3(d).
Interestingly, these same characteristics exhibited by the synthetic data set will be
observed when applied to the higher-dimensional spectral data. Moreover, by injecting
the physics-based targets into the scene and fully connecting them, the image targets will
be “pulled” in a direction that is nearly orthogonal to the background in the CTD subspace.
Using the spectral matched filter as the detector, this methodology will demonstrate
improved detection results.
9.2 Experimental Results for Graph-Based Target Detection
This section applies the graph-based target detection methodology outlined above to the
three hyperspectral data sets discussed in Chapter 6. The analysis of this methodology
will be very similar to the one given in Chapter 7 regarding anomaly detection. This
includes displaying the eigenvectors and corresponding eigenvalues of the pseudoinverse
Laplacian L+. Additionally, a major part of the analysis will include a comparison between
their eigenvectors and eigenvalues; that is, we will analyze the difference between the
eigenvectors and eigenvalues generated by the anomaly detection and target detection
methodologies, respectively. As mentioned above, the primary difference between them
stems from the inclusion of the physics-based targets in the target detection methodology
along with the manipulation of the graph imposed on them. This step is preformed
before applying the CTD transformation and, therefore, their pseudoinverse Laplacian’s
L+ are different. A comparison between the eigenvalues and eigenvectors will indicate the
importance of including the physics-based targets in the transformation process. As we
will demonstrate for each hyperspectral image, the physics-based targets play a vital role
in locating the in-scene image targets. Additionally, we demonstrate that imposing a fully
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connect graph with maximum edge-weights on the physics-based targets will force the
target class information to be located within the first m bands, where m now corresponds
to the bend in the eigenvalue plot. This will be demonstrated below. The detection
performance will be demonstrated though visual and quantitative means. Additionally,
its performance will be compared to the benchmark subspace ACE (SS-ACE) detector
applied to the original spectral radiance space. The mathematical formulation of SS-ACE
was given by Equation 2.6 on page 50.
9.2.1 Target Detection Results for the Forest Radiance Data Set
For convenience, Figure 9.4(a) provides the color rendering of the Forest Radiance data set
that indicates the locations of the F3a − c target panels. Using the information contained
in Tables 6.1 and 8.2, the physics-based targets generated for this image were shown in
Figure 8.3 on page 165. Recall from this chapter that conditions were chosen to simulate
the target signature under direct illumination and also partially concealed in shade. More
precisely, a target rotation angle of δrot = −28.0 [degrees] reduced the energy contribution
of the direct solar path radiance by 98%. The physics-based targets corresponding to
this angle are displayed as the lower magnitude blue plots in Figure 8.3(b). Due to
this magnitude difference, note that the ensemble of estimated targets would most likely
produce two clusters separated by a large distance in spectral radiance space. Since the
graph-based model is developed from connecting mutual k nearest neighbors, no edges
would likely connect the large magnitude physics-based targets with those corresponding
to δrot = −28.0 [degrees], producing a graph similar to Figure 9.2(c). However, the target
detection methodology outlined above enforces a fully connected graph on them with
edge weights β ≥ 1 and would result in a graph that is similar to Figure 9.2(d).
Figure 9.4(b)-(f) displays the first five eigenvectors of L+ and the corresponding eigen-
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values in Figure 9.4(g). As mentioned above, part of this analysis includes comparing the
differences between the eigenvectors and eigenvalues generated during the anomaly de-
tection methodology with those displayed in Figure 9.4. In order to differentiate between
the two, we retain the symbols ui and λi for the anomaly detection methodology and
now use the symbols u˜i and λ˜i to represent the eigenvectors and eigenvalues of the target
detection methodology, respectively. As was true for the anomaly detection eigenvectors
ui, the eigenvectors u˜i appear to be correlated with scene derived materials. Most impor-
tantly, it appears that one of the eigenvectors contains information necessary to separate
the F3 target material. The eigenvector u˜2 seems to indicate the locations of the F3 target
panels along with the F5, T1, and T2 fabric panels. More can be gained by comparing
the eigenvectors ui with u˜i. For this comparison, refer to Appendix B.1 for the anomaly
detection eigenmaps ui and either Figure 9.4 or Appendix C.1 for a larger listing of the
target detection eigenmaps. A fast visual comparison between them indicates that many
of the eigenvectors contain the same information. For example u1, u2, u3, and u4 look very
much like eigenvectors u˜1, u˜3, u˜4, and u˜2, respectively. The first notable difference deals
with the eigenvalue magnitudes: the first eigenvalue in the anomaly detection method-
ology is ρ1 = 1/λ1 = 525 whereas in the target detection methodology ρ˜1 = 1/λ˜1 = 5.8;
about two orders of magnitude difference. Another noticeable difference is in the ratio
ρ2/ρ1 < ρ˜2/ρ˜1 (the eigengap). This indicates that u˜2 contains more variance, in terms of
the commute time distance, relative to the first in the target detection methodology as op-
posed to the anomaly detection methodology. Therefore, this eigenvector exhibits greater
importance in the target detection methodology than its equivalent u2 in the anomaly de-
tection methodology. Referring to Figure B.1 in Appendix B, it appears that u4 has been
pushed up to u˜2. However, according to Figure C.1 in Appendix C, it actually appears
that u4 = u˜6 and that u˜2 is a new eigenvector that is oriented in a direction to separate the
CHAPTER 9. SPECTRAL TARGET DETECTION IN CTD SUBSPACE 178
target class from the background. Upon closer analysis, it also appears that other axes
are influenced by the physics-based targets. This can be demonstrated by comparing u1
with u˜1; although quite faint, features of the target class can be observed in u˜1 that are
not visible in u1.
Figure 9.5(a) displays a three dimensional scatter plot using the first three CTD axes
and a legend to identify the positions of the F3 full (red) and subpixel (magenta) targets,
the physics-based targets (blue), and the F5 pixels (green) relative to the background
clutter (black). In this embedding, the physics-based targets appear to “pull” the F3 full
and subpixel targets in a direction nearly orthogonal to the background. This is easier
to see in Figure 9.5(b) that shows the projection of the data onto the second and third
CTD axes. Recall from Chapter 4.1 that the CTD axes are orthogonal i.e., u˜i ⊥ u˜ j, for all
i , j. And since u˜2 contains most of the target information, it makes sense that the target
pixels would be oriented in a direction that is nearly orthogonal to the other axes. This
also supports the use of a detector with a linear decision surface whose normal is nearly
parallel to the target axis u˜2. Retaining the first m = 5 CTD bands and applying the SMF
detector, we obtained the detection statistic map in Figure 9.6(a). For comparison, Figure
9.6(b) displays the detection statistic map received from applying the benchmark SS-ACE
detector to the original spectral radiance space using the same physics-based targets.
Using the singular value decomposition, the first q = 9 singular vectors where retained to
form a basis set that are used in the matrix S. Visually, the CTD subspace detection map
easily indicates the locations of both the full and subpixel F3 targets. However, it also has
assigned large scores to the spectrally similar F5 pixels and, to a lesser extent, the T1 and
T2 materials. This was apparent in the scatter plot of Figure 9.5, where many of the F5
pixels were mixed in with the F3 subpixel targets. However, a visual analysis of the SS-
ACE detection map (implemented in spectral radiance space) appears to have its largest
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detection scores centered over the F5 panel locations instead of the F3 target panels. The
ROC curve of Figure 9.6(c) quantitatively compares their performances. Note that the
false alarm rate is plotted on a log scale to expose the performance over the entire range.
Before taking on any false alarms, the SMF applied to the CTD subspace detects ≈ 30% of
the targets as opposed to 0% using SS-ACE in spectral radiance space. In addition to its
early detections, it also detects over 90% of the targets at a false alarm rate of 10−3. At this
same false alarm rate, under 50% of the targets were detected in spectral radiance space
using SS-ACE. Finally, at a false alarm rate of 8 × 10−2 all the targets were detected in the
CTD subspace as opposed to a false alarm rate of 3.5 × 10−1 using SS-ACE. Therefore, for
this particular image, the graph-based target detection methodology outperformed the
SS-ACE detector over the entire range of the false alarms.
9.2.2 Target Detection Results for the Desert Radiance Data Set
Like the Forest Radiance data, the targets of interest in the Desert Radiance image corre-
spond to the F3a − c target panels. Included in this data set are also the spectrally similar
F5 target panels. The information contained in Tables 6.2 and 8.3 are used to set up the
geometry and combinatorial illumination and atmospheric conditions that will account
for the possible manifestations of the F3 target spectrum in spectral radiance space. The
estimated target vectors from the physics-based model were shown in Figure 8.4(b) and
are used to estimate the target manifold for this scene. Both material classes, along with
other fabric materials, were positioned in the flat open section of the desert for this image.
As a result, these panels were exposed to fairly constant illumination conditions similar
to the Forest Radiance scene. However, rather than having nature vegetation (trees and
grass) populate the background clutter, this image is mainly composed of a variety of
different soils. Although the soils may visually appear the same, they vary greatly in the
CHAPTER 9. SPECTRAL TARGET DETECTION IN CTD SUBSPACE 180
NIR-SWIR region of the electromagnetic spectrum.
Augmenting the physics-based targets to the Desert Radiance data set and applying
the 25-NN+MST similarity graph, with σ = 0.10 and  = 0.001 in the heat kernel (cf., Table
6.2), the first five eigenvectors u˜i are shown in Figure 9.7(b)-(f). As observed with the
Forest Radiance eigenvectors, many of them contain information necessary to separate
certain material classes. Figure 9.7(c) appears to provide information pertaining to the
whereabouts of the calibration panels along with the military vehicles, personal vehicles,
and a few of the fabric panels present in the image. The eigenvector u˜3 separates many
of the fabric panels from the background. However, according to the eigenvalue plot
in Figure 9.7(g), the eigenvector corresponding to the maximum variance, u˜1 displayed
in Figure 9.7(b), appears to provide information regarding the locations of the F3 target
panels along with the F5 fabric panels. Compared to the eigenvectors received from the
anomaly detection methodology (cf., Figure B.2 in Appendix B), their does not appear to
be one that is equivalent. Therefore, u˜1 is an eigenvector created as a result of including
the physics-based targets in the transformation process and it will contribute greatly to the
detection phase since it corresponds to the largest eigenvalue ρ1 = 1/λ˜1. Before moving
on to the detection results, note the interesting relationship that does exist between the
eigenvectors of both methodologies: ui ≈ u˜i+1 for i > 1. A similar relationship was
demonstrated in the Forester Radiance image as well. Figure 9.8(a) displays a three-
dimensional scatter plot of the transformed data using the first three CTD axes. Once
again, the F3 full (red) and subpixel (magenta) targets appear to gravitate towards the
physics-based targets in a direction nearly orthogonal to the background. This is more
apparent in Figure 9.8(b) which displays the projection onto CTD axes 1 and 3. Once
again, the geometry supports the use of a detector with a linear decision surface whose
normal is nearly parallel with u˜1. Another important difference between the target and
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anomaly detection transformations is in the magnitudes of their eigenvalues and the rate
at which they reach a plateau. Comparing Figures 7.4(i) and 9.7(g), the rate of decrease
is much slower for the anomaly detection methodology than for the target detection
methodology. In fact, the bend in the eigenvalue plot is ≈ ρ18 for anomaly detection
compared to ρ˜4 for the target detection methodology. As a result, the number of bands
retained should be much less for the target detection methodology when compared with
the anomaly detection case. If we choose to retain the first m = 4 CTD axes and apply the
SMF detector, Figure 9.9(a) displays the resulting detection statistic map. For comparison,
Figure 9.9(b) displays the detection statistic map received by applying SS-ACE to spectral
radiance space. A visual analysis reveals that the CTD subspace detection map easily
detects the F3a−c target panels. However, it also assigns large scores to the F5 fabric panel.
In contrast, SS-ACE appears to detect the F3 target panels quite well but also assigns large
detection scores to a great number of other materials in the scene. For example, large
detection scores have been assigned to the sensor noise artifacts that span over many
background materials. A quantitative comparison of their performances is provided by
the ROC curves in Figure 9.9(c). The ROC curves were generated by first discarding pixels
in the guard region to remove any ambiguity surrounding their assignment. Notice that
before any false alarms are received, just under 50% of the targets were detected in the
CTD subspace using the SMF detector. It isn’t until a false alarm rate of approximately
10−4 that SS-ACE detects its first targets, and only 5% were actually detected. However,
shortly after a false alarm rate of 10−4, the ROC curves seem to even out. Both cases
detected all target pixels around a false alarm rate of ≈ 9 × 10−2.
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9.2.3 Target Detection Results for the SHARE 2012 Data Set
The two HYDICE data sets above consisted of target panels positioned in flat open areas
exposed to direct solar radiance and nearly the entire sky-dome. The lack of available data
sets with targets exposed to variable illumination prompted the SHARE 2012 experiment.
Figure 9.10(a) displays a color rendering of the variable illumination experiment. The
primary targets of interest include the red felt panels that are located within the boxed
regions A through F of this image. This experiment was also designed to vary the
level of concealment of a target by the background. The combined factors resulted in a
challenging data set that is ideal for testing and comparing physics-based target detection
algorithms, such as our graph-based methodology. The information contained in Tables
6.3 and 8.4 were used to generate the physics-based targets displayed in Figure 8.5. Note
the immense range in the varied parameters in Table 8.4. This was necessary to model
the possible conditions that exist in the image. For example, using a rotation angle of
δrot = ±3.0 [degrees] changes the illumination on the target by ±5% to account for slight
variations in the target’s orientation. More extreme angles, such as δrot = −41.0 reduces
the contribution of the direct solar radiance by 88%. Additionally a large range in the
shape factor exists to account for targets exposed to the entire sky-dome, such as site A,
and very limited expose, such as site F. Enforcing the 25-NN+MST with σ = 0.15 and
 = 0.001 for the heat kernel, Figure 9.10(b)-(f) displays the first five eigenvectors of L+ of
the augmented data set. As demonstrated above, many of the eigenvector maps indicate
certain material classes on the ground. In this case, the first eigenvector u˜1 is correlated
with the red felt target material and provides the necessary information to separate it from
the background. In other words, this eigenvector is oriented in a direction that maximizes
the separation between the target class and the background clutter. From Figure 9.10(g),
note that the eigenvalue gap between ρ˜1 = 1/λ˜1 and ρ˜2 = 1/λ˜2 is quite large. Another
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interesting observation is that the second and third eigenvectors (cf., Figure 9.10(b) and
(c), respectively) indicate the positions of the blue felt panels that were placed adjacent
to the red felt panels. To view the separation of the red felt panels in the CTD subspace,
Figure 9.11 displays a three-dimensional scatter plot showing the locations of the red felt
full (red) and subpixel (magenta) targets in relation to the V-shaped background clutter
distribution. Like the other two data sets, note that the physics-based targets (blue) are
isolated and located at a single position in the CTD subspace and appear to “pull” the
image target pixels away from the background clutter. The targets are aligned with u˜1
which is orthogonal to u˜2 and u˜3 where the background clutter mainly resides. Applying
the spectral matched filter to the CTD subspace with m = 3 results in the detection
statistic map displayed in Figure 9.12(a) accompanied by the SS-ACE detection map in
Figure 9.12(b). Again, q = 9 singular vectors where retained for this result. Visually, all of
the target location sites are detected in the CTD subspace. Even the target at site F, which is
almost fully concealed, is detected in the CTD subspace. This can be readily seen in Figure
9.12(d) where a threshold has been applied to display the top 0.15% of detection scores.
In the spectral radiance domain, SS-ACE was only able to detect a few of the target pixels
at sites A, B, C, and D. It also assigns large detection scores to many of the background
objects. Displaying the top 0.15% largest scores, notice that many of the top detection
scores are assigned to the blue felt panels which is obviously much different spectrally
than the red felt targets. Qualitatively, Figure 9.12(c) indicates the tremendous detection
performance in the CTD subspace as compared to the spectral radiance space. The SMF
detector applied to the CTD subspace initially detects 25% of the red felt target pixels
before taking on any false alarms as opposed to ≈ 8% using SS-ACE in spectral radiance
space. The detection rate then increases greatly in the transformed space, detecting 90%
of the targets with a false alarms rate of 2 × 10−4. For comparison, at this same false
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alarm rate, only ≈ 30% of the target pixels were detected in spectral space. The SS-ACE
algorithm was not able to detect 90% of the targets until receiving a false alarm rate of
≈ 10−1. Therefore, the graph-based target detection methodology outperformed SS-ACE
as applied to the spectral radiance space.
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(a) (b)
(c) (d)
(e)
Figure 9.2: Graph-based target detection applied to test data set in the following steps: (a)
original test data, (b) physics-based targets injected into original data set, (c) 10-NN+MST
graph applied to augmented data set, and (d) CTD subspace transformation with m = 2.
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(a) (b)
(c) (d)
Figure 9.3: Difference between the CTD subspace embedding with data clusters not
connected versus being fully connected.
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(a) (b) (c) (d)
(e) (f) (g)
Figure 9.4: (a) Forest Radiance data set with F3 target panels indicated by red boxed
region along with other spectrally similar targets. (b)-(f) First five eigenvectors u˜i of the
matrix L+ containing the fully connected physics-based targets and (g) the plot of its
corresponding eigenvalues.
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(a) (b)
Figure 9.5: (a) Scatter plot of transformed data using the first three CTD axes and (b)
projection onto CTD bands 2 and 3.
(a) (b) (c)
Figure 9.6: The Forest Radiance detection statistic maps for (a) the SMF detector applied
to the CTD subspace with m = 5 and (b) SS-ACE detector applied to the original spectral
radiance space. Both used the same physics-based target vectors for estimating the target
manifold and subspace, respectively.
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(a) (b) (c) (d)
(e) (f) (g)
Figure 9.7: (a) Desert Radiance data set with F3 target panels indicated by red boxed
region along with other spectrally similar targets. (b)-(f) First five eigenvectors u˜i of the
matrix L+ containing the fully connected physics-based targets and (g) the plot of its
corresponding eigenvalues.
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(a) (b)
Figure 9.8: (a) Projection of the Desert Radiance data onto the first three bands of the CTD
subspace and (b) CTD bands 1 and 3.
(a) (b) (c)
Figure 9.9: The Desert Radiance detection statistic maps for (a) the SMF detector applied
to the CTD subspace with m = 4 and (b) SS-ACE detector applied to the original spectral
radiance space. Both used the same physics-based target vectors for estimating the target
manifold and subspace, respectively.
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(a) (b) (c) (d)
(e) (f) (g)
Figure 9.10: (a) RIT Share 2012 data set with red felt target panels indicated by white
boxes. (b)-(f) First five eigenvectors u˜i of the matrix L+ containing the fully connected
physics-based targets and (g) the plot of its eigenvalues.
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Figure 9.11: Three-dimensional scatter plot of the transformed data using the first three
CTD axes.
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(a) (b) (c)
(d) (e)
Figure 9.12: The RIT Share 2012 detection statistic maps for (a) the SMF detector applied
to the CTD subspace with m = 4 and (b) SS-ACE detector applied to the original spectral
radiance space.The top 0.15% scores for both detection maps are shown in (d) and (e),
respectively. Both used the same physics-based target vectors for estimating the target
manifold and subspace, respectively.
10
Conclusion and Future Work
10.1 Conclusion
A new graph-based model and methodology for remotely sensed spectral imagery has
been presented and demonstrated utility for the tasks of classification, anomaly detection,
and target detection. Its development encompasses the idea that material classes form
lower-dimensional manifolds (surfaces) in the higher-dimensional spectral radiance space
and that all in-scene pixels reside on, or near, these distinct manifolds. In other words,
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all in-scene pixels belonging to a single material class (pure pixels) can be imagined
as a sampling from a theoretical continuous manifold in spectral space. The graph-
based model is used to capture the intricate structure of these manifolds and can be
considered a discrete approximation of them. In particular, we use a combination of
two similarity graphs: a mutual k-nearest neighbor graph and a minimum spanning
tree (mutual k-NN+MST). The first graph is responsible for capturing the local structure
of the data while the latter ensures graph connectivity i.e., the graph is composed of a
single component. Connectedness is an important property that is required in this work
and is ultimately used to capture global information about the relative positioning of the
manifolds within spectral space. This becomes important when we require a measure
of how target-like each pixel is in the hyperspectral image. The commute time distance
(CTD) transformation has been shown to identify structures in complex data sets and here
we have demonstrated its utility to separate material classes in hyperspectral imagery. As
described in Chapter 3.4, the commute time distance is a measure of a random walk on a
graph that can be envisioned as the average number of (weighted) steps a random walker
takes to transition from one vertex, to another and return to the initial vertex. Furthermore,
the magnitude of the commute time distance decreases as the number of paths between
two vertices increases and/or the lengths of those paths decrease. Therefore, this measure
takes into account both proximity and graph connectivity of the vertices in the graph G .
In Chapter 4.1, the CTD transformation was introduced as a nonlinear transformation
that embeds the spectral vectors into a metric space such that their pairwise Euclidean
distances are equal to the square root of their corresponding commute time distances.
Additionally, it was shown that the axes in this space are aligned along maximum variance
in terms of the square root of the commute time distance and is, therefore, equivalent to
principal components analysis in node space.
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Although the commute time distance transformation has been utilized in other areas
such as machine learning and computer vision, little to no attention has been given to
the edge-weighting function ω. A vast majority of users apply the heat kernel without
any explanation for their choice in σ. The work presented in Chapter 4.3.1 provided
an example that demonstrated this parameter, in addition to an offset  (offset), heavily
influences the final CTD embedding. More precisely, the example given was presented
in the context of anomaly detection and demonstrated how some combinations of σ and
 led to excellent separation of the anomalies while other combinations led to little or no
separation from the background clutter. A criterion was outlined to help users choose
an optimal combination of these parameters for a given data set including hyperspectral
imagery. The criterion included choosing a very small value of  > 0 and a value for
σ that matches the same rate of decrease in the histogram of the mutual k-NN+MST
edge lengths. This chapter also shows mathematically the relationship between the edge
weights assigned and the eigenvalues and eigenvectors of L+ for two simple graphs.
We can apply this relationship to illustrate geometrically that a disconnected graph with
r components leads to r orthogonal CTD subspaces in node space; one for each graph
component. This structure in node space would prevent the existence of a global measure
of similarity relating each vertex in the graph. In several applications, such as (hard)
clustering, this geometry may be favorable; each orthogonal CTD subspace would be
thought to contain a single class. For other applications, such as target detection, this
may be unfavorable. The statistical nature of this application requires a global measure
describing the similarity between each vertex and the target class, hence the reason for
including the minimum spanning tree in our graphs and forcing the offset  to be greater
than zero.
Using the geometric interpretation of the CTD transformation presented in Chapter
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4.1, a novel graph-based anomaly detection methodology was introduced in Chapter 7.
Figure 7.1 illustrated the workflow of the algorithm which first started by removing low
signal-to-noise ratio spectral bands and then vector normalizing the data. The mutual k-
NN+MST graph was then applied to the data and the values of  and σwere chosen based
on the above criterion for each data set. The underlying assumption made was that the
background would be composed of several manifolds and the scarcely populated spectral
anomalies would be weakly connected to them. As a result, the commute time distances of
the anomalies should be fairly large. Therefore, the first m CTD bands would then contain
information relating to the anomalous structure since they would increase the variance
according to our assumption. The final step of the algorithm applied an anomaly detector
to the transformed data to assign a measure of anomalousness to each vertex in the graph.
Chapter 7 concluded by demonstrating improved detection performance using the RX
and TAD detectors in the transformed subspace as opposed to their application in the
original spectral space.
In Chapters 5 to 7, we demonstrated the utility of the CTD transformation in identify-
ing spectral structure. In particular, we demonstrated that this transformation is uniquely
tailored for exposing anomalous structure in hyperspectral images. However, no such
work has tried to use this transformation to identify a target cluster. One such reason
is due to the graph preserving nature of this transformation. That is, minor changes in
the graph structure can lead to drastic changes in the final CTD embedding. For exam-
ple, whereas the location of a target signature in the PCA and MNF (linear) transformed
spaces can be easily predicted even when the signature is not necessarily within the im-
age data, the CTD transformation explicitly requires the target signature to be present
within the data. This is because its location is dependent on its connectedness within
the graph structure. That is, without a priori information about its connectedness within
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the graph, it is impossible to determine its relative positing within the CTD subspace. To
further complicate this situation, when applying this specifically to hyperspectral target
detection, many other physical factors influence the location of the target signature such
as variable illumination and atmospheric conditions on the target material within the im-
aged scene. Figure 2.2 on page 51 demonstrated how variable illumination conditions can
lead to changes in the magnitude and direction of the resulting sensor-reaching radiance
vector in spectral radiance space. As a result, the target class may be found in several
locations in spectral radiance space.
A major accomplishment of this thesis was to extend the CTD transformation to spec-
tral target detection using physics-based modeling. First developed by Healey and Slater
(1999) [12], the physics-based modeling approach allows us to account for the uncertainty
in illumination and atmospheric conditions and, therefore, allows us to predict possible
manifestations of the target class in spectral radiance space. Injecting these estimated
targets into the scene and then applying the mutual k-NN+MST similarity graph will
“stabilize” the transformation and provide a method to now predict the location of the
target class in the CTD subspace. Furthermore, we can envision this process as forming a
manifold characteristic of the target material in spectral radiance space i.e., the target man-
ifold(s), whose “shape” is driven by the uncertainty in the illumination and atmospheric
conditions. Additionally, we further manipulated the final graph structure on the data
by imposing a fully connected graph on the physics-based targets. This step manipulates
the random walker by causing it to have a higher probability of transitioning to the other
physics-based targets as opposed to transitioning to the background clutter. This had
the effect of “pulling” the full and subpixel targets to a single location in the transformed
space as demonstrated by the example in Figure 9.2(d) (also demonstrated in Figure 9.3(c)
and (d)). Due to the connectedness of the physics-based targets, this step also ensures
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that the target class structure will be contained within the first few eigenvectors of L+
which are oriented in a direction of maximum variance in terms of the square root of the
commute time distance. This was demonstrated in Chapter 9 where for each data set
an eigenvector was created that separated the target class from the background clutter.
Furthermore, since this eigenvector is orthogonal to the rest, the three-dimensional scatter
plots had the appearance of “pulling” the in-scene full and subpixel targets in a direction
nearly orthogonal to the background. The final step of this methodology was to apply
the spectral matched filter to give a measure of how target-like each pixel is in the CTD
subspace.
10.2 Future Work
Although improved anomaly and target detection in the nonlinear CTD subspace was
demonstrated in Chapters 7 and 9, respectively, their is much more to be explored concern-
ing graph-based models and transformations. The first major part that requires further
investigation is the graph-based models applied to the spectral data. We applied a com-
bination of the mutual k-nearest neighbor similarity graph and a minimum spanning tree
to ensure graph connectivity. However, there are a great number of ways that the graph
could be built for a particular application, such as target detection. Chapter 4.3.2 demon-
strated how the choice in k can influence the CTD embedding. Ways to adaptively adjust
k should be given greater attention. Additionally, the information used to determine the
pairwise “similarity” should be expanded upon to include other information such as the
spatial attributes of the hyperspectral image. To a certain extent there is a correlation
between spectral and spatial information and, therefore, a combination of them may be
used to improve results. This could be achieved through the edge-weighting function
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that determines the similarity between vertices connected with an edge or by the search
metric used for locating the nearest neighbors i.e., the technique used to populate the
edge set. Similarly, perhaps this framework can be extended for fusing other imaging
modalities, such as LIDAR or SAR data, with hyperspectral data.
Chapter 4.1 developed a geometrical interpretation of the CTD subspace, derived
from the pseudoinverse Laplacian L+, as a principal components analysis in node space.
It would be interesting to look at the geometric interpretation of other matrices associated
with a graph, such as the one derived by LLE (Local Linear Embedding) or even the
normalized Laplacian in Normalized Cuts. Furthermore, it would be interesting to find
a matrix associated with Fisher’s Linear Discriminant in node space. A transformation
of this form may provide greater separation between material classes when compared to
the CTD transformation.
In terms of the graph-based target detection methodology presented here, other
sources of variance should be included in the target manifold including sensor noise,
natural variance in the material’s composition, and also account for its mixture with the
background. The latter source of uncertainty is very important and will transform this
into a subpixel target detection methodology which may exhibit greater detection of sub-
pixel targets. Such a method could first estimate a set of background endmembers and
then apply a linear mixing model to estimate the subpixel targets. The target manifold
that is created will then account for mixing between the target and background cluster(s).
As a final note, both the graph-based anomaly and target detection methodologies
applied a benchmark detector once the data had been transformed into the CTD sub-
space. The algorithms used include the RX anomaly detector and the spectral matched
filter. The RX algorithm is the squared Mahalanobis distance and, therefore, implies a
multivariate normal distribution for the background. The anomalousness of each pixel is
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determined by its statistical distance from the normal distribution. Similarly, the spectral
matched filter is derived by assuming the target and background classes are multivariate
normal with equal covariance matrices. The three-dimensional CTD subspace scatter
plots in Chapter 9 illustrate that the data do not exhibit these characteristics for either
the target or background distributions. Future work should include replacing these al-
gorithms with geometric detectors (i.e., based on subspace projections) or develop new
detectors specifically tailored for the transformed space. Computer vision is an area rich
in nonparametic techniques used to separate clusters in a vector space. These techniques
could be applied to the CTD subspace to possibly improve the identification of anomalies
or target pixels. This was demonstrated with the topological anomaly detector (TAD)
algorithm for exposing anomalous structure in the CTD subspace where improved de-
tection was exhibited. If an equivalent graph-based algorithm could be developed for
target detection, perhaps further improvement in detection would result. Additionally,
recall that the novel graph-based target detection methodology presented in this work
produced an eigenvector that was oriented in a direction that separated target pixels from
the background. Future work should investigate methods to estimate or extract only this
eigenvector. Recall that the ratio between adjacent eigenvectors may lead to such a solu-
tion (cf., Chapter 9). This methodology would then be entirely based on the assumption
that the graph-based model is a discrete approximation of the material manifolds.
A
Proofs of Propositions
A.1 Proposition 2.1: Properties of the Laplacian L
Part (1): Using Equation 3.1, L> = (D−W)> = D> −W> = D−W = L since the weighted
adjacency and degree matrices are symmetric. Therefore, L is symmetric. To prove
that it is also positive semi-definite, we must show that x>L x ≥ 0 ∀ x ∈ Rn. Once
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again, using Equation 3.1
x>L x = x>D x − x>W x
=
n∑
i=1
dix2i −
n∑
i, j=1
xix jwi j
=
1
2
 n∑
i=1
dix2i − 2
n∑
i, j=1
xix jwi j +
n∑
j=1
d jx2j

=
1
2
n∑
i, j=1
wi j(xi − x j)2
Since wi j ≥ 0, then x>Lx ≥ 0 and L is positive semi-definite. As an additional note,
recall that wi j = 0 when no edge exists between vertices vi and v j i.e., vi / v j. This
allows us to modify the summation over all edges shown below as:
x>L x = 1
2
∑
{vi,v j}∈E
wi j
(
xi − x j
)2
.
This form will be used to prove part (3) of this proposition.
Part (2): This part is obvious since performing a summation along any row or corre-
sponding column of the Laplacian is equal to zero. Therefore, L 1 = 0 = 0 · 1.
Part (3): Let m denote the number of components in graph G . If G is connected, then
m = 1. Additionally, assume that x ∈ null (L) where null(L) denotes the nullspace
of the matrix L. From the proof of part 1, we can write
x>L x = 1
2
∑
{vi,v j}∈E
wi j
(
xi − x j
)2
= 0.
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Since wi j > 0 when {vi, v j} ∈ E , and zero otherwise, the sum equals zero only when
xi = x j. With this argument, one can see that x has to be constant for all vertices
which can be connected by a path. Since the G is connected, a path exists between all
vertices vi and the nullspace is the one-dimensional space spanned by the constant
vector 1 = [1 1 . . . 1]> i.e., dim
(
span (1)
)
= 1.
For m > 1, let us denote the graph components as G1,G2, . . . ,Gm. Using this notation,
G = G1 ∪ G2 ∪ . . . ∪ Gm. Without loss of generality, we assume that the rows and
columns of the Laplacian matrix of G are ordered according to the components Gi.
This resulting Laplacian then has the following block diagonal form:
L =

L1
L2
. . .
Lm

.
Since each Li is a proper Laplacian corresponding to graph component Gi, and the
eigenvectors of L are the union of the eigenvectors of Li filled with zeros at the
position of the other components, the nullspace becomes
null (L) = span


1G1
0G2
...
0Gm

,

0G1
1G2
...
0Gm

,
· · ·
,

0G1
0G2
...
1Gm


where 1Gi and 0Gi has the values 1 and 0 over all vertices in graph component
Gi, respectively. Therefore, the nullspace has dimension m equal to the algebraic
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multiplicity of the zero eigenvalue.
A.2 Proposition 2.2: Properties of the Pseudoinverse Laplacian
L+
The properties of Proposition 3.2 are proved in this section of the appendix.
Part (1): Note that for any matrix A, (A>)+ = (A+)>. Since L is symmetric, (L+)> =
(L>)+ = L+.
Part (2): To prove that L+ is positive semidefinite, note that L is positive semidefinite.
Using Equation 3.2, L+ =
∑n−1
i=1
1
λi
uiu>i . Since λi ≥ 0 ∀ i, the matrix L+ is also positive
semidefinite.
Part (3): Using Equation 3.2, we see that the matrices L+ and L share the same eigen-
vectors. Also, the eigenvalues are reciprocals of each other causing the smallest
(nonzero) eigenvalue of L to be the largest of L+.
Proposition 3.2 Part (4): First, we assume that the graph is connected. Using Equation
3.2 and performing the spectral decomposition on the matrix L, we can rewrite L+L
as
L+L =
n−1∑
i=1
1
λi
uiu>i

n−1∑
j=1
λ ju ju>j

=
( 1
λ1
u1u>1 + . . . +
1
λn
un−1u>n−1
) (
λ1u1u>1 + λ2u2u
>
2 + . . . + λn−1un−1u
>
n−1
)
= u1u>1 + . . . + un−1u
>
n−1
If we let Q = u1u>1 + . . . + un−1u
>
n−1, then note that it is a projection matrix that will
project an arbitrary vector x ∈ Rn onto the subspace span{u1, . . . ,un−1} i.e., the sub-
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space spanned by eigenvectors u1, . . . ,un−1. Additionally, note that span{u0} is an
orthogonal subspace to span{u1, . . . ,un−1} and that we could rewrite the projection
matrix Q in terms of this orthogonal subspace as
Q = u1u>1 + . . . + un−1u
>
n−1
= I − u0u>0
where I is the n×n identity matrix. Therefore, L+L = I−u0u>0 for connected graphs.
B
CTD Feature Images
Below are the CTD feature images corresponding to the anomaly detection methodology.
That is, these are the first twenty eigenvectors of L+ for each data set below.
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B.1 HYDICE Forest Radiance
u1 u2 u3 u4
u5 u6 u7 u8
u9 u10 u11 u12
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u13 u14 u15 u16
u17 u18 u19 u20
Figure B.1: First twenty eigenvectors ui of L+ for the HYDICE Forest Radiance scene using
the mutual 25-NN+MST graph and heat kernel edge-weighting function with parameters
σ = 0.25 and  = 0.001.
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B.2 HYDICE Desert Radiance
u1 u2 u3 u4
u5 u6 u7 u8
u9 u10 u11 u12
APPENDIX B. CTD FEATURE IMAGES 211
u13 u14 u15 u16
u17 u18 u19 u20
Figure B.2: First twenty eigenvectors ui of L+ for the HYDICE Desert Radiance scene using
the mutual 25-NN+MST graph and heat kernel edge-weighting function with parameters
σ = 0.10 and  = 0.001.
C
Physics-Based CTD Feature Images
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C.1 HYDICE Forest Radiance
u˜1 u˜2 u˜3 u˜4
u˜5 u˜6 u˜7 u˜8
u˜9 u˜10 u˜11 u˜12
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u˜13 u˜14 u˜15 u˜16
u˜17 u˜18 u˜19 u˜20
Figure C.1: First twenty eigenvectors u˜i of L+ for the HYDICE Forest Radiance scene where
the F3 physics-based targets have been injected into the scene i.e., PB-CTD transformation
using the F3 field measured target. The mutual 25-NN+MST graph and heat kernel
edge-weighting function with parameters σ = 0.25 and  = 0.001.
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C.2 HYDICE Desert Radiance
u˜1 u˜2 u˜3 u˜4
u˜5 u˜6 u˜7 u˜8
u˜9 u˜10 u˜11 u˜12
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u˜13 u˜14 u˜15 u˜16
u˜17 u˜18 u˜19 u˜20
Figure C.2: First twenty eigenvectors u˜i of L+ for the HYDICE Desert Radiance scene
where the F3 physics-based targets have been injected into the data set i.e., PB-CTD
transformation using the F3 field measured target. The mutual 25-NN+MST graph and
heat kernel edge-weighting function with parameters σ = 0.10 and  = 0.001.
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C.3 RIT Share 2012
u˜1 u˜2 u˜3 u˜4
u˜5 u˜6 u˜7 u˜8
u˜9 u˜10 u˜11 u˜12
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u˜13 u˜14 u˜15 u˜16
u˜17 u˜18 u˜19 u˜20
Figure C.3: First twenty eigenvectors u˜i of L+ for the SHARE 2012 scene where the red
felt physics-based targets have been injected into the data set i.e., PB-CTD transformation
using the red felt field measured target. The mutual 25-NN+MST graph and heat kernel
edge-weighting function with parameters σ = 0.15 and  = 0.001.
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