Anticipation is a strategy used by neural fields to compensate for transmission and processing delays during the tracking of dynamical information, and can be achieved by slow, localized, inhibitory feedback mechanisms such as short-term synaptic depression, spike- , and spatial location [7] . It is commonly believed that these systems represent external information by localized activity profiles in neural substrates, commonly known as neural fields [8, 9] . Analogous to particle diffusion, location fluctuations of these states represent distortions of the information it represents, and at the same time indicates its mobility under external influences. When the motion of these states represents moving stimuli, their mobility will determine their responses, such as the amount of time delay when they track moving stimuli. This
SFA,ṽ(x, t) during a spontaneous motion in the moving frame centered at z(t).ṽ plays the role of p in Eqs.
(1) and (2) . z(t) is the center of mass ofũ(x, t). Theũ(x, t) profile is moving to the direction pointed by the arrow. Parameters:k (rescaled inhibition) = 0.5, γ (SFA strength) = 0.2, τ s (time constant of neuronal current) = 1 ms and τ i (time constant of SFA) = 50 ms. (b)ũ(x, t) andĨ ext (x, t), rescaled external stimulus, during a tracking process. Inset: z 0 (t) and z(t), the centers of mass ofĨ ext (x, t) andũ(x, t), respectively. provides the context for the application of the FRR.
In processing time-dependent external information, real-time response is an important and even a life-and-death issue to animals. However, time delay is pervasive in the dynamics of neural systems. For example, it takes 50 -80 ms for electrical signals to transmit from the retina to the primary visual cortex, and 10 -20 ms for the neurons to process and integrate temporal information in such tasks as speech recognition and motor control [10] .
To achieve real-time tracking of moving stimuli, a way to compensate delays is to predict their future position. This is evident in experiments on the head-direction (HD) systems of rodents during head movements [11, 12] , in which the direction perceived by the HD neurons has nearly zero lag with respect to the true instantaneous position [13] , or can even lead the current position by a constant time [14] . This anticipative behavior is also observed when animals make saccadic eye movements [15] . In psychophysics experiments, the future position of a continuously moving object is anticipated, but intermittent flashes are not [16] .
There are different delay compensation strategies, and many of them have slow, local inhibitory feedback in their dynamics. For example, short-term synaptic depression (STD) can implement anticipatory tracking [17] . Its underlying mechanism is the slow depletion of neurotransmitters in the active region of the network state, facilitating the network state to shift to neighboring positions. For sufficiently strong STD, the tracking state can even overtake the moving stimulus. At the same time, local inhibitory feedbacks can induce spontaneous motion of the localized states in neural fields [18] [19] [20] . Remarkably, the parameter region of anticipatory tracking is effectively identical to that of spontaneous motion. Since spontaneous motion sets in when location fluctuation diverges, this indicates the close relation between fluctuations and responses, and implies that such a relation should be more generic than the STD mechanism itself.
Besides STD, other mechanisms can also provide slow, local inhibitory feedback to neurons.
Examples include spike-frequency adaptation (SFA) that refers to the reduction of neuron excitability after prolonged stimulation [21] , and inhibitory feedback layers (IFL) in multilayer networks [22] . Like STD, such local inhibition can generate spontaneous traveling waves [18] . Likewise, they are expected to exhibit anticipatory tracking [22] . In this Letter, we will consider how FRR provides a unified picture for this family of systems driven by different neural mechanisms.
As will be shown, generic analyses based on the translational symmetry of the systems show that anticipative tracking is associated with spontaneous motions, thus providing a natural mechanism for delay compensation.
We consider a neural field in which neurons are characterized by location x, interpreted as the preferred stimulus of the neuron, which can be spatial location [7] or head direction [6] . Neuronal activities are represented by u(x, t), interpreted as neuronal current [23] . To keep the formulation generic, the dynamical equation is written in the form
F u is a functional of u and p evaluated at x. p is a dynamical variable representing neuronal activities with no direct connections with the external environment. In the context of anticipatory tracking, p corresponds to a dynamical local inhibitory mechanism. It could represent the available amount of neurotransmitters of presynaptic neurons for STD [20, 24] , or the shift of the firing thresholds due to SFA [21] , or the neuronal activities of a hidden neural field layer in IFL [22] .
Explicit forms of F u [x; u, p] for STD, SFA and IFL can be found in Supplementary Material (SM).
Besides the force F u , the dynamics is also driven by an external input, I ext . Number labels: values of the corresponding contour, in units of
Black curves: phase boundaries separating the static, moving, repulsive (for IFL only) and silent phases. 
In the shaded areas of (b) and (d),Â is too small to stabilize the system.
Similar to Eq. (1), the dynamics of p is given by
F p is also a functional of u and p evaluated at x. Explicit expressions of F p for STD, SFA and IFL can be found in SM. For the present analysis, it is sufficient to assume that (i) the forces are translationally invariant, and (ii) the forces possess inversion symmetry.
Studies on neural field models showed that they can support a profile of localized activity even in the absence of external stimuli [5, 8, 9, 23] . Irrespective of the explicit form of this "bump", it is sufficient to note that (i) there exists a non-trivial stable solution {u 0 , p 0 } satisfying
, and that this solution is neutrally stable in x, that is,
Studies on neural field models with STD [19, 20] , SFA [25] and IFL [22] suggested that the network can support spontaneously moving profiles, even though there is no external moving input. This occurs when the static solution becomes unstable to positional displacement in some parameter region. As shown in SM, the natural speed of the moving profile is given by v nat = ε 0 /τ int , where ε 0 is the lag of the inhibitory profile p behind the exposed profile u, and τ int is an
intrinsic time scale. This shows that the spontaneous motion is caused by the inhibitory profile lagging behind the exposed profile. It is further shown in SM that the value of ε 0 depends on an instability eigenvalue λ, which is negative in the static phase, and positive in the moving phase.
Hence ε 0 vanishes in the static phase, and becomes non-zero in the moving phase.
In the presence of a weak and slow external stimulus, the anticipation time of the exposed profile relative to the stimulus profile is given by τ ant = λτ int τ stim , where τ stim is referred to as the stimulus time, representing the time scale for the stimulus to produce significant response from the exposed profile. Hence when the intrinsic behavior changes from static to moving, the tracking behavior changes from lagging (τ ant < 0) to leading (τ ant > 0) with respect to the moving stimulus.
For the example of the neural field with SFA in Fig. 1(a) , the lag of the inhibitory profileṽ drives the exposed profileũ to move in the direction with smallerṽ (pointed by the arrow), asṽ inhibitsũ.
In the absence of SFA, the bell-shaped attractor state ofũ centered at z(t) (shown in Fig. 1(b) as the green dashed line) lags behind a continuously moving stimulus z I (t) (shown as the blue dotted line). In the inset of Fig. 1(b) , the lag of the network response develops after the stimulus starts to move and becomes steady after a while. This lag is due to the time needed for neurons to build up their activities. In contrast, when SFA is sufficiently strong, the bump can track the stimulus at an advancing position (red solid curve in Fig. 1(b) ). In this case, this tracking process anticipates the continuously moving stimulus. This behavior for SFA is summarized in Fig. 1(c) .
Furthermore, the anticipation time is effectively constant in a considerable range of the stimulus speed. There is an obvious advantage for the brain to compensate delays with a constant leading time independent of the stimulus speed, and this contrasts with the intuition that the anticipation time decreases with the stimulus speed. To see this point, we note that ε 0 = v I τ int , implying that τ ant = λτ stim ε 0 /v I . This shows that while the stimulus speed in the denominator increases, the lag of the inhibitory profile behind the exposed profile in the numerator also increases, providing an increasing driving force for the bump.
This is confirmed when the SFA strength γ is strong enough. As shown in Fig. 1 (c) for
there is a velocity range such that the displacement of the center of mass relative to the stimulus,
, is directly proportional to the stimulus velocity. Thus the anticipation time τ ant ≡ (z − z I )/v I , given by the slope of the curve, is effectively constant. In Fig. 1(d) , the anticipatory time is roughly 0.3τ i (τ i is the time constant of SFA) for a range of stimulus velocity, and has a remarkable fit with data from rodent experiments [26] . This behavior can also be observed in neural field models with STD [17] .
The interdependency of anticipatory tracking dynamics and intrinsic dynamics is further illustrated by the relation between the anticipatory time and the intrinsic speed of spontaneous motions.
Near the boundary of the moving phase, it is derived in SM that
where K and K 0 are constants. Since all parameters besides v 2 nat and v 2 I (taken to approach 0) are mostly slowly changing functions of system parameters, the contours of v nat and τ ant in the parameter space have very similar patterns. The case for SFA is illustrated in Fig. 2(a) and (b).
Since these phenomena depend on the underlying symmetry of the system and its response to weak stimuli, they are expected to be observed in networks with the same symmetry as SFA networks. The correspondence between intrinsic motion and anticipation has been described in the specific case of STD networks [17] . Similar phenomena can be found in Fig. 2(c) and (d) for IFL, except that the contours in Fig. 2 are distorted in the proximity of the repulsive phase. A minor correction is that the contour for zero anticipatory time does not coincide perfectly with the phase boundary separating the moving and static phases. This is due to deviations from the weak input limit, since a finite input amplitude is necessary to prevent the network state from becoming "untrackable" (the region shaded in (b) and (d)).
For non-vanishing stimulus velocities in the moving phase, Eq. (3) predicts another interesting phenomenon linking tracking dynamics and intrinsic dynamics. When the stimulus is moving at the natural speed, i.e. v I = v nat , the anticipation time becomes independent of the strength of the external input which determines τ stim , and the anticipation time curves are confluent at the value τ ant = τ con ≡ τ int /K 0 . This resonance phenomenon for a particular neural field model with STD has been reported in [17] ; here we show that it is generic in an entire family of neural fields.
The physical picture of this confluent behavior is that the stimulus plays two roles in driving the moving bump. First, it is used to drive the bump at the stimulus speed, if it is different from the intrinsic speed. Second, it is used to distort the shape of the bump. In the second role, the distortion is proportional to both the strength of the stimulus and the bump-stimulus displacement,
Hence when the stimulus speed is the same as the intrinsic speed, the stimulus is primarily used to distort the bump shape. At the steady state, the bump-stimulus displacement is determined by the distortion per unit stimulus strength, which becomes independent of stimulus strength.
Since this phenomenon is based on a generic mechanism, it can be observed in all neural field models considered in this Letter. To further illustrate FRR, we consider the correlation between fluctuations due to noise in the absence of external input and the anticipation time reacting to a weak and slow moving stimulus. This can be done by replacing I ext in Eq. (1) with displacement noise ξ (x, t) ≡ η (t) ∂u 0 /∂x, where η (t) = 0 and η (t) η (t ′ ) = 2T δ (t − t ′ ). Analysis in SM shows that for weak and slow stimuli,
, for static phase,
, for moving phase.
Here, δε 
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S.1. GENERAL FORMULATION
Here, we search for a general relation between the translational stability of neural field models and their tracking behavior. We will start from general dynamical equations without considering their explicit forms. There are two dynamical variables: u (x, t) and p (x, t). We call u (x, t) the exposed variable, which can be the firing rate or neuronal current of neurons with preferred stimulus x. It can be coupled to external stimuli. We call p(x, t) the inhibitory variable, which can be variables describing short-term synaptic depression (STD), spike frequency adaptation (SFA), or inhibitory feedbacks from higher layer networks (specifically, we consider two-layered networks with an inhibitory feedback layer (IFL)). p(x, t) is not directly coupled to the outside world.
u (x, t) receives slow inhibitory feedback from p (x, t), while p (x, t) receives fast feed-forward excitation from u (x, t), but our results are not restricted to any explicit forms of these couplings.
The dynamics of u (x, t) and p (x, t) are governed by
F u and F p are functionals of u(x, t) and p(x, t) to be defined below. I ext (x, t) is the external stimulus. Although the analytical result does not depend on the exact definitions of F u and F p , choices of F u and F p are important for us to use numerical simulation to verify the analytical result. In simulations, u (x, t) is chosen to be the neuronal current of neurons having preferred stimulus x.
A. Short-term Synaptic Depression
For short-term synaptic depression (STD), F u is defined by [20] ∂u (x, t) ∂t
τ s is the neuronal time scale, and is of the order of 1 ms. ρ is the density of neurons in the space spanned by {x}. r (x, t) is the firing rate of neurons at x defined by
k is the inhibition parameter controlling the global divisive inhibition.
is the coupling between neurons at x and x ′ , depending on x − x ′ and hence is translationally invariant:
J 0 is the strength of the excitatory coupling. a is the range of the coupling.
p (x, t) is the available fraction of neurotransmitters of presynaptic neurons. Its dynamics is given by
τ d is the timescale of p, which is of the order 100 ms. β is the fraction of neurotransmitter consumed per spike, and represents the strength of the STD effect. I ext is defined by
A is the magnitude of I ext . z 0 (t) is the position of the stimulus.
B. Spike Frequency Adaptation
For spike frequency adaptation (SFA), the dynamics of u is given by [27] ∂u (x, t) ∂t
v is the suppression due to SFA. Other parameters and variables have the same definitions as mentioned above. Here, for simplicity, we let
τ i is the SFA timescale, and is of the order of 100 ms. γ is the magnitude of SFA. Note that v acts as p in Eqs. (S.1) and (S.2).
C. Inhibitory Feedback Layer
In a two-layered network with an inhibitory feedback layer, there are two variables representing neuronal currents on different layers [22] . They are denoted as u 1 and u 2 . Their dynamics are specified by
(S.13) u 1 and u 2 play the role of u and p in Eqs. (S.1) and (S.2). r 1 and r 2 are the firing rates given in Eq. (S.4) by replacing u to be u 1 or u 2 . J fb is the magnitude of the feedback connections, and J ff is the magnitude of the feed-forward connections.
D. Rescaled Variables and Parameters
In the models presented above, the dynamical variables and parameters can be rescaled to simplify the dynamical picture. Using the rescaled parameters can also reduce the parameterdependence of simulation results.
We first consider STD. In (S.1), we rescale u(x, t) toũ (x, t) ≡ ρJ 0 u (x, t), and k tok ≡ and
is already dimensionless, and the only parameter needs to be rescaled is β, which becomesβ ≡ τ d β/ (ρ 2 J 2 0 ). In Eq. (S.7), the external input I ext (x, t) becomesĨ ext (x, t) ≡ ρJ 0 I ext (x, t) and A becomesÃ ≡ ρJ 0 A.
Note that in the absence of STD, the profile ofũ has a Gaussian shape with a magnitude of stim . For SFA, u (x, t) in Eq. (S.8) can also be rescaled byũ (x, t). Also,r,J, andk are applicable in this case. In Eq. (S.9), we letṽ (x, t) = ρJ 0 v (x, t) since v (x, t) has the same dimension as u (x, t).
For IFL, u 1 (x, t) and u 2 (x, t) in Eqs. (S.11) and (S.13) have the same dimension as u (x, t). So, we apply the same rescaling:ũ 1 (x, t) ≡ ρJ 0 u 1 (x, t),ũ 2 (x, t) ≡ ρJ 0 u 2 (x, t) and
. For convenience, we letJ fb = J fb /J 0 andJ ff = J ff /J 0 . 
S.2. INTRINSIC BEHAVIORS OF INHIBITORY FEEDBACK LAYERS
A detailed study on CANNs with STD can be found in [20] . The intrinsic behavior of CANNs with SFA is similar. In this section, the intrinsic behaviors of a bump-shaped profile in a twolayered network with an inhibitory feedback layer are summarized.
If the negative feedback strength (J fb ) is strong enough, the bump in the second layer that provides a negative feedback to the first layer can destabilize the bump in the first layer. At the steady state, the misalignment between two profiles becomes a constant. As shown in Fig. S .1, the two misaligned bumps move spontaneously. Since the neurons in the first layer receive negative feedbacks and neurons in the second layer receives positive feedforwards, the magnitude ofũ 2 -profile is larger thanũ 1 -profile.
The intrinsic behavior supported by the system is determined by the choice of parameters. In simulations, the initial conditions ofũ 1 andũ 2 are misaligned so that the environment ofũ 1
is not symmetric about its center. If the magnitude ofJ fb is not strong enough, the bump will relax to a static state, see 
(c) and (d)
. This is the moving phase. In this phase, the u 2 -profile repels theũ 1 -profile. However, at the same time, theũ 1 -profile attracts theũ 2 -profile.
So, at a equilibrium state, the misalignment between two profiles becomes steady.
IfJ fb is too strong, the spontaneous motion will terminate. In this case, initially, theũ 2 -profile repels theũ 1 -profile and theũ 1 -profile attracts theũ 2 -profile. However, in the repulsive phase, the repulsion is so strong that the attraction can no longer balance the repulsive force. As a result, the two profiles move apart out of the interactive range of each other, as shown in Fig. S. 2 (e) and (f). The spontaneous motion cannot sustain at the steady state. In general, together with the trivial solution, there are four phases in two-layer CANNs, under the current setting. The phase diagram for these four phases is shown in the main paper.
The slowness of the inhiitory feedback, and hence the existence of the moving phase, arises from the weak coupling between the exposed and inhibitory layers. To see this, we consider the moving bump solution Consider the condition for the moving phase boundary with both v and s approaching 0 at a finite ratio. The above equations imply that
Similarly, by considering the dynamics of the second layer, we have
Hence weak interlayer couplings, J fb ≪ 1 orJ ff ≪ 1 play the same role as the ratio τ s /τ d in STD [20] .
S.3. TRANSLATION INVARIANCE OF NEURAL FIELD MODELS
We will consider the dynamics of any CANN model described by Eqs. (S.1) and (S.2). In the absence of external stimuli, the dynamical equations are given by
, and (S.20)
Here, F u and F p are functionals of the functions u and p. They are the generalized forces determining the dynamics of the system. In the existence region of the bump state of the CANN, there is a nontrivial solution to the equations
Furthermore, due to the neutral stability of the bump we have, for an arbitrary bump position z,
Consider the dynamics of the fluctuations about the steady state,
Consider the solutions of these equations with time dependence exp(−λt). Then the eigenvalue equations become the ∆x → 0 limit of the matrix eigenvalue equation
The left eigenvector with the same eigenvalue is given by
Translational invariance implies that ∂u 0 /∂x and ∂p 0 /∂x are the components of the right eigenfunction of the dynamical equations with eigenvalue 0, satisfying
The corresponding left eigenfunctions satisfy
For stable bumps, the eigenvalues of all other eigenfunctions are negative. Let u 1 and p 1 be the components of the eigenfunction with the largest negative eigenvalue −λ 1 , satisfying
The eigenfunctions corresponding to eigenvalues λ m = λ n satisfy the orthogonal condition
For later use, we first explore the implications of translational invariance. Multiplying both sides of Eq. (S.28) by g 0 u and integrating over x,
(S.37)
Hence,
where, for i = u, p,
Similarly, multiplying both sides of Eq. (S.30) by ∂u 0 (x)/∂x and integrating over x, we obtain
Similarly,
Next, we consider the implications of with inversion symmetry, that is, and p 1 (x) has even parity.
S.4. INTRINSIC BEHAVIOR OF PROFILE SEPARATION
We consider perturbations of the form
c 0 and ε 0 are considered to be the displacement of the exposed and inhibitory profiles respectively 
Note that the second term in Eq. (S.44) vanishes since g 0 u and u 1 have opposite parity. On the right hand side,
The second term vanishes due to odd parity. Hence
Similarly, the second term on the right hand side becomes
Hence we obtain
Similarly, from Eq. (S.25),
Using the identities of translational invariance in Eqs. (S.38) and (S.40),
Eq. (S.52) describes the dynamics of the displacement of the inhibitory profile relative to the exposed profile. The instability eigenvalue in Eq. (S.52) is denoted as 
where, for i, j, k, l = u, p, 
with u 1 i (x) representing the functions u 1 (x) and p 1 (x) for i = u, p respectively. On the right hand side,
where, for i, j, k = u, p,
Furthermore, from Eq. (S.65), we have, to the lowest order,
(Eq. (S.55) yields the same result if we make use of the translational symmetry relation in Eq.
(S.38).) This enables us to express ε 0 and v nat in terms of the eigenvalue in Eq. (S.54),
where
In the static phase, λ < 0, and both v nat and ε 0 vanish. In the moving phase, λ > 0, and the critical regime is given by v nat ∼ ε 0 ∼ √ λ. Using Eq. (S.72), the relation between v nat and ε 0 is given by
τ int is an intrinsic time scale of the neural system. The existence of a stable non-trivial solution implies that τ int is positive. Otherwise, Eq. (S.52) implies that ε 0 grows exponentially in the reference frame that c 0 = 0, indicating that the exposed and inhibition profiles disintegrate. The example of the two-layer network illustrates the significance of the negativity of Q pp /I p for stable solutions. For weak excitatory feedforward and inhibitory feedback couplings between the two layers, we have shown in Sec. S.2 that the inhibitory profile can be repelled from the exposed profile. In this case, Q pp /I p becomes positive and there is no solution with the exposed and inhibitory profiles coupled.
Noting that Eq. (S.75) also holds in the static phase with v nat = ε 0 = 0, we infer that the separation of the exposed and inhibition profiles is the cause of the spontaneous motion. The physical picture is that when the inhibition profile lags behind the exposed profile, the neuronal acivity will have a stronger tendency to shift away from the strongly inhibited region.
S.6. TRACKING BEHAVIOR
Here we consider the network response to an external stimulus moving with velocity v I . The dynamical equations are analogous to those in the previous section, except that an external stimulus is present in the dynamical equation for the exposed profile, and the natural velocity is replaced by the stimulus velocity v I .
Here, x is the coordinate relative to the moving bump. Now we consider the distortion due to the bump movement in the reference frame that c 0 = 0,
To make the discussion more concrete, we consider stimuli having the same profile as the bump, and the bump is displaced by s relative to the stimulus, that is,
where the amplitude of the stimulus is given by the amplitude of u 0 (x) divided by τ stim , referred
to as the stimulus time. It represents the time scale for the stimulus to produce significant response from the exposed profile.
Multiplying both sides of Eq. (S.76) by g 0 u and integrating, the last term in Eq. (S.76) becomes proportional to the displacement s. Following steps similar to those in the previous section, we obtain the following equations
(S.80)
In Eq. (S.81), we have introduced
Using Eqs. (S.81) and (S.83), we express c 1 and ε 1 in terms of other variables,
Substituting into Eqs. (S.80) and (S.82) and collecting terms,
(S.87)
Using Eq. (S.74), this equation simplifies to
To the lowest order, ε 0 is determined from Eq. (S.88) by
This leads to an expression for the anticipation time τ ant ≡ s/v I given by
We first consider the limit of weak and slowly moving stimulus, in which τ stim is large and v I is small. This reduces the anticipation time to the transparent form
Hence τ ant and λ have the same sign. In the static phase, λ < 0 implies that the tracking is delayed with τ ant < 0, whereas in the moving phase, λ > 0 implies that the tracking is anticipative with τ ant > 0. At the phase boundary, the system is in the ready-to-go state; here τ ant = 0 and the tracking is perfect. Equation (S.94) further implies that the anticipation time is effectively independent of the stimulus velocity for sufficiently weak and slow stimuli. This is contrary to the intuition that the anticipation time decreases with stimulus speed. This can be interpreted by substituting Eq. (S.92) into Eq. (S.94), yielding
This shows that while the anticipation time decreases with increasing stimulus speed, the profile separation also increases, so that the tendency for spontaneous motion also increases proportionately. 
Note that when the network tracks a stimulus moving at the natural velocity v nat , τ ant becomes independent of the stimulus time τ stim . Hence when τ ant is plotted as a function of v I , the curves become confluent at the point v I = v nat and τ ant = τ con ≡ K 0 τ int .
The origin of this independence of the stimulus amplitude can be traced by the following reasoning.
1. At natural tracking, the forces acting on the system are used to drive the system at the natural velocity.
2. If a stimulus is present and moves with a velocity different from the natural velocity, the extra force (I u s/τ stim in Eq. (S.80)) due to the stimulus can be used to drive the system to move at the stimulus velocity rather than the natural velocity. Since the extra force is proportional to the displacement, the displacement at the steady state will adjust itself so that the extra force is totally used to drive the system at the stimulus velocity, as shown in For weak stimuli, this component of force is negligible as long as the stimulus velocity is different from the natural velocity.
3. When the stimulus moves at the natural velocity, there is no need to use the extra force due to the stimulus to drive the bump to a different velocity. Hence to the lowest order, the extra force is not balanced. In this case, the extra force is solely used to distort the shape of the bump. Since both the force and the distortion are proportional to the stimulus amplitude, the displacement becomes independent of the stimulus amplitude. This implies that Eq. (S.24) has to be modified to and are separated far apart. As a result, ε 0 (t) will mostly stick to one of the fixed point solution.
The statistics of ε 0 (t) is similar to that of the static phase.
However, in the moving phase near the phase boundary, e.g. Fig. S.3(b) , the statistics may be problematic. The problem is due to the difference between two fixed point solutions being too small, so that ε 0 (t) is fluctuating around two fixed point solutions (ε + 0,fixed and ε − 0,fixed ), even though the noise temperature T is small. Whenever ε 0 (t) is between two fixed point solutions, attractions due to fixed point solutions can affect our estimations of the variance of ε 0 (t) around a single fixed point solution.
To overcome the interference between two fixed point solutions, a trick is needed to filter out some data. In the statistics of Fig. 4 in the main text, we have discarded ε 0 (t) less than ε 
