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Abstract
A linear functional L is said to be positive-definite if and only if 〈L, p2〉 > 0, for all non-zero
polynomials with real coefficients p. In this paper, we provide a new construction process of a positive-
definite linear functional from positive-definite linear functional data. Indeed, for any non-zero real  and
any positive-definite linear functional L, we show that the linear functional L satisfying L − L′ = L is
also positive-definite. This process allows us to construct a second-order positive-definite linear functional
from a semiclassical positive-definite linear functional. Finally, we give an illustrative example.
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1. Introduction and preliminary results
Let P be the vector space of polynomials in one variable with complex coefficients and P′
its algebraic dual space. We denote by 〈L, p〉 the action of L ∈ P′ on p ∈ P and by (L)n :=
〈L, xn〉, n ≥ 0, the sequence of moments of L with respect to the polynomial sequence {xn}n≥0.
Let us define the following operations in P′. For any linear functional L, any polynomial q, and
any (a, b, c) ∈ C∗ ×C2, let DL = L′, qL, τbL, haL, and (x − c)−1L be the linear functionals
defined by duality
〈L′, f 〉 := −〈L, f ′〉,
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〈qL, f 〉 := 〈L, q f 〉,
〈τ−bL, f 〉 := 〈L, τb f 〉 = 〈L, f (x − b)〉,
〈haL, f 〉 := 〈L, ha f 〉 = 〈L, f (ax)〉,
〈(x − c)−1L, f 〉 := 〈L, θc f 〉 =
〈
L,
f (x)− f (c)
x − c
〉
, f ∈ P.
For any c ∈ C, we have
(x − c)−1(x − c)L = L− (L)0δc, (1.1)
where δc is the Dirac mass, defined by 〈δc, p〉 = p(c), p ∈ P.
Notice that if L ∈ P′ is such that L′ = 0, then L = 0.
A linear functional L is said to be quasi-definite (regular) if we can associate with it a monic
polynomial sequence {Bn}n≥0, deg Bn = n, n ≥ 0, such that 〈L, Bn Bm〉 = rnδn,m, m, n ≥ 0,
with rn 6= 0, n ≥ 0. In such a case, {Bn}n≥0 is said to be the monic orthogonal polynomial
sequence (MOPS) with respect to L.
When rn > 0, for every non-negative integer n ≥ 0,L is said to be positive-definite. Notice
that L is positive-definite if and only if 〈L, p2〉 > 0, for every non-zero real polynomial p
(see [2]).
If L is quasi-definite and A is a polynomial such that AL = 0, then A = 0.
Definition 1 ([7]). L is said to be a second-order linear functional if it is quasi-definite and
satisfies(
(φL)′ + ψL)′ + χL = 0, (1.2)
where φ,ψ, χ , are polynomials and φ monic.
Furthermore, the MOPS {Bn}n≥0 with respect to L is also said to be of second order.
The family of second-order linear functionals contains the semiclassical ones (see [7]), when
χ(x) ≡ 0 and degψ ≥ 1, i.e., if the quasi-definite linear functional L satisfies
(φL)′ + ψL = 0. (1.3)
In such a case, the class of L is the minimum value of max(deg(φ)− 2, deg(ψ)− 1), among all
possible pairs (φ, ψ) of polynomials satisfying (1.3). The pair (φ, ψ) giving the class s ≥ 0 is
unique. When s = 0, the linear functional L is said to be classical (Hermite, Laguerre, Bessel,
Jacobi) and degφ ≤ 2, degψ = 1.
Any shift leaves invariant the semiclassical character. Indeed, the shifted linear functional
L˜ = (ha−1 ◦ τ−b)L fulfills the equation (φ˜L˜)′ + ψ˜L˜ = 0, where φ˜(x) = a− degφφ(ax + b) and
ψ˜(x) = a1−degφψ(ax + b). For more details, the reader is referred to [7].
When a second-order linear functional L is not semiclassical, it is said to be a strict second-
order one linear functional.
The theory of the strict second-order linear functionals has not been developed sufficiently. In
the literature, we find very few examples of such a kind of linear functionals (see [1,4,7]). We
can mention the linear functional u given by the following integral representation [7, p. 126]:
〈u, f 〉 = 1
Γ (1+ α)
∫ +∞
0
x
α−1
2 e−
√
x f (x)dx, f ∈ P,
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where α 6= −n, n ≥ 1. It satisfies (1.1) with φ(x) = x2, ψ(x) = −( 52 + α)x , and χ(x) =
1
4α(α + 3) + 12 − x . When α + 1 > 0, the linear functional u is positive-definite and it is a
second-order linear functional.
The outline of this paper is as follows. In Section 2, we present our main result. Indeed,
we prove that for any real  and any positive-definite linear functional L, the linear functional
L given by L − L′ = L is also positive-definite. In Section 3, under the assumption L is
semiclassical, we show that if L is quasi-definite then L is of second order. In this topic, a
necessary and sufficient condition for L to be semiclassical is given. Besides, some well-known
examples in the literature are analyzed [3,5,6]. In Section 4, we take L = L(0) : the Laguerre
linear functional, with parameter α = 0, which is positive-definite and with weight function
U (x) = e−x supported on the real interval [0,+∞[. We show firstly that L is positive-definite
for all real . In particular it is of strict second order if and only if  6= 0 and  6= −1, and we
finally give an integral representation of L .
2. Main results
For any real number  and any quasi-definite linear functional L, let us consider the linear
functional L satisfying the distributional equation
L − L′ = L. (2.1)
The linear functional L is uniquely defined by the recurrence relation that their moments
(L)n, n ≥ 0, satisfy{
(L)n + n(L)n−1 = (L)n, n ≥ 0,
(L)0 = 1. (2.2)
Then,
(L)n =
n∑
ν=0
n!
ν! (−)
n−ν(L)ν, n ≥ 0. (2.3)
The analysis of the quasi-definiteness of L is very difficult in the general case. But when L is
positive-definite, we can prove that L is also positive-definite. It is the aim of this section.
First, we need the following lemma.
Lemma 2. For any real non-negative polynomial p ≥ 0 and any real number  the first-order
differential equation y(x) + y′(x) = p(x) has a unique polynomial solution y = q such that
q(x) ≥ 0 for all x ∈ R and deg(q) = deg(p).
Proof. From the uniqueness theorem and the direct computation
y(x) =
deg p∑
ν=0
(−)ν p(ν)(x) ∼ p(x), x →±∞, (2.4)
is the expression of the polynomial solution q . Let us consider α as an absolute minimum of
y = q on R, which clearly exists since y(x) = q(x) goes to infinity as x → ±∞. Notice that
q ′(α) = 0, since α is a critical point of q . Accordingly, q(α) = q(α) + q ′(α) = p(α) ≥ 0.
Thus, q(x) ≥ q(α) ≥ 0 for all x ∈ R. 
Now, we are able to give our main result.
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Theorem 3. For any real  and any positive-definite linear functional L, the unique linear
functional L satisfying L − L′ = L is also positive-definite.
Proof. Let p be a real non-negative polynomial p ≥ 0. From the previous Lemma, the unique
solution q of the first-order differential equation: y(x) + y′(x) = p(x) is a real non-negative
polynomial q ≥ 0. Since L is positive-definite, then
〈L, p〉 = 〈L, q + q ′〉,
= 〈L − L′, q〉 = 〈L, q〉 > 0. 
3. The linear functionals L are semiclassical
Let L be a semiclassical linear functional of class s satisfying
(φL)′ + ψL = 0, (3.1)
where φ monic, degψ ≥ 1, and s = max (deg(φ)− 2, deg(ψ)− 1) .
For each real , let us consider the unique linear functional L given by (2.1). In general, the
semiclassical character is not preserved. Indeed, when it is quasi-definite, the linear functional
L is of second order. After a straightforward computation, it satisfies(−(φL)′ + (φ + (φ′ − ψ))L)′ + (ψ + ψ ′)L = 0. (3.2)
Conversely, if we assume that L is semiclassical then L is also semiclassical. This is the aim of
the following result.
Proposition 4. For any real number  and quasi-definite linear functionals L and L satisfying
(2.1), the following statements are equivalent:
(i) L is semiclassical and satisfies
(φ1L)
′ + ψ1L = 0, (3.3)
where φ1 is monic and degψ1 ≥ 1.
(ii) There exist two non-zero polynomials E and F such that
EL = FL . (3.4)
Furthermore,
E(x) = φ1(x), F(x) = φ1(x)+ 
(
φ′1(x)+ ψ1(x)
)
,
and L will be semiclassical with
(EL)′ + −1(F − E)L = F ′L, (3.5)
(φL)′ + ψL = 0, (3.6)
where φ(x) = E(x)F(x), ψ(x) = −1 (F(x)− E(x)) F(x)−2F ′(x)E(x), and with degψ = 1.
Proof. Assume that L is semiclassical and satisfies (3.3). Using (2.1) and (3.3), we get
φ1L = φ1(L − L′),
= φ1L + (φ′1 + ψ1)L,
= (φ1 + (φ′1 + ψ1))L .
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Then, EL = FL , where E(x) = φ1(x) and F(x) = φ1(x) + 
(
φ′1(x)+ ψ1(x)
)
. Notice that
the quasi-definiteness of L and the fact that E is a non-zero polynomial yield F is also a non-zero
polynomial.
Conversely, assume that EL = FL . Taking into account (2.1), we get
EL − EL′ = EL = FL, i.e.,
(−EL)′ + (E ′ + E − F)L = 0.
As a consequence, if L is quasi-definite, then it will be semiclassical.
Moreover, from (3.4) and (2.1), we get
(EL)′ = F ′L + FL′,
= F ′L + −1 F(L − L),
= F ′L + −1(E − F)L.
Hence, (3.5) holds.
Finally, by using (3.5) we obtain
(F EL)′ = F ′EL+ F(EL)′,
(F EL)′ = F ′EL+ F
(
F ′L + −1(E − F)L
)
,
=
(
−1(E − F)F + 2F ′E
)
L.
Notice that deg
(
−1(E − F)F + 2F ′E) ≥ 1, otherwise −1(E − F)F + 2F ′E = c, where c is
a complex number. In this case, (L)0c = −〈(F EL)′, 1〉 = 0. Since L is quasi-definite, (L)0 6= 0.
Then, c = 0 and so that (F EL)′ = 0. This leads to F EL = 0, in contradiction with the quasi-
definite of L and the fact that E and F are non-zero polynomials. Hence, (3.6) holds. 
Let us show some useful situations that we find in the literature.
Assume that L and L satisfying (2.1), are normalized, i.e., (L)0 = (L)0 = 1, they are
quasi-definite, and fulfill EL = FL where E and F are non-zero polynomials.
When E(x) = 1 and F(x) = λ(x − c) where λ 6= 0 and c ∈ C, from Proposition 4, we get
L′ + λ−1(x − c − λ−1)L = 0.
By a suitable shift, it comes back to take λ = 2 and c = −(2)−1, then L = H,
i.e., the Hermite linear functional. It satisfies H′ + 2xH = 0 and it can be represented by
〈H, p〉 = 1√
pi
∫ +∞
−∞ p(x) exp(−x2)dx , for every p ∈ P [8]. Thus, L = (2)−1
(
x + (2)−1)H.
This corresponds to the Christoffel transform of the linear functionalH (see [11]). In any case, it
remains to determine the values of  for which
(
x + (2)−1)H is quasi-definite. Something about
this problem is the fact that if {Ĥn}n≥0 denotes the MOPS with respect toH, then
(
x + (2)−1)H
is quasi-definite if and only if Ĥn(−(2)−1) 6= 0, for every integer n ≥ 1, (see [2,3]).
In this case, L is semiclassical of class one and satisfies((
x + (2)−1
)
L
)′ + 2 (x2 − (2)−1x + 1)L = 0.
It has an integral representation
〈L, p〉 = 1
2
√
pi
∫ +∞
−∞
p(x)
(
x + (2)−1
)
exp(−x2)dx, for every p ∈ P.
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When E(x) = x − d and F(x) = α, where α 6= 0 and d ∈ C. From Proposition 4, we get
((x − d)L)′ − −1(x − d +  − α)L = 0.
Through a suitable shift, we can take d = 0 and  = −1. Then L−1 = L(α), i.e., the Laguerre
linear functional with parameter α 6= −n, n ≥ 1. It satisfies (xL(α))′ + (x − α − 1)L(α) = 0,
and for Re(α + 1) > 0 it can be represented by 〈L(α), p〉 = 1Γ (α+1)
∫ +∞
0 p(x)x
α exp(−x)dx ,
for every p ∈ P [8]. In this case, xL = αL(α). But, since α 6= 0, then αL(α) = xL(α − 1),
where L(α−1) is the Laguerre linear functional with parameter α−1 and where α 6= −n, n ≥ 0.
Therefore, L = L(α− 1)+ ((L)0 − (L(α − 1))0) δ0 = L(α− 1), by using (1.1) and taking into
account the fact that L and L(α − 1) are normalized.
When E(x) = λ(x − a) and F(x) = (x − a˜), where λ 6= 0 and a, a˜ ∈ C, from Proposition 4,
we get
((x − a)L)′ + (λ)−1 ((1− λ)(x − a)+ a − a˜ − λ)L = 0.
Let us prove that λ 6= 1. Indeed, if we suppose that λ = 1, the previous equation becomes
((x − a)L)′ +
(
(a − a˜)−1 − 1)L = 0. Since L is normalized, we deduce that (a− a˜)−1 −
1 = 0, and then (x − a)L = 0, which contradicts the quasi-definiteness of L and L.
By a shift, we can take a = 0 and λ = ( + 1)−1, we get L = L(α) : Laguerre linear
functional, where α := (1 + −1)˜a, and under the regularity condition α 6= −n, n ≥ 1. In this
case, we have
xL = ( + 1) (x − a˜)L(α), (3.7)
where a˜ = ( + 1)−1α.
Two subcases arise: C1.α = 0;C2.α 6= 0.
First, we deal with the subcase
C1. α = 0. Then, a˜ = 0. From (3.7) where a˜ = 0, we get L = ( + 1)L(0) − δ0. This
corresponds to the Uvarov transform of the linear functional L(0) (see [10]). If we denote by
{L̂n}n≥0 the MOPS with respect to L(0), then it is known (see [6]) that the linear functional
(+1)L(0)− δ0 is quasi-definite if and only if−(+1)−1 6= −
(∑n
ν=0
L̂2ν (0)
〈L(0),L̂2ν 〉
)−1
, n ≥ 0.
From [8,9], we easily obtain L̂n(0) = (−1)nn! and 〈L(0), L̂2n〉 = (n!)2, n ≥ 0. It follows that L
is quasi-definite if and only if  6= −1 and  6= 1n , n ≥ 1. In this case, L is semiclassical of class
one and satisfies
(x2L)′ + x(x − 2)L = 0.
It has the integral representation
〈L, p〉 = ( + 1)
∫ +∞
0
p(x) exp(−x)dx − p(0), for every p ∈ P.
C2. α 6= 0. Then, a˜ = ( + 1)−1α 6= 0. Recall that L = L(α) − L′(α). But,
L(α) = α−1xL(α−1), taking into account α 6= 0. So, L = α−1xL(α−1)−α−1 (xL(α − 1))′.
Since, α 6= −n, n ≥ 0, the Laguerre linear functional L(α − 1) is quasi-definite, it satisfies
(xL(α − 1))′ + (x − α)L(α − 1) = 0. This yields,
L = α−1( + 1)(x − a˜)L(α − 1).
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Since {L̂n( ., α − 1)}n≥0 is the MOPS with respect to L(α − 1), then (x − a˜)L(α − 1) is
quasi-definite if and only if L̂n (˜a, α − 1) 6= 0, n ≥ 1, [2,3]. In this case, L is semiclassical of
class one, it satisfies
(x(x − a˜)L)′ +
(
x2 − x (˜a + α + 2)+ αa˜
)
L = 0.
For Re(α) > 0, the linear functional L may be represented by
〈L, p〉 =  + 1
Γ (α + 1)
∫ +∞
0
p(x)(x − a˜)xα−1 exp(−x)dx, for every p ∈ P.
4. Examples of a strict second-order linear functional
Let L(0) be the Laguerre linear functional with parameter α = 0. It is a classical linear
functional and satisfies
(xL(0))′ + (x − 1)L(0) = 0. (4.1)
For any real , let us consider the unique linear functional L satisfying
L − L′ = L(0). (4.2)
Since, L(0) is positive-definite, then L is also positive-definite, according to Theorem 3. Using
the moments of L(0) given by (L(0))n = Γ (n + 1), n ≥ 0, and taking into account (2.3), we
get
(L)n =
1− (−)
n+1
1+  Γ (n + 1), if  6= −1,
Γ (n + 2), if  = −1.
(4.3)
Notice that, L is symmetric (i.e., (L)2n+1 = 0, n ≥ 0) if and only if  = 1.
In order to specify the nature of the linear functionals L,  6= 0, we will analyze two cases:
• For  = −1, the linear functional L−1 satisfies (L−1)n = Γ (n + 2), n ≥ 0. Thus,
L−1 = L(1) : Laguerre with parameter α = 1. It has the following integral representation:
〈L−1, p〉 =
∫ +∞
0
xe−x p(x) dx, p ∈ P.
• For  6= 0,−1, we have the following result.
Proposition 5. For any non-zero real  with  6= −1,L given by (4.2) is a strict second-order
linear functional satisfying(
(xL)
′ +
(
(1− −1)x − 2
)
L
)′ − −1(x +  − 1)L = 0. (4.4)
Proof. Let  be a non-zero real with  6= −1. From (3.2), where φ(x) = x and ψ(x) = x − 1,
we obtain (4.4). Thus, L is a second-order linear functional.
Now, suppose that there exists a non-zero real  with  6= −1 such that L is not a strict
second-order linear functional. From Proposition 4, there exists a pair of non-zero polynomials
(E, F) such that
EL(0) = FL, (4.5)
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where we can assume that E is a polynomial of minimal degree such that (4.5) holds. On the
other hand, from (4.5), (4.1) and (4.2), we get
x(E ′ + −1 F)L(0) = x
(
(EL(0))′ − EL′(0)+ −1 FL(0)
)
= x
(
(FL)
′ + EL(0)+ −1 FL(0)
)
= x
(
F ′L + −1 F (L − L(0))+ FL + −1 FL(0)
)
= x
(
F ′ + (1+ −1)F
)
L . (4.6)
Multiply both sides of (4.6) by the polynomial F . Then from (4.5) and taking into account the
quasi-definiteness of L(0), we get
E ′(x)F(x)− E(x)F ′(x) = F(x)
(
(1+ −1)E(x)− −1 F(x)
)
.
If we put y(x) = E(x)F(x) − (1 + )−1, then y is a solution of the first-order differential equation:
y′(x)−(1+−1)y(x) = 0, that have y(x) = k exp ((1+ −1)x), where k is an arbitrary constant,
as a general solution. Since E and F are polynomials, we must have k = 0 and therefore
F(x) = (1+ )E(x). (4.7)
Then (4.5) becomes
EL(0) = (1+ )EL, (4.8)
and (4.6) is reduced to
x E ′L(0) = (1+ )x E ′L .
Since E is a polynomial of minimal degree such that (4.5) holds, then E(x) divides x E ′(x). This
yields E(x) = κx t , where κ is a non-zero constant and t = deg E ≥ 0.
Notice that, t = 0. Otherwise, if t ≥ 1 then by differentiating both sides of (4.8), where
E(x) = κx t and taking into account (4.1) and (4.2), we get x t−1L(0) = (1 + )x t−1L . This
contradicts the fact that E(x) = κx t is a polynomial of minimal degree such that (4.5) holds.
Thus, E(x) = κ and, therefore, L(0) = (1 + )L . Since L(0) and L are normalized linear
functionals, then  = 0, which is a contradiction. 
Theorem 6. For any non-zero real  with  6= −1, the linear functional L given by L − L′ =
L(0) (Laguerre linear functional) has the following integral representation:
(i) If  < 0 and  6= −1, then
〈L, p〉 = (1+ )−1
∫ +∞
0
p(x)
(
exp(−x)− exp(−1x)
)
dx, p ∈ P.
(ii) If  > 0, then
〈L, p〉 = (1+ )−1
∫ +∞
−∞
p(x)
(
exp(−x)χ[0,+∞[(x)+ exp(−1x)χ]−∞,0[(x)
)
dx,
p ∈ P.
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Proof. From (4.3) where  6= −1, we get
(L)n = (1+ )−1
(∫ +∞
0
xn exp(−x)dx + 
∫ +∞
0
(−x)n exp(−x)dx
)
, n ≥ 0,
and from the change t = −x in the second integral, we obtain that if  < 0, and  6= −1, then
(L)n = (1+ )−1
∫ +∞
0
xn
(
exp(−x)− exp(−1x)
)
dx, n ≥ 0.
If  > 0, then
(L)n = (1+ )−1
∫ +∞
−∞
xn
(
χ[0,+∞[(x) exp(−x)+ χ]−∞,0[(x) exp(−1x)
)
dx,
n ≥ 0. 
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