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Abstract
This paper uses polynomial interpolation to design a novel high-order algorithm for
the numerical estimation of fractional differential equations. The Riemann-Liouville
fractional derivative is expressed by using the Hadamard finite-part integral and the
piecewise cubic interpolation polynomial is utilized to approximate the integral. The
detailed error analysis is presented an it is established that the convergence order of the
algorithm isO(h4−α). Asymptotic expansion for the error of presented algorithmis
also investigated. Some numerical examples are provided and compared with the exact
solution to show that the numerical results are in well agreem nt with the theoretical
ones and also to illustrate the accuracy and efficiency of theproposed algorithm.
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1. Introduction
The beginning of the fractional calculus dates back to the end of the 17th century.
However, until recently, due to its complexity and the lack of application background
it has been investigated mainly from a mathematical point ofview [1, 2]. In the 19th
century, a complete theory suitable for modern mathematical developments has been5
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formalized by mathematicians [3]. Nowadays, fractional calculus is a wellestablished
theory, which is widely applied in many fields of science, engineering, and mathematics
[4, 5].
The most important advantage of using fractional order differential equation instead
of integer-order one is that it is nonlocal in nature [6, 7]. In other words, the fractional10
calculus provides an excellent instrument for the description of memory and hereditary
properties of many physical phenomena and processes [8, 9].With this advantage,
fractional order models are more realistic and practical thn t e classical integer-order
models [10, 11]. On the other hand, it is difficult to formulate an accurate and fast
numerical method due to this trait [12]. In general, the exact solution of most fractional15
differential equations is very difficult even impossible toobtain [13, 14, 15]. Even
though for linear fractional differential equations with constant coefficients, analytical
solutions are available by utilizing Laplace-Fourier transform techniques, but these
solutions always contain some infinite series such as Mittag-Leffler function which
make evaluation very expensive [16, 17]. For this reason, approximate and numerical20
techniques are playing an important role in identifying thesolution behavior of such
fractional equations and exploring their applications [18].
This paper is concerned with design a novel high-order algorithm for the numerical









t y(t) = µy(t)+g(t), t ∈ [0,1],




t y(t) denotes the Caputo fractional order derivative, 0< α < 1, µ < 0 is a
constant andg is a given function. In pure mathematical viewpoint, Riemann-Liouville
derivative is more welcome than Caputo derivative but this is not always the most con-25
venient definition for real applications [19]. However, this definition is less popular in
real applications because of the fact that it requires initial conditions to be expressed
in terms of fractional integrals and their derivatives, which there is no known physical
interpolation for such types of initial conditions [20, 21]. The use of Caputo derivative
in Eq. (1) is partly because of the convenience to specify theinitial conditions. Since30
Caputos fractional derivative allows one to couple the fractional differential equations
2
with initial conditions in the traditional form, namely, the initial conditions are ex-
pressed in terms of values of the unknown function and its integer order derivatives
which have clear physical meaning [22, 23].
In the last decades, there has been a growing interest to design numerical methods35
to resolve (1). Diethelm et al. proposed predictor-corrector method to solve FDEs in
[24] and give the corresponding detailed error analysis in [25]. Shahbazi Asl and Javidi
utilized 3/8 Simpson’s rule to improve the accuracy of the prdictor-corrector method
and present error and stability analysis of the method. Li etal. designed a proposed the
rectangle formula and trapezoid formula based on the non-uniform meshes to construct40
finite difference methods for solving FDEs [26].
Diethelm constructed a numerical method with the convergence orderO(h2−α) for
solving linear FDEs [27]. The fractional Riemann-Liouville derivative is composed
by using the Hadamard finite-part integral in this research and the piecewise linear
interpolation polynomial is utilized to approximate the integral. This method is applied45
to design numerical methods for solving some fractional partial differential equations
[28, 29]. Yan et al. modified the method in [27] by using the piecewise quadratic
interpolation polynomial [30]. The convergence order of this method was proved to
be O(h3−α). The same authors applied this method to design numerical method for
solving time-space-fractional partial differential equations [31]. Pal et al. utilized the50
method of [30] to design an extrapolation algorithm for solving FDEs [32]. The authors
of [33] proved the error estimates of the methods in [27] and [30].
The purpose of this paper is to extend the numerical method of[30] for solving
Eq. (1) by using the piecewise cubic interpolation polynomial. The advantage of the
new modified method is that first, the presented numerical algorithm has a higher order55
convergence order (O(h4−α)). Second, the numerical estimation of the first integrals
and by a similar way the starting values with acceptable accur y is presented. Finally,
the proofs of the truncation error estimates are given.
3
2. Numerical method
2.1. Extending Yan’s methos60
This section present a novel high order numerical algorithmfor solving (1). It is
worth pointing out that, any closed interval[0,T] can be transformed to the interval





t (y(t)− y0) = µy(t)+g(t), t ∈ [0,1], (2)
whereR0D
α









(t − τ)−1−αy(τ)dτ, (3)
in which the integral
¸ t
0(t − τ)
−1−αy(τ)dτ, denotes the Hadamard finite-part integral.








To construct the high order scheme, the third-degree compound q adrature formula
is used, taken with respect to the weight function(t − ·)−1−α to replace the integral
naturally. For a fixed positive integerm, we introduce an equispaced gridtl = lh,
l = 0,1,2, ...,3m on the interval[0,1] whereh = 13m is the step size. Throughout this
paper setyl be the numerical approximation ofy(tl ). The novel algorithm will be65
designed by three steps.
Step 1 At the nodetl = l3m , with l = 3 j, j = 1,2, . . . ,m:






(t3 j − τ)−1−αy(τ)dτ −
y0
Γ(1−α)
t−α3 j −g(t3 j). (5)
Now the integral in (5) is approximated by the following procedure.
˛ t3 j
0
(t3 j − τ)−1−αy(τ)dτ = t−α3 j
˛ 1
0








where f (u) = y(t3 j − t3 ju). Set fu = y3 j−3 j ·u be the numerical approximation off (u).









u−1−αP3(u)du+R3 j( f ) ≈ I
3 j , (7)
































+ l12,l(u) f 2
l














lk3k−3,l (u) f 3k−3
l
+ lk3k−2,l(u) f 3k−2
l
+ lk3k−1,l(u) f 3k−1
l








































































































In this way, one can design the following numerical algorithm to approximatey(t3 j),


















t−α3 j −g(t3 j), (15)










































































2α2+8α +12, for k= 0,
−α(9α +27), for k= 1,





+F1(1), for k= 3, j > 1,
F2(l), for k= 3l −2, l = 2, . . . , j,
F3(l), for k= 3l −1, l = 2, . . . , j,
F0(l)+F1(l), for k= 3l , l = 2,3, . . . , j −1,
F0( j), for k= 3 j,
(17)
F0(l) =l
































Proof. The piecewise cubic interpolation polynomial with the nodes 0, 13 j ,
2
3 j , . . . ,
3 j
3 j is
















































































































































































































in which Fi(k), i = 0,1,2,3 are defined in (18). In this way the proof can easily be
completed.
Remark 1. It is easy to show that
w0,3 j < 0, w1,3 j > 0, w2,3 j < 0.
7
Also we have wk,3 j > 0 for k ≥ 3. To show the weights wk,3 j > 0, k= 0,1, . . . ,3 j, we
plot wk,15 > 0 in Fig. 1 for different values ofα.70






(t3 j+1− τ)−1−αy(τ)dτ −
y0
Γ(1−α)
t−α3 j+1−g(t3 j+1), (21)
The integral in (5) can be written as
˛ t3 j+1
0

















u−1−α f (u)du, (22)
here f (u) = y(t3 j+1− t3 j+1u). The starting integral in Eq. (22) will be computed on










u−1−αP3(u)du+R3 j+1( f ) ≈ I
3 j+1, (23)
in which R3 j+1( f ) is the reminder term andP3(u) is the piecewise cubic interpolation
polynomial of f (u) with the nodes 0, 13 j+1,
2
3 j+1, . . . ,
3 j
3 j+1. Set fu = y3 j+1−(3 j+1)·u be
the numerical approximation off (u), then I3 j+1 can be computed by repeating the
calculations of Eqs. (8)–(9) under the hypotheses (10)–(14with l = 3 j +1.


















wk,3 j+1 y(t3 j+1−k), (24)






2(−α)(−α+1)(−α+2)(−α+3)w̃k,3 j and w̃k,3 j are given in75
Lemma 1.
The proof is completely similar to the proof of Lemma 1.






(t3 j+2− τ)−1−αy(τ)dτ −
y0
Γ(1−α)
t−α3 j+2−g(t3 j+2), (25)
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The integral in (21) can be written as
˛ t3 j+2
0

















u−1−α f (u)du, (26)
where f (u) = y(t3 j+2− t3 j+2u). The starting integral in Eq. (26) will be computed on










u−1−αP3(u)du+R3 j+2( f ) ≈ I
3 j+2, (27)
in which R3 j+2( f ) is the reminder term andP3(u) is the piecewise cubic interpolation
polynomial of f (u) with the nodes 0, 13 j+2,
2
3 j+2, . . . ,
3 j
3 j+2. Set fu = y3 j+2−(3 j+2)·u be
the numerical approximation off (u). Similar to theI3 j andI3 j+1, the integralI3 j+280
can be computed by repeating the calculations of Eqs. (8)–(9) under the hypotheses
(10)–(14) withl = 3 j +2.


















wk,3 j+2 y(t3 j+2−k), (28)






2(−α)(−α+1)(−α+2)(−α+3)w̃k,3 j and w̃k,3 j are given in
Lemma 1.
2.2. Numerical estimation of the starting integrals85
This subsection deals with the approximation of the starting integrals in (22) and
(26) with acceptable accuracy, which will be established inerror analysis section 3.






τ)−1−αy(τ)dτ have no singular points on[0, t1] and [0, t2] respectively, so they are
standard integrals.90




(t3 j+1− τ)−1−αy(τ)dτ = t1
ˆ 1
0
(t3 j + t1u)
−1−αy(t1− t1u)du (29)
9
Set f (t1) = (t3 j + t1u) andqu = y1−1u be the numerical approximation ofq(u) = y(t1−
t1u). The integral is replaced by the cubic interpolation polynomial of q(u) on the
nodes 0,13,
2



























































































Thus one can arrive the following numerical estimation for the starting integral in (22),
ˆ t1
0







































−1−α l0i (u) du= ρhi(k), i = 0,1,2,3. (35)



























h1(k) =− (3 j + k)








































By comparing the Eqs. (33) and the value of theI3 j+1 from step 2 one can construct


























The starting integral in (26) is calculate numerically in a quit similar way
ˆ t2
0
(t3 j+2− τ)−1−αy(τ)dτ = t2
ˆ 1
0
































heref (t2) = (t3 j +t2u), qu = y2−2u is the numerical approximation ofq(u)= y(t2−t2u),
the value ofy2
3
is defined on (32) andy4
3







Similar calculations performed above leads to the following numerical estimation,
ˆ t2
0



































with βi,2 = ρhi(2), (i = 0,1,2,3) which is defined in (35). By comparing the Eqs. (43)
and the value of theI3 j+2 from step 3 one can design the following numerical algorithm


























2.3. Numerical estimation of the starting values











































































3 = − 7y
(4)(c)
243 h





























u−1−α l0i (u) du, i = 0,1,2,3. (50)












Lemma 4. Fix 0< α < 1. Then the weightsβi in (50) are satisfied:
βi =
1























, for i = 0,
−9α(α +3), for i = 1,





, for i = 3,
(52)
Proof. We will just calculateβ0, the other cases can be achieved in the same manner.





































(α −3)(α −2)(α −1)
=
α2+4α +6
(−α)(−α +1)(−α +2)(−α +3)
.


























































































in which βi , i = 0,1,2,3 are given in the Lemma 4.











2.4. The novel high-order algorithm
In this subsection, the results of the previous subsectionsare used to design the






































, for l = 3 j, 3 j +1, 3 j +2,
(59)
where







α +w0,l , k= 0,
wk,l , k= 1,2,3,






wk,3 j , k= 1, . . . ,3 j −1,
1
α +w3 j ,3 j , k= 3 j,
14


























wk,3 j+1, k= 1, . . . ,3 j −3,
w3 j−2,3 j+1+ tα3 j+1t1W
0
3,3 j+1, k= 3 j −2,
w3 j−1,3 j+1+ tα3 j+1t1W
0
2,3 j+1, k= 3 j −1,
w3 j ,3 j+1+ tα3 j+1t1W
0






0,3 j+1, k= 3 j +1,


























wk,3 j+2, k= 1, . . . ,3 j −2,
w3 j−1,3 j+2+ tα3 j+2t2W
0
3,3 j+2, k= 3 j −1,
w3 j ,3 j+2+ tα3 j+2t2W
0
2,3 j+2, k= 3 j,
tα3 j+2t2W
0






0,3 j+2, k= 3 j +2,
It is obvious that, the first three step solutionsy1, y2 andy3 are coupled in (59), thus95
need to be solved simultaneously. An explicit solution of these equations is given in
Appendix section.
3. Truncation error analysis
For the presented numerical algorithm the truncation errorat the nodeti is defined
by [37]
El (h) := y(tl )− ỹl , l = 3 j, 3 j +1,3 j +2, j ≥ 1. (60)
whereỹl is an approximation toy(tl ), evaluated by using the presented numerical algo-
rithm with exact previous solutions, i.e. forj ≥ 1,

















t−α3 j −g(t3 j), (61)
15






















t−α3 j+1−g(t3 j+1), (62)






















t−α3 j+2−g(t3 j+2), (63)
Throughout this subsection it is assumed thaty(t) ∈C4[0,1].
Lemma 5. There exist constants C1 and C2 such that the reminder terms R31 in (48)100





























































































































































Theorem 1. Set El (h), l = 3 j being the truncation error at the node ti defined in (60),
then it holds
|El (h)| ≤Ch
4−α , l = 3 j, j = 1,2,3, . . . ,m
Proof. Set f (u) = y(tl −tl u), by comparing Eqs. (5)–(9) withl = 3 j and (61), it follows
that









































































































, k= 1,2, . . . , j.
By using Taylor theorem for allu∈ [3k−3l ,
3k





















In this way, one can obtain






























































































































































































































Theorem 2. Set El (h), l = 3 j +1 being the truncation error at the node tl defined in
(60), then it holds
|El (h)| ≤Ch
4−α , l = 3 j +1, j = 1,2,3, . . . ,m−1
Proof. By comparing Eqs. (21), (22) and (62) one can obtain
































































































































































































































Analysis similar to that in the proof of Theorem 1 shows that|II1| ≤ C4h4−α . For I1



































































































































































































































































With the similar method, one can formulate the following Theorem.105
Theorem 3. Set El (h), l = 3 j +2 being the truncation error at the node ti defined in
(60), then it holds
|Ei(h)| ≤Ch
4−α , l = 3 j +2, j = 1,2,3, . . . ,m−1
4. Asymptotic expansion for the error of extended algorithm

















j = 1,2, . . . ,m.
y(t3 j+1) =
1














(t3 j+1− τ)−1−αy(τ)dτ −R3 j+1( f )
]
, j = 1,2, . . . ,m−1.
y(t3 j+2) =
1














(t3 j+2− τ)−1−αy(τ)dτ −R3 j+2( f )
]
, j = 1,2, . . . ,m−1.
In this way one can define the following numerical methods forsolving (2),
y3 j =
1
















































, j = 1,2, . . . ,m−1.
Lemma 6. Set R3 j( f ), R3 j+1( f ) and R3 j+2( f ) be the remainder terms in (7), ( 23) and
(27), respectively. If, for some m≥ 3, f ∈Cm+1[0,1], then the sequence of remainders
Rl ( f ), (l = 1,2, . . .3m) possesses the asymptotic expansion















whereµ∗ is the integer satisfying2µ∗ < m+ 1−α < 2(µ∗+ 1), and dµ and d∗µ are
certain coefficients that depend on f .
Proof. We follow the proof of Theorem 1.3 in [38] and the Lemma 2.3 in [30] where
the piecewise linear and quadratic Lagrange interpolationpolynomials are used respec-110
tively.
Consider the casel = 3 j, j = 1,2, . . . ,m. Let wk = k3 j , k= 0,1, . . . ,3 j be a partition
of [0,1] with the step sizeh1 = 13 j . SetP3(u) be the piecewise cubic Lagrange inter-
polation polynomial defined by (8) on[w3l ,w3l+3], l = 0,1,2, ..., j −1. The integration
error can be represented in the form










































By using Taylor formula one can find
f (w3l ) = f (w3l +3h1s)+
f ′(w3l +3h1s)
1!






f (w3l+1) = f (w3l +3h1s)+
f ′(w3l +3h1s)
1!







f (w3l+2) = f (w3l +3h1s)+
f ′(w3l +3h1s)
1!






f (w3l+3) = f (w3l +3h1s)+
f ′(w3l +3h1s)
1!






in which Rjm+1, j = 1,2,3,4 is the error of the Taylor approximation. For this reason
one can obtain















whereπr(s) are some functions ofsandεm+1(s) depends on the reminder termsRjm+1,
j = 1,2,3,4. Following the argument of the proof for Theorem 1.3 in [38]for the latter
term it is seen that



























































with some suitable functionsak(s) andbk(s). Thus one can get


















































whereµ∗ is the integer satisfying 2µ∗ < m+ 1−α < 2(µ∗ + 1), anddµ andd∗µ are
certain coefficients that depend onf and the expansion does not contain any odd integer
23
of powers ofh1 [38, 30]. Considering thath1 = 13 j , it can be conclude that (73) holds
for l = 3 j.115
For the casel = 3 j +1, j = 1,2, . . . ,m−1. Let wk =
k
3 j+1, k = 0,1, . . . ,3 j be a
partition of [0,1] with the step sizeh1 = 13 j+1. Then following the same argument as
for the casel = 3 j, it can be shown that we show that (73) also holds forl = 3 j +1.
For the casel = 3 j +2, j = 1,2, . . . ,m−1. Let wk = k3 j+2, k = 0,1, . . . ,3 j be a
partition of [0,1] with the step sizeh1 = 13 j+2. Then following the same argument as120
for the casel = 3 j, it can be shown that we show that (73) also holds forl = 3 j +2.
Theorem 4. Let y(tl ) and yl be the exact solutions and the approximate solutions of
(66–68) respectively. Assume that the function y∈Cm+1[0,1], m≥ 3 and we obtain the
exact starting values y0 = y(0), y1 = y(t1) and y2 = y(t2). Then there exist coefficients
cµ = cµ(α) and c∗µ = c∗µ(α) such that the sequence{yl} , l = 0,1, . . . ,3m possesses an














, for m→ ∞,
(73)
whereµ∗ is the integer satisfying2µ∗ < m+ 1−α < 2(µ∗+ 1), and dµ and d∗µ are
certain coefficients that depend on y.
Proof. We follow the proof of Theorem 2.1 in [38] and the proof of Theor m 2.1 in
[30]. Fix tl = c, l = 1,2, . . . ,3m to be a constant. The following difference will be
investigated:




whereh= 1/(3m) is the step size. In other words, there is a constantc, i dependent of
m, such that
l = c · (3m), or m= l/(3c),
and consequently, one can see that ifel possesses an asymptotic expansion with respect
















, for l → ∞, (74)
Consider the casel = 3 j, j = 1,2, . . . ,m. Utilizing the fact that3 j = 3 j ·h=
3 j
3m = c, it125
follows from Eqs. (66) and (69) that
e3 j =
1




wk,3 je3 j−k+R3 j( f )
]
(75)
Recall thatf (·) = y(t3 j − t3 j ·) ∈Cm+1[0,1], m≥ 3, for this reason we have, by Lemma
6













for j → ∞.
Using the fact that(3 j)/(3m) = c one can find














for j → ∞.
The principle of mathematical induction will be used to prove that (74) holds for the






µ . By assumptione0 =




































































































This shows that the sequencee2 possesses an asymptotic expansion with respect to the
powers of 3m, and it is easy to check that (74) hold forl = 3 [38, 30]. Suppose that Eq.





wk,3 j =−1/α it follows that
[
(2α2+8α +12)(3mc)α






















































This shows that the sequencee3 j possesses an asymptotic expansion with respect to the
powers of 3m, and it is easy to check that (74) hold forl = 3 j [38, 30].
By a completely similar argument it can be shown that (74) is hold for l = 3 j +1
andl = 3 j +2.130
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5. Numerical results
To check the numerical errors between the exact and the numerical solution and to
verify the convergence order of the numerical algorithm with respect to the step size
h numerical experiments are carried out in this section. The experimental orders of







whereE(h) is the absolute error|y(tl )− yl | with step sizeh. As demonstrated by the
above section, the order of convergence of the algorithm isO(h4−α). The idea in [30]
is pursued to investigate the graphical representations for the convergence order.
|E(h)|= |y(tl )− yl | ≤Ch
4−α ⇒ log2 (|E(h)|) = log2 (C)+ (4−α)log2(h) ,
to observe the order of convergence we will plot the strait liney = (4−α)x and also
y= y(x) wherey= log2 (|E(h)|) andx= log2(h). Parallelism of this two lines means
that the order of convergence of the numerical algorithm isO(h4−α).













t3− y(t)+ t4; y(0) = 0. (78)
The exact solution is y(t) = t4− 12t
3. Tables (1) and (2) show the absolute errors at the135
time t= 1 between the exact solution and the numerical solution of thepresented algo-
rithm with differentα ∈ (0,1) . From these Tables, it is observed that the experimental
order of convergence of the numerical results is of order O(h4−α) for the presented
algorithm as expected to the results of the previous section. Tables (1) and (2) show
the value of the absolute error reduction as the grid size h isdecreased.140
The order of convergence for various choices ofα is plotted in Fig. (2). This figure
contains the strait line y= (4−α)x and also y= y(x) where y= log2(|E(h)|) and
x= log2 (h). One can see that these two lines are exactly parallel for allc ses which
confirms the order of convergence of the numerical method. The compare of Tables (1)
and(4) and Fig. (2) show the effectiveness of the novel algorithm and indicates that the145
numerical results are consistent with the theoretical ones.
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t y(t) = µy(t)+g(t), y(0) = 0, (79)
where
µ =−1, g(t) =
Γ(4+ γ)
Γ(4+ γ −α)
t3+γ−α − µt3+γ , γ > 0.
The exact solution is y(t) = t3+γ . At the time t= 1 for different step sizes h and different
α, the approximate solutions for the given equation are obtained for two values ofγ.
The absolute errors and the experimental order of convergence of the novel algorithm
(59) for γ −0.7,1.7 are shown in Tables (3)–(6). These Tables show that novel schme150
is valid methods in solving the fractional differential equation.
Figs. (3) and (4) depict the order of convergence for variouschoices ofα andγ.
One can observe that the two lines in these Figs. are exactly parallel which means that
the order of convergence of the novel method is O(h4−α). This is well in line with the
prediction of the previous section. The compare of Tables (3)–(6) and Figs. (3) and155
(4) indicates that the novel algorithm is effective and alsothe experimental orders of
convergence support the theoretical convergent orders.
6. Conclusion
This paper provides a novel algorithm with theoretically proved convergence or-
der of O(h4−α) for solving fractional differential equations. The algorithm is based160
on a discretisation of the Hadamard finite-part integral, which is used to express the
Riemann-Liouville fractional derivative. The cubic Lagrange polynomials are utilized
to approximate the integral. Numerical estimation of the starting integrals and the
starting nodes with acceptable accuracy is presented. The detailed error analysis is
discussed to establish the high order accuracy of the method. The numerical exam-165
ples are provided to show the effectiveness and convergenceorders of our numerical
algorithms. It is shown that the numerical results are consistent with the theoretical
ones. The quite similar procedure can be applied to design analgorithm for FDEs with
order 1< α < 2. In the future, we shall try to follow this idea to constructa higher
28
order scheme for solving nonlinear FDEs, as well as to apply the presented algorithm170
to fractional partial differential equations.
7. Appendix






































M1 = w1,1− t
α
1 Γ(−α)µ , M2 = w2,2− t
α
2 Γ(−α)µ , M3 = w0,3− t
α
3 Γ(−α)µ ,























































Y01 = ˜̃w3,2 ˜̃w1,3M1−M1M2M3, Y
1
1 = ˜̃w1,2 ˜̃w3,1 ˜̃w1,3+ ˜̃w2,1 ˜̃w3,2 ˜̃w2,3− ˜̃w3,1 ˜̃w2,3M2− ˜̃w1,2 ˜̃w2,1M3,
Y21 = ˜̃w0,2 ˜̃w3,1 ˜̃w1,3− ˜̃w0,1 ˜̃w3,2 ˜̃w1,3+ ˜̃w2,1 ˜̃w3,2 ˜̃w3,3− ˜̃w3,1 ˜̃w3,3M2− ˜̃w0,2 ˜̃w2,1M3+ ˜̃w0,1M2M3.
In this way, firstly one can calculatey1 from given initial conditions and the known
functiong(t). Theny2 andy3 can be calculated by (83) and (82), respectively.
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Table 1: The absolute errors and the convergence orders of the numerical algorithm (59) for (78).
α = 0.4 α = 0.6
h= 1/(3m) E(h) EOC E(h) EOC
1/15 4.5157e-05 - 1.4314e-04 -
1/30 3.8319e-06 3.56 1.3975e-05 3.36
1/60 3.2131e-07 3.58 1.3430e-06 3.38
1/120 2.6782e-08 3.58 1.2816e-07 3.39
1/240 2.2304e-09 3.59 1.2195e-08 3.39
Table 2: The absolute errors and the convergence orders of the numerical algorithm (59) for (78).
α = 0.8 α = 0.9
h= 1/(3m) E(h) EOC E(h) EOC
1/15 4.0049e-04 - 6.4792e-04 -
1/30 4.5293e-05 3.14 7.8956e-05 3.04
1/60 5.0120e-06 3.18 9.3830e-06 3.07
1/120 5.4971e-07 3.19 1.1039e-06 3.09
1/240 6.0043e-08 3.20 1.2929e-07 3.10
34
Table 3: The absolute errors and the convergence orders of the numerical algorithm (59) for (79) with
γ = 0.7.
α = 0.4 α = 0.6
h= 1/(3m) E(h) EOC E(h) EOC
1/15 2.5332e-05 - 8.3210e-05 -
1/30 2.1379e-06 3.5667 8.1151e-06 3.3581
1/60 1.7885e-07 3.5794 7.8038e-07 3.3784
1/120 1.4893e-08 3.5860 7.4561e-08 3.3877
1/240 1.2160e-09 3.6144 7.0085e-09 3.4112
Table 4: The absolute errors and the convergence orders of the numerical algorithm (59) for (79) with
γ = 0.7.
α = 0.8 α = 0.9
h= 1/(3m) E(h) EOC E(h) EOC
1/15 2.4220e-04 - 4.0023e-04 -
1/30 2.7493e-05 3.14 4.9075e-05 3.03
1/60 3.0536e-06 3.17 5.8617e-06 3.07
1/120 3.3596e-07 3.18 6.9235e-07 3.08
1/240 3.6853e-08 3.19 8.1320e-08 3.09
Table 5: The absolute errors and the convergence orders of the numerical algorithm (59) for (79) with
γ = 1.7.
α = 0.4 α = 0.6
h= 1/(3m) E(h) EOC E(h) EOC
1/15 1.2073e-04 - 3.5787e-04 -
1/30 1.0519e-05 3.52 3.5742e-05 3.32
1/60 8.9480e-07 3.56 3.4764e-06 3.36
1/120 7.5186e-08 3.57 3.3390e-07 3.38
1/240 6.2667e-09 3.58 3.1822e-08 3.39
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Table 6: The absolute errors and the convergence orders of the numerical algorithm (59) for (79) with
γ = 1.7.
α = 0.8 α = 0.9
h= 1/(3m) E(h) EOC E(h) EOC
1/15 9.2807e-04 - 1.4415e-03 -
1/30 1.0690e-04 3.12 1.7852e-04 2.97
1/60 1.1948e-05 3.16 2.1410e-05 3.06
1/120 1.3175e-06 3.18 2.5313e-06 3.08
1/240 1.4434e-07 3.19 2.9722e-07 3.09




































































Figure 1: The weightswk,15 with the different fractional orderα .
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(a) α = 0.1





(b) α = 0.3






(c) α = 0.5






(d) α = 0.7
Figure 2: The experimentally determined orders of convergence for (78).
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(a) α = 0.1






(b) α = 0.3






(c) α = 0.5






(d) α = 0.7
Figure 3: The experimentally determined orders of convergence for (79) withγ = 0.7.
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(a) α = 0.1






(b) α = 0.3






(c) α = 0.5






(d) α = 0.7
Figure 4: The experimentally determined orders of convergence for (79) withγ = 0.7.
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