Despite the significant improvements in speaker recognition enabled by deep neural networks, unsatisfactory performance persists under far-field scenarios due to the effects of the long range fading, room reverberation, and environmental noises. In this study, we focus on far-field speaker recognition with a microphone array. We propose a multi-channel training framework for the deep speaker embedding neural network on noisy and reverberant data. The proposed multi-channel training framework simultaneously processes the time-, frequency-and channelinformation to learn a robust deep speaker embedding. Based on the 2-dimensional or 3-dimensional convolution layer, we investigate different multi-channel training schemes. Experiments on the simulated multi-channel reverberant and noisy data show that the proposed method obtains significant improvements over the single-channel trained deep speaker embedding system with front end speech enhancement or multichannel embedding fusion.
Introduction
Automatic speaker verification (ASV) refers to accept or reject a claimed speaker by analyzing the speech. It is widely used in many real-world biometric authentication applications such as call center, mobile payment systems, personalized services of smart speakers and so on. [1] . In the past decade, the performance of speaker recognition has improved significantly. The i-vector based method [2] and the deep neural network (DNN) based methods [3, 4] have promoted the development of speaker recognition technology in telephone channel and closed talking scenarios. However, speaker recognition under far-field and complex environmental settings is still challenging due to the effects of the long range fading, room reverberation, and complex environmental noises. Speech signal propagating in long range suffers from fading, absorption and reflection by various objects, which change the pressure level at different frequencies and degrade the signal quality [5] . Reverberation includes early reverberation and late reverberation. Early reverberation (i.e., reflections within 50 to 100 ms after the direct wave arrives at the microphone) can improve the received speech quality, while late reverberation will damage speech. The adverse effects of reverberation on speech signal includes smearing spectrotemporal structures, amplifying the low-frequency energy, and flattening the formant transitions, etc. [6] . Also, the complex environmental noises "fill in" regions with low speech energy in the time-frequency plane and blur the spectral details [5] . These effects result in the loss of speech intelligibility and speech quality, imposing great challenges in far-field speaker recognition and far-field speech recognition.
To compensate the adverse impacts of room reverberation and environmental noise, various approaches, based on singlechannel microphone or multi-channel microphone array, have been proposed at different stages of the ASV system. At the signal level, linear prediction inverse modulation transfer function [7] and weighted prediction error (WPE) [8, 9] methods have been used for dereverberation. DNN based denoising methods for single-channel speech enhancement [10, 11, 12, 13] and beamforming for multi-channel speech enhancement [9, 14, 15] have also been investigated for ASV under complex environment. At feature level, sub-band Hilbert envelopes based features [16, 17, 18] , warped minimum variance distortionless response (MVDR) cepstral coefficients [19] , blind spectral weighting (BSW) based features [20] , power-normalized cepstral coefficients (PNCC) [21, 22] and DNN bottleneck features [23] have been applied to ASV system to suppress the adverse impacts of reverberation and noise. At the model level, reverberation matching with multi-condition training models have been successfully employed within the universal background model (UBM) or i-vector based front-end systems [24, 25] . Multi-channel i-vector combination for far-field speaker recognition is also explored in [26] . In back-end modeling, multicondition training of probabilistic linear discriminant analysis (PLDA) models was employed in i-vector system [27] . The robustness of deep speaker embeddings for far-field speech has also been investigated in [22, 28] . Finally, at the score level, score normalization [24] and multi-channel score fusion [29, 30] have been applied in far-field ASV system to improve the robustness.
In this study, we focus on far-field speaker recognition at the model level. A multi-channel training framework based on the state-of-the-art deep speaker embedding network is used for far-field speaker recognition under the reverberant and noisy environment with a multi-channel microphone array. The multichannel training framework utilizes the information carried out by multiple speech observations at different spatial locations and simultaneously processes the time-, frequency-and channel-information to learn a robust deep speaker embedding. Based on 2-dimensional (2D) or 3-dimensional (3D) convolution layer, we investigate three different multi-channel training schemes: 2D convolution with multi-channel 2D input features, 3D convolution with 3D input features, and incorporating 3D convolution with 2D convolution. To the best of our knowledge, this study is the first work to investigate the DNN speaker embedding system for reverberant and noisy speech from a microphone array with multi-channel training framework. tern extraction network, an utterance-level encoding layer, and fully-connected layers for speaker embedding and speaker classification.
To simulate the real-world test utterance with variable length in the training stage, the network takes variable length feature sequence as input and produce utterance level result. Given the input feature sequence, the local pattern extractor learns high-level representations at the frame-level. Typically, the local pattern extractor can be a convolutional neural network (CNN) [4] or a time-delayed neural network (TDNN) [3] . After the front-end local pattern extractor, the output is still a temporal representation of the input feature. An encoding layer is then applied on top of the frame level representations to aggregate them into an utterance level representation. Several encoding methods has been investigated under the deep speaker embedding framework. The most common one is the average pooling layer, which aggregates the statistics (i.e., mean, or mean and standard deviation) over the whole utterance [3, 4] . Self-attentive pooling layer [31] , learnable dictionary encoding (LDE) layer [32] , dictionary-based NetVLAD layer [33, 34] also have been proposed to serve the encoding layers. The utterance level representation after the encoding layer is further processed through a fully connected layer followed by a speaker classifier. After training, the utterance level speaker embedding can be extracted after the penultimate layer of the neural network for the given variable-length feature sequence.
In this method, we adopt a residual convolutional neural network (ResNet) [35] as the local pattern extractor. For a given feature sequence, the ResNets learned descriptions are a threedimensional tensor block of shape C × H × W , where C denotes the number of channels, H and W denotes the height and width of the feature maps. To get the single utterancelevel representation, we adopt a global average pooling (GAP) layer, which accumulates mean statistics along with the timefrequency axis. Given feature maps F ∈ R C×H×W , the output of GAP is a fixed-dimensional utterance-level representa-
Multi-Channel Training
Given the microphone array with M channels, the spectrotemporal feature for recording channel m can be represented as Xm ∈ R F ×T , where F is the feature dimension, and T is the number of time frame. The features of multi-channel microphone array utterance can be seen as either a multi-channel 2D features or a 3D feature representation X ∈ R M ×F ×T . The feature representation is then fed into the DNN speaker embedding network with multi-channel input. In this paper, we explore three multi-channel training schemes based on the deep speaker embedding network. 
2D CNN with Multi-Channel 2D Features
Given the multi-channel 2D features, the convolutional layer with 2-dimensional kernel takes X as M 2D feature planes and produces the output feature maps of F ∈ R C×H×W , where C denotes the number of output feature planes, H and W denotes the height and width of the feature maps. Formally, the c th feature map of F can be describe as
where K(c, m) is the 2D filter weights for input channel m and output channel c, and is the valid 2D cross-correlation operator.
In this study, the first convolutional layer of the ResNet is designed to receive multiple channel features. With 2D convolution, the way how multi-channel training work is the same as processing three color channel picture in computer vision.
3D CNN with 3D Features
The second scheme for multi-channel training is the use of 3D convolutional layers. 3D CNN has been applied for far-field multi-channel speech recognition in [36] . The 3D convolutional layer receives 4-dimensional input feature maps with size C × D × H × W , where C is the number of feature maps, D, H, W are the depth, height and width of the feature map respectively. The output F out can be defined as
where K(c, k) is the 3D filter weights for input channel k and output channel c, is the valid 3D cross-correlation operator, F out,c is the c th feature map of the output feature and F in,k is the k th feature map of the input feature. Figure 2 shows the difference between the 2D and 3D convolutional layer. The 3D convolution retains the channel axis and keeps the channel information in the whole CNN, while the 2D convolution aggregates the channel information together into the 2D feature maps after the first convolutional layer.
In this method, all the 2D convolutional layers in the original ResNet are replaced by the 3D convolutional layers. In this way, the 3D ResNets learned descriptions are a 4-dimensional feature maps F ∈ R C×D×H×W . We thus modify the GAP layer to aggregate the mean statistics along the time-, frequency-and channel-axis, the output V = [v1, v2, · · · , vC ] can be represented as
3.3. Incorporate 3D CNN with 2D CNN
As stated before, the 3D convolution retains the channel axis in the whole CNN, while the 2D convolution drops the channel axis after the first convolutional layer. However, using 3D convolutional layers in ResNet may greatly increase the model size. This motivates us to incorporate the 3D CNN with 2D CNN. To match the dimension between the 3D convolution feature maps (4D tensor) and 2D convolution feature maps (3D tensor), a 3D convolution layer with kernel size of D in × 1 × 1 is adapted to covert the 4-dimensional feature maps into a 3-dimensional feature maps, where Din is designed to match the channel size of the input feature maps. In this way, the channel axis of the 4-dimensional feature maps output has length 1, and it is then reshaped to 3-dimensional feature maps and fed into the 2D CNN.
Corpora and Data Simulation 4.1. Corpora
The AISHELL-ASR0009-[ZH-CN] 1 is a Chinese Mandarin speech recognition dataset. In this study, we use the highquality channel of the dataset, which contains 1,997 speakers with 984,907 close-talk utterances, for training and testing. The average duration of the utterance is 3.54s. We split the dataset into two parts, with 1947 speakers for training and 50 speakers for testing. In the testing set, 20 utterances from each speaker are selected for enrollment. The 1,000 (20×50) enrolling utterances with 24,001 testing utterances form the final trials, which contains 23,520,980 non-target trials and 480,020 target trials. For each trial, we only use one utterance for enrollment, and one utterance for testing.
Data Simulation
We use pyroomacoustics [37] to simulate the room acoustic based on RIR generator using Image Source Model (ISM) algorithm. The width and length of the room size are randomly set to 4 to 12 meters with a height of 3 meters. A 6-channel circular microphone array with a radius between 5 to 15 cm is randomly generated and randomly placed at the center, corner or middle front of the room. Then the foreground speech source is placed at 0.5, 1, 3, 5 or 8 meters from the microphone array.
To simulate the noisy environment, we place the interference noise source at 0.5, 2, 4 meters from the microphone array with the signal-to-noise ratio (SNR) between 0 to 20 dB. There are four types of noise: ambient noise, music, television, and babble noise. Specifically, the ambient and the music noise are selected from the MUSAN dataset [38] . The television noise is generated with one music file and one speech file 
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Single-Channel Training Results
For the i-vector system, the 20-dimensional MFCCs with their first and second derivatives are computed for training a 1024 component Gaussian Mixture Model-Universal Background Model (GMM-UBM) with full covariance. A single factor analysis is employed to extract 600-dimensional i-vectors [2] . Then, Gaussian probabilistic linear discriminant analysis (PLDA) with full rank is used for modeling and scoring [39] . The training data includes the whole clean training set. We also use simulated reverberant and noisy data (ivector-AUG) with clean data together to train PLDA. For the deep speaker embedding systems, each audio is converted to 64-dimensional Mel-filterbank energies. The frontend local pattern extractor is based on the well known ResNet-18 architecture [35] . The detailed architecture is described in table 1. After training, the speaker embedding adopts cosine similarity for scoring. In the deep speaker embedding system with ResNet + GAP setting, a cosine similarity backend is sufficient to achieve good performance [4, 22] . For training data, the original clean speech is used to train the deep speaker embedding system. We also use simulated reverberant and noisy data (DNN-AUG) with clean data together to train models and to reduce the mismatch between training and testing.
In table 2, we report the equal error rate (EER) for single channel training conditions. The performance of the best and worst channel as well as the embedding level fusion result for the multi-channel speech are reported. We use weighted prediction error (WPE) [8] for dereverberation, Generalized eigenvalue beamformer with DNN estimated power-spectral density masks (NN-GEV) [14] and BeamformIt tool with weighted delay-and-sum [40] for signal enhancement. We used the NN-GEV model trained by the authors of [8] .
Although the performance of the i-vector and DNN embedding system trained with clean speech degrade severely for reverberant and noisy testing data, training the deep embedding system with clean and simulated far-field speech together (DNN-AUG) can significantly reduce the mismatch between training and testing, resulting in 79% reduction in terms of EER. Moreover, the WPE dereverberation, beamforming techniques, and the combination of them can improve the performance of the clean data trained systems. However, for the DNN-AUG system, the speech enhancement algorithms result in worse performance, partly due to the mismatch between the training data (clean and corrupted data) and the enhanced speech data. Table 3 shows the EER for multi-channel training system. Speeches from six channels of the circular microphone array are jointly fed into the multi-channel DNN. Four kinds of multichannel training framework are adopted:
Multi-Channel Training Results
• ResNet-18 2D: use 2D convolutional layers, the Conv1 layer in table 1 has 6 input channels.
• ResNet-18 3D: all 2D convolutional layers in ResNet-18 are replaced by 3D convolutional layers.
• 3D conv + ResNet-18 2D: apply a 3D convolutional layer on top of the ResNet-18 2D architecture.
From the results, all the multi-channel training deep speaker embedding systems outperform the single-channel training DNN system with embedding level fusion as well as the i-vector system with dereverberation and denoising. Comparing to the single-channel DNN system, the performance of the ResNet-18 2D multi-channel training system achieves 18.18% reduction in terms of EER, and the ResNet-18 3D system obtains 28.08% reduction.
Model Size and System Performance
To investigate the relationship between the model size and the system performance, we train models with different parameters, and the results are presented in table 4. To be specific, the notations we use in table 4 are as follows: • ResNet-54: 6 residual blocks for each residual layer is adopted instead of 2 residual blocks for each residual layer in ResNet-18.
• 3D (k) + ResNet-18 2D: apply a 3D convolutional layer with k output channels on top of the ResNet-18.
From table 4, we can see that with very little increase in model parameters, the multi-channel training framework can significantly improve the system performance comparing to the single-channel model. The multi-channel trained ResNet-18 2D model achieves 18% reduction in EER with only 0.8‰ increments in model parameters. With almost the same number of parameters, the single-channel trained ResNet-54 model obtains only 7.1% reduction in EER, while the ResNet-18 3D model obtains 28% performance gain.
Another benefit of using the multi-channel training framework is the extraction time for deep speaker embedding. The real-time factor (tested on one CPU core with 2.20GHz) for embedding extraction is given in table 4. The multi-channel training schemes have a lower computation time for it receives multi-channel input to extract one speaker embedding without extracting multi-channel embedding independently.
Conclusions
In this paper, we propose a multi-channel training framework within the deep speaker embedding network for speaker recognition under reverberant and noisy environment. The method receives the time-, frequency-, and spatial-information from the multi-channel input to learn a robust speaker embedding. With very little increase in model parameters, the proposed method significantly outperforms the i-vector system with front-end signal enhancement as well as the single-channel deep speaker embedding system. Future works include testing the multi-channel framework in real-world far-field data and exploring the multichannel training with different input channels.
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