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A B S T R A C T
Automated fibre layup techniques are widely used in the aviation sector for the efficient production of
composite components. However, the required manual inspection can take up to 50 % of the manufacturing
time. The automated classification of fibre layup defects with Neural Networks potentially increases the
inspection efficiency. However, the machine decision-making processes of such classifiers are difficult to verify.
Hence, we present an approach for analysing the classification procedure of fibre layup defects. Therefore, we
comprehensively evaluate 20 Explainable Artificial Intelligence methods from the literature. Accordingly, the
techniques Smoothed Integrated Gradients, Guided Gradient Class Activation Mapping and DeepSHAP are applied
to a Convolutional Neural Network classifier. These methods analyse the neural activations and robustness of
a classifier for an unknown and manipulated input data. Our investigations show that especially Smoothed
Integrated Gradients and DeepSHAP are well suited for the visualisation of such classifications. Additionally,
maximum-sensitivity and infidelity calculations confirm this behaviour. In future, customers and developers could
apply the presented methods for the certification of their inspection systems.1. Introduction
For the manufacturing of the Airbus A350 XWB as well as the
Boeing 787, composite parts are widely used in the aerospace sector [1,
2]. Such components are usually made from Carbon Fiber Reinforced
Plastic (CFRP) and often have considerably superior strength and stiff-
ness properties in comparison to metallic parts. Manufacturing such
lightweight parts can be rather expensive. Thus, efficient manufac-
turing approaches are desired for economical part production. With
respect to the strict safety requirement in aerospace production, the
fibre layup is followed by an optical testing. In typical cases this inspec-
tion needs between 32% [3] and 50% [4] of the fabrication time. That
offers enormous possibilities for substantial enhancements regarding
processing speed and quality due to the automation of this stage.
Automated inspection requires a trustworthy computer based classifi-
cation of fibre placement defects in image data [5,6]. Machine learning
techniques are well suited for classifying fibre placement defects in this
respect [7,8]. Liu et al. [9,10] have presented thermographic based
approach for the detection of defects in a specimen. To get the nec-
essary amount of training data for their ANN classifier they applied a
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Generative Adversarial Network (GAN) based data augmentation method.
However, such ANN techniques often face the disadvantage that the
models’ decisions are hard to comprehend. This applies especially to
ANN or deep learning methods in general [11].
In order to be able to carry out a comprehensive analysis for this,
the importance of individual pixels or small image areas for the clas-
sification decision must be examined initially. For this purpose, in
this paper we compare 20 xAI methods from the literature theoret-
ically. On this basis, we select three suitable techniques for further
investigations. Additionally, we introduce the SenseMAX and INFD
metrics from the literature, which are typically applied to evaluate the
quality and robustness of the chosen xAI algorithms. In this study we
consider depth maps of fibre placement defects from the Automated
Fiber Placement (AFP) production. The AFP manufacturing technique is
increasingly used in industry but is still a rather new technology [12].
For this reason, this manufacturing procedure represents the considered
application case for this paper. In this way, we would like to facilitate
the transferability of our findings to industrial applications [13–15].
In industry as well as in research, the Laser Line Scan Sensor (LLSS)vailable online 22 July 2021
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Composites Part B 224 (2021) 109160S. Meister et al.Fig. 1. The fibre placement production procedure is shown schematically. Hence, a
compaction roller compresses the CFRP material with force 𝐹 . The fibre placement
head moves with velocity 𝑣. The LLSS consisting of the camera sensor and the line
laser is illustrated.
is frequently installed for capturing the respective topology data for
the automated monitoring within the AFP production [13,14]. Conse-
quently, we consider greyscale topology images from a LLSS for the
research in this paper [7,16].
On the basis of the challenges described above, we will answer the
following research questions in this paper:
I. Which procedure is suitable to represent the importance of
certain image regions for the decision-making process of a deep
learning classifier?
II. Which approaches are appropriate for validating such analyses
and checking their quality?
In order to answer the research questions, corresponding algorithms
from the literature are evaluated and then selected procedures are
examined in detail. The methodology of this paper involves a close
investigation of the relevance of image areas for the Convolutional
Neural Network classification of typical fibre placement manufactur-
ing deviations. Therefore, the Explainable Artificial Intelligence methods
Smoothed Integrated Gradients, Guided Gradient Class Activation Mapping
and Deep Learning Important Features with Shapley Additive Explanations
are utilised and investigated. Thus, their visual outcomes are examined
first. Then, the accuracy and robustness of such Explainable Artificial
Intelligence approaches are assessed using the maximum-sensitivity and
infidelity metrics.
To begin with, the following section outlines the state of the art and
the necessary fundamentals.
2. Related research
This section describes the fundamentals and related research on
the fibre placement process and corresponding defects. Furthermore,
the ANN based defect classification and evaluation of important image
areas with respect to this classification, is introduced.
2.1. Fibre layup procedure
Common fibre placement approaches are the Automated Fiber Place-
ment (AFP), Automated Tape Laying (ATL) and Dry Fiber Placement
(DFP) [12]. Such techniques apply fibre material layerwise to a tool.
This procedure is displayed schematically in Fig. 1 and has been
explained more closely by Campbell [17]. Especially the AFP technique
is applied for manufacturing sophisticated composite structures [3,
17]. In this process, multiple straps of pre-impregnated material are
placed along a defined path [18]. For this, the fibre layup head ap-
plies the composite material, under pressure, to a mould. The CFRP
is then heated to improve stickiness and thus processability of the
material [19]. Each component is made of several layers of CFRP [17].
The AFP technology allows the production of various component ge-
ometries. Furthermore, Rudberg [20] and Parmar et al. [12] predicted
a growing usage of the AFP method in future production processes.2
Fig. 2. Five typical AFP deposition defects from the literature along with a flawless
layup surface are displayed.
Different manufacturing deviations might occur during the AFP produc-
tion [18]. To this end, Harik et al. [21] already examined the linkage
of layup policies, process scheduling and processing with respect to
occurring fibre layup defects. Potter [22] considered general deviations
in AFP manufacturing. According to both studies [21,22] any fibre
placement defect yields geometrical variations in the placed layer.
Deviations like wrinkles, twists, foreign bodies, overlaps and gaps are
typical manufacturing deviations from the literature. The Fig. 2 shows
such defects schematically. The properties of the individual defect types
are listed in Table 1. Thus, wrinkles as well as twists appear differently,
but clearly. As a result, distinct edges and variations in height can be
seen. Conversely, gaps and overlaps are quite similar to each other in
terms of their shapes. These defects are flat and their topology varies
only slightly. Gaps show two tiny edges when viewing them perpen-
dicular to the aligned fibres. In contrast, overlaps reveal three tiny
edges perpendicular to the filaments. Usually, to distinguish them is
quite challenging due to their visual similarities. Such defects were also
frequently used in related studies [7,18,21,23]. In addition, foils are
investigated as common foreign bodies in fibre placement production.
These films show totally unique reflective characteristics in relation to
the deposited CFRP material [22,24].
The currently performed visual defect inspection carried out
through a technician is extremely time demanding. Depending on
the defect type and the inspector’s constitution, the quality of the
inspection can vary strongly. Therefore, the following section de-
scribes the LLSS technique for capturing suitable defect topology data
automatically during AFP manufacturing.
2.2. Data acquisition and inspection
Inline monitoring in the AFP production is currently receiving much
attention from industry and research. The companies InFactory Solu-
tions [14], Electroimpact [13,15], Profactor [25] as well as Danobat
Composites [26] utilised LLSS based methods for data recording in the
AFP manufacturing process. Such a technology captures 3D topology
data of a surface. This is particularly valuable, as this enables a direct
geometrical measurement of an inspected manufacturing defect [14].
Schmitt et al. [27,28] examined the capability of LLSS techniques
for monitoring edges in fabrics and preforms. Hence, they pointed
out that a LLSS provides adequate inspection information for their
considered use case. Additionally, Miesen et al. [24] suggested an in-
spection procedure using a point laser displacement setup and analysed
potential disturbing effects which can cause measurement deviations.
Sacco et al. [29] presented their ANN based automated AFP inspection
system Advanced Composite Structures Inspection System (ACSIS) and its
functional linkages. This system uses four parallel LLSS to capture
a height map of a fibre material surface. On this basis, the system
performs an automated defect detection, classification and documen-
tation of AFP layup defects. In their study, they also describe a first
idea for analysing the prediction quality for a defect classification. In
our recently published studies from Meister et al. [7,16] on defect
detection, classification and data synthesis we already used a LLSS
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The geometrical properties of the defects from Fig. 2 are listed. (l/w) indicates the length-to-width interval. Taking larger
geometrical variations into account such values are presented as a ratio. The CPT in this study is 0.125 mm. Regarding the
thickness measure + indicates an increase in thickness and − means a reduction.
Wrinke Twist Gap Overlap For. Body
Typical ratio: (l/w) 0.5–2 5–10 ≤ course len. ≤ course len. unknown
Thickn. deviation ≥ 3 × CPT (+) ≥ 2 × CPT (+) ≤ 1× CPT (−) ≤ 1× CPT (+) unknown
References [18,21] [18,21,23] [18,21,23] [18,21,23] [21,23],
t
to acquire the investigated test data. Moreover, the company Allied
Vision presented an integrated laser projection and automated visual
inspection system [30] together with an ANN based classification al-
gorithm [31] in order to provide a user-friendly overall system for
industrial inspection in composites.
2.3. Neural network fundamentals
For the classification of image data, CNN models are frequently
used. These models are particularly well suited for processing image
matrices as they apply so-called kernels to reduce the amount of train-
able parameters. This amount of parameters varies with the quantity
and dimension of the applied kernels. Hence, such a CNN examines
separate areas of an input image incrementally, which improves the
classifier’s efficiency [32,33]. Basically, a CNN is an ANN that recog-
nises respective features of an image via convolutions using variously
shaped convolution matrices. The CNN structure involves multiple
forward connected layers. The features of an image are calculated from
the input image while transitioning across the layers of the CNN. The
feature complexity often grows as the quantity of layers increases. One
convolution layer uses several kernels to derive an appropriate set of
feature maps. Every kernel has a separate set of trainable parameters.
Multiple feature maps are constructed from various kernels. Lastly, a
fully connected layer yields the intended CNN outcome [32,33].
For applying a CNN for the application investigated in this paper,
Chen et al. [34] presented a suitable approach for the classification
of fiber placement defects from the AFP manufacturing process. This
CNN architecture has already been successfully applied in our related
study from Meister et al. [7] on the classification and synthesis of fibre
layup defects. Here we have used between 25 and 47 real defect images
to generate 5000 synthetic defect images per defect class for all six
classes. This total set of images was used for training the CNN model.
In the conducted GAN-Train GAN-Test analysis for assessing the quality
of these synthetic images, standard deviations of the classification
rates range from 0.12% to 4.8% except for the none defect class with
standard deviation values up to 23.36%. This indicates that the quality
of the training images of the CNN corresponds closely to the real
process defect images, with the exception of the none defect images,
which show significant deviations from original images, but these are
less crucial for the CNN training as justified in the study.
2.4. Techniques for explainable artificial intelligence
This section discusses different xAI techniques for evaluating the
importance of individual image regions with respect to the ANN de-
cision. For this purpose, first an overview of available algorithms from
the literature is presented. Then particularly well suited algorithms for
the considered application case are explained in more detail. Finally,
metrics for assessing the quality of an xAI analysis are described.
2.4.1. Literature survey
The available xAI techniques from the literature can be categorised
into five clusters. The respective operating principles of each cluster
are: Gradients, Decomposition, Optimisation, Perturbation and Decon-
volution. Relatively a lot of prior research has been conducted in the
domains of gradient and decomposition based methods. Considering3
the available stock of knowledge, such approaches are likely to bepromising. Various techniques for representing the importance of par-
ticular image pixels or larger areas on a machine decision are listed
in Table 2. This summary lists the method’s name and the related
literature reference. In addition, evaluation metrics from the respective
references are given. Bach et al. [35], Shrikumar et al. [36], Sundarara-
jan et al. [37] as well as Lundberg and Lee [38] explained such metrics
in more detail. For quantitative comparison, the associated SenseMAX
and INFD scores from the study of Yeh et al. [39] are listed where
provided. Such metrics will be explained more closely in Section 2.5.
When Yeh et al. examined these metric scores for several scenarios for
a single xAI algorithm, the mean of the metric scores is taken. Keep
in mind, that the input data has a great influence on the INFD and
SenseMAX results. Hence, these scores provide just a broad estimate of
the performances of individual techniques.
The Smooth IG, DeepSHAP and Guided Grad-CAM methods are very well
suited for investigating an unknown scenario due to their different
functional principles and performance attributes mentioned from Yeh
et al. [39]. Each of these methods interprets different types of informa-
tion. This information is gained from the neural activations of the ANN
and can be used to determine the importance of specific areas of the
image when making a machine decision. Furthermore, Lee et al. [11]
examined various ways to make the decision-making process of an ANN
more comprehensible for a domain expert. For this purpose, they also
analysed various xAI procedures and derive a corresponding set of rules
via a Decision Tree (DT).
Respectively, in the following subsections the principles of the Smooth IG
DeepSHAP and Guided Grad-CAM approaches are outlined more closely.
2.4.2. Smooth integrated gradients
For the following description 𝐹 ∶ R𝑛 → [0, 1] is defined as the
transfer function of an ANN. The input data is represented through
𝑥 ∈ R𝑛. The parameter 𝑥′ ∈ R𝑛 indicates appropriate reference data.
Where 𝛼 is a configuration parameter for the direct path between 𝑥′ and
x. Furthermore, for each input image x, the respective class is given by
c. Therefore 𝑥𝑖 defines the 𝑖th pixel of an image. Accordingly, Integrated
Gradients (IG) is defined for 𝑥𝑖 as:
𝐼𝐺𝑖(𝑥) = (𝑥𝑖 − 𝑥′𝑖) ⋅ ∫
1
𝛼=0
𝜕𝐹 (𝑥′ + 𝛼 ⋅ (𝑥 − 𝑥′))
𝜕𝑥𝑖
𝑑𝛼 (1)
For this 𝜕𝜕𝑥𝑖 𝐹 (𝑥) represents the gradient of F(x) taken along the 𝑖th
dimension [37]. This corresponds to the derivation of an ANN following
the trajectory from a related input neuron of a certain pixel to its
associated output neuron for the observed class c. Smoothing the IG
results leads to the Smooth IG variant [43].
2.4.3. Deep learning important features with shapley additive explanations
The DeepSHAP procedure merges the Deep Learning Important Fea-
ures (DeepLIFT ) approach with Shapley values which were typically
applied for feature selection [36,38]. This DeepLIFT method specifies
the degree of influence of an input neuron on the difference of the
activation of the neuron of class c and the input data matrix x compared
to the reference image x’. This is given as:




Therefore, the ANN is reverse propagated. Thus, 𝑦𝑢0 represents the
neural activation 𝑢0 of a certain layer with respect to the input data
x. Similarly, 𝑦′ gives the neural activation for the respective reference𝑢0









Summary of algorithms from the literature for visualising the importance of certain image regions for a decision of an ANN.
This list is inspired by Müller [40], Samek et al. [41] as well as Tjoa and Guan [42] Axiome: Sensitivity (s), Completeness
(c), local accuracy (la), Missingness (m), Consistency (con).
Method Ref. Category Axiom SENSmax INFD Operat. area
DeepLift [36] decomposition s, c, la, m, con (0.64) (3.49) global
Input * Gradient [36] gradients – – – global
Integrated gradient [37] gradients s, c 0.826 6.05 global
Smooth integr. gradients [37,43] gradients s, c 0.546 5.95 global
KernelSHAP [38] perturbation s, c, la, m, con 0.64 3.49 global
SmoothGrad [43] gradients – 0.673 5.356
Occlusion [44] perturbation c – – local
Deconvnet [44] deconvolution – – global
GBP [45] deconvolution 0.95 6.173 local
Grad-CAM [46] gradients –
Guided Grad-CAM [46] gradients (0.95) (6.173)
C-MWP [47] other – – –
FullGrad [48] gradients s, (s) – –
LRP [49,50] decomposition s, c – – global
Saliency Maps [51] gradients – – – local
Simonyan et al. [51] decomposition – – –
Simonyan et al. [51] decomposition – – –
Zhang et al. [52] decomposition – – –
Kanehira et al. [53] other – – –
LIME [54] optimisation – – – –
Meaningful perturbations [55] optimisation – – – –
Extremal perturbations [56] optimisation – – – –































image x’. The neurons of a prior layer are denoted as 𝑢𝑖, where 𝑖 =
[1, 𝑛] ∈ N. Therefore, n gives the total amount of neurons of the
considered layer. The ratio 𝐶𝛿𝑢𝑖 ,𝛿𝑦0 of a neuron 𝑢𝑖 at 𝛿𝑦0 is taken into
account for the following calculation:




In this regard, 𝐶𝛥𝑢𝑖 ,𝛥𝑦0 is the ratio of the difference between the input
value 𝑢1,… , 𝑢𝑛 of a neuron to the difference of the output value 𝑢0
of a neuron. This formulation applies equally to the original and the






Based on these interim outcomes, in the DeepLIFT method certain
multipliers are derived. They are defined as the ratio of 𝐶𝛥𝑢,𝛥𝑦0 to the









𝑚𝛥𝑒𝑖𝛥𝑢𝑗 ⋅ 𝑚𝛥𝑢𝑗𝛥𝑦0 (6)
his formulation describes the impact of an input neuron 𝑚𝛥𝑒𝑖𝛥𝑦0 on the
mportance statement of DeepLIFT . Where j represents an ongoing index
across those hidden layer neurons which are attached to a certain input
neuron. In this regard, 𝑒𝑖 represents the input neurons, 𝑢𝑖 denotes the
hidden layer neurons and 𝑢𝑐 refers to the output neuron of a particular
class of the ANN. But for the frequently used Rectified Linear Units
(ReLU) activation function, there is an exception to the chain rule for
multipliers from Eq. (6). Thus, in the DeepLIFT method, the rescale rule




𝛥𝑦+ and 𝛥𝑓− = 𝛥𝑓
𝛥𝑦
𝛥𝑦− (7)
aking Eq. (5) into account, the multiplier can be written as:




undberg and Lee [38] have modified the DeepLIFT method. Therefore,
hey have substituted the estimation of the impact of a neuron on
he difference of the activation of a neuron with a procedure that4
i
s based on Shapley Values. Hence, they have named this approach
eepSHAP. These Shapley Values are from the domain of game theory
nd respectively constitute the impact of a certain feature on the
esulting CNN categorisation. In this respect, such values represent the
ontribution of a single pixel to the activation of an output neuron.
ollowing Lipovetsky and Conklin [58], the Shapley Value of a given




|𝑆|!(|𝑀| − |𝑆| − 1)!
|𝑀|!
[
𝑓𝑆∪𝑖(𝑥𝑆∪𝑖) − 𝑓𝑆 (𝑥𝑆 )
]
(9)
here M describes a feature space having a related subspace S. 𝑓𝑆
enotes the classifier that was trained using S. The subspaces S which
o not contain a certain feature i are aggregated. Hence, the classifier
eeds to be trained again applying 𝑆 ∪ 𝑖 as well as S for every single
ggregation. This is very costly with respect to an ANN. Therefore,
he respective parameters are approximated from frequent sampling
f Eq. (9) [59].
.4.4. Guided Gradient Class Activation Mapping
In the Gradient Class Activation Mapping (Grad-CAM) algorithm, a
efined individual layer of the ANN is chosen for analysis. Selvaraju
t al. [46] explained this method, in which the neural activations
f the previously defined target layer are considered for evaluating
he importance of certain image regions. For this purpose, the output
euron’s activation is expressed as 𝑦𝑐 . For the application case of a CNN,
he parameter 𝐴𝑘 denotes an activation matrix of the individual feature
aps for the respective selected layer. For Grad-CAM , the gradients
𝜕𝑦𝑐
𝜕𝐴𝑘 of the output neuron c are initially calculated with respect to the
eurons of a feature map k of the considered layer. In addition, the
rad-CAM approach applies a weighting of the 𝑘th feature map from
he matrix 𝑎𝑘𝑐 . This weighting is performed using the global average














An adaptation of Grad-CAM is the Guided Grad-CAM . This method
dditionally multiplies the Grad-CAM outcomes with Guided Backprop-
gation (GBP) values. Therefore, the output of the Grad-CAM is scaled
p to the size of the incoming image for each feature map. This matrix
s then multiplied with GBP. Springenberg et al. [45] describe the GBP
Composites Part B 224 (2021) 109160S. Meister et al.
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Fig. 3. The figure shows three random original scan images per class under consi-
deration in this scenario.
algorithm more closely. Hence, for the Guided Grad-CAM method, the
subsequent calculation is applied:
Guided Grad-CAM𝑐 = Grad-CAM𝑐 (𝑥) ⋅ GBP𝑐 (𝑥) (11)
In the following section, metrics are explained which can be used to
assess the results of the xAI procedures in terms of their intrinsic quality
of an explanation with respect to a given reference.
2.5. Metrics for xAI methods
As especially suitable for the evaluation of xAI procedures, Yeh
et al. [39] proposed the use of the Explanation Sensitivity and INFD
methods.
With respect to subsequent description, 𝑅𝑚 is a corresponding reference
for the input image 𝐼𝑚 of the 𝑚th defect sample. For the classification
model f, 𝜙𝑓 indicates the importance of a given pixel.
2.5.1. Explanation Sensitivity
The Explanation Sensitivity method describes the sensitivity of an
xAI algorithm for infinitesimally small modifications in an input data
set. Therefore, very small adjustments of an input image are carried
out initially. Afterwards, this criterion is determined based on the
normalised difference of the outcomes from an xAI method. For the
calculation of the difference, a modified and a reference data set are
considered. Yeh et al. [39] described various possibilities for calculating
this criterion. Hence, the SenseMAX variant is frequently used. This
method has an upper limit and indicates the maximum sensitivity of
an xAI technique to disturbances. The SenseMAX metric is defined as:
𝑆𝐸𝑁𝑆𝑀𝐴𝑋 (𝜙𝑓 , 𝐼𝑚, 𝑅𝑚) =𝑚𝑎𝑥‖𝜙𝑓 (𝑅𝑚) − 𝜙𝑓 (𝐼𝑚)‖
, with ‖𝑅𝑚 − 𝐼𝑚‖ ≤ 𝑟
(12)
Where r is an customisable value range. The above absolute value ‖⋯ ‖
is calculated using the 𝐿2 norm [39].
2.5.2. Infidelity
The INFD criterion expresses the correlation between an xAI evalua-
tion and the corresponding model of the ANN. Accordingly, this is valid
for large feature spaces. Hence, this metric describes the relevance of a
single input pixel in relation to the response of the ANN model. Thus,
the INFD criterion is described as an expectation value as:
𝐼𝑁𝐹𝐷(𝜙𝑓 , 𝐼𝑚, 𝑅𝑚) = E𝑅𝑚∼𝜇
[
(𝑅𝑇𝑚𝜙𝑓 (𝐼𝑚)
− (𝑓 (𝐼𝑚) − 𝑓 (𝐼𝑚 − 𝑅𝑚)))
2
] (13)
Where the respective reference 𝑅𝑚 is formulated as:
𝑅 = 𝐼 −𝑋 (14)5
𝑚 𝑚 0Table 3
The table reports the amount of test images per class used for experiments in this study
None Wrinkle Twist Foreign body Overlap Gap
86 49 53 22 94 167
Where 𝑋0 represents a random variable having the probability distri-
bution 𝜇. The respective expectation value is approximated through a
Monte-Carlo calculation. Please note that of course alternative refer-
ences can also be applied.
3. Methodology
In the following, the test setup and chosen defect types as well as
the selection and application of suitable xAI methods are described.
3.1. Experimental setup
Appropriate defect types were selected for the investigations in this
study. Referring to Section 2.1, the following classes were analysed in
more detail: Flawless (none), wrinkles, twists, foreign bodies, gaps and
overlaps. The Fig. 3 exemplary shows randomly selected and smoothed
original defect images from the LLSS, that have been taken as input
for the investigations in this study. For the investigations in this paper,
we have only examined pre-processed images of such kind, in order to
enable comparability of the results. The used test dataset for this study
is presented in Table 3. The difference in the number of images is due to
the fact that some defect types such as gaps, overlaps and none can be
divided into several images, whereas wrinkles, twists and foreign bod-
ies have to be placed individually. These images were recorded using
the subsequently described experimental setup. Any image of a defect
was manually clipped out of a full LLSS image via the LabelImg [60]
tool. The defect images were resized to a suitable size of 128 × 128 px.
This dimension was selected as the fundamental attributes of a defect
are still shown, however, the data volume is noticeably reduced. Big-
ger images possibly need extra ANN layers, that probably makes the
training more time consuming. Initially, representative original images
need to be recorded to perform meaningful tests. This defect data has
to be representative for the real manufacturing process. This means
that the geometry of the manufacturing defects must have realistic
dimensions as well as that the sensor has a similar working distance
and lens system as in the real application. This leads to an image area
which roughly matches a realistic scenario. Furthermore, the viewing
direction of the laser and sensor should be adapted to the real manu-
facturing process. However, a test setup is required that can generate
this realistic data with little effort. Furthermore, the data recording
should be reproducible. Therefore, the test setup from Fig. 4 was used.
This is not subject to disruptive influences from the manufacturing
process. Typical disturbances are contamination, heater radiation or the
rotation of the effector. The assembly included an jointed-arm robot,
the Automation Technology GmbH (AuTech) C5-4090 LLSS [61] and a
CFRP test sample. An AuTech C5-4090 LLSS captures 16-bit greyscale
depth maps having the dimension of 4096 (w)×500 (h) px. These depth
map images represent a full CFRP specimen of the size 250 × 150 mm.
In width direction all available pixels of the AMS CMV12000 sensor
chip [62] were read out. The dimension of the measurement image
in height direction was given from the integration time for each pixel
row as well as the duration in between two recording events. In this
setup, the laser was projected with a voltage of 5 V. The FIR-PEAK
algorithm [63] was used for determining the laser line in the sensor
image. The FIR-PEAK approach used a derivative filter which identifies
the zero-crossing of the first derivative of the laser brightness image.
Furthermore, the scanning speed of the robot was 200 mm/s. The
computations in this study were conducted using a computer with
an Intel Xeon Gold 5122 @ 3.60 GHz Central Processing Unit (CPU),
Composites Part B 224 (2021) 109160S. Meister et al.Fig. 4. Data recording setup in which a jointed-arm robot moves the AuTech C5-4090
sensor parallel to a CFRP specimen and captures height profile data of this specimen.
48 GB Random Access Memory (RAM) and an NVIDIA Quadro P6000
Graphics Processing Unit (GPU). Moreover, Numpy 1.19.1 [64], OpenCV
3.4.2 [65], Matplotlib 3.2.2 [66], Keras 2.3.1 [67] and Tensorflow
2.1.0 [68] were installed together with Python 3.7.7 [69]. Moreover,
our trained CNN model with 16 hidden layers from Meister et al. [7],
which was previously discussed in Section 2.3, was used for the classi-
fication operations in the experiments in this paper. Below the choice
of the examined xAI procedures is described.
3.2. Choice of xAI methods
Based on the survey presented in Table 2, methods for visualising
the importance of individual pixels or small image areas for the decision
of a CNN are required. Please keep in mind that in this study a rather
unfamiliar classification case was examined. Therefore, the results from
the studies referenced in Table 2 are assumed not to be directly transfer-
able. Hence, comprehensively novel approaches with different working
principles, which have already been researched in various fields, were
chosen.
Guided Grad-CAM was selected primarily for two reasons. Firstly,
Guided Grad-CAM does not only consider the importance of individual
pixels like many of the other methods, but describes the importance of
small image areas. Secondly, this method combines the Grad-CAM with
the GBP approach. Thus, the advantages of both methods can be used.
According to Selvaraju et al. [46], image areas can thus also be assigned
a higher relevance, which only gain importance for the classification
decision of ANN through the combination of individual pixels.
The methods Input * Gradients, Layer-wise Relevance Propagation (LRP)
and IG are quite similar in terms of their functional principle and
the resulting output. However, the IG approaches has the advantage
to utilise the identical reference data across all defect categories and
thus is quite easy to apply, especially for an unfamiliar application
case. Furthermore, the determined results are comparable between the
defect images of different defect category. This allows the results to be
evaluated more generally. Additionally, the integral approach of this
method also has the advantage that only very little noise appears in the
outcomes. In order to support this beneficial behaviour even further,
an additional smoothing step is applied in the Smooth IG method from
Smilkov et al. [43]. Hence, this method was chosen for the investiga-
tions in this paper. This method additionally shows very good values for
SenseMAX and INFD in Table 2, which further confirms this decision.
According to the INFD and SenseMAX values obtained from Yeh et al.
[39], these values promise the most robust and faithful outcomes for
the Kernel Shapley Additive Explanations (Kernel SHAP) and DeepLIFT
methods. According to Lundberg and Lee [38], such a DeepLIFT proce-
dure can be extended with Shapley Values quite easily, as described in
Section 2.4.3. Thus, a combination of both Kernel SHAP and DeepLIFT6
can be generated, which is called DeepSHAP. Due to the fidelity and
robustness of the individual methods, this combined approach was
chosen for the investigations in this paper.
Therefore, the methods DeepSHAP, Guided Grad-CAM , Smooth IG were
finally selected for the investigations in this study.
3.3. Investigation of the xAI findings
The analyses in this paper using the previously described and se-
lected xAI methods are based on the CNN architecture and the associ-
ated trained model from the preliminary research by Meister et al. [7].
3.3.1. Evaluating the visual outcome of the xAI calculations
For this CNN as well as the examined defect classes, a visual xAI
outcome was determined for three randomly selected real recorded
fibre placement defect images. The visual results were displayed in each
case as greyscale and as a colour image. Based on the brightness of indi-
vidual pixels in the greyscale representation, their overall influence on
the decision of the CNN can be evaluated. The colour representation of
a pixel’s relevance for the CNN enables the evaluation of the behaviour
of the CNN model. Red pixels in the explainability image describe a
relevance with a negative sign and green pixels an importance with
a respective positive sign. The meaning of the values and the signs
depends on the calculations of the respective methods from Section 2.4.
Subsequently, the methodology for investigating behavioural chan-
ges in neuronal activation with varying input data is described.
3.3.2. Investigating the change in CNN neural activations for modified data
The aim of this experiment was the validation of the correlation
between the xAI explanation result and the classification decision of the
CNN. The experimental design was based on the validation experiment
from the research of Srinivas and Fleuret [48].
The levels of activation at the CNN output neurons were monitored
for each input defect image under consideration with respect to the
corresponding defect category. This provided the reference level of
activation. Hence, a respective xAI statement was computed as well.
Subsequently, on the basis of the estimated xAI significance of every
pixel, the n most relevant pixels were changed to zero in the initial
input image. Then, the previously outlined evaluation of the neural
activations was repeated for this modified input image. For the exper-
iments performed in this study, n was varied in the interval [16, 4096]
with a step size of 16. The given interval describes the proportion
of around 0.1–25% of the overall image pixels. The step size 16 was
chosen in such a way that it allows for a suitable resolution of about
0.1% pixel, but still does not require too much computational effort.
These values can also be chosen differently, depending on the appli-
cation. For a closer comprehension of the results, the above analysis
was additionally carried out three times for each of the six defect
classes with a randomly selected n in the given interval. The average
value of the three Monte-Carlo calculations for each class was used for
comparison.
The analysis of the neuron activations served to validate the results
of the xAI calculations of the importance of individual pixels or small
image areas with respect to the classification decision. Based on the
procedure described above, we assessed the actual influence of an
image pixel on the activation of the output neurons and the associated
classification decision. Furthermore, the correlation of these findings
with the evaluation of the importance of individual image areas from
the xAI calculations was examined in this way. In this study, the level
of variance in neural activation with respect to the predefined baseline
activation for the unmodified data indicates the influence of the neural
activations.
Below the procedure for examining the ANN response for a targeted
destructive data manipulation is outlined.


















































3.3.3. Analysing the CNN neural activations for explicitly destructive ma-
nipulations
In the experiment described above, the influence of a modified
defect image on the activation of the output neuron of a certain defect
class was investigated in relation to the activation for the corresponding
unmodified input image. In this experiment, the activations of all out-
put neurons of the CNN in the second last layer were investigated. For
the conducted tests, the original input images were again manipulated.
However, this modification of the input data differs from the procedure
described above and is therefore explained in detail subsequently.
The intensity of pixels that have a negative sign in the calculated
xAI statement were replaced with the maximum pixel intensity in
the input image. Pixels with a positive sign in the xAI output were
annotated with the maximum negative value. Thus, a defect image was
modified according to the associated xAI calculation in such a way, that
the activation of the actual class was minimised and the activations
of all other classes were maximised. The pixels were manipulated
in descending order, according to the magnitude values of the xAI
calculation, for each pixel. Thus, the pixels that were judged to be
most important according to the xAI calculation were manipulated first.
However, a distinction was made according to the sign. The magnitudes
of the positive and negative explanations were evaluated separately.
Analogous to the previous experiment, a percentage 𝑛𝑟 of the pixels
was manipulated, where 12 𝑛𝑟 pixels were allotted each to positive and
egative signs.
.3.4. Evaluating the maximum sensitivity and infidelity scores
For the quantitative comparison of the xAI methods, their SenseMAX
nd INFD values were calculated.
he SenseMAX criterion was determined according to the definition
n Eq. (12). For these investigations, we applied a Monte-Carlo sim-
lation with 50 runs, as outlined from Yeh et al. [39] in their research.
he experimental setup using a noisy baseline was also inspired by Yeh
t al. [39].
he INFD scores were calculated following Eq. (14). According to
eh et al. [39], for these calculations the respective expected value
rom Eq. (13) was again estimated via a Monte-Carlo simulation using
000 data samples.
or each of the previously performed Monte-Carlo simulations a Gaus-
ian noise with a standard deviation of 𝜎 = 0.2 around the original
nitial pixel value as its mean was applied to the input images.
. Results
This section presents the results of the performed experiments. As
xplained before, the tests were carried out with the CNN architecture
nd the corresponding trained model from the research of Meister
t al. [7].
.1. Classification accuracy CNN classifier
In order to provide a more comprehensive view of the performance
f this CNN classifier, Table 4 lists the associated classification rates per
efect class for the original test data used in this paper. We can see that,
ith the exception of gaps and overlaps, all defect images are correctly
lassified. The classification rate for gaps is 96.81% and for overlaps
8.94%. The images incorrectly predicted in these two categories are
n each case classified as none. Nevertheless, these classification scores
re still very high and sufficient for the application under consideration.
owever, we should also mention that this model was trained on manu-
lly generated, close-to-reality data, which was augmented afterwards.
s already stated in this former study, there is a chance that this CNN
odel does not accurately represent manufacturing defects from real
orld processes. However, the robustness of this model is less relevant
o the analyses in this study, so the CNN model is assumed to be suitable7
ased on the detailed analyses from our previous study. iTable 4
The table presents the determined classification rates for the original defect images
considered in this study using the CNN architecture and the trained CNN model from
Meister et al. [7].
Class: None Wrinkle Twist Foreign body Overlap Gap
Accuracy: 100% 100% 100% 100% 98.94% 96.81%
In the following sections, the activation of individual neurons and
the link to the classification decision is investigated in various ways.
Thus, in the next section, the importance of individual pixels for the
classification decision are examined and visualised.
4.2. Evaluation of visual xAI outcomes
Fig. 5 displays the xAI outcomes in a visual manner for the six
examined defect categories. For each category, the raw input data of
the CNN is presented on the left. To the right, for the investigated xAI
methods, the magnitude relevance scores are displayed as greyscale
images and the signed importance values are illustrated as a colour
image, where red pixels describe a negative value and green pixels a
positive value. As outlined above, the analysis was carried out for three
randomly selected real defect images. Below we discuss the findings for
the clusters of distinct and less distinct defect types separately.
Distinct defect types
In this study such distinct defect classes are wrinkles, twists and
foreign bodies. For these classes, the Smooth IG method yields the most
homogeneous results across the three sample images. The defect regions
appear distinctly as green areas against the background. This is due to
the multiplication with the respective gradients, which means that the
pixel intensities of the input image heavily affect the outcomes of these
xAI calculations. Consequently, the outlines of the flaw areas match
quite well with the determined xAI image. The additional smoothing in
this method strengthens this clear representation of the defect regions
and reduces the often typical noise in gradient based xAI outcomes.
The DeepSHAP findings indicate a consistent degree of similarity be-
tween the input data and the xAI results. The relevance of a given
defect area appears to be related to the brightness variation in the input
image as well. However, unlike Smooth IG, these xAI result images are
visibly subject to some sort of statistical noise. In the xAI results, a
certain type of skewed pattern is visible across some brighter pixels.
This could be an artefact of the CNN architecture. However, this cannot
be meaningfully interpreted without further investigations.
The Guided Grad-CAM greyscale outcomes yield relevant defect ar-
eas, that stand out clearly from the background. However, they only
partially correspond to the actual defect region in the original input
image.
Less distinctive classes
Within this paper flawless images (none), overlaps and gaps rep-
esent the less distinctive classes. The Smooth IG method yields xAI
esults, which primarily assigns larger relevance scores to pixels with
igher intensity in the input defect image. The darker regions, which
ndicate geometrically lower regions of the measurement image, are
ore likely to be judged as unimportant areas from the algorithm.
or the investigated less distinctive defect types, a kind of chessboard
attern can be seen in the visual representation of this xAI method. This
attern could result from textures in the input image. However, such
atterns in the defect image most likely arise from the architecture or
radient calculations of the CNN. Accordingly, for none defect, a quite
omogeneous chessboard pattern is evident over the entire xAI output
mage.
n the DeepSHAP result images, the defect regions of gaps and overlaps
re difficult to recognise. Thus, the importance of the pixels for the
lassification decision are not attributed to the actual defect in the
mage. The DeepSHAP explanations look very similar to those of the
Composites Part B 224 (2021) 109160S. Meister et al.Fig. 5. To the left, the initial input images are given for the examined defect categories. To the right, for DeepSHAP, Smooth IG, Guided Grad-CAM , the greyscale significance
score images and the colour image for the signed importance values are presented. Red represents a negative sign and green indicates a positive sign. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)none defect class. Since the classification rate for these inconspicuous
classes is still very high, the evaluation of the importance of individual
image areas through the DeepSHAP calculation might be insufficient.
Furthermore, the diagonal pattern already mentioned above is clearly
visible in the explainability images. Also in this case, the origin of this
pattern cannot be clearly identified, but it might be an artefact of the
internal CNN calculations.
The Guided Grad-CAM method generates xAI results for the considered
defect types, which correspond very well with the defect region. This
applies to the inconspicuous defect types examined in this case as
well as to the very distinct defect types investigated above. Only for
none defect images the evaluation of important pixels for the machine
decision does not seem to be clearly understandable. Therefore, in some
cases, the entire defect image is judged to be important in a relatively
homogeneous way. But sometimes only very small parts of the actually
homogeneous, flawless fibre layup surface are evaluated as important.
This might be caused from pre-processing artefacts being recognised
as particularly important for the classification of none defect images.
However, such artefacts do not represent physical attributes of the
actual defect. The influence of these artefacts on the explainability
result is therefore not examined in detail in this paper, but gives a
reason to adapt the utilised pre-processing.
4.3. Change in neural activations for modified images
Fig. 6 presents the variations in neural activation 𝛥𝐴𝑟 of each
respective output neuron over the relative number of removed pixels
𝑛𝑟 for the individual associated classes. Please note that the percentage
change of the absolute neuronal activation is determined for each class
individually and are not normalised across all classes. The plots show
the means across all raw images of a particular class. The respective
standard deviations are indicated through the coloured filling. The red
plots represent the previously introduced reference. The graphs of all
methods show a fairly logarithmic behaviour. All graphs show a rather8
steep increase up to 1–2% of removed pixels. After that, the graph levels
off substantially. For the majority of classes, a nearly constant level of
variation in neuronal activation 𝛥𝐴𝑟 is obtained for 𝑛𝑟 in the range of
2% to 10%.
With respect to the DeepSHAP results, modifying the input image of the
foreign body class results in the lowest variation in neuronal activation
of 𝛥𝐴𝑟 = 40% . In the other cases 𝛥𝐴𝑟 > 150% for 𝑛𝑟 ≥ 8%.
The Smooth IG outcomes show a similar behaviour with a significantly
reduced final value for foreign bodies of 𝛥𝐴𝑟 = 22%. For the remaining
classes, the final value is about 𝛥𝐴𝑟 = 100% for 𝑛𝑟 ≥ 8%. The Guided
Grad-CAM approach yields smaller 𝛥𝐴𝑟 scores for 𝑛𝑟 ≥ 8% in compar-
ison to the reference plot that describes the result for the randomly
erased pixels in the input image. For wrinkles, twists and overlaps,
𝛥𝐴𝑟 for 𝑛𝑟 ≥ 8% are quite identical for Guided Grad-CAM as well as
Smooth IG. However, a sharp rise in 𝛥𝐴𝑟 of the Guided Grad-CAM values
up to 𝑛𝑟 = 1% points to a sound recognition of the most relevant pixels
across most classes apart from foreign bodies.
Throughout the three examined xAI methods, foreign bodies are striking.
Therefore, the 𝛥𝐴𝑟 scores above 𝑛𝑟 ≥ 8% are considerably smaller
compared to the remaining classes. The standard deviations of the
𝛥𝐴𝑟 curves are also significantly lower. Probably, the relatively small
amount of input data can cause a problem regarding the reliability of
such results.
Using the mostly nearly constant 𝛥𝐴𝑟 scores for 𝑛𝑟 ≥ 8% we are able
to assess the efficiency of a certain xAI procedure. Accordingly, the
DeepSHAP algorithm seems to be able to identify important pixels for a
CNN decision in a meaningful way. For Guided Grad-CAM this is mostly
different. For this method, the 𝛥𝐴𝑟 values for 𝑛𝑟 ≥ 8% are often even
below the reference curve for randomly removed pixels.
The gradient of the initial steep curve rise can also be an indicator
for the quality of an xAI evaluation. When a large increase of 𝛥𝐴𝑟 is
already evident for low 𝑛𝑟, we can assume that the most important
pixels for a classification decision of the CNN are contained in these
few pixels. Therefore, again, a high precision of the DeepSHAP xAI
Composites Part B 224 (2021) 109160S. Meister et al.Fig. 6. The change in neural activations 𝛥𝐴𝑟 with respect to an original, unmodified image are plotted on the ordinate over the percentage of removed pixels 𝑛𝑟 on the abscissa.
Each class is visualised separately. The methods DeepSHAP (blue), Smooth IG (green), Guided Grad-CAM (orange) as well as the introduced reference (red) are plotted. The associated
standard deviations are presented as coloured tubes. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)estimation of the important pixels is noticeable. Thus, the order of
importance of individual pixels corresponds to the respective relevance
of these pixels for the machine decision of the CNN. For Smooth IG,
a similarly large gradient of 𝛥𝐴𝑟 up to 𝑛𝑟 = 1% is apparent. For
Guided Grad-CAM the smallest rise of 𝛥𝐴𝑟 up to 𝑛𝑟 = 1% can be seen.
Hence, we assume a lower precision or a different order of the pixels
recognised as important in comparison to the actually relevant pixels
for the decision of the CNN.
Finally, we notice that all the xAI methods have relatively high 𝛥𝐴𝑟 val-
ues for the none defect class for 𝑛𝑟 ≥ 2%. In particular, Guided Grad-CAM
shows significantly improved performance for this class compared to
the other classes.
The large standard deviations in these investigations are due to the
consideration of the absolute change in neuronal activation per out-
put neuron. The values can vary considerably since the classification
decision is based on the maximum neuronal activation compared to
the remaining output class neurons. However, looking at these absolute
change provides an indication on the degree of variation in the input
images and the respective response of the CNN. We can see in our
analysis that the used test data set is relatively diverse for the individual
defect classes and thus triggers correspondingly different changes in
neural activation. The findings from this analysis can therefore be
judged to be robust in principle. In summary, we recognise that es-
pecially for the xAI methods DeepSHAP and Smooth IG a correlation
between the examined CNN and the calculated importance of individ-
ual pixels is evident. In the following section, the changes in neural
activation are examined in more detail for differently modified input
images.9
4.4. Neural activations analysis results for explicitly destructive manipula-
tions
In this section, the neural activation for the considered defect
classes is investigated when the image is deliberately manipulated in a
destructive manner. The experimental results are shown for each defect
type separately according to the three different xAI methods in Fig. 7.
For almost all classes, a decrease in relative neural activation with
increasing percentage of modified pixels is evident for the considered
xAI methods. The critical proportion of modified pixels 𝑛𝑟,𝑐 , until the
considered class no longer yields the strongest neural activation and is
thus correctly classified, varies between 𝑛𝑟,𝑐 = 0.42% and 𝑛𝑟,𝑐 = 4.6%.
However, this differs with the examined classes and the applied xAI
method. An exception are foreign bodies. For this class, the relative
neural activation is 𝐴𝑟 > 20%, which is always greater than the neural
activations of the competing classes. This behaviour seems to be almost
independent of the ratio of modified pixels.
Furthermore, we notice a steep drop in the curves of the DeepSHAP
(⋯) explanation over all classes for small 𝑛𝑟. The Guided Grad-CAM (-
- -) and Smooth IG (—) plots, on the other hand, fall off less quickly.
Moreover, the given xAI results for the neural activation of the for-
eign body class increases comparatively steeply for small 𝑛𝑟 across all
investigated classes except for foreign bodies themselves. This leads
to the relatively small 𝑛𝑟,𝑐 values mentioned above. However, this
also implies that with an increasing number of manipulated pixels or
noisy input data, the input images are more likely to be classified as
foreign bodies, independent of their actual, correct defect class. This is
basically plausible, since the foreign bodies used in this study influence
the measurement image more through their reflection behaviour than
through geometric changes in the image. In this case, a foil as a foreign
body is therefore described in terms of a change in the signal quality
Composites Part B 224 (2021) 109160S. Meister et al.Fig. 7. The relative activations 𝐴𝑟 of the output neurons are plotted over the number of modified pixels 𝑛𝑟. Each class is visualised separately. The percentage 𝑛𝑟 of modified
pixels is displayed on the abscissa. The ordinate shows the corresponding relative neural activation 𝐴𝑟 in %. The results for the xAI techniques DeepSHAP (⋯), Smooth IG (—)
and Guided Grad-CAM (− − −) are plotted. Legend: purple - none; red - wrinkle; green - twist; light blue - foreign body; orange - overlap; dark blue - gap | ◦ ∶ 𝑛𝑟,𝑐,DeepSHAP;
★ ∶ 𝑛𝑟,𝑐,Guided Grad-CAM; ⬠ ∶ 𝑛𝑟,𝑐,Smooth IG. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)rather than a real geometric variation. Obviously, this behaviour can
be very beneficial for the considered application, since a category for
uncertain classification results might be created in this way. Training
this class can also be supported with artificially modified images.
For the classes gaps and overlaps, we also observe a very strong relative
initial activation of neurons of the class none up to about 𝑛𝑟 = 4%.
Afterwards, the relative neural activation for the class none slowly drops
again. This behaviour clearly explains the difficulty in distinguishing
between none, gaps and overlaps. This trend is also inversely evident10when looking at the class none, where the incorrect activation of the
corresponding gap and overlap neurons increases for small 𝑛𝑟. Obvi-
ously, this curve for none also indicates that above a certain degree of
deviation of the input image from the training data set, the class none is
no longer correctly recognised as flawless. In the following section, the
sensitivity and infidelity of the individual xAI methods are examined
with respect to the individual defect classes.














































The table presents the simulated SenseMAX results over 50 Monte-Carlo runs. The
arithmetic mean values over all input images per class as well as the respective total
mean value with the associated error ranges are listed.
SensMAX DeepSHAP Guided Grad-CAM Smooth Int. Grad.
None 0.289 ± 0.031 0.813 ± 0.118 0.358 ± 0.017
Wrinkle 1.641 ± 0.056 0.786 ± 0.093 0.367 ± 0.015
Twist 1.602 ± 0.121 0.694 ± 0.145 0.326 ± 0.009
Foreign body 1.42 ± 0.061 0.453 ± 0.97 0.358 ± 0.022
Overlap 1.453 ± 0.124 0.727 ± 0.123 0.35 ± 0.01
Gap 1.517 ± 0.257 0.698 ± 0.075 0.341 ± 0.014
Total 1.298 ± 0.51 0.72 ± 0.13 0.348 ± 0.018
4.5. Maximum sensitivity and infidelity results for xAI calculations
In this section, the sensitivity and infidelity of the three considered
xAI methods DeepSHAP, Smooth IG and Guided Grad-CAM are investi-
ated for each of the six examined defect classes. At first, the findings
rom the SenseMAX analysis are given in Table 5. The mean and error
anges from 50 random Monte-Carlos calculations are displayed for
ach class. We see that Smooth IG with a mean value of 0.348 has
the lowest sensitivity with a low and constant mean error of 0.018
to infinitesimally small changes in the input image. This results from
the smoothing operation that the algorithm inherently performs. The
Smooth IG method achieves quite similar scores across all considered
classes in this experiment.
Furthermore, a greater mean sensitivity of 0.72 with a mean error of
0.13 for the Guided Grad-CAM is apparent. Gradient based explainabil-
ity methods tend to generate noisy outcomes. Accordingly, these larger
SenseMAX scores are attributed to the weighting of the activations
with gradients as well as the additional multiplication with the GBP
method, as described in Section 2.4.4. Rather conspicuous are the
Guided Grad-CAM scores for the class foreign bodies. These values are
rather low, which indicates that the Guided Grad-CAM procedure is
ess sensitive for input images of this class. Due to the calculation rule
f Guided Grad-CAM , this small SenseMAX value can potentially be
ttributed to the robustness of the CNN. However, the applied CNN
hows robust classification characteristics in the previously conducted
xperiments for the foreign body class. Thus, the low Guided Grad-CAM
alue for the foreign body class can also result from other origins.
he DeepSHAP yields the largest overall SenseMAX mean value of 1.298
cross the three investigated xAI methods. Noticeable is the small mean
alue of 0.289 for the class none. In addition, the large error ranges
or the classes twist, overlap and gap are also worth noting. Hence, the
ensitivity of the DeepSHAP method strongly depends on the respective
lass. Similar to the Guided Grad-CAM technique, the reasons for these
igh sensitivity values are only known to a limited extend.
n Table 6 the INFD scores for the various xAI techniques and con-
idered defect classes are presented. Noteworthy is the large error
ange associated to all mean values of the three xAI methods. For
he foreign body class, the INFD scores are lowest across all three xAI
ethods. The INFD calculation for the DeepSHAP method for the class
rinkle yields the globally largest values. The Guided Grad-CAM and
mooth IG algorithms, on the other hand, achieve very low overall
esults. Consequently, a strong dependency between the outcomes of
he xAI methods and the considered defect class is evident. This in turn
orresponds to the previously discussed findings from Fig. 7.
he Smooth IG procedure achieves the lowest INFD values, which is
ery similar to the behaviour observed for the SenseMAX calculations
escribed above. The large mean error of 3.609 is mainly due to the
reat errors of the classes twist and overlap. When these classes are
xcluded, the total mean error ranges from [0.013, 0.987]. The Smooth IG
ethod thus has robustness issues when representing these defect types
n the CNN model. Consequently, according to the infidelity metric,
he determined INFD scores are most closely related to the response11able 6
he table presents the simulated INFD results over 1000 Monte-Carlo runs. The
rithmetic mean values over all input images per class as well as the respective total
ean value with the associated error ranges are presented.
INFD DeepSHAP Guided Grad-CAM Smooth Int. Grad.
None 1.725 ± 2.257 0.673 ± 0.683 0.451 ± 0.013
Wrinkle 46.209 ± 124.5 0.501 ± 0.205 0.662 ± 0.987
Twist 11.197 ± 30.077 7.189 ± 41.498 1.478 ± 4.013
Foreign body 2.395 ± 2.622 0.495 ± 0.01 0.495 ± 0.024
Overlap 13.996 ± 26.724 4.864 ± 31.691 1.305 ± 7.341
Gap 14.366 ± 37.868 1.16 ± 1.651 0.826 ± 0.816
Total 14.381 ± 50.091 2.447 ± 20.391 0.894 ± 3.609
and neural activation of the trained CNN model. Nevertheless, also for
Smooth IG partially large error ranges arise.
The Guided Grad-CAM method achieves an INFD mean value of 2.447
ith an average error of 20.391. Noticeably, this mean value is espe-
ially lifted through the large INFD scores of the classes gap, twist and
overlap. As already seen for the Smooth IG method, the mean overall
error is raised through the large errors of twists and gaps, which again
onstitutes a difficulty in representing the CNN behaviour for these
lasses. The mean values of the other classes are similar to the INFD
alues of the Smooth IG technique.
The DeepSHAP algorithm generates the xAI explanations with the
largest deviation of the CNN model from the calculated xAI explana-
tion, according to the INFD criterion. In addition, the large error values
indicate a weak robustness of the informativeness of the associated
INFD values. Thus, the xAI explanations are less faithful to the CNN
behaviour and from these results, this method is not well suited for the
application under consideration. In the following section, the results of
this study are discussed in context of the related research.
5. Discussion
Initially, we can state that the applied CNN classification model
from the previous research of Meister et al. [7] is well suited for
the classification of the fibre layup defects in this paper, having
an average classification accuracy of 99.29%. Moreover, the above
chosen methods Smooth IG [37,43], DeepSHAP [36,38] as well as
Guided Grad-CAM [46] for visualising image regions which are cer-
tainly most relevant for the decision of a CNN classifier enable a sound
illustration of its behaviour. Regarding Smooth IG, this contradicts the
findings of Lee et al. [11] for whom Smooth IG performed less well
for their examined use case in TFT panel inspection. Nevertheless, the
various functional principles behind a certain xAI approach have to be
kept in mind. These can have a major affect on the outcomes in certain
situations. Evaluating the neuronal activations of a CNN for a given
input image reveals a substantial knowledge on the intrinsic response
of the CNN as well as possible uncertainties in the classification proce-
dure. In this regard, Srinivas and Fleuret [48] presented two different
ways for evaluating the class dependent neural activations. The first
procedure removes the most important pixels in order. This approach is
particularly well suited for assessing the precision of the xAI techniques
with respect to their importance evaluation of certain image areas. In
the second approach the important pixels are manipulated with respect
to their determined importance magnitude and sign. This procedure is
additionally well suited for assessing the robustness of the CNN clas-
sifier to noisy input data. The SenseMAX and INFD metrics proposed
from Yeh et al. [39] provide a simple way to quantitatively assess the
precision of a CNN classifier. Particularly striking is, that the DeepSHAP
method as well as the twist and overlap classes yield xAI explanations
with large and strongly varying deviations of the CNN model to the
calculated xAI explanations, according to the INFD criterion. Thus,
the xAI explanations are less faithful to the CNN behaviour. This
contradicts both the findings of Yeh et al. [39] as well as the results
from the previously described experiments in this study. In this paper,
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a noisy-baseline reference is applied, although Yeh et al. [39] used the
quare removal baseline reference, which might be an explanation for
such deviations.
In order to answer the first research question we conclude in particular
for the considered application case that the xAI approaches Smooth IG
as well as DeepSHAP are highly appropriate for highlighting essential
image areas with respect to the decision-making process within the
CNN. However, from these two well-suited approaches, the Smooth IG
method is to be highlighted as particularly suitable for the explain-
ability of the ANN decision-making for the application case described
in this study, since it yields excellent and less fluctuating SenseMAX
and INFD scores. Besides, the Smooth IG’s visual explanation images
visualise the most important image areas for the classification decision
in a very pronounced way. Regarding the second research question, the
selected SenseMAX metric is particularly well suited for the straightfor-
ward evaluation of xAI outcomes. However, the INFD results indicate
noticeable limitations for assessing the model fidelity of the DeepSHAP
method as well as the twist and gap defect types.
Referring to the study of Sacco et al. [29], we have to mention that
the findings of our study can be transferred to such systems, when
the used xAI method is adapted to the classifier. They also describe
an idea for the visualisation of the prediction accuracy for fibre layup
defects in their paper. The pixel brightness or gradient length and sign
from our previous visualisation in Section 4.2 could be integrated into
the visualisation of Sacco et al. and provide an additional detailed
indication of the classification quality of a defect.
In future research, it will be interesting to analyse the neuronal ac-
tivation changes for a corresponding manipulated input image across
all output neurons in conjunction and derive insights about the value
intervals of the resulting activation patterns. This might contribute to
estimate the certainty of a classification decision for a given defect
type. Moreover, the data acquisition and processing system used for the
experimental investigation in this paper should be further elaborated
for inline inspection in fibre composite manufacturing. This requires a
suitable integration of the LLSS hardware as well as the linking of the
image-based inspection data with the position information of the fibre
layup machine. Furthermore, an adapted training of the existing CNN
model with real world training data is advisable in order to reduce the
false classifications or assignments to a potential ‘‘ambiguous’’ class.
Finally, the subsequent section summarises the key results of this study
and highlights the added value for the community.
6. Conclusion
The results of this study demonstrated that the relevance of certain
image pixels regarding the decision-making response of a Convolutional
Neural Network classifier can be displayed and evaluated. Based on the
findings from this paper, the Explainable Artificial Intelligence techniques
Smooth Integrated Gradients and Deep Learning Important Features with
Shapley Additive Explanations are especially suitable in this context.
The great novelty of this study results from the detailed analysis of
the neuronal activations for differently modified data sets in order to
estimate the response of an Artificial Neural Network and its behaviour
in case of modified input images. Furthermore, the investigations in
this study have shown that the metrics Maximum Sensitivity and restric-
tively also Infidelity are appropriate for the straightforward evaluation
of the performance of the considered Explainable Artificial Intelligence
methods.
The outcomes of this investigations provide valuable guidance for
engineers of camera-based monitoring devices for the composites sector
with respect to the conception and implementation of sophisticated
but trustworthy machine-learning solutions. Moreover, the given re-
sults offer support for corresponding certification processes for similar
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