Although univariate continuous density estimation has received abundant attention in the Bayesian nonparametrics literature, there is limited theory on multivariate mixed scale density estimation. In this article, we consider a general framework to jointly model continuous, count and categorical variables under a nonparametric prior, which is induced through rounding latent variables having an unknown density with respect to Lebesgue measure. For the proposed class of priors, we provide sufficient conditions for large support, strong consistency and rates of posterior contraction. These conditions allow one to convert sufficient conditions obtained in the setting of multivariate continuous density estimation to the mixed scale case.
Introduction
We focus on nonparametric models for estimating unknown joint distributions for mixed scale data consisting of binary, ordered categorical, continuous and count measurements. Somewhat surprisingly given the considerable applied interest, the literature on nonparametric estimation for mixed scale data is very small. From a frequentist kernel smoothing perspective, Li, Racine and co-authors (Li and Racine, 2003; Hall et al., 2004; Ouyang et al., 2006; Li and Racine, 2008) proposed mixed kernel methodology and considered properties under somewhat restrictive conditions. Efromovich (2011) recently relaxed these conditions and proposed a data-driven estimator designed to combat the curse of dimensionality. His work assumed compact support for continuous variables and bounded support for discrete variables. From a Bayesian semiparametric perspective, Norets and Pelenis (2012) show posterior consistency for a finite mixture of latent multivariate normals, assuming bounded support for the discrete variables. Similar models have been applied for mixed scale data, but without theory support (e.g., Everitt, 1988; Morlini, 2012; Song et al., 2009) .
In the parametric literature on mixed scale modeling, it is common to model the joint distribution of underlying variables as Gaussian, with the categorical variables then obtained via thresholding. A number of authors have considered variations on this theme in the nonparametric case, via modeling one or more components as non-Gaussian using mixtures and other approaches. We apply a related strategy here to obtain a broad framework, with our focus then on studying the theory related to large support, posterior consistency and near optimal rates of convergence. Our goal is to provide theorems that allow leveraging on results obtained for multivariate continuous densities. With this goal in mind, we focus on a multivariate mixed scale generalization of the rounding framework of Canale and Dunson (2011) .
Section 2 introduces preliminaries, Section 3 proposes the class of priors under consideration, and Section 4 presents theorems on the KL support of the prior, strong posterior consistency and rates of posterior contraction. Proofs not given in the text are reported in the Appendix.
Preliminaries and notation
Our focus is on modeling of joint probability distributions of mixed scale data y = (y
T , where y 1 = (y 1,1 , . . . , y 1,p1 ) ∈ Y ⊆ R p1 is a p 1 × 1 vector of continuous observations and y 2 = (y 2,p1+1 , . . . , y 2,p ) ∈ Q with Q = p2 j=1 {0, 1, . . . , q j − 1} is a p 2 × 1 vector of discrete variables having q = (q 1 , . . . , q p2 )
T as the respective number of levels and p 2 = p − p 1 . Clearly y 2 can include binary variables (q j = 2), categorical variables (q j > 2) or counts (q j = ∞). Hence, y is a p×1 vector of variables having mixed measurement scales. We let y ∼ f , with f denoting the joint density with respect to an appropriate dominating measure µ to be defined below. The set of all possible such joint densities is denoted F . Following a Bayesian nonparametric approach, we propose to specify a prior f ∼ Π for the joint density having large support over F .
For the continuous variables, we let (Ω 1 , S 1 , µ 1 ) denote the σ-finite measure space having Ω 1 = Y, S 1 the Borel σ-algebra of subsets of Ω 1 , and µ 1 the Lebesgue measure. Siinmilarly for the discrete variables we let (Ω 2 , S 2 , µ 2 ) denote the σ-finite measure space having Ω 2 ⊆ N p2 , a subset of the p 2 -dimensional set of natural numbers, S 2 containing all non-empty subsets of Ω 2 , and µ 2 the counting measure. Then, we let µ = µ 2 × µ 2 be the product measure on the product space (Ω, S) = (Ω 1 , S 1 ) × (Ω 2 , S 2 ). To formally define the joint density f , first let ν denote a σ-finite measure on (Ω, S) that is absolutely continuous with respect to µ. Then, by the Radon-Nikodym theorem, there exists a function f such that ν(A) = A f dµ.
In studying properties of a prior Π for the unknown density f , such as large support and posterior consistency, it is necessary to define notions of distance and neighborhoods within the space of densities F . Letting f 0 ∈ F denote an arbitrary density, such as the true density that generated the data, the Kullback-Leibler divergence of f from f 0 is
with the integrals taken in any order from Fubini's theorem. Another topology is induced by the L 1 -metric. If f and f 0 are probability distributions with respect to the product measure µ, their L 1 -distance is
Rounding prior
In order to induce a prior f ∼ Π for the density of the mixed scale variables, we let
where h :
* is the set of densities with respect to Lebesgue measure over R p , and Π * is a prior over F * . To introduce an appropriate mapping h, we let
where h 1 (y * 1 ) = {h 1,1 (y * 1,1 ), . . . , h 1,p1 (y * 1,p1 )}, h 1,j : R → Y j ⊆ R is a monotone one-to-one differentiable mapping, with Y j the support of y 1,j , and h 2 are thresholding functions that replace the real-valued inputs with non-negative integer outputs by thresholding the different inputs separately. Let
qj } denote a prespecified partition of R into q j mutually exclusive subsets, for j = 1, . . . , p 2 , with the subsets ordered so that A (j) h is placed before A (j) l for all h < l. Then, letting A y2 = {y * 2 : y * 2,j ∈ A (j) y2j , j = 1, . . . , p 2 }, the mixed scale density f is defined as
where J h −1 1 (y1) is the Jacobian matrix of the inverse function h −1
1 . The function g : F * → F defined in (3) is a mapping from the space of densities with respect to Lebesgue measure on R p to the space of mixed-scale densities F . This framework generalizes Canale and Dunson (2011) , which focused only on count variables. The theory is substantially more challenging in the mixed scale case when there are continuous variables involved.
Theoretical properties
Clearly the properties of the induced prior f ∼ Π will be driven largely by the properties of f * ∼ Π * . Lemma 1 shows that the mapping g : F * → F maintains Kullback-Leibler (KL) neighborhoods. The proof is omitted as being a straightforward modification of that for Lemma 1 in Canale and Dunson (2011) .
Large support of the prior plays a crucial role in posterior consistency. Under the theory of Schwartz (1965) , given f 0 in the KL support of the prior, strong posterior consistency can be obtained by showing the existence of an exponentially consistent sequence of tests for the hypothesis Ghosal et al. (1999) show that the existence of such a sequence of tests is guaranteed by balancing the size of a sieve and the prior probability assigned to its complement.
We now provide sufficient conditions for L 1 posterior consistency for priors in the class proposed in expression (1). Our Theorem 1 builds on Theorem 8 of Ghosal et al. (1999) . The main differences are that we define the sieve F n as g(F * n ), where F * n is a sieve on F * and that we require conditions on the prior probability in terms of the underlying Π * . The proof relies on the same steps of Ghosal et al. (1999) given lemmas 2 and 3 (reported in the Appendix) which give an upper bound for the L 1 metric entropy J(δ, F n ) defined as the logarithm of the minimum number of δ-sized L 1 balls needed to cover F n . Theorem 1. Let Π be a prior on F induced by Π * as described in expression (1). Suppose f 0 is in the KL support of Π and let U = {f ∈ F : ||f − f 0 || < ǫ}. If for each ǫ > 0, there is a δ < ǫ, c 1 , c 2 > 0, β < ǫ 2 /8 and there exist sets F * n ⊂ F * such that for n large
We now state a theorem on the rate of convergence (contraction) of the posterior distribution. The theorem gives conditions on the prior Π * similar to those directly required by Theorem 2.1 of Ghosal et al. (2000) . The proof is reported in the Appendix.
Theorem 2. Let Π be the prior on F induced by Π * as described in expression (1) and U = {f : d(f, f 0 ) ≤ M ǫ n } with d the L 1 or Hellinger distance. Suppose that for a sequence ǫ n , with ǫ n → 0 and nǫ
Example 1. Conditions (iii)-(v) are satisfied, for example, by a Dirichlet process mixture of multivariate Gaussians prior as discussed in Shen et al. (2013) . This convergence rate result for multivariate continuous density estimation directly implies the convergence rate for the mixed scale density if this prior is used for the latent continuous density.
Appendix
Proof of Theorem 1. The next two lemmas are useful to determine the size of the parameter space of F , measured in terms of L 1 metric entropy. The first shows that the L 1 topology is maintained under the mapping g and the second bounds the L 1 metric entropy of a sieve.
Lemma 2. Assume that the true data generating density is f 0 ∈ F . Choose any f *
The proof is omitted since it follows directly from the definition of L 1 neighborhood and from Fubini's theorem.
Lemma 3. Let F * n ⊂ F * denote a compact subset of F * , with J(δ, F * n ) the L 1 metric entropy corresponding to the logarithm of the minimum number of δ-sized L 1 balls needed to cover F * n . Letting
Proof of Lemma 3. Let k = exp{J(δ, F * n )} be the number of δ balls needed to cover F * n , with f * 1 , . . . , f * k denoting the centers of these balls so that
i ) of size at most δ. This defines a covering of F n using k δ-sized L 1 balls, but this is not necessarily the minimal covering possible and hence J(δ, F * n ) provides an upper bound on J(δ, F n ). The rest of the proof follows along almost the same lines of Ghosal et al. (1999) in showing that the sets F n ∩ {f : ||f − f 0 || < ǫ} and F C n satisfy the conditions of an unpublished result of Barron (see Theorem 4.4.3 of Ghosh and Ramamoorthi (2003) ).
Proof of Theorem 2. Let F n = g(F * n ). From Lemma 3 we have J(δ, F n ) ≤ J(δ, F * n ). Let D(ǫ, F ) the ǫ-packing number of F , i.e. is the maximal number of points in F such that the distance between every pair is at least ǫ. For every ǫ > ǫ n , using (iii) we have
Therefore applying Theorem 7.1 of Ghosal et al. (2000) with j = 1, D(ǫ) = exp(nǫ 2 n ) and ǫ = M ǫ n with M > 2 there exist a sequence of tests {Φ n } that, for a universal constant K, satisfies
The posterior probability assigned to U C can be written as Π U C | y 1 , . . . , y n =
.
4
Taking KM 2 − 1 > K the first summand E f0 {Φ n } ≤ 2 exp{−Knǫ 2 n } by (4). The rest of the proof consists in proving that the remaining equation goes to zero in P f0 -probability. By Fubini's theorem and (4) we have
while by (iv) we have
The numerator of the second summand is hence exponentially small for M > (C + 4)/K. Finally we need to lower bound the denomirator. Clearly
