Abstract. We study the Hochschild structure of a smooth space or orbifold, emphasizing the importance of a pairing defined on Hochschild homology which generalizes a similar pairing introduced by Mukai on the cohomology of a K3 surface. We discuss those properties of the structure which can be derived without appealing to the Hochschild-Kostant-Rosenberg isomorphism and Kontsevich formality, namely:
1. Introduction 1.1. The present work is the first in a series of three papers dedicated to the study of the Hochschild structure of smooth spaces, laying out the foundational material used in the other two [8] , [9] . The Hochschild structure (HH * (X), HH * (X)) is defined for a space X, and its fundamental properties are studied. The space X can be an ordinary compact complex manifold, or more generally a global quotient compact orbifold, a proper Deligne-Mumford stack for which Serre duality holds, or a compact "twisted space" in the sense of [7] .
The
Hochschild structure of X consists of -a graded ring HH * (X), the Hochschild cohomology ring, whose i-th graded piece is defined as
, where O ∆ = ∆ * O X is the structure sheaf of the diagonal in X × X; -a graded left HH * (X)-module HH * (X), the Hochschild homology module, defined as
, where ∆ ! is the left adjoint of ∆ * defined by Grothendieck-Serre duality (3.3); -a non-degenerate graded pairing · , · on HH * (X), the generalized Mukai pairing. The Hochschild cohomology ring has a rich and developed theory ( [10] , [17] ). The above definition of homology is, to the author's knowledge, new (but see [27] for an alternative equivalent definition, and [19] for a different attempt). The last important ingredient of the structure, the Mukai pairing, has not been studied previously from the perspective of Hochschild theory. where for a vector v ∈ H * (X, C), v i is the component of v in H i (X, C). It is worth emphasizing that the map Φ * does not respect the usual grading on the cohomology H * (X, C). It follows immediately from these properties that if Φ is an equivalence of triangulated categories, then Φ * is an isometry between the corresponding cohomology groups, endowed with the Mukai pairing.
1.5. This paper is devoted to generalizing Mukai's results to a wide class of compact spaces, including in particular smooth compact complex manifolds, twisted spaces in the sense of [7] , and certain orbifolds or Deligne-Mumford stacks for which Serre duality holds. The main point we want to emphasize is that the natural target for defining Mukai's structure is not singular cohomology but rather Hochschild homology. Replacing singular cohomology by Hochschild homology, we shall obtain all of Mukai's results for the wide class of spaces above.
The first observation that hints to the fact that ordinary cohomology is not the right target for the definition of the maps Φ * is the observation that in the case of a smooth compact complex manifold these maps do not respect the usual grading on singular cohomology. The correct grading that is preserved is the one given by the verticals, and not the horizontals of the Hodge diamond of the space, which is precisely the grading on Hochschild homology.
1.6. To relate our approach to the original one of Mukai observe that the Hochschild-KostantRosenberg theorem asserts the existence of an isomorphism ([8])
between the i-th Hochschild homology of a smooth projective manifold X and the n + i-th column of the Hodge diamond of X. It would seem natural to expect that, in the case of a K3 surface X, the I HKR isomorphism will match the abstract structures that we shall define on HH * (X) with the original structure of Mukai. However, we believe that a correction is needed for that: in [8] we conjecture that we need to adjust the I HKR isomorphism by multiplying it by td(X) 1/2 before the abstract structure we define will yield Mukai's original one.
1.7. Let us now present our results. After some generalities on integral transforms and Serre duality in Section 2, we discuss the construction of left-right adjoint functors in Section 3. This will be the basis for all our results. Then in Section 4 we define Hochschild homology and cohomology, as well as the generalized Mukai product. Following ideas of Markarian [19] , we introduce in Section 5 a natural map ch : K 0 (X) → HH 0 (X), which, under I HKR , agrees with the usual Chern character map ( [8] )
(And which, under the corrected isomorphism HH 0 (X) ∼ = H p,p (X), will yield the Mukai vector. It is worth emphasizing that on the level of Hochschild homology, no correction by the Todd genus is needed; this correction appears in the usual statements because of the "wrong" choice of HKR isomorphism.)
Finally, in Section 6 we define for any integral transform Φ :
between two spaces X and Y a map of graded vector spaces Φ * : HH * (X) → HH * (Y ).
1.8. The formal properties a -d of (1.4) can now be proven to hold in full generality, using HH * (X) instead of H * (X, C) and ch instead of v. The corresponding results are Theorems 6.3, 7.1, 7.3, and 7.6. A slightly more general version of the Hirzebruch-Riemann-Roch theorem can be stated in this context (Theorem 7.9). Its origins can be traced to the Cardy condition in physics.
1.9. The final result of the paper is a proof, in Section 8, of the fact that the full Hochschild structure is invariant with respect to Fourier-Mukai transforms. The main result is: 1.10. Throughout the paper there will be a certain tension between the "Ext" interpretation of the Hochschild structure given in (1.2) and a parallel categorical interpretation. The point is that there is an alternative way, outlined in Section 4, to regard elements of HH * (X) and HH * (X) not as morphisms in D b coh (X × X), but rather as natural transformations between certain functors D b coh (X) → D b coh (X). Unfortunately, despite our best efforts, we have been unable to make this idea precise. This appears to be primarily caused by certain known technical problems with the definition of the derived category [11] . However the intuition behind the categorical interpretation is most often the correct one, and as a compromise we have decided to steer a middle course: we present our results in mathematically correct form in the "Ext" interpretation, and give the intuitive ideas in the categorical context. This is somewhat unsatisfactory, as several of the proofs appear unnecessarily complicated. We can only hope that future developments of category theory will enable us to rewrite this paper at a later date in the "correct" (categorical) language. mean coherent sheaves of modules over A ). Functors between derived categories shall always be implicitly derived, but we shall keep clear the distinction between Hom and RHom. When we write F ⊗ µ where F is an object and µ is a morphism, we mean Id F ⊗µ.
Preliminaries
In this section we set up the basic context and notation. We also provide a brief introduction to Serre functors and Grothendieck-Serre duality. Our basic reference for these results is [3] . We discuss a similar trace to the one studied by Illusie [14] and Artamkin [1] , that arises from the existence of Serre functors.
2.1. Let X and Y be spaces, and let E be an object in D b coh (X × Y ). If π X and π Y are the projections from X × Y to X and Y , respectively, define the functor
This functors will be called the integral functors (on derived categories) associated to E .
The association between objects of D b coh (X × Y ) and integral transforms is functorial: given a morphism µ :
Given spaces X, Y, Z, and elements
, where π XY , π Y Z , π XZ are the projections from X × Y × Z to the corresponding factors. The reason behind the notation is the fact that we have ( [4, 1.4 
2.3.
Recall the definition of a (right) Serre functor on an additive category C with finite dimensional Hom spaces from [24] (generalizing slightly the original definition of [3] ). A Serre functor is a functor S : C → C together with natural, bifunctorial isomorphisms
for any A, B, where · ∨ denotes the dual vector space. For any A in C, define
The following are easy consequences of the definition of a Serre functor (see [24] for details):
Lemma 2.1. For f : A → B and g : B → SA, we have
Lemma 2.2. For f : A → B and g : B → SA, we have 
for objects E , F , G in the derived category of a compact, smooth space X, which generalizes the usual trace map on vector spaces. One way to write the definition of this trace map is that if µ :
is the morphism which sends the section "1" of O X to the the identity of Hom(E , E ), γ is the isomorphism that interchanges the two factors, and ǫ is the original trace map of Illusie and Artamkin. This definition should be compared to the generalized trace map of May [20] .
If we consider the functor
, then in the standard form of Serre duality ( [13] ) one constructs a trace map 
Proof. This is [20, Theorem 1.9] . The condition about representing the objects as complexes, etc., is precisely what the proof of [loc. cit.] uses.
The following is an easy exercise in linear algebra:
3. The basic construction 3.1. The following rather innocuous remark about the construction of a right adjoint functor from a left adjoint one is the basis for all the results in this paper. Consider a functor
The fact that Φ is a functor implies that there is a natural map
By Serre duality we can construct a left adjoint of this map (with respect to the Serre pairing)
The following proposition gives an explicit description of the map Φ † .
whereη, ǫ are the unit and counit of the adjunctions
There is a striking similarity between the definition of Φ † ν and the definition in [20] of the generalized trace maps. It would be interesting to get a good explanation of this similarity.
Proof. Serre duality on X and Y gives the following diagram for
where η is the unit of Φ * ⊣ Φ, and the top and bottom rows are dual to each other and are given by the adjunctions
Y is a right adjoint to Φ (see also [22, Section 2] ).
Reading the duality between the top and bottom rows of the above diagram we get
If we take H = S Y ΦG , µ and ν as in the statement of the proposition, andμ = µ • ǫ, then Φμ • η is nothing but Φµ, and we conclude that
By the commutativity property of the trace (Lemma 2.2) this can be rewritten as
If for some functor Ψ :
we have a natural transformation ν : Φ =⇒ S Y ΦΨ then the above construction yields a new natural transformation
and thus we can view Φ † as a map
where Nat denotes the set of natural transformations between the corresponding functors. By Proposition 3.1 we have for any µ : ΨF → F
3.3. The same kind of argument can be used to define a left adjoint to Φ when a right adjoint is known. For example,
is a left adjoint to ∆ * , where ∆ : X → X × X is the diagonal embedding.
3.4.
A similar kind of construction is the following: assume Φ and Ψ are functors from
, which admit right adjoints Φ ! , Ψ ! , respectively. Then there exists a natural isomorphism
which maps µ : Φ =⇒ Ψ to the composite
Indeed, an inverse to τ is given by mapping ν : Ψ ! =⇒ Φ ! to the natural transformation
4. The Hochschild structure: definition and basic properties 4.1. In this section we define Hochschild homology and cohomology for a space. The Mukai product is also introduced, together with its categorical interpretation. For simplicity of exposition we present everything for a smooth compact scheme with no group action; the case of an orbifold (or Deligne-Mumford stack) is obtained by thinking of all the objects involved as equivariant. For example the diagonal in X × X will be viewed as an equivariant subvariety of X × X, all Ext's are computed in the category of equivariant sheaves, etc. (see [6, Section 4] for details). We give some hints on how to deal with general orbifolds in (4.4) . Similarly, the case of twisted spaces will be obtained by working in a twisted derived category (with the observation that the diagonal can also be viewed as an (α, α)-twisted sheaf, etc.), and Serre functors make sense [7] .
4.2. Let X be a smooth, proper variety of dimension n over C. The following notations will be used throughout the paper: -∆ : X → X × X is the diagonal embedding; -ω X is the canonical bundle of X;
as an object of D b coh (X); often we shall also think of S X as the Serre functor
∆ . Definition 4.1. The Hochschild cohomology of X is defined to be
and the Hochschild homology is defined as
. This is a compact definition of the Hochschild groups, but for completeness we include a discussion of the relationship of our definition with the classical definitions of Weibel [27] .
The bar resolution is defined to be the complex of quasi-coherent sheaves of O X×X -modules
X given by multiplication in the first and last factors, and with differential
Hochschild cohomology is defined by Weibel by taking this resolution, applying the functor Hom X×X ( · , O ∆ ), and then taking hypercohomology of the resulting complex. Since the bar resolution is a resolution by free O X -modules, applying Hom X×X ( · , O ∆ ) and taking hypercohomology amounts to computing the complex
whose i-th cohomology group is precisely Ext
, which is our definition of HH i (X). Similarly, HH i (X) is usually defined by taking the bar resolution, applying the functor − ⊗ X×X O ∆ , and then taking hypercohomology of the resulting complex, thought of as a complex of O X -modules by multiplication in the O ∆ factor. (The complex obtained by tensoring the bar resolution with O ∆ is usually referred to as the bar complex.) In derived category language this is equivalent to computing
Hence the i-th homology group of RΓ(X, ∆ * O ∆ ) (which is the classic definition of HH i (X)) is naturally isomorphic to the i-th homology (or (−i)-th cohomology) group of
which is our definition of HH i (X).
4.
4. An alternative way of defining HH * (X) is to take the exact category Coh(X) of coherent sheaves on X and to apply Keller's construction [16] , which yields Hochschild homology. This provides an alternative easy way to define Hochschild homology for arbitrary orbifolds: the usual notion of an orbibundle generalizes immediately to that of a coherent orbisheaf, and these form an abelian category. Applying Keller's construction to this abelian category yields a definition of Hochschild homology for an arbitrary orbifold. A similar approach also works for the abelian category of twisted sheaves.
4.5. In the affine case, the idea of defining Hochschild homology as an Ext group appears also in [26] (where it is applied to the study of Gorenstein rings, which are precisely the rings for which Serre duality works as for smooth schemes).
4.6. Degree Bounds. The following result shows that homology and cohomology are nonzero only in certain dimensions.
If O ∆ is a locally complete intersection, this can be computed from the Koszul resolution, which has length dim X. The result follows.
From the lemma it follows immediately that cohomology lives in degrees 0 ≤ i ≤ 2n and homology can be non-zero only for −n ≤ i ≤ n, where n = dim X. Indeed,
and the Grothendieck spectral sequence computing the right-hand side of the above equality will only have non-zero terms 2 E pq in the square 0 ≤ p, q ≤ n. Similarly, the spectral sequence computing
(which yields Hochschild homology) will only have non-zero terms for 0 ≤ p ≤ n, −n ≤ q ≤ 0.
4.7.
Ring-Module Structure. Cohomology is naturally a graded ring, with product given by Yoneda composition, and homology is a graded left HH * (X)-module with the same action. The graded structure is given by the composition maps
Homology is equipped with a non-degenerate inner product (the Mukai product)
which pairs HH i (X) with HH −i (X). In order to define it, consider the contravariant functor
and ρ is the involution on X × X that interchanges the two factors. Since every object in D b coh (X × X) is quasi-isomorphic to a finite complex of locally free sheaves of finite rank, [13, II.5.16] shows that the functor ! induces an isomorphism
4.9. If we take F = S −1
X×X is the right adjoint of ∆ * ([13, III.11.1]), and thus
and similarly for F ! . Thus τ is an isomorphism between
, which is the Serre dual of HH −i (X),
Definition 4.3. The non-degenerate pairing
is called the generalized Mukai pairing. Note that it is not symmetric in general.
4.10. Categorical Interpretation. As mentioned in the introduction, there is an alternative (but imprecise) way of regarding Hochschild (co)homology. The main idea is that an object
, and a morphism F → G between objects in D b coh (X ×Y ) yields a natural transformation between the associated functors. Thus we have a natural functor
. In a perfect world this functor would be an equivalence, or at least fully faithful. However, as the following example shows, this can not be true:
Example 4.4. Let X = Y = an elliptic curve over C, let F = O ∆ , the structure sheaf of the diagonal in X × X, and let G = O ∆ [2] . Then Φ F = Id, Φ G is the translation by 2 functor. It is a straightforward calculation to see that
but the fact that Coh(X) has cohomological dimension 1 implies that any natural transformation between the identity functor and the translation by 2 functor on X must be zero. (One has to use the fact that every complex on X is quasi-isomorphic to the direct sum of its cohomologies.) Therefore the functor Φ can not be faithful in general.
4.11. The trouble with the functor Φ as defined is that it is trying to be an equivalence between a triangulated category and a category which has no obvious triangulated structure. There is another category of functors which is naturally triangulated and which we could use in our situation, namely
where Prex is the DG-category of preexact functors between the DG-enhancementsD(X),
, in the sense of Bondal and Kapranov [2] . The functor Φ can be defined as before. It seems reasonable to expect that ExFun + (X, Y ) is independent of the choice of enhancement, carries a Serre functor which on objects is given by
and Φ is fully faithful. For most of this paper we shall think of objects in D b coh (X × Y ) as functors, and of morphisms between objects as natural transformations, in the above sense. We forewarn the reader that the "definitions" and "proofs" that use this interpretation will not be precise, but they will have the advantage of being more conceptual.
4.12.
As an example of this kind of reasoning, the following is a more intuitive "definition" of Hochschild homology and cohomology:
"Definition" 4.5. Define
where 1 X and [1] are the identity and translation functors on the pretriangulated categorỹ D(X) ([2, Section 3]). Similarly, define
, where S X is the Serre functor of D b coh (X) (which lifts to a functor onD(X)).
Again, cohomology is naturally a ring (with multiplication given by composition of natural transformations) and homology is a module over cohomology. 4.13. The isomorphism τ in the definition of the Mukai pairing has an obvious categorical interpretation: it is just the isomorphism τ in (3.4) . The Mukai pairing on HH * (X) can now be reinterpreted by noting that the Serre dual of HH i (X) (with respect to the Serre functor on ExFun + (X, X)) is the space 
Indeed, τ will map µ : S −1
whereη andǭ are the "unit" and "counit" of the "adjunctions" S −1
respectively (see Proposition 6.1 for the precise meaning of this unit and counit). But we have
and thusη is a map O ∆ → O ∆ , which is obviously the identity. Similarlyǭ is seen to be the identity under the identification
We conclude that τ (µ) is nothing else than µ ⊗ π * 2 S X , under the obvious identifications. (We use π 2 because all the S ∆ 's appear on the left.)
Observe that an identification similar to the one in (3.4) could be made using left adjoints instead of right ones. This gives another isomorphism
which is easily seen to be multiplication by π * 1 S X .
The Chern character
In this section we define the Chern character map ch : K 0 (X) → HH 0 (X). We follow ideas of Markarian [19, Definition 2].
A homomorphism
between the identity functor and the Serre functor on D b coh (X). Thus for every F ∈ D b coh (X) we get a map
whose left adjoint with respect to the Serre duality pairing we denote by ι F :
Definition 5.1. The Chern character of F is defined as the image
of the identity morphism of F in HH 0 (X) under ι F . Explicitly, ch(F ) is the unique element of HH 0 (X) such that 
The following proposition shows that the map ch : D
Proof. For any µ ∈ Hom X×X (O ∆ , S ∆ ), ι(µ) is a natural transformation, and as such it gives a map of triangles
Observe that if we represent µ by an actual map of complexes of injectives, and F , G , H by complexes of locally free sheaves, then the resulting maps in the above diagram commute on the nose (no further injective or locally free resolutions are needed), so we can apply Proposition 2.3 to get 
where Z(R) represents the center of R (composition of morphisms in Hom(R, R) is the same as multiplication in Z(R) under the identification). Then the Chern character is a map from the character group K 0 (Rep(G)) to the center Z(R) of the group ring.
To understand this map, let f ∈ Z(R) and V be a representation of G (i.e., a right Rmodule). The map ι V (f ) : V → V is multiplication by f on the right. The Chern character of V , ch(V ), is by definition the unique element e V ∈ Z(R) such that
The left hand side is χ Vreg (e V · f ), the value at e V · f of the character χ Vreg of the regular representation V reg = R of G, and the right hand side is the value of χ V at f . Recall that R, being semisimple, is isomorphic to the direct sum of the endomorphism algebras End(V i ) over the irreducible representations V i of G (Wedderburn's theorem). Let e i be the orthogonal set of idempotents corresponding to this decomposition. Then it is obvious from the fact that multiplication by e i is the projection on the End(V i ) component that we have
for any f ∈ Z(R), and thus it follows that ch(V i ) = e i .
By semisimplicity this computes the value of the Chern character of any representation. The explicit value of ch(V i ) can be found in [15, 2.12] :
Functoriality of homology
We present in this section the construction of a map of graded vector spaces
. This construction is natural in the sense that to the identity functor we associate the identity map on homology, and (Φ • Ψ) * = Φ * • Ψ * for composable integral transforms Φ and Ψ. It is worth pointing out that, despite its name, Hochschild cohomology is not functorial in any reasonable sense.
be an exact functor which admits a left adjoint (for example, any integral transform). Given an element µ ∈ HH * (X) we want to define Φ * µ in a way that would be natural with respect to Φ.
Let us begin with the categorical interpretation, where things are easier. Recall that in Section 3 we constructed a natural map
If we take Ψ to be the shift functor [i], there is a natural restriction map
and thus we get a map
The defining property of Ψ † is the equality
The adjoint of Φ † with respect to the Serre pairing on natural transformations is a map Φ * : Nat(S −1
, 1 Y ) which should be thought of as the map HH i (X) → HH i (Y ) we are interested in. (Recall that homology is thought of as the dual of Nat(1 Y , S Y ) with respect to Serre duality of natural transformations.) 6.2. We want to use Proposition 3.1 to rewrite the above definition in a way that generalizes to the "Ext" interpretation. Indeed, we want to find a map
and not just a map on natural transformations.
By Proposition 3.1 we see that for ν ∈ Nat(1 Y , S Y [i]), Φ † ν can be written as the composite
whereη and ǫ are the unit and counit of the respective adjunctions. Assume that Φ is an integral transform, given by an object F ∈ D b coh (X × Y ), and define
Then by [5, Lemma 4.5],
are left and right adjoints of Φ, respectively.
under the correspondence between morphisms between objects on a product and natural transformations of the underlying functors.
Proof. Let π ij be the projection from X × Y × X onto the i-th and j-th factors, so that
Then we have
and we takeη to be the image of the identity morphism of F under the above isomorphism. The construction of ǫ is entirely similar and will be left to the reader.
whereη and ǫ are the maps defined in Proposition 6.1. Define
as the right adjoint to the map Φ † with respect to Serre duality on X × X and on Y × Y , i.e., for µ ∈ HH * (X), Φ * µ is the unique element in HH * (Y ) such that
6.3. The following theorem summarizes the functoriality properties of this construction:
. The map on homology associated to the identity functor is the identity, and if
Proof. Follows easily from the observation that if Φ * , Ψ * are left adjoints to Φ and Ψ, then Ψ * • Φ * is a left adjoint to Φ • Ψ, and similarly for right adjoint. Also, the obvious relations between units and counits hold. This proves the result at a categorical level, and we leave to the patient reader the task of checking that the corresponding compatibilities hold in the Ext interpretation.
Properties of the structure
In this section we argue that properties b, c and d of the original Mukai construction hold if we replace H * (X, C) with Hochschild homology and v by ch.
7.1. The commutativity of Φ * and ch is the content of the following theorem: 
(We make use here of the compatibility between the "Ext" and the natural transformations interpretations.) We conclude that for any µ :
Since ch(ΦF ) is uniquely determined by its dual functional, it follows that ch(ΦF ) = Φ * ch(F ).
7.2. We now move on to adjoint properties of maps on homology induced by adjoint functors.
, and let µ ′ and µ ′′ be the composite morphisms
Proof. Follows from a calculation entirely similar to that of Proposition 3.1 which is left to the reader.
Proof. We begin with the observation that it is enough to show that
, where τ is the map defined in (4.8). Indeed, if this equality holds, we have
We have observed in (4.14) that
S X , and we considered a similar isomorphism
given by µ →τ (µ) = µ ⊗ id π * 1 S X , which corresponds to choosing left adjoints in the definition of the Mukai product, instead of right adjoints, as we did in Definition 4.3. We extend this notation to simply mean that τ is the operation of tensoring with π * 2 S X , andτ is the similar operation that corresponds to π * 1 S X .
and consider the morphisms
By the commutativity of the trace (Lemma 2.2) it follows that
Now consider the commutative diagrams
where we have omitted the • signs, and we wrote S X for S ∆ X and 1 X for O ∆ X . Reading around the diagrams and using Proposition 7.2 we see that
Reverting to the τ ,τ notation (where multiplication by S X or S Y on the left corresponds to τ , and on the right toτ ), we conclude that
or, since τ ,τ are simply multiplication by a line bundle
where the second equality is the definition of Ψ * , and the third one follows from the fact that ττ = S Y ×Y and Lemma 2.2.
Since w was arbitrary and the pairings are non-degenerate, we conclude that Φ † τ = τ Ψ * , and this completes the proof.
Remark 7.4. Although we have
are different. This can essentially be seen by looking at Chern characters. This is the reason we need to be careful about the distinction between τ andτ .
is an isometry with respect to the generalized Mukai product.
Proof. We have Φ * x, Φ * y = Ψ * Φ * x, y = (Ψ • Φ) * x, y = x, y , where the last equality follows from the fact that if Φ is an equivalence, then its left adjoint Ψ is an inverse to it. 7.3. The Hirzebruch-Riemann-Roch theorem is a consequence of the other properties:
where χ( · , · ) is the Euler pairing on K 0 (X),
Proof. Let p : X → pt be the structural morphism of X, and observe that O X = p * O pt . The functor p * is left adjoint to p * , and if Φ is the functor E ⊗ −, then its right adjoint Ψ is given by E ∨ ⊗ −. Using the properties of the Mukai product and Chern character we get
Since ch is a map on K-theory, K 0 (pt) ∼ = Z, and the Mukai product is additive, we see that
as it is a trivial computation to check that 7.4. We conclude with a mention of the following result, inspired by the Cardy condition in physics. We omit the proof, as we shall not use it in the sequel, and it is mainly an exercise in applying several times the basic construction (Proposition 3.1). The interested reader can easily supply the details. Observe that the Hirzebruch-Riemann-Roch formula is a direct consequence of the Cardy condition, with e = id E , f = id F .
Derived equivalence invariance
This section is devoted to a discussion of the invariance of the Hochschild structure under derived equivalences. This is the primary reason for our decision to use it instead of the harmonic structure given by cohomology of vector fields and/or forms discussed in [8] . We provide proofs of our statements in the "Ext" interpretation; it is obvious that the proofs in the categorical interpretation would be significantly shorter, perhaps trivial. 
∨ for x ∈ X, and thus
for x, x ′ ∈ X. It follows that the orthogonality condition of [5, Theorem 5.1] is satisfied by F ∨ if it is already satisfied by F . Furthermore, if F is an equivalence
by [5, Theorem 5.4] , and therefore
so we conclude by the same theorem that F ∨ is an equivalence. Now consider the objects E where F = Φ E . But since the Serre functor is intrinsic [3] , this functor must be isomorphic to S Y , and hence it must be given by S ∆ Y (an equivalence of derived categories is induced by an object on the product which is unique up to isomorphism [22, Theorem 2.2]). In the affine case this theorem has been proven for cohomology even for non-commutative rings by Happel [12] and Rickard [25] . (Rickard even removed the requirement that the equivalence be given by a Fourier-Mukai transform.)
This completes parts a. and b. of Theorem 8.1. Part c. is just Corollary 7.5.
