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oita tietokoneille tietoverkon yli käyttäen PXE protokollaa. Palvelimen tuotettiin asiakasyri-
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1 Introduction 
 
Installing the operating system is usually the first step in any company when a computer 
arrives to the premises. To standardize the configuration and prevent human errors dur-
ing the deployment of an operating system on the computers is often automated to a 
certain degree. Many tools can be used for automating the operating system deployment 
and some of the most common ones used in the industry are explained in the theory 
chapter of this thesis. 
 
Deploying the operating system to multiple computers concurrently frees up resources 
to the supporting IT team. This can be accomplished by delivering the installation media 
with the network. Utilizing the network to load bootable images instead of a removable 
media is more convenient as the deployment of any client operating system requires the 
network connectivity for downloading the critical security updates before the system can 
be handed over to the end-user. 
 
System administrators do not have to carry and update removable media for deploying 
or troubleshooting a device as the solution provides a wide variety of troubleshooting 
and recovery tools. The solution presented in this study saves time and thus saves 
money for the case company, it is also highly versatile and cost-efficient to implement in 
most environments. 
 
1.1 Company Background 
 
Varian Medical Systems produces tools that harness the power of X-ray energy for the 
benefit of humankind. Varian produces devices and related software in the fields of radi-
otherapy, radiosurgery-ray tube technology and many others. Varian has over 70 offices 
around the world and over 6600 people working for the company. Varian’s branch office 
in Finland employs over 160 people and focuses on software development. Employees 
in the branch office collaborate with Varian employees all over the globe. 
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1.2 Research problem and objective 
 
System administrators of the case company currently use removable media such as 
CD/DVD and USB storage to store and deliver the boot media when deploying new ma-
chines or when backup and troubleshooting tools are needed. Using removable media 
has many security concerns and it does not scale for high volume deployment. Keeping 
track of the different medias and their location while keeping the media up-to-date is 
frustrating and wasting time as all the machines are connected to the network which 
could be utilized to deliver the boot media. To tackle this problem, the objective of this 
study is to implement a standalone system for delivering hybrid boot media utilizing the 
network and thus rendering the removable devices obsolete. 
 
1.3 Structure of thesis 
 
This study has seven sections. Section 2 provides the specifications set for the solution 
and a brief comparison of other similar solutions available. Section 3 explains the theory 
behind the solution and introduces all the building blocks of Section 4, which presents 
the implementation of the solution. Section 5 verifies that the solution functions as spec-
ified in Section 2 and that the Section 3 theory is applicable, while Section 6 focuses on 
securing the solution from threats and Section 7 concludes the study with the final words.  
 
2 Project Specifications 
 
2.1 Current state 
 
Currently the deployment of new PC’s is done by using removable media, such as a USB 
stick or a DVD. The system saved in the removable media is a bootable image exported 
from the SCCM server, which contains a WinPE operating system capable of initiating 
the task sequence, which will perform the installation of the Windows operating system. 
The task sequence is password protected and only the system administrators know the 
passphrase. The usage of this bootable media is allowed only for people working in the 
IT department. The task sequence for production is created by a global team and this 
process is out of the scope of this study. 
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This study does not support the deployment of Server operating systems because of the 
low volume of installations. Instead the primary focus is on installing the Windows 10 
operating system and delivering troubleshooting tools reliably, while saving time. 
 
2.2 Project design 
 
This project leans on the existing infrastructure, but still delivers a completely standalone 
and locally managed solution to load bootable operating system images for the Helsinki 
branch office. The server will be hosted with the same requirements and security in place 
as with other core infrastructure servers such as a domain controller and a DHCP server. 
 
In addition to the boot image for the Windows operating system deployment this project 
also focuses on delivering bootable Linux distributions and recovery and diagnostics 
tools over the network. The project starts with first implementing the deployment of the 
case company’s production image. After this, the work with the Linux operating system, 
backup and diagnostic tools will be implemented. Once all the work has been conducted 
a private testing will be conducted by the IT department and after that the solution is 
tested by production use. Primarily, the solution is focused on making the IT support 
more effective and saving time. Linux and the other tools can be used also by the R&D 
engineers and they can start using the system after the testing is done by the IT depart-
ment.  
 
2.3 Comparing solutions 
 
In this section, three popular and effective imaging solutions are introduced and com-
pared with each other. The solutions compared in this study are FOG, Serva and Mi-
crosoft WDS all of which are briefly introduced. 
 
2.3.1 Windows Deployment Services 
 
Windows Deployment Services (WDS) is a Windows server role developed by Microsoft. 
WDS delivers boot image utilizing the network instead of DVD’s or USB storage devices 
for the initial first boot. WDS can be used as a standalone or it can further append Mi-
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crosoft System Center Manager (SCCM) or Microsoft Deployment Toolkit (MDT) deploy-
ment features. WDS supports all popular architects, including ARM and 32/64-bit UEFI 
boot images. WDS will be later described in detail in Section 3. 
 
2.3.2 FOG 
 
FOG is an open source cloning solution and it is widely used by many organizations such 
as schools and other non-commercial institutions. FOG is installed on a computer or 
virtual machine (VM) running Linux such as Ubuntu or CentOS. The FOG server is man-
aged then by using a web user interface (UI). FOG supports the imaging of Windows 
operating systems (excluding Windows Server), Linux and MAC OS X. FOG also offers 
computer management features for installing software and running scripts on remote 
client computers. FOG offers a great number of features especially for being a free so-
lution, but looking at the wiki and forum of the project many hardware related issues are 
reported. Especially Dell and HP desktops, laptops and servers seem to have known 
problems. FOG is complicated to setup comparing to WDS for example and must be 
updated manually. [1] 
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2.3.3 Serva 
 
Serva is an Automated PXE Server Solution Accelerator according to the official website 
and offers the following services: 
 
• HTTP server 
• FTP server 
• TFTP server 
• TFTP client 
• DHCP server 
• proxyDHCP server 
• BINL server 
• DNS server 
• SNTP server 
• SYSLOG server 
 
Serva differs from the traditional PXE server solutions quite dramatically by being a port-
able application, which is only an approximately 3 MB sized executable file. Serva runs 
on any Windows version from Windows 2000 to Windows 10, unlike many open source 
alternatives that run on Linux systems. As the portable nature of Serva implies it does 
not require installation and is thus very fast to implement. Configuring Serva is a very 
simplified task when comparing to WDS. Configuration settings are illustrated in figure 
1. 
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Figure 1: Serva Settings [2] 
As figure 1 shows, Serva in configured using just a single menu. However, Serva is not 
open source and it is also not free for commercial use. Serva’s “Community” version, 
which is free of charge for personal use also lacks several of the features of the profes-
sional version. Serva offers a professional license for both 32-bit and 64-bit architectures 
for a price of €67,50 for a single instance at the time of writing this thesis. The official 
documentation available at the time of writing this thesis is quite short and clearly not 
written for complex environments as the deployment scenarios are quite simple. Consid-
ering the lacking documentation, the case company of the project would most likely hes-
itate to buy the license. [2, 3] 
 
Windows Deployment Services was chosen over these alternatives because it is made 
by Microsoft for the pure intent of deploying Microsoft Windows operating systems and 
the focus of this study is the Windows deployment. It requires a Windows Server license 
and has no further costs. 
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3 Theory 
 
This chapter introduces and explains briefly the key systems used in the solution pre-
sented in the next chapter, which concentrates on the implementation. It is assumed in 
this section that the reader has a basic understanding of information networks, Linux and 
Windows environments. 
 
3.1 Preboot Execution Environment 
 
Preboot Execution Environment (PXE) is a protocol created by Intel. It specifies a stand-
ardized environment for network booting client devices. The client only needs a PXE-
capable Network Interface Card (NIC) to implement it and for network addressing PXE 
relies on a pre-existing DHCP server. To boot via the network a Network Bootstrap Pro-
gram (NBP) needs to be downloaded from the server. For the download Trivial File 
Transfer Protocol (TFTP) is used. [4] 
 
3.1.1 PXE boot process 
 
The client following the PXE protocol first broadcasts the DHCPDISCOVER frame con-
taining an extension indicating that the request is from a PXE implementing client. The 
DHCP server answers with a DHCPOFFER that includes the IP-address for the client. 
Also, the boot server must respond to the client with the NBP file name and IP address 
of the TFTP server. The client then accepts the DHCP offer by sending out a DHCPRE-
QUEST and DHCP server answers with the DHCPACK. After this, the client continues 
to download the NBP file with TFTP from the server. The client executes the NBP file 
once it is downloaded. Figure 2 presents the boot process: [5, 6] 
 
Figure 2: PXE boot process 
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In figure 2, the L3 Switch has an IP Helper configured with both DHCP and WDS server 
addresses. The switch forwards the DHCPDISCOVER to both servers, so both servers 
will receive the packet even when in a different subnet than the client. 
 
3.2 Network requirements 
 
For the PXE boot to work the DHCP server must receive the initial DHCPDISCOVER 
broadcast from the client. If the client and server are in different broadcast domains a 
DHCP relay also often called IP helper needs to be configured in the network devices. 
The IP helper relays the DHCPDISCOVER as unicast to the configured IP-address of 
the DHCP server, if the DHCP server and the actual server containing the boot file are 
different, both servers need to be configured to the IP helper. The IP helper forwards the 
DHCPDISCOVER as unicast to the server(s). If a firewall is located between the client 
and server, it is specified that the following ports and protocols must be allowed for the 
server: 
 
- TFTP server UDP port 69 
- DHCP server UDP port 67 and 68 
- UDP port 4011 for PXE 
- Random ports from 64001 through 65000 for TFTP 
- TCP port 135 and 5040 for RPC 
- TPC ports 137-139 for SMB  
 
Another consideration when using dedicated DHCP and boot servers is that a network 
device might drop the packets sent by the boot server after the client has accepted the 
IP-address provided by the DHCP server. This feature is often called DHCP snooping. 
Usually this is not an issue if the client is only booted once using PXE, but booting it 
again after a short time would fail because of the DHCP snooping blocking the boot 
server as a rogue DHCP server. [5, 7] 
 
3.3 UEFI versus BIOS 
 
Unified Extended Firmware Interface (UEFI) is a standardized firmware developed to 
replace the Basic Input Output System (BIOS). UEFI specifies the interface between an 
operating system and firmware as illustrated in figure 3: 
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Figure 3: UEFI [8] 
As figure 3 presents, the UEFI is a very low-level piece of software. Over 140 technology 
companies participate in the UEFI forum and all new devices shipped with Windows 10 
have an UEFI firmware by default. UEFI provides benefits and removes limitations that 
the BIOS has. The benefits of UEFI are: 
 
• Faster boot and resume times 
• Security features such as Secure Boot and factory encrypted drives 
• Support for more than 4 partitions on a single disk and disk over 2 TB 
• Support for UEFI drivers and applications 
• Backwards compatibility with BIOS known as legacy boot 
 
Before installing the operating system, the choice must be made to use either UEFI or 
BIOS. If the computer supports legacy BIOS modes the boot media, WinPE, must be 
started using the correct mode as in UEFI or legacy BIOS. When installing on a drive 
that has been previously used with BIOS mode, the disk must be changed to use the 
GPT/FAT32 and NTFS scheme rather than the MBR/NTFS scheme. UEFI does not sup-
port cross-platform start up, thus the correct media must be used for 32-bit and 64-bit 
architecture computers. [9, pp 58-59] 
 
3.4 History of WDS 
 
Microsoft first developed the Remote Installation Services (RIS), which was included in 
Windows Server 2000 and Windows Server 2003 to enable deployment through the net-
work. RIS was known as difficult to manage and slow. For these reasons, a great number 
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of organizations rather used a third-party solution for deploying Windows operating sys-
tems. Many of these solutions required expensive licensing. Windows Deployment Ser-
vices (WDS) was introduced in the Windows Server 2003 Service Pack 2 and it has been 
included in every version of Windows Server operating systems ever since. In Windows 
Server 2008 came the support for high volume deployments by utilizing multicast for the 
transfer of image to clients. One of the major benefits of the WDS is that it is included in 
the Windows Server as a role and requires no additional licensing, unlike many of the 
third-party options available in the market. [4] 
 
3.5 How WDS works 
 
WDS relies on the PXE technology developed by Intel and included in most of the Net-
work Interface Cards (NIC) of modern computers. For the image file transfer, the Trivial 
File Transfer Protocol (TFTP) is used. With WDS the client computer can be booted with 
only the network connectivity and the administrator can choose from a list of boot images 
available on the WDS server. WDS utilizes two images for the deployment, a boot image 
and an installation image. In this project only the boot image is used which contains a 
minimalistic Windows Operating system called WinPE (Windows Preinstallation Environ-
ment). The WDS server only provides the boot image, because the boot image used is 
customized with the Configuration Manager console and includes a task sequence which 
will perform the operating system install. The SCCM infrastructure could be used to pro-
vide a PXE boot service on the distribution point, but that would not be as standalone 
and versatile as deploying a WDS server. [4] 
 
3.6 Linux 
 
Linux differs from the Microsoft Windows Operating System in many ways. Linux oper-
ating systems, usually called distributions, are built around the Linux kernel. A great 
number of Linux distributions exist and many of them are community-driven open source 
projects, but also commercial distributions such as Red Hat Enterprise Linux, SUSE and 
Ubuntu exist which sell support for their products. Due to the vast amount of different 
distributions, it is not possible to test and verify that all of them work in the solution pre-
sented in this project. Rather in this project the focus is to verify that a very popular and 
well supported distribution Ubuntu can be delivered reliably and effectively. 
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3.6.1 Deploying Linux 
 
No tool is offered by Ubuntu for an automated deployment of the distribution, but the 
community has developed open source tools which can deliver the functionality. 
 
Cobbler is a Linux installation server that allows the rapid setup of network installation 
environments according to the official website. Cobbler builds on the RHEL mechanism 
Kickstart, which is used to automate the installation of a Linux distribution. It supports 
the PXE network boot and offers installations in a virtualized environment also. Cobbler 
can also be used to manage the clients after deployment and it integrates with Yum RPM 
packet manager. [10, 11] 
 
Unfortunately, it is not possible to implement another standalone system for the Linux 
deployment and it is also not possible to integrate any of the available solutions with the 
WDS. Because of this, the WDS system will be modified to include a part of the Syslinux 
project to provide the interface between Linux and Windows systems. The Syslinux Pro-
ject is a package of lightweight bootloaders for different scenarios. In this case, the 
PXELINUX package is used as the bootloader in the WDS environment. [12] 
 
3.7 Backup and recovery tools 
 
Computers are complex systems and both the hardware, and the software will have and 
have bugs, problems and malfunctions. Firmware bugs can render the hardware unusa-
ble or harm the data processed in the computer. Just starting an operating system is a 
complex matter and requires correct behavior of the hardware and firmware on the moth-
erboard. When things do go wrong, and the operating system will not start, a recovery 
tool is often needed to fix the system or if the system is beyond saving a backup tool is 
needed to recover the data. To help make the life of the system administrators easier 
this study will present how to add useful operating system and data recovery software to 
the WDS server. 
 
The Ubuntu Linux distribution offers a feature called “Live CD”, this can be used to test 
the distribution before committing with the installation or as a rescue mode. In live mode, 
the distribution is downloaded purely to RAM and thus the live mode can run on top of 
the primary OS such as Windows temporarily. This can be useful if the primary OS will 
not boot anymore or login credentials are missing. This live CD mode is available by 
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default in the Linux installation media. The Ubuntu live mode also includes the GUI, un-
like actual rescue modes in most distributions. The image used for the Live CD can be 
customized to include additional programs and other features. 
 
Memtest86+ is probably the most popular and widely used stand-alone, bootable and 
free software for testing the RAM memory of any computer. Also, a software called 
Memtest86 exist which is based on the original Memtest86 software just as the 
Memtest86+ is. According to the Memtest86+ website, “The first version of Memtest86+ 
was released on early 2004, based on memtest86 v3.0 that was not updated since mid-
2002”. [13] The Memtest86 website backs up the story, “During the time period of the 
MemTest86 V3.0 release (years 2002 to 2004) the code was 'forked' by Samuel 
Demeulemeester (now part of the French CanardPC publishing group) into a another 
version of the software called MemTest86+”. [14] Memtest86 is available as “Pro” and 
“Free” versions and as the naming suggests only the “Free” version is available for free. 
However, because Memtest86+ is completely free and open source it was chosen for 
this study. The major feature missing from Memtest86+ is UEFI compatibility, but it is not 
needed in this study as the hardware supports the legacy BIOS boot. 
 
According to the official website, “SystemRescueCd is a Linux system rescue disk avail-
able as a bootable CD-ROM or USB stick for administrating or repairing the system and 
data after a crash”. [15] System Rescue CD accomplishes these tasks by offering a wide 
range of system tools for diagnosing and repairing issues. Some of these tools are: 
 
- GNU Parted 
- GParted 
- FSArchiver 
- Ddrescue 
- NTfs3g 
- Sfdisk 
- Rsync 
 
Most of these tools are associated with accessing the data on the hard drive of the bro-
ken system and then backing up the data. System Rescue CD also has good documen-
tation on how to use some of the tools to perform certain tasks. Customizing the image 
is also possible and documented in the official website. [15] 
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4 Implementation 
 
This part of the study focuses on the implementation of the project according to the pro-
ject specifications. Installation and configuration of the systems are introduced in the 
order of which they were implemented to the solution. 
4.1 Architecture 
 
For this project, a new dedicated server was required and specified by the client. This 
server was provided by using the existing VMWare Virtualization Environment. The in-
frastructure of the virtual environment is a cluster of ESXi hypervisors, controlled by a 
vCenter and administrated by using vSphere management console. This kind of solution 
is often referred to as the vSphere platform when using the VMWare terminology. Utiliz-
ing virtualization to deploy the server increases the cost efficiency greatly as the WDS 
server is most of the time only listening for possible clients and requires very minimal 
CPU and memory resources at that time. When using virtualization, the resources can 
be freed for other virtual machines. 
 
This dedicated server will run the newest version of Windows Server operating system 
available, Windows Server 2016. In this server, the WDS role will be installed. A new VM 
was created with a comfortable amount of resources to run the operating system and the 
services. The VM was created with 2 virtual hard drives, one with 60 GB of storage for 
operating system files and one with 100 GB of storage for the boot images. 
 
To enable the WDS server to be reached by client computers, the ESXi cluster is con-
nected to the physical network. A high-level topology of the network is illustrated below 
in figure 4: 
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Figure 1: Simplified Network topology 
As seen in figure 4, the network consists of multiple subnets and a distribution switch is 
used to route the traffic between the subnets. In the implementation of this study, the IP 
helper is configured in every access switch and in the server switch to make sure that 
every DHCPDISCOVERY broadcast is routed to the DHCP server and WDS server.  
 
4.2 Installing the WDS role 
 
After Windows Server 2016 has been installed and joined to domain with all the required 
security updates installed, the WDS role can be added. Before starting the installation of 
the WDS role a static IP address should be configured on the server as the server can 
only provide the services if it always has the same IP address. It is a good practice to 
use an IP address that is excluded from the DHCP scope. When installing Active Direc-
tory Domain Services (AD DS) role and WDS in the same server the AD DS role should 
be added first. 
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To begin installation of the WDS role click “Add roles and features” in Server Manager 
to open the wizard. Select the local server and go to “Server Roles” page to select the 
“Windows Deployment Services” check box. 
 
Continue the wizard until the “Role Services” page is reached. It is possible to only install 
the “Transport Server” service, which provides all the PXE and networking functionality, 
but does not include the complete functionality to deploy Windows operating systems. 
The “Deployment Server” services are dependent on the Transport Server. In this study, 
both services were installed for the full functionality of the WDS role. Figure 5 shows the 
“Role Services” page: 
 
Figure 5: Deployment or Transport 
As figure 5 presents, it is possible to only install the “Transport Server” which lacks some 
of the features used in deploying operating systems. After selecting the role services, 
continue to the installation and wait for the installation to finish. It is a good practice to 
restart the server after installing a role and moving on to configuring it. [16] 
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4.2.1 Initial configuration of the WDS role 
 
Before continuing with the configuration, these requirements must be met: 
 
- The server is part of an AD DS domain or AD DS domain controller to allow the 
full functionality, or alternatively configure the server in the standalone mode 
- DHCP server and a DNS server exist on the network 
- The server has a NTFS partition for storing the images 
 
After installing the WDS role open the “Windows Deployment Services” application and 
select the WDS server for configuration to launch the configuration wizard as seen in 
figure 6: 
 
Figure 6: Configure Server 
Figure 6 shows that the “Windows Deployment Services” application also indicates that 
the server is no yet configured. In this project, the server was integrated with Active Di-
rectory, but the server can also be run in the standalone mode if it is not part of a domain. 
The remote installation folder was created on the dedicated hard drive. The next step is 
to select to which clients the WDS server responds as seen in figure 7: 
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Figure 7: WDS Configuration Wizard 
Figure 7 presents all the possible options for defining which client computers the server 
will respond to. In this project, the WDS server is available to all clients as the other 
options require manual approval and this would greatly decrease the effectivity. After this 
selection the WDS role configuration starts and this completes the installation of the role. 
Next, the WDS server needs a boot image to serve the clients with. [16] 
 
4.3 Preparing the SCCM image to be used in WDS 
 
In SCCM a task sequence media is exported as bootable media. This image can be used 
as the boot media to start the installation over the network. The image exported is a Disk 
Image File also called an ISO-file. Only WIM images are compatible with WDS. This ISO 
contains a compatible boot image in the WIM format, but extracting it requires a few 
steps from the system administrator.  
 
For working with WIM images Microsoft offers Deployment Image Servicing and Man-
agement (DISM) tool, which is a part of Windows Assessment and Deployment Kit (Win-
dows ADK). If deploying Windows 7 or older Windows Operating System the Windows 
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Automated Installation Kit (Windows AIK) is needed.  The following steps are performed 
on a Windows 10 system running Windows ADK version 1703 and might not apply to 
other versions.  
 
First, the ISO-file is extracted using WinZip or by mounting it and copying the contents 
to an empty folder. In this case, the ISO file is extracted to “C:\SCCM”. To use DISM the 
command line must be launched as administrator. Mount the boot file located under the 
“C:\SCCM” folder to “C:\img” folder with following command: 
 
dism /mount-wim /wimfile:C:\SCCM\sources\boot.wim /index:1 
/mountdir:c:\img 
 
Figure 8 shows the command line interface: 
 
Figure 8: CMD 
As seen in figure 8 the image mounted successfully to the folder C:\img. 
 
Copy DATA-folder from “C:\SCCM\SMS” to “C:\img\SMS”. To enable the command line 
in the WinPE, locate the tsbootshell.ini file in the “C:\img\SMS” folder and add the line: 
 
EnableDebugShell=True 
 
This is useful to debug problems in deployment. Now the image can be unmounted: 
 
dism /unmount-wim /mountdir:C:\img /commit 
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Now the file “C:\SCCM\sources\boot.wim” is ready to be imported to the WDS server. 
[17] 
 
4.4 Adding boot image to WDS 
 
Boot images contain the WinPE that the client first boots to. The image uploaded to the 
server was the case company’s production image prepared in the last section. To begin 
open the “Windows Deployment Services” application. In the application, expand the 
“Servers” selection and then expand the appropriate server to browse the images. To 
add the boot image, use the right click and select “Add Boot Image…” as illustrated in 
figure 9: 
 
Figure 9: WDS Boot Images 
 
Figure 9 shows the GUI where the boot images are managed. After launching the ”Add 
Image Wizard” the boot image is selected first. In this project, a shared network folder 
contains all the image files and only the IT-personnel can access this folder and the files. 
This helped to streamline the process of updating boot images.  
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Select the applicable image and continue the setup as illustrated in figure 10: 
 
Figure 10: Boot Image uploaded to the network share 
Figure 10 shows an example of the image path and type. 
 
After the image is selected, continue the wizard by clicking next. Now the image must be 
named. The name given here will be visible for the PXE client. If multiple boot images 
are available, a list of available images is shown to the user, so image names should be 
descriptive. After this step, the boot image is loaded into the service, but in this case the 
image is also set as the default boot image. To set the boot image as the default image 
in WDS service, open the properties for the applicable server as illustrated in figure 11: 
 
 
Figure 11: WDS Server Properties 
 
Figure 11 shows that the properties for the server is available after configuring.  
In the properties dialog, open the “Boot” tab. In the boot tab, it is possible to select the 
parameters for the initial boot behavior, but most importantly the “Default boot image” 
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can be set to allow the automatic boot of the preferred image. Refer to figure 12 for 
example: 
 
 
Figure 12: Default boot images 
 
Figure 12 shows that the default image for each architecture can be selected individually. 
When selecting the boot image(s) for different architectures only the applicable images 
are offered to choose from. In this project, only the “x64 (UEFI) architecture” image is 
used for new installations, but the non-UEFI image is provided for legacy installations of 
Windows 7 operating systems. Here are also the options for the PXE boot policy, which 
should be chosen according to the company’s preference. The last option “Never Con-
tinue the PXE boot” can be used to disable the PXE boot. 
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4.5 Deploying Linux operating system 
 
As explained in the theory section, the Linux deployment cannot be done as a standalone 
so instead the PXELINUX bootloader from the Syslinux project is used. The PXELINUX 
bootloader will be set as the default bootloader provided by the WDS server, but it also 
still allows to boot the Windows Boot Manager. In this study, the PXELINUX bootloader 
is only used for BIOS/Legacy boot, not for UEFI. 
 
Here are the steps for adding the bootloader and other needed files to the existing WDS 
installation: 
 
- Download the 4.04 SYSLINUX package from the official website 
- Extract the following files: pxelinux.0, vesamenu.c32, chain.c32 
- Rename the “pxelinux.0” -file to “pxelinux.com” 
- Place these files to “RemoteInstall\Boot\%Architecture%”, under both x64 and 
x86 architectures 
- Create folders “pxelinux.cfg” and “Linux” under both architectures 
- Create a file named “default” without file extension under “pxelinux.cfg” -folder 
This is used to configure the boot menu later 
- Under both architectures make copy of “pxeboot.n12” and name it to “pxeboot.0”. 
- Under both architectures make copy of “abortpxe.com” and name it to 
“abortpxe.0”. 
 
The next step is to change the bootloader. Since the Windows Server 2008 R2, this can 
only be done using the command line tool “WDSUTIL” instead of using the GUI. The 
following commands set the pxelinux.com as the bootloader for both architectures: 
 
wdsutil /set-server /bootprogram:boot\x86\pxelinux.com /architecture:x86 
wdsutil /set-server /N12bootprogram:boot\x86\pxelinux.com /architecture:x86 
wdsutil /set-server /bootprogram:boot\x64\pxelinux.com /architecture:x64 
wdsutil /set-server /N12bootprogram:boot\x64\pxelinux.com /architecture:x64 
 
Next the boot menu must be configured. The “default” file created earlier is used as a 
configuration file for the menu. The final menu schema is presented in figure 13: 
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Figure 13: Default configuration file 
In figure 13, many of the files created earlier are used in the “Kernel” statements. 
In this “default” file the boot menu is formed, and it also contains the information of which 
“kernel” or boot file the corresponding menu item will download. More information on 
what these options mean is presented in the next sections 4.5.1 and 4.6. [12] 
 
4.5.1 Ubuntu Live CD 
 
As mentioned in the theory part, the Ubuntu Linux installer contains a “Live CD” mode, 
which allows users to test the distribution before installing it to the hard drive. In this 
section, the Ubuntu image is added to the WDS server and setup with PXELINUX to 
allow it to be launched in the Live mode directly from the boot menu. At the time of writing 
this study the newest Ubuntu Long-Term Support (LTS) version is the 16.04.3, the LTS 
version is much more stable and better suited for enterprises. The 64-bit Ubuntu 16.04.3 
installer (ISO) was downloaded from the official site. 
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The PXELINUX does support booting of ISO-files using a software called memdisk, but 
it does not really work with today’s Linux distributions or with any modern software. Luck-
ily, there are other options, but they require significantly more configuration. [18] 
 
First the Ubuntu ISO-file is extracted under the “%RemoteInstall%\Boot\x64\Linux\” in its 
own folder, called simply “Ubuntu”. In this study, only the 64-bit version of Ubuntu is 
configured, but the steps would be the same for the 32-bit version. Ubuntu unfortunately 
does not support fetching all the needed files using TFTP directly and the performance 
of such download might also be poor. Instead, when the Ubuntu Live CD is chosen from 
the PXELINUX boot menu, only the kernel and initrd files are downloaded through TFTP 
to the client. After this, the Ubuntu needs the root of the filesystem. This will be provided 
by sharing the root directory using NFS. 
 
The Windows Server 2016 supports NFS sharing but first the role must be installed using 
“Add roles and features wizard”. The name of the role and the location in the menu is 
presented in figure 14. 
 
Figure 14: NFS Server role 
As seen in figure 14, the “Server for NFS” option is located under the “File and Storage 
Services”. After the role is installed, the “Ubuntu” folder created earlier can be shared. 
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The NFS sharing can be enabled by right clicking the folder and opening the properties 
as presented in figure 15. 
 
Figure 15: NFS Sharing 
After the NFS sharing feature is added to the server, the “NFS Sharing” tab becomes 
available as seen in figure 15.  
The default options can be used, just clicking the “Share this folder” check box and Apply 
completes the task. However, the permissions can be altered. The default options allow 
read-only access to “ALL MACHINES”, this is fine in the LAN environment of this study. 
Default configuration for the permissions is presented in figure 16: 
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Figure 16: NFS permissions 
The permissions seen in figure 16 allow the “Ubuntu” folder to be mounted by any client. 
It is possible to allow the NFS sharing for single IP addresses, but unfortunately adding 
subnets is not supported. Next, the PXELINUX boot menu must be configured with the 
right commands to load the kernel and initrd, and mount the root filesystem as seen in 
figure 13, the “default” file contains these lines: 
 
LABEL Ubuntu 
MENU LABEL Ubuntu 16.04.2 
Kernel /Linux/Ubuntu/casper/vmlinuz.efi 
append boot=casper netboot=nfs nfsroot=10.80.25.12:/Ubuntu initrd=Linux\Ubuntu\cas-
per/initrd.lz 
 
Going through this line by line, LABEL is just a note of what this entry is in the “default” 
file, now the next line MENU LABEL is presented in the boot menu GUI for the user. The 
next line is the Kernel which tells bootloader where the kernel file is and then the append 
line contains the rest of the kernel command.  
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The kernel commands are formed with the following logic: 
 
boot=casper – Tells the kernel to boot into the Live CD mode, called casper in Ubuntu 
netboot=nfs – Tells the kernel to netboot using NFS 
nfsroot=10.80.25.12:/Ubuntu – Tells the nfsroot location to mount, IP address is for the 
NFS-server (same as the WDS server in this case) using a DNS name is not supported 
initrd=Linux\Ubuntu\casper/initrd.lz – Tells where to find the initrd. Note that the root for 
the path is the same as for the kernel file 
 
These commands are not universal, but they work with most Ubuntu-based distributions 
that support the Live CD/casper mode, for example Lubuntu. Even though Ubuntu is 
launched in the Live CD mode, it is possible to install the distribution to the hard drive 
using the installation wizard in the Live session just as when installing it from a CD/USB 
media. [12] 
 
4.6 Adding backup and recovery tools 
 
In this section, the backup and recovery tools presented in the theory chapter will be 
added to the WDS server and published using the PXELINUX boot menu. This section 
will show two different approaches to delivering these tools and tries to act as an example 
of how to publish similar tools using the WDS. 
 
4.6.1 Memtest86+ 
 
Memtest86+ can be downloaded in many forms such as a pre-compiled ISO-file, binary 
file and even the source code can be downloaded as it is open source. For this setup 
with WDS the PXELINUX should support both the ISO and the binary file, but testing 
shows that the memdisk software method is not possible with the ISO file, thus it is best 
to use the binary file. The pre-compiled binary used is available from the official website. 
At the time of writing this thesis the newest software version is 5.01. 
 
- After downloading the binary file, a new folder for Memtest86+ is created under 
“%RemoteInstall%/boot/x64/” called “memtest”.  
- The binary file will be copied there and renamed to “memtest” without a file ex-
tension.  
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The only thing left to do is make a boot menu entry for Memtest86+ by editing the “de-
fault” file: 
 
LABEL Memtest – General label for the menu entry 
MENU LABEL Memtest86+ 5.01 – Label of the menu item visible in the GUI of the boot 
menu 
Kernel /memtest/memtest – Location of the binary file, “%RemoteInstall%/boot/x64/” as 
root 
 
Figure 17 presents the GUI of Memtest86+: 
 
Figure 17: VM running Memtest86+ 
The Memtest86+ binary file is only 147 KB, which is impressive as it still supports almost 
every x86 hardware. It also loads in a blink of an eye when selected from the boot menu. 
In figure 17, the GUI also shows the CPU temp, CPU model and memory information for 
the user. 
 
4.6.2 System Rescue CD 
 
As the “CD” in the name implies the System Rescue CD is a bootable software available 
as an ISO file and usually burned to a CD/DVD or saved to a USB storage device. Adding 
it to WDS is a bit more complex task then creating a removable media:  
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- First the ISO must be downloaded from the official website, at the time of writing 
this study the newest version is 5.1.1. Only the 64-bit version is configured in this 
example.  
- New folder called “SystemRescueCD” is created under “%RemoteIn-
stall%/boot/x64/”. The ISO file downloaded is extracted to the folder.  
 
When inspecting the contents of the ISO, it is obvious that System Rescue CD is a Linux 
based system. Thus, the System Rescue CD is added to the WDS server in a fairly 
similar manner as the Ubuntu image.  
 
The next step is to share the “SystemRescueCD” folder using NFS, and the steps are 
the same as for Ubuntu in the section 4.5.1. After the folder is shared, it is time to create 
the boot menu entry by editing the “default” configuration file: 
 
LABEL System rescue cd 
MENU LABEL System Rescue CD 5.1.1 
Kernel /SystemRescueCD/isolinux/rescue64 
append initrd=SystemRescueCD/isolinux/initram.igz dodhcp nfsboot=10.80.25.12:/Sys-
temRescueCD 
 
The first line LABEL is just a general label for this entry and the MENU LABEL is shown 
in the GUI of the boot menu. Next, the Kernel line is a path to the correct kernel for the 
architecture, in this case “rescue64” but for 32-bit systems it would be “rescue32”. In the 
append line is the rest of the kernel command, here the initrd path is given just as the 
“rescue64” kernel path. The next two entries are “dodhcp” which means that IP-address 
will be assigned by the DHCP server and nfsboot command points to the NFS-shared 
folder, which is used to access a file called “sysrcd.dat” which is the image of the root 
filesystem. NFS is not the only method to provide the “sysrcd.dat” file, NBD or HTTP 
could be used instead according to the documentation. The startup screen of System 
Rescue CD is illustrated in figure 18. 
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Figure 18: System Rescue CD command line 
As the figure 18 text gives away, the System Rescue CD also includes a set of GUI tools, 
but also a very powerful set of shell applications, and even popular programming lan-
guages Python, Perl and Ruby. [19] 
4.7 Automating the boot image upload 
 
To make updating the solution less complicated and time consuming a PowerShell script 
will handle most of the steps presented in the sections 4.3 and 4.4. Before the script is 
run, the system administrator still needs to import manually the new ISO file to the server. 
Some of the commands used by the script must be run as administrative account on the 
WDS server, thus the script will attempt to open a new PowerShell session as adminis-
trator if run without an elevated PowerShell session. Also, the script must be launched 
on the server using a remote PowerShell session with CredSSP authentication or a re-
mote desktop session to connect to the WDS server. The script code is found in Appen-
dix 1 and a flowchart of the program is presented below in figure 19. 
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Figure 19: Flowchart of the PowerShell script 
As the flowchart in figure 19 shows, the program does not interact with the user other 
than prompting the user to upload the image and then checks if an applicable file is found 
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before continuing. This completes the implementation and the next section will focus on 
testing and verifying the solution. 
5 Testing and verification of solution 
 
In this section, the solution presented in the previous section is tested and verified that it 
functions as intended. Theory and specifications present how the solution should work, 
but the testing will verify if the theory id correct and whether the systems work as they 
are described. 
 
5.1 Network 
 
To test the network, a software called Wireshark was used to capture and inspect the 
data transfer through the network. The client machine used for the testing was a VM 
hosted on a desktop computer with a virtual bridged NIC. Wireshark was also used on 
the server to verify that data transfer is successful, and no data units are dropped be-
tween the client and server. 
 
5.1.1 UEFI PXE boot 
 
Inspecting the packets verifies that the data transfer between client, DHCP server and 
WDS server happens in the following sequence: 
 
1. Client sends a DHCP discover containing option 93 indicating that the architec-
ture of client is “EFI x86-64 (9)” and option 60 indicating “PXEclient” to UDP port 
67 
2. DHCP server answers with a DHCP offer with the IP address for the client to UDP 
port 68 
3. WDS server answers with a DHCP offer announcing its IP address to the client 
and Option 60 containing the identifier “PXEclient” to clients UPD port 68 
4. Client sends a DHCP Request to accept the IP address provided by DHCP server 
to UDP port 67 
5. DHCP server answers with DCHP ACK to client UPD port 68 
Note: All DHCP frames to this point are sent as broadcast and network devices 
use IP helper to forward them to the server(s) 
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6. Client now has IP address and it notices that the WDS server is in another subnet, 
so it performs ARP to find out the MAC address of the default gateway 
7. Client sends unicast packet to WDS server containing the same information as 
option 60 in the payload to UDP port 4011 
8. WDS server answers with the boot file name: “boot\x64\wdsmgfw.efi” to UDP port 
4011 
9. Client sends TFTP read request for the boot file to UDP port 69 
10.  WDS server and Client exchange the boot file with TFTP using random UDP 
ports for example client used port 1435 and WDS server 57257, this concludes 
the PXE boot and after the download of the file it is executed 
11. After the “wdsmgfw.efi” file is downloaded the client sends a DCHP request to 
WDS server UDP port 4011 
12. WDS server answers with another boot file name “boot\x64\bootmgfw.efi” to UDP 
client port 68 
13. After the “bootmgfw.efi” -file, BDC file, multiple policy files and a font file are 
downloaded the boot image is downloaded and executed 
 
From the initial DCHP discover frame to the beginning of downloading the WIM file it 
takes ~35 seconds. It takes ~30 seconds from the first TFTP block to the acknowledg-
ment of the last block of the 402 MB WIM file. The user is also provided with a download 
bar presented in figure 21: 
 
 
Figure 2: Downloading the image 
 
As figure 21 illustrates, the system administrator is provided with useful information of 
the process throughout the PXE sequence. Possible error codes would also be displayed 
on the screen. The same inspection was done also for BIOS/Legacy boot client and the 
results between UEFI and BIOS/Legacy are discussed in the next section. 
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5.2 Comparing UEFI and BIOS/Legacy PXE boot 
 
Microsoft’s WDS executes the PXE just as the PXE specification by Intel describes it. 
Because of this, the UEFI and BIOS/Legacy boot modes are almost identical. In the last 
section, the UEFI boot sequence was explained in detail, and these steps are the same 
for BIOS/Legacy boot with few differences. Table 1 shows the steps which differ between 
the UEFI and BIOS/Legacy boot sequence. 
 
Step UEFI BIOS/Legacy 
1 Option 93 "EFI x86-64 (9)" Option 93 "IA x86 PC (0)" 
7 General unicast packet to WDS server DHCP discovery packet to WDS server 
8 Boot file name "boot\x64\wdsmgfw.efi" Boot file name "boot\x86\wdsnbp.com" 
n/a Time to download boot.wim ~30 seconds Time to download boot.wim ~14 seconds 
Table 1: UEFI and BIOS comparison 
 
The last steps that lead to downloading the boot image are different in BIOS/Legacy, 
because of the PXELINUX boot menu, thus it is marked as n/a in table 1. It was noticed 
that the TFTP download time of the boot image is considerably slower when using UEFI. 
 
5.3 Hardware compatibility 
 
The case company uses Dell as the primary vendor and all the current Dell models sup-
port Intel’s PXE specification. Dell has also implemented support for the PXE boot 
through docking stations for the laptops. A variety of Dell desktop and laptop models 
were tested, and no faults or problematic models were discovered during the testing. 
This result is not a surprise as usually the problems in deployment happen during the 
installation and not in the initial network boot. 
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6 Security 
 
Security is a big concern for organizations and there for the solution must be secured 
while keeping in mind the effectivity of the system. Not everyone should be able to use 
all the available features and images, thus a passphrase protection will be presented in 
this section. 
 
6.1 Securing PXELINUX with a passphrase 
 
The Syslinux package allows securing the whole menu with a master password or se-
curing individual boot options with a password. To secure a boot option, the “default” 
menu configuration file must be edited to include the “MENU PASSWD” phrase after the 
“MENU LABEL” statement. Figure 22 presents the format: 
 
 
Figure 22: MENU PASSWD example 
 
As seen in figure 22, the passwords can be encrypted. The Syslinux boot menu supports 
md5, sha1, sha256 and sha512 hashes. Compatible hashes can be created for example 
with Python’s “crypt” library. The hash shown in figure 22 was created with the following 
python command: 
 
Import crypt; print(crypt.crypt("test", crypt.mksalt(crypt.METHOD_SHA256))) 
 
The Python version used was 3.5.2. The hash generated by the command will be differ-
ent from the one shown in figure 22 every time since the “mksalt” function provides a 
random 16-character cryptographic salt for the function. In figure 22, the salt is 
“NVXVZSs73pcTwMlY” located between the second and third $-signs and the number 
“5” between first and second $-signs means that the hash made with SHA-256 function. 
  
36 
 
7 Conclusions 
 
For writing this study, an extensive research and studying of Windows Deployment Ser-
vices, PXELINUX, PXE specification and PowerShell tools was conducted. Based on the 
research, the tools for the implementation were chosen and configured. The solution 
presented is straight forward and quick to configure and implement in any LAN environ-
ment. As the case company uses the Windows operating system primarily, the WDS was 
a logical starting point for the study, but this affected the Linux compatibility harshly as 
WDS does not support anything besides Windows operating systems and the WIM im-
age format. Thankfully, the WDS could be modified with the PXELINUX to add the sup-
port for Linux and other bootable images.  
 
The driver for the solution was to save the system administrators’ time by making the 
deployment of operating systems, diagnosing issues with hardware and making backups 
of broken systems more effective. Also, the solution aims to replace all removable stor-
age devices used for these purposes previously. Overall, the solution matches the spec-
ifications and the case company’s needs accurately and delivers the service reliably. 
Utilizing the network to deliver boot images of all kinds is extremely useful and every 
organization benefits from it greatly. 
 
7.1 Future improvements and ideas 
 
As briefly mentioned in section 4.5, the PXELINUX bootloader was only used for the 
BIOS/Legacy boot. The reason for this is that the UEFI bootloader included in the newest 
Syslinux package quite simply does not function at all. A brief testing with the PXELINUX 
UEFI bootloader showed quickly that the Dell hardware is not compatible. Another rea-
son is that the backup and diagnostic tools presented do not support UEFI boot, since 
the Windows deployment image is the only UEFI compatible system a UEFI menu would 
be pointless, but in future such menu would be needed if other UEFI compatible images 
would be added. 
 
The script presented in Appendix 1, is currently using the WDSUTIL command line tool 
instead of using the PowerShell cmdlets, which were introduced in Windows Server 2012 
R2. The reason for this is that the PowerShell cmdlets are poorly documented and lack 
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a direct function to replace images, which the WDSUTIL includes. In future, the Pow-
erShell cmdlets might improve or replace the WDSUTIL and then the script should be 
updated to upload the image with the PowerShell cmdlet(s). 
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PowerShell script for updating boot image 
 
#elevate the powershell if needed 
If (-NOT ([Security.Principal.WindowsPrincipal][Security.Princi-
pal.WindowsIdentity]::GetCurrent()).IsInRole([Security.Princi-
pal.WindowsBuiltInRole] "Administrator")) 
{    
$arguments = "& '" + $myinvocation.mycommand.definition + "'" 
Start-Process powershell -Verb runAs -ArgumentList $arguments 
Break 
} 
# ask user to confirm if the iso is in place 
$choice = Read-Host "Make sure you have the new .iso in the E:\ 
and it's the only iso file there! Type Y to continue, N to 
abort" 
Switch ($choice)  
     {  
       Y {Write-host "Starting the program"} 
       N {Write-Host "Exiting..."; exit}  
       Default {"Wrong input, exiting..."; exit}  
     }  
#go to the root 
Set-Location E:\ 
# find the iso file 
$isofile = Get-ChildItem *.iso 
if($isofile -eq $null) {Write-Host "No iso file found, please 
double check"; Start-Sleep -s 3; exit} 
#make temp folders 
mkdir SCCM 
mkdir img 
# mount the iso 
$mountresult = Mount-DiskImage -ImagePath $isofile -Passthru 
#now let's get the letter 
$letter = ($mountresult | Get-Volume).DriveLetter 
#copy files to the sccm folder 
Start-Process -FilePath "robocopy.exe" -ArgumentList "${let-
ter}:\ E:\SCCM /E" -Wait -NoNewWindow 
#unmount the iso file 
Dismount-DiskImage -ImagePath $isofile 
#make sure the boot.wim is not read only 
Set-ItemProperty -Path E:\SCCM\sources\boot.wim -Name IsReadOnly 
-Value $false -Passthru 
#move the iso file so that it's not interupting the program next 
time 
$isoname = $isofile.Name 
Move-Item $isofile E:\old_iso\$isoname 
#next up is the dism mount 
dism /mount-wim /wimfile:E:\SCCM\sources\boot.wim /index:1 
/mountdir:E:\img 
#now copy files 
Start-Process -FilePath "robocopy.exe" -ArgumentList 
"E:\SCCM\SMS\DATA E:\img\SMS\DATA /E" -Wait -NoNewWindow 
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#unmount the wim 
dism /unmount-wim /mountdir:E:\img /commit 
#now the E:\SCCM\sources\boot.wim can be added to WDS service 
WDSUTIL /Replace-Image /Image:"WinPE" /ImageType:Boot /Architec-
ture:x64 /ReplacementImage /ImageFile:"E:\SCCM\sources\boot.wim" 
/Name:"WinPE" 
# clean up after image is uploaded, this will remove the 
boot.wim from E:\ 
Remove-Item E:\SCCM -Force -Recurse 
Remove-Item E:\img -Force -Recurse 
Read-Host "\nThe .iso file is placed into E:\old_iso in case 
it's needed, press enter to exit the program" 
