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Abstract
Energy continues to remain the spine of all human development. As we continue to make
advances in various levels, the need for energy in quantity, and even more recently, quality,
continues to increase. The fuel cell presents itself as a promising prospect to solve one of
mankind’s current challenge - clean energy. The fuel cell is essentially an electrochemical
conversion system which takes in fuel supply to produce electricity. Some key features make
the fuel cell attractive as a power source. Firstly, its efficiency in practical applications is ap-
proximately 50% compared to the typical efficiency of 40% for a typical internal combustion
engine [1]. Secondly, unlike the systems such as the internal combustion engine that typically
releases carbon-monoxide which is a major greenhouse gas, the typical fuel cell system,
produces just water and heat, alongside the useful electrical energy. These characteristics
make it attractive as a clean energy supply capable of replacing the fossil-based supplies that
are currently the mainstay.
Unfortunately, the fuel cell is far cry from an ideal system. Despite significant advantages
of the fuel cell as a power supply, various challenges still exist which have hindered its
widespread acceptance and deployment. The fuel cell at its core is a highly multi-physics
system and its operational intricacies makes it highly prone to a series of fault conditions.
This begs the question of durability - an important requirement of a viable power source.
Another challenge is the fact that humanity currently struggles with an efficient method of
producing hydrogen which is the fuel of choice for the fuel cell. Given the promises of the
fuel cell however, research efforts continue to increase to further improve its viability as an
vi
energy source competitive enough to meet mankind’s need of clean energy.
This work presents results bordering on efficient diagnostic approaches for the fuel cell,
aimed at improving the durability of the fuel cell. Particularly, two techniques targeted
at improving the popular Electrochemical Impedance Spectroscopy (EIS) are presented.
Conventional EIS takes significant amount of time, rendering it unsuitable for real-time diag-
nostics. Multi-frequency perturbation signals have been proposed to address this challenge.
These however introduces concerns surrounding the accuracy of the resulting impedance
measurement. Part of this work addresses some of the challenges with the fuel cell multi-sine
impedance spectroscopy, such as measurement accuracy, by defining an optimized signal
synthesis formulation. The proposed approach is validated in simulation and compared to the
popular exponential frequency distribution approach using the appropriately defined error
metric. Secondly, the chirp – as a frequency rich signal, is investigated as an alternative
perturbation signal. Consequently, the use of the wavelet transform as an analysis tool
of choice is presented. The characteristic nature of the chirp signal makes a broadband
frequency sweep over time possible, hence enabling a faster impedance estimation. The
resulting decomposition is harnessed for impedance calculation. The approach is tested in
simulation and results for equivalent circuits are presented. It is shown that the resulting
impedance spectrum well approximates the theoretical values.
To further validate both techniques in practice, a low-cost active load is designed and built.
The active load enables the injection of an arbitrary signal using the load modulation tech-
nique. The device is tested and benchmarked against commercial frequency response analyzer
(FRA) using the conventional single sine EIS technique. Both approaches developed – the
improved multi-sine scheme and the chirp signal perturbation are demonstrated with the
aid of the active load on a single cell fuel cell station. Outcomes of the experiment show
significant accuracy from the two techniques in comparison with results obtained from the
FRA equipment which implements the single sine technique. In addition, the two schemes
enabled impedance results to be taken in a few seconds, compared to conventional single
vii
sine EIS which takes several minutes.
Impedance measurements are also carried out in the presence of two prominent faulty
conditions – flooding and drying, using the developed techniques. This demonstrates the
capability of the proposed system to perform real-time diagnostics of the PEMFC using
impedance information.
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This thesis details the research work done which focuses on the diagnostics and identification
of fault mechanisms in the fuel cell. An initial investigation is first carried out to provide
the basis for understanding the normal and critical limits of operational conditions for PEM
fuel cells. Relevant conditional parameters are also investigated. Various degradation mech-
anisms are then investigated with their effect on operational conditions. These involved
both analytical and experimental approaches. For the purpose of fault identification, various
existing approaches are reviewed. Some issues arising in these are highlighted and discussed.
An improved approach for the extraction of diagnostic information is then developed to push
further towards an online condition monitoring. To make for a faster measurement, a novel
signal injection technique is also developed as an online diagnostic measurement technique.
In order to implement this technique, a wideband active load is designed and implemented.
The device is then used to implement the new diagnostic technique proposed. The device is
also demonstrated for suitability of use with existing methods. The results of this research
effort push ahead existing capabilities in the fuel cell diagnostic space especially in terms
of accuracy of and time cost of measurements. The methods and equipment developed are
therefore useful towards efficient online diagnostics of the fuel cell which ultimately help to
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ensure the durability of the fuel cell as an electrical energy source.
1.2 Research Question
The overall focus of this research is to answer the following question:
"How can fuel cell diagnostics be improved to extract information useful for online con-
dition monitoring?"
This research question is pursued in parts by addressing the following questions:
• What are the key characteristic operational behaviours of the fuel cell?
• What are the current approaches to fuel cell diagnostics?
• How can we further improve signal perturbations for better performance of information
extraction?
• Can we leverage advanced signals and signal processing techniques to improve mea-
surements towards information extraction?
• How may we implement a system to realize to realize diagnostics online?
1.3 Research Objectives
To answer the questions raised in line with the aim of this research, the following objectives
will be pursued:
• Investigate fuel cell characteristics behaviour and operational condition limits.
• Conduct a detailed literature review of the state of the art in terms of fuel cell diagnostic
approaches.
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• Review fuel cell impedance estimation techniques.
• Investigate approaches used to improve EIS.
• Investigate perturbation signals that may be used for efficient impedance estimation.
• Investigate advanced signal processing techniques for information extraction.
• Develop a low-cost system that may be used to implement EIS in an online scenario to
test proposed techniques.
1.4 Research Methodology
The activities in this research involved analytical and experimental methods. Improved
techniques for fuel cell diagnostics are developed using analytical approaches. These tech-
niques are implemented using mathematical software packages and simulations carried out
for initial validation as necessary. A power electronic device is designed and built using
analytical simulation models and experimental tests. Also, experimental tests are carried out
to characterise the fuel cell to ascertain its normal behaviour and to derive results used for
benchmarking. The device developed is then used to test the developed diagnostic techniques
on an experimental fuel cell setup.
1.5 Plan of Development
This work is disseminated in the chapters detailing key aspects of the overall research work
as follows:
Chapter 2 provides an overview of the fuel cell, with specific focus given to the Polymer
Electrolyte Membrane Fuel Cell (PEMFC). The electrochemical characteristics of the system
is reviewed in terms of its thermodynamics and kinetics, to provide a general understanding
of the system as well as identifying its operational characteristics. The key operational
1.5 Plan of Development 4
conditions are also discussed.
Chapter 3 identifies existing PEMFC diagnostic techniques. Major electrochemical measure-
ment techniques are detailed with a focus on impedance spectroscopy. Various diagnostic
approaches developed in literature are reviewed under broad categories. Key underlying
ideas of various methods as well as the strengths and limitations are discussed.
Chapter 4 includes the details on the experimental setup, procedures and parameters deployed
throughout this the work.
Chapter 5 discusses the design and implementation of the active load device used to realize
the load modulation technique. Key design considerations are presented, and results of tests
are also shown to elucidate performance for fuel cell impedance measurements.
Chapter 6 presents the proposed scheme for improving the accuracy of impedance mea-
surements using broadband signals. Comparisons are made with existing approaches and
the improvement in accuracy is demonstrated. The approach is further deployed towards
diagnosis of two major fault conditions of the PEMFC - flooding and drying, and results are
presented for implementation using the single-sine on a commercial FRA and the proposed
multi-frequency signal synthesis on the active load developed as part of this work.
Towards further reducing the time of impedance measurements, chapter 7 investigates the
use of the chirp as a perturbation signal. The wavelet time-frequency analysis technique is
also presented. Results are shown for the estimated impedance for simulated circuits and the
fuel cell, and compared to those obtained using the commercial FRA.
Conclusions from the research work and recommendations for future research is provided in
chapter 8.
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1.6 Contributions and Research Outputs
This work contributes towards the diagnostics of the fuel cell with special attention to the
Electrochemical Impedance Spectroscopy technique. In so doing, two key ideas were devel-
oped - the improvement of accuracy of impedance measurements using a multi-frequency
signal as well as the use of the chirp as a perturbation signal to enable faster measurements.
To validate the techniques, an active load device was also designed and built as a portable
and low-cost alternative to the commercial FRA device, and to afford the necessary flexibility
required for the implementation of the proposed techniques. Results from this work could
be used to improve the fuel cell diagnostics using the impedance response technique with
capability for real-time state of health determination.
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Chapter 2
Theory and Background (Fuel Cell
System Overview)
2.1 Introduction
Energy continues to be a significant factor in human economic development and the need
for energy continues to increase. Fossil fuels have catered for this growing energy needs
over the years. However, the increase in the consumption of fossil fuels has been identified
to have a negative impact on the environment. This has led to the quest for cleaner energy
sources. Renewable energy sources such as solar, wind and hydro have become topics in
major energy discourse in recent years, and many countries have made effort to integrate
these energy sources in their energy mix. The nature of renewable energy sources however
poses significant challenges for traditional grid integration. The intermittent nature of these
sources creates concerns around grid stability. Electrical storage technologies have also
gained traction over the years. They have found use in various applications such as electric
vehicles, grid storage and other portable applications. The energy density associated with
typical battery technologies is however limited for broader application. This is in addition to
the high cost associated with battery technologies. The fuel cell, also an electrochemical sys-
tem like the battery, has however been the focus of research efforts for some of its advantages.
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The fuel cell is essentially as an electrochemical energy conversion system. It transforms
chemical energy derived from a supply of fuel to useful energy in form of a direct current
electricity. The process typically involves taking in Hydrogen and Oxygen gases as fuel
supply and the conversion of this fuel to electricity occurs directly with no moving parts. The
fuel cell shares similarity with the combustion engine as an open chemical energy conversion
system but produces electricity directly unlike the internal combustion engine (ICE) that
undergoes a mechanical phase. Also, as a direct chemical-electrical energy conversion sys-
tem, the fuel cell shares significant properties with the battery particularly in the conversion
process.
Leveraging the attributes of an open system like the ICE with a direct conversion as in the
battery is what makes the fuel cell system generally attractive as an energy source [1]. As
an open system, the fuel cell will continue to provide energy as long as the fuel supply is
ensured. This implies longer supply duration is possible. The characteristic modularity of the
fuel cell also allows for independent scaling, an advantage over the battery systems which
scales poorly [3]. The direct production of electricity without an intermediate phase also
helps to guarantee improved efficiency over the ICE with about 83% efficiency assuming full
conversion of the free energy.
Unfortunately, the fuel cell is far cry of an ideal system. Despite significant advantages
of the fuel cell as an energy system, various challenges still exist which have hindered its
widespread acceptance and deployment. A current challenge of the fuel cell is its current
power per unit of system volume and mass. Also, Hydrogen as a fuel for the fuel cell is
not readily available in pure forms required. Alternatives to Hydrogen, such as methanol,
pose challenges to the system and inherently defeats the purpose of a clean energy source
as they have to undergo reformation - an inherently environmental unfriendly process. Pure
hydrogen also has a low volumetric energy density and is difficult to store [3]. In addition to
these challenges, the fuel cell at its core is a highly multi-physics system and its operational
intricacies makes it prone to a series of fault conditions. This begs the question of durability
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- an important requirement of a viable power source. Given the promises of the fuel cell
however, these challenges are being addressed and are currently the focus of various research
efforts to further improve the viability, and in turn, the competitiveness of the fuel cell as an
energy conversion system.
Fuel cells are classified according to their distinguishing properties such as operating temper-
ature and material constituents [3], these include:
• Polymer Electrolyte Membrane Fuel Cell (PEMFC)
• Solid-Oxide Fuel Cell (SOFC)
• Phosphoric Acid Fuel Cell (PAFC)
• Alkaline Fuel Cell (AFC)
• Molten Carbonate Fuel Cell (MCFC)
Of the different types, the Polymer Electrolyte Membrane Fuel Cell is the most popular for
its distinct advantages in its simplicity and viability [1] and is therefore focus of this research
work.
2.2 Fuel Cell as an Electrochemical System
While the end goal of the fuel cell is to produce electricity, this occurs as a result of complex
processes within the system. The processes maybe divided into the thermodynamics and
the kinetics of the fuel cell. The thermodynamics predicts the theoretical maximum voltage
output of the fuel cell [3] as will be shown in a subsequent section. As current is drawn from
the cell however, the kinetics of the cell becomes the dominant process resulting in a voltage
drop with increased current. These characteristics set the operational output and efficiencies.
Studying these processes and their effects will be the focus of this section and subsequent
ones.
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The key chemical reaction governing the fuel cell electrochemical conversion is the com-
bustion of Hydrogen to give water and energy [2]. This reaction may be expressed as
follows (2.1);
2H2 +O2 −−→ 2H2O (2.1)
The above could be broken down into two half reactions to show the interactions that result
in electron flow as in (2.2) and (2.3).
2H2 −−→ 4H++4e− (2.2)
O2 +4e−+4H+ −−→ 2H2O (2.3)
The simple fuel cell assembly consists of two electrodes - the anode and the cathode which
are electrically conducting and porous to allow passage of gases. These two electrodes are
separated by a membrane layer which would normally conduct proton ions, hence the name
proton exchange membrane. Electrons must travel through a separate path to enable the
extraction of useful work from the reactions. This path may be provided as an external circuit,
allowing electrical current which may then be connected to a load. A simple fuel cell system
may be simply represented as shown in Fig. 2.1.
To facilitate the reaction occurring at the interface of the electrodes and electrolyte (or
membrane), a layer of catalyst lies between these two. Platinum is often used as the catalyst
of choice [1], and the electrochemical reactions occur at the catalyst surface interfacing the
electrolyte and electrode. Although various intermediate reactions are involved, the equations
in (2.2) and (2.3) summarize the mechanisms by which electrons and protons are formed.
Hydrogen is typically fed through the anode as fuel. Each Hydrogen breaks up into its
constituent elements - a proton (H+) and an electron (e−) in an ionization process as given
by (2.2). The electron is allowed passage through an external circuitry while protons flow
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Fig. 2.1: Basic cathode–electrolyte–anode construction of a fuel cell. [2]
Fig. 2.2: Cross section of fuel cell illustrating major steps in electrochemical generation
of electricity: (1) reactant transport, (2) electrochemical reaction, (3) ionic and electronic
conduction, (4) product removal. [3]
through the membrane. The electrons upon reaching the cathode, recombine with protons
and the oxygen being fed in to produce water as given in (2.3). The cumulation of these steps
helps to produce the desired product in form of a direct current output flowing across the
external circuit. The sequence of steps is as illustrated in Fig. 2.2.
These key sequences of steps and processes involved in the electricity production are summa-
rized in the following.
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The fuel supply
The fuel supply deals with the supply of reactants including the fuel and oxidant. The
fuel delivery to reaction points is key to the overall operational performance of the fuel
cell. For a typical fuel cell in operation, the fuel supply system is a dynamic process. For
normal operation, the required fuel supply is dependent on the operating current among other
factors. A starving condition may result when reactants are not adequately provided [7].
It is therefore required to enable control mechanisms to ensure that adequate reactants are
provided as required. The supply path ranges from the fuel supply by the mass controllers
through channels that help with conditioning processes involving temperature and pressure,
through to the flow fields plates. The mass controllers are required for the control of the fuel
supply amounts while the flow fields help to provide efficient channels for the transport and
distribution of gases over the fuel cell. These flow fields come in various designs such as the
serpentine, and parallel flow fields in order to help improve passage of reactants for different
cases [7].
The reaction processes
Upon delivery of reactants, electrochemical reactions proceed at the electrodes. These re-
actions result in the production of ions and electrons. Paths are provided for movement of
these ions and electrons from one electrode to the other to maintain a charge balance [3].
The electron is typically provided an external path which may be connected to an external
load producing current while the movement of ions is achieved through the membrane. The
transport of ions through the membrane is however not an efficient process, posing challenges
to the fuel cell system by way of an increase in resistance. Membranes need to be adequately
hydrated and made as thin as possible to improve ion passage [7]. The rate at which this
electrochemical stage progresses largely determines the generated output of the cell. Catalyst
such as platinum are therefore used to speed up this process which in turn improves the
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overall performance of the cell.
Waste transport
As described in equation (2.1), water constitutes the waste product of the fuel cell reaction
process. It is important that the waste product when generated, be adequately removed. This
is needed to prevent blockage and ensure the efficient supply of fuel to reaction sites as waste,
such as water, may inhibit the flow of gases which could lead to performance drops. This
situation where the waste water prevents normal reactant flow is described as flooding and
represents a prominent source of failure in PEMFC operation [7]. Heat is also generated
as a by-product of the reactions and may be removed as necessary, by means of cooling
mechanisms.
2.3 Fuel Cell Thermodynamics
The fuel cell as a typical thermodynamic system is governed by thermodynamic laws and
processes which predicts its operational limits amongst other things. The total energy
available from the Hydrogen fuel is given by the enthalpy of the key reactions [7]. This
is about 284 kJ for 1 mol. of Hydrogen’s higher heating value at room temperature and
pressure [1] and may be regarded as the input energy to the cell in the form of fuel supply.






where ds is the change in entropy within the system resulting from heat transfer dQrev for a
given temperature, T . The theoretical energy available for electrical work is thus given by
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the Gibbs free energy in equation (2.5).
∆G = ∆H −T ∆S (2.5)
This gives the theoretical value of the open circuit voltage of a hydrogen fuel cell at room
temperature. The variation of this thermodynamic potential with respect to conditional
elements such as the temperature and pressure is expressed by the Nernst equation in (2.6) [3].














where E0 is the standard cell potential, ∆Ŝ is the change in entropy, n is the number of
electrons transferred in the cell reaction, F is the Faraday constant, R and T are the universal
gas constant and temperature (in kelvin) respectively, and vi is the chemical activity of specie
i.
2.4 Fuel Cell Kinetics
While the thermodynamics set the limit of the voltage, the fuel cell kinetics takes over when
the fuel cell is in operation. The kinetics of the electrochemical reactions dictate the electron
transfer process and understanding this is key to improving the operational behaviour of the
fuel cell. Various efforts aimed at improving the overall performance of the system, target
specific mechanisms involved in the electron-transfer process. Particularly the production
of electric current is a direct result of the kinetics of the fuel cell as it affects the rate of the
electrochemical reaction.
The rest of this section will outline the various kinetic characteristics as derived from the
electrochemical kinetics and the relationship to the fuel cell electrical output will be discussed
in line with the characteristic i− v curve.
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2.4.1 Kinetics at the Electrode
The electrochemical reactions that take place at the triple phase boundary consisting of the
electrolyte, electrode and gaseous fuel interface result in the production of free electrons. The
rate at which this occurs determines the electrical current. The relationship may be expressed











where dNdt represents the reaction rate, n is the number of electrons and F is the Faraday
constant. The equation expresses the direct relationship between the current and the rate of
consumption of reactants. The current i here gives the total current resulting from the surface
reactions. Thus, an increase in the system area will translate to an increase in the current. To
however understand the relationship between the reaction rates and the current produced, it
is important to decouple the area in the quantity of measure. This is achieved by normalizing






For reactions to proceed into products, an energy barrier known as the activation energy,
must be overcome [3]. The rate at which the reaction proceeds is dependent on this since
only the reactants in the activated state can transform to become products. The probability
that a species is found in the activated state is given in equation (2.9). The reaction rate may














i = argmin(| f j −P|)
Pact is the probability of finding a reactant in activated state
∆G1 is the size of energy barrier existing between reactant and activated states
R is the gas constant
T is the Temperature in Kelvin
J1 is the forward reaction rate
C∗R is the reactant surface concentration in mol/cm2
f1 is the decay rate to products
j0 is the exchange current density
α is the charge transfer coefficient
η is the overvoltage
n is the number of electrons transferred in the reaction
F is the Faraday’s constant
j1& j2 are forward and reverse current densities respectively.
Equation (2.10) gives the reaction rate for the formation of products from reactants. In
order to effect an increased rate of the desired forward reaction, some portion of the full
potential as given by the open circuit voltage (OCV) is sacrificed. This helps to reduce the
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forward activation barrier while increasing that of the reverse by the reduction of the Galvani
potential [3]. The forward and the reverse current densities considering the changes in the
activation barrier may then be given as in equations (2.11) and (2.12). The two reactions
result in release and consumption of electrons and the resultant of the forward and the net






which is known as the Butler-Volmer equation. This represents the non-linear relationship
between the current and the sacrificed voltage, where an exponential increase in current
results from an increasing potential drop. This sacrificial voltage represents a loss due to
the activation barrier and is known as activation overvoltage [3]. At equilibrium when there
is effectively no net current, j1 = j2 [3], and this dynamic equilibrium point is termed the
exchange current density.
2.4.2 TAFEL Approximation
Two limiting cases may be deduced from the Butler-Volmer equation in (2.13). The resulting
approximation of the equation may be analysed for very small and very large activation
over-voltage. In the case where ηact is very small, equation (2.13) reduces to (2.14) . On the








The latter case effectively neglects the reverse reaction and is a useful result since the fuel
cell is operated in high current densities which correspond to high ηact . This approximation
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2.5 Fuel Cell Losses
The output voltage of the fuel cell in practical application tends to be lower than the ther-
modynamically set potential. This is the case even when the system is not connected to any
external load. This voltage drops even further with the connection of an external load when
the fuel cell now generates current. These drops in voltage is attributed to different loss
mechanisms within the fuel cell system. The major losses are described below.
Activation losses
This loss describes the slowness of the reactions occurring at the electrode surface [2].
It occurs as a result of the finite amount of energy required for the reactants to proceed
to products leading to the production of electricity. The loss due to activation is more
pronounced at the cathode than the anode due to the sluggish kinetics of the oxygen reduction
occurring at the cathode [1]. The activation loss may be expressed from (2.15) to give (2.16).
It is obvious from the equation that an increase in the exchange current density results in a
reduced activation loss. This relationship is important to improve the performance of the cell.
The deviation from the thermodynamic potential due to the activation loss acting alone can
now be represented as (2.17).








The graph illustrating the change is shown in Fig. 2.3 for different exchange current densities.
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Fig. 2.3: Calculated curves for different values of j0 illustrating the effect of activation
potential on the fuel cell with α = 5, T = 353.15K, n = 2.
Internal current losses
At OCV, the fuel cell experiences significant losses due to the leakage currents. In addition
to the normal condition of allowing the flow of protons, the polymer membrane interface
unfortunately allows passage of small amounts of electrons flowing from the anode to cathode.
This effectively reduces the amount of electrons available to travel through the external circuit
to produce useful electrical energy. This effect is however insignificant during operational
conditions as the leakage current is relatively much smaller than the current flowing in
the external circuit. This is partly so because the concentration of gases at the electrolyte
also reduces in operation which in turn reduces the possibilities of a leakage through the
membrane [2].
Ohmic losses
Ohmic losses occur in the fuel cell as a result of resistance to the flow of ions and electrons.
It is majorly attributed to the ion conductivity of the electrolyte. In order to reduce this, the
electrolyte is usually made to be as thin as possible. However, this is done in compromise
with the need for enough thickness to also prevent possible gas mixing and ensure mechanical
stability [3]. Besides the thickness, poor conductivity of the membrane may occur as a result
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of poor humidification of the membrane. The components of the fuel cell in the path of
electron flow also contribute to the ohmic resistance. These components may include the
electrodes and interconnections, but this is usually relatively insignificant [1]. This ohmic
loss contributes to the drop from the thermodynamic potential as given by equation (2.19).
vohmic = ir (2.19)
Where i is the current and r is the ohmic resistance.
Concentration/mass transport losses
Concentration losses result from a deficiency in reactant quantity in the reaction area leading
to an activity gradient. As reactants are being consumed in operation, a change in concentra-
tion is expected around the electrodes. This may occur due to a number of factors on either
of the anode and cathode sides. The concentration gradient formed depends on the rate at
which the gases are being replenished as well as the ease of flow offered by the flow fields.
At high currents, this effect is more pronounced because reactants may be consumed at a
much faster rate than they are being supplied. Also, for different fuel supply, such as air in
substitute for oxygen, it is expected that the concentration of oxygen is lower in the former.
Concentration losses occur in the fuel cell system in both open circuit as well as in closed
circuit operation and this is predicted by the Nernst and Butler-Volmer (BV) equations















The limiting current density, jL describes the point at which the reactants are consumed
as fast as they are being supplied. This leads to a zero net concentration beyond which
a higher current density is not sustainable [3]. The two equations put together sums up
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to analytically give the losses due to concentration of the reactants. To ensure stable op-
eration, reactants need to be supplied in the needed amounts with changing consumption rates.
The losses result in a drop of the potential from the thermodynamically predicted voltage.
Together with the previously described losses, the resultant voltage may therefore be written
as in (2.22).
v0 = E − vact − vohmic − (vnernst-conc + vBV-conc) (2.22)
2.6 Fuel Cell Conditioning and Basic Characteristics
2.6.1 Introduction
For a fuel cell in operation, different conditions need to be set in place. Prominent among
these conditions are the temperature, pressure and humidity. Some of the conditions such
as the temperature may require control at different stages depending on the fuel cell con-
figuration. These conditions are important as they are closely linked to the fuel cell overall
performance. Also, significant deviations from normal operation may result in degradation
in the system. This section outlines the various key conditions of the fuel cell and discusses
their effects. The polarization curve is employed as a visual aid to emphasize variations in
overall performance.
2.6.2 Temperature Conditions
The operating temperature of a fuel cell is an important conditioning parameter for the PEM
fuel cell. The thermodynamic potential is dependent on the temperature as given by the
Nernst equation (2.6). This predicts a lower voltage for increased temperature. However, the
improvement in kinetics due to increased temperature tend to be much more than its effect on
the thermodynamic potential. The forward reaction current density increases exponentially
with temperature as given by equation (2.10). As temperature increases, the particles are
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Fig. 2.4: The effect of temperature shown on the polarisation curve.
more energized and this effectively increases the probability of reactants being activated to
form products. This positive effect of temperature is also experienced in the ion conductivity
as well as mass transport mechanisms [3]. In general therefore, the potential will tend to
increase with increase in temperature up to certain points which varies from cell to cell [1].
The upper limit may be set by the membrane as is the case for the polymer electrolyte
membrane which is about a 100◦C, after which dehydration may set in [1]. Fig. 2.4 shows
the polarization curve for various temperature set points. It is obvious from the curves that
an increase in temperature results in overall improved performance. Because the fuel cell
conversion processes also involve some heat dissipation, heat removal is required in addition
to a heat supply to control the internal temperature. Heating may be achieved by means of
heating elements or circulatory heating fluids, while the cooling system may include a fan
for air cooling or a circulatory coolant fluid system.
2.6.3 Pressure Conditions
Because the fuel supply to the system is predominantly gaseous, pressure plays an important
role. The Nernst equation explains the pressure relationship with the reversible potential
in (2.6). Because of this log relationship however, an increase in pressure corresponds to
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only a small improvement in reversible potential. The pressure effect is most observed in the
kinetics of the fuel cell. An increase in pressure translates to an increase in concentration
which is good for the exchange current density.
2.6.4 Humidity Conditions
Water management is a prominent concern for the PEMFC since water is required for the
transport of gases. For normal operation, the inlet gases need to be adequately humidified.
Inadequate humidification results in a drying condition which reduces the performance of
the fuel cell significantly. This reduction is due to the movement of ions which is dependent
on water content on the membrane. The PEM fuel cell popularly employs the persulfonated
polytetrafluoroethylene (Nafion) as the electrolyte [3]. The chemical structure of the Nafion
are such that its transport mechanism are tightly linked to its water content in a similar
manner to a liquid electrolyte. However, the hydration should also be such that not too much
water is accumulated in the flow channels as this tends to inhibit flux of gaseous reactant
which leads to a drop in performance.
2.7 Fuel Cell Efficiency
It has been discussed that the fuel effectively acts as an electrochemical energy conversion
system - converting chemical energy in fuels to electrical energy. Like any conversion system
this process is not lossless. In addition to the limits imposed by the thermodynamics of the
conversion process, the fuel cell also suffers some losses in operation. The efficiency of an





As dictated by the thermodynamics, the useful work done is given by the Gibbs free energy,
∆G, while the total energy made available is given by the heating value of the reaction.
At room temperature and pressure, the Gibbs free energy and heating value are given
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as -237.17kj/mol and -285.83kj/mol [3] respectively. This results in the thermodynamic








Other contributions to the drop in efficiency include losses due to voltage losses and inefficient
fuel conversion processes that occur in typical operation. The voltage losses include the
losses due to kinetic processes that must occur in the fuel cell operation. Also, some of the
supplied fuel does not participate in the key reaction that results in the production of electrical
energy. While some participate in other side reactions, others may just flow through via
leakages. With consideration for these, the overall efficiency for a fuel cell may be expressed
as in (2.25) [3].
ηoverall = ηthermo ×ηvoltage ×ηfuel (2.25)
2.8 Conclusion
This chapter presents an overview of the fuel cell with a focus on the PEM fuel cell technology.
The different electrochemical characteristics have been discussed under the categories of
the thermodynamics and the kinetics of the key electrochemical reactions. The impact these
characteristics have on the electrical properties of the fuel cell are also presented. Various
fuel cell operational conditions such as temperature, pressure, and humidity and their impact
on the overall performance of the fuel cell are also investigated. Finally, the determination
of the fuel cell efficiency is presented to provide understanding of the operational limits.
Insights developed from this chapter form the basis of various experimental procedures and
the analysis of results in this work.
Chapter 3
PEMFC Diagnostics and Condition
Monitoring
3.1 Introduction
Fuel cell applications in transportation and stationary applications require a life-expectancy
of about 5000h and 40000h respectively, but the life-time of a typical PEMFC is currently
around 10000h [8]. This durability requirement has made diagnostics and condition moni-
toring a highly pertinent area of research to ensure the viability of the fuel cell as an energy
source. The fuel cell as a multi-physics system relies on a number of operational conditions
making it highly prone to faulty conditions. As a physical system, a fuel cell typically con-
sists of a number of components. These include the catalyst, bipolar plates, the membrane,
the gas diffusion layers (GDL), as well as the gaskets, catalyst supports and sealings [7].
Safe operation relies on the proper functioning of each of these as defects in each one may
lead to the failure of the entire fuel cell system. Some of these components such as the
catalyst and membrane, degrade by transforming from their original state and becoming
dissolved components. Changes involving the catalyst layer as well as the GDL may also
occur, and could lead to thermodynamically unfavourable interactions with water. Others
such as the carbon support may undergo corrosion while the bipolar plate may experience
film growth [7]. The degradation mechanisms may be as a result of operational procedures
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which lead to gradual wear and tear over time. These include procedures such as the start-up
and shut-down operations, loading, among others [7].
As an electrochemical system, various complex processes such as charge transport, heat
transfer, electrochemical reactions and fluid flows occur in operation. For normal operation,
these processes need to operate within acceptable margins. Associated operational conditions
such as the humidity, temperature, pressure and fuel feeds have a major impact on the overall
system durability. The manner in which the degradation occurs is also dependent on the
design of the fuel cell and work is being done in this area [9] to research more durable and
fault tolerant designs.
The degradation and failure mechanisms are often interlinked as well as cascaded. A drying
issue for instance may lead to catalyst degradation culminating in an overall drop in perfor-
mance. For this reason, it is important to isolate and analyse faulty conditions from a system
viewpoint to gain understanding of the failure modes. This understanding is necessary for
diagnostics as well as seeking ways to improve the overall system durability. In order to
keep the system within allowable operational conditions, monitoring the state of health of
the system continuously is necessary. To achieve this, knowledge of the system and fault
mechanism is required as well as a fault identification scheme.
Faults in fuel cell system may be characterised in terms of the response time, resulting effects,
the parameters involved and the reversibility of the faults [4]. Fig. 3.1 summarises common
fault conditions the PEMFC may be subjected to.
While flooding and drying faults may take up to a few minutes to be effected, a short circuit or
starvation fault manifests in milliseconds. The effects of fault occurrence are mostly observed
in catalyst and membrane degradation with losses in performance. For faults such as the
short circuit and starvation, these effects are relatively rapid and mostly irreversible [10, 11].
Flooding and drying faults tend to be reversible and result in slower degradations [12, 13] .
Because of the inherently complex process of the fuel cell, different parameters interplay in
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Fig. 3.1: Major PEMFC fault characteristics (adapted from [4]).
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the event of a faulty scenario. They include humidity, temperature, flow rate, pressure and
loading conditions [14, 15].
Monitoring system parameters is one way of gaining knowledge about the system. Data
collected from operational conditions such as temperature, pressure, voltage and current
output could help to provide representative information regarding the state of health of
the fuel cell system. This may then be analysed to identify characteristic patterns for an
anomalous condition. This would ultimately help identify a faulty condition which could
then be mitigated by actuating necessary responses. Because of the complex nature of the
fuel cell, condition monitoring is not trivial, as processes involved in the fuel cell tend to be
tightly coupled. This makes it often difficult to separate effects observed in measurements
and begs the need for advanced measurement techniques. To this end, several methods have
been established to diagnose as well as characterise the fuel cell.
Various experimental procedure exist for characterisation of the fuel cell. These procedures
typically involve a measurement stage and a subsequent analysis stage in order to interpret
the collected measurement. A candidate measurement technique will be required to give
useful information regarding the internal processes in the fuel cell with consideration for the
time involved and whether it may be conducted while the system is in operation. The rest of
this chapter will detail some of existing diagnostic and characterisation procedures for the
fuel cell. The general measurement approaches for the fuel cell are first introduced. Various
techniques are then examined in terms of measurement and analytical approaches while
identifying typical applications and inherent limitations. In addition to standard approaches,
some more recent methods developed in literature are also discussed.
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3.2 PEMFC Measurement Techniques
As an open system, the fuel cell, operates on a combination of accessible variables. Measure-
ments of these variables hold significant information on the state of health of the system for
any given time. More particularly, for online diagnostics, measurement serves as a means
to acquire signals which may be used to determine the condition of the fuel cell. These
variables include pressure, temperature, humidity, stoichiometry as well as the voltage and
current. Some of these, such as humidity and temperature are typically controlled to set
operational conditions. Since the primary goal of the fuel cell is to generate electricity, the
voltage and current serve as key monitoring parameters. As such, many of the condition mon-
itoring techniques are centred around these two variables. The time information associated
with these two parameters is also of importance particularly for the fuel cell as a dynamic
system. Taking either of the voltage or current measurement with respect to time serves
as an underlying concept for most diagnostic techniques. For the fuel cell, the current and
voltage can however not be varied independently. Control of either one automatically results
in the other being set by the electrochemistry of the system. Due to this relationship, typical
measurements often set either the voltage or the current while the other is being analysed.
A condition where the current is set while other response variables including the voltage
are monitored is termed a galvanostatic measurement while a potentiostatic measurement
has the voltage set while other variables including the current are read off. Provided steady
state conditions are observed, either approach is expected to yield the same result for typical
measurements [3].
To carry out reliable measurements on the fuel cell, some conditions need to be put in place.
Fuel cell performance is very dependent on its operational conditions as identified in the
previous chapter. Equipment such as mass flow and pressure controllers, cooling system
are required to maintain a suitable operational condition to carry out needed tests. It is also
often required for most measurements to commence with some “warm up” of the fuel cell
system. This helps to bring the system to steady state in terms of its internal electrochemical
mechanisms. In particular, the membrane needs to be hydrated and gases need to be flow-
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Fig. 3.2: Classification of fuel cell measurement techniques.
ing in accordance to set conditions. This process also allows other conditions such as the
temperature and pressure to attain their steady state. These series of procedure is termed
conditioning and also ensures validity and repeatability of experimental results [3].
Measurement techniques fall under two broad categories of in-situ and ex-situ techniques
based on the manner and procedure in which they are performed. This categorisation is
summarised in Fig. 3.2, with common examples for each.
In-situ techniques include those measurements that may be performed while the system is
in operation. These typically involve the measurement of electrochemical variables such
as voltage, current and time in order to determine the state of health of the fuel cell system.
Examples of measurements that fall in this category include the polarization curve, current
interrupt, and the cyclic voltammetry (CV) measurements. Ex-situ techniques go beyond
just measuring operational variables to also include determining component structures and
properties. The ex-situ techniques may also require that the system is disassembled in order to
carry out some of the needed procedures. Some ex-situ techniques include porosity analysis,
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Brunauer–Emmett–Teller (BET) surface area determination and gas permeability [1]. This
work is focused on approaches suitable for monitoring the state of health of the fuel cell
while it is in operation, as such, the ex-situ measurements will not be considered any further
in this work. The remainder of this section focuses on the in-situ techniques for diagnostics
and characterisation.
3.2.1 The Polarisation Curve
The polarisation curve is a means by which the interaction between the current and voltage is
represented. As discussed in the previous section, keeping either voltage or current constant
would result in the current or voltage being set by the electrochemistry of the system. We
can therefore have the following equations;
galvanostatic: v = f (i) (3.1)
potentiostatic: i = f (v) (3.2)
where v and i are the voltage and current of the fuel cell respectively.
In order to carry out the polarisation curve measurement, the current (or voltage) is set by
a loading system and the corresponding voltage (or current) is read off. This is repeated
for increasing current (or voltage) set points until a predetermined operational threshold is
reached beyond which the fuel cell system may be damaged. Because the polarisation curve
is a steady state measurement, some time must be allowed for the system to reach steady
state before taking the response for each step of the measurement. Failure to do this may
result in recording undesired measurement due to transient processes which occur as a result
of the step change [3].
The polarisation is useful for knowledge of the overall performance of the fuel cell for given
conditions of operation [1]. Figure 3.3 describes an example polarisation curve showing the
3 major regions which are:
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Fig. 3.3: Calculated polarisation curve illustrating the three major loss regions.
• the activation region
• the ohmic region
• the concentration region.
These regions are classified according to the dominant loss processes discussed in section 2.5.
The drop in potential at the activation region is typically exponential and mostly dominated
by the sluggish kinetics of the oxygen reduction reaction [16]. The ohmic region exhibits
a pseudo-linear line where the loss is mostly due to ohmic resistance at medium current
densities. Beyond this region, the losses due to mass concentration and transport become
prominent. The Tafel approximation in equation 2.16 offers a way to estimate the activation
losses from the polarisation curve. With the assumption that the ohmic resistance is insignifi-
cant at low current densities, fitting the Tafel equation may be used to extract the exchange
current density as well as the transfer coefficient parameters [3].
The polarisation curve may be recorded in both direction to also investigate drying or flooding
behaviour. In the event of either of these, the forward and backward sweep measurements
show some hysteresis [17]. In a flooding system for instance, the backward sweep may show
reduced performance since the water formed in the forward sweep will inhibit the flow of
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reactants as necessary. On the other hand, for a drying situation, the backward sweep may
indicate a better performance since high current densities tend to draw more water which
humidifies the membrane making for better performance.
The polarization curve is one simple way of fuel cell monitoring. It helps to describe the
electrical performance of the system under different conditions and parameters. For this
reason, it often finds use in manufacturing procedures for determining the operation point in
addition to other techniques. Because the polarisation curve does not provide time dependent
operating characteristics, its use as a diagnostic tool for a dynamic system like the fuel cell
is limited. The waiting time required to ensure steady state for measurement also makes
this technique time consuming. The steady-state time required tends to get larger for bigger
systems and may even be up to 30 minutes for automotive scale fuel cell systems [3]. Deter-
mination of suitable steady state time required for polarisation curve measurement is usually
a matter of conducting a series of polarisation curve measurements for different times until
a time when the changes due to transient behaviour is non-significant [3]. The polarisation
curve also interferes with the operation of the fuel cell and may not be carried out while the
fuel cell system is being used.
3.2.2 Current Interrupt
For a dynamic system like the fuel cell, time dependent behaviour is key to understanding
the internal processes. The current interrupt exposes some time dependent characteristics
of the fuel cell. For a given step change, the current interrupt technique rapidly captures
the transient behaviour up to the steady state instead of allowing for a steady state before
making observation as is the case for the galvanostatic polarisation curve. By doing this, the
time dependent characteristics of the fuel cell are retained in the measurement. The current
interrupt technique applies a step current (increase or decrease) to the fuel cell system. Taking
the voltage response to this applied signal reveals two conspicuous behaviour as illustrated in
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Fig. 3.4: Illustrates the voltage profile for the current interrupt technique. [1]
Fig. 3.4.
A sharp rise is immediately accompanied by a slowly rising curve similar to a charging
capacitor. This sharp rise is indicative of a resistive component and has been identified to be
the result of the ohmic losses while the capacitive behaviour captures the time dependent
phenomena associated with mass transport and slower reaction processes [3].
The current interrupt may also be conducted alongside the polarisation curve by only in-
cluding the necessary transient measurement step. This way, the current interrupt may be
conducted for each step of the current which then gives the ohmic loss for each current
set point for the system. By doing this, the ohmic component along the polarisation curve
may be removed which will then allow for the isolation of the activation and concentration
losses [3]. The current interrupt is typically simple to conduct, and it is an extremely fast
measurement technique. Valid current interrupt measurement however requires rapid data
acquisition in order to capture the transients [18]. Also, the interruption needs to be as close
to an ideal step to avoid convolution of instantaneous and transient processes. According
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to [19], timing for the current interrupt measurement should be controlled in the range of
about 0.5 to 10ns.
3.2.3 Electrochemical Impedance Spectroscopy
Given the complex nature of the system, various electrochemical processes occurring exhibit
interesting characteristics at various frequencies. An understanding of these processes is
key to gaining relevant insight to the multi-physical processes in the fuel cell. Impedance
spectroscopy is a popular tool in the electrochemical space for obtaining impedance data of a
system under test across a range of frequencies [16]. The EIS is capable of isolating different
characteristic processes that occur within the cell, essentially availing richer information for
diagnostics than previously discussed diagnostics techniques. The process typically involves
the excitation of the system under test with a sinusoidal signal. The sinusoid serves as a
modulating signal over a DC current point in the case of a galvanostatic process, or a voltage
point for the potentiostatic alternative. This is done for a wide range of frequencies of interest
with the response measured as a voltage signal in the galvanostatic measurement and current
signal for a potentiostatic measurement. To obtain the impedance, for a given frequency, the
ratio of the voltage and current is calculated to give the complex impedance for the different





The Nyquist plot is often employed as a visual representation of the impedance data. It plots
the decomposition of the complex impedance into its real part, zre on the x-axis, and the
imaginary part, zim on the y-axis. To gain relevant insight from the impedance data, it is
common to fit an equivalent electric circuit to the impedance data.
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3.2.4 Other Characterization Techniques
Other electrochemical methods include the cyclic voltammetry achieved by sweeping the
potential between two set points in order to characterise the catalyst activity of the electro-
chemical surface area (ECSA). The cathode discharge techniques also help to determine
the resistance of the membrane electrode assembly and may be achieved by monitoring
galvanostatic discharge of the fuel cell upon reactant supply interruption [16].
Since the fuel cell behaviour is dependent on multiple conditioning parameters, it may be
useful to track these conditioning parameters as well. In addition to current and voltage
measurements, other data may be collected especially for data driven information extraction
stages. Such data may include temperature, pressure, flow-rate and humidity. These help to
put other measurements in context and provide a richer set of information from which state
of health knowledge could be derived.
3.3 Information Extraction for Fault Detection
An information extraction stage is often necessary to further diagnose the system, determining
whether the data describes a faulty condition or not, and to what extent. Because of the
nature of fuel cells, another important step is fault isolation. This is required to resolve the
faulty conditions to the respective causes. The nature of the fuel cell however makes this
latter stage difficult. Different degradation mechanisms and faulty conditions may often be a
result of a combination of degradation processes. Also, it is not usually clear what processes
or conditions constitute poor performance from data such as the polarisation curve analysis.
These challenges have resulted in various research efforts aimed at analysing diagnostic data
in an effort towards fault isolation. A variety of diagnostic procedures have been developed
in literature. These procedures mostly involve techniques with roots in signal processing,
and pattern recognition techniques such as machine learning. Others also involve the use of
mathematical models requiring significant understanding of the system. Classifying these
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Fig. 3.5: Classification of fuel cell diagnostic techniques.
methods is not straightforward as the techniques involved often overlap on many bases.
However, they will be discussed under two broad categories depending on the fundamental
approach towards diagnostics - the model-driven and the data-driven models as shown in
Fig. 3.5.
The following section will review various approaches under the two categories as it exists in
literature. The techniques involved will be briefly discussed, while the merits as well as the
challenges will also be highlighted.
3.3.1 Model Driven Diagnostics
In order to describe as well as predict the behaviour of the fuel cell system, a model of the
system may be developed. This requires an understanding of the physics of the internal pro-
cesses. Mathematical models which could predict the behaviour of the system are developed
with knowledge of system characteristics and understanding of mechanisms by which faulty
conditions proceed. Models may be derived from first principles, i.e. from fundamental
electrochemical principles such as Butler-Volmer and Fick’s laws, or via test data [20]. These
models essentially give the input-output relationship for the fuel cell system. Physics of
failure models that employ knowledge of the degradation mechanisms may also be used to
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Fig. 3.6: Schematic illustrating the model-driven diagnostic technique
specifically target fault conditions.
In order to test validity of models, the outputs of the models are compared to the output from
the real system for varying conditions using well established measurement techniques such
as the polarisation curve and current interrupt techniques [20]. Because the behaviour of
the system may now be known in advance, deviations from this signify an anomaly. Signals
acquired from the fuel system may then be compared to the model predicted output. The
difference between these - the residuals, may then be analysed for probable fault conditions
and to further understand the cause and the degree of faults [21]. This is as shown in Fig. 3.6
illustrating the model-based fuel cell diagnostic technique where the behaviour of the actual
system is compared to a representative model and diagnostic information is derived from
residuals. This typical modelling representation for the residuals r(t) for a given input set of
conditions x(t) and output y(t), for a given time t, may be expressed as follows;
r(t) = f (x(t), y(t)) (3.4)
Where f (x,y) is a function that determines the residual from the input output parameters.
Fig. 3.6 illustrates the process for the model-based diagnostic approach.
The model-driven method has been applied for the diagnosis of fuel cell system faults [22–
24]. Subspace identification methods such as the linear covariate analysis, have been used
to model the input-output relationship of the fuel cell for diagnostics [24]. Diagnosis of
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system faults such as temperature by incorporating a residual fault sensitivity technique
has also been presented [23]. While model-based methods may give clear insights to the
system behaviour, these methods do require significant knowledge of the physics of internal
processes. Also, due to the inherent complexity, they often demand significant computational
power in application [23].
3.3.2 Data-Driven Diagnostics
Developing a mechanistic approach in the form of a descriptive model is a challenge since
the complexity immediately becomes prohibitive for real-life applications. To address this,
several data-driven methods that effectively learn the mapping which describe the character-
istic behaviour of the system have been developed. These so called black-box methods do
not necessarily make use of understanding of the system to develop the models [25]. The
underlying concept for data driven diagnostics is the assumption on the statistical behaviour
of the fuel cell. It is assumed that under some certain variables, the behaviour of the system
as provided by generated data should be operated within certain limits. Outside of these
limits, a fault is probable. The distribution of the data therefore provides knowledge of the
system behaviour for a given time under given conditions. Because data driven techniques do
not require the use of complicated physical models, but makes use of data derived from the
system, they tend to be easily implemented and computationally efficient [25], hence their
popularity for fuel cell diagnostics.
Machine learning methods such as neural networks [26], and clustering [27] have been
applied for the diagnosis of faults. Machine learning methods may generally be classified
into supervised and unsupervised learning. The distinguishing feature is the availability
of a labelled response in the supervised approaches unlike the unsupervised ones where
the target label is unknown. The presence of labelled targets for the supervised learning
approaches makes it easy to evaluate their performance, making them more popular than
unsupervised ones. Supervised learning methods generally involve an initial exploratory
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analysis of the data in order to determine relevant features. These features form a design
matrix that is then used to train a learning algorithm. The data is split into a training and
test sets. The training data is used to train the learning algorithm which effectively learns a
mapping function between the features and the label. The test data is then used as a means for
scoring and diagnosing the trained model for some accuracy metric. The trained model may
now be applied to new data points for the prediction of a target such as diagnostic phenomena.
Extraction of feature data form EIS results to diagnose faults including low and high air sup-
ply amounts, high CO (carbon-monoxides) concentration, and high and low H2 supply faults
was demonstrated by [28]. An accuracy of 94.5% was recorded with subsequent implemen-
tation of artificial neural networks for fault isolation. Data extracted from EIS measurement
together with the supervised method - K-nearest neighbour (KNN) for classification of fault
conditions was presented in [29]. Fault conditions considered include air supply, overheating,
and short-circuit and a classification accuracy of 92% was reported. Similar works also
include [30] and [31]. Unsupervised methods such as principal component analysis (PCA)
have been employed for dimensionality reduction of data collected for diagnostics to improve
computation speed [28]. Online learning approaches have also been proposed [32, 33] to
ensure that models are updated in accordance to temporal behaviour. This is important for
continuous monitoring of system with natural degradation over time.
Statistical methods are closely related to the machine learning approaches. Examples of
these include the Fisher Discriminant Analysis (FDA) and the Bayesian Networks (BN). The
FDA seeks to find discriminant vectors that minimize intra-class distances while maximizing
inter-class distance among categorical observations [34]. The use of the FDA has also been
demonstrated [35]. BN represent probabilistic dependence relationships between different
variables. In this sense they have been used to model the relationship between observable
effects and faults for a fuel cell system [36].
3.3 Information Extraction for Fault Detection 40
Signal processing techniques in fuel cell diagnostics are not far removed from the statistical
and machine learning techniques. They have shown promise in the analysis of current and
voltage data. Two major considerations for the signal processing techniques are the signal
to monitor for diagnostics and the analysis techniques to be deployed [37]. The fuel cell
voltage data is highly relevant to its state of health. Expectedly, most faulty conditions result
in some level of voltage drop, and voltage data acquisition for the fuel cell is also an easy
task. The measured voltage data from the fuel cell is inherently non-stationary. This makes
signal analysis techniques like the discrete fourier transform unsuitable. To address this,
time-frequency techniques such as the wavelet analysis have been employed. Wavelet packet
decomposition technique has also been used to analyse voltage data, which enabled the
diagnosis of flooding issues with results shown for a fuel cell stack [38]. Comparison of
coefficients obtained from the discrete wavelet transform applied to voltage data for differ-
ent conditions has also been explored [39]. This allowed ruling on high air stoichiometry
conditions. The separation of electrochemical noise from other signal noise source was
then useful for investigating phenomena such as flooding [40]. Time domain techniques
that also allow the breakdown of voltage signal into different components such as the Em-
pirical Mode Decomposition (EMD) have also been employed. The EMD decomposes
signals into component signals which consists of a finite number of intrinsic mode function.
This technique has been employed in the diagnosis of flooding and drying fault scenarios [41].
While data driven techniques have shown promise, for fuel cell diagnostics, much work
is still required to further develop these approaches. Data driven techniques often require
large datasets that are not available. These techniques require data under both healthy and
faulty conditions. More specifically, prior information required to learn faulty conditions for
some algorithms are rare. Since the accuracy of data driven approaches is tied to the quality
and quantity of available data, this is a significant challenge. An example is the case of a
new system with little or no data is available. These methods also tend not to generalize to
different systems making them only best for use with system that generated the data on which
the models have been trained [42]. Some diagnostic approaches also employ a so-called
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grey-box approach in which data driven approaches are combined with model-driven ones to
take advantage of both [20].
3.3.3 Impedance Spectroscopy Analysis for Fuel Cell Diagnostics
The EIS measurement has proved a popular technique for fuel cell characterisation as well
as diagnostics as is evident in literature [28, 27, 60]. The popularity of the measurement
technique is due in part to the fact that it provides more useful information on the state
of health of the fuel cell compared to other techniques such as the current interrupt and
polarisation curve. As a frequency-based measurement, it has shown suitability in capturing
the dynamic characteristic of the fuel cell.
EIS has also been combined with data-driven approaches for diagnostics. The EIS is however
a complex measurement with a number of conditions to be met in order to ensure accuracy.
In this section, some of the important conditions identified in literature are considered.
Electrical equivalent circuit modelling forms a part of most fuel cell EIS characterisation
procedure. The various models employed in literature are also reviewed and some of the
applications of EIS in fuel cell diagnostics are then discussed.
3.3.4 Measurement Consideration
The EIS measurement can be conceptualized essentially as a system identification technique.
For a dynamic systems like the fuel cell, a frequency response characteristic is desired
and the EIS provides a means to achieve this. Typically, this is achieved by perturbing
the system about an operating point. Conventionally, the perturbation is achieved with a
sinusoid of known frequency. This is repeated for several other frequencies to yield points
that approximate a spectrum. The perturbation as well as the response signals are collected
and the DFT computed using the FFT algorithm to get the complex coefficients for the
corresponding frequency. The impedance is derived by taking the ratio of the complex
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Fig. 3.7: Response of a linear system to sinusoidal input.





This processing approach for the input and response makes some assumption on the system.
The invocation of Ohm’s law in the computation of impedance assumes the linearity of the
fuel cell system. For a linear system, the response to a sinusoidal input is a sinusoidal output
of the same frequency [43]. This is illustrated in Fig. 3.7.
For the fuel cell however, this is hardly the case. The Butler-Volmer kinetic relations explic-
itly state a non-linear relationship between the current and the fuel cell activation (potential
drop). In addition, system nonlinearities are further pronounced in the event of anomalous
conditions such as flooding [42].
Specifically, impedance may only be defined this way provided the conditions of linearity,
causality and time-invariance are observed [44]. It has been shown that the impedance for a
non-linear electrical system was dependent on the perturbation amplitude [45]. The effect of
the kinetic parameters and electrode potential on the linearity of the system has been further
highlighted [46]. To avoid these scenarios, it is noted that the amplitude of the perturbation
should be made small enough to achieve quasi-linearity [47]. This idea has been observed
in several works with an amplitude of about 5% of the DC point generally recommended
for galvanostatic EIS [48]. This was investigated employing the total harmonic distortion
measure to seek an optimal amplitude with considerations for the Signal-to-Noise ratio [48].
The fuel cell system also exhibits non-stationary behaviour. The time invariance requires
that the response remains unchanged to a given perturbation signal over time [44]. Fuel
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cell EIS typically requires measurements at low frequencies. This requires measurement
times long enough for the system to change. It has been shown that this results in a time
dependent impedance measurement which complicates analysis [49]. Reducing the timing of
the measurement is one way to mitigate this and this has been the focus of many research
works seeking to use advanced signals that involve shorter measurement times [50, 51].
While these have proved effective in time reduction of the procedure, some new challenges
are introduced. Part of the focus of this thesis is to investigate this as will be shown later.
In addition to these principal considerations, other challenges with the measurement may
include precision of the instrumentation and improper setting up of electrodes [52]. Theoret-
ically, the Kramers Kronig (K-K) transform may be used to validate collected impedance
data. The K-K transform relates the real and imaginary impedance components [53]. It is
noted, that for non-linear response to large perturbation, the K-K relations fail to give a good
measure of error and recommends an experimental approach [54].
3.3.5 Electrical Equivalent Circuit
EIS data is often modelled with electrical equivalent circuit (EEC) models. Circuit elements
employed typically include resistors, capacitors, and inductors. Other elements include the
Warburg and constant phase elements (CPE) which help to model special characteristics of
the fuel cell impedance. Model circuits formed with these elements may be used to determine
the performance of the fuel cell [55]. It is however important that the elements chosen
correspond to the actual characteristic processes of the fuel cell [3].
Given impedance data and an appropriately chosen circuit model, values of the constituent
elements of the circuit may be approximated via a non-linear least square technique [56].
Measure of error such as chi-square are used to evaluate the suitability of the resulting circuit
fit. A simple and popular model circuit for most electrochemical system including the fuel
cell is the Randles equivalent circuit as illustrated in Fig. 3.8. This is often employed as
a starting point for most fuel cell impedance fitting. In its simplest form, it consists of a
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Fig. 3.8: Randles Equivalent Circuit and Corresponding Nyquist plot.
(a) (b)
Fig. 3.9: The simple Randles equivalent circuit (a) and the modified Randles equivalent (b)
resistance in series with a parallel combination of a resistor and capacitor [1]. The resistance
Rohm captures the ohmic resistance of the electrolyte while Rct represents the opposition
to the charge transfer process in the cell. The Cdl represents the capacitance due to the
double layer formed. In some cases where the inductance due to connectors is significant, it
may be necessary to include an inductance in series with the ohmic resistance. Many more
complicated circuits are also used to model more complex processes such as the diffusion
mechanics also with data provided by the impedance information [1].
The Nyquist plot for a fuel cell is often not a perfect semicircle. A depressed semicircle may
not be modelled with a just capacitors and resistors configurations. This behaviour may be
attributed to the porous structure of the electrode and its electrical heterogeneity [57]. To
model such behaviour, the capacitor may be replace by a constant phase element (CPE). the
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Where the Q0 and n are frequency dependent and are the variable parameter with n in the
range [0,1] [57]. The CPE generalizes the behaviour of the resistor and capacitor with n = 0
and 1 describing the ideal resistor and capacitor respectively. The Warburg element helps to
model mass transport issues in the fuel cell. For a finite diffusion exhibited by the fuel cell,





While it is possible to fit a highly complicated circuit over the impedance data with high
accuracy, care must be taken to ensure that circuit elements reference corresponding physico-
chemical processes of the actual fuel cell system. A number of circuits have been proposed
such as in [58, 56, 42]. Separate circuits models were proposed for high and low current
operations and validated using simulation and experimental data [56]. A novel configuration
has also been presented, with additional resonant loops on the cathode and anode side [56].
The proposed model was experimentally verified and accounted for the low-frequency induc-
tive phenomena.
The various parameter values extracted from the equivalent circuit fit provided useful infor-
mation for different conditions in the form of varying circuit parameters. These can then be
used to characterize as well as understand the behaviour of the system for varying conditions.
The use of EEC has been demonstrated in the study of faults such as Phosphoric Acid loss
and CO-poisoning by monitoring equivalent circuit parameter changes [42]. In studying the
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oxygen reduction process and the methanol oxidation process at the cathode, a circuit with
the capacitance and the charge transfer resistance taking into consideration the double layer
of the oxygen reduction process has been proposed [59].
Some procedures for analysing impedance data such as dealing with outliers and smoothening
of the impedance plot are laid out in [44]. Smoothing is justified for most impedance data
since a smooth curve is generally expected [44]. The Complex non-linear Least Square
(CNLS) is popular for fitting circuit models to impedance data. Unlike other existing meth-
ods, the CNLS makes use of all the data points at each iterative step. In addition, it enables
the fitting of complex models with multiple circuit elements while providing a measure of
uncertainty for the estimated parameters [44]. The chi-square (χ2) value is often used to
define the goodness of fit which is related to the suitability of the resulting circuit fit.
Going by existing literature, it is noted that various EEC models have been employed. Mod-
ifications are often made as necessary to account for special characteristics. Also prior
knowledge of internal characteristics of the system in question informs necessary modifica-
tions.
3.4 Conclusion
This chapter presents a review of the various diagnostics and condition monitoring techniques.
Standard electrochemical methods, some of which are employed throughout this work are
first reviewed. A detailed study of information extraction techniques is also presented and
divided into the model-driven and the data-driven techniques. As a popular technique, the EIS
measurement technique is investigated. The various measurement considerations required for
a valid EIS measurement are presented. The use of electrical equivalent circuit for modelling
impedance data is also discussed. Advantages and disadvantages of the different diagnostic
techniques are also noted and form the basis for further research which this thesis focuses on.
Chapter 4
Experimental Setup and Procedures
4.1 Introduction
In order to test various techniques proposed in this work, tests are carried out on a single
cell test station. Throughout this work, some standard electrochemical methods, including
the polarisation analysis and the EIS are carried out. The rest of this chapter describes the
single cell fuel cell used throughout this work. Key components and relevant parameters
are highlighted, and the different test procedures are presented. As earlier noted, initial
conditioning is necessary in order to ensure stable measurements. The conditioning procedure
implemented for all tests is described. Finally, the procedure for initiating fault conditions
studied in this work is detailed.
4.2 Fuel Cell Assembly
Experiments were conducted on a single cell fuel cell system. The fuel cell assembly
consists of a single cell system with an active area of 25cm2. The innermost layer consists of
the membrane lying between the anode and cathode to constitute the membrane electrode
assembly (MEA). Fig. 4.1 shows the constituent parts of the MEA - anode, membrane and
cathode. The MEA is sandwiched between the graphite bipolar plates which is shown in
Fig. 4.2. Current collectors form the next layer and the whole assembly is enclosed in an
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Fig. 4.1: The three components that constitute the membrane electrode assembly - anode,
membrane and cathode.
outer casing which is insulated from the current collector plates.
The fuel cell assembly is connected to a Fuelcon test station enables supervisory control and
allows continuous monitoring of fuel cell conditions during testing. The test station also
allows for automated testing via an application programming interface. Other components
included in the test station consists are gas humidifiers, heating and cooling channels, mass
flow controllers for both the incoming reactant gases as well as the exhaust gases.
Also housed in the test station is a potentiostat/galvanostat and an impedance analyser with
leads which are firmly connected to the current collector’s positive and negative plates. The
mass flow controllers allow for the control of the fuel in accordance to set flow-rate or
stoichiometry. Air is fed in at the cathode while Hydrogen is fed in at the anode. Humidifiers
help to maintain the required level of humidity with the action of the bubblers. A temperature
sensor inserted into a hole in the fuel cell assembly helps to monitor the temperature. For
temperature control, the assembly is heated with the use of heating plugs attached to the
assembly body. A fan is also positioned close to the set-up to provide cooling. In setting up,
the flow pipes were thermally insulated to ensure the set temperature of the incoming gases
is maintained along the flow channels upon entry into the fuel cell assembly.
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Fig. 4.2: The current collector and graphite bipolar plates.
4.3 Test Conditions
As earlier noted, test conditions have significant impact on the performance of the fuel cell.
For this work, some parameters were varied while others were kept constant. This section
details standard parameter values set under normal operation. When these change, it is
explicitly stated.
The stoichiometry of the anode and cathode was set at 1.5 and 2 respectively. To maintain













where i is the current, n is the amount of electrons exchanged, F is the Faraday constant,
V0 is the molar gas volume at standard temperature and pressure. The airflow rate is scaled
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Table 4.1: Table of parameter values for fuel cell test
Parameter value
Anode stoichiometry 1.5
Minimum Hydrogen flow 0.15Nl/min











by 0.21 which accounts for the molar fraction of O2 in air. A minimum hydrogen flow of
0.15 and oxidant flow of 0.53 is maintained for all tests to prevent a zero flow rate which
may result in damage of the membrane. The temperature is set at 80◦C for the tests which is
in accordance to membrane manufacturer’s recommendation. The table 4.1 summarises the
parameter values.
4.4 Conditioning
It has been mentioned in chapter 3 that initial conditioning is necessary to ensure the fuel
cell system equilibrium in operating conditions. This helps to minimize non-steady state be-
haviour [3]. Prior to carrying out tests, the conditioning procedure is first run as an initiating
procedure. For this work, the cyclic conditioning has been recommended by the membrane
manufacturers.
To commence conditioning, the Hydrogen flow-rate is initially set to 0.15Nl/min and the air
supply set at 0.5Nl/min. Humidification then starts with the anode and cathode flow through
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Fig. 4.3: The experimental conditioning procedure.
the bubblers. To avoid a temperature increase, the air flow rate is slightly reduced before
turning on the humidifiers. The flow rate for the anode and cathode are set to equivalent
values for a current density of 1200mA/cm2 for a given stoichiometric ratio of 1.5 (anode)
to 2 (cathode). This set point is approached in small increments of 0.05 to avoid possible
overshoot. With the flow rates set for both the anode and cathode, the fuel cell voltage is then
cycled between 0.8V and 0.3V using the electronic load. The potential is maintained at 0.8V
for 30 seconds, and for 60 seconds at 0.3V. This is repeated 12 times after which the voltage
is set to 0.8V. Because this procedure results in an increase in the temperature of the cell, a
5-minute period is allowed for the stabilization of the temperature before tests are carried
out.
4.5 Standard Electrochemical Test Procedures
Electrochemical tests such as the polarization curve and EIS form part of standard electro-
chemical procedures and are employed extensively in this study. The procedures followed in
these tests are discussed in this section.
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4.5.1 Polarisation Curve
The polarisation curve test serves as a simple measurement to evaluate the overall perfor-
mance of the fuel cell. In this work, it serves the purpose of characterising the system used
in order to understand factors such as limit in current density to prevent damage to the cell.
Polarisation curves are compared for various tests carried out in order to observe possible
changes to the fuel cell performance due to the other procedures undertaken.
The procedure begins with the load disconnected. The valves are opened, and the minimum
flow rate is then set for the anode and cathode sides. The load is connected and a small
amount of current (2.5A) is drawn. At this point, the cell temperature control is activated.
The current is reduced to zero and some time allowed for the fuel cell to return to open circuit
voltage (OCV). The OCV is read to start the current step process during which the current is
increased in small increments and the corresponding voltage read.
Changes in potential occur relatively rapidly at the activation region. In order to improve
the resolution in this region, shorter step sizes of 1A are used, while a step size of 3A is
used in the linear ohmic region. A wait period of 30 seconds is allowed between consecutive
measurement to ensure steady state readings are made. Also, three voltage readings are
acquired for each current set-point and the average of these is recorded as an added measure
of reliability. For given current, the corresponding flow-rate is set in accordance to the set
stoichiometric ratio using the following equation (4.1) and (4.2).
A maximum current and minimum voltage of 45A and 0.35V respectively are set as limits
to signal the termination of current increase. The current is increased until one of two
termination conditions are met. For the first, a maximum current limit is set and it is
determined if the next step exceeds this maximum value as in equation (4.3). The second
condition subtracts the previous potential drop due to the current step from the current
potential and compares this with the minimum voltage value as shown in equation (4.4). The
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measurement is terminated if the resulting value is less than 0.35.
i+ iincrement ≤ imax (4.3)
v− (v0 − v)<Vmin (4.4)
4.5.2 Electrochemical Impedance Spectroscopy
The standard EIS measurement is carried out on the test station with the aid of an in-built
impedance spectrum analyser which controls an external electronic load. Conditions set
for the EIS measurements are similar to those of the polarisation curve. Measurements
are carried out at a given current set point. With the flow rates, pressure, humidity and
temperature set, the current is increased gradually by the electronic load until the desired set
point is reached. The system is perturbed with sinusoidal frequency points from a logarithmic
distribution. 4 periods of each sinusoidal perturbation are allowed for improved accuracy.
Except otherwise stated, the frequency range of deployed is 0.1-10kHz.
4.6 Fault Emulation
The fuel cell is prone to various faulty conditions as previously discussed. Prominent among
these are the flooding and drying faults. Other known faults such as starving and membrane
degradation mechanisms often occur as a result of flooding and drying. A number of activities
that result in flooding have been laid out in [7]. First, flooding may result from condensation
of humidified gaseous reactants. Also, the product water forming at the cathode may also
result in flooding when not properly managed. Proton transport across the membrane also
results in electro-osmotic drag which in turn results in an accumulation of water. Drying
occurs when there is relatively low water content in the cell. This also leads to degradation
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of cell components when not timely addressed.
In the course of experiments, care is taken to establish a reference point by operating the
fuel cell under standard conditions and carrying out standardized tests such as the EIS and
polarisation curve. This ensures that comparisons could be made between results without
confounding the effects. As an example, in the case of a flooding condition, EIS results and
Polarisation curve show distinguishable results from results achieved under normal operation.
In some case, drying of the bipolar plate becomes necessary to completely reverse the effect
of flooding.
4.6.1 Flooding Procedure
A procedure for emulating a flooding condition was described in [60]. This procedure is used
as a guide and compared to other results found in literature as well as experimental obser-
vations which will be further discussed. To realize, the initial cell conditioning procedure
as discussed above is first run. The system is then allowed to operate under predetermined
standard conditions for a few minutes for a constant current of approximately 10A. In order
to initiate the flooding condition on a test fuel cell, the system humidifier on the anode and
cathode side is set to be higher than the fuel cell temperature. The result is that more water is
absorbed in the incoming gaseous reactant at higher temperature. The result is a temperature
gradient which allows condensation to happen rather rapidly upon reaching the fuel cell
where the temperature is relatively lower. In this case, the humidifier heater temperature
on either electrode side is gradually increased to 100◦C while the fuel cell temperature is
maintained at 75◦C. Other conditions such as the pressure are maintained. The cell is also




The drying procedure also employs the humidifier temperatures to achieve the desired results.
Having less water in the cell than normal will result in a drying fault The system is first
allowed to run under standard operational conditions for a few minutes after conditioning.
The humidifier temperature is set to a temperature of 55◦C while the cell temperature is
maintained at 80◦C. This results in less absorbed water by the incoming gaseous reactant.
The relatively higher temperature in the cell causes a drying as a result of low water content.
The current is also reduced as necessary to enforce a drying condition.
4.7 Conclusion
The standard experimental procedure and operational parameters have been presented in
this chapter. Details of the fuel cell assembly used throughout this work are also discussed.
The procedure for realising the different fault conditions investigated in this work are also
presented.
Chapter 5
Design and Implementation of an Active
Load for Fuel Cell Impedance
Measurement
5.1 Introduction
Implementing the impedance spectroscopic measurement may be carried out in a number of
ways. These all aim to inject the sinusoidal perturbations at the required frequencies, while
the response of the device under test is measured. As discussed earlier, this perturbation
signal could be a current or a voltage signal. This section however focuses on the use of a
current signal for reasons already stated.
One way the fuel cell impedance spectroscopy is often carried out is with the aid of expensive
frequency response analyser equipment. The frequency response analysers are deployed in
the laboratories to interface with the cell for carrying out measurements. The cost of such
set-up has however hindered the use of EIS for more practicable purposes. Also because
these test stations systems tend to be large, incorporating them into an actual system would
mean a low energy-volume density for the overall fuel cell system. In addition to these
constraints, some of the laboratory test system do not offer the flexibility for carrying varying
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test. This makes it difficult to implement proven advanced impedance spectroscopy measure-
ments using specially designed signals. Another popular approach is the use of commercial
electronic load equipment. This receives a transient signal serving as the perturbation from
a signal source while interfacing with the device under test (DUT). The drawback of this
approach lies in the amplitude and frequency requirement of the perturbation which may be
above permissible limits of typical laboratory devices. This is in addition to the size of this
laboratory equipment.
This chapter details the implementation of an active dynamic load for impedance spectro-
scopic measurement. To achieve this, a current source is implemented. The active load as a
current source allows to set an instantaneous transient current at any point allowing for the
simulation of a wide range of load profile. The remainder of this chapter proceeds with the
design of the proposed system. It starts with a detailed functional description of the proposed
system and introduces the load modulation technique. The circuit is developed, analysed
and simulated and appropriate behaviours are described with tests carried out on equivalent
circuits and on an actual fuel cell.
5.2 Functional Principle
The goal of the EIS is to derive the impedance response of a given system over a desired
spectrum. This may be achieved by injecting the sinusoidal signals for selected frequencies
within the desired frequency range. The signal input may be achieved by implementing
a current pump or a current sink. To ensure an output current signal independent of the
load, a current pump implementation will theoretically require an infinite output impedance
to ensure the integrity of the output signal. This poses a challenge for portable practical
implementations. For the fuel cell which requires frequencies in the kilohertz range, the
challenge is further pronounced as the output impedance of most current pumps get atten-
uated at high frequencies. Much effort has been put forward to achieve this, such as the
5.2 Functional Principle 58
Fig. 5.1: The small signal perturbation and response illustrated on a polarisation curve.
Howland circuits [61], but they often require complicated circuits as well as high precision
components to ensure an output current independent of the load [62]. The current sinking
approach on the other hand, allows for more flexibility with the use of low-cost equipment.
Also, for the fuel cell application, an operation point is often desired for measurement and
diagnostic purposes. This is easily achieved in a current sink configuration. For these reasons,
a current-sink implementation has been chosen in this design.
In the configuration, impedance spectroscopy is achieved by a load modulation technique.
The load modulation provides a way to implement the EIS technique for a given cell operation
point as illustrated in Fig. 5.1. Figure 5.2 below shows the overall system set-up.
The DUT is represented as a voltage source with its associated impedance. This represents
the fuel cell stack system to be tested and is interfaced with the active load which draws
an instantaneous current. The current drawn by the active load is determined by the input
signal to the active load which is the perturbation signal offset by the required DC point. The
input and the output signals may then be acquired as shown for further processing. The input
(current), i, and response (voltage), v signal may be represented in terms of the DC, I, and
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Fig. 5.2: Schematic describing the load modulation setup for impedance measurement of a
device under test (DUT).
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modulating signal ∆i as in (5.1).
current, i = I +∆i (5.1)
Particularly, the technique is achieved by implementing a wideband voltage controlled sys-
tem. The active load helps to modulate a DC load operating point of the cell with sinusoidal
waveforms of desired frequencies.
For the derivation of impedance for a linear system, the Ohm’s law may be applied for the
voltage and current signals. This however requires linearity of the system in question. The
fuel cell is an inherently nonlinear system. To achieve linearity, a small signal approximation
is necessary. This is expressed in the following equations, given the relationship;
v = f (i) (5.2)
The Taylor’s expansion around the operation point I may be expressed as:












(∆i)2 + . . . (5.3)
Since v =V +∆v and f (I) =V,
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The sinusoidal perturbation needs to be of low amplitude to satisfy the linearity requirements
for the impedance calculation using the Ohm’s law. Other issues relating to the amplitude
as it affects the EIS measurement specific to the fuel cell are discussed in subsequent sections.
5.3 System Design of the Active Wide-Band Load
The active load is required to interface the DUT as a controlled load system. For the proposed
system, a voltage controlled current source topology is adopted.
5.3.1 Current Source Design
To realize the load modulation technique, a wideband voltage controlled current source
is designed. A bandwidth at least 10kHz which allows the typical fuel cell impedance
information is also desired.
The schematic shown describes the characteristics of the voltage controlled current source





Fig. 5.3: Voltage controlled current source showing the dependence of the current on the
input voltage.
As shown in Fig. 5.4, describing the current-voltage characteristics of the MOSFET, two
major regions may be identified. The triode region describes the linear relationship between
the drain-to-source voltage, vDS and the drain-to-source current, iDS, with the on-resistance
Ron as the proportionality constant. As the drain-to-source voltage (Vds) approaches the
voltage difference between Vgs and the threshold voltage, VT , the gradient of the i− v curve
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(a): Illustrating MOSFET triode
and saturation characteristics
(b): MOSFET characteristics showing the
three major regions - the triode, saturation,
and cutoff regions
Fig. 5.4: MOSFET drain-to-source current voltage characteristics [5].
approaches zero rapidly. At this point, the current increases no further even with an increase
in Vds. At this stage, the MOSFET is said to be in saturation region. This region is key to the
constant current operation required independent of changes to Vds. Further increase in the
Vds leaves ids unchanged as shown in Fig. 5.4.
This controlled current characteristics is therefore achieved by operating the MOSFET in its
saturation region. The conditions under which this occurs is given in equation (5.7) [5]. The





for vGS ≥VT and vDS ≥ vGS −VT
From (5.7) above, iDS which is the drain current is only dependent on the gate voltage vGS.
The threshold voltage VT and constant K are characteristic of the MOSFET and are largely
constant [5].
To achieve the required gate drive for an analog control, the MOSFET is located within
a feedback loop to achieve linear control, as shown in the control block. The feedback
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Fig. 5.5: Figure illustrating feedback loop.
sacrifices the high gain of the op-amp for more desirable characteristics such as the stability
of the system. This effectively leaves the amplifier only subject to its external circuitry and
not its material properties which may vary with factors such as temperature. Stable operation
also necessitates negative feedback in order to keep the output current constant despite
variations in the transistor parameters caused by manufacturing tolerances or temperature
drift [63]. This makes it possible to set a required current equivalent to the device operation
point. To achieve the current control, the feedback is made to sample a proportion of the
signal of interest. In this design, the voltage across a sense resistor is fed back to make for
voltage control. This affords the linear relationship between the desired signal and the control








For typical op-amps, the open loop gain G, is usually much larger than one. The above







The gain now obviously depends solely on the feedback gain and not G which may be
dependent of variables such as temperature [64].
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Fig. 5.6: Schematic of the controller stage showing the MOSFET located in the loop
5.3.2 DC Characteristics
The control circuitry is implemented as shown in Fig. 5.6 to achieve the initial proportional
control. At low frequency, this circuit behaves as an inverting op-amp configuration(details
in section A.2). The output is constantly sensed and compared to the desired output while
the system responds accordingly to maintain the required output. In the diagram, the
instantaneous input control voltage is constantly compared to the voltage across the sense
resistor helping to set the MOSFET current drain. The control loop may be considered with
the voltage across the sense resistor as the control output. The input-output relationship, v0vi







Since v0 is the voltage across the sense resistor, the current flowing through the source may
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In order to ensure a 1 : 1 equivalence between the control voltage vin and the drain current iD,







A low resistance is desired for the sense resistor such that it may allow significant amount of
current within the power rating constraint. R f and Rin are then chosen such that the ratio is
equal to the resistance Rsense. For a test on a single cell fuel cell, a load current of 10A is
required to achieve a desired operation point. In order to limit the heat-sink size, two parallel
arrangements are adopted to allow 5A for each MOSFET drain. Given the 1:1 relationship,
input voltage of up to 5V is desired.
5.3.3 AC Characteristics
The perturbation signals required for the impedance spectroscopy measurement demands
a wide bandwidth. Specifically, a frequency range of about 0.1Hz to 10kHz is required.
Considering this, the choice of an op-amp with wide-band characteristics is required. Also, a
feedback network exhibits frequency and amplitude dependent behaviour. For the required
application, the frequency-dependent behaviour is a more stringent requirement and is
therefore examined. The key to improving the approximation from equation (5.8) to (5.9)
above is the product of GH. For the approximation to remain valid, it is necessary that this
product is much greater than 1, as seen from the equation. However, because the op-amp
effectively exhibits a low-pass filter characteristics, as shown in Fig. 5.7 for a typical op-amp,
the value of G decreases with an increase in frequency.
This behaviour introduces some error in the behaviour of the feedback loop. One of the
effects of this drop in the open loop gain is the lack of regulation between the input pins
of the op-amp feedback, violating the virtual short assumption of the ideal op-amp [64].
We proceed to determine the overall loop response in order to determine the frequency
characteristics of the loop. A method used to measure the loop gain as a function of the fre-
quency via a signal injection approach in a feedback system is described in [6]. This affords
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Fig. 5.7: Gain characteristics of the LT1014 op-amp.
Fig. 5.8: Measurement of the loop response by signal injection into the closed loop (adapted
from [6])
a way to realize the frequency response of the system using a test signal injected into the loop.
The measurement of the loop gain may be implemented by a voltage injection or a current
injection. Either approach requires certain conditions on the impedance on either side of
the injected signal. Specifically, for the voltage injection approach, it is necessary that the
impedance looking backward from the point of injection is smaller compared to that looking
forward. While for the current injection, the reverse is required; that the backward impedance
being much greater than the forward. Fig. 5.8 gives a schematic of the procedure for both the
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For a given frequency, the magnitude is computed from the magnitude ratio of vy and vx.
Resolving the trigonometric solution of the phasor also yields equation (5.14) for the compu-










Gain and phase margin compensation for loop stability
For feedback circuits, oscillation at high frequency is a challenge. From previous block
diagram and the equation (5.8), the ratio of Vin to Vout resolves to infinity in the event that
the product GH is -1. This may occur in the event of a phase shift of -180 degrees and unity
gain, effectively making the circuit a positive feedback. It is necessary that there is adequate
margin of operation to avoid an oscillation.
To prevent this, it is required that the gain falls well below the 0db crossover before a
phase shift of up to 180◦ . This helps to make room for some phase margin. As noted
earlier, the feedback loop including the op-amp exhibits a low pass characteristic. The
Bode plot in Fig. 5.9 shows the obtained frequency response of the control circuit. For
practical applications, a gain margin of 3dB, together with a phase margin of about 60◦ is
recommended [65]. Fig. 5.9 shows the response for both the uncompensated and compensated
frequency response derived using the method described in the previous section. From the plot,
it is shown that the phase margin sits at about 80◦ which is large enough. The gain margin
however appears to be relatively low in the uncompensated response. To achieve the required
margin, a dominant pole compensation [63] strategy is adopted. This compensation allows a
faster roll-off of the first natural pole such that phase shift due to the second pole only starts
with the gain already below 0db. The dominant pole however sacrifices some open loop gain
as well as bandwidth for stability. The compensation network has been chosen to optimize
for the required bandwidth for the impedance measurement while fulfilling the stability
requirement needed to prevent oscillation. With the compensation, the frequency response
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Fig. 5.9: Measured AC response of the control loop showing the effect of the compensation
as it affects the gain and phase margins.
now exhibits an increased gain margin of about 28dB, with the phase margin maintained to
ensure the desired stability.
5.4 Implementation and Measurement
The measurement involves acquisition of the voltage and current signals as shown in Fig. 5.2.
The input perturbation signal is prepared in MATLAB and realized via the National Instru-
ments Data Acquisition (DAQ) equipment which provides the control output to the active load
input. The data acquisition only provided for a global sampling frequency across all input
and output ports. As such, the same sampling frequency is used for both the signal generation
and acquisition. For each perturbation frequency, a sampling frequency Fs ≥ 2 f is ensured
in accordance to the Nyquist theorem. A 2MS/s National Instruments data acquisition (DAQ)
device is used in this work. At this rate, the maximum frequency of interest which is 10kHz
affords a maximum of 200 samples/period. 500 samples are used per period of signals not
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greater 4kHz. In order to generate the higher signal frequencies, the sampling frequency, Fs,
of the device had to be changed dynamically within the software as given in (5.15).
Fs = f requency× samples ≤ 2Ms/s (5.15)
The perturbation signal is summed up with a desired DC offset serving as the operating point.
To avoid clipping of the negative cycles of the sinusoidal signal, adequate offset is ensured
for each measurement.
The processing stage extracts the information only corresponding to the frequency in question.
To achieve this, the signal is transformed to the frequency domain using Discrete Fourier
Transform (DFT), where information on the magnitude for each frequency is distinguishable.
The required frequency information is then extracted from the voltage and current data.
5.4.1 Filtering
The signal integrity must be considered to adhere accurate impedance information. The
acquired signals may contain other frequencies outside of the perturbation frequency. To
prevent aliasing, signals are passed through a filtering stage prior to the data acquisition. Anti-
aliasing filters are used to remove frequency components greater than half of the sampling
frequency to reduce the effect of high frequency distortion. A unity-gain Sallen-key topology
shown in Fig. 5.10 is implemented.
Fig. 5.10: Sallen-Key low pass filter configuration.
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This has been chosen for its simplicity and acceptable performance. The transfer function of





S2R1R2C1C2 +C2 (R1 +R2)+1
(5.16)
The filter needs to be designed for a cut-off of, at most half the sampling frequency. Compo-
























m and n are chosen to be 1 an d 2 respectively. With a sampling frequency of 100MS/s
used for acquisition, a cut-off frequency, fc of 50kHz is chosen where Q is the Q factor. A
standard value of 10nF is chosen for C1 which corresponds to a R2 value of about 225Ω and
a standard 220Ω resistor is chosen for simplicity. R1 and C2 are then calculated using the
relationship above.
Figures 5.11 and 5.12 show the filtered and unfiltered samples in the time and frequency
domain respectively for a sample 100Hz signal acquired.
The time domain representation shows an obvious improvement in the variance of the signals.
Also, it is seen that higher frequency components have been significantly attenuated.
5.4.2 Quantisation
The data acquisition is done via sample and hold to realize the discretized signal [67]. This
consists of the sampling and the quantisation processes. The error associated with the
quantisation process may be analysed for the fundamental frequency perturbation. The signal
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Fig. 5.11: Time domain representation of the filtered and unfiltered acquired signal showing
the filtering effect.
Fig. 5.12: Frequency domain representation of the filtered and unfiltered acquired signal
showing the filtering effect.
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y(t) is related to its quantised version as follows,
yq(t) = kq (5.20)
where, kq− q2 ≤ y(t)< kq+
q
2 .
The amplitude am may then be written in terms of the number of quantisation level, l between
0 and am as in (5.21).
lq− q
2




With l qunatisation levels, the magnitude error may be computed using the following equation
derived in [68]. Using this, the minimum level required to achieve an error limit may be
computed. Typical EIS measurements often requires that the signals consists of a DC set point
as well as the perturbation signal. However, in most cases, the amplitude of the perturbation
signal is relatively smaller than the DC point. Due to the low impedance of the fuel cell
system, this response to the perturbation is also relatively low compared to the DC component.
The implication of this is that there is low resolution of the perturbation components because
the quantisation level are mostly used up by the relatively large DC component. To address
this problem, a high pass filter may be used to remove the DC components. However, with
low frequencies required for EIS measurement and the use of a high pass filter may distort
low frequency signals. Further, design of such high pass filter will require significantly
complicated circuitry. Instead this impact is minimized by setting the input range of the
DAQ device close to that of the signals to be acquired for each measurement which results in
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Where (v−,v+) is the input range set. For a ceiling magnitude error requiring l quantisation
level, the following is required (5.23).






















This lower bound is reconciled with the minimum amplitude of the observed signals to set
the gains such that the minimum requirement is met.
5.4.3 Current and Voltage Measurement
The current data was collected with the aid of a LEM LA55 hall effect sensor which is
powered by a ±15V supply. Its conversion ratio of input to output is 1000:1. In order to
achieve a 1:1 measurement, the output voltage is collected across a 1kΩ resistor. Since the
current signal is within the range (-10V, 10V) of the DAQ device, the signal is acquired
directly with no need for a down-scaling. The voltage of interest is the output voltage of the
device under test and this is also acquired after filtering.
5.5 Experimental Tests and Results
The overall set-up is shown in Fig. 5.13 with the data acquisition device and the load control
circuitry. The DAQ device is also responsible for the input control signal in addition to the
voltage and current sensing. The load control unit has been mounted on a heat-sink for heat
dissipation.
Tests were conducted on the load using a workbench power supply unit for calibration
purposes with the set-up as shown in Fig. 5.14. The input signal is synthesized in the
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Fig. 5.13: The active load setup showing the RIO acquisition device together with the control
circuitry on a heatsink.
Fig. 5.14: The setup used for calibration of with discrete circuit elements.
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MATLAB environment on the host and realized by the DAQ device which then controls the
active load. The oscilloscope is used to monitor the various signals. The bench supply acts
as the device under test and is first used to accurately determine the DC characteristics of the
active load set-up. The plot of control voltage against the drain current is shown in Fig. 5.15.
Fig. 5.15: Active load linear control characteristics showing the relationship between the
control voltage and the drain current.
The sense resistor determines the linear relationship between the DC control voltage and
corresponding DC current. To determine its value precisely, data was collected for varying
control voltage set-points and the corresponding current measured. A linear regression fit
is performed to extract the precise resistance value which is the gradient as shown in the
Fig. 5.15. and this is used to compute the control voltage.
5.5.1 Impedance Measurement
In this section, the use of the active load in carrying out impedance measurement is described.
Results obtained are compared with a commercial frequency response analyser.
As the equipment is intended for use with fuel cell system, a simple Randles equivalent circuit
is built with discrete electrical components to compare its performance with a commercial
FRA equipment. The Randles equivalent circuit is connected in series to the supply of a
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Fig. 5.16: Experimental result showing the Nyquist plot generated using the active load in
comparison with commercial FRA equipment for discrete element equivalent circuit.
predetermined output impedance so the impedance of the circuit alone could be determined.
The values for the model components are given in table 5.1. These values have been chosen
arbitrarily given readily available components just to verify the performance of the system.
The resulting Nyquist plot is shown for the standard FRA equipment and active load as in
Fig. 5.16. It is seen that the result from the active load matches that of the FRA closely
enough across the frequency band for impedance estimation.
The experimental test setup for the fuel cell is as shown in Fig. 5.17. Here the developed
active load device is connected as usual to the device under test which in this case is the fuel
cell. The fuel cell normal operating conditions are set using the Fuelcon SCADA interface
and EIS procedure is started after conditioning.
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Fig. 5.17: The setup for fuel cell testing.
5.5.2 Results and Discussion
Since the impedance measurement is based on steady state assumptions, care must be taken
to consider this in practice. However, it is difficult to ensure steady conditions in real-life
measurements especially for an electrochemical system like the fuel cell [3]. A work around
is to ensure a good number of cycles is collected for processing procedures such as the FFT
computation [69]. This helps to improve the results by reducing the effect of distortions due
to transient conditions.
This idea is demonstrated below with the experiment run for a number of periods. The
improvement in the spectral information is obvious with increased periods as seen in Fig. 5.18.
Fig. 5.18 shows the magnitude frequency spectrum for 2, 4 and 6 periods of the computed sig-
nal in order. The red line indicates the gradual decrease in the second highest high frequency
distortion with a corresponding increase in the number of periods. It is important to note this
for more sophisticated impedance measurement techniques such as a broadband signal (later
discussed). The trade-off must be made between the desired accuracy and number of pe-
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Fig. 5.18: Effect of increased integration times on the distortion in the frequency spectrum.
The plot is shown for 2, 4 and 6 periods in order from the top.
riods to ensure a quick measurement. For impedance results shown, 3 periods have been used.
It is also necessary to ensure that the amplitude of the sinusoidal signal is small enough to
make for approximately linear excursions of the sinusoidal perturbation.
To understand the effect of the sinusoidal amplitudes, the experiment was run for different
amplitudes with the harmonics examined. Linear systems theory establishes that the response
to a sinusoidal perturbation of a linear system is also a signal of same frequency with a
possible phase shift and amplitude scaling given causality and stability of the system [43].
The harmonic distortions on the current signal is computed for increasing amplitudes using







3 + . . .
VF
×100 (5.25)
where V1+V2+V3+ . . . represent the harmonics and VF represents the fundamental frequency.
The 2nd, 3rd and 4th harmonics are used to approximate the distortion present due to the
possible non-linearities. Fig. 5.19 shows the plot of the THD values for a chosen frequency
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Fig. 5.19: Graph showing the percentage total harmonic distortion for corresponding pertur-
bation amplitude. A minimum is seen to occur at perturbation amplitude of 0.1
for increasing amplitudes. It can be observed that the magnitude of the harmonic distortion
does not exhibit a monotonic behaviour with increasing amplitude. Particularly, a minimum
distortion appears at a perturbation amplitude of 0.1. For accurate impedance measurement,
it is important that there is a compromise between minimizing the harmonic distortion due to
increasing amplitude and improving the signal to noise ratio [48]. The resulting Nyquist plot
of the impedance for both the active load and commercial FRA equipment are as shown in
Fig. 5.20. The equipment could also be employed for a wide range of signals such as the
chirp as shown in Fig. 5.21. This flexibility makes it useful for various diagnostic procedures
by signal injection.
5.6 Conclusion
The load modulation technique for the realization of EIS has been presented. This has been
implemented with a low cost active load which may be controlled by input voltage signals.
The procedures to ensure a valid impedance spectrum are also discussed and results are
presented to demonstrate the capabilities of the active load for frequencies of up to 20kHz
for impedance estimation. The results demonstrate the ability of the active load to replace
expensive FRA equipment as a portable and low-cost alternative. The equipment also offers
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Fig. 5.20: Nyquist plot for fuel cell for both the active load device and the standard FRA
equipment.
Fig. 5.21: Chirp signal perturbation and response by active load showing the suitability of
the device for superimposing an arbitrary signal.
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flexibility in the different types of signals that could be injected. Its capability to inject an
arbitrary signal will also be leveraged in investigating alternative signal types for rapid EIS




A key advantage of the EIS over other electrochemical methods is its ability to provide more
diagnostic information. Small amplitude transient signals may be injected around an opera-
tional point with the response recorded and impedance may be computed. This procedure
is commonly carried out with the use of expensive commercial FRA in the laboratories. A
low-cost alternative to this has been developed as detailed in the previous chapter and this
makes use of an active load which receives a perturbation signal input summed with a desired
DC point.
Perturbation signal choice is critical to the analysis of the dynamic behaviour of the fuel
cell. Conventional single sinusoid EIS takes a significant amount of time largely due to
low frequency signals. For the set of desired frequency perturbation, each frequency point
is injected one after another. In order to ensure reliable measurement, a rest time is also
required between intermediate frequencies, further resulting in an time-consuming process
This makes the procedure unsuitable for real-time state of health information acquisition.
The multi-sine signal has been proposed to address the time efficiency of the EIS [70] for
on-line analysis. The time reduction is achieved by taking a linear combination of required
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discrete frequency points as one composite signal. This enables the simultaneous measure-
ment of spectral components. The signal period is then determined by the lowest frequency
component in the set. The impedance is calculated by dividing the complex output frequency
coefficient by the corresponding input coefficients. This method however, may introduce
some challenges in its accuracy. Although inherently nonlinear, the linear assumptions for
fuel cell EIS helps to simplify analysis. This also requires that the amplitude of the perturba-
tion signal is kept minimal as discussed in [48]. Linearity can however, not be fully achieved,
and this results in harmonics of the fundamental frequency being generated in the output
response [71]. For the multi-sine EIS approach, the implication is that these harmonics may
interfere with the other signal input of higher frequency, resulting inaccurate measurement.
In addition, the linear combination of individual frequencies leads to an increase in the
amplitude of the composite signal. An increased amplitude results in violation of the linearity
assumption required for the impedance computation using the Ohm’s law [71]. In this work,
the crest factor and the frequency distribution are considered for the optimisation of the multi-
sine signal towards an accurate measurement. A low crest factor is required to addresses the
need to minimize the multi-sine amplitude to achieve quasi-linearity. Some work have been
done to address this amplitude challenge. A time domain optimisation technique to minimize
the amplitude of the multi-sine signal has also been used [51]. Phase values that minimize
the amplitude are found for each individual frequency component. However, the compromise
between the amplitude and the corresponding signal to noise ratio needs to be considered.
Ultimately, to make diagnostic inference from multi-sine EIS data, the measurement errors
must be minimized.
The frequency distribution proposed in this work here is in two stages. First a frequency
distribution is detailed and the optimisation of the resulting perturbation signal is presented.
To achieve an impedance spectrum for the fuel cell within a frequency band of interest, it
is often enough to take a set of discrete points within the desired interval. Interpolation
techniques may then be utilized to obtain an approximate spectrum. The goal here is to
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ensure the frequency set chosen within the interval of interest closely approximates the ideal
spectrum. Two characteristics of the component frequencies to be considered in this light
are the distribution as well as the number of frequency points. A trivial choice of frequency
is an equally spaced set of frequency points within the interval of choice. Considering
the frequency band of interest of the fuel cell EIS, this would require many of frequency
points. Taking the linear combination of such many sinusoidal signals would result in a
high crest factor signal which is undesirable for linearity considerations of the impedance
measurement. The authors in [51] noted the importance of the resolution of the impedance
and it was also suggested in [72] that prior knowledge of the impedance spectrum relaxation
may be useful in making this choice. To ensure adequate impedance resolution within the
frequency range of interest, the frequency points need to be carefully chosen [42]. Following
this, a linear-log-linear frequency distribution was proposed for frequency components of
the multi-sine perturbation signal, where the distribution is linear for the low and high fre-
quency regions [51]. Owing to the significant variation in the impedance response in the
mid-frequency region, an exponential distribution is adopted. This choice was made to reduce
the effect of non-linearities which may introduce higher order harmonics at fundamental
frequency points. For this work however, the choice of the proposed distribution curtails
the need to have this sparse distribution which may lead to low resolution for impedance
information.
The frequency selection is investigated here with the goal of achieving a signal which is robust
to the effect of harmonics or noise. This proposed approach is designed and implemented with
the aid of the low-cost active load device developed in the previous chapter. The performance
of the new approach is evaluated on a simulated non-linear system and compared, based on
an accuracy metric, with the exponential frequency distribution. The method is then tested
on a fuel cell to investigate flooding and drying phenomena on the PEMFC, with results
showing good correspondence with measurements using the single sine technique on the
commercial FRA.
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6.2 Signal Synthesis for Optimal Impedance Spectroscopy
Measurement
In addition to causality and stability, linearity is a major condition for valid impedance
spectroscopy measurement [44]. For conventional impedance spectroscopy measurement
performed on the fuel cell, this condition is difficult to achieve. This poses even more of a
challenge for a multi-sine perturbation schemes.
The periodic multi-sine perturbation signal of N discrete frequency components may be





ai cos(2π fit +Φi) (6.1)
where ai is the amplitude of ith sinusoidal component, fi is the frequency of ith sinusoidal
component and Φi is the phase of the corresponding component. Each frequency component
is uniquely defined by its amplitude, phase and frequency values.
The response of the fuel cell due to its non-linear characteristics consists of higher order
terms in addition to the excited frequencies of the perturbation signal. These higher order
terms manifest as harmonics of the fundamental frequency. In a multi-sine input signal,
harmonics generated by lower frequency component could interfere with other components
of the multi-sine signal. These harmonics compromise the accuracy of the overall impedance
estimation over the simplifying assumption of linearity and causality. In addition, the non-
linearity of the fuel cell tends to increase under certain conditions such as flooding [42]
making it non-deterministic.
To mitigate against the effect of harmonics, a frequency set which reduces the chance of
harmonic interference from lower frequency components is desired. Precisely, a set of
frequencies, S is required, such that for every element i of S, n · i is not an element of the
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same set S. n here may be any positive integer greater than 2 up to a maximum of about 5.
This condition minimizes the effect of having harmonics of lower frequencies impact higher
order components as will be shown.
A set fulfilling the requirement is a set of pairwise coprimes and the set of prime frequen-
cies is an even more special case [73]. It is important to be sure of the feasibility of this
requirement for a given upper bound. Results in number theory established that the maximal
number of integers a1 < .. .ak ≤ n with none dividing the other is n− n2 [74]. This gives
room for enough frequencies within the typical EIS range for most applications. For fuel cell
EIS measurement, the band of interest lies between 0.1 Hz and 10 kHz [1]. In order to fulfill
the pairwise coprimality condition for frequencies f < 1, these frequencies fl may be chosen
such that 1 modulo f ̸= 0. The corresponding 10th multiple (10∗ fl) may then be omitted
from the set to maintain the condition although this may not be necessary given that 10 is
relatively large with negligible effects.
The result of the above scheme is a signal that is relatively less prone to harmonic distortion
effects as would be shown in the following sections. While there are other sets S which fulfill
the pairwise coprimality condition, a prime number set is employed as a special case for f > 1
and will ensure some robustness towards harmonics due to unintended input signal. Another
consideration in this work is the application in which the required impedance information is
targeted. The low frequency regions of the fuel cell impedance capture significant information
useful for diagnostics. Phenomena such as flooding and drying mostly result in effect which
manifest in the lower frequency as far as impedance is concerned [60]. Essentially, a function
which begins with a slow growth and ramps up is preferable to increase required resolution
in the low frequency regions. For this, an exponential function in base two is chosen and may
be expressed as follows (6.2);
f j = 2 j f0 (6.2)
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Fig. 6.1: The exponential frequency distribution showing the prime frequency points.
where f0 is a start frequency point and j ∈ Z. The result of this is shown in Fig. 6.1 with the
blue line. The selected set of coprimes is now required to follow this distribution closely.
In order to achieve this, the closest prime number to the frequency point is selected where
closeness is defined as the absolute difference. The co-prime frequency sequence (CFS) is
expressed as follows;
Let | f j −P| denote (| f j − p1|, | f j − p2|, . . . , | f j − pm|). Then,
f requencypoint, fn = pi (6.3)
Where;
i = argmin(| f j −P|)
P = (p1, . . . , pm) is the set of prime in the desired interval
F = ( f1, . . . , fk) is the set of exponential frequency point in the desired interval.
The composite signals making up the multi-sine result in an overall increase in amplitude
and peak factor as previously discussed. Injecting this multi-sine signal in a fuel cell system
will result in perturbation excursions farther away from the desired operating point, resulting
in an unstable system affecting the accuracy of the system.Ideally, the peak value of the
multi-sine signal should be much lower than its RMS [75]. The Crest Factor (CF) metric
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which relates the signal peak and its rms value is often used to measure how extreme the
peaks in the signal are relative to the overall signal [72]. The CF of a periodic time domain













For a given number for frequency components, the CF is dependent on the choice of phase for
each of the signal. The challenge therefore is to design a waveform with a set of individual
phase values that minimize the CF of the multi-sine. This may be expressed as follows;
arg min
P∈Rn
f (P) subject to 0 ≤ pi ≤ π (6.5)
The minimisation of the CF poses a non-linear optimisation challenge [72]. Various methods
have been proposed for the minimization of the CF as a function of the phases of each
frequency component. Two prominent approaches include the Schroder [76] and Newman
Phases [77]. This problem as addressed by Schroeder used the asymptotic relationships
between the power spectra of frequency modulated signals and their instantaneous frequen-
cies [76]. For a spectrum with N consecutive harmonics, Schroeder showed that the phase of
the nth harmonic may be given as (6.6). The relationship proposed by Newman is also given
as (6.7)
Schroeder phases: θn = θ1 −
πn2
N
for n = 1, . . . ,N (6.6)
Newman phases: θn =
π(n−1)2
N
for n = 1, . . . ,N (6.7)
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Table 6.1: Crest factor and peak results for different optimisation schemes.




GA optim. 3.3315 0.9119
More recent approaches have employed numerical optimisation routines to achieve an opti-
mal phase arrangement [78].
The genetic algorithm (GA) optimisation approach is explored in comparison to the other two
methods to solve the optimization problem as posed. The GA serves as a method for solving
optimisation problems whose objective functions are non-linear [65]. The algorithm begins
towards an optimal solution with the creation of an initial population of possible solutions.
The population is updated with a new population determined by scoring each member of the
previous population using a fitness value after each iterative step. This procedure is repeated
until some stopping criterion is met.
The GA for the crest factor minimization is implemented using the MATLAB optimisation
toolbox. The objective function to be minimized is as given in equation (6.5). Although
the GA is not guaranteed to produce a global solution, several parameters such as initial
conditions may be tuned to achieve a viable solution. The CF as a function of phases has
several local minima [77]. To have a sufficient scan of the solution space, the procedure
was run many times with different initial points randomly generated. For each run of the
algorithm, the function tolerance was used as the stopping criterion. This effectively monitors
for an improved solution over a given window of generations. The procedure terminates
if the average change in the fitness value is less than the function tolerance. The overall
minimum which minimizes the N-dimensional objective function is then chosen as the set of
phases that gives a minimum crest factor.
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Table 6.1 shows the results of the three methods by comparing the crest factors obtained and
the peak of the resulting multi-sine signal. It can be seen that the GA approach performs
better than the other two approaches. It is important to add here while the genetic algorithm
approach yields the best results for this scenario, the performance may not necessarily
generalize to other frequency distributions or values of N. Such distributions would have to
be separately compared with other approaches to establish suitable optimisation routines to
adopt. The genetic optimisation approach is also computationally expensive. This is however
not a challenge in a case such as this application where the optimisation is only required once
to determine the optimal phase arrangements. Also, it is observed the zero-phase scheme
performs better than the Newman and Schroeder schemes, this is just a specific case given the
number of frequency points. The phases generated are used to synthesize the now optimized
multi-sine signal. The phases and the corresponding frequency are as given in table 6.2.
Figure 6.2 compares this optimized signal with the unoptimized equivalent. The unoptimized
signal constitutes harmonic components with zero phases. With this array of phases, the
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Fig. 6.2: Unoptimised (left) and crest factor optimised (right) multi-sine signals in time
domain with lines showing the peak-to-peak amplitude.
crest factor is approximately 3.7. For the optimized signal using the phases in Table 6.2, a
lower CF of 3.3 is obtained. In addition to the reduced CF, it is shown that the peak of the
optimized signal is also reduced. The implication of this is that perturbing a system with the
optimized signal will result in less distortion compared to the unoptimized signal ultimately
ensuring more accurate measurements. Calculating the impedance is similar to that of the
single frequency case. The response to the perturbation signal is acquired and the DFT of
both the input and output components are computed using the FFT algorithm. The DFT
complex coefficients may be extracted corresponding to the constituting signal for both the
input and output signal. The impedance may then be computed as usual by taking the ratio
of the output and the input signals for the corresponding frequency points.
6.3 Non-linearity Test
The weak non-linear characteristics of the fuel cell results in higher order harmonics which
may lead to low accuracy of the impedance measurement. The prime frequency distribu-
tion has been presented to improve on the noise and harmonic rejection capability of the
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multi-sine scheme. To validate this, this section compares results achieved using the CFS
distribution as proposed in comparison to the popular exponential frequency distribution.
To achieve this validation, it is instructive that a simulation technique is adopted such that
the causal relationship of the system for the input output is maintained. This also ensures
that confounding variables such as those closely linked with time dependent behaviour are
controlled for the purpose of comparison. An nth-order polynomial with n > 1 is used to
simulate a nonlinear system. To imitate the weakly non-linear characteristics of the fuel
cell, the higher order term coefficients are set relatively much lower compared to first order
gain of the system. A fifth order polynomial function expressed as (6.8) is considered with
coefficient values as given in Table 6.3.
f (x) = anxn+, . . . ,+a2x2 +a1x1 +a0 (6.8)
Here x represents the input to the system f .
Another important factor is the noise and its effect on the accuracy of the measurement. The
noise here may simply be modelled as an additive white Gaussian noise of zero mean coupled
to the input of the system. This may be expressed as follows;
Noise,N = N (µ,σ) (6.9)
The noise is summed up with the original signal as input to the system as shown in Fig. 6.3.
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Fig. 6.3: Schematic showing noise-coupled input to a weakly non-linear system
Fig. 6.4: Sample output in time domain of the weakly non-linear system for a noisy multi-sine
input.
6.4 Results and Discussion
The system as designed in the previous section is implemented in MATLAB. The proposed
approach is compared with the widely used exponential distribution [79]. Each multi-sine
signal resulting for the different schemes serves as input x to the designed nonlinear system
and the output computed from (6.8). Fig. 6.4 shows a sample output from the system which
is now distorted and noisy. The frequency domain representations for the CFS and that of the
exponential distribution are compared in in Fig. 6.5. Outside of the major frequency points,
some harmonics may also be observed. These are due to the effect of the non-linear system
on the input signal as well as the noise associated with the input signal.
For the considered outputs, a signal quality metric is needed for appropriate comparison.
Herein, the effect of non-linearity in the input signals is quantified. The variable of interest
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Fig. 6.5: Spectrum of the output corresponding to the proposed prime frequency (left) and
that of the exponential distribution.
here is the magnitude of the input and output signal as the magnitude is key to the impedance
results. The magnitude distortion metric between the input and output signals is thus defined
as follows; Let Xi be the magnitude of frequency component, i, for input signal and X̂i be the
magnitude of frequency component i for the output signal. The input-output distortion, d





|Xi − X̂i| (6.10)
where N is the number of frequency components. The distortion is further calculated for
increasing noise variance levels. Figure 6.6 compares the input output magnitude distortion,
d as defined for both the exponential distribution and the proposed prime distribution.
The prime frequency distribution outperforms the exponential distribution with lower dis-
tortion across the noise level. This reduction in error implies that the proposed distribution
is relatively less error-prone. Under anomalous conditions such as flooding, non-linear
behaviour of the fuel cell becomes more significant leading to distortions in the magnitude
spectrum. For diagnostic purposes, it is important to be able to carry out measurement
under such conditions. The negative impact of resulting distortions under such conditions
for a multi-sine scheme is however reduced with the proposed distribution. The CFS thus
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Fig. 6.6: The Magnitude distortion compared for both the prime frequency distribution and
the exponential distribution.
improves the accuracy of the multi-sine EIS while affording the reduction in time relative to
the single-sine EIS.
6.5 Fault Diagnostics
Water management is key to the performance of the fuel cell in operation. For the PEMFC in
particular, this is a major challenge since water may exist as a liquid and gas given the typical
operating temperature. Water is required to convey protons from the anode to the cathode
efficiently. The persulfonated polytetrafluoroethylene simply known as Nafion is popular
for use as electrolyte in the PEMFC due to its high ion conductivity [3]. Nafion however
requires hydration to sustain this capability. For PEMFC, this hydration may be achieved
by the humidification of incoming reactant gases. Water is also produced by virtue of the
main electrochemical reaction in the fuel cell and may also be transported as a result of the
electro-osmotic drag phenomena [1] which is aggravated by high currents. This occurs as a
result of protons dragging water molecules while passing through the membrane from the
anode to the cathode side. Accumulation of water at the cathode side may result in water
flow from the cathode side to the anode side due to highly probable concentration gradient.
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Removal of such products is necessary to prevent a blockage situation where reactants cannot
reach reaction sites. These make water management an important issue for the fuel cell and
it is important that measures are taken to ensure that such unwanted conditions are detected
in time to prevent further damage to the system while in operation.
An important point to note is that, even though the inlet gases may be controlled to the
required amounts, the performance of the cell is ultimately determined by the availability of
reactants at the reaction sites in appropriate amounts, which may be subjected to other factors
other than the inlet flow rates. While the fuel cell is in operation, probing this is difficult. We
must therefore rely on surrogate fault characteristics or signatures.
The EIS earlier discussed offers a profound way to characterise the electrochemical processes
of the fuel cell system as had earlier been discussed. Furthermore, techniques developed in
this work in previous sections have proved to improve the capability of the EIS measurement
in terms of measurement accuracy as well as reducing time cost. These techniques are
hereafter deployed for diagnostic purposes of the fuel cell in the presence of simulated fault
conditions - flooding and drying, which are two prominent faults related to water management
of the fuel cell.
6.5.1 Experimental Setup
The setup used is similar to that shown in Fig. 5.17 with the schematic in Fig. 5.2 illustrating
the setup. Initial conditioning was performed and the fuel cell conditions are maintained at
normal parameter values as already discussed. A constant current of 10A is also maintained.
In this predetermined standard operation, initial measurement were carried out to establish
normal operation. Flooding and drying procedures are then initiated using the procedures
describe in chapter 4.
Separate MEAs have been used for simulation of the different fault conditions in this work.
This is necessitated by the fact that flooding and drying effects tend to affect the MEA which
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Fig. 6.7: Polarisation curve showing the current voltage relationship for different levels of
flooding.
may translate to confounding results for the different faults when the same MEA is used.
Polarisation curves are first used as a baseline comparison to ascertain the performance of the
different MEAs are equal under standard conditions. Measurements were taken at different
values of current densities which is expected to translate to varying degrees of flooding and
drying since higher currents aggravate flooding and lower currents help induce drying while
the necessary humidity gradient is ensured in each case.
The multi-sine signal was synthesized as described in the previous section in the MATLAB
environment and realized via the output port of the National Instruments signal acquisition
device. For the flooding condition, the perturbation signal was injected under the flooding
condition and the response acquired at 100000 samples per second, which is about 10 times
the highest frequency of the constituent frequencies of the multi-sine signal. Acquisition
time was about 3.33 seconds, largely dictated by the lowest frequency signal - 0.3Hz.
6.5.2 Results and Discussion
The polarisation curves are shown for different flooding levels dictated by the change in
relative humidity in Fig. 6.7. There is clearly a change in the i− v characteristics from the
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Fig. 6.8: Polarisation curve showing the power loss due to flooding.
polarisation curve for each of the results shown relative to the normal operational condition.
It is important to note that the voltage drop in the case of flooding is mostly manifested in
the mass transport region. The intermediate region (ohmic) region does not experience a
significant variation. Water accumulation in the gas flow channels tend to block the passage
of reactants to the catalyst area where they may be used up. This occurs as a result of
water cooling off to form liquid in the gas channels due to the lower temperature in the flow
channels relative to the humidifier temperatures. This series of events result in an overall
performance loss arising from mass transport issues, hence the large variation observed in
the polarisation curve in the region.
To elucidate on the losses due to flooding, Fig. 6.8 compares the maximum power point for
the normal and flooding conditions as derived from the polarisation curve.
For the polarisation curve obtained for normal operation, it is seen that a maximum power of
about 14.2W is obtained compared to that the flooding scenario of about 11.8W, giving a
loss of 2.4W loss.
Impedance data obtained using the multi-sine perturbation signal are plotted alongside those
obtained by the FRA system as shown in Fig. 6.9. Measurements were taken at 250mA/cm2
current density set point.
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Fig. 6.9: Nyquist plot for different levels of flooding.
First it may be observed that the multi-sine approach implemented using the active load
device yields very similar results to those for the FRA. Measurement time is however reduced
significantly with the proposed method and the portable active load device also affords the
required flexibility. From the Nyquist plot, it is seen that there is a significant difference in
the overall size, particularly the increase in radius for increasing levels of flooding. This
indicates in increase in the charge transfer resistance which occurs as a result of flooding of
the electrode. With the humidifier temperature maintained above 1000C to enforce flooding,
the flow line temperature is further reduced to create severe flooding conditions. As had been
mentioned earlier and noted by [42], severe flooding conditions would result in increased
level of non-linearity. As such, EIS using the single sine is significantly affected. However,
given the short time afforded by the multi-sine signal and the noise rejection capabilities
proposed, results were obtained under the severe flooding conditions. The result is presented
in Fig. 6.10. Results could not be achieved from the Fuelcon test station under these con-
ditions for comparison due to system enforced constraints. However, the plot shown in the
Fig. 6.10 indicates a reasonable trend following from milder flooding scenarios in Fig. 6.9.
This result is particularly important for online diagnostics where it is necessary to estimate
the impedance even in the event of such extreme conditions.
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Fig. 6.10: Nyquist plot representing Impedance data for an excessive flooding scenario.
Drying was also initiated according to the procedure previously discussed. This was gradually
effected by reducing the humidifier temperature and taking measurements. A major impact
of drying is its effect on the membrane. For the passage of ions, the membrane requires
adequate humidification. In the event of drying, this is inhibited, resulting to an increased
resistance.
The polarisation curve is shown in Fig. 6.11 for different levels of drying which is dictated
by the relative humidity. It can be observed that there is a significant shift mostly around
the intermediate region of the polarisation curve indication an ohmic drop as the relative
humidity decreases.
To elucidate on the losses due to drying, Fig. 6.12 compares the maximum power point for
the normal and drying conditions as derived from the polarisation curve. For the polarisation
curve obtained for normal operation, it is seen that a maximum power of about 14.2W is
obtained compared to that the drying scenario of about 8.54W, giving a loss of 5.6W loss.
Impedance results are also represented in the form of Nyquist plots here in Fig. 6.13. It is
also observed that drying results in a shift in the high frequency intercept of the Nyquist plot
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Fig. 6.11: Polarisation curve showing the current voltage relationship for different levels of
drying.
Fig. 6.12: Polarisation curve showing the power loss due to drying.
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Fig. 6.13: Nyquist plot for different levels of drying.
which follows from the increased ohmic resistance. Compared to the flooding case, it is also
observed that the overall size for the drying fault condition does not vary significantly.
Finally we compare impedances for normal flooding and drying condition in Fig. 6.14. The
characteristic large radius of the Nyquist is evident for the flooding case. The drying case
includes a shift on the real axis but with a relatively minimal change in radius compared to
the flooding result.
6.6 Conclusion
An improved multi-sine impedance spectroscopy scheme has been proposed. This reduces
the time cost of the measurement by several orders of magnitude. In this work specifically,
measurements were carried out in less than 4 seconds compared to conventional EIS which
could take several minutes. Two major fault conditions of the PEMFC are also considered.
Faults occurring in the fuel cell system mostly manifest as a voltage drop. For a fuel cell in
operation, a drop in voltage below an operating point is an indication of the occurrence of a
faulty condition. Beyond this however, it is necessary to identify the particular fault condition
in order to inform mitigation. It has been shown that impedance estimation offers tremendous
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Fig. 6.14: Nyquist plot for normal, flooding and drying scenarios.
support for distinguishing between either case of flooding or drying while providing useful
markers. Such information may be fed to actuators to ensure fault correction or mitigating
strategies.
Chapter 7
Time-Frequency Analysis of the Chirp
Response for Rapid Electrochemical
Impedance Estimation
7.1 Introduction
Given the findings discussed in the previous chapters, the Electrochemical Impedance
Spectroscopy (EIS) shows potential to be adapted as an in-situ measurement technique for on-
line condition monitoring with minimal disturbance [56]. However several factors need to be
considered such as the time cost of the measurements which this work focuses on improving.
The multi-sine signal technique which combines the required sinusoidal perturbation into
one single perturbation helps to reduce the measurement time significantly. However, other
problems arise, such as the harmonic distortion effect discussed in the previous chapter.
Although, the proposed frequency distribution in the previous chapter makes effort to reduce
this impact of the overall impedance, the effects are not completely eliminated. The rest of
this Chapter presents the proposed approach which employs a different perturbation signal
type - a chirp. Furthermore, the use of the wavelet transform as an analysis tool of choice
is presented. The characteristic nature of the chirp signal makes for a broadband frequency
sweep over time possible, hence enabling a faster impedance estimation. Useful information
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is gained by the localisation of the signal vectors in both the time and frequency space
employing the continuous wavelet transform for analysis and the resulting decomposition
is then harnessed for impedance calculation. This approach is first tested in simulation and
results for the equivalent circuit are shown. It is shown that the generated impedance well
approximates the theoretical values. Various conditions are considered in evaluating the
proposed techniques. The technique is then further tested on a developed rig to demonstrate
its practical use and short measurement time, whereby results show good performance relative
to a commercial frequency response analyser (FRA) implementing the single sine technique.
7.2 Proposed Method
This work seeks to address the time requirement of the EIS measurement. It does so by
proposing the development of a rapid measurement technique that avails the EIS for online
fault diagnostic applications. The work develops in two parts. First the chirp signal is
considered as an alternative for the discrete frequency signals in the case of a multi-sine
perturbation signal and the single sine EIS. This consideration is made given the rich
frequency content of the chirp signal in a given time measure. The wavelet transform is
then introduced as an analysis tool of choice. These combined provides a novel approach to
estimating device impedance for online use.
7.2.1 The Chirp Signal
The chirp is used to describe a signal whose frequency increases or decreases as a function
of time. It may be mathematically described by (7.1).
y(t) = cos(2π fi(t)t +φ0) (7.1)
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Fig. 7.1: The frequency sweep of the defined exponential chirp as a function of time.
Depending on the rate of frequency sweep, different categories of chirp signals include
the linear, exponential and quadratic [65]. In choosing the desired frequency function,
we consider the frequency range and distribution necessary to achieve suitable resolution
required for the EIS as well as the corresponding frequency sweep time. Considering fuel cell
impedance characteristics in general, the linear chirp for instance is considered unsuitable
since a longer time may be necessary to sweep the frequency range of interest. Ideally the
required function should grow slowly from the low-frequency region and ramp up rapidly at
intermediate frequencies towards the higher frequencies. The exponential chirp offers this
characteristic as shown in Fig. 7.1.
The instantaneous frequency for an exponential chirp could be described mathematically as
in (7.2). f0, f1 are start and target frequency points for a target time t1. This time-dependent
frequency characteristic makes it possible to span a wide frequency range within a short time
span. The chirp has been investigated for fuel cell impedance estimation using the FFT for
analysis [80]. The drawback with this is the loss in accuracy in the high frequency region.
An interesting implementation for the analysis of the chirp signal for impedance calculation
has been proposed [69]. The signal envelopes of the current and voltage responses are used
to approximate the amplitude of the signal and the phase derived from the analytical formula.
Though this method was shown to perform well with simulation results, the authors however
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noted some challenges in the determination of the phases leading to computational overheads.
For a sufficiently detailed analysis of the chirp signal, a time-frequency paradigm is necessary.
Due to its non-stationary characteristics, the DFT is not suitable as it obfuscates the time
information. Hence, the signal needs to be characterised in both time and frequency for
details. The Short Time Fourier Transform (STFT) is used extensively for time-frequency
analysis. The trade-off here is between a complete obfuscation of frequency in time domain
and that of time in frequency domain. Equation (7.3) expresses this constraint.
∆t ×∆ f = 2π (7.3)
Where ∆t and ∆ f are the time and frequency resolutions respectively. To achieve this, the
entire signal length is divided into pieces and the DFT calculated for each piece. This helps
to retain some time information. However, the STFT suffers from issues such as window
determination in size and type which have significant effect of the transformed signal. To
attempt to resolve the issues associated with the STFT, the wavelet transform has been
introduced. This will now be discussed in more detail in the proceeding section.
7.2.2 The Wavelet Transform
The wavelet transform allows for a more precise time-frequency localisation of a non-
stationary signal such as the chirp. It has been deployed in various disciplines for transient
detection as well as in analysis of geophysical phenomena [81]. The wavelet transform is
achieved by dilation and translation of a wavelet basis - a function of zero average [82]. For
the analysis, a suitable wavelet basis must be chosen. Four factors that should be considered
in the choice of a wavelet basis. These include orthogonality, whether it is complex or real,
the width and the shape [83]. Orthogonal bases are often a desire in signal processing for
efficient encoding of signal information. A complex wavelet function returns the complex
coefficients useful in the determination of the magnitude and phase. The generalised Morse
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wavelets are a family of complex-valued wavelets with parameters well defined for tuning to
achieve a suitable basis. The MATLAB implementation for finite length signal has thus been
employed in this chapter.
A wavelet function may be described as in (7.4) where the dilation and translation parameters








For a given signal x(t) therefore, the wavelet transform, Wf (u,s) may be given as the inner














The continuous wavelet transform of the chirp signal yields a time-frequency grid of complex
coefficients. For impedance measurement, it is necessary to analyse both the excitation and
the response signals. The time-frequency mapping of the time domain chirp signal in (7.2)
is used to jointly locate the coefficients to the nearest frequency and time points This is
expressed in the following equations. The co-efficient for a given frequency f and time t is
approximated by f ′ ∈ F and t ′ ∈ T as dictated by (7.6).








F & T are arrays of frequency and time coefficients respectively, | f −F | denotes a set
consisting of the difference between frequency, f and each element of array F and |t −T |
denotes a set consisting of the difference between time, t and each element of array T . This
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approximation relies on two conditions. Firstly, that there is low variance in the coefficients
in the frequency band for the desired frequency. Secondly, that the impedance of the system
will vary relatively smoothly for a slight change in frequency as dictated by the wavelet
frequency bins. The coefficients Wi(t, f ) and Wv(t, f ) are extracted for both the input and
response signals respectively and the impedance z for each frequency is given by (7.7).




7.3 Results and Discussion
7.3.1 Impedance Simulation
In order to test the efficacy of the proposed approach, commonly used fuel cell equivalent
circuits models like the Randles circuit (discussed in section 3.3.5) which consists of a
resistor in series with a parallel arrangement of a resistor and capacitor, are employed. The
chirp excitation is of 1s sweep time for frequency range of 0.1Hz - 10kHz for all results
shown. Equivalent circuit elements have been limited to resistors, capacitors and inductors
for simulation in the Simulink environment. A sample perturbation and response time
domain signal is shown in Fig. 7.2 with the corresponding wavelet transform shown in the
spectrogram plot of Fig. 7.3. Fig. 7.4 shows the master circuit in the subsystem used to
generate other circuits according to values in Table 7.1. These values represent predetermined
characteristics describe in [69]. The proposed technique is first implemented for circuits 0, 1
& 2 as described by table. It is shown in Fig. 7.5 that the resulting impedance curve derived
from the proposed method closely approximates the theoretical impedance for each of the
circuits. This shows the accuracy of the proposed approach for impedance measurement of
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Fig. 7.2: Chirp perturbation and response signal as obtained from the simulation.
(a) (b)
Fig. 7.3: Spectrogram of the perturbation signal (a) and the corresponding response (b).
the fuel cell.
Impedance data are often used to extract useful diagnostic and characterisation information by
studying relative variations or monitoring parameter changes. This is simulated by changing
different parameters in the equivalent circuits, the corresponding Nyquist plots exhibits slight
changes in shapes. It is shown in Fig. 7.6 for circuits 3-9 that the impedance estimation
Fig. 7.4: Master circuit used to derive other circuits for validation.
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Table 7.1: Component values for circuits.
no. R1(Ω) R2 R3 C1(mF) C2 R4 L1(H)
0 1 2 short 1 open open open
1 1 1 2 1 5 open open
2 13 2 short 0.16 open 4 0.01
3 1 1 short 1 open open open
4 1.2 1 short 1 open open open
5 1.6 1 short 1 open open open
6 1 1.2 short 1 open open open
7 1 1.6 short 1 open open open
8 1 1 short 5 open open open
9 1 1 short 10 open open open
Fig. 7.5: Impedance plots compared for the chirp method and theoretical values.
Fig. 7.6: Influence of parameter changes on Nyquist plot useful for diagnostics.
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technique shows sensitivity to parameter changes as expected.
7.3.2 Noise Tolerance
It is also necessary that the proposed approach is considered for conditions such as noise that
may occur in practical applications. To realise this effect, we consider the clean signal with
an additive white Gaussian noise. The noisy signal is synthesised using the signal to noise
ratio (SNR) as described in (7.8). Furthermore, different noise levels are implemented with
the corresponding noisy signals used to determine the impedance as described above. The





The wavelet transform tends to be sensitive to noise [83] which may compromise the
impedance measurement as had been previously described. For the wavelet transform
of a noisy signal, locating the wavelet co-efficient according to (7.6) may yield spurious
results. To address this problem, we analyse the distribution of the magnitude coefficients
around the points determined by the time-frequency co-located coefficients. Fig. 7.7 shows
the magnitude for 30 frequency points near (either side) a sample frequency point located in
time. It is seen that the magnitude slowly rolls off on either side of the of the frequency point.
We harness this pattern to improve the selection of coefficients to guard against anomalous
or outlier coefficients which may occur as a result of the sensitivity of the wavelet transform
to a noisy signal.
Let us consider a neighbourhood of n frequency points around the desired frequency. For a
valid coefficient the pattern should be similar to Fig. 7.7. To enforce this characteristic, we
require that the standard deviation of the magnitude of the n points around the frequency of
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Fig. 7.7: Frequency magnitude around a time located frequency point of 1000Hz.
interest be less than a chosen value as follows;
Let ci be the coefficient at a time located frequency of interest fi, then we define the
coefficients Cn in the neighbourhood of fi as given by:
Cn = {ci−⌊ n2⌋, . . . ,ci, . . . ,ci+⌊ n2⌋} (7.9)
and require that standard deviation σCn < σthresh.
Desired frequency points used whose coefficients are used to compute the impedance may
now be validated using the above approach given the large number of discrete frequency
choices that may be made within the band of interest.
Fig. 7.8 shows the resulting Nyquist plot for varying SNR. For these results 10 points around
the desired frequency point is considered for each frequency. To determine σthresh, the mean
of the distribution of the magnitudes without noise is considered to set a minimum value of
0.28 for σthresh. This threshold is gradually relaxed by increasing in steps of 0.1 until the
number of desired discrete points are gotten. For these results, σthresh has been determined to
be 0.35. While the effect of reducing SNR is noticeable, it is seen that the resulting Nyquist
plot closely follows the theoretical plot.
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Fig. 7.8: Nyquist plot for different values of signal to noise ratio showing the performance of
the proposed approach in the presence of noise.
7.3.3 Fuel Cell Test
Finally, the technique is implemented on an impedance measurement setup for a fuel cell
which is as developed in [84]. The rig to be employed for carrying out the experimental
investigation includes a Baltic fuel cell test assembly interfaced with a Fuelcon test station
as already shown in Fig. 5.17. For the fuel cell the amplitude perturbation signal, it is a
compromise between the linearity requirements and the SNR ratio. For this work, the chirp
amplitude has been limited to 0.1A where suitable performance was derived following the
THD tests shown in Fig. 5.19. While other conditions required for normal operation of the
fuel cell were maintained, the system was perturbed with a chirp input swept from 0.1Hz -
10kHz in a time of 2 seconds and the corresponding response acquired. Acquisition of the
signal was done at 20kHz and the resulting time domain signal and time-frequency domain
representation are shown in Fig. 7.9. Computation of impedance was done as previously de-
scribed and the impedance plot is shown in Fig. 7.10. The results as shown demonstrates the
potential capability for use in the estimation of fuel cell or similar electrochemical systems
impedance.
The advantages of this impedance estimation approach stem from the characteristics of the
chirp signal and the wavelet transform as an analysis tool. It reduces the time required for
impedance estimation by orders of magnitude relative to the single sine technique. The
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(a) (b)
Fig. 7.9: Fuel cell response (a) and corresponding spectrogram (b)
Fig. 7.10: Nyquist plot showing results achieved using a commercial FRA and the chirp
method implemented with an active load.
7.4 Conclusion 116
chirp excitation also compares favourably with other approaches such as the multi-sine in
its frequency content for impedance information. The one-to-one time-frequency mapping
means a wide range of frequencies could be contained in a short time. The multi-sine tech-
nique takes a linear combination of discrete frequency points leading to increased amplitude
which compromises linearity assumption for impedance. Also, minimum time limit for the
multi-sine technique is still largely dictated by the lowest frequency which may be a few
seconds. The wavelet transform as a signal processing tool also allows improved accuracy
compared to other signal processing method such as the STFT. Furthermore, the chirp signal
effectively makes for a smooth spectrum for the duration of the signal. This may be useful
for impedance estimates where there is high variance in the frequency to frequency response
where interpolation results in significant errors.
7.4 Conclusion
The proposed approach is a novel technique for rapid impedance estimation. As demonstrated,
the technique can estimate the impedance for a fuel cell a time of about 2 seconds with
significant accuracy. It draws from the time-frequency analysis of the frequency-rich chirp
signal using the continuous wavelet transform. This enables the detailed analysis of the
chirp signals with a localisation of frequency coefficients in both time and frequency. These
coefficients are extracted by an approximate scale and time approach utilising the one-to-one
mapping of the chirp signal and impedance is computed. Results are shown for fuel cell
model circuits demonstrating the ability to match varying models as well as sensitivity to
parameter change for a given model. The technique is thus suitable for purposes of real-time




Techniques aimed at monitoring the fuel cell state of health have been investigated in this
work. The fuel cell is reviewed as an electrochemical system alongside its various diagnostic
and measurement techniques. Simulations were carried out to demonstrate proposed ap-
proaches aimed at improving existing methods. Experiments are also carried out on an actual
fuel cell system to show practicality of the techniques developed in this work.
The impedance spectroscopy has been reviewed and investigated as a desired measurement
technique able to provide useful insight towards diagnosis of faults in fuel cells. Given its
importance, techniques aimed at improving the EIS for practical implementation have been
presented. Towards this, two key characteristics are improved which are the measurement
time and accuracy. The accuracy concerns of the multi-frequency perturbation is investigated
and a solution is proposed in the distribution of the frequency components. This offers signif-
icant improvements in accuracy when compared to existing approaches. This improvement
in accuracy is particularly vital when impedance results are to be deployed for diagnostic
purposes.
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A low-cost active load device is also designed to implement the load modulation techniques
enabling the implementation of the approaches proposed in this work. The device showed
acceptable performance when compared to those obtained from a commercial FRA for
reproducible tests carried out with equivalent circuits.
Using the proposed approach, insights have been developed into the fault characteristics of
the fuel cell for flooding and drying scenarios which are two major fault conditions associated
with the PEMFC. These scenarios are studied by analysing polarisation curves and Nyquist
analysis of the results show clear fault characteristics which could be deployed for detection
as well as isolation of the drying and flooding fault condition. In addition, results showed
that the measurements were comparable to the single sine technique implemented with the
FRA and even under highly non-linear conditions of flooding.
8.2 Recommendations For Future Work
This work has developed techniques aimed at improving fuel cell diagnostics. The PEMFC
has been investigated as the subject fuel cell type. To extend this work, the techniques
developed may be deployed on other fuel cell types. The impedance spectroscopy is a
also applicable to battery testing, as such, techniques developed in this work could also
be applied to battery applications. Finally, since some portions of this work contributes
towards improved accuracy while shortening measurement times, the techniques could be
incorporated into existing diagnostic frameworks.
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Appendix A
A.1 Loop Response Simulation and Analysis
The control stage of the active load was simulated in a SPICE environment. The circuit
configuration is as shown Fig. A.1;
Fig. A.1: SPICE schematic implementing the loop response determination using the signal
injection method.
A voltage source is included in the feedback path. The source is made to perform a frequency
sweep within the range of interest while the voltage at the terminals are read. The gain and
phase is calculated for each of the frequency perturbation to derive the frequency response
shown in Fig. 5.9.
The overall circuit is as shown in Fig. A.2.
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Fig. A.2: SPICE schematic for the key parts of the active load design.
It consists majorly of a summing and MOSFET current control stage. The summing stage
consists of the DC and sinusoidal signals which serve as control signal to the control circuitry.
The Control circuitry is a PI control (2 shown in parallel here) that helps to control the current
by switching the MOSFET appropriately.
A.2 Control Circuitry
From op-amp theory,
v0 = A(v+− v−)
from the Fig. 5.6; v0 = 0, therefore the above reduces to;
v0 =−Av− (A.1)
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where Z f is R f ||C f . This Results in;
v− =
vinZ f + v0R1
R1 +Z f
substituting for v− as in (A.1);
v0 =−






R1 +Z f +AR1




but Z f is;
=
R f






R f SC f+1
Ri








1 f u n c t i o n e r r = s i m p l e _ f i t n e s s ( x , f r e q _ a r r a y , amp , Fs ,
p e r i o d , n _ p e r i o d )
2
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3 %o p t = s t e p D a t a O p t i o n s ( ’ I n p u t O f f s e t ’ , 0 , ’ S tepAmpl i tude ’ , 1 ) ;
4
5 [ ~ , y ] = d r a w _ m u l t i s i n e _ ( f r e q _ a r r a y , x , amp , Fs , p e r i o d , n _ p e r i o d
) ;
6 e r r = r e s h a p e ( peak2rms ( y , 2 ) , [ ] , 1 ) ;
7 end
8
9 f u n c t i o n [ t , y ] = d r a w _ m u l t i s i n e ( f r e q s , phases , amp ,
s a m p l i n g _ f r e q , . . .
10 p e r i o d , n _ p e r i o d )
11
12 % c o n v e n i e n c e i n c a s e I have t o change t h e f r e q u e n c y
13 % so I don ’ t have t o change t h e phase t o o
14
15 i f i s e m p t y ( p h a s e s )
16 p h a s e s = z e r o s ( 1 , l e n g t h ( f r e q s ) ) ;
17 end
18
19 t = 0 : 1 / s a m p l i n g _ f r e q : n _ p e r i o d * p e r i o d ;
20 y = sum ( amp* s i n (2 * p i * f r e q s ’ * t + p h a s e s ( 1 : l e n g t h ( f r e q s )




24 o b j e c t i v e = @( x ) s i m p l e _ f i t n e s s ( x , f r e q _ a r r a y , amp , Fs ,
p e r i o d , n _ p e r i o d ) ;
25 n v a r s = l e n g t h ( f r e q _ a r r a y ) ;
26 l b = z e r o s ( 1 , n v a r s ) − p i * 2 ;
27 ub = z e r o s ( 1 , n v a r s ) + p i * 2 ;
28 o p t s = o p t i m o p t i o n s (@ga , ’ P l o t F c n ’ ,{ @ g a p l o t b e s t f ,
@ g a p l o t s t o p p i n g } ) ;
29 o p t s = o p t i m o p t i o n s ( op t s , ’ U s e V e c t o r i z e d ’ , t r u e ) ;
30
31 n = 1 ;
32 e r r = z e r o s ( n , 1 ) ;
33 p red = z e r o s ( n , l e n g t h ( f r e q _ a r r a y ) ) ;
34 f o r i = 1 : n
35 [ x , f v a l ] = ga ( o b j e c t i v e , nva r s , [ ] , [ ] , [ ] , [ ] , lb , ub
, [ ] , o p t s ) ;
36 p red ( i , : ) = x ;
37 e r r ( i , 1 ) = f v a l ;
38 end
A.3.2 Single-Sine Impedance Implementation
1 f u n c t i o n [ z_mag , z_ph , z_re , z_im , thd_v , . . .
2 t h d _ i , f r e q _ a r r a y , v_mag , i_mag ] = ge t_ imp ( v o l t , c u r r ,
f r e q , . . .
3 Fs , n _ p e r i o d )
4
5 % This f u n c t i o n r e t u r n s t h e complex impedance from v o l t a g e
and c u r r e n t
6 % i n p u t
7 % v o l t : v o l t a g e s i g n a l i n t ime domain
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8 % c u r r : c u r r e n t s i g n a l i n t ime domain
9 % f r e q : f r e q u e n c y of t h e s i g n a l s
10 % FS : s a m p l i n g f r e q u e c n y f o r c l o c k i n g c a l c u l a t i o n
11 % t h e impedance t y p e may be s p e c i f i e d as an o p t i o n a l
a rgument
12
13 % % imp_type = ’ nyq ’ ; % s e t s t h e d e f a u l t d a t a t y p e
g e n e r a t e d t o n y q u i s t
14 % %
15 % % i f n a r g i n > 3 , imp_type = v a r a r g i n { 1 } ; end
16
17 % c l e a n and o r i e n t i n p u t d a t a
18 i f s i z e ( v o l t , 2 ) > 1
19 v o l t = v o l t ’ ; % make column v e c t o r
20 end
21
22 i f s i z e ( c u r r , 2 ) > 1
23 c u r r = c u r r ’ ; % make column v e c t o r
24 end
25
26 % remove DC component from s i g n a l
27 v o l t = v o l t − mean ( v o l t ) ;
28 c u r r = c u r r − mean ( c u r r ) ;
29
30 t _ p e r i o d = 1 / f r e q ; % s i g n a l p e r i o d
31 n_samp_per iod = t _ p e r i o d * Fs ; % sample p e r i o d o f s i g n a l (
s ample s i n one p e r i o d )
32 %N = 3 * n_samp_per iod ; % t h i s i s c o n f u s i n g and r e d u n d a n t
h e r e
33 %N = i n t 6 4 ( n_samp_per iod * n _ p e r i o d ) ;
34 N = n_samp_per iod * n _ p e r i o d ;
35 n = d ou b l e (N) ; % maybe n o t needed
36 % g e t s i g n a l l e n g t h
37 % % N = l e n g t h ( v o l t ) ;
38
39 % f f t o f s i g n a l s
40 % todo v e c t o r i z e as i n h t t p s : / / www. mathworks . com / h e l p / m a t l ab
/ r e f / f f t . h tml
41 v _ f f t = f f t ( v o l t , N) ;
42 i _ f f t = f f t ( c u r r , N) ;
43
44 % Frequency Mapping f o r f i r s t h a l f o f s i g n a l
45 f r e q _ a r r a y = Fs * ( 0 : ( N/ 2 ) ) /N;
46 %[ ~ , f r e q _ i n d x ] = f i n d ( f r e q _ a r r a y == f r e q ) ; % i n d e x of req
’ d f r e q i n a r r a y
47 %[ ~ , f r e q _ i n d _ v ] = max ( abs ( v _ f f t ) ) ;
48 %[ ~ , f r e q _ i n d _ c ] = max ( abs ( i _ f f t ) ) ;
49 %% s p e c i a l a r r a n g e m e n t f o r bode p l o t
50
51 % G e t t i n g t h e m a g n i t u d e s
52 v_mag = abs ( v _ f f t / n ) ;
53 i_mag = abs ( i _ f f t / n ) ;
54
55 % f f t r i t u a l s
56 v_mag = v_mag ( 1 : N/ 2 + 1 ) ; % t a k i n g t h e n e c e s s a r y h a l f
57 i_mag = i_mag ( 1 : N/ 2 + 1 ) ;
58
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59 v_mag ( 2 : end −1) = 2 * v_mag ( 2 : end −1) ; % a dd in g up t h e
m i r r o r e d m a g n i t u d e s
60 i_mag ( 2 : end −1) = 2 * i_mag ( 2 : end −1) ;
61
62 f i g u r e ( 3 )
63 Fs
64 N
65 f r e q _ a r r a y ( 1 : 1 0 )
66 p l o t ( f r e q _ a r r a y , v_mag ) ;
67
68 f i g u r e ( 4 )
69 p l o t ( f r e q _ a r r a y , i_mag ) ;
70 %% s e l e c t t h e r e q u i r e d f r e q u e n c y
71
72 v _ r e s p = v_mag ( n _ p e r i o d +1) ;
73 i _ r e s p = i_mag ( n _ p e r i o d +1) ;
74
75 v_ph = a n g l e ( v _ f f t ( n _ p e r i o d +1) ) ;
76 i _ph = a n g l e ( i _ f f t ( n _ p e r i o d +1) ) ;
77
78 %% o u t p u t r e s u l t s
79
80 % f o r bode
81 z_mag = v _ r e s p / i _ r e s p ;
82 z_ph = ( 1 8 0 / p i ) * ( v_ph − i _ph ) ;
83 z_ph = 180 − z_ph ; %new c o r r e c t i o n
84
85 % f o r n y q u i s t
86 %[ z_re , z_im ] = p o l 2 c a r t ( ( z_ph * p i / 1 8 0 ) , z_mag ) ;
87
88 imp_cmplx = v _ f f t ( n _ p e r i o d +1) / ( i _ f f t ( n _ p e r i o d +1) ) ;
89 z _ r e = − r e a l ( imp_cmplx ) ; % t h e impedance g o t t e n i s n e g a t i v e
( a l r e a d y )
90 z_im = imag ( imp_cmplx ) ;
91
92 %% t h d
93 h a r m _ f r e q _ i n d x = 1 : n _ p e r i o d :N/ 2 + 1 ; % i n d i c e s o f DC ( 1 ) and
ha rmon ic s
94 h a r m _ f r e q _ i n d x = i n t 3 2 ( h a r m _ f r e q _ i n d x ) ;
95 v _ f r e q s = v_mag ( h a r m _ f r e q _ i n d x ) ; % g e t s t h e harmonic
v a l u e s
96 v_fund = v _ f r e q s ( 2 ) ; % t h e f u n d a m e n t a l comes
o u t i n t h e f i r s t ha rmonic a f t e r dc s i n c e t h a t i s t h e
r e s o l u t i o n from c a l c
97 v_harm = v _ f r e q s ( 3 : 5 ) ;
98
99 t hd_v = 100 * s q r t ( sum ( v_harm . ^ 2 ) ) / v_fund ;
100
101 i _ f r e q s = i_mag ( h a r m _ f r e q _ i n d x ) ; % g e t s t h e harmonic
v a l u e s
102 i _ f u n d = i _ f r e q s ( 2 ) ;
103 i_harm = i _ f r e q s ( 3 : 5 ) ;
104
105 t h d _ i = 100 * s q r t ( sum ( i_harm . ^ 2 ) ) / i _ f u n d ;
106
107 end
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A.3.3 Signal Acquisition and Realisation
1 f u n c t i o n [ imp_da ta ] = imp_spec ( f r e q s , ampl , samples ,
n _ p e r i o d )
2 %This f u n c t i o n t a k e s i n a l i s t o f f r e q u e n c y as a rgumen t s
3 % f r e q u e n c y : a l i s t o f f r e q u e n c i e s t o be g e n e r a t e d
4 % samples : t h e number o f samples f o r a p e r i o d o f t h e s i g n a l
( g r a n u l a r i t y )
5 % n _ p e r i o d : t h e number o f p e r i o d s t o be g e n e r a t e d ( hence
a l s o a c q u i r e d )
6
7 % t o do
8 n _ f r e q = l e n g t h ( f r e q s ) ;
9
10 %% i n i t i a l i z e o u t p u t
11 imp_da ta = z e r o s ( n_ f r eq , 5 ) ;
12 t h d _ d a t a = z e r o s ( n_ f r eq , 3 ) ;
13 v o l t _ d a t a = z e r o s ( samples * n_pe r iod , n _ f r e q ) ;
14 c u r r _ d a t a = z e r o s ( samples * n_pe r iod , n _ f r e q ) ;
15 v o l t _ m a g _ d a t a = z e r o s ( samples * n _ p e r i o d / 2 + 1 , n _ f r e q ) ;
16 c u r r _ m a g _ d a t a = z e r o s ( samples * n _ p e r i o d / 2 + 1 , n _ f r e q ) ;
17
18 f r e q _ a r r a y _ d a t a = z e r o s ( samples * n _ p e r i o d / 2 + 1 , n _ f r e q ) ;
19 %%
20 f o r i = 1 : n _ f r e q
21
22 f r e q = f r e q s ( i ) ;
23 d a t a = ampl * s i n ( l i n s p a c e ( 0 , 2* pi , s amples +1) ) ’ ;
24 d a t a ( end ) = [ ] ; % remove t h e l a s t p o i n t t o t e r m i n a t e
p e r i o d
25
26 %% daq s e t u p
27
28 s = daq . c r e a t e S e s s i o n ( ’ n i ’ ) ;
29 dev = daq . g e t D e v i c e s ( ) . ID ;
30 addAna logOutpu tChanne l ( s , dev , ’ ao0 ’ , ’ V o l t a g e ’ ) ;
31 a d dA n a l o g I n p u t Ch a n n e l ( s , dev , ’ a i 0 ’ , ’ V o l t a g e ’ ) ;
32 a d dA n a l o g I n p u t Ch a n n e l ( s , dev , ’ a i 1 ’ , ’ V o l t a g e ’ ) ; %
c u r r e n t
33 s . Ra te = f r e q * sample s ; % g e t s t h e r e q u i r e d r a t e f o r
a g i v e n f r e q
34 %Fs = s . Ra te ;
35 %todo uncomment below and c l e a r above
36 Fs = f r e q * sample s ;
37 queueOutpu tDa ta ( s , r epmat ( da t a , n_pe r iod , 1 ) ) ; %
queue n _ p e r i o d s o f d a t a
38
39 % s t a r t a c t i v i t y
40 d t _ o u t = s . s t a r t F o r e g r o u n d ( ) ;
41 s i z e ( d t _ o u t ) ;
42
43 f i g u r e ( 1 )
44 p l o t ( d t _ o u t ( 1 : end , 1 ) )
45
46 f i g u r e ( 2 )
47 p l o t ( d t _ o u t ( 1 : end , 2 ) )
48 %% c a l u l a t e impedance
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49
50 [ z_mag , z_ph , z_re , z_im , . . .
51 thd_v , t h d _ i , f r e q _ a r r a y , v_mag , i_mag ] = ge t_ imp (
d t _ o u t ( 1 : end , 1 ) , . . .
52 d t _ o u t ( 1 : end , 2 ) ,
. . .
53 f r e q , Fs , n _ p e r i o d )
;
54
55 imp_da ta ( i , 1 : end ) = [ f r e q , z_mag , z_ph , z_re , z_im ] ;
56 t h d _ d a t a ( i , 1 : end ) = [ f r e q , thd_v , t h d _ i ] ;
57
58 v o l t _ d a t a ( 1 : end , i ) = d t _ o u t ( : , 1 ) ;
59 c u r r _ d a t a ( 1 : end , i ) = d t _ o u t ( : , 2 ) ;
60
61 v o l t _ m a g _ d a t a ( 1 : end , i ) = v_mag ’ ;
62 c u r r _ m a g _ d a t a ( 1 : end , i ) = i_mag ’ ;
63
64 f r e q _ a r r a y _ d a t a ( 1 : end , i ) = f r e q _ a r r a y ’ ;
65 % pause i t e r a t i o n
66 %pause ( 1 0 ) ;
67 end
68 % w r i t e impedance t o csv
69 t ime = d a t e s t r ( d a t e t i m e ) ;
70 t ime = s t r r e p ( t ime , ’ : ’ , ’− ’ ) ;
71 f i l e n a m e = s t r c a t ( t ime , s t r i n g (−ampl ) , s t r i n g (− n _ p e r i o d ) , ’ .
c sv ’ ) ;
72 c s v w r i t e ( f i l e n a m e , imp_da ta ) ;
A.3.4 Non-linearity Test
1 d e f n o n _ l i n _ s y s ( s i g _ i n p u t , r m s _ n o i s e = 0 . 1 , p o l y _ c o e f f =[25 e−3,
1 , 6e−1, −1e−3, 5e−6, 1e −5]) :
2 " " " weakly non− l i n e a r sys tem t a k e s i n s i g _ i n p u t s i g n a l
3 and r e t u r n s an o u t p u t s i g n a l " " "
4
5
6 o r d e r = l e n ( p o l y _ c o e f f ) − 1 # minus DC p o i n t
7 s i g _ i n p u t _ l e n g t h = l e n ( s i g _ i n p u t )
8
9 n o i s e _ s i g _ i n p u t = r m s _ n o i s e * rng . normal ( l o c =0 , s c a l e =1 ,
s i z e = s i g _ i n p u t _ l e n g t h )
10 n o i s y _ s i g _ i n p u t = s i g _ i n p u t + n o i s e _ s i g _ i n p u t
11
12 # p o l y _ c o e f f . r e v e r s e ( ) # ve ry p r o b l e m a t i c
13 o u t p u t = np . p o l y v a l ( p o l y _ c o e f f [ : : −1 ] , n o i s y _ s i g _ i n p u t )
14
15 r e t u r n o u t p u t
