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Abstract
This paper is concerned with the null distribution of test statistic T for testing a linear
hypothesis in a linear model without assuming normal errors. The test statistic includes typical
ANOVA test statistics. It is known that the null distribution of T converges to w2 when the
sample size n is large under an adequate condition of the design matrix. We extend this result
by obtaining an asymptotic expansion under general condition. Next, asymptotic expansions
of one- and two-way test statistics are obtained by using this general one. Numerical
accuracies are studied for some approximations of percent points and actual test sizes of T for
two-way ANOVA test case based on the limiting distribution and an asymptotic expansion.
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1. Introduction
Consider a linear model
y ¼ Xb þ e:
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In this model, y ¼ ðy1; y2;y; ynÞ0 is an observable vector of random variables,
X ¼ ðx1; x2;y; xnÞ0 is an n  k design matrix of known ﬁxed values with full rank k;
where xi’s are k  1 vectors, b ¼ ðb1; b2;y; bkÞ0 is an unknown parameter vector
and e ¼ ðe1; e2;y; enÞ0 is an unobservable error vector of random variables and
assumed that their components are i.i.d. with mean 0 and ﬁnite positive variance s2:
We are interested in testing for null hypothesis as
H0 : Hb ¼ 0;
where H is a known h  k matrix with rank h ðpkÞ: Then a well-known test
statistic is
T ¼
#b0H 0fHðX 0XÞ1H 0g1H #b
#s2
; ð1:1Þ
which is a likelihood ratio statistic in a normal error case, where
#b ¼ ðX 0X Þ1X 0y; #s2 ¼ 1
n  k y
0fIn  XðX 0X Þ1X 0gy:
Under normality, it is well known that the null distribution of T=h is distributed as
Fh;nk: Under nonnormality, it is known that null distribution of T converges w2h as
the sample size n tends to inﬁnity under an adequate condition of X (see [1, p. 141;
8]). In the nonnormal case, however, using this limiting distribution, we have high-
risk generally, because a nominal test size based on the limiting distribution is far
from the actual test size (see simulation results in [5,10] etc.). Therefore, it is
necessary to improve the approximation of its distribution. It is well known to derive
an asymptotic expansion in one of the important methods which makes an improved
approximation. The main purpose of this paper is to obtain an asymptotic expansion
of the null distribution of T up to the order n1 without assuming normal errors.
Using the general result we can obtain asymptotic expansions of usual ANOVA test
statistics.
In order to calculate such asymptotic expansion effectively, we rewrite test statistic
T in (1.1) as
T ¼ z
0Oz
#s2=s2
; ð1:2Þ
where
z ¼ ðz1; z2;y; zkÞ0 ¼ ðX 0X Þ1=2ð #b  bÞ=s ð1:3Þ
and
O ¼ ðX 0XÞ1=2H 0fHðX 0XÞ1H 0g1HðX 0X Þ1=2:
It goes without saying that O2 ¼ O and rankðOÞ ¼ trðOÞ ¼ h: Using asymptotic
expansion for the probability density function of z and the joint probability density
function of z and #s2; we can obtain the asymptotic expansion of T :
The present paper is organized in the following way. In Section 2, we prepare the
Edgeworth expansion for the density function of z and the joint density function of z
H. Yanagihara / Journal of Multivariate Analysis 84 (2003) 222–246 223
and normalized #s2: In Section 3, we derive an expansion of the null distribution of T ;
by expanding the characteristic function of T : Some applications are given in Section
4. In Section 5, numerical accuracies are studied for an approximation of the
percentage points and actual test sizes of two-way ANOVA test statistics with
balanced replications, based on the limiting distribution and an asymptotic
expansion.
2. Preliminary result
In this section, using the same notation as before and assuming, without loss of
generality, that s2 ¼ 1; we consider the Edgeworth expansion for the density
function of z and the joint density function of z and transformed #s2 as
v ¼ ﬃﬃﬃnp ð #s2  1Þ:
Let ln be the smallest eigenvalue of X 0X ; kj denote the jth cumulant of ei and
Mn ¼ maxfjjxijj : i ¼ 1; 2;y; ng; where jj  jj is the Euclidean norm. The Edgeworth
expansion of the distribution of z has been given by Qumsiyeh [9] as follows.
Lemma 2.1. Suppose that X and ei; i ¼ 1; 2;y; n; satisfy the following assumptions;
C1. The characteristic function CeðtÞ of ei is integrable,
C2. ei have the fifth absolute moment, and for some integer r
lim sup
n-N
1
n
Xn
i¼1
jjxijjroN; 1prp5;
C3. lim infn-N
ln
n
40; Mn ¼ OðncÞ; for some cA½0; 1=2Þ:
Let %wa; %wab; etc., be defined by
%wa1?aj ¼
1
n
Xn
i¼1
Yj
l¼1
wial ; ð2:1Þ
where ﬃﬃﬃ
n
p ðX 0XÞ1=2xi ¼ ðwi1; wi2;y; wikÞ0:
Then the probability density function of z can be expanded as
fkðzÞ 1þ
k3
6
ﬃﬃﬃ
n
p
Xk
a;b;c
%wabcHabcðzÞ þ k4
24n
Xk
a;b;c;d
%wabcdHabcdðzÞ
"
þ k
2
3
72n
Xk
a;b;c;d;e;f
%wabc %wdef Habcdef ðzÞ
#
þ Oðn3=2Þ; ð2:2Þ
where fkðzÞ is the probability density function of Nkð0; IkÞ given by fkðzÞ ¼
ð2pÞk=2 expðz0z=2Þ and functions HaðzÞ; HabðzÞ; etc. are the Hermite polynomials
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defined by
Ha1?aj ðzÞ ¼ ð1Þj
@j
@z1?@zj
fkðzÞ;
for example
HabcðzÞ ¼ zazbzc 
X
½3
zadbc;
HabcdðzÞ ¼ zazbzczd 
X
½6
zazbdcd þ
X
½3
dabdcd ;
Habcdef ðzÞ ¼ zazbzczdzezf 
X
½15
zazbzczddef þ
X
½45
zazbdcddef 
X
½15
dabdcddef :
Here
P
½j means the sum of all j possible combinations, for example
P
½3 dabdcd ¼
dabdcd þ dacdbd þ daddbc;
Pk
a1;y;aj means
Pk
a1¼1?
Pk
aj¼1 and dab is the Kronecker
delta, i.e., daa ¼ 1 and dab ¼ 0 for aab:
If z is a sum of independent identical random vectors, we get a valid Edgeworth
expansion of z up to order n1 under the existence of fourth absolute moment of ei
(see [4, p. 188]). However, the z in (1.2) is a sum of independent random vectors but
not identical ones as
z ¼ 1ﬃﬃﬃ
n
p
Xn
i¼1
ei
ﬃﬃﬃ
n
p ðX 0XÞ1=2xi:
In this case, we need to assume a stronger moment condition such as the ﬁfth
absolute moment, in order to get the Edgeworth expansion up to order n1:
Let
*v ¼ ﬃﬃﬃnp ð *s2  1Þ;
where *s2 ¼ n1Pni¼1 e2i : We can easily obtain an asymptotic expansion of the joint
characteristic function of ðz; *vÞ; because ðz0; *vÞ0 is a sum of independent random
vectors as
z
*v
 !
¼ 1ﬃﬃﬃ
n
p
Xn
i¼1
si;
where
si ¼ ei
ﬃﬃﬃ
n
p ðX 0XÞ1=2xi
e2i  1
 !
:
Further, noting that v ¼ *v þ n1=2ðk  z0zÞ þ n1k *v þ Opðn3=2Þ; we can obtain
an asymptotic expansion of the joint characteristic function of ðz; vÞ as in
Lemma 2.2.
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Lemma 2.2. Suppose that X and ei; i ¼ 1; 2;y; n; satisfy C3 and C4. ei have the eighth
absolute moment, and for some integer r
lim sup
n-N
1
n
Xn
i¼1
jjxijjroN; 1prp4:
Then characteristic function of ðz; vÞ can be expanded as
Cðz;vÞðt1; t2Þ ¼ expf12 ðt01t1 þ 2k3t2 %v01t1 þ k4t22Þg
 1þ i
3
6
ﬃﬃﬃ
n
p k3
Xk
a;b;c
%wabctð1Þa t
ð1Þ
b t
ð1Þ
c
("
þ 3k4t2t01t1 þ 3ðk5 þ 4k3Þt22 %v01t1
þ ðk6 þ 12k4 þ 2k23ð5 3%v01 %v1Þ þ 8Þt32

þ Oðn1Þ; ð2:3Þ
where t1 ¼ ðtð1Þ1 ; tð1Þ2 ;y; tð1Þk Þ0 and
%v1 ¼ ð%w1; %w2;y; %wkÞ0 ¼
ﬃﬃﬃ
n
p ðX 0XÞ1=2X 01n:
Here 1n is an n-dimensional vector, all of whose elements are 1.
From Lemma 2.2, the limiting distribution of ðz; vÞ is normal with mean 0 and
covariance matrix
S ¼ Ik k3 %v1
k3 %v01 k4 þ 2
 !
:
Let us decompose the limiting probability density of ðz; vÞ into the marginal
probability density of z and conditional probability density of v given z as
gðz; vÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
 k
exp 1
2
z0z
 
1ﬃﬃﬃﬃﬃ
2p
p
z
exp  1
2z2
ðv  k3 %v01zÞ2
 
¼fkðzÞfðv; k3 %v01z; z2Þ; ð2:4Þ
where z2 ¼ detðSÞ ¼ k4 þ 2 k23 %v01 %v140: Based on expression (2.4), we will obtain
inversion of each term in the expanded expression (2.3). Inversion of each term can
be evaluated by using an inversion formula
ð2pÞðkþ1Þ
Z
Rk
Z
R
expfit01z  it2vg
Yk
j¼1
ðitð1Þj Þaj
( )
ðit2Þa
 exp i
2
2
ðt01t1 þ 2k3t2 %v01t1 þ k4t22Þ
 
dt1 dt2
¼
Yk
j¼1
@
@zj
 aj( ) @
@v
 a
fkðzÞfðv; k3 %v01z; z2Þ:
This yields a useful expression for the joint density function of ðz; vÞ and the
conditional density function of v given z; which are given in Lemma 2.3.
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Lemma 2.3. Under the same conditions as in Lemma 2.2 and assumption C5, the joint
characteristic function Cðe;e2Þðt1; t2Þ of ei and e2i is integrable, it holds that
(i) the joint probability density function of ðz; vÞ can be expanded as
f ðz; vÞ ¼ gðz; vÞ 1 1
6
ﬃﬃﬃ
n
p gð1Þðz; vÞ
 
þ Oðn1Þ;
(ii) the conditional probability density function of v given z can be expanded as
fðv; k3 %v01z; z2Þ 1
1
6
ﬃﬃﬃ
n
p gð1Þðz; vÞ þ k3
Xk
a;b;c
%wabcHabcðzÞ
( )" #
þ Oðn1Þ;
where
gð1Þðz; vÞ ¼ k3
Xk
a;b;c
%wabcg
ð1Þ
abcðz; vÞ þ 3k4
Xk
a¼1
gð2Þa ðz; vÞ
þ 3ðk5 þ 4k3Þ
Xk
a¼1
%wagð3Þa ðz; vÞ
þ fk6  12k4 þ 2k23ð5 3%v01 %v1Þ þ 8ggð4Þðz; vÞ
and
g
ð1Þ
abcðz; vÞ ¼
X
½3
ðdab þ z2k23 %wa %wbÞðzc  z1k3 %wcÞ
þ ðza þ z1k3 %wawÞðzb þ z1k3 %wbwÞðzc þ z1k3 %wcwÞ;
gð2Þa ðz; vÞ ¼ 2z2k3 %waðza þ z1k3 %wawÞ
 z1wf1 z2k23 %w2a þ ðza þ z1k3 %wawÞ2g;
gð3Þa ðz; vÞ ¼  2z3k3 %waw þ z2ð1þ w2Þðza þ z1k3 %wawÞ;
gð4Þðz; vÞ ¼ z3ð3w  w3Þ;
w ¼ z1ðv  k3 %v01zÞ:
As for the lead on an asymptotic expansion of the density function of a variable,
see, e.g., [2, p. 131; 7, p. 39].
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3. Asymptotic expansion of T
3.1. The characteristic function of T
In this section, we derive an asymptotic expansion of the null distribution of T up
to the order n1: Without loss of generality, we may replace e by e=s; which has
EðeÞ ¼ 0 and VarðeÞ ¼ In; in the expressions of T since T is invariant under the
transformation from y to y=s: Let the jth cumulant of e=s be denoted by kj:
Suppose that X and ei; i ¼ 1;y; n satisfy C3 and
C6. The joint characteristic function Cðe;e2Þðt1; t2Þ of ei and e2i satisﬁes the Crame´r’s
condition, i.e.,
lim sup
jjtjj-N
jCðe;e2Þðt1; t2Þjo1; t ¼ ðt1; t2Þ0:
C7. ei have the tenth absolute moment, and for some integer r;
lim sup
n-N
1
n
Xn
i¼1
jjxijjroN; 1prp5:
Note that T is a smooth function of z1; z2;y; zk and v: So, from a general result
(see, e.g., [3]) on asymptotic expansions it can be shown that T has a valid expansion
up to the order n1 under the assumptions C3, C6 and C7. In the following, we will
ﬁnd an asymptotic expansion of the characteristic function of T up to the order n1;
which may be inverted formally. We can expand T as
T ¼ T0 þ 1ﬃﬃﬃ
n
p T1 þ 1
n
T2 þ Opðn3=2Þ; ð3:1Þ
where
T0 ¼ z0Oz; T1 ¼ vT0; T2 ¼ v2T0:
From (3.1), we can write the characteristic function of T as
CTðtÞ ¼ C0ðtÞ þ 1ﬃﬃﬃ
n
p C1ðtÞ þ 1
n
C2ðtÞ þ oðn1Þ; ð3:2Þ
where
C0ðtÞ ¼E½expðitT0Þ; C1ðtÞ ¼ E½itT1 expðitT0Þ;
C2ðtÞ ¼E½fitT2 þ 12 ðitT1Þ2g expðitT0Þ:
For an evaluation of each term in (3.2), we will use an asymptotic expansion of the
joint density function of z and v: This requires assumptions C1 and C5 as Lemmas
2.1 and 2.3, which are stronger than the Crame´r’s condition. However, it may be
noted that we need not assume the strong assumptions in ﬁnal result due to the
uniqueness of the characteristic function.
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3.2. Computation of C0ðtÞ
Using Lemma 2.1, we obtain
C0ðtÞ ¼
Z
Rk
eitT0fkðzÞ 1þ
1ﬃﬃﬃ
n
p Q1ðzÞ þ 1
n
Q2ðzÞ
 
dz þ Oðn3=2Þ;
where
Q1ðzÞ ¼ 1
6
k3
Xk
a;b;c
%wabcHabcðzÞ;
Q2ðzÞ ¼ 1
24
k4
Xk
a;b;c;d
%wabcd HabcdðzÞ þ 1
72
k23
Xk
a;b;c;d;e;f
%wabc %wdef Habcdef ðzÞ:
Note that
itT0  12 z0z ¼ 12 ðG1=2zÞ0ðG1=2zÞ;
where G ¼ ð1 2itÞ1Oþ Ik  O: Considering the transformation zn ¼ fð1 2itÞ1=2
Oþ Ik  Ogz ¼ G1=2z; we have
C0ðtÞ ¼ jh=2Ezn 1þ 1ﬃﬃﬃ
n
p Q1ðG1=2znÞ þ 1
n
Q2ðG1=2znÞ
 
þ Oðn3=2Þ;
where j ¼ ð1 2itÞ1 and the expectation is taken with respect to zn whose
distribution is Nkð0; IkÞ: Note that u ¼ G1=2zn is distributed as Nkð0;GÞ: Therefore,
we can write
C0ðtÞ ¼ jh=2Eu 1þ 1ﬃﬃﬃ
n
p Q1ðuÞ þ 1
n
Q2ðuÞ
 
þ Oðn3=2Þ: ð3:3Þ
Let the ab element of G and O denote by gab and oab; respectively. Using gab ¼
dab þ ðj 1Þoab; we can see that
Eu½HabcðuÞ ¼ 0;
Eu½HabcdðuÞ ¼ ðj 1Þ2
X
½3
oabocd ;
Eu½Habcdef ðuÞ ¼ ðj 1Þ3
X
½15
oabocdoef :
Note that
Xk
a;b;c;d
%wabcd
X
½3
oabocd ¼ 3
Xk
a;b;c;d
%wabcdoabocd
¼ n
Xn
j¼1
ðx0jUxjÞ2;
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Xk
a;b;c;d;ef
%wabc %wedf
X
½15
oabocdoef
¼
Xk
a;b;c;d;ef
%wabc %wedf ð6oadobeocf þ 9oabocdoef Þ
¼ 3n
Xn
i;j
f2ðx0iUxjÞ3 þ 3ðx0iUxiÞðx0iUxjÞðx0jUxjÞg;
where
U ¼ ðX 0X Þ1=2OðX 0X Þ1=2:
Let cab be the ab element of C which is deﬁned by
C ¼ XðX 0X Þ1H 0fHðX 0X Þ1H 0g1HðX 0XÞ1X 0:
Substituting these equations into (3.3) yields
C0ðtÞ ¼jh=2 1þ 1
8n
k4ðj 1Þ2fn trðD2ðCÞÞg

þ 1
24n
k23ðj 1Þ310nð2nCð3Þ þ 3nDðCÞCDðCÞÞ1n

þ Oðn3=2Þ; ð3:4Þ
where DðCÞ ¼ diagðc11;c22;y;cnnÞ and Cð3Þ is an n  n matrix whose ab element is
denoted by c3ab:
3.3. Computation of C1ðtÞ
Using Lemma 2.3(i), we can write
C1ðtÞ ¼
Z
Rkþ1
expfitz0OzgðitÞvz0Oz
 fkðzÞfðv; k3 %v01z; z2Þ 1
1
6
ﬃﬃﬃ
n
p gð1Þðz; vÞ
 
dz dv þ Oðn1Þ
¼EzEvjz ðitÞ expfitz0Ozg½
 ðzw þ k3 %v01zÞz0Oz 1
1
6
ﬃﬃﬃ
n
p gð1Þðz; vÞ
 
þ Oðn1Þ:
Here the expectation in the last expression is taken with respect to z and v whose
distribution is
vjzBNðk3 %v01z; z2Þ; zBNkð0; IkÞ: ð3:5Þ
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Note that the conditional distribution of w given z is Nð0; 1Þ: Therefore, we have
Evjz½gð1Þabcðz; vÞ ¼
X
½3
dabzc  zazbzc;
Evjz½wgð1Þabcðz; vÞ ¼ z1k3
X
½3
ðzazb  dabÞ%wc;
Evjz½gð2Þa ðz; vÞ ¼ 0;
Evjz½wgð2Þa ðz; vÞ ¼ z1ð1 z2aÞ;
Evjz½gð3Þa ðz; vÞ ¼ 0; Evjz½wgð3Þa ðz; vÞ ¼ 0;
Evjz½gð4Þðz; vÞ ¼ 0; Evjz½wgð4Þðz; vÞ ¼ 0 ð3:6Þ
and
EzEvjz½ðitÞ expfitz0OzÞðzw þ k3 %v01zÞz0Oz ¼ 0: ð3:7Þ
These results (3.6) and (3.7) imply
C1ðtÞ ¼ 2it
12
ﬃﬃﬃ
n
p Ez expfitz0Ozgz0Oz½
 k23
Xk
a;b;c
%wabc
X
½3
ðzazb  dabÞ%wc þ 3k4
Xk
a¼1
ð1 z2aÞ
8<
:
þ k23 %v01z
Xk
a;b;c
%wabc
X
½3
dabzc  zazbzc
0
@
1
A
9=
;
3
5þ Oðn1Þ
¼ ð1 j
1Þ
12
ﬃﬃﬃ
n
p i1 d
dt
R1ðtÞ
 
þ Oðn1Þ; ð3:8Þ
where
R1ðtÞ ¼Ez expfitz0Ozg½
 k23
Xk
a;b;c
%wabc
X
½3
ðzazb  dabÞ%wc þ 3k4
Xk
a¼1
ð1 z2aÞ
8<
:
þ k23 %v01z
Xk
a;b;c
%wabc
X
½3
dabzc  zazbzc
0
@
1
A
9=
;
3
5:
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In order to calculate R1ðtÞ; using the same idea as in the reduction of C0ðtÞ; we
obtain
R1ðtÞ ¼jh=2Eu k23
Xk
a;b;c
%wabc
X
½3
ðuaub  dabÞ%wc þ 3k4
Xk
a¼1
ð1 u2aÞ
2
4
þ k23 %v01u
Xk
a;b;c
%wabc
X
½3
dabuc  uaubuc
0
@
1
A
3
5:
Here u is distributed as Nkð0;GÞ: Therefore, we have
Eu
Xk
a;b;c
%wabc
X
½3
ðuaub  dabÞ%wc
2
4
3
5 ¼ ðj 1Þ Xk
a;b;c
%wabc
X
½3
oab %wc;
Eu
Xk
a¼1
ð1 u2aÞ
" #
¼ ðj 1Þ
Xk
a¼1
oaa ¼ ðj 1Þh;
Eu %v
0
1u
Xk
a;b;c
%wabc
X
½3
dabuc  uaubuc
0
@
1
A
2
4
3
5
¼ ðj 1Þ
Xk
a;b;c
%wabc
X
½3
oab %wc  ðj 1Þ2
Xk
a;b;c;d
%wabc %wd
X
½3
oabocd :
Note that
Xk
a;b;c;d
%wabc %wd
X
½3
oabocd ¼ 3
Xk
a;b;c;d
%wabc %wdoabocd
¼ 3
Xn
i;j
ðxiUxiÞðxiUxjÞ ¼ 3ð10nDðCÞC1nÞ:
Using these results, we obtain
R1ðtÞ ¼ jh=2f3k4ðj 1Þh þ 3k23ðj 1Þ2ð10nDðCÞC1nÞg: ð3:9Þ
Because ðd=dtÞjh=2ðj 1Þ ¼ ij1þh=2fðh þ 2Þj hg and ðd=dtÞjh=2ðj 1Þ2 ¼
ij1þh=2ðj 1Þfðh þ 4Þj hg; substituting (3.9) into (3.8) yields
C1ðtÞ ¼  1
4
ﬃﬃﬃ
n
p jh=2ðj 1Þ½k4fðh þ 2Þj hgh
þ k23ðj 1Þfðh þ 4Þj hgð10nDðCÞC1nÞ þ Oðn1Þ: ð3:10Þ
3.4. Computation of C2ðtÞ
Using the random variables z and v as in (3.5), we can write
C2ðtÞ ¼ EzEvjz½expfitz0Ozgfitv2T0 þ 12 ðitÞ2ðvT0Þ2g þ Oðn1=2Þ:
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Noting that v ¼ zw þ k3 %v01z; we obtain
Evjz½v2 ¼ z2 þ k23ð%v01zÞ2:
This implies that
C2ðtÞ ¼Ez½expfitz0Ozgfz2 þ k23ð%v01zÞ2gz0Ozfit þ 12 ðitÞ2z0Ozg þ Oðn1=2Þ;
¼ 1
2
ð1 j1Þi1 d
dt
R2ðtÞ
 
þ 1
8
ð1 j1Þ2i2 d
2
dt2
R2ðtÞ
 
þ Oðn1=2Þ;
ð3:11Þ
where
R2ðtÞ ¼ Ez½expfitz0Ozgfz2 þ k23ð%v01zÞ2g:
Using an argument similar to the one as in the reduction of R1ðtÞ we can reduce
R2ðtÞ to
R2ðtÞ ¼ jh=2Eu½z2 þ k23ð%v01uÞ2;
where uBNkð0;GÞ: Note thatXk
a;b
%wa %wboab ¼ 1
n
Xn
i;j
ðxiUxjÞ ¼ 1
n
10nC1n:
Therefore we can calculate
R2ðtÞ ¼ jh=2½k4 þ 2þ k23ðj 1Þfn1ð10nC1nÞg:
It is easy to evaluate that
d
dt
R2ðtÞ ¼ ij1þh=2½hðk4 þ 2Þ þ k23fðh þ 2Þj hgfn1ð10nC1nÞg;
d2
dt2
R2ðtÞ ¼ i2j2þh=2½hðh þ 2Þðk4 þ 2Þ
þ k23fðh þ 2Þðh þ 4Þj hðh þ 2Þgfn1ð10nC1nÞg: ð3:12Þ
Finally, substituting (3.12) into (3.11) yields
C2ðtÞ ¼ 18 jh=2ðj 1Þ½hfðh þ 2Þj ðh  2Þgðk4 þ 2Þ
þ k23fðh þ 2Þðh þ 4Þj2  2hðh þ 2Þjþ hðh  2Þgfn1ð10nC1nÞg
þ Oðn1=2Þ: ð3:13Þ
3.5. Final result
Using (3.4), (3.10) and (3.13), we can obtain an expansion of the characteristic
function of T given by
CTðtÞ ¼ jh=2 1þ 1
n
X3
j¼0
bjjj þ oðn1Þ
" #
;
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where
b0 ¼  k23fa2  ha3 þ hðh  2Þa4g þ k4a1 þ 14 hðh  2Þ;
b1 ¼ k23f3a2  ð3h þ 4Þa3 þ hð3h þ 2Þa4g  2k4a1  12 h2;
b2 ¼  k23f3a2  ð3h þ 8Þa3 þ ðh þ 2Þð3h þ 4Þa4g þ k4a1 þ 14 hðh þ 2Þ;
b3 ¼ k23fa2  ðh þ 4Þa3 þ ðh þ 2Þðh þ 4Þa4g ð3:14Þ
and
a1 ¼ 18 fn trðD2CÞ  hðh þ 2Þg;
a2 ¼ n
24
f10nð2Cð3Þ þ 3DCCDCÞ1ng;
a3 ¼ 1
12
10nDCC1n; a4 ¼
1
8n
10nC1n:
By inverting CT ðtÞ; we have the following Theorem 3.1.
Theorem 3.1. Under assumptions C3, C6 and C7, the null distribution of T can be
expanded as
PðTpxÞ ¼ GhðxÞ þ 1
n
X3
j¼0
bjGhþ2jðxÞ þ oðn1Þ; ð3:15Þ
where Gf is the distribution function of a central chi-squared distribution with f degrees
of freedom and the coefficients bj are given by (3.14).
It may be noted that the ﬁnal result depends on the cumulants up to the fourth
order. Therefore, it is conjectured that assumption C7 may be weakened to
Eðe4i ÞoN: This fact has been proved for the t-statistic by Hall [6].
Before concluding this section, we state the next corollary which is different form
of Theorem 3.1.
Corollary 3.2. Under the same assumptions as in Theorem 3.1, the asymptotic
expansion (3.15) can be written as
PðTpxÞ ¼GhðxÞ  2x
nh
ghðxÞ b1 þ b2 þ b3 þ ðb2 þ b3Þx
h þ 2 þ
b3x
2
ðh þ 2Þðh þ 4Þ
 
þ oðn1Þ; ð3:16Þ
where ghðxÞ is the density function of a central chi-squared distribution with h degrees
of freedom and the coefficients bj are given by (3.14).
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4. Some applications
4.1. One-way ANOVA test statistic
In this section, we obtain asymptotic expansions of the null distribution of
ANOVA test statistics by applying Theorem 3.1.
Firstly, we consider one-way ANOVA test statistic. Let yij be the jth sample
observation ðj ¼ 1;y; niÞ from the ith population ði ¼ 1;y; qÞ with mean mi and
common variance s2; where mi’s and s
2 are unknown. Consider testing for the null
hypothesis
H0 : m1 ¼? ¼ mq:
Let n ¼ n1 þ n2 þ?þ nq; %yi ¼ n1i
Pni
j¼1 yij and %y ¼ n1
Pq
i¼1
Pni
j¼1 yij : A com-
monly used test statistics is
T ¼ ðn  qÞS2h=S2e ; ð4:1Þ
where S2h ¼
Pq
i¼1 nið %yi  %yÞ2; S2i ¼ ðni  1Þ1
Pni
j¼1 ðyij  %yiÞ2; and S2e ¼ ðn1  1ÞS21
þ?þ ðnq  1ÞS2q: In order to apply Theorem 3.1, we need to rewrite (4.1) like (1.2).
Let
X ¼
1n1 0 y 0
0 1n2 y 0
^ ^ & ^
0 0 y 1nq
0
BBB@
1
CCCA ðn  q matrixÞ; ð4:2Þ
y ¼ ðy11;y; y1n1 ; y21;y; y2n2 ;y; yq1;y; yqnqÞ0; b ¼ ðm1; m2;y; mqÞ0 and
O ¼ ðIq  qq0Þ; ð4:3Þ
where
q ¼ ðr1; r2;y; rqÞ0 ¼
ﬃﬃﬃﬃﬃ
n1
n
r
;
ﬃﬃﬃﬃﬃ
n2
n
r
;y;
ﬃﬃﬃﬃﬃ
nq
n
r 0
:
It is easily seen that rankðOÞ ¼ q  1: Then we can write the test statistic and the null
hypothesis as
T ¼ z
0Oz
#s2
; H0 : PDb ¼ 0;
where P is ðq  1Þ  q matrix with rankðPÞ ¼ q  1; PP0 ¼ Iq1 and P0P ¼ Iq  qq0:
and D is diagð ﬃﬃﬃﬃﬃn1p ; ﬃﬃﬃﬃn2p ;y; ﬃﬃﬃﬃﬃnqp Þ: Using (4.1) and (4.3), we can evaluate the
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coefﬁcients in an asymptotic expansion of (4.1). Noting that
ðX 0XÞ1=2X 0 ¼
n
1=2
1 1
0
n1
00 y 00
00 n1=22 1
0
n2
y 00
^ ^ & ^
00 00 y n1=2q 10nq
0
BBBBB@
1
CCCCCA;
we can derive easily that
C ¼XðX 0XÞ1=2OðX 0XÞ1=2X 0
¼
o11n11 1n11
0
n1
? o1qn
1=2
1 n
1=2
q 1n11
0
nq
^ & ^
oq1n
1=2
q n
1=2
1 1nq1
0
n1
? oqqn1q 1nq1
0
nq
0
BB@
1
CCA:
Therefore, we have
a1 ¼ 1
8
Xq
a¼1
r2a o
2
aa  ðq  1Þðq þ 1Þ
( )
¼ 1
8
Xq
a¼1
r2a  q2  2q þ 2
 !
;
a2 ¼ 1
24
Xq
a;b
r1a r
1
a 2o
3
ab þ 3oaaoabobb
% & ¼ 1
24
5
Xq
a¼1
r2a  3q2  6q þ 4
 !
;
a3 ¼ 1
12
Xq
a;b
r1a rboaaoab ¼ 0; a4 ¼
1
8
Xq
a;b
rarboab ¼ 0: ð4:4Þ
Next, we consider assumptions C3 and C7. It is easily shown that
n1
Pn
i¼1 jjxijjr ¼ 1 and n=nipn=ln; C3 and C7 are replaced by
C8. yij have the 10th absolute moment and n=ni ¼ Oð1Þ ði ¼ 1; 2;y; qÞ:
Using these results yield the following Theorem 4.1.
Theorem 4.1. Let the ath cumulant of ðyij  miÞ=s be denoted by ka: Under assumptions
C6 and C8, the null distribution of one-way ANOVA test statistic can be expanded as
PðTpxÞ ¼ Gq1ðxÞ þ 1
n
X3
j¼0
bjGq1þ2jðxÞ þ oðn1Þ;
where
b0 ¼ 14 ðq  1Þðq  3Þ  a2k23 þ a1k4;
b1 ¼  12 ðq  1Þ2 þ 3a2k23  2a1k4;
b2 ¼ 14 ðq2  1Þ  3a2k23 þ a1k4; b3 ¼ a2k23:
Here the coefficients a1 and a2 are given by (4.4).
The coefﬁcients bj in Theorem 4.1 are coincide with the ones in [5].
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4.2. Two-way ANOVA test statistic with balanced replications
Secondly, we consider two-way ANOVA test statistics. Our model is
yijk ¼ mþ Zi þ yj þ nij þ eijk ð1pipp; 1pjpq; 1pkpmÞ;
where eijkBi:i:d: with mean 0 and ﬁnite positive variance s2: Here we make the
usual constraints on Zi; yj and nij; deﬁned by
Pp
i¼1 Zi ¼ 0;
Pq
j¼1 yj ¼ 0
and
Pp
i¼1 nij ¼
Pq
j¼1 nij ¼ 0: We want to test for three different hypo-
theses; (1) All the nij ¼ 0; (2) All the Zi ¼ 0; (3) All the yj ¼ 0: Let n ¼ pqm; %yij ¼
m1
Pm
k¼1 yijk; %yi: ¼ ðmqÞ1
Pq
j¼1
Pm
k¼1 yijk; %y:j ¼ ðmpÞ1
Pp
i¼1
Pm
k¼1 yijk and %y:: ¼
n1
Pp
i¼1
Pq
j¼1
Pm
k¼1 yijk: The usual test statistic for hypothesis (1) is
Tð1Þ ¼
ðn  pqÞmPpi¼1 Pqj¼1 ð %yij  %yi:  %y:j þ %y::Þ2Pp
i¼1
Pq
j¼1
Pm
k¼1ðyijk  %yijÞ2
: ð4:5Þ
The usual test statistic for hypothesis (2) is
Tð2Þ ¼
ðn  pqÞmqPpi¼1 ð %yi:  %y::Þ2Pp
i¼1
Pq
j¼1
Pm
k¼1ðyijk  %yijÞ2
: ð4:6Þ
Besides the test statistic for hypothesis (3) is similar to (4.6).
As in Section 4.1, we rewrite (4.5) and (4.6) like (1.2). Let
X ¼
1m 0 y 0
0 1m y 0
^ ^ & ^
0 0 y 1m
0
BBB@
1
CCCA ðn  pq matrixÞ;
y ¼ ðy111;y; y11m; y121;y; y12m;y; ypq1;y; ypqmÞ0; and
Oð1Þ ¼ Ipq  1
q
Ip#1q1
0
q 
1
p
1p1
0
p#Iq þ
1
pq
1pq1
0
pq;
Oð2Þ ¼ 1
q
Ip#1q1
0
q 
1
pq
1pq1
0
pq:
It is easily seen that rankðOð1ÞÞ ¼ ðp  1Þðq  1Þ and rankðOð2ÞÞ ¼ ðp  1Þ: Then, the
test statistics (4.5) and (4.6) are rewritten as
Tð1Þ ¼
z0Oð1Þz
#s2
; Tð2Þ ¼
z0Oð2Þz
#s2
:
Noting that
cð1Þab ¼
1
m
x0aOð1Þxb; c
ð2Þ
ab ¼
1
m
x0aOð2Þxb;
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Table 1
Percentage points of Tð1Þ
Upper 5% points Upper 1% points
Model p q m tðuÞ u tEðuÞ tˆEðuÞ tðuÞ u tEðuÞ tˆEðuÞ
(i) 2 3 5 6.746 5.991 6.589 6.595 10.85 9.210 10.62 10.65
k3 ¼ 0:0 2 3 10 6.525 5.991 6.290 6.295 10.72 9.210 9.917 9.936
k4 ¼ 0:0 2 3 15 6.030 5.991 6.190 6.194 9.353 9.210 9.681 9.695
3 3 5 10.68 9.488 10.28 10.29 16.02 13.28 14.94 15.00
3 3 10 9.788 9.488 9.883 9.888 14.44 13.28 14.11 14.13
3 3 15 9.780 9.488 9.751 9.762 13.90 13.28 13.83 13.87
5 3 5 16.58 15.51 16.49 16.48 21.67 20.09 21.98 21.95
5 3 10 16.02 15.51 16.00 16.01 20.73 20.09 21.03 21.05
5 3 15 15.87 15.51 15.84 15.84 20.43 20.09 20.72 20.72
(ii) 2 3 5 6.648 5.991 6.539 6.438 10.79 9.210 10.42 10.01
k3 ¼ 0:0 2 3 10 6.352 5.991 6.265 6.254 9.899 9.210 9.817 9.772
k4 ¼ 1:5 2 3 15 6.220 5.991 6.174 6.192 9.677 9.210 9.615 9.689
3 3 5 10.43 9.488 10.22 10.31 15.14 13.28 14.77 15.04
3 3 10 9.837 9.4880 9.852 9.886 14.10 13.28 14.02 14.12
3 3 15 9.786 9.488 9.731 9.731 13.69 13.28 13.78 13.78
5 3 5 16.70 15.51 16.44 16.43 22.31 20.09 21.84 21.85
5 3 10 16.17 15.51 15.97 15.97 21.38 20.09 20.97 20.96
5 3 15 15.90 15.51 15.82 15.83 20.53 20.09 20.67 20.70
(iii) 2 3 5 6.675 5.991 6.291 6.593 10.92 9.210 9.424 10.64
k3 ¼ 0:0 2 3 10 6.115 5.991 6.141 6.226 9.314 9.210 9.317 9.661
k4 ¼ 6:0 2 3 15 6.271 5.991 6.091 6.172 9.851 9.210 9.281 9.610
3 3 5 10.34 9.488 9.910 10.28 15.33 13.28 13.87 14.96
3 3 10 9.912 9.488 9.699 9.850 14.19 13.28 13.58 14.02
3 3 15 9.661 9.488 9.629 9.735 14.11 13.28 13.48 13.79
5 3 5 16.64 15.51 16.15 16.49 22.10 20.09 21.17 21.98
5 3 10 16.16 15.51 15.83 15.92 21.50 20.09 20.63 20.85
5 3 15 15.84 15.51 15.72 15.72 20.85 20.09 20.45 20.45
(iv) 2 3 5 6.918 5.991 6.639 6.648 11.43 9.210 10.82 10.86
k3 ¼ 0:0 2 3 10 6.326 5.991 6.315 6.321 10.36 9.210 10.02 10.04
k4 ¼ 1:2 2 3 15 6.209 5.991 6.207 6.207 9.445 9.210 9.748 9.748
3 3 5 10.61 9.488 10.34 10.33 16.35 13.28 15.12 15.11
3 3 10 9.968 9.488 9.913 9.913 14.65 13.28 14.20 14.20
3 3 15 9.831 9.488 9.772 9.773 13.92 13.28 13.89 13.90
5 3 5 16.87 15.51 16.55 16.56 23.37 20.09 22.11 22.13
5 3 10 16.10 15.51 16.03 16.03 21.07 20.09 21.10 21.11
5 3 15 15.79 15.51 15.86 15.86 21.08 20.09 20.76 20.77
(v) 2 3 5 6.472 5.991 6.390 6.554 10.70 9.210 9.824 10.48
k3 ¼
ﬃﬃﬃﬃﬃﬃﬃ
8=3
p
2 3 10 6.462 5.991 6.191 6.252 10.16 9.210 9.517 9.762
k4 ¼ 4:0 2 3 15 6.127 5.991 6.124 6.164 9.433 9.210 9.415 9.573
3 3 5 10.38 9.488 10.02 9.893 15.05 13.28 14.24 14.03
3 3 10 9.965 9.488 9.755 9.825 14.28 13.28 13.76 13.98
3 3 15 9.936 9.488 9.666 9.734 13.86 13.28 13.60 13.80
5 3 5 16.87 15.51 16.26 16.35 23.21 20.09 21.48 21.81
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we can obtain easily that
cð1Þab ¼
ðp  1Þðq  1Þ
mpq
; cð2Þab ¼
ðp  1Þ
mpq
;
Xn
a;b
cð1Þab ¼
Xpq
a;b
oð1Þab ¼ 0;
Xn
a;b
cð2Þab ¼
Xpq
a;b
oð2Þab ¼ 0:
From these equations, the coefﬁcients aj ’s can be calculated easily.
Next we consider assumptions C3 and C7. It is easily shown that n1
Pn
i¼1 jjxijjr ¼
1 and n=ln ¼ n=m; C3 and C7 are replaced by
C9. eijk have the 10th absolute moment and n=m ¼ Oð1Þ:
Using these results yield the following Theorems 4.2 and 4.3.
Theorem 4.2. Let the ath cumulant of eijk=s be denoted by ka: Under assumptions C6
and C9, the null distribution of Tð1Þ can be expanded as
PðTð1ÞpxÞ ¼ Gðp1Þðq1ÞðxÞ þ
1
n
X3
j¼0
bjGðp1Þðq1Þþ2jðxÞ þ oðn1Þ;
where
b0 ¼  k
2
3
12
ðp  1Þðp  2Þðq  1Þðq  2Þ
 k4
4
ðp  1Þðq  1Þ þ 1
4
ðp  1Þðq  1Þðpq  p  q  1Þ;
b1 ¼ k
2
3
4
ðp  1Þðp  2Þðq  1Þðq  2Þ
þ k4
2
ðp  1Þðq  1Þ  1
2
ðp  1Þ2ðq  1Þ2;
Table 1 (continued)
Upper 5% points Upper 1% points
Model p q m tðuÞ u tEðuÞ tˆEðuÞ tðuÞ u tEðuÞ tˆEðuÞ
5 3 10 15.93 15.51 15.88 15.93 21.15 20.09 20.79 20.93
5 3 15 15.97 15.51 15.76 15.80 21.07 20.09 20.55 20.66
(vi) 2 3 5 6.578 5.991 6.540 6.625 11.18 9.210 10.42 10.77
k3 ¼ 1:0 2 3 10 6.164 5.991 6.265 6.297 9.967 9.210 9.817 9.942
k4 ¼ 1:5 2 3 15 6.102 5.991 6.174 6.184 9.448 9.210 9.615 9.655
3 3 5 10.50 9.488 10.21 9.905 15.59 13.28 14.78 14.02
3 3 10 9.820 9.488 9.847 9.867 14.12 13.28 14.03 14.08
3 3 15 9.810 9.488 9.727 9.743 13.94 13.28 13.78 13.82
5 3 5 16.65 15.51 16.43 16.47 21.99 20.09 21.89 21.96
5 3 10 15.96 15.51 15.97 16.00 21.38 20.09 20.99 21.04
5 3 15 15.84 15.51 15.82 15.81 20.84 20.09 20.69 20.67
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Table 2
Percentage points of Tð2Þ
Upper 5% points Upper 1% points
Model p q m tðuÞ u tEðuÞ tˆEðuÞ tðuÞ u tEðuÞ tˆEðuÞ
(i) 2 3 5 4.336 3.841 4.151 4.148 7.943 6.635 7.479 7.457
k3 ¼ 0:0 2 3 10 3.976 3.841 3.996 3.994 6.859 6.635 7.057 7.038
k4 ¼ 0:0 2 3 15 3.984 3.841 3.944 3.943 7.159 6.635 6.916 6.904
3 3 5 6.391 5.991 6.390 6.381 10.17 9.210 10.15 10.12
3 3 10 6.119 5.991 6.190 6.187 9.340 9.210 9.681 9.668
3 3 15 6.129 5.991 6.124 6.118 10.07 9.210 9.524 9.500
5 3 5 9.738 9.488 9.962 9.967 14.05 13.28 14.28 14.30
5 3 10 9.656 9.488 9.725 9.721 13.74 13.28 13.78 13.77
5 3 15 9.761 9.488 9.646 9.647 13.53 13.28 13.61 13.62
(ii) 2 3 5 4.138 3.841 4.178 4.246 7.727 6.635 7.680 8.110
k3 ¼ 0:0 2 3 10 4.119 3.841 4.009 4.018 7.183 6.635 7.158 7.207
k4 ¼ 1:5 2 3 15 3.919 3.841 3.953 3.943 6.690 6.635 6.983 6.909
3 3 5 6.486 5.991 6.423 6.371 10.41 9.210 10.29 10.08
3 3 10 6.259 5.991 6.207 6.188 9.493 9.210 9.748 9.673
3 3 15 6.165 5.991 6.134 6.135 9.692 9.210 9.569 9.567
5 3 5 10.03 9.488 9.989 9.989 14.15 13.28 14.36 14.37
5 3 10 9.843 9.488 9.739 9.739 14.04 13.28 13.82 13.82
5 3 15 9.760 9.488 9.655 9.649 14.22 13.28 13.64 13.62
(iii) 2 3 5 4.213 3.841 4.312 4.151 7.048 6.635 8.685 7.467
k3 ¼ 0:0 2 3 10 4.088 3.841 4.077 4.031 7.211 6.635 7.660 7.315
k4 ¼ 6:0 2 3 15 3.980 3.841 3.998 3.954 6.766 6.635 7.318 6.987
3 3 5 6.408 5.991 6.589 6.387 10.02 9.210 10.95 10.14
3 3 10 6.208 5.991 6.290 6.208 9.647 9.210 10.08 9.752
3 3 15 6.083 5.991 6.190 6.133 9.465 9.210 9.791 9.559
5 3 5 10.03 9.488 10.13 9.962 14.64 13.28 14.76 14.28
5 3 10 9.741 9.488 9.808 9.762 13.66 13.28 14.02 13.89
5 3 15 9.626 9.488 9.701 9.703 13.97 13.28 13.77 13.78
(iv) 2 3 5 4.156 3.841 4.124 4.119 7.837 6.635 7.278 7.242
k3 ¼ 0:0 2 3 10 4.034 3.841 3.982 3.979 6.984 6.635 6.957 6.932
k4 ¼ 1:2 2 3 15 4.108 3.841 3.935 3.935 7.239 6.635 6.849 6.849
3 3 5 6.5212 5.991 6.357 6.359 10.72 9.210 10.02 10.03
3 3 10 6.264 5.991 6.174 6.174 9.806 9.210 9.615 9.614
3 3 15 6.197 5.991 6.113 6.112 9.476 9.210 9.480 9.477
5 3 5 10.03 9.488 9.934 9.931 14.80 13.28 14.20 14.19
5 3 10 9.967 9.488 9.711 9.709 14.17 13.28 13.74 13.73
5 3 15 9.972 9.488 9.637 9.635 13.77 13.28 13.59 13.58
(v) 2 3 5 4.156 3.841 4.267 4.182 7.324 6.635 8.295 7.639
k3 ¼
ﬃﬃﬃﬃﬃﬃﬃ
8=3
p
2 3 10 3.866 3.841 4.054 4.023 6.901 6.635 7.465 7.221
k4 ¼ 4:0 2 3 15 3.874 3.841 3.983 3.963 6.803 6.635 7.188 7.031
3 3 5 6.461 5.991 6.522 6.571 10.34 9.210 10.69 10.88
3 3 10 6.229 5.991 6.257 6.217 9.364 9.210 9.948 9.789
3 3 15 6.129 5.991 6.168 6.131 9.620 9.210 9.702 9.553
5 3 5 9.898 9.488 10.07 10.01 14.62 13.28 14.61 14.46
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b2 ¼  k
2
3
4
ðp  1Þðp  2Þðq  1Þðq  2Þ
 k4
4
ðp  1Þðq  1Þ þ 1
4
ðp  1Þðq  1Þðpq  p  q þ 3Þ;
b3 ¼ k
2
3
12
ðp  1Þðp  2Þðq  1Þðq  2Þ:
Theorem 4.3. Let the ath cumulant of eijk=s be denoted by ka: Under assumptions C6
and C9, the null distribution of Tð2Þ can be expanded as
PðTð2ÞpxÞ ¼ Gp1ðxÞ þ 1
n
X3
j¼0
bjGp1þ2jðxÞ þ oðn1Þ;
where
b0 ¼  k
2
3
12pq
fðp  1Þ3  ðpq  1Þg þ k4
8
ðpq  2p þ 1Þ þ 1
4
ðp  1Þðp  3Þ;
b1 ¼ k
2
3
4pq
fðp  1Þ3  ðpq  1Þg  k4
4
ðpq  2p þ 1Þ  1
2
ðp  1Þ2;
b2 ¼  k
2
3
4pq
fðp  1Þ3  ðpq  1Þg þ k4
8
ðpq  2p þ 1Þ þ 1
4
ðp  1Þðp þ 1Þ;
b0 ¼ k
2
3
12pq
fðp  1Þ3  ðpq  1Þg:
As stated above, using Theorem 3.1 we can obtain an asymptotic expansion easily
when X and O are given in an explicit form.
Table 2 (continued)
Upper 5% points Upper 1% points
Model p q m tðuÞ u tEðuÞ tˆEðuÞ tðuÞ u tEðuÞ tˆEðuÞ
5 3 10 9.761 9.488 9.777 9.751 13.91 13.28 13.94 13.88
5 3 15 9.734 9.488 9.681 9.660 13.92 13.28 13.72 13.66
(vi) 2 3 5 4.220 3.841 4.186 4.132 7.573 6.635 7.692 7.334
k3 ¼ 1:0 2 3 10 4.040 3.841 4.014 3.994 7.271 6.635 7.164 7.033
k4 ¼ 1:5 2 3 15 3.932 3.841 3.956 3.950 6.767 6.635 6.987 6.946
3 3 5 6.382 5.991 6.423 6.570 10.49 9.210 10.29 10.88
3 3 10 6.246 5.991 6.207 6.197 9.996 9.210 9.748 9.707
3 3 15 6.131 5.991 6.135 6.127 9.652 9.210 9.569 9.536
5 3 5 10.01 9.488 9.984 9.967 13.87 13.28 14.37 14.30
5 3 10 9.827 9.488 9.736 9.724 14.11 13.28 13.82 13.79
5 3 15 9.556 9.488 9.653 9.657 13.61 13.28 13.64 13.65
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Table 3
Actual test sizes of Tð1Þ
Nominal 5% test Nominal 1% test
Model p q m a1 a2 a3 a1 a2 a3
(i) 2 3 5 6.7 5.2 5.2 1.9 1.1 1.1
k3 ¼ 0:0 2 3 10 6.1 5.5 5.4 1.7 1.3 1.3
k4 ¼ 0:0 2 3 15 5.1 4.7 4.6 1.1 0.8 0.8
3 3 5 7.3 5.6 5.6 2.3 1.4 1.4
3 3 10 5.7 4.8 4.8 1.4 1.1 1.1
3 3 15 5.5 5.1 5.1 1.3 1.0 1.0
5 3 5 6.8 5.1 5.1 1.7 1.0 1.0
5 3 10 5.9 5.0 5.0 1.2 0.9 0.9
5 3 15 5.5 5.1 5.1 1.1 0.9 0.9
(ii) 2 3 5 6.7 5.3 5.5 2.0 1.2 1.4
k3 ¼ 0:0 2 3 10 5.9 5.3 5.3 1.3 1.0 1.1
k4 ¼ 1:5 2 3 15 5.6 5.1 5.1 1.3 1.0 1.0
3 3 5 6.7 5.4 5.2 1.9 1.2 1.0
3 3 10 5.9 5.0 4.9 1.4 1.0 1.0
3 3 15 5.7 5.2 5.2 1.2 1.0 1.0
5 3 5 6.9 5.3 5.3 2.0 1.1 1.1
5 3 10 6.0 5.3 5.3 1.5 1.2 1.2
5 3 15 5.5 5.1 5.1 1.2 1.0 1.0
(iii) 2 3 5 6.8 5.9 5.2 1.9 1.8 1.1
k3 ¼ 0:0 2 3 10 5.3 4.9 4.7 1.1 1.0 0.8
k4 ¼ 6:0 2 3 15 5.6 5.4 5.2 1.3 1.3 1.1
3 3 5 6.6 5.6 5.1 1.8 1.6 1.1
3 3 10 6.0 5.6 5.2 1.4 1.3 1.1
3 3 15 5.4 5.0 4.8 1.3 1.2 1.1
5 3 5 7.0 5.7 5.2 1.7 1.3 1.0
5 3 10 6.0 5.5 5.3 1.4 1.2 1.1
5 3 15 5.7 5.2 5.3 1.3 1.1 1.1
(iv) 2 3 5 7.3 5.7 5.6 2.2 1.2 1.2
k3 ¼ 0:0 2 3 10 5.9 5.0 5.0 1.6 1.1 1.1
k4 ¼ 1:2 2 3 15 5.6 5.0 5.0 1.1 0.8 0.8
3 3 5 7.1 5.4 5.5 2.3 1.4 1.5
3 3 10 5.8 5.1 5.1 1.6 1.1 1.1
3 3 15 5.6 5.1 5.1 1.3 1.0 1.0
5 3 5 7.3 5.5 5.5 2.3 1.4 1.4
5 3 10 6.0 5.1 5.1 1.3 1.0 1.0
5 3 15 5.4 4.9 4.9 1.4 1.2 1.1
(v) 2 3 5 6.2 5.2 4.9 1.7 1.4 1.0
k3 ¼
ﬃﬃﬃﬃﬃﬃﬃ
8=3
p
2 3 10 6.1 5.5 5.4 1.4 1.3 1.1
k4 ¼ 4:0 2 3 15 5.4 5.0 4.9 1.1 1.0 0.9
3 3 5 7.0 5.8 6.1 1.8 1.4 1.4
3 3 10 6.1 5.4 5.3 1.6 1.3 1.2
3 3 15 5.9 5.4 5.3 1.3 1.2 1.1
5 3 5 7.2 6.0 5.8 2.1 1.4 1.3
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5. Numerical accuracies
Numerical accuracies are studied for approximations of the percentage points and
actual test sizes of two-way ANOVA test statistics Tð1Þ and Tð2Þ in Section 4.2. The
approximations considered are based on the limiting distributions and asymptotic
expansions. In order to examine the inﬂuence of k3 and k4 on accuracies, we
considered the following ﬁve nonnormal models and the normal model with p ¼
2; 3; 5 and q ¼ 3;
(i) normal distribution,
(ii) X þ YZ; where X ; Y ; Z are independent normal distribution Nð0; 1Þ;
(iii) Student’s t-distribution with 5 degrees of freedom,
(iv) symmetric uniform distribution Uð5; 5Þ;
(v) w2 distribution with 3 degrees of freedom,
(vi) w2 distribution with 8 degrees of freedom.
The ﬁrst four models are symmetric, and have k3 ¼0. For (iii) Student’s t-
distribution we choose the one with 5 degrees of freedom, since k4 is biggest of all.
For (iv) uniform distribution we use Uð5; 5Þ with width 10, but our results are not
much effected by width. In (v) and (vi) we choose w2 distributions with difference of
degrees of freedom which are nonsymmetric. We consider the normal model as the
model with k3 ¼ 0; k4 ¼ 0:
The true percentage points tðuÞ of T were obtained by simulation experiments
which were iterated 10,000 times. There was not a large difference among values of
tðuÞ which was constructed by other samples. The approximate percentage points
were computed by using u; tEðuÞ and tˆEðuÞ: The tEðuÞ is deﬁned as follow. Let
PðTptðuÞÞ ¼ Pðw2hpuÞ;
Table 3 (continued)
Nominal 5% test Nominal 1% test
Model p q m a1 a2 a3 a1 a2 a3
5 3 10 5.6 5.1 5.0 1.3 1.1 1.1
5 3 15 5.6 5.3 5.2 1.3 1.1 1.1
(vi) 2 3 5 6.6 5.1 4.9 1.9 1.3 1.1
k3 ¼ 1:0 2 3 10 5.4 4.8 4.8 1.5 1.1 1.0
k4 ¼ 1:5 2 3 15 5.3 4.9 4.9 1.2 0.9 0.9
3 3 5 6.9 5.5 5.9 1.9 1.2 1.5
3 3 10 5.8 4.9 4.9 1.4 1.0 1.0
3 3 15 5.6 5.1 5.1 1.2 1.1 1.0
5 3 5 6.7 5.4 5.3 1.7 1.0 1.0
5 3 10 5.8 5.0 4.9 1.4 1.1 1.1
5 3 15 5.4 5.0 5.0 1.3 1.0 1.1
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Table 4
Actual test sizes of Tð2Þ
Nominal 5% test Nominal 1% test
Model p q m a1 a2 a3 a1 a2 a3
(i) 2 3 5 6.5 5.6 5.6 1.8 1.3 1.3
k3 ¼ 0:0 2 3 10 5.4 4.9 4.9 1.1 0.9 0.9
k4 ¼ 0:0 2 3 15 5.4 5.2 5.2 1.2 1.1 1.1
3 3 5 6.0 5.0 5.0 1.5 1.0 1.0
3 3 10 5.3 4.8 4.8 1.1 0.8 0.9
3 3 15 5.4 5.0 5.0 1.5 1.3 1.3
5 3 5 5.7 4.6 4.6 1.3 0.9 0.9
5 3 10 5.3 4.9 4.9 1.2 1.0 1.0
5 3 15 5.5 5.3 5.3 1.1 0.9 0.9
(ii) 2 3 5 5.9 4.9 4.7 1.6 1.0 0.8
k3 ¼ 0:0 2 3 10 5.8 5.3 5.3 1.3 1.0 1.0
k4 ¼ 1:5 2 3 15 5.2 4.9 4.9 1.0 0.8 0.9
3 3 5 6.2 5.1 5.2 1.7 1.0 1.1
3 3 10 5.8 5.2 5.2 1.1 0.9 0.9
3 3 15 5.4 5.1 5.1 1.3 1.1 1.1
5 3 5 6.3 5.1 5.1 1.5 0.9 0.9
5 3 10 5.9 5.2 5.2 1.3 1.1 1.1
5 3 15 5.6 5.3 5.3 1.4 1.2 1.2
(iii) 2 3 5 6.1 4.7 5.2 1.3 0.5 0.9
k3 ¼ 0:0 2 3 10 5.7 5.0 5.2 1.4 0.8 0.9
k4 ¼ 6:0 2 3 15 5.5 4.9 5.1 1.1 0.8 0.9
3 3 5 6.2 4.6 5.1 1.4 0.6 0.9
3 3 10 5.6 4.8 5.0 1.3 0.8 1.0
3 3 15 5.2 4.7 4.8 1.2 0.9 0.9
5 3 5 6.2 4.8 5.2 1.6 0.9 1.1
5 3 10 5.5 4.9 5.0 1.2 0.9 0.9
5 3 15 5.3 4.9 4.9 1.3 1.1 1.0
(iv) 2 3 5 6.0 5.1 5.1 1.6 1.2 1.2
k3 ¼ 0:0 2 3 10 5.7 5.2 5.2 1.2 1.0 1.0
k4 ¼ 1:2 2 3 15 5.8 5.5 5.5 1.3 1.2 1.2
3 3 5 6.3 5.2 5.2 1.8 1.4 1.3
3 3 10 5.7 5.2 5.3 1.3 1.1 1.1
3 3 15 5.6 5.2 5.2 1.2 1.0 1.0
5 3 5 6.0 5.2 5.2 1.5 1.2 1.2
5 3 10 5.9 5.5 5.5 1.4 1.1 1.2
5 3 15 6.0 5.7 5.7 1.2 1.1 1.1
(v) 2 3 5 5.9 4.5 4.9 1.3 0.6 0.8
k3 ¼
ﬃﬃﬃﬃﬃﬃﬃ
8=3
p
2 3 10 5.1 4.5 4.6 1.1 0.8 0.8
k4 ¼ 4:0 2 3 15 5.1 4.8 4.8 1.1 0.8 0.9
3 3 5 6.1 4.9 4.8 1.5 0.9 0.8
3 3 10 5.7 4.9 5.0 1.1 0.8 0.9
3 3 15 5.4 4.9 5.0 1.2 1.0 1.0
5 3 5 5.8 4.7 4.9 1.5 1.0 1.1
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where w2h is a chi-squared variate with h degrees of freedom. Then, from (3.16), we
can expand tðuÞ as
tðuÞ ¼ u þ 2u
nh
b1 þ b2 þ b3 þ ðb2 þ b3Þu
h þ 2 þ
b3u
2
ðh þ 2Þðh þ 4Þ
 
þ oðn1Þ
¼ tEðuÞ þ oðn1Þ:
Besides tˆEðuÞ is deﬁned from tEðuÞ by replacing unknown parameters k3 and k4 by #g
and #t which are estimators for k3 and k4; respectively. In a practical situation, we will
need to use tˆEðuÞ instead of tEðuÞ; since we do not know population parameters.
Tables 1 and 2 give the true percentage points tðuÞ and approximate percentage
points based on u; tEðuÞ and tˆEðuÞ for Tð1Þ and Tð2Þ; respectively.
Actual test sizes are denoted by
a1 ¼ PðT4uÞ; a2 ¼ PðT4tEðuÞÞ; a3 ¼ PðT4tˆEðuÞÞ: ð5:1Þ
The actual test sizes a1; a2 and a3 for Tð1Þ and Tð2Þ are given in Tables 3 and 4,
respectively, for nominal test sizes 5% and 1%.
From these tables we can see that the approximation tEðuÞ or tˆEðuÞ gives a
considerable improvement in a comparison with the limiting approximation.
Besides, there seems to be little inﬂuence on accuracies by differences k3 and k4:
We have tried to study for other several models, and have obtained similar results.
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