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We show the existence and investigate the dynamics and statistics of rogue oscillations (standing
waves) generated in the frame of the nonlinear quantum harmonic oscillator (NQHO). With this
motivation, in this paper we develop a split-step Fourier scheme for the computational analysis of
NQHO.We show that modulation instability excites the generation of rogue oscillations in the frame
of the NQHO. We also discuss the effects of various parameters such as the strength of trapping
well potential, nonlinearity, dissipation, fundamental wave number and perturbation amplitude on
rogue oscillation formation probabilities.
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I. INTRODUCTION
Quantum harmonic oscillator (QHO) in quantum me-
chanics is analogous to the simple harmonic oscillator of
the classical vibration theory [1–5]. It is commonly used
as a model to study the vibrations of the atomic par-
ticles and molecules under effect of classical spring like
potential which is a commonly accepted model for the
molecular bonding. QHO is one of the exactly solvable
models in the field of quantum mechanics having solu-
tions in the form of Hermite polynomials and it can be
generalized to N-dimensions [1–5].
On the other hand, studies on nonlinear quantum
mechanical phenomena became popular in the last few
decades [6–11]. Majority of the nonlinear quantum me-
chanics studies rely on dynamic equations, such as the
nonlinear Schrdinger equation (NLSE). Starting from the
Maxwell’s equations for electromagnetism, the NLSE and
some of its extensions can be derived for modeling the
wavefunctions under the effects of high order nonlinear
electric and magnetic fields. Under such fields, many
different fascinating phenomena such as solitons, rogue
waves, nonlinear quantum entanglement can be observed.
Some researchers have studied various forms of nonlin-
ear quantum harmonic oscillator (NQHO) [12–17]. While
some of the research focuses on the effects of nonlin-
early behaving spring like potential, the effect of non-
linear wavefunction due to nonlinear electric field is also
studied in [12]. The form of NQHO proposed in [12] can
only be solved numerically unless under some limiting
cases [12].
In this paper, we propose a numerical framework for
studying NQHO. More specifically, we first develop a
split-step Fourier scheme for the numerical solution of
a more general NQHO than the one proposed in [12].
We test the accuracy of the proposed scheme using some
analytical solutions as benchmark problems which can be
∗Electronic address: cihanbayindir@gmail.com
derived in the limiting cases. We also test it against a 4th
order Runge-Kutta solver we developed for the numerical
solution of the NQHO. Then, using the split-step Fourier
scheme proposed, we analyze the rogue quantum har-
monic oscillations, which are unexpected and high am-
plitude oscillations, in the frame of the NQHO. We show
that modulation instability (MI) triggers rogue oscilla-
tions to be formed within the frame of the NQHO. We
discuss the effects of strengths of trapping well poten-
tial, nonlinearity, dissipation, fundamental wave number
and perturbation amplitude on rogue oscillation forma-
tion probabilities. We discuss and comment on our find-
ings.
II. A NONLINEAR QUANTUM HARMONIC
OSCILLATOR MODEL
Most common form of the Hamiltonian of the linear
QHO (LQHO) can be written as [1–5]
Ĥ =
p̂2
2m
+
1
2
kx2 =
p̂2
2m
+
1
2
mω2x2 (1)
where H denotes the Hamiltonian of the system, m is
the mass of the particle, k is the bond stiffness which
is analogous to spring constant in classical mechanics.
p̂ = −i~∂/∂x is the momentum operator where ~ is the
reduced Planck’s constant. Time-dependent Schro¨dinger
equation can easily be derived using this Hamiltonian as
i~
∂ψ
∂t
+
~
2
2m
∂2ψ
∂x2
− 1
2
mω2x2ψ = 0 (2)
which is the most commonly studied form of the linear
QHO in the literature [1–5]. In here, i is the imaginary
unity, t is the temporal variable, x is the spatial coordi-
nate and ψ(x, t) is the wavefunction, that is the quantum
state of the atomic particle at a given (x, t) coordinate.
Various forms of NQHO models are considered in [12–
17]. In some of these studies the nonlinearity arises due
to nonlinear bonding (spring) constant which results in
various forms of the potential function different than the
2well-studied quadratic form. However, in order to model
the effects of nonlinear fields, a NQHO equation is pro-
posed in [12] which can be written as
iψt +
∂2ψ
∂x2
− x2ψ + σ |ψ|2 ψ = 0 (3)
where σ is a constant which controls the effect of nonlin-
earity. It is necessary to note that this equation is a non-
dimensional version of the well-known LQHO [12]. The
corresponding non-dimensional parameters also known as
Buckhingham’s pi terms are given in [12]. In the linear
limit, σ = 0, and this equation reduces to the LQHO
which admits solutions in the form of
ψ(x, t) = U(x)e−iωt (4)
which only exists for discrete spectrum ωn = 1+2n where
n = 0, 1, 2, ... [12]. And the corresponding amplitude
functions become Un = (2
nn!
√
pi)−1/2e−x
2/2Hn(x). Here
Hn(x) shows the Hermite polynomials which can be given
as
Hn(x) = (−1)nex
2/2 d
n(e−x
2/2)
dxn
(5)
giving H0 = 1, H1 = 2x, H2 = 4x
2−2,... etc [12, 18, 19].
The solutions of Eq.(3) are studied using perturbation
theory in terms of Hermite-Gaussian eigenmodes and also
numerically in [12], where a continuous frequency spec-
trum is considered.
In this paper, we consider a more general version of the
NQHO given by Eq.(3) first proposed in [12]. In order
to take the effects of variable potential due to varying
bonding (spring) stiffness, we take a potential well con-
stant α into account, and in order to model the effects
of dissipative process or medium, we take a dissipation
constant, γ, into account. Thus, the non-dimensional
NQHO equation considered in this paper becomes
iψt +
∂2ψ
∂x2
− αx2ψ + σ |ψ|2 ψ + iγψ = 0 (6)
where t is the non-dimensional time, x is the non-
dimensional space parameter, as before. In the next
sections of this paper, we propose a split-step Fourier
method for the solution of Eq.(6) and we study the rogue
quantum harmonic oscillations and their statistics within
its frame.
III. SPLIT-STEP FOURIER METHOD FOR THE
NUMERICAL SOLUTION OF THE NONLINEAR
QUANTUM HARMONIC OSCILLATOR
In this section, we propose a numerical solution
method for the solution of the NQHO given by Eq.(6).
The method we propose is a split-step Fourier method
(SSFM). Some applications of various SSFMs for differ-
ent models can be seen in [20–22]. We first split the
NQHO equation to nonlinear and linear parts. A possi-
ble splitting gives the nonlinear part of the NQHO which
can be written as
iψt = −(−αx2 + σ |ψ|2 + iγ)ψ (7)
and can be exactly solved to give
ψ˜(x, t0 +∆t) = e
i(−αx2+σ|ψ0|
2+iγ)∆t ψ0 (8)
In here, ψ0 = ψ(x, t0) is the initial condition. ∆t, which
shows the time step is selected as ∆t = 5 × 10−5, which
does not cause stability problems, for all of our simu-
lations in this study. The remaining linear part of the
NQHO equation can be written as
iψt = −ψxx (9)
It is possible to evaluate this linear part of the NQHO
equation in periodic domain spectrally using Fourier se-
ries, so that it can be calculated using
ψ(x, t0 +∆t) = F
−1
[
e−ik
2∆tF [ψ˜(x, t0 +∆t)]
]
(10)
where k is the wavenumber [23]. Number of spectral
components are selected to beN = 1024 for FFT routines
used in all of our simulations in this paper. Therefore
pluging Eq.(8) into Eq.(10), the complete form of the
SSF scheme for NQHO equation can be written as
ψ(x, t0 +∆t) = F
−1
[
e−ik
2∆tF [ei(−αx
2+σ|ψ0|
2+iγ)∆t ψ0]
]
(11)
Starting from the initial condition and using two FFT
routines per time step, the numerical solution of the
NQHO equation given by Eq.(6) is obtained for later
times by the SSFM for which the scheme is given by
Eq.(11).
Initial condition ψ0 can be selected arbitrarily, how-
ever in order to study the dynamics of rogue quantum
harmonic oscillations we use
ψ0 = e
imk0x + βa(x) (12)
as our initial condition. Such an initial condition, in the
form of white-noise superimposed to a sinusoid, triggers
modulation instability (MI), which causes the formation
of rogue quantum harmonic oscillations, similar to those
observed in optics, Bose-Einstein condensation, marine
environment, finance just to name a few [24–40]. In
Eq.(12), m is an integer for which few different values
are considered in our numerical calculations, k0 = 2pi/L
which is the fundamental wavenumber, β is the pertur-
bation amplitude and a(x) is a vector of random numbers
uniformly distributed in the interval of [-1,1]. We select
the domain length as L = 20 and discuss the effects the
parameters m and β, as well as the α, σ, γ parameters of
the Eq.(6) on rogue oscillation formation probabilities in
the next section.
3IV. RESULTS AND DISCUSSION
First, we implement the SSFM for the solution of the
NQHO using the scheme and parameters as formulated
in the preceding section and tested its stability and ac-
curacy against some analytical solutions of the NQHO
which can be obtained for limiting cases given in [12].
Then, we focus on the full form of the NQHO given by
Eq.(6) and compare the accuracy and stability of the
scheme against a 4th order Runge-Kutta solver we have
developed for the NQHO, similar to the ones given in
[41–47].
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FIG. 1: Comparison of numerical solutions of the NQHO,
SSFM vs. 4th order Runge-Kutta scheme.
In Fig. 1, we depict the numerical solutions of the
NQHO obtained by SSFM and 4th order Runge-Kutta
scheme for an initial condition in the form of a sinusoidal
without any noise triggering the MI. The parameters of
computation are selected as α = 1, σ = 0, γ = 0 for
this simulation. Checking Fig. 1 and other test cases
for analyzing the accuracy and stability of the proposed
method, we conclude that SSFM proposed in this paper
can be used for the numerical studies of the NQHO. Our
aim is to study the dynamics of rogue oscillations of the
NQHO, thus we turn our attention from numerical as-
pects to the characteristics of rogue oscillations, which
can be described as the oscillations having a height at
least twice as large as the significant oscillation height in
the chaotic wavefield.
In Fig. 2, a typical wavefield with rogue quantum har-
monic oscillations is presented. For this simulation the
parameters are selected as α = 1, σ = 1, γ = 0,m =
16, β = 0.4. Due to noisy initial condition and nonlinear-
ity, MI triggers generation of rogue quantum harmonic
oscillations within the frame of the NQHO as depicted
in Fig. 2. Although the analytical forms of such rogue
oscillations are unknown, their dynamics and statistics
are quite similar to the rogue waves discussed in [26, 28].
In order to illustrate this picture we depict Figs. 3-7. In
order to capture the steady state statistics of the chaotic
wavefields, a non-dimensional adjustment time of t = 10
is given to the SSFM scheme, and statistics are recorded
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FIG. 2: A snapshot of the wavefunction exhibiting rogue
quantum harmonic oscillations.
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FIG. 3: Rogue oscillation formation probability for different
values of the fundamental wavenumber, mk0.
after this adjustment time. Each of statistics depicted in
Figs. 3-7 includes almost 105 wave components to achieve
statistically meaningful results.
Checking Fig. 3, it can be observed that increase in the
fundamental wavenumber of the initial condition, mk0,
leads to a higher probability of wavefunctions to be in the
range of |ψ| ≈ [0.4− 1.0] and a lower probability of them
to be in the ranges of |ψ| ≈ [0.0−0.4] and |ψ| ≈ [1.0−2.0].
The probability of the rogue wavefunctions in the range
of |ψ| ≈ [2.0−5.0] can be observed to be almost unaltered
due to changes in k0.
Next, we investigate the effect of the MI parameter β
on the statistics of rogue oscillations by selecting the nu-
merical computation parameters as α = 1, σ = 1, γ =
0,m = 16. Checking Fig. 4, it is possible to state that
increase in the MI parameter β, results in higher rogue
oscillation formation probability except for the interval
|ψ| ≈ [1.1 − 1.5]. This is due to the fact that a larger β
feeds the NQHO with more energy and causes more en-
ergy transfer from wavenumbers having moderate energy
to sidebands.
The effect of the strength of the trapping well poten-
tial, that is changing α, on rogue oscillation formation
probability is depicted in Fig. 5 using σ = 1, γ = 0,m =
16, β = 0.4. The striking feature of the figure is that,
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FIG. 4: Rogue oscillation formation probability for different
values of the MI parameter, β.
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FIG. 5: Rogue oscillation formation probability for different
values of the NQHO trapping well potential strength, α.
increasing the strength of the trapping well potential
leads to increase in low, |ψ| ≈ [0.0 − 0.5], and rogue,
|ψ| ≈ [2.0 − 5.0], oscillation formation probability. One
possible physical reasoning for this fact is that, higher
bonding (spring) stiffness in the form of stronger trap-
ping potential imposes a confinement in the oscillations,
thus enables to more energy transfer from wavenumber
components with low energy to the ones having more
energy. Thus, rogue oscillation formation probability in-
creases as α increases.
Statistics of rogue oscillations for different values of
the nonlinearity paramater, σ, are depicted in Fig. 6
for α = 1, γ = 0,m = 16, β = 0.4. Checking the fig-
ure, it is possible to conclude that increase in σ leads
to higher probability for wavefunction to be in the inter-
vals of |ψ| ≈ [0.0 − 0.7] and |ψ| ≈ [1.7 − 5.0], however
the probability of wavefunction to be in the interval of
|ψ| ≈ [0.7− 1.7] decreases as σ increases, due to stronger
interactions leading to more energy leakage to sideband
wavenumbers. A similar result can also be seen in [28]
for the Kundu-Eckhaus equation which has quintic non-
linearity effect.
Lastly, we investigate the effects of dissipation on the
rogue oscillation statistics for which we depict the results
in Fig. 7. Similarly, the numerical values of parameters
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5| |
0
0.01
0.02
0.03
0.04
p(|
|)
=1
=1.5
=2
=4
2.5 3 3.5 4 4.5 5
0
0.5
1
10-3
FIG. 6: Rogue oscillation formation probability for different
values of the NQHO nonlinearity parameter, σ.
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FIG. 7: Rogue oscillation formation probability for different
values of the NQHO dissipation parameter, γ.
are selected as α = 1, σ = 0,m = 16, β = 0.4 to allow
inter comparisons between figures. As expected, increase
in the dissipation coefficient, γ, significantly decreases the
rogue and high oscillation formation probabilities. Even
a value of γ = 0.1 is strong enough to prevent formation
of rogue oscillations in the frame of the NQHO.
Statistics presented above for various scenarios and
the dynamics of the oscillations studied in the frame of
the NQHO suggests that the forms of its rogue oscilla-
tions may be similar to Peregrine-Akhmediev solitons dis-
cussed in [26, 33]. The numerical results in our paper and
the SSFM we have proposed can be used to investigate
nonlinear quantum oscillations and for analyzing reso-
nance and bonding strength of molecules under the effect
of nonlinear electric and magnetic fields, dissipation and
trapping well potentials having variable strengths. Addi-
tionally, our paper can have possible applications in the
macroscopic level, such as Bose-Einstein condensation.
V. CONCLUSION AND FUTURE WORK
In this paper we developed a split-step Fourier scheme
for the numerical solution of the nonlinear quantum har-
monic oscillator. Although the numerical method pro-
posed can be used to analyze various forms of nonlin-
5ear quantum harmonic oscillations, we focused on rogue
quantum harmonic oscillations which can be described as
high and unexpected oscillations (standing waves). We
showed that an initial condition in the form of white noise
imposed on monochromatic wave triggers modulation in-
stability, thus leads to chaotic wavefields exhibiting rogue
oscillations in the frame of the nonlinear quantum har-
monic oscillator. We also discussed the effects of various
parameters such as the strength of trapping well poten-
tial, nonlinearity, dissipation, fundamental wave number
and perturbation amplitude on statistics of rogue oscil-
lations. Our results can be used to investigate nonlin-
ear quantum harmonics oscillations under the effects of
varying molecular bond stiffness, higher order nonlinear-
ity and dissipation. Various similar phenomena at the
macroscopic level, such as Bose-Einstein condensation,
can also be studied analogously using the framework pro-
posed in this paper.
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