Abstract. We consider the application of a perfectly matched layer (PML) technique to approximate solutions to the elastic wave scattering problem in the frequency domain. The PML is viewed as a complex coordinate shift in spherical coordinates (cf. [6, 2] ), which leads to a variable complex coefficient equation for the displacement vector posed on an infinite domain (the complement of the scatterer). The rapid decay of the PML solution suggests truncation to a bounded domain with a convenient outer boundary condition and subsequent finite element approximation (for the truncated problem).
Introduction
In this paper, we consider techniques for approximating the solutions of frequency domain elastic wave scattering problems. These problems are posed on unbounded domains with a far field boundary condition given by the so-called Kupradze-Sommerfeld radiation condition. This condition prescribes two different Sommerfeld conditions on components of the solution at infinity. Specifically, away from the scatterer, the solution is broken up into a solenoidal and an irrotational component. These components satisfy Helmholtz equations with different wave numbers. The Kupradze-Sommerfeld radiation condition involves using Sommerfeld radiation conditions with the corresponding wave numbers on the separate components.
The fundamental challenge posed by this far field boundary condition is that it appears that one has to break up the field at the discrete level. One possible way to do this is to reformulate the problem in terms of potentials keeping the solenoidal and irrotational components separate [8, 13] . As the potentials satisfy the same radiation conditions as their derivatives, classical numerical techniques for implementing Sommerfeld boundary conditions can be applied to the separate (but coupled) potential problems. There are, however, two significant drawbacks to this approach. First, the introduction of potentials adds complexity to the problem, especially in three dimensional applications where gauge conditions must be introduced for uniqueness. Second, the resulting field approximations are obtained by differentiation and this often results in loss of approximation accuracy.
In this paper, we shall study a so-called perfectly matched layer (PML) reformulation of the elastic wave scattering problem. From an engineering point of view, PML can be thought of as the introduction of a fictitious material designed to absorb energy away from the region of interest (usually close to the scatterer). A perfectly matched layer is one which absorbs all energy sent into it without creating any reflected waves. In [1] , Bérenger showed that for a half plane (and Maxwell's equations), such a layer could be constructed which was without reflection of incoming plane waves of any angle. His approach involved the introduction of additional variables and equations in the "ficticious material" region.
In [5] , Chew and Weedon derived the PML model of Bérenger [1] in terms of complex coordinate stretching. This point of view was very important in that it allowed one to see that a properly formulated PML approximation could sometimes be constructed which preserved the solution in the region of interest while decaying exponentially at infinity. Because of this decay, the solution to the PML problem can be approximated by a problem on a finite domain (with convenient boundary condition) and subsequently approximated by numerical methods, e.g., the finite element method. The complex coordinate stretching point of view was further applied by Collino and Monk to derive PML models in rectangular and polar coordinates in [6] for acoustic problems. An analysis of the spherical PML equations for the three dimensional electromagnetic and acoustic problems (both on the infinite and truncated domains) was given by Bramble and Pasciak in [2] where the inf-sup conditions useful for finite element error analysis were proved.
Extensions of Bérenger's ideas for the elastic waves problem were considered by Hastings et al. in [8] and independently by Chew and Liu in [4] . The PML model in [8] is based on a potential formulation of the elastic wave problem. Similar to the original Bérenger model additional splitting of the fields was required. Another PML model based on the stress-velocity formulation of the problem was proposed by Collino and Tsogka in [7] .
In this paper, we apply the complex shift technique in spherical coordinates to derive and analyze a PML model for the time-harmonic elastic wave problem. Similarly to [2] , the complex shift technique leads to a single (variable coefficient) equation for the displacement vector and, in contrast to the models in [7] and [8] , requires no field splitting or additional unknowns. A PML model similar to ours was proposed in [17] and limited numerical results were reported.
We shall see that our spherical PML leads to a PML model for the time-harmonic elastic wave problem with the desired properties, i.e., its solution coincides with the original on the domain of interest (surrounded by the PML layer) while decaying exponentially inside the layer. Moreover, it takes care of both wave components simultaneously without field splitting and only requires the introduction of special "PML" coefficients in the PML region. We show that the solution of the truncated PML problem, although no longer equal to the original solution, converges exponentially to it in the region of interest. To show stability of the truncated PML solution, we derive H 1 -based inf-sup conditions.
As far as we know, the H 1 -based inf-sup conditions cannot, in general, be developed using a lower order perturbation argument based on the lemmas of [12, 16] . Accordingly, the classical finite element analysis for non-coercive problems [15] cannot be applied. It is however possible to show that one can derive a stable approximation in terms of H −1 least-squares although we shall not do so here. In contrast, if we limit the size of the PML coefficient, then we shall see that it is possible to prove an inf-sup condition via perturbation and classical finite element analysis implies convergence of the finite element approximation.
The outline of the remainder of this paper is as follows. In Section 2, we formulate the elastic wave problem and state some properties of its solution. Section 3 introduces the PML viewed as a complex coordinate shift and derives some properties of the modified differential operators. Existence and uniqueness of the infinite domain PML problem and the truncated PML problem are shown in Sections 4 and 5. A convergence result for the solution of the truncated PML problem is also given in Section 5. Section 6 deals with the numerical approximation of the truncated PML problem by finite elements. Finally, the results of numerical experiments illustrating the behavior of the method on a model two dimensional problem are given in Section 7.
2. Formulation of the elastic wave problem. In this section, we formulate the elastic wave problem and its far field boundary condition. Let Ω be a bounded domain, with boundary Γ, containing the origin and let Ω c denote its complement. We seek a vector valued function u ∈ H 1 loc (Ω c ) satisfying
Here γ and k are positive real numbers and g is given in H 1/2 (Γ). The formulation is completed by imposing the "so-called" Kupradze-Sommerfeld far field radiation condition. This condition involves decomposing the function u away from Ω as
with ζ solenoidal and ψ irrotational. As shown in [3] , the components can be chosen to satisfy Helmholtz equations: ∆ζ + k 2 ζ = 0 and ∆ψ + k Let B R denote the open ball of radius R centered at the origin and assume that Ω is contained in B R . The above decomposition is, in fact, uniquely determined from the values of u on B R (see, e.g., [3] ).
The components above can be expanded in series outside of B R . Indeed,
n is the Hankel function of the first kind of order n, Y n,m are spherical harmonics, r = |x| andx = x/r. Similarly,
with α n,m ∈ R 3 and q n (r) ≡ h
n (kr). Hence outside of B R , u may be expanded in a series of the form
The following theorem, which will be essential for this paper, is the main result of [3] . 
PML as a complex coordinate shift
Throughout this paper, we shall use a sequence of finite subdomains of Ω c with spherical outer boundaries. Let r −1 < r 0 < r 1 < . . . < r 6 be an increasing sequence of positive real numbers and let Ω i denote (the interior of) the open ball B i of radius r i excludinḡ Ω (we assume that r −1 is large enough so that the corresponding ball containsΩ). We denote the outer boundary of Ω i by Γ i . The values of r −1 , r 0 , r 1 , . . . , r 6 are independent of the computational outer boundary scaling parameter R t (introduced below).
The differential operators involved in PML approximations are defined in terms of a formal complex change of variables. To study these operators, we first consider the case of a real change of variables. Specifically, we consider the transformation (for real s),
where r = |x| and x ∈ R 3 .
Following [9] , we use a function σ which results in a constant coefficient problem outside the transition. Given σ 0 , r 0 , and r 1 , we start with a function σ ∈ C 2 (R + ) satisfying (3.2) σ(r) = 0 for r ≤ r 0 , σ(r) = σ 0 for r ≥ r 1 , σ(r) increasing for r ∈ (r 0 , r 1 ).
One obvious construction of such a function σ in the transition layer r 0 ≤ r ≤ r 1 with the above properties is given by the fifth order polynomial,
A smoother σ can be constructed by increasing the exponents in the above formula. The derivative of the transformation is given by
Here d(r) = 1 + s σ(r), d(r) = 1 + sσ(r), σ(r) = σ(r) + r σ (r), and
We note that P is the orthogonal projection along the vector x.
It is clear that T s will be one to one on R 3 if r d is increasing. This will hold if
In this section, we use real valued scalar functions u, w, φ and real vector valued functions u, w, φ and let (·, ·) R 3 denote
Sobolev spaces, in this section only, will consist of real valued vector and scalar functions.
In spherical coordinates, DT s is diagonal. Indeed if e r , e φ , and e θ are the spherical unit vectors and u = u r e r + u φ e φ + u θ e θ then DT s u = du r e r + d(u φ e φ + u θ e θ ).
where
We introduced the form ((·, ·)) s to make subsequent notation more compact and use the same notation for the analogous integral over the dot product in the case of vector valued functions. We note the analogous change of variables formula
and the vector analog
Here ∇w = (DT s ) −1 ∇ w. Note that ∇ (and other "stretched" operators defined below) depends on both s and x.
We introduce the following matrices:
These operators are obviously symmetric and
We note that the orthogonality properties of P imply that
We define the operator ∆ by
The above identities imply that
Note that the smoothness assumptions on σ are sufficient to make the right hand side above well defined when
Stretched variants of the operators ∇× and ∇· on vector fields can be defined from the identities
We find that
Examining the form of ∇× and ∇· in spherical coordinates one finds that ∇ × ∇× and ∇ ∇· involve at most one derivative of d and two derivatives of d and, hence, they also map functions in
. They furthermore satisfy the expected identities, i.e.,
We now extend these operators to the complex right half-plane Re z > −1/σ M , denoted by C. This simply involves replacing s in d and d with z in the expressions (such as (3.3), (3.4) and (3.5)). Note that the change of integration variable formulas no longer make sense for z with nonzero imaginary part.
Given
We can compute the derivative of f D by differentiating under the integral sign. It follows that f D is analytic on C. The same holds for the functions
For real s > −1/σ M , using the change of integration variable identities gives
Since f D , f C and f G are analytic, it follows that f D +f C −f G = 0 on C, i.e., the stretched second order operators satisfy the identity
Remark 3.1. It is possible but tedious to verify (3.8) directly. The complex variable viewpoint simplifies this calculation as well as the dervation of other results below.
The above techniques enable one to easily verify other identities in stretched coordinates, e.g., ∇ × ( ∇w) = 0 and ∇ · ( ∇ × w) = 0.
In addition, we shall require the "third order" identities:
Note that these expressions are well defined for
. The identities are verified using analyticity arguments as above.
The Elasticwave PML problem.
From now on, we shall revert to complex valued scalar and vector functions and complex valued Sobolev spaces as discussed in the introduction. All forms will be sesquilinear. When the inner product is on Ω c , we will use the simpler notation (·, ·). The tilde operators of the previous section were defined on real valued functions and we extend them linearly to complex functions, e.g., if w = u + iv with u and v real, then ∆(u + iv) = ∆u + i ∆v.
The stretched function u corresponding to a function u satisfying (2.1) is defined by
otherwise.
Herer = (1 + z σ(r))r and {γ n,m } and {α n,m } are the coefficients appearing in (2.6) and (2.7) respectively . As p n and q n are essentially just Hankel functions, their values for complex arguments are well defined provided one stays away from the branch cut. Note that u(x) depends on z ∈ C. As the real part ofr is greater than zero, p n and q n are well defined if we take the branch cut defining h
n (z) to be the negative real axis. We have the following theorem.
Proof. We consider the complex valued function
Here u depends on z as above and φ ∈ C ∞ 0 (Ω c ) is real valued and fixed. For real s with
The series defining u converges uniformly on compact subsets with |r| > r −1 from which it easily follows that F is analytic on C. This implies that
The PML shift is obtained by taking z = i in the definition of the tilde operators of the previous section. This makes the definition of u and all of the tilde operators explicit. This choice shall be in effect in the remainder of the paper.
Here A −1 denotes the complex conjugate. Note that all terms in the above expressions are non-Hermitian. For the first step in our analysis we consider the source problem on all of R 3 ,
A weak form of this equation is
Since B −1 A −1 has a uniformly positive definite real part,b is coercive on H 1 (R 3 ). It follows that (4.7) has a unique solution θ ∈ H 1 (R 3 ) satisfying
. We shall require the following lemma whose proof we provide later.
Lemma 4.1. The decomposition (4.6) is stable in H −1 (R 3 ); i.e.
Using the above lemma, we can prove the following theorem.
Proof. We start by analyzing solutions to a scalar PML problem on R 3 , specifically the solution u of
. A weak form of (4.10) is to find u ∈ H 1 (R 3 ) satisfying
Here
The scattering problem corresponding to (4.10) (for any positive k) was studied in [2] . There it was shown that the form b(·, ·) satisfied inf-sup conditions on H 1 0 (Ω c ). The arguments there extend to the case in which Ω c is replaced by R 3 , i.e., for w ∈ H 1 (R 3 ),
and (4.13)
It follows that there is a unique solution u to (4.11) satisfying (4.14)
Here we use the fact that multiplication by d 2 is a bounded operator on H 1 (R 3 ). The solution u of (4.11), in fact, is in H 2 (R 3 ) and so solves (4.10). Indeed, since σ ∈ C 2 (R + ) and σ ∈ C 1 (R + ) we see that
where D h is an arbitrary difference quotient of size h. Using (4.12) gives (4.16)
uniformly in h. For the last inequality above, we used (cf., Lemma 8.48 [14] )
It follows that
(see, e.g., Lemma 8.49 of [14] ). We next construct a solution of (4.5). We decompose Φ ∈ L 2 (R 3 ) as follows:
where θ is the solution of (4.7). By construction, ∇ · Φ 0 = 0. We then define U 1 by (4.18)
This equation reduces component-wise to (4.10) with Φ replaced by (Φ 0 ) j , j = 1, 2, 3.
Multiplying (4.18) by d
), integrating and applying (3.9) gives that ∇ · U 1 satisfies
It follows from (4.12) that ∇ · U 1 = 0 so U 1 satisfies (4.20)
Next define U 2 to be the solution of
This equation also reduces component-wise to (4.10) with k 2 replaced by k 2 (1 + γ)
and Φ replaced by (1 + γ) −1 ( ∇θ) i , i = 1, 2, 3. Thus U 2 ∈ H 2 (R 3 ) and
), integrating and applying (3.10) shows that each component of ∇ × U 2 satisfies
with b defined using k 1 . As above, this implies that ∇ × U 2 = 0. It follows from (4.21) and (3.8) that U 2 satisfies
Finally, we define U = U 1 + U 2 . Clearly, U satisfies (4.4) and (4.9) follows from (4.19), (4.22) and Lemma 4.1. This completes the proof of the theorem.
Proof of Lemma 4.1. It suffices to show that (4.23)
Clearly,
. Moreover, for any first difference quotient D h of size h < 1, it follows easily from integration by parts and (4.24) that
, with C independent of h. From this it follows that
We then have
.
Combining this with (4.25) gives (4.23) and completes the proof of the lemma.
We have constructed a solution of (4.5) which satisfies (4.9). We will show that this is the unique solution of (4.5).
Proof. Let W be as above. By Theorem 4.2, there is a solution x of
It will be useful to restate the last two results as follows.
and (4.27)
Proof. Let U be as above. Clearly A(U , ·) defines an element
The first inequality is essentially (4.9). The second follows from the first, indeed,
We next consider the form (4.3) restricted to H 1 0 (Ω c ) and prove the analogous theorem.
and
. By the Hahn-Banach Theorem we may extend
Now let U 0 be the solution of the elastic wave problem satisfying (2.1), (2.4), (2.5) and (2.2) with g = W on Γ. Also let U 0 be the solution of the corresponding PML elastic wave problem given by (4.1) (with u replaced by U 0 ). By (2.9),
We will show that (4.31)
Let ψ be a smooth cut-off function satisfying ψ(x) = 1 for |x| ≥ r 0 and ψ(x) = 0 on Γ.
it follows that
Applying (4.26) gives
and (4.31) follows from (4.30).
Now set U = W − U 0 . We have constructed a vector function U ∈ H 1 (Ω c ) such that
The arguments proving Theorems 4.3 and 4.4 now complete the proof of the theorem.
The truncated PML problem
In this section, we consider approximating the PML problem on Ω c by a problem on a truncated domain with a convenient boundary condition on the outer boundary. For convenience, we shall use homogeneous Dirichlet conditions. Let Ω ∞ be a bounded subset of Ω c containing the transition region, i.e., Ω 1 ⊆ Ω ∞ . The size of Ω ∞ is controlled by a parameter R t , for example, the outer boundary Γ ∞ of Ω ∞ could be a cube with edge of length 2R t . In any event, we assume that Γ ∞ is uniformly Lipschitz with constants that are independent of R t and that B Rt ⊆ Ω ∞ .
We are interested in studying the truncated variational problem, find
. One of our main tasks will be to show that this problem is well posed for R t sufficiently large. This is a consequence of the following theorem.
Theorem 5.1. Let U be in H 1 0 (Ω ∞ ). Then, for R t sufficiently large,
We will need the following two lemmas. These lemmas will be used extensively throughout the remainder of this paper. The first is a standard application of the Lax-Milgram Lemma. The second is a decay estimate.
Lemma 5.1. Let D be a domain R 3 with a Lipschitz boundary ∂D and let B be a bounded sesquilinear form on
The next lemma is a decay estimate associated with elastic wave equation. We will include its proof in the appendix.
Proof of Theorem 5.1. We will prove (5.1). Inequality (5.2) follows from (5.1) as in the proof of (4.27). For U ∈ H 1 0 (Ω ∞ ), we apply (4.28) to conclude
where we have decomposed
. It follows that from Lemma 5.1, that V 1 is unique and satisfies
Let U solve U = U on Ω 1 and
and we have that
. Because of (5.9) and Lemma 5.1
Also because of (5.8) and Lemma 5.1
. Combining the last three inequalities, (5.7) and Lemma 5.2 gives
Thus,
The inequality (5.1) follows taking R t sufficiently large. This completes the proof of the theorem.
We finally prove that the truncated elasticwave PML solution u t converges exponentially to the elasticwave solution in H 1 (Ω 0 ).
Theorem 5.2. Assume that R t is large enough that Theorem 5.1 holds. Let u be in
Let u t be in H 1 (Ω ∞ ) and satisfy
and hence 
Thus (5.10) follows and, since u = u on Ω 0 , (5.11) also follows. This completes the proof of the theorem.
Analysis of the Galerkin Approximation
For simplicity, we assume that ∂Ω is polyhedral and choose Γ ∞ so that Ω ∞ is also polyhedral. For a triangulation T h of Ω ∞ , let V h be a finite element space of continuous piecewise polynomial complex valued vector functions which vanish on Γ ∞ . We further simplify by assuming that g coincides with a function in V h on Γ. The Galerkin approximation of u t is the function u h ∈ V h satisfying (6.1)
Here V h denotes the set of functions in V h which vanish on Γ and B(u, v) denotes the scaled form defined by
We note that Theorem 5.1 is obviously valid for the form B as well.
Our goal is to apply the so-called "Schatz finite element duality argument [15] " to show that, for sufficiently small mesh size h, the solution to (6.1) exists and is unique. Unfortunately to obtain this result, we shall have to put a smallness constraint on our PML functionσ. To this end, we fixσ 1 to be a function satisfying (3.2) with σ 0 = 1 and setσ = σ 0σ1 . We start by proving a Gårding type inequality for the form B(·, ·).
Lemma 6.1. There exists S γ > 0 and a positive constant C(depending on S γ ), such that whenever σ 0 ≤ S γ ,
Proof. The sesquilinear form A can be rewritten as
Let D denote the matrix (d/d − 1)P . Using the equalities
Here we have used the notation "L.O." to denote terms which have at least one undifferentiated component of w or ψ so that
. A key point in our proof will be the fact that we can make various quantities involving D arbitrarily small by decreasing σ 0 . We note that the coefficient (d/d − 1) is supported only in the transition region and that
Indeed, (6.6)
We clearly have
In addition,
where the divergence divD t of the matrix function D t is defined to be the vector whose components are the divergences of the rows of D t . We can then rewrite
(6.8)
Combining (6.3)-(6.8) and applying the Schwarz and arithmetic-geometric mean inequalities gives
The lemma immediately follows taking S γ < 1/C γ .
Remark 6.1. It should be noted that, in addition to being independent of σ 0 , the constants C γ and C 0 (and consequently S γ and C) in the proof above are also independent of the diameter of the region Ω ∞ .
In order to apply the duality argument, we shall also need the following regularity result. and a constant C reg > 0, such that for any
(Ω ∞ ) and satisfies
Remark 6.2. Full interior regularity of the solution w to this problem follows from the C 2 smoothness of the PML coefficients. Regularity near the boundary follows from known results for the regularity of solutions to the constant coefficient equation (2.1) on polyhedral domains (see for example Theorems 2.3 (2D) and 4.5 (3D) of [10] ).
We are now ready to state the main result of this section, i.e., the unique solvability for the Galerkin approximation.
Theorem 6.1. Assume that sigma 0 ≤ S γ . There exists an h 0 > 0 such that whenever h < h 0 , there is a unique solution u h ∈ V h of (6.1) and
The infimum above is taken over v h ∈ V h with v h = g on Γ.
Proof. Given Lemma 6.1 and Proposition 6.1, the theorem essentially follows from the well known argument given by Schatz ([15]) which we sketch. For
By finite element duality [11] and Proposition 6.1, one shows that e h ≡ w − w h satisfies
It follows from Lemma 6.1 that for h sufficiently small, (6.10) e h 2 H 1 (Ω∞) ≤ CB(e h , e h ). Taking w = 0 implies that the (square) discrete system has unique solutions from which existence also follows. Finally, the error estimate is an easy consequence of (6.10) and Galerkin orthogonality. 
Computational results
We illustrate the performance of the PML technique on a problem in the case of two spatial dimensions. We rig up a problem with known solution. Specifically, we take γ = 3 and k = 1 in equation (2.1) and consider the function
. It is clear that the above function satisfies (2.1)-(2.5). The first term is solenodial while the second is irrotational and so both wave components are present.
We now consider approximating the solution of (2.1) with Ω = [−1, 1] 2 and g = u (given by (7.1)) on Γ. By construction, the solution is just the function u given by (7.1).
To define the PML approximation, we take r 0 = 3, r 1 = 4 and σ 0 = 1. We truncate the domain so that
Although it is not clear that this choice of σ 0 satisfies the smallness assumption of our theorem, it nevertheless appears to work (as we shall see below). In all of our reported experiments, we shall compare the difference between the Galerkin solution u h defined by (6.1) and u defined above. Figure 1 gives a surface plot representation for the the real part of the second component of the exact solution and the finite element PML approximation. As suggested by the theory, the PML solution appears to be close to the exact solution in the inside of the PML layer and goes to zero quickly in the PML region. The effect of the transition region is further illustrated from the overhead view given in Figure 2 , where we can clearly see the "cut-off" annulus B 4 \ B 3 .
To more precisely gauge the behavior of the method, we compute the norms of the error between u and u h near ∂Ω (of course, this is the only meaningful computation as u and u h are significantly different in the PML region). Specifically, we report errors on Ω * ≡ [−2, 2] 2 \[−1, 1] 2 . Table 7 .1 gives the L 2 (Ω * ) and H 1 (Ω * ) errors as a function of the mesh size. The H 1 (Ω * ) results clearly exhibit the expected first order of convergence. The L 2 (Ω * ) results show a convergence rate less than second order which is consistent with the fact that the domain Ω ∞ has re-entrant corners.
It is interesting to note that in the above calculations, we have not yet seen the pollution effect of the domain truncation come into play. This is not surprising as this error is exponentially small in the size of the domain and it appears that we have not yet made h small enough to see its effect.
Appendix
In order to prove Lemma 5.2 we first state two propositions. The first is a classical interior estimate for the solution of an elliptic equation whose proof is elementary. The second was proved in [2] . . Set S α = {x : dist(x, Γ ∞ ) < α} with α fixed independent of R t > r 6 and small enough thatS α is in Ω c \Ω 6 . Then
Proof of Lemma 5.2. We use the decomposition given in (2.3). As seen in [3] , φ ≡ k −2
1 ∇ · u is a scalar potential for the irrotational part ψ, and it, along with each Cartesian component of ψ = ∇φ, satisfies (8.1) with β = k 
For the last inequality we used the second part of Proposition 8.1, since u satisfies (8. 
Combining (8.5) and (8.6) , and noting that k 1 < k, completes the proof of Lemma 5.2.
