Abstract
Introduction
Sensor network technology, based on sensing, communication and computing research results, is a key technology for the future. Many future applications will rely on the embedded sensor network [1] . Sensor networks have spurred much interest in the networking research community recently.
Many questions must be dealt with in the design of the sensor network. Efficient routing protocol is one of those significant items. There are two main routing topologies in the sensor network: flat and hierarchical. The hierarchical (clustering) architecture gains much attractive for the reason of scalability, management and energy efficiency.
In the hierarchical architecture, each cluster includes one cluster head (CH) and several common member nodes (MNs). MNs send the data to the CH during the communication and the CH send the gathered data to the sink node or to the other CHs. Usually, the MNs in one cluster will not communicate with each other directly, and the MNs in different clusters communicate with each other via the CHs in their clusters. So the CHs act the roles of "router" in the hierarchical architecture, they take more responsibility than the MNs and will consume more energy than the MNs. Based on the role assigned to sensor nodes in a system, a hierarchical scheme can be grouped as a static one or a dynamic one [2] . In a static system [3] [4], the CHs and their corresponding nodes will not change. So it is hard to minimize the system's energy consumption for nonoptimized distances between a CH and its MNs or distribute energy cost among all the nodes. Dynamic mechanisms [5] [6] [7] can provide better fairness while remaining simplicity. In these schemes, clusters are periodically regenerated, and nodes take responsibility as the CHs in rotation. However, the regeneration of clusters is energy consuming. Therefore, it is desirable to design a hybrid scheme combining the advantages of both static and dynamic scheme [2] .
In order to distribute the energy evenly, nodes act the CH in some orders. The existing approaches have solved the problems in many aspects [5] [8] [9] , but they have two main disadvantages. First, they all don't pay a critical attention to the overhead during the role rotations. If the energy cost for the role rotations has added up to a certain degree, it will kill the benefits of hierarchical architecture. Second, these hierarchical protocols decide the beginning of a new round by some constant experimental periodic time. If the round time is too short, the rotational overhead will increase much. Or if the round time is long enough, when the CH has depleted its energy before the time of a new round, the system is "dead" in fact. Therefore, the selection of the duration time is closely dependent on the specific applications, which will greatly affect the scalability and management of the system.
In this paper, we put forward an adaptive minimum rotational cost (AMRC) energy efficient cluster formation scheme to minimize the rotational times and the rotational overhead. In AMRC, the node with the biggest residual energy will act the CH during the role rotations. One round will last for a period until the CH finds its residual energy has dropped to a certain threshold, and the threshold is only decided by the CH's own energy. Therefore, the decision of beginning a new round is made adaptively by the CH. It needs no information of the other nodes and needs no global information. Each cluster's rotation is independent and the rotation in one cluster will not affect the other clusters. So it combines both the dynamic advantages and static advantages in the hierarchical architecture. And, it is totally application-independent. It can not only distribute energy consumption in the network, but also reduce the overhead to prolong the system's lifetime.
AMRC Scheme

Connectivity Subnet
It will efficiently decrease the overhead incurred by the interfaces among the clusters if each role rotation will only happen in its own cluster and it will not affect other clusters. So in AMRC, we restrict that the members in each cluster will not change throughout the whole transmission lifetime.
After the system runs in a steady state, the position of the sink node is relatively fixed. In order to make fully use of the position information in this protocol, the sink node lets all related nodes know its coordinates before the route discovery process. We need to establish a Connectivity Subnet (or Connectivity Set, CS). The CS is organized as follows. The sensing area is divided into sub-areas according to the position information, which must ensure the nodes in either sub-area can directly communicate with any node in the neighboring sub-area.
GAF [10] has also put forward the concept of virtual grid to try to ensure the direct communication, but in fact, it cannot ensure the direct communication between the diagonal neighboring sub-area, as shown in Figure 1 . We will establish the CS as follows. In Figure 1 , the dashed line surrounds each sub-area and sixteen sub-areas are involved here. If the communication radius of each node is R and the square's length of each sub-area is r, in order to ensure direct communication for any nodes in the neighboring sub-areas, R and r must meet the following requirement:
In this case, whichever node is selected as the CH in each cluster, it can directly communicate with the other CHs in the neighboring sub-areas. The restriction ensures that each role rotation can only take place in the same cluster, and it will not affect the other clusters. It also implies that different clusters can have different number of role rotations and different interval time.
Decisive Rotational Threshold
Since the role rotation in one cluster has no relationship with the other clusters, we first consider the rotation process within one cluster. Suppose the ith node is the CH in a cluster at some time. If the CH finds its residual energy has decreased to some threshold, it will tell all the nodes in this cluster to begin a new round. Denote ) (CH E i as the energy when the node acted as the CH and ) (i E i as its residual energy at present. In AMRC, the threshold to begin a new round is
, where α is a coefficient parameter of the threshold and it is determined before the system works. That is to say, if the energy of the CH has dropped to the α times of the energy when it acted the CH in this round, it needs to initiate a new round selection, as shown in the following term,
is different for each node and it is also different for each node in different round, the time to begin a new round is changeable. It means the role rotations will change adaptively.
Cluster Formation
There are two main issues in the design of the hierarchical architecture: the number of clusters and the cluster formation. We have discussed the first one in above subsection, now we consider the second issue.
In AMRC, because the nodes in a specific cluster will not change throughout the lifetime, the main problem in the cluster formation is to select a new CH within this cluster. If the old CH decides to begin a new round, it will broadcast an energy-request message (ReqEn) using a non-persistent carrier-sense multiple access (CSMA) MAC protocol. Each MN transmits its residual energy with an acknowledgement message (ACK) back to the CH. The CH compares all the MNs' residual energy and informs the node with the highest one to become the new CH in the coming round with an indication message (IND). The new CH sets up a TDMA schedule and transmits this schedule to the MNs in the cluster. After all nodes in the cluster know the TDMA schedule, the set-up phase is complete and the steady-state network operation phase (data transmission) can begin. Figure 2 gives the AMRC flowchart. 
Some Discussions
The design of hierarchical architecture can gain many benefits from the AMRC's solutions.
First, the process of AMRC ensures that the node with the highest residual energy will act the CH in the local area during the role rotations. Second, it is a prior for each node to know the parameters k (number of clusters) and N (total number of nodes) in LEACH-like protocols [5] , while in AMRC, the decision to begin a new round is made adaptively by the CH own and it needs no information of the other nodes or any global information. Third, the working status is independent for each cluster and each node in one cluster will act the CH in some turns, so it combines the static and dynamic advantages successfully. Fourth, the duration of each round is determined adaptively, so it is not application-specific. The parameters α can be set with a bit smaller value when there are many packets should be transmitted after establishing the source-destination pair, so as to reduce the number of rotations. Or else, it can be set with a bit larger value when only a few packets need to deliver from the source node to the destination node, so as to balance the energy consumption more efficiently.
Performance Simulation
In this section, we evaluate the performance of AMRC protocol in the ns-2 simulator. Some parameters are set as seen in Table 1 . We compare AMRC with LEACH-like protocols and evaluate the following performance metrics:
The number of role rotations. Energy consumption in the transmission.
The Number of Role Rotations
We first examine the number of role rotations in LEACH-like protocols. In LEACH-like protocols, there are two steps in each round: the cluster process time T cp (set-up phase) and the network operation time T no (steady-state phase). Along with the differences of the network operation time T no , the number of role rotations is also different. In our simulation, the network operation time T no are set as 20, 40, 60, 80 seconds, the number of role rotations is calculated every 100 seconds and the system lasts for 700 seconds. Figure 3 shows the simulation results. From the figure, we can find that at the time of 700 second, the number of role rotations is 24 when T no equals to 100 second, but it reaches 132 when T no equals to 20 second. It indicates that T no has a great influence to the number of role rotations in LEACHlike protocols. While in AMRC protocol, the network operation time is not decided by manual operation and it is not applicationspecific, so it cannot influence the number of role rotations directly. It is the parameter of α that can decide the number of role rotations. With the same settings in LEACH-like protocol, we set α as 0.8, 0.85, 0.9, 0.95, and also examine the number of role rotations when the system works in the time from 100 second to 700 second. Figure 4 shows the simulation results. When comparing the number of role rotations in the same times, along with the increasing number of α , the number of role rotations gets larger. At the time of 700 second, the number of role rotations is 4 when α equals to 0.8, and it is 22 when α equals to 0.95. This implies that the decisive rotation threshold is more likely satisfied when α is smaller.
Comparing Figure 3 and Figure 4 , we can also find that at the same time, all the number of role rotations in AMRC protocol is smaller than those in LEACH-like protocols, even that of the worst curve in Figure 4 (α =0.95) is smaller than that of the best curve in Figure 3 (T no =100) . In fact, α equals to 0.95 means that the CH will begin a new round when it detects that its current energy has dropped 5%, but 5% is not necessary for the CH to give up its CH's privilege, and that CH can continue to do more jobs at that time.
Energy Consumption in the Transmission
We set the network operation time as 20, 40, 60, 80 seconds in LEACH-like protocol and set α as 0.9 in AMRC protocol, Figure 5 shows the energy consumption of all the nodes during the transmission per 100 seconds. In LEACH-like protocols, the energy consumption gets smaller when the network operation time is longer. The differences of energy consumption come from the different number of the role rotations. This implies that from the view of the energy efficiency, the role rotations cannot be neglected in the hierarchical architecture system. In AMRC protocol with α equals to 0.9, the energy consumption is smaller than those in LEACH-like protocols at each corresponding time. It is for the reason that decreasing the number of role rotations that the energy consumption is reduced too. It can be expected that when α gets smaller, the energy consumption for all nodes will reduce further.
Conclusion
The LEACH-like hierarchical protocols suffered from the overhead for the role rotations and they are applicationspecific. In this paper, the AMRC energy efficient scheme is put forward to minimize the number of role rotations and the rotational overhead. Each cluster can take its own rotation without affecting the other clusters. And the adaptive round time makes it widely used in any application scenarios.
