For a second order differential operator A(x) = −∇a(x)∇+b ′ (x)∇+∇ b ′′ (x) · on a bounded domain D with the Dirichlet boundary conditions on ∂D there exists the inverse
Introduction
If the tensor-valued function {a ij } [BO, LR2] . There are partial results on numerical solutions of the boundary value problem A D u = µ [Cl, LR2, LR3] . Here we extend results of [LR3] to a general boundary value problem on D ⊂ R d . The operator A D is discretized by a system matrix A n and numerical solutions are represented by grid-functions u n . Then u n is imbedded into the linear space of hat functions and compared with the solution of the original problem in order to prove convergence. Our particular intention is to construct numerical approximations u n with system matrices A n possessing compartmental structure, that is a matrix having positive diagonal elements, non-positive off-diagonal elements and non-negative column sums. Apparently, such matrices are transpose of M-matrices. Because of our determination to look for approximations A n with the compartmental structure, we have faced a number of non-typical problems in numerical analysis. All of them stem from the construction of the numerical schemes, rather then from the structure of convergence proofs.
Various definitions and auxiliary results which are necessary to prove convergence are given in Sections 2 and 3. In the case of dimension d = 2 the proposed numerical scheme is already on a level of an algorithm and can be straightforwardly applied. The construction of discretizations A n with the compartmental structure for any dimension is carried out in Section 4. Grid-solutions of discretized problems are imbedded in the linear space of hat functions and the obtained approximate solutions are analyzed from the standpoint of convergence. The convergence in W 1 2 -spaces is proved in Section 5 and the convergence in W 1 p -spaces in Section 6. Section 7 provides two examples, demonstrating the efficiency of constructed schemes. [Ma, Ste] . We call a subset of this kind a domain with Lipshitz boundary. We denote it by D, and its boundary by ∂D. For a set S ⊂ R d the closure is denoted by S and sometimes by cls(S).
Definition of the problem
The Banach spaces of functions [Ma] . Let X be a Banach space and X † its dual. Then the value of f ∈ X † at u ∈ X is denoted by f |u . Let R(D) be the convex set of positive Radon measures µ on B(D). Then v | µ = D v(x)µ(dx) is well defined for v ∈Ẇ 1 ∞ (D). We say that a sequence of µ n ∈ R(D) converges weakly to µ ∈ R(D) if lim n v|µ n = v|µ for each v ∈Ċ(D).
Let 1 S be the indicator of S ⊂ R d , i.e. 1 S (x) = 1 for x ∈ S, and zero otherwise. We say that f on R d is piecewise continuous with respect to the decomposition We consider a 2 nd -order elliptic operator on R d ,
for which the coefficients must fulfill the following: 
holds.
The differential operator A 0 (x) = − 
For a domain D with Lipshitz boundary ∂D and for each pair v ∈Ẇ
† }, 1 < p < ∞, the Green formula must be valid,
The Green formula is also valid for each pair v ∈Ẇ 1 ∞ (D), u ∈Ẇ 1 1 (D)∩{Au ∈ R(D)}. The boundary value problem, to be studied in this work, is defined by
where λ ≥ 0 and D is a domain with Lipshitz boundary. In the case of D = R d we suppose that λ > 0 and the boundary condition in (4) 
Solutions of (4) and (5) are called strong and weak solutions, respectively. In the case of a problem on R d the variational problem is defined by expression
where for p = 2 we have µ ∈ W −1 2 (R d ) and for p ∈ [1, d/(d − 1)) µ ∈ R(D) with a bounded D ⊂ R d . For the differential operator H(x) = λI − σ 2 ∆ on R d and λ > 0 the fundamental solution (x, y) → t(λ, x − y) can be represented in terms of the Bessel function K ν , ν = (d − 2)/2. Let us denote the corresponding operator by T (λ, H), i.e. we have (λI − σ 2 ∆)T (λ, H) = I on the linear space of continuously differentiable functions with compact supports. Much more, for any α > 0 there exists a representation of the operator T (λ, H) α in terms of an integral operator with a positive kernel t α (λ, x − y) which is expressed by the Bessel function K ν , ν = (d − 2α)/2 [Sh] . The Green function for the differential operator λI − σ 2 ∆ on D with the homogeneous Dirichlet boundary conditions at ∂D is denoted by t(λ, H D , ·, ·) and the corresponding integral operator by T (λ, H D ). In this way we have (λI − σ 
−1 , such as the closure fromẆ
For λ sufficiently large and µ ∈ W −1 2 (R d ) solutions to (4)-(6) exist and can be represented by T (λ, H) 1/2 (or T (λ, H D ) 1/2 ) as described in the following. Let us define the bounded operator on L 2 (R d ) by
Then W 2 ≤ (1 − γ) where γ = M /M < 1, so that there exist the operator
From Aronson's inequalities [Ba] we have the following result. The operator T (λ, A 0 ) is an integral operator and its kernel is the fundamental solution of differential operator λI + A 0 (x) on R d . If the lower order differential operators in (1) are non-trivial, then T (λ, A) exists for λ sufficiently large. Results (8) and (9) are valid for bounded domains as well. We have to replace H with the corresponding H D and obtain in this way the operators W D , T (λ, A D ). Various closures A, A D are defined in terms of the constructed operators T (λ, A), T (λ, A 0 ), respectively, as in the case of differential operator −σ 2 ∆. In the case of µ ∈ R(D) solutions to (4)-(6) also exist. We have the following result [BO, LR2] : 
(ii) If {µ n : n ∈ N} ⊂ R(D) converges weakly to a µ ∈ R(D), then the corresponding sequence of weak solutions {u n :
This theorem is the theoretical background for construction and analysis of convergence of numerical solutions in L 1 (R d ).
Grids and associated functions
Let the orthogonal coordinate system in R d be determined by unit vectors e i , and let us define the set G n by:
where h(n) = 2 −n is called the grid-step. A grid-step is usually denoted by h and only if necessary by h(n). Elements of G n are called grid-knots and the constructed sets G n , n ∈ N are called grids. Sometimes we say that
Apart from the basic cubes, C n (1, v), v ∈ G n , for constructions we need larger sets. Let p ∈ N d . Then
are apparently rectangles with "lower left" vertices v and edges of size hp i . These rectangles define a partition of R d as well. The considered cubes C n (1, v) and rectangles C n (p, v) are semi-closed in the sense that they contain only one of their 2 d vertices.
Basic cubes are defined by their "lower left" vertices. Apart from these basic cubes for our constructions we need closed rectangles,
which are defined by central grid-knots v. Apparently, S n (p, v) is the union of closures of those basic cubes C n (p, x) which share the grid-knot v.
The grids G n of (10) are homogeneous with respect to translations in the direction of coordinate axes, i.e x ∈ G n , t = hp i e i ⇒ x + t ∈ G n for any i ∈ {1, 2, . . . , d} and p i ∈ Z. There exist subsets of G n which are also homogeneous in the defined sense. Let r 0 ∈ G n and r = (r 1 , r 2 , . . . , r d ) ∈ N d be fixed. The set
is a subset of G n with the following feature x ∈ G n (r 0 , r), t = hp i r i e i ⇒ x + t ∈ G n (r 0 , r). A grid (12) is denoted by G n (R), where R stands shortly for the 2d parameters r 0 , r. Let h 0 = 2 −n0 for some n 0 ∈ N, p ∈ N d and let D be a connected set with the structure
is discrete and therefore its interior, closure and boundary are defined
, where each D l has the structure like the described set D.
Each x ∈ G n can be indexed by m ∈ R d , where x = hm. Similarly, we index grid-knots of G n (r 0 , r) by those m ∈ Z d for which there holds x = r 0 + h l m l r l e l .
Therefore, we define the sets I n = Z d and I n (R) ⊂ I n , indexing the grid-knots of G n and G n (R). In this work frequently utilized pairs of grids and their index sets are
Similarly we define the discretized shift operator by
Discretization of differential operators. With respect to a grid step h, the partial derivatives of u ∈ C (1) (R d ) are discretized by forward/backward finite difference operators in the usual way,
Let r ∈ Z\{0}. Discretizations of the functions ∂ i u on G n , denoted by U i (r)u n , V i (r)u n , are defined by:
where x ∈ G n . Then
Therefore we have U i (−r) = U i (r) Z n (−r, i) = Z n (−r, i) U i (r), and similarly for V i (r). In the case of r = 1 we use a short notations U i , V i . In accordance with the previous terminology, we say that
We say that their discretizations are defined on G n or G n (D). In particular, discretizations of the differential operator (1) are denoted by A n . Naturally, matrices A n are the main object in this work. D) ). For problems on bounded domains we need a discrete version of the Poincaré inequality which is formulated as follows:
where β is independent of n.
An element (column) u n ∈ l(G n ) can be associated to a continuous function on R d in various ways. Here is utilized a mapping l(G n ) → C(R d ) which is defined in terms of hat functions. Let χ be the canonical hat function on R, centered at the origin and having the support
and defines imbedding of grid-functions into the space of continuous functions. We denote the corresponding mapping by
and the spaces l(G n ) and E n (R d ) are isomorphic with respect to the pair of mappings
Now we consider another collection of basis functions. To each x = hk ∈ G n (R) there is associated a d-dimensional hat function
cannot be applied to elements of l(G n (R)) and E n (R, R d ), respectively. Therefore we define restrictions Φ n (R) : l(G n (R)) → E n (R, R d ) and the corresponding inverse mapping Φ −1 n (R) by the following expression:
If we have to underline that u(n) is related to a particular set of parameters R then we use an extended denotation u(R, n). For two functions v(n), u(n) we have
Let us notice that l s kl = 1. We cannot compare directly columns u n with various n. An indirect comparison can be made by using
To compare U i (r i )u n and ∂ i u(n) we need an additional expression. Let u and u(n) be related by (16) anḋ
where (17) follows from l s kl = 1 and consequently lṡ kl = 0, after the sum is carried out over any partial component l i of the index l. Thus we have
where the indices are defined by
LEMMA 3.2 Let sequences of functions v(n), u(n), n ∈ N, be defined by (16) . Then
Proof: After applying the CSB-inequality to (18) and using l s kl = 1 we get (i). Assertion (ii) is proved here for i = j = 1. In this proof ∂ = ∂ 1 . By (18) we can straightforwardly calculate
By the CBS inequality the error term δ(n) can be estimated as in Assertion (ii).QED LEMMA 3.3 Let G n (R) be a homogeneous subgrid defined by (12) . There exists σ 2 ∈ (0, 1) such that
uniformly with respect to n ∈ N.
Proof: Let us consider first the one-dimensional case. The grid G n (R) consists of points x k = hrk ∈ R, k ∈ Z, and E n (R, R) is spanned by the hat functions ψ k centered at x k with the supports [−hr + x k , x k + hr]. We define the matrix S(1) with entries:
Obviously we have S(1) = I − (1/3)A, where the matrix A has the structure A = I + (1/2)(I + + I − ) and I ± are the first upper and lower off-diagonals. It is well known [Str] that A has a purely continuous spectrum in [0, 2] so that S(1) has the spectrum equal [1/3, 1]. Therefore
Hence, we have here 1 − σ 2 = 1/3. In order to generalize this proof to d-dimensional case we proceed as follows. The symmetric matrix S(d) with entries s kl can be represented as the outer product of d matrices S(1) with entries as in the first part of proof. Therefore its spectrum is (1)). According to the first part of proof the matrix S(1) has its spectrum in the interval
providing us with a proof of the general case. QED
Proof: It is sufficient to prove the first double inequality. The estimates from above are obvious. To get the estimates from bellow it suffices to consider ∂ i u. From Expression (18) we have
Then after applying (19) to the inner sum we get
from where follows the estimate from bellow.
In order to approximate u with elements of E n (R, R d ) we define:
The numbers ψ k −1 1 (ψ k |u) are called the Fourier coefficients of u. The basic result for our proof of convergence of approximate solutions is formulated in terms of the quantity Γ p (w, u) defined by:
define an integral operator which is denoted by K n . Actually, the kernels ω n define a δ-sequence of functions on R d × R d and K n converge strongly in L p -spaces to unity:
(ii) There is a positive number κ(R), independent of n, such that
Proof: Only (iii) has to be proved. The symmetric operator K n is reduced by E n (R, R d ) and represented by an integral operator with the kernel (21). It is zero operator in the orthogonal complement E n (R, R d ) ⊥ . With respect to the mapping Φ n (R) the operator K n is mapped to the symmetric matrixK n = Φ n (R)
where c(R) is n-independent.
A proof of this theorem is rather technical. For instance, in order to prove the second inequality one has to use a sequence of replacements:
. Each replacement gives rise to an error. The sum of errors can be estimated by an expression as given in the second inequality of assertion.
Imbedding of
l(G n (R)) into W −1
-spaces
Beside the functions ψ k we consider the functions defined by:
for all the possible i = 1, 2, . . . , d, and the linear space
n (χ, χ) with the respective kernels
have properties similar to the integral operators K n of Corollary 3.1. The same is valid for the non-symmetric integral operators K
n (ψ, χ), and their adjoints K
(ii) of Corollary 3.1. The spectra of operators
1/2 . Its discretizations are defined by gridfunctions µ n with the components:
Therefore we can write:
The expression
enables us to rewrite the components of µ n in (22) in terms of the Fourier coefficientŝ
n (χ, χ)f i which are completely analogous to the mappingf 0 →f 0 (n) = K n f 0 of Corollary 3.1. Now we can get the following useful expression:
Therefore, by (14) we can represent elements µ ∈ l(G n (R)) in the following way:
From Expressions (23) and (24) we have
For the sake of a concise writing of final results we denote here
and the corresponding discretizations µ n defined by (25) the following is valid:
as n → ∞.
Imbedding into W
1 p -spaces Theorem 3.1 can be partially generalized.
LEMMA 3.6 The following assertions are valid:
Proof: Let us consider the mapping Φ n (R) :
In terms of functions χ ki+ of Subsection 3.2 we easily get:
Apparently we have for p = 1 and p = ∞ the following inequalities:
Hence, by the Riesz-Thorrin theorem we get (i).
Similarly we prove (ii). For p = 1 and p = ∞ we have h d/pû n Rp ≤ u p . Now we use the expression ψ k+pei (x) = ψ k (x − phe i ) and get
Because of
The right hand side of double inequality (iii) is implied by (i) while the left hand side is implied by (ii). Therefore we have to prove the equality
. QED
Construction of discretizations
It is important to underline at the beginning that discretizations A n of differential operator A(x) are defined prior to discretizations of the forms (5), (6). This fact is in a full agreement with construction of discretizations A n in this section. Some classes of discretizations are derived from a general principle which is not based on finite difference formulas and cannot be apriori related to variational equalities. Nevertheless, bilinear forms must be associated to A n so that A n are derived from the corresponding variational equalities. The constructed bilinear forms are considered as discretizations of the original form (3). These forms are basic objects in our proof of convergence of approximate solutions. In the next two subsections schemes and the corresponding discretized forms are constructed for two classes of methods.
In addition, the discretized forms determine the discretized variational equalities:
To discretize A(x) means to associate to A(x) a sequence of matrices A n on G n (R), n ∈ N. Of course, the matrices A n must be constructed reasonably in order to enable demonstrations of the convergence of numerical solutions. The convergence analysis is postponed until two next sections. Therefore, in this section, the terminology "discretizations" of A(x) instead of approximations of A(x) seams to be more suitable.
Discretizations to be considered in this section are possible if certain conditions on a ij are fulfilled. The required conditions are stronger than in Assumption 2.1. By relaxing them gradually as n → ∞ we obtain discretizations for a general A(x) given by Assumption 2.1.
To a given diffusion tensor a = {a ij } dd 11 we associate an auxiliary tensorâ defined by the expressions:â
Assumption 4.1 (on discretization conditions) -There is a grid-step h ε = 2 −n(ε) and the closed sets
such that the functions a ij can be extended to D l (ε), not changing the signs on D l (ε), and the strict ellipticity (2) is valid on D l (ε) with the same bounds M , M .
For each l ∈ L the auxiliary diffusion tensorâ is strictly positive definite on D l (ε).

To each
D l there is associated parameter p(l) ∈ N d ,
such that the following inequality is valid:
Condition 3. is crucial in our construction of discretizations A n which have a particular feature called the compartmental structure. In the next definition I is an index set, and matrices A = {a ij } II are considered in linear spaces l p (I) consisting of functions on the set I: 
(ii) The spectrum sp(A) of a compartmental matrix is contained in ℜλ ≥ 0. If A is conservative, then 0 ∈ sp(A).
In the case of d = 2 Conditions 2. and 3. can be always fulfilled. For d > 2 there exist positive definite diffusion tensors {a ij } dd 11 such that Conditions 2. and 3. are not possible [LR3] .
Discretizations A n are defined in terms of its matrix entries (A n ) kl , where hk, hl ∈ G n . For a fixed x = hk ∈ G n the set of all the grid-knots y = hl such that (A n ) kl = 0 is denoted by N (x) and called the numerical neighbourhood of A n at x ∈ G n . In our constructions the sets N (x) for x ∈ G n ∩ D l are mutually alike. A set N (x) contains always a "cross" consisting of x and 2d elements ±hp i (l)e i . Additional elements of N (x) depend on the sign of a ij , i = j.
Two classes of discretizations are analyzed. One of these classes can be defined straightforwardly in terms of forward and backward difference formulas. The resulting discretizations are called basic schemes. Discretizations of the other class come from a general principle [LR3] and they are called extended schemes.
The compartmental structure of discretizations A n of the differential operator A(x) is the goal of overall analysis. Here we describe a general approach to the constructions of discretizations A n with the compartmental structure which is based on reduction to the two-dimensional problems. 
The index set of pairs
To each index {kl} ∈ I(d) we associate three coefficients,
and a bilinear form a {kl} (·, ·),
Apparently, for each pair v, u ∈ C (1) (R d ) with compact supports, the following equality is valid:
To each of the forms a {kl} (·, ·) we must associate a sequence of forms a {kl} n (·, ·) and matrices A {kl} n constructed by two-dimensional schemes. Then the matrix
is a discretization of A 0 (x). If each A {kl} n has the compartmental structure then A n also has the compartmental structure. However, A n can have the compartmental structure although no A {kl} n is compartmental. Condition 3. of Assumption 4.1 ensures this advantageous property in our constructions.
Two methods of discretizations
The forms must be constructed by the rules (29)-(30) having in mind that the construction for higher dimensional cases depends on the construction for two-dimensional case. Therefore, we are due to describe the construction for the two-dimensional case.
Basic schemes
In the case of numerical grids G n (P ) the numerical schemes and corresponding discrete bilinear forms can be easily mutually related. A proof of convergence in Sobolev spaces for various right hand sides are presented in our works [LR2, LR3] . In the present case we extend analysis to problems with the function a 12 having both signs. Difficulties appear at those grid-knots where the sign of a 12 changes.
The discretizations are constructed by assuming that the sets {x ∈ R d : a 12 (x) < 0} and {x ∈ R d : a 12 (x) > 0} are separated by a set (connected) so that it contains a connected subset which is equal to the union of cubes C n (p, x), x ∈ G n (P ) for some n ∈ N. An illustration of this assumption is given in Figure 1 . This assumption is not valid for a general matrix-valued function x → a(x). Therefore we have to comprehend this assumption as a step of an approximation procedure in our process of construction of discretizations A n . For the sake of simple and brief presentation we assume in the next construction that the assumption is valid already for n = 1. Let us define the sets D n (−) ⊂ R d by:
c . Now we define the subgrids G n (P, −) consisting of all the vertices v ∈ G n (P ) which determine the set D n (−). As well we need the subgrid G n (P, +) consisting of those grid-knots x for which the segments I(x, y), y = x + h n p 1 e 1 have the following property I(x, y) ⊂ cls(D n (+)). It is easy to verify that each x ∈ G n (P ) must be contained in one of sets G n (P, ∓) and each of segments I i (x, y), y = x + hp i e i must have both of its end points x, y in some G n (P, ∓). Some of grid-knots and some of segments are contained in both sets, G n (P, ∓) and cls(D n (∓)), respectively. For a segment in e 2 -direction, I(x 1 , x 2 ), x 2 = x 1 + h n p 2 e 2 , the following is true. If x 1 ∈ G n (P, −) then I(x 1 , x 2 ) ⊂ cls(D n (−)). If x 2 ∈ G n (P, +) then I(x 2 , x 1 ) (downward vertical segment) may be outside of cls(D n (+))). If this happens then this segment is contained in a cube cls(C n (p, z)) on which the function a 12 has zero values. This fact is a consequence of a strict separation of supports of functions max{a 12 , 0} and min{a 12 , 0} and will be utilized in our constructions of discrete bilinear forms.
To define forms and entries we need
Obviously we have hz (αβ) ∈ G n while x (±) (n) are not necessary in G n . Let us consider a sequence of two-dimensional forms on E n (R, R 2 ) × E n (R, R 2 ) which are defined by the following expressions:
Discretizations A n of differential operator A 0 (x) can be easily obtained from the constructed forms variationaly. Let us define matrices A (±) n (i, j, p i , p j ) as the diagonal matrices with entries A (±) (14) we get the following expressions:
where Λ 1 = I, Λ 2 = Z n (−p 2 , 2) and 1 Gn(P,∓) are the projectors on the linear subspaces of grid-functions with supports in the sets G n (P, ∓), respectively. The entries of A n can be also easily calculated for grid-knots of int(G n (P, ∓) ). In order to get simple expressions we use the following abbreviations: 
The entries on the cross x ± h r p r e r , r = 1, 2 have the structure:
for a 12 ≤ 0,
for a 12 ≥ 0,
The entries in the plane spanned by e 1 , e 2 have the structure:
where +z (±) is associated with the upper and −z (±) with the lower indices of a (αβ) . The diagonal entries (A n ) kk are equal to the negative sum of all the entries (A n ) kl , l = k. Entries for grid-knots at bnd(G n (P, ∓)) can be more complex. In twodimensional problems the forms (32) are natural and the entries of A n calculated from variational equalities (27) can be perceived as buildups made by forward/backward finite difference formulae. This approach is self-understanding and we call it the standard approach. The result are basic schemes of discretization. An illustration of numerical neighbourhoods of basic schemes is given in Figure 2 . These schemes are studied thoroughly in [SMMM] . The strict ellipticity of forms a n (·, ·) is expressed always in terms of the original pair of positive numbers M , M . Generally, the strict ellipticity of discretized forms follow from the compartmental structure of A n . These problems are analyzed in the next section.
Extended schemes
Contrary to the standard approach in developing discretizations of A 0 (x) we have methods based on some general principle and which are not a priori related to the forward/backward finite difference formulas. One of such methods is described here. Principles of construction are given in [LR3] . To each D l we must associate elements r(l) ∈ N playing the role analogous to p for basic schemes.
Again we assume the strict separation of sets F (±) = supp (max{±a 12 , 0}). The set L of Assumption 4.1 is partitioned into the subsets L ∓ , where l ∈ L − means that a ij ≤ 0 on D l and l ∈ L + means a ij ≥ 0 on D l . Let us remind that the sets D l in present case are determined in terms of cubes C n(ε) (r(l), x). There is always a room of arbitrariness in a determination of these sets. The following maximal property removes some of arbitrariness. There exist a n(ε) ∈ N such that the sets D l , l ∈ L − have the following properties:
Now we can define D(−) = ∪ l∈L− D l and D(+) = D(−)
c . In our proceeding discussion we assume n(ε) = 1. The subgrids G n (−) = G n ∩ D(−) have the same properties as the corresponding subrids G n (P, −), p 1 = p 2 = 1 in the subsection on basic schemes. Similarly, the sets G n (+) = G n ∩D(+) coincide with G n (P, +) as well. Now we define subgrids G n (l, −) = G n (−)∩D l and conclude that G n (l, −) form a partition of G n (−). However, the sets G n (l, +) = G n (+) ∩ D l do not form a partition of G n (+) because some of grid-knots at ∂D(+) may be outside of each G n (+, l). Therefore, we have to extend the sets D l to wider setsD l such that G n (l, +) = G n (+) ∩D l form a partition of G n (+). The setsD l cannot be defined uniquely. Here we demand the following properties. The sets must be disjoint, and the closure of int(D l ) must coincide with cls(D l ). Thus we have:
In accordance with our discussion about properties of sets G n (P, ±) in the subsection on basic schemes we finally conclude that G n (l, ±) cover G n and some of them may have common grid-knots.
The forms a n (·, ·) are expressed in terms of a ij (x + x (±±) (l, n)), x ∈ G n , where
can take values outside of cls(D l ) we are due to specify how to take values of a ij (x + x (±±) (l, n)) in such cases. The values must be taken in the set D l (ε) of Assumption 4.1. In this way we conclude that the entries of A n are calculated in terms of values of coefficients a ij at points which are not grid-knots.
It is convenient to use a representation a n (v, u) = a
, where the forms a (∓) n (v, u) are related to the index sets L ∓ as previously. Let us define t (±+) (r) = 1 2 ± h r i (l)e i + h r j (l)e j ∈ S n (r, 0), t (±−) (r) = 1 2 ± h r i (l)e i − h r j (l)e j ∈ S n (r, 0).
Obviously x
(αβ) (l, n) and t (αβ) (r) coincide for p = r(l). The form a
We obtain a
L − with L + and t (++) with t (+−) . The forms a (∓) n (v, u) are not second degree polynomials of i (h) with simple structure. Due to the compartmental structure of A n they can be ultimately represented as forms depending on i (q i h) with various q i . For the quantities a (∓) n (u, u) more comprehensible expressions can be written down such as (47) and (48).
Discretizations A n have a general expression:
and where Λ 1 (r 1 ) = I, Λ 2 (r 2 ) = Z n (−r 2 (l), 2) as in the previous case.
In order to write down the entries of A n we need the following abbreviations:
(r) = a 12 (x + t (++) (r) − he 1 ),
Then we have the following nontrivial off-diagonal entries of A n :
(r) for a 12 ≤ 0,
(r) for a 12 ≥ 0,
where +w (±) is associated with the upper and −w (±) with the lower indices of a (αβ) , respectively. Discretizations A n defined by (36), (37) are called extended schemes. The numerical neighbourhoods are illustrated in Figure 3 .
In (35) we have 4 sums with respect to the indices i, j. The first and second sums have expressions similar to Expressions (32). They contribute to Expressions (37) and to a part of entries in (36). Unfortunately there appear non-trivial entries (A n ) kl , l = k ± r i e i . These entries must be canceled by contributions from the third and fourth sums. These two latter sums lack the structure similar to (32) since the sum includes the terms a 12 1 v 1 u and a 12 2 v 2 u. So the net result of all four sums are entries (37). Let J ⊂ I n (l) consists of grid-knots in some of x ∈ G n (l, ±) for which the numerical neighbourhoods N (x) have only internal grid-knots, N (x) ⊂ int(G n (l, ±)). The associated diagonal submatrix (A n ) JJ is symmetric. Diagonal submatrices for which N (x) contain boundary grid-knots of G n (l, ±) may lack the symmetry. If the quantitiesâ (αβ) ij in (36) are replaced with a (αβ) ij , the symmetry of A n is lost altogether, although the convergence is still preserved. However, the quantities a (αβ) ij must not be replaced with a ij (hk) since the resulting (A n ) kl would be discretizations of − ij a ij ∂ i ∂ j . 
Discretization with compartmental structure
Now we can describe general structure of constructed discretizations of A 0 (x). From the definition of bilinear forms a n (u, v) = v|A n u the following property is obvious: If v = 1 and u are with compact supports on G n there must be a n (1, u) = a n (u, 1) = 0, implying that the row sums and column sums of A n have zero values. Hence, if the off-diagonal entries of A n are non-positive then the matrices A n are simultaneously Mmatrices and have the compartmental structure. We consider here only the extended scheme.
It is convenient to utilize the quantities:
where m ii (l, s) are defined by the rules of construction of extended schemes.
Discretization procedure 4.1 Let Assumption 4.1 be valid and matrices A n on G n be constructed by the rule (31). Then their entries have the following properties:
1. Entries of (A n ) kl , k, l ∈ I n , x = hk are linear combinations of a ij (x ij (n, x, l)) where
and l ∈ L, s ∈ {1, 2, . . . , d}.
For each grid-knot
3. For each x = hk ∈ cls(D l ) entries on the "cross branches" x ± he i , i.e. (A n ) k±hei , are defined by:
4. Entries of A n which are not on the "cross branches" are defined by using elements z ij (l) = r i (l)e i − r j (l)e j ∈ I n or elements z ij (l) = r i (l)e i + r j (l)e j ∈ I n :
Some peculiar features regarding the structure of sets N (x), x = hk ∈ G n ∩ D l , must be pointed out. If a ij , i = j is not changing the sign in a neighbourhood of x then the minimal number of elements in N (x) is 1 + d + d
2 . In this case the set N (x) consists of its center, 2d-grid-knots on the d-dimensional cross {±e i : i = 1, 2, . . . , d} and 2 grid-knots in each two-dimensional plane. Generally, the number of grid-knots in two-dimensional plane may be larger than 2. Here we consider only the case of two grid-knots at most in the two-dimensional planes. This demand has the following implication on the construction of discretizations A (rs) n . Let the pairs e r , e s and e s , e t define two-dimensional planes and let A (rs) n , A (st) n be the corresponding discretizations which are constructed using the parameters r (rs) , r (st) . Then there must hold (r (rs) ) s = (r (st) ) s . In such case the off-diagonal entries of A n have the structure as described in 4. of Discretization procedure 4.1. The described structure of sets N (x) is valid for all x because the functions a ij , i = j do not change sign on S n (p, x). This is an important consequence of the strict separation of sets max{a 12 , 0}.
Obviously that all the constructed forms a n of this section are discretizations of the form (3). One can be easily convinced that the terminology "a discretization of the original form (3)" is not artificial. At the present level of analysis it is easy to check a(v, u) = lim n h d a n (v, u) for any pair v, u ∈ C
(1) Proof: For each D l we have to choose the parameters r i (l) of the properties 3. and 4. of Discretization procedure 4.1 so that the condition 3. of Assumption 4.1 is valid. The uniform continuity of coefficients on D l and the condition 3. of Assumption 4.1 ensure the compartmental structure of matrices A n as demonstrated in [LR3] .
QED
Discretizations of the original variational problem (5) or (6) are defined in terms of a sequence of bilinear forms a n (·,
) and a sequence of linear functionals ·|µ n R on E n (R, R d ). The associated discretized variational problems are defined by equalities (27). The discretized variational equalities (27) can be rewritten in an equivalent manner:
where in the case of Problem (6) u n , µ n are grid-functions on G n and in the case of Problem (5) they are grid-functions on G n (R, D) or G n (R, D). Problems (5) or (6) are solved numerically in two steps. In the first step we construct grid-functions u n on G n (R) or G n (R, D) according to (39). The obtained gridfunctions represent the solution at grid-knots, therefore, we call them grid-solutions. The grid-solutions are imbedded into the spaces E n (R, R d ) or E n (R, D) by (16), and the convergence u(n) → u must be proved in some Banach spaces. Therefore we call functions u(n) approximate solutions.
Though the functions u(n) = Φ(R)u n are called approximate solutions, this terminology has to be justified after a convergence analysis. The convergence proofs are based on some properties of the forms a n (·, ·) and linear functionals ·|µ n R to be described in details later in this section. Most of the analysis in this section is related to Problem (6) on R d . The obtained results can be easily applied to Problem (5) on a bounded domain. This is carried out at the end of section.
Consistency
Certain number of notions important for the convergence of approximate solutions is formulated in terms of sequences of functions with a particular structure:
DEFINITION 5.1 (Consistency) The forms a n (·,
is valid for any pair V, U of (40) PROPOSITION 5.1 Let a sequence of matrices {A n : n ∈ N} be constructed by basic schemes or extended schemes and let {a n (·, ·) : n ∈ N} be the corresponding sequence of discretizations of (3). Then the forms a n are consistent with the form (3).
This important result is proved by a lemma which is formulated bellow. Let V and U be defined by (40) and converge weakly and strongly in W
Expressions ω n (a ij , x) for i = j are defined by (38) . In this proof we extend this definition to the case i = j and define ω n (a ij , x) = a ij (x ij (n, x, l)), where x ij (n, x, l) = x + h m ij (l, n, s) are constructed by the rules of basic and extended schemes. For each l ∈ L and each pair i, j ∈ {1, 2, . . . , d} there holds:
Let us point out that the written identity is unchanged if we replace ω n (a ij , x) with a ij (x). Let us consider a bilinear form on
where p is a uniformly continuous function on D l and w(n, ·) is a transformation of
for any pair V, U of (40), converging in W 1 2 (R d ) weakly to v and strongly to u, respectively.
The object of next analysis is the bilinear functional on E n (R,
In particular:
Proof: We have to analyze θ n (l, v(n), u(n)) as n → ∞. To simplify notation we assume i, j ∈ {1, 2}. The indices k = (k 1 , k 2 , . . . , k s ) are denoted shortly as
The corresponding r 1 , r 2 are denoted by r, s, respectively. After inserting expressions for v(R, n), u(R, n) into (41) and carrying out a straightforward calculation we get expressions:
where ρ n (hk, v(n), u(n)) denotes an integral which for the case of i = j = 1 has the form:
and bring into mind their properties s kl ≥ 0, l s kl = 1.
Analogously we get for i = 1, j = 2:
where J(k, r) = [hk, h(k + r)] and R ′′ stands for the parameter set {r 0 , r 3 , r 4 , . . . , r d }. Upon integration over z 1 , z 2 we get
We finish the proof for the case i = j = 1 since the case i = j can be treated analogously. The quantity γ n would be equal to θ n if s kl were absent and the double sum were replaced with the single sum over indices k. Therefore we are due to estimate their difference:
(44) To estimate the right hand side we need p = sup p:
By Theorem 3.1 we have
2 , where w = hr j e j . Due to the strong convergence of U we have
QED Now a proof of Proposition 5.1 follows from the inequalities
in which p(w(n, hk)) of (43) is replaced with a ij (n, x, l).
Strict ellipticity of discretized forms
A discrete form a n (·, ·) on l 0 (G n (R)) × l 0 (G n (R)) is said to be strictly elliptic [Yo] if there exist two positive numbers M (a n ), M (a n ) such that
For a sequence of discrete forms a n (·, ·) we need a stronger result. The strict ellipticity must be uniform with respect to n and vol(R) = r i different values of r 0 in the parameter set R = (r 0 , r). DEFINITION 5.2 Let A n be discretized by the rules of Discretization procedure 4.1. Discrete forms a n (·, ·) on l 0 (G n (R)) × l 0 (G n (R)) are said to be strictly elliptic uniformly with respect to n ∈ N if there exist positive numbers M ≤ M such that
for all n ∈ N and all 0 ≤ (r 0 ) i < r i , i = 1, 2, . . . , d.
PROPOSITION 5.2 Let the discretizations A n of A 0 (x) = − ∂ i a ij (x)∂ j be constructed by the rules of Discretization procedure 4.1. If A n have the compartmental structure then the discrete forms v, u → v|A n u R are strictly elliptic on l 0 (G n (R))× l 0 (G n (R)) uniformly with respect to n ∈ N.
Proof: First we consider the basic scheme for a two-dimensional grid. From the structure of bilinear forms (32) we have
where K(∓) = 1 Gn(P,∓) are projectors. Let us consider a pair x, y = x− hp 2 e 2 which is involved in the definition of operator U 2 (−p 2 ). The indices of x, y are k, l, respectively. If x, y ∈ G n (P, +) then (U 2 (−p 2 )u n ) k can be replaced with (U 2 (p 2 )u n ) l . If y / ∈ G n (P, +) then y ∈ G n (P, −). In this case the term (U 2 (−p 2 )u n ) l can be omitted from the sum in (46) because this term is already contained in the corresponding sum of U 1 (p 1 )u n . Hence, the right hand side of (46) can be estimated from bellow by M 2 i=1 U i (p i )u n 2 2 . In this way the left hand side of inequality (45) is proved. The right hand side of this double inequality follows by choosing the double value of M . In the case of d > 2 we use the construction (31) and get the same lower and upper bounds. Let us point out that the compartmental structure is not used in this step of proof.
Let us now consider a two-dimensional problem with an extended scheme. In the present step, the compartmental structure is utilized in an essential way. The form a (−) n (u, u) of (34) can be rewritten as:
(47) Let us remind that a 12 ≤ 0 on the set D(−). Due to the compartmental structure the first term is positive definite. The second term is positive semidefinite and can be disregarded in the next step of estimation from bellow. The result is:
where ω(a) is the positive number specified in Assumption 4.1. For the form a (+) n (u, u) we have an analogous inequality involving the summation over all the indices k ∈ G n (+).
(48) The lower bound follows in the same way as for a
We have shown how the form λ(v|u) + a(v, u) is discretized by forms h d λ v n |u n R + v n |A n u n R . In order to solve discretized problem (39), we have to describe a discretization of the linear function v → v|µ by h d v n |µ n R , where µ n ∈ l(G n (R)). First we must demonstrate the existence of µ n such that h d v n |µ n R → v|µ . Discretizations of µ are defined by (22) so that (24) is valid.
Obviously, for each sequence {u(n) : n ∈ N} weakly converging to some u ∈ W 1 2 (R d ) the following equality holds: lim n u(n)|µ = u|µ .
From this Lemma we have
Inequalities (45), (49) and the variational equalities (27) imply the first result towards our proof of convergence of approximate solutions. If u n solve (27) or (39) then
Let u * be the solution of (6). Then the sequence of functionsû * (n), defined by (20), strongly converges to u
In the remaining part of this analysis we have to demonstrate the expected property lim n u(R, n) = lim nû * (R, n) = u * for each R. We follow the well-known finite element technique.
By Lemma 5.2 the first term on the right hand side converges to u − u * |µ . By the consistency property of Proposition 5.1 the second term converges to the same value. 6 Convergence in L 1 -spaces
In this section we consider Problem (5) for a bounded domain D and numerical solutions inẆ 1 p (D). Furthermore, for the sake of simplicity of exposition, we restrict our analysis to the differential operator A 0 (x) = − ij ∂ i a ij (x)∂ j and its discretizations A n (D). We consider the boundary value problem (5) with µ ∈ R(D) and its discretizations
, where A n (D) have the compartmental structure. The discretizations µ n ∈ l(G n (R, D)) are defined by (52) is defined for grid-functions on G n (R, D).
Boundedness of approximate solutions
For any pair r, R, 0 < r < R ≤ 1 and v ∈ D we define the balls B r (v), B R (v). By using the functions u ∈Ẇ 
as well. Actually, it is sufficient to consider balls (rectangles) with centers v in a dense set of D whose radii (edges) are contained in a sequence {r m : m ∈ N} ⊂ (0, 1), converging to zero. For instance, the sets S n (p, v) and v ∈ G n (R), match this weaker condition. This fact enables a straightforward application of (53) to the sequence of functions in Corollary 5.2. First, we have to establish a discretized version of (53), and then we have to prove that the constructed discretized version implies (53) for the sequence U of Corollary 5.2. Further, let
where the sets A(R, s, v) are larger than A(r, s, v), dist(∂A(r, s, v), ∂A(R, s, v)) = h(m)(2 t − 1)p, where p = min p k and m > t. Hence, the symbols r, R stand for the d-dimensional parameters h(m)p and h(m − t)p, respectively. The discretization of A(r, s, v) is defined by F n (r, s, v) = G n (R, A(r, s, v) ). The index set of F n (r, s, v) is denoted by J n (r, s, v) and its cardinal number by j n (r, s, v) = card (J n (r, s, v) ).
Let r < R ∈ N and let us define the cut-off function θ(r, R, ·) on R as a continuous piecewise linear function, such that θ(r, R, x) = 1 for x ∈ [−r, r], and 
are denoted by χ n (r, R, v) and they are defined in terms of rougher grids G m−t ⊂ G m ⊂ G n for which m − t < m < n. For each v ∈ G n (R), we define three sets K(r) = S m (p, v) = {x : χ(r, R, v, x) = 1}, K(R) = S m−t (p, v) = supp (χ(r, R, v)), K + (R) = K(R) + S n (p, 0) = ∪ v∈K(R) S n (p, v),
which are illustrated in Figure 4 . The rectangles (54) have edges 2r i = p i 2 1−m , 2R i = p i 2 1+t−m and p i (2 1+t−m + 2 1−n ) units, respectively. It is important to notice that the grid-functions χ n (r, R, v) are defined by sets S n (p, v) which are related to the numerical neighbourhoods of constructed schemes. In our next proof we again use the fact that the sets supp (max{a ij , 0}), i = j are strictly separated, so that we can assume that the functions a ij on rectangles (54) do not change sign.
It is easy to verify that |U i (p i )χ n (r, R, v)| ≤ (h(m)p(2 t − 1)) −1 , so that we can write
where L = 2 t+n−m , l = 2 n−m , and ρ is a number depending on p = min p i (l). The sets F n (r, s, v) and F n (R, s, v) are defined in terms of the sets (54), F n (r, s, v) = K(r) ∩ supp (w n ), F n (R, s, v) = K + (R) ∩ supp (w n ).
The following estimates are used in our next proof: max l,i
Weak consistency and convergence
As in the case of W 1 2 -approach, the convergence in L p -spaces is proved by utilizing certain kind of consistency. This weaker consistency is defined in terms of sequences similar to (40):
DEFINITION 6.1 (Weak consistency) We say that forms a n (·, ·) on E n (R d ) × E n (R d ) are weakly consistent with the form (3) if
is valid for any weakly convergent V(p, c), p ∈ [1, ∞), c > 0 and any U 0 of (66).
LEMMA 6.2 Let a sequence of matrices {A n : n ∈ N} be constructed by basic or extended schemes, and let {a n (·, ·) : n ∈ N} be the corresponding sequence of discretizations of (3). Then the forms a n are weakly consistent with the form (3).
Proof: The present proof and proof of Lemma 5.1 are the same up to the equality (44). The obtained equality must be estimated now by the Hölder inequality: γ n (l, v(n), u(n)) − θ n (l, v(n), u(n)) ≤ p h d/p U i (r i )v n Rp h d/q max{ Z n (r j , j) − I U j (r j )û n Rq : j = 1, 2, . . . , d}.
Thus we have to consider Z n (r j , j)−I U j (r j )û n Rq for a fixed j ∈ N and prove that this quantity converges to zero as n → ∞. It is easy to get the following expression:
Z n (r j , j) − I U j (r j )û n k = 1 ψ k 1 ψ k | (Z(the j ) − I j (r j h)u = ŵ n (r j ) k , where the function w(r j ) = (Z(the j ) − I j (r j h)u is continuous and converges pointwisely to zero as h → 0. By (ii) of Lemma 3.6 we get In the second step of the proof we demonstrate that u coincides with the solution u * of the original problem (5).
Because of D ⊂ S 1 (t, v), for some t, v we have u p ≤ (max k t k ) (max k ∂ k u p ) so that we can consider only ∂ 1 u(n) and the corresponding U 1 (p 1 )u n . By (26) and estimating the function ψ k ′ by the indicator of its support we get: 
