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Abstract
Accurate and efficient plasma models are essential to understand and control experimen-
tal devices. Existing magnetohydrodynamic or kinetic models are nonlinear, computationally
intensive, and can be difficult to interpret, while often only approximating the true dynam-
ics. In this work, data-driven techniques recently developed in the field of fluid dynamics
are leveraged to develop interpretable reduced-order models of plasmas that strike a balance
between accuracy and efficiency. In particular, dynamic mode decomposition (DMD) is used
to extract spatio-temporal magnetic coherent structures from the experimental and simulation
datasets of the HIT-SI experiment. Three-dimensional magnetic surface probes from the HIT-SI
experiment are analyzed, along with companion simulations with synthetic internal magnetic
probes. A number of leading variants of the DMD algorithm are compared, including the
sparsity-promoting and optimized DMD. Optimized DMD results in the highest overall pre-
diction accuracy, while sparsity-promoting DMD yields physically interpretable models that
avoid overfitting. These DMD algorithms uncover several coherent magnetic modes that pro-
vide new physical insights into the inner plasma structure. These modes were subsequently
used to discover a previously unobserved three-dimensional structure in the simulation, rotat-
ing at the second injector harmonic. Finally, using data from probes at experimentally accessi-
ble locations, DMD identifies a resistive kink mode, a ubiquitous instability seen in magnetized
plasmas.
Keywords: plasma dynamics, reduced order modeling, dynamic mode decomposition,
magnetohydrodynamics, spheromaks
1 Introduction
Understanding and eventually controlling the dynamics of plasmas is essential to the success of
fusion reactors, a clean and sustainable energy source based on magnetic confinement. To reach
fusion-level conditions in experiments, a plasma must achieve sustained confinement. However,
confinement can be degraded by kink, pressure-interchange, tearing, and ballooning modes as
well as a wide array of magnetohydrodynamic (MHD) and kinetic plasma phenomena [19, 69, 80].
Characterizing plasma waves and instabilities is also of considerable interest to the astrophysical
plasma physics community, including for understanding electrodynamic coupling between Sat-
urn and its moons [67, 68], the solar corona [2, 21], and Earth’s magnetosphere [24]. Improved
understanding in this field may provide early detection of geomagnetic storms, reducing the eco-
nomic impact of these events by billions of dollars [73].
Despite the importance of modeling and controlling plasmas, the field is challenged by the
presence of high-dimensional, nonlinear dynamics that exhibit multi-scale behavior in space and
time. Despite using a simplified model of the dynamics, plasma simulations often remain very
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high-dimensional and multi-scale. Modeling real-world plasmas often requires computationally-
intensive simulations, precluding real-time control of laboratory plasmas.
This dynamic complexity and high computational cost motivate the development of reduced-
order models that map the ambient high-dimensional space to a lower-dimensional feature space,
where it is possible to model the evolution of dominant spatio-temporal coherent structures. Re-
cent studies indicate that over 95% of the magnetic field energy in an experimental plasma device
can be explained by as few as 5-10 spatio-temporal modes, across a large range of parameter
regimes, geometry, and degree of nonlinearity [15, 58, 72]. This implies that the evolution of
coherent structures, and possibly the bulk evolution of the plasma, can be understood using a
low-dimensional model, with implications for physical discovery, and real-time prediction and
control [9]. Nearly all fusion-relevant experiments have coherent edge fluctuations and zonal
flows with significant effects on transport, including the Alcator C-Mod tokamak [25], the DIII-
D tokamak [14, 27], the TJ-II stellarator [41], the High Recycling Steady H-mode in the JFT-2M
tokamak [38], and the High-Density H-mode in the W7-AS stellarator [6].
It is thus necessary to identify these low-dimensional patterns from numerical and experimen-
tal measurement data. The biorthogonal decomposition (BOD) was developed in 1994 for plas-
mas [18], and has become a standard technique. Data-driven modeling is now ubiquitous [12, 13],
in part because of improvements to the volume, quality, and availability of data. The field of
reduced-order modeling, i.e. obtaining low-dimensional models to approximate high-dimensional
dynamics, has also advanced rapidly in the field of fluid mechanics [7, 12, 13, 16, 43, 54, 55, 63, 70].
1.1 Dynamic Mode Decomposition for plasmas
The dynamic mode decomposition (DMD) [43, 62, 65, 76] is a particularly promising technique,
and recently Taylor et al. [72] have successfully applied it to build a sliding-window reduced-order
model using only the major magnetic modes in HIT-SI – the axisymmetric spheromak and a pair
of injector-driven modes. Their work showed that DMD produces spatio-temporal structures that
are more physically interpretable than BOD modes and captures the vast majority of the magnetic
energy with a simple rank-3 model in both experimental and simulated HIT-SI discharges, sug-
gesting that the device may be amenable to control [59]. Beyond the HIT-SI experiment, DMD
has been successfully applied to identify limit-cycle dynamics in 2D turbulent cylindrical plasma
simulations [64].
DMD is particularly attractive for physics research relevant to plasma waves and instabili-
ties as it decomposes time-series signals into spatially correlated modes that are constrained to
have periodic dynamics in time, possibly with a growth or decay rate. Thus, DMD results in a
reduced set of spatial modes along with a linear model for how they evolve in time. Although
DMD yields a linear model, the algorithm has strong connections to nonlinear dynamical systems
via Koopman operator theory [40, 49, 50, 56, 57, 62, 71, 82]. There have also been several recent
innovations and extensions to DMD that improve its ability to model complex systems, including
for control [59], multi-resolution analysis [44], nonlinear observations [82], and modal analysis
from data that is undersampled in space [10, 28] and time [77]. Although DMD is known to be
sensitive to noise [5], several algorithms exist to address this issue [4, 17, 31]. This collection of
DMD algorithms may provide more efficient reduced-order models and deeper physical insight
into the inner workings of plasmas.
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Figure 1: Illustration of the work flow of this paper applied to a set of plasma measurements.
1.2 Contributions of this work
In this paper, we extend the analysis of plasmas via DMD through the use of recent inventions in
data-driven discovery [12]. We examine coherent magnetic structures in experimental and sim-
ulation HIT-SI data, utilizing all the surface probes and internal magnetic probes. Extensions of
the original DMD algorithm, including the sparsity-promoting algorithm of Jovanovic et al. [37]
and the optimized DMD of Askham and Kutz [4], lead to improvements in the characterization
of physical modes beyond the two major magnetic structures and illustrate the ability of these
methods to identify the full spatial and temporal dependence of a common plasma instability. In
particular, we identify coherent modes beyond the dominant injector-driven modes and sphero-
mak and, in conjuction with the simulation data, analyze previously unobserved 3D global struc-
tures. In addition, we fully characterize a resistive kink instability, illustrating that these methods
can be used for instability identification and possibly for real-time control. To promote repro-
ducible research and open science, the parallel python code used for this analysis can be found
at https://github.com/akaptano/PlasmaPhysics_DMD. An overview of the workflow of
methods and analysis in this paper is illustrated in Fig. 1.
The remainder of the paper is outlined as follows: Section 2 describes the geometry and experi-
mental configuration of the HIT-SI device. In Section 3, the BOD and the three DMD techniques are
reviewed. Section 4 compares these algorithms on experimental data to illustrate their strengths
and weaknesses. In Section 5, we investigate the magnetic structures observed in a simulation of
a large-size version of HIT-SI, named BIG-HIT [53]. The spatial structure of the dominant modes
(i.e. the spheromak f0 and the harmonics of the injector frequency f
inj
1 , f
inj
2 , f
inj
3 ) is analyzed and
connected to physical understanding. A resistive (1,1) kink instability is characterized in excellent
agreement with the full simulation data and theoretical prediction. Finally, comparisons are made
between the results obtained with 24 internal magnetic probes, and those made with 5120 inter-
nal probes, to illustrate the power of these methods to retain their applicability on a sparse set of
measurements.
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2 The HIT-SI Experiment
The helicity injected torus with steady inductive (HIT-SI) helicity injection experiment [35] is an ex-
periment investigating current drive and magnetic self-organization for magnetic confinement fu-
sion, with an emphasis on studying formation and steady-state sustainment of a spheromak [79].
This experiment exhibits coherent magnetic [30, 72] and velocity flow [32, 52] structures and there-
fore is an ideal choice for the application of these methods.
2.1 Experimental setup
HIT-SI consists of an axisymmetric main chamber that conserves magnetic flux and two inductive
injectors (called the X injector and Y injector) mounted on each end as shown in Fig. 2. The HIT-
SI experiment has an array of magnetic field probes that encircle four poloidal cross sections at
toroidal angles φ = 0, 45, 180, and 225 degrees, illustrated on the right in Fig. 3. On the left side in
Fig. 3, the 18 surface probes are shown in one of the four identical poloidal cross sections. There
are also additional probes, labeled L05 and L06, which are spaced out every 22.5o, for a total of
96 probes. Each probe measures the components of the magnetic field, B, in the toroidal φ and
poloidal θ directions, and Br ≈ 0 at each probe location. The experimental probes have a time
resolution ∆t ≈ 2 µs.
Circuits on each injector apply a voltage and an axial flux. These waveforms are oscillated
in phase with typical frequencies f inj1 ≈ 5 − 70 kHz so that the cumulative power and magnetic
helicity injected by the two injectors is approximately constant in time during the discharge. In
an experimental shot, the spheromak is created during an initial formation period, and then sus-
tained by the injectors. The analysis presented here will focus on this period of sustainment for
all discharges considered in this paper. Because DMD associates the spheromak and the injectors
each with a single oscillation frequency, the modes are denoted f0 (f0 ≈ 0) and f inj1 throughout
the paper. The higher harmonics of the injector frequency are f inj2 , f
inj
3 , and so on. A description of
the equilibrium profile and postulated current drive mechanism during sustainment can be found
in previous work [36]. The sustainment period of each experimental discharge, indicated by the
vertical black lines, is illustrated in Fig. 4.
In HIT-SI, some of the characteristic time scales overlap, such as the toroidal alfven time and
the injector frequency forcing. The magnetic topology is fundamentally 3D and magnetic pertur-
bation amplitudes are comparably large (|δB|/|B| ≈ 10%) [29]. Because experiments near fusion
conditions often have well-separated characteristic scales and much smaller perturbation ampli-
tudes [81], improved performance of these methods should be expected on these devices. These
machines also typically benefit from considerably more measurement data from a diverse set of
high-resolution spatio-temporal diagnostics.
2.2 Simulations of HIT-SI
In addition to analyzing experimental data in Section 4, in Section 5 we investigate coherent mag-
netic structures for the BIG-HIT extended MHD simulations using the NIMROD code [66]. NIM-
ROD does not simulate the injector geometry and instead imposes boundary conditions on the top
and bottom of the main chamber to model the injectors. BIG-HIT is identical to a typical HIT-SI
simulation, but the device has been enlarged by a factor of 2.5. Morgan et al. [53] provides more
details on this simulation.
Simulations use the experimental surface probes as well as a set of internal probes, all of which
measure the magnetic field. In principle any set of measurements normalized to specific units
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Figure 2: Left: A cross section of the device shows the toroidal structure, the two helicity injectors,
the surface probes, and the diagnostic gap. Figure reproduced with permission [78]. Right: Rep-
resentative equilibrium during sustainment with an injector shows an axisymmetric spheromak
(rainbow) surrounded by field lines tied to the injector (gray).
Figure 3: Surface probe locations in a cross section, and from a top view, with 96 probes in total.
may be used. For simplicity, all of the measurements and later results are reported in units of
Gauss, and hereafter magnetic field units are omitted. In order to analyze the toroidal structure
of the internal magnetic field, 32 internal magnetic probe (IMP) arrays are placed equally spaced
toroidally at the axial location Z = 0, called the midplane. Each array contains 160 measurement
points at equally spaced radial locations between 0 ≤ R ≤ 1.34 m. It will be shown that a sparse
set of only 24 well-separated IMPs captures the mode structures that are observed with the full
160 × 32 = 5120 IMPs, providing evidence that this analysis is relevant to experimental devices
with a small number of unevenly spaced measurements.
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Figure 4: Toroidal current and injector current waveforms for an experimental HIT-SI discharge,
with injector frequency f inj1 = 14.5 kHz. The black vertical lines indicate the sustainment regime
when the spheromak has formed and is being sustained by the injectors.
2.3 Data format
All probe measurements at a fixed time tk are arranged into a column vector xk ∈ RD, called a
snapshot, where D denotes the dimension of the measurement vector, given by the product of the
number of spatial probe locations and the number of variables measured at each probe. These
snapshots are arranged into a matrix X
X =
x1 x2 . . . xS
 . (1)
For both the experimental and simulation data without the internal probes, D = 192 and S ≈
500− 1000, as typical discharges are 1− 2 ms with measurement resolution ∆t ≈ 2 µs. The largest
simulation dataset has 192 surface probes and 5120 internal probes, for a total of D = 5312.
3 Reduced-Order Models
Extracting coherent structures from high-dimensional data has been a central challenge in fluid
mechanics and plasma physics for decades, but recent advances in data-driven modeling and data
volume, quality, and availability, have opened many new possibilities [12, 13, 63, 70]. Reduced-
order models exploit these low-dimensional structures by mapping a high-dimensional ambient
measurement space to a lower-dimensional feature space, where it is possible to describe the evo-
lution of coherent structures. This low-dimensional space is ideal for physical understanding,
computational efficiency, and closed-loop control [9, 63]. Here we review two leading modal
decomposition techniques, the biorthogonal decomposition (BOD) [18] and the dynamic mode
decomposition (DMD) [4, 37, 43, 62, 65, 76]. Both methods are broadly applicable to data from
simulations or experiments.
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3.1 Biorthogonal decomposition
BOD and DMD are both based on the singular value decomposition (SVD), which provides a
low-rank approximation of the data matrix X ∈ RD×S from Eq. (1):
X = UΣV ∗, (2)
where U ∈ RD×D and V ∈ RS×S are unitary matrices, and Σ ∈ RD×S is a diagonal matrix
containing non-negative and decreasing entries. The entries of Σ indicate how important the cor-
responding columns ofU and V are for describing the structure inX . In many cases, it is possible
to discard small values of Σ, resulting in a truncated matrix Σr ∈ Rr×r, and to approximate the
matrix X with only the first r  min(D,S) columns of U and V , denoted U r and V r:
X ≈ U rΣrV ∗r . (3)
Throughout the paper V ∗ is used to denote the complex-conjugate transpose of a matrix V , V¯
to denote complex conjugation, and V + to denote the pseudoinverse. The truncation rank r is
typically chosen to balance accuracy and complexity [12].
In practice, the BOD and the SVD are essentially synonymous; in the fluid mechanics com-
munity this procedure is called the proper orthogonal decomposition (POD) [12, 43, 54]. If each
column of X corresponds to a set of spatial measurements at a particular time, as above, then
the columns of U form an orthogonal spatial basis, referred to as the topos, and the columns of V
similarly form an orthogonal temporal basis, referred to as the chronos. BOD has proven useful
for interpreting plasma physics data across a range of parameter regimes [15, 18, 22]. A typical
SVD of HIT-SI surface probes produces three modes that comprise the vast majority of the signal
energy, as quantified by the magnitude of the singular values [30]. The first mode corresponds to
the spheromak equilibrium, f0 ≈ 0, while the second and third modes correspond to the injector
fields, as they oscillate at approximately the injector frequency f inj1 . The fourth and fifth modes are
sometimes the second harmonics of the injectors, but typically have very low magnitude. Higher
modes all appear to correspond to short-lived plasma events and signal noise [78].
Although all of the BOD modes have a dominant frequency, they tend to mix the frequency
content, as the SVD/BOD optimization identifies orthogonal modes purely based on energy con-
tent, and not to isolate frequency content. This frequency mixing in POD modes was one of the
main motivations for the development of DMD in the fluids community. Other work [15] has
shown some promise with the BOD method to investigate kink instabilities, although in a very
different experiment and parameter regime than HIT-SI. Previous HIT-SI work using the BOD
has shown the identification of plasma-generated instability by subtracting the equilibrium and
injector modes from the full reconstruction [33].
3.2 Dynamic mode decomposition
The dynamic mode decomposition is a matrix factorization technique which, like BOD, is based
upon the SVD. DMD identifies spatial modes that are constrained to have coherent behavior in
time, given by oscillations at a fixed frequency, potentially with exponential growth or decay.
Thus, DMD provides a modal decomposition along with a linear reduced-order model for how
these modes evolve in time [43, 62, 65, 76]. Identifying modes based on spatio-temporal coher-
ence may avoid the breaking of coherent spatio-temporal structures, especially for plasmas with
energetic waves and instabilities which are expected to oscillate, grow, or attenuate with approx-
imately fixed frequency. DMD also has strong connections to nonlinear dynamical systems via
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Koopman operator theory [40, 49, 50, 56, 57, 62, 71, 82], which is a rapidly advancing field. Fur-
ther, there are several powerful extensions [4, 10, 17, 28, 31, 44, 59, 74, 77, 82], making DMD a
highly flexible choice that can be tailored for specific scientific goals. In this section, we will
present the exact DMD formulation of Tu et al. [76], which will provide a baseline comparison
for the sparsity-promoting [37] and optimized [4] DMD algorithms in the following sections.
The nonlinear evolution of the magnetic field may be approximated by a best-fit linear opera-
tor A that evolves the state xk forward in time:
xk+1 ≈ Axk. (4)
The dynamic mode decomposition approximates the leading eigenvalues and eigenvectors of the
linear operator A. To approximate A from data, we construct two matrices, X and X ′
X =
x1 x2 . . . xS−1
 , X ′ =
x2 x3 . . . xS
 ,
which are related by =
X ′ ≈ AX. (5)
The best-fit linear operator A that satisfies Eq. (5) is the solution to the following least-squares
optimization:
A = argmin
A
‖X ′ −AX‖F = X ′X+ ≈X ′V rΣ−1r U∗r ,
where X+ is the pseudoinverse of the matrix X . However, when the measurement dimension D
is large, then A is too large to analyze directly, and instead A is projected onto the first r singular
vectors U r:
A˜ = U∗rAU r = U
∗
rX
′X+U r = U∗rX
′V rΣ−1r (6)
Next, the eigendecomposition of A˜ is computed:
A˜W = WΛ. (7)
The diagonal matrix Λ contains the eigenvalues λj of A˜, which are also eigenvalues of A. The
corresponding eigenvectors of A may be computed as
Φ = X ′V rΣ−1r W . (8)
The columns ϕj of Φ are DMD eigenvectors corresponding to DMD eigenvalues λj . It is then possi-
ble to reconstruct the state at time k∆t:
xk =
r∑
j=1
ϕjλ
k−1
j bj = ΦΛ
k−1b, (9)
where b is a vector of DMD mode amplitudes. In the simplest case, it is possible to approximate
b = Φ+x1, although the sparsity-promoting and optimized variants below will provide more
principled approaches to approximate b. The data matrix X may then be written as
X ≈
ϕ1 · · · ϕr

b1 . . .
br

1 λ1 · · · λ
S−1
1
...
...
. . .
...
1 λr · · · λS−1r
 .
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The eigenvalues λj describe the discrete-time dynamical system in Eq. (4). It is often beneficial
to analyze the corresponding continuous-time eigenvalues ωj = log(λj)/∆t, with νj = Re(ωj)/2pi,
fj = Im(ωj)/2pi. It is then possible to approximate the data matrix X as
X ≈
ϕ1 · · · ϕr

︸ ︷︷ ︸
Φ
b1 . . .
br

︸ ︷︷ ︸
diag(b)
e
ω1t1 · · · eω1tS−1
...
. . .
...
eωrt1 · · · eωrtS−1

︸ ︷︷ ︸
T (ω)
where diag(b) is a diagonal matrix of the mode amplitudes bj and T (ω) is a Vandermonde matrix.
The dynamics of each mode are separated, so that it is possible to isolate and examine a single
spatio-temporal structure without the confounding effects of other modes. This will be particu-
larly useful to characterize instability modes.
It is possible to obtain a better estimate of the mode amplitudes b with the following mini-
mization problem:
argminb||X −Φdiag(b)T (ω)||F . (10)
This formulation is the basis of the DMD extensions presented in the following sections.
3.3 Sparsity-promoting DMD
A central tension in reduced-order modeling is that including more modes often increases accu-
racy while reducing model interpretability. However, sparsity promotion through an addition L1
penalty term has become a common technique for machine learning and data analysis [12] be-
cause it can produce sparse and interpretable models in terms of a few essential modes. Jovanovic
et al. [37] introduced an L1 penalty in the DMD optimization
min
b
(||X −Φdiag(b)T (ω)||F + γ||b||1) (11)
to identify the key DMD modes. They also introduced the more convenient form
min
b
(J(b) + γ||b||1) , (12)
where γ determines the level of sparsity, and J(b) is
J = b∗Pb− h∗b− b∗h+ s, s = Trace(Σ∗Σ),
P = (Y ∗Y ) ◦ (TT ∗), h = diag(TV Σ∗Y ).
This nonlinear optimization can be solved with the alternating direction method of multipliers
(ADMM) [23].
3.4 Optimized DMD
Depending on the scientific aims, the absence of a complete set of spatio-temporal DMD modes
could be problematic. This lack of completeness implies that reconstructions of specific signals in
the data matrix may be less accurate than the BOD. This could be an issue if a very accurate fit
of a subset of the data is desired, either for data-driven discovery or for control purposes. The
optimized DMD of Askham and Kutz [4] addresses this issue by simultaneously considering the
best-fit linear operator between all snapshots in time, as opposed to only considering sequential
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snapshots, as in the standard DMD. The optimized DMD results in excellent signal reconstruc-
tions, but at the cost of solving a potentially large, nonlinear optimization problem. The key to
applying this method is a variable projection algorithm [4] that simplifies the nonlinear optimiza-
tion. An additional benefit is that snapshots are no longer required to be evenly space in time.
Defining Φb = Φdiag(b), the nonlinear minimization problem is now
min
ω,Φb
||X −ΦbT (ω)||F . (13)
This problem is similar to the original DMD minimization, but the DMD fit is now optimized
with respect to both ω and Φb. This problem can be solved with a variable projection followed
by the Levenberg-Marquardt algorithm [45, 47], which relies on a QR decomposition. For speed,
the code implements a parallel QR decomposition called direct TSQR [8]. This algorithm is not
guaranteed to find the global minima, but only a local one, so it benefits from an accurate initial
guess. It is often useful to initialize using the results of the other DMD methods. Note that for real-
valued data, the DMD methods give complex conjugate pairs. The implementation here breaks
the complex conjugate symmetry, although it is possible to explicitly retain this symmetry [4]. This
can be seen visually in Fig. 5a. Reconstructions are built with the average of each mode and its
complex conjugate, guaranteeing real-valued data.
There is often a trade-off between model interpretability and reconstruction accuracy. The
sparsity-promoting DMD algorithm produces interpretable models, and the optimized DMD al-
gorithm accurately reconstructs low-energy features and transient instabilities in the data. In this
way, the strength of using a combination of DMD methods to understand a dynamic system is
illustrated in the next sections. Throughout the paper, blue, red, and green are used for the exact
DMD, sparsity-promoting DMD, and optimized DMD, respectively.
4 Comparison ofDMDalgorithms on an experimental HIT-SIDischarge
The exact, sparsity-promoting, and optimized DMD variants are compared on real experimental
HIT-SI data in order to understand their relative strengths and weaknesses in identifying inter-
pretable and accurate reduced-order models. In the following, an analysis of the high-performance
experimental HIT-SI discharge 129499 (f inj1 = 14.5 kHz), is performed. This discharge has been
investigated extensively in previous studies [33, 52, 79].
4.1 DMD eigenvalues
The DMD eigenvalues determine the time evolution of the corresponding spatially coherent DMD
modes. Figure 5a compares the eigenvalues for each of the three DMD methods; the eigenvalues
are scaled by their amplitude |bj |. In each case, the SVD is truncated at r = 20 modes to avoid
overfitting. The x-axis represents the imaginary component of the eigenvalue, and the y-axis
represents the real component so that eigenvalues in the upper half plane are unstable and those in
the lower half plane are stable. The exact and sparsity-promoting DMD variants result in complex
conjugate eigenvalues pairs, which manifests as a symmetry about fj = 0. However, optimized
DMD does not necessarily result in these complex conjugate pairs of eigenvalues. The magnitude
plot indicates that sparsity-promoting DMD is effective at isolating the three dominant modes,
whereas exact and optimized DMD both result in spectra with many energetic modes. Thus,
sparsity-promoting DMD is capable of extracting and isolating the leading large-scale magnetic
structures in the experiment, providing enhanced interpretability. In contrast, the next section
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Figure 5: (a) The DMD eigenvalues plotted in the complex plane, νj = Re(ωj)/2pi and fj =
Im(ωj)/2pi, for the experimental shot at f
inj
1 = 14.5 kHz, weighted by |bj | until some minimum
dot size; there are r = 20 modes. Modes above the dashed horizontal line are unstable. (b) The
reconstruction and forecasting performance of each DMD method. The vertical black line indicates
where forecasting begins. Optimized DMD provides the most accurate forecast but has growing
modes that will eventually diverge.
will show that optimized DMD is needed to extract and analyze small-scale transient modes for a
more accurate fit.
4.2 DMD reconstruction and forecasting
A common scientific aim is an accurate reconstruction of diagnostic signals using a subset of the
modes from a reduced-order model. Decomposing the signal dependence into coherent modes in
a low-dimensional space is useful both for physical discovery and real-time control.
The advantage of the optimized DMD over the other algorithms is apparent from the recon-
struction of a surface probe, as in Fig. 5b. The exact DMD and sparsity-promoting DMD capture
the bulk evolution, but the optimized DMD also captures the deviations. The DMD methods are
trained on a subset of the data and then evolved in time to forecast the remaining data. The op-
11
timized DMD provides the most accurate forecast. However, this model contains exponentially
growing modes that will eventually diverge. Including more than r = 20 modes causes optimized
DMD to overfit and results in more unstable modes. These observations are reaffirmed quantita-
tively on simulation data in the next section.
5 DMD analysis on BIG-HIT simulations
Myriad linear and nonlinear coherent phenomena are observed in both space and laboratory plas-
mas. Physical understanding can be obtained from reduced-order models by extracting coher-
ent structures, analyzing their temporal frequency content, and decomposing the spatial depen-
dence into Fourier modes. The spatial Fourier dependence is important in many experimen-
tal devices to determine MHD stability. For toroidal devices, such as HIT-SI, the toroidal and
poloidal Fourier wavenumbers are denoted (n,m). In HIT-SI, when the safety factor q satisfies
q > 1, it can be shown to be kink-unstable to the (n,m) = (1, 1), (2, 2), (3, 3), ... modes [34].
Sawtooth oscillations from these resistive kink modes are also common in toroidal devices when
min(q) < 1 < max(q) [19, 81].
Here, the DMD methods described in Section III are quantitatively compared based upon their
ability to characterize the simulated large-size version of HIT-SI, named BIG-HIT. These 3D sim-
ulations were performed using a Hall-MHD model, assuming constant and uniform temperature
and density. Relevant constants include the plasma temperature = 71 eV, density = 1.5 × 1019
m−3, resistivity η = 8.9 × 10−7 Ωm, and injector frequency f inj1 = 14.5 kHz. For more parameter
details, see the original analysis and prior implementations of the model [1, 53].
For simplicity, and to demonstrate the ability of these methods to work on small subsets of
data, only data in the range 22.7 ms ≤ t ≤ 28.5 ms is used. The performance on a sparse and
spatially well-separated dataset of 24 internal probes is compared with a large and uniformly
spaced dataset of 5120 internal probes, in order to illustrate that the conclusions of this analysis
on high-resolution data also hold in the limit of far fewer probes.
5.1 DMD reconstruction error
Each extension of the dynamic mode decomposition has its particular strengths and weaknesses.
In the previous section, the sparsity-promoting DMD resulted in interpretable models, while the
optimized DMD provided excellent reconstructions of the data. Figure 6 provides a quantita-
tive comparison of the different DMD algorithms on the BIG-HIT simulation in the window
22.7 ms ≤ t ≤ 23.5 ms, plotting the relative reconstruction error as a function of the SVD trun-
cation rank r. The relative reconstruction error is defined as
 =
||X −Φdiag(b)T (ω)||F
||X||F . (14)
As γ increases, the reconstruction error of the sparsity-promoting DMD model also increases.
Moreover, as γ → 0, this algorithm converges to exact DMD.
At r ≈ 140, the optimized DMD reconstruction error is an order of magnitude smaller than
the exact DMD error ( ≈ 0.009 against  ≈ 0.05). In fact, optimized DMD with r = 10 obtains
the same reconstruction error as exact DMD with r = 140. However, at r = 160, the optimized
DMD error increases significantly. In this case, the initialization procedure chooses a poor first
guess consisting of exponentially growing modes, which results in optimized DMD converging
to a suboptimal minimum. Spurious unstable modes is a general issue with a number of DMD
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Figure 6: In (a) the optimized DMD obtains the most accurate reconstructions, and sparsity-
promoting DMD is shown to converge to exact DMD as γ → 0. Stars correspond to the sparsity-
promoting DMD power spectra in (b). For large r, a bad initial guess results in optimized DMD
converging to local minimum with poor reconstruction. In (b) the normalized power spectrum of
sparsity-promoting DMD illustrates overall suppression of DMD modes and fewer large peaks as
γ increases.
algorithms. These issues are often mitigated with a suitable rank truncation in the SVD (either
manually or through sparsity promotion), a different window, or a more accurate initialization
procedure.
5.2 DMDmode characterization
Often it is advantageous to obtain a low-dimensional representation of a high-dimensional mea-
surement space in terms of a few modes that capture the dominant coherent structures. In this
way, physical insights into the dominant structures can be obtained, with the potential for im-
proved understanding or control. In this section, sparsity-promoting DMD is used to characterize
the dominant modes observed in BIG-HIT. Here, we will analyze the Bz internal probes at the
Z = 0 midplane, as this is the most analogous quantity to the Poincare´ plots used to detect kink
activity in the simulations in later sections. At Z = 0, Bz is either parallel or anti-parallel to Bθ.
The surface probes, which are not located at Z = 0, use only Bθ. The sign difference between
Bz and Bθ does not affect the toroidal or poloidal decompositions of the fields; thus, we do not
consider this subtlety further for the remainder of the paper. The reconstructions at Z = 0 for the
f0–f
inj
3 and fkink modes are illustrated in Fig. 7.
To analyze the spatial structure of each mode, reconstructions of the Bz probe signals are
created using only the relevant subset of DMD modes. These reconstructions map the probe loca-
tions to the proper location in (R,φ) space. A Fourier decomposition in the toroidal direction is
performed separately for each set of probes with the same radial location. The decomposition
Bz(R,φ, t) ≈
Nmax∑
n=0
B˜zn(R, t) cos(nφ− ζn) (15)
reveals the toroidal or poloidal structure of the signals, where 2Nmax+ 1 unique toroidal locations
are required to resolve the first Nmax modes. For evenly spaced measurements the coefficients
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Figure 7: NormalizedBz at Z = 0 of the sparsity-promoting DMD modes f0, ..., f
inj
3 and optimized
DMD mode fkink. The small dataset illustrated in the top row has resolution ∆R ≈ 37 cm, ∆φ =
45o. In the bottom row, ∆R ≈ 0.8 cm, ∆φ = 11.25o. The sparsity-promoting method captures
the vast majority of the spatial structure for each mode even with the small dataset. Fine-scale
structure in the kink instability is not captured with the small dataset.
can be found directly by orthogonality. A general method of obtaining the coefficients B˜zn and
ζn for irregularly spaced angular measurements can be found in appendix F in the reference on
HIT-SI surface probes [83]. The Fourier transform in the poloidal direction is analogous. Taking
the absolute value of the B˜zn(R, t) coefficients and averaging over the Fourier transforms obtained
from different radial locations results in
〈B˜zn(t)〉 =
1
Nrad
Nrad∑
i=1
|B˜zn(Ri, t)| (16)
where Nrad is the number of radial locations where a separate Fourier decomposition is per-
formed. This quantity gives an average sense of the total toroidal dependence of the reconstructed
Bz .
Because the surface probes and internal probes have different Z-coordinates, they have sep-
arate Fourier decompositions. Only the surface probes admit a poloidal decomposition. For the
poloidal Fourier decompositions, the four poloidal arrays of surface probes are separately decom-
posed and then averaged.
In the previous section, sparsity-promoting DMD was used to capture only the leading order
structures, so it is ideal for the analysis of the large coherent magnetic structures oscillating at f0–
f
inj
3 . This method is particularly relevant for noisy experimental devices to extract coherent modes
while avoiding overfitting.
5.3 Sparsity-promoting DMD: First injector harmonic
The HIT-SI injectors drive large magnetic perturbations that sustain the spheromak. They are
intentionally operated with an approximate n = 1 symmetry, but a full picture of the injector
field structure is important for understanding the current drive and sustainment in this device.
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Reconstructions of the magnetic fields with only the injector mode reveal an overwhelming n = 1
dependence. There is also a phase shift of approximately 180o between the core and edge region
of the plasma, shown in Fig. 7, consistent with ion doppler spectroscopy measurements on the
experiment [32]. A simulated version of this discharge shows similar results [52]. This suggests a
large-scale transition between the inner and outer regions of the plasma, perhaps contributing to a
shear layer such as that expected with impose-dynamo current drive [36]. This phase shift occurs
at R ≈ 0.8− 0.9 m, close to the closed flux surfaces in the plasma.
While previous work observed this phase shift in the plasma flow velocity, HIT-SI is in a pa-
rameter regime where MHD is expected to capture much of the physics. To leading order, in the
limit of ideal MHD, electrons and ions are tied to magnetic field lines, and the structure of the ve-
locity and magnetic fields should be similar. However, the motivation for simulating Hall MHD
is that this is not quite true; the ion inertial depth is ≈ 6 cm and the ions are not frozen to the field.
If the ion inertial depth effects are small for bulk oscillations, the structures in the velocity and
magnetic fields can still be quite similar.
5.4 Sparsity-promoting DMD: Second injector harmonics
Sub-harmonic, harmonic, or nearly-harmonic oscillations are a common feature observed in the
nonlinear response to periodic inputs [39]. Modes oscillating at the harmonics of the injector fre-
quency are often identified by the DMD algorithms. Surprisingly, the DMD mode corresponding
to the second harmonic depends mostly on the even toroidal numbers with dominant n = 2.
Moreover, Fig. 7 shows that there is a phase shift of approximately 180o at R ≈ 1.05 m and a
smaller shift at R ≈ 0.3− 0.4 m. One possible interpretation is that the toroidally even part of the
perturbation is filtered out where there is closed flux.
To investigate whether or not this mode corresponds to a physical structure, we directly ana-
lyze the BIG-HIT simulation Bzn=2. We discover a rich, previously unobserved three-dimensional
structure in the simulation, shown in Fig. 8. This structure wraps around the outside of the device
by looping through the different injector mouths, and spirals down the core of the device, rotating
at f ≈ f inj2 . A comparison of this structure at Z = 0 with the DMD reconstruction using only the
f
inj
2 mode shows surprising agreement. The reconstruction is able to capture much of the structure
observed in the simulation, including the two phase shifts mentioned earlier.
We have verified that this mode is also present in HIT-SI simulations that evolve the full Hall-
MHD equations, as opposed to BIG-HIT, which does not evolve temperature and density. These
simulations have carefully chosen parameters to match the experiment, and are thus expected to
be the most representative of the HIT-SI experiment. This is the first identification of a physical and
coherent 3D structure in HIT-SI simulation or experiment beyond the dominant injector modes
and the spheromak.
The f inj3 mode exhibits mostly odd toroidal mode number dependence and a dominant n = 3
dependence at R ≈ 0.1. However, this mode only accounts for approximately 1% of the total
Bz energy and has similar Fourier dependence as the f
inj
1 mode, making it exceedingly difficult
to verify in the simulation Bzn=3, as was done for the f
inj
2 mode. This difficulty in decomposing
the magnetic field into different oscillating and rotating structures is in fact one of the primary
motivations for the use of DMD.
A summary of the toroidal and poloidal dependence for the f0, f
inj
1 , f
inj
2 , and f
inj
3 modes, as
well as the fkink mode analyzed in the next section, can be found in Fig. 10 for both datasets. The
modes exhibit a broad poloidal spectrum that is expected for this device; the surface probes are
on the bowtie-shaped boundary, and subsequently tend to observe many poloidal wavenumbers.
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Figure 8: 3D snapshots of B˜zn=2 from BIG-HIT simulations illustrate a dynamic spiral structure
that penetrates down the core and edge of the device, and connects through the injector mouths.
Corresponding 2D contour plots at Z = 0 of the same simulation data indicate that much of
this structure is oscillating roughly at f inj2 , thereby connecting the f
inj
2 mode found in the DMD
analysis with a physical structure with the correct n = 2 dependence. Lastly, a comparison at
Z = 0 between the simulation data B˜zn=2 and the sparsity-promoting DMD reconstruction using
f
inj
2 shows that much of the fine-scale structure can be captured by sparsity-promoting DMD.
5.5 Optimized DMD: Kink instability
Linear MHD stability is of considerable importance in the plasma physics community, especially
for confinement devices. While the interpretable models of the previous section allowed for the
identification of large-scale physical structures while avoiding overfitting, the optimized DMD is
useful for accurate modeling of transient instabilities over smaller time windows.
In Fig. 9, Poincare´ plots from BIG-HIT show closed flux surfaces that exhibit an n = 1 struc-
ture and quasi-periodic sawtooth activity from a (1, 1) kink instability, which is consistent with
the Kadomtsev or Wesson models [81]. This simulation is not in the fusion-relevant experimen-
tal regime (Lundquist number ≈ 108, plasma temperature > 1 keV) where modifications to the
sawtooth behavior from recent work [42] is expected. These modifications predict that sawtooth
crashes will not cause large changes to the safety factor on-axis. The BIG-HIT simulation ana-
lyzed here used a Lundquist number of approximately 106 and plasma temperature = 71 eV, and
showed the existence of large jumps of the on-axis safety factor correlated with the sawtooth ac-
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Figure 9: Poincare´ plots, generated using the full simulation data on the midplane at four consec-
utive instances, illustrate the evolution of the resistive kink instability.
tivity, providing robust evidence that this is an (n,m) = (1, 1) mode well-described by traditional
theory. The linear growth rate of the resistive (n,m) = (1, 1) kink is [81]
ν11 =
1
2pi
(
ηq′(R1)Bθ(R1)
µ20R
2
1ρ
) 1
3
. (17)
In the equation above, ρ is the mass density, R1 ≈ 0.9 m is the radius which satisfies q(R1) ≈ 1,
and rough estimates from the previous BIG-HIT analysis yield q′(R1) ≈ ∆q/∆R ≈ 0.05/0.05 = 1
and Bθ(R1) ≈ 100 G. Evaluating with these values gives ν11 ≈ 1000 s−1.
Optimized DMD captures an (n,m) = (1, 1) instability and obtains its growth rate for both
datasets in the window 26.8 ms ≤ t ≤ 27.1 ms. This phenomenon is robust for a range of SVD
truncation ranks from 10 ≤ r ≤ 50; when r < 10, the fit does not capture the exponential growth,
and when r > 50 the poor initial guess results in convergence to a sub-optimal minimum. For
values of 10 ≤ r ≤ 50, νkink ≈ 600 − 1100 s−1 using 5120 internal measurements, and νkink ≈
600−2000 s−1 using 24 measurements, in excellent agreement with the estimate of ν11 ≈ 1000 s−1.
To account for some models resulting in many growing modes, only modes with νj > 100 s−1
are retained; the major spheromak or injector modes are often below this threshold. Any modes
oscillating within 1 kHz of the injector frequency are also rejected, in an attempt to control for
modes directly driven by the injectors, which are known to have a n = 1 structure. The growth
rate reported is the weighted average of the remaining growing modes. To validate this approach,
the other two kink events observed in the full window 22.7 ms≤ t ≤ 28.5 ms are analyzed. Again,
the results indicate growth rates νkink ≈ 500− 2000 s−1 and similar spatial dependence.
The toroidal and poloidal Fourier decompositions of the modes, reported in Fig. 10, indicate
an (n,m) = (1, 1) structure, and the contour plots in Fig. 7 illustrate dominant n = 1 dependence
in the closed flux region. The surface probes indicate an m = 1 structure of the instability, despite
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Figure 10: Averaged toroidal mode content 〈B˜θn〉 of the surface and internal probes for the f0, f inj1 ,
f
inj
2 , f
inj
3 , and fkink DMD modes is shown for the two datasets. The surface probe decomposition
in the toroidal direction is in excellent agreement with the internal probe data except for the low-
resolution kink mode. This illustrates the global structure of f0, f
inj
1 , f
inj
2 , f
inj
3 and the local spatial
structure of the instability near the closed flux region. The f0 mode is almost purely characterized
by n = 0, reaffirming the physical interpretation of an axisymmetric spheromak. Modes f inj1 and
f
inj
3 indicate dominant odd n structure, which is expected because the injectors are intentionally
driven to produce a mostly n = 1 magnetic structure. Interestingly, mode f inj2 shows significant
mode content in the even n numbers. The instability fkink is observed at both low and high res-
olution to have a (1, 1) structure. Magnitude disagreements between the datasets are a result of
differences in the number and locations of the probes.
the broad spectrum. With the low-resolution dataset, the surface probes exhibit dominant n =
4 dependence. Many of the surface probe signals have barely perceptible changes during the
transient instability, and thus is reasonable that the spatial dependence of the instability cannot be
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consistently identified with these probes. The surface probe decomposition exhibits a dominant
n = 1 structure for the high-resolution dataset, which may be consistent with additional probes
resulting in a better representation of the magnetic field dependence of the instability.
Originally, it appeared possible that the injectors directly drive the n = 1 kinking, but this
analysis suggests that plasma generated activity is responsible. Another simulation using a set
of four injectors (two each on top and bottom) driving a primarily n = 2 magnetic structure,
indicates periods of closed flux followed by an opening of the flux surfaces by a n = 1 kink. This
lends further evidence to identification of this kink mode independent of the primary injector
magnetic configuration.
6 Conclusion
The sparsity-promoting and optimized variants of the dynamic mode decomposition have been
shown to enable the discovery of novel magnetic structures from a sparse set of measurements of a
driven spheromak. Spatio-temporal modes corresponding to the injector harmonics are identified,
along with the characterization of a resistive (1, 1) kink instability. Further, the evolution of these
modes is accurately captured by a low-rank, interpretable, and linear model, demonstrating the
potential for forecasting and real-time control. Importantly, we demonstrate the effectiveness of
DMD on data from both the HIT-SI experiment and accompanying BIG-HIT simulations.
The sparsity-promoting DMD is shown to provide an interpretable and physical model of
the major magnetic modes, while avoiding overfitting. This model leads to new discovery of
physical coherent structures in the BIG-HIT simulation. The f inj1 structure corresponds to the
dominant part of the driven injector fields. The f inj2 mode on the midplane was used to uncover
a previously unobserved 3D structure in the simulation that oscillates at f inj2 , has n = 2 toroidal
Fourier dependence, and spirals through the injectors near the boundary of the device.
The optimized DMD demonstrates more accurate signal reconstruction that may be useful for
forecasting and characterizing smaller-scale coherent structures. This method fully characterizes
a resistive kink instability on a small time window, indicating the ability for robust data-driven
identification of MHD instabilities, with implications for real-time control. These methods, with
online training and communication with other machine learning techniques with offline train-
ing [51, 60, 61], could prove useful for disruption mitigation. If both the discovery of interpretable
dynamics and the accurate characterization of instabilities is desired, the authors recommend a
joint use of both the sparsity-promoting and optimized DMD algorithms, as illustrated here.
While this paper has focused on magnetic measurements from a number of simple probes, in
principle, these methods only rely on a set of sparse experimental measurements of any relevant
plasma quantity. Thus, they should be highly applicable to a wealth of different diagnostics and
plasmas spanning much of the possible parameter space. Although all reduced-order methods
discussed here result in global spatial modes, the analysis can be restricted to small-scale spatial
structures by using a small number of nearby probes. Despite the localization of the resistive
kink instability near the closed flux, it was successfully identified with these methods by radially
averaging over the internal probe arrays, and visually confirming the n = 1 structure in the closed
flux region. To capture transient modes such as the resistive kink identified in this paper, the
methods can be applied on a small time window. This flexibility and generality make DMD an
excellent choice for the discovery of coherent plasma structures and instabilities, and subsequent
attempts to control them.
There are a number of important avenues of future research that are suggested by this analy-
sis. Zonal flows are ubiquitous, and their spatio-temporal structures are important for turbulent
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transport. A detailed analysis of the low frequency global potential oscillations on the TJ-II stel-
larator indicated the spatial structure had high sensitivity to the mean electric field profile [41]. A
data-driven DMD model for the evolution of the spatial structure of the zonal flows may facilitate
future control over the turbulent transport properties mediated by this mode.
For plasmas with important small-scale and transient turbulent structures, the biorthogo-
nal wavelet decomposition and reduced-order methods based on wavelets [20], such as multi-
resolution DMD [44] and multi-resolution biorthogonal decomposition [48], show significant promise.
These would be ideal for the analysis of coherent structures with small spatial and temporal corre-
lation lengths; for instance, quasi-coherent modes of this sort appear to be universal in the edge of
Alcator C-Mod plasmas [26]. The DMD framework has several other extensions that may improve
the analysis of complex experimental plasmas, which often have limited measurements, complex
multi-scale dynamics, and actuation. Another promising model for mapping nonlinear dynam-
ics onto approximate linear representations is the Hankel alternative view of Koopman (HAVOK)
analysis [11], which utilizes time-delay coordinates to enrich the sensor space.
Discovering the underlying coherent structures also facilitates control [9]. There are many un-
solved open and closed loop control problems in experimental plasma devices [3, 46]. The DMD
algorithm has been previously extended to decompose signals while disambiguating the system
dynamics from the effects of external forcing. This is ideal for discovering and then controlling
plasma-generated dynamics. In fact, DMD with control (DMDc) has shown significant improve-
ment over the traditional method on externally forced systems [59]. For the purposes of this work,
it was found that performance was similar when injector current waveforms were treated as actua-
tors. However, for other experimental devices, accounting for external actuation may significantly
improve discovery of plasma dynamics.
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