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The dynamics of quantized vortices in weakly interacting superfluids are often modeled by a
nonlinear Schro¨dinger equation. In contrast, we show that quantized vortices in fact obey a non-
Hamiltonian evolution equation, which enhances dispersion along the vortex line while introducing a
gain mechanism. This allows the vortex medium to support a helical shock front propagating ahead
of a dissipative soliton. This dynamic relaxes localized curvature events into Kelvin wave packets.
Consequently, a beyond local induction model provides a pathway for decay in low-temperature
quantum turbulence.
Quantized vortices are slender, non-diffusive regions of
low density about which the superfluid bulk circulates at
strengths defined by multiples of Plank’s constant scaled
by a characteristic mass [1]. The three-dimensional
Gross-Pitaevskii equation of mean-field theory restricts
this density depletion to a formally one-dimensional sub-
region, of the otherwise irrotational gas. This vortex de-
fect compromises the connectedness of the condensate in
accordance with Helmholtz theorem. If vorticity acts as
a primitive source of a fluid flow, then quantum liquids
are a setting where a complete theory of the topologi-
cal hydrodynamics is most likely. Such a theory will re-
solve mean-field physics at the scale of the vortex core
with that of the disordered arrangement of persistent
and stable vortex structures with homogeneous circula-
tion characterizing quantum turbulence. This quantum
tangle supports various cascade processes which transfer
energy between the spatial scales [2]. Unique to quan-
tum fluids is the Kelvin wave cascade which relaxes high
curvature cusps to small wavelength helical excitations
along the vortex. These waves transport turbulent en-
ergy to the boundaries [3]. In this Letter, we derive a
relatively simple, but non-Hamiltonian evolution of the
geometric properties of a vortex defect under local induc-
tion models. This evolution approximates dynamics at
intermediate scales and predicts that the vortex medium
transforms an initially localized curvature soliton into a
helical shock wave where a dissipative soliton travels be-
hind helical excitations. Gain mechanisms introduced
by the non-Hamiltonian structure results in an increase
of average curvature and signifies the emergence of the
small-scale structures necessary for acoustic emission.
The Biot-Savart integral provides a representation of
the velocity field by “un-curling” the vorticity field. Lo-
cally induced evolutions are given by asymptotic approxi-
mations to regularizations of this singular integral. There
are several regularization techniques available and all
yield a lowest order local induction approximation, which
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states that the binormal component of the velocity field
is proportional to local curvature [4]. Applying Hasi-
moto’s transform to the local induction approximation
defines a cubic focusing nonlinear Schro¨dinger evolution
of the curvature and torsion of the vortex [5]. This the-
ory predicts a bright curvature soliton defining a trav-
eling kink on the vortex line. We call the vortex state,
corresponding to this integrable dynamic of the geomet-
ric properties, a Hasimoto vortex soliton, see Fig. (1).
We study breakdown in the integrable theory through
a non-Hamiltonian description which introduces a cur-
vature gain/loss mechanism while enhancing dispersion
on the vortex medium. This model evolves the Hasi-
moto vortex soliton towards a log-normal type distribu-
tion, which we call a cascade soliton. Represented on the
vortex line, the soliton kink decreases its amplitude while
the curvature of the straight background increases ahead
of the disturbance. Our non-Hamiltonian dynamic pre-
dicts the existence of two qualitatively different dynam-
ical regimes, which are confirmed via simulation. For
small perturbations, the kink maintains its structure for
longer times, a robustness that is indicative of a dissipa-
tive soliton. Increasing dispersion erodes the previously
robust kink into a packet of Kelvin waves generating a
profile similar to a dispersive shock wave. This Letter
introduces a fully nonlinear integro-differential equation
and uses it to approximate the non-Hamiltonian dynam-
ics about the bright soliton fixed point of the integrable
theory. Prior to simulations, we consider the dynamics
predicted by the emergent gain/loss mechanism in con-
junction with the changes to plane wave dispersion to
understand the short-time behavior of a soliton.
Vortex filament methods simulate a quantum fluid
by evolving its vortical skeleton according to the Biot-
Savart integral and are significantly more efficient than
mean-field methods for vortex dominated flows [6]. Re-
cent simulations by Salman demonstrate that evolutions
given by the mean-field, Biot-Savart and induction mod-
els are consistent up to the point where the smallest
length scales dominate the physics, a known limitation
of filament methods [7]. At the same time, Bustamante
and Nazarenko have shown that the Biot-Savart inte-
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FIG. 1. Hasimoto’s Vortex Soliton. We depict the Frenet
frame, tˆ, nˆ, bˆ, for a hyperbolic secant (inset) bright soliton,
κ, τ = 1, from the integrable theory, 2iψt + 2ψss + |ψ|2ψ = 0,
corresponding to Hasimoto’s map applied to the local induc-
tion approximation, ~γt = κbˆ.
gral manifests from Gross-Pitaevskii mean–field dynam-
ics and provides a self-consistent regularization proce-
dure [8]. This allows us to derive a non-Hamiltonian
evolution consistent with a locally induced flow gener-
ated by a region of vortex whose arc-length is on the or-
der of the condensate healing length. Our prediction of
helical waves generated from a localized curvature event
is consistent with current models of energy transfer in
the highly quantum turbulent regime [9].
As shown in Fig. (1), we define ~γ ∈ R3 as the set of
points in three-space corresponding to a Hasimoto vortex
soliton, i.e., a bright curvature soliton shown in the inset
of Fig. (1). The vortex is parameterized by an arc-length,
s, and changes with time, t, so that ~γ = ~γ(s, t). In our
previous work we derive, from the Biot-Savart integral,
an exact representation of the velocity field induced by
a plane circular arc of vorticity [10]. The correspond-
ing asymptotic representation, taken to lowest order in
curvature, is equivalent to the local induction approxi-
mation. Specifically, the non-circulatory and non-axial
velocity field neighboring an arbitrary reference point on
the vortex line generates a flow satisfying the vector evo-
lution law,
∂~γ
∂t
= α
(
∂~γ
∂s
× ∂
2~γ
∂s2
)
, (1)
where the cross-product ~γs × ~γss = κbˆ is defined us-
ing the binormal vector of the Frenet-Serret frame and
κ = κ(s, t) is the local curvature. The Hasimoto vortex
soliton is a prediction of the local induction approxima-
tion, given by Eq. (1) where α = 1, and forms a propa-
gating curvature disturbance, κ(s, t) = 2 sech(s−t), with
constant torsion, τ = 1. To understand the fragility of
the integrable model, and its transition to a cascade soli-
ton, we consider the case of non-constant α.
The condensate healing length, ξ, defines the vortex
core size and its product with the characteristic curva-
ture, κ, yields the small parameter  = ξκ 1. The heal-
ing length, in ratio with the characteristic system size, d,
defines the parameter δ = d/ξ and is large when the char-
acteristic system size is taken to be the condensate width.
The proportionality constant in Eq. (1) is a function of
the dimensionless parameters, α = α(δ, ), and has a tidy
representation given by the matched asymptotic expan-
sion [11],
α(δ, ) =
Γ
4pi
[
ln
(
1
δ
)
+ ln
(√
1 +
2δ2
8
)]
, (2)
where Γ measures the strength of the condensate circu-
lation about the vortex line. The local induction ap-
proximation retains only the curvature-independent log-
arithmic singularity and is defined as Eq. (1), where
α = α(δ,  = 0). If we assume that  is not formally zero,
then the scale separation   δ  δ defines a regime
where the linearization of Eq. (2), i.e. the local induc-
tion approximation, is accurate. If a parameterization is
given, then the characteristic length, d, can be associated
with the domain of Biot-Savart integration. Parameter-
izing an arbitrary vortex element by a plane circular arc
gives a wide range for the non-dimensional parameter,
δ ∈ (0.3416293, 100). The lower bound of this interval is
given by the Bustamante-Nazarenko regularization, while
the upper bound corresponds to a vortex ring with a ra-
dius on the order of tens of micrometers. While this
approach can maintain the previous scale separation, it
also permits the study of flows induced by arcs of vor-
ticity with small central angle such that δ = O(). We
specifically consider motion induced by filament elements
whose length is near the new self-consistent cutoff [8].
Hasimoto’s transformation rotates the Frenet basis
into C3 where the geometric wave function, ψ(s, t) =
κ(s, t) Exp
[
i
∫ s
0
ds′τ(s′, t)
]
, carries the curvature and tor-
sion variables of a vortex line satisfying local induction
approximation [5]. This transformation is robust and can
be used to map more general flows, often leading to com-
plicated integro-differential equations [12,13]. Restrict-
ing ourselves to binormal flows defined by Eq. (1) and
applying the asymptotic representations of α we recast
the corresponding integro-differential equation as a fully
nonlinear differential equation. The predicted dynamical
state is a cascade soliton, which is a solitary wave accom-
panied by helical excitations, and is depicted in Fig. (2).
Measuring time in units defined by the ratio of charac-
teristic vortex with curvature, fluid circulation, and the
first term in the expansion of α, t˜ = 4piγ˜/(κ˜Γa0(δ)), gives
α(δ, 0) = 1. Application of the Hasimoto transformation
to the general case, α = α(δ, ) yields a nonlinear integro-
differential evolution of the geometric variables,
iψt + [αψ]ss +
α
2
|ψ|2ψ + ψ
2
∫ s
|ψ|2αs′ ds′ = 0. (3)
3Gain
Dispersion
FIG. 2. Non-Hamiltonian Cascade Soliton. An initial Hasi-
moto vortex soliton experiences dispersion producing heli-
cal waves propagating ahead of the soliton kink. The non-
Hamiltonian gain mechanism supports both the kink and the
helical excitations as the localized curvature event is transi-
tioned to a cascade process.
This evolution maintains a Schro¨dinger structure, how-
ever, it is difficult to derive useful information from it.
The small parameter   1 provides an expansion of α
in powers of κ. For Eq. (2), we find that α(−κ) = α(κ).
After truncating quartic and higher terms we arrive at
the simpler evolution,
iψt + ψss +
1
2
|ψ|2ψ + λ
([|ψ|2ψ]
ss
+
3
4
|ψ|4ψ
)
= 0, (4)
which we call the non-Hamiltonian vortex cascade equa-
tion (NVC). The correction parameter, λ, depends on
our dimensionless constants and is the ratio of the sec-
ond and first coefficients in the expansion of α. In the
local induction approximation λ = 0 and we have an
integrable theory. If λ 6= 0, then integrability is compro-
mised so severely that nearly all underlying symmetries
are broken. With the exception of arc-length, a quantity
conserved by the binormal flow itself, nothing typical,
like energy or momentum, is conserved.
To understand this loss of mathematical structure we
inspect the the fully nonlinear term
[|ψ|2ψ]
ss
. One can
show that there does not exist a functional whose varia-
tional derivative satisfies the necessary self-adjoint con-
ditions and therefore the evolution cannot be written
as an infinite dimensional Hamiltonian system [14,15].
The system is invariant with respect to arbitrary time
and space translations. However as the system is not
Hamiltonian, Noether’s theorem does not apply and our
continuous symmetries need not correspond to conserved
densities. Application of the SYM symmetry software
package [16] to Eq. (4) found no additional continuous
symmetries. Additionally, a Mathematica package that
symbolically calculates conservation laws found no low-
order conserved densities [17]. While the system does
possess discrete parity and time symmetries, we consider
non-symmetric, time-irreversible dynamics of the nonlin-
ear evolution.
Without
[|ψ|2ψ]
ss
, Eq. (4) is a complex quintic
Ginzburg-Landau equation used in the study of dissipa-
tive solitons [18]. Our real coefficients imply a Hamil-
tonian structure and a nonlinear gain/loss mechanism
must enter through other means. Madelung’s trans-
formation decomposes Schro¨dinger evolutions into real
and imaginary parts [19]. Transforming Eq. (4) yields a
system of first-order evolutions on the bending density,
ρ = κ2 = |ψ|2 and torsion. From this system we find that
the total bending across the vortex,
d
dt
∫ b
a
κ2 ds = −2λ
∫ b
a
ρsρτ ds, (5)
is no longer conserved in time. Specifically, the bend-
ing dynamics arise from the correction term and are, in
part, determined by the helicity density, ρτ . This den-
sity corresponds to the momentum density in the conden-
sate picture, and is also not conserved by the NCV for
superpositions of helical modes. This non-Hamiltonian
geometric gain/loss mechanism provides a pathway for
dissipative soliton dynamics. For example, if the tor-
sion is positive, then bending energy grows/decays over
regions where curvature is decreasing/increasing. Simu-
lations indicate that this feature is robust against distor-
tions manifesting from plane wave dispersion.
A plane wave solution of the form ψ = Aei(ks−ωt)
defines a single mode helix. According to the NVC
plane waves obey the corrected nonlinear dispersion re-
lation [20],
ω(k,A, λ) = k2(1 + λA2)− A
2
2
− 3λ
4
A4. (6)
The initial state of the Hasimoto soliton is given by
ψ = 2sech(s)eis, which defines a narrow-band curvature
packet, with over 99% of its total initial bending captured
between wave numbers k ∈ [0, 5]. Relating the wave am-
plitude, A, to wavenumber via Fourier transform allows
us to plot the group velocity for the initial data, which is
given in Fig. (3). These data show that increasing λ en-
hances the propagation speed of long wavelength curva-
ture modes. Enhancing dispersion of these modes causes
the curvature function to distort. Simulations indicate
that the peak jettisons curvature, which causes the first
moment of the distribution to propagate faster, distorting
the distribution into a log-normal form. Additionally, the
simulations depict a localized curvature peak that stays
discernible under considerable dispersion because of the
support provided by the emergent gain/loss mechanism.
If total bending were conserved, then the dynamic would
cause the peak amplitude to erode completely into the
vortex.
Our non-Hamiltonian vortex dynamics can be simu-
lated through the vector evolution equation, Eq. (1), on a
mesh of points representing the vortex in R3, or by scalar
evolution of the geometric variables through the NVC. In
this way the Hasimoto transformation effectively sepa-
rates the geometric evolution from its Frenet-Serret rep-
resentation and is significantly more efficient if vortex
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FIG. 3. Dispersion of Hasimoto’s Soliton. The non-
Hamiltonian evolution enhances to group velocity of the long
wavelength modes in an initial soliton state. The speed of the
curvature peak and first moment (inset) are increasing func-
tions of λ until roughly λ = 0.19 where a majority of shape
defining Fourier modes leave an eroding peak to bolster the
first moment.
visualization is not required. In addition to the height-
ened regularity requirements on the geometric variables
for the Hasimoto transformation, it should be noted that
the boundary conditions for each problem are physically
different. Specifically, for an arc-length variable s ∈ [a, b],
Dirichlet boundary conditions, ψ(a, t) = ψ(b, t) = 0,
allow for freely moving endpoints with zero curvature.
In contrast, Dirichlet conditions on the vector evolution
fix the endpoints, ~γ(a, t) = ~γa and ~γ(b, t) = ~γb where
~γa, ~γb ∈ R3. To suppresses any differences manifesting
from the endpoint behavior, we simulate Hasimoto’s soli-
ton under both the vector and scalar evolutions on an
arc-length domain an order of magnitude larger than the
characteristic width of this curvature disturbance [21].
The total bending was calculated for both methods and
found to have less than 1% squared relative error in the
curvature across the lifetime of the simulation. Our fo-
cus is on simulations where λ = 0.17, which displays fea-
tures types of non-Hamiltonian waves, and corresponds
to flows generated by arcs whose length is near the reg-
ularization limit.
The NVC predicts two qualitatively different dynami-
cal regimes, one characterized the cascade soliton and the
other by the strong dispersion of this dissipative soliton.
Figure (4) plots curvature as a density for λ = 0.17 and
we see that the maximum amplitude is strongly local-
ized while the bending energy disperses in the direction
of peak propagation. In Fig. (4a) we plot the maximum
value, first moment (red) and wave front (yellow), i.e.,
the furthest point ahead of the peak were κ ≈ 2% of the
initial peak value are fitted to linear models with square
residuals, 0.99999, 0.999198, 0.998574, respectively. Our
simulations also show the presence of breathing oscilla-
tions, seen by the dark side bands to the peak appearing
twice. In Fig. (4c) the middle of a breath can be seen
as pinch in the curvature function occurring at t = 15
and is plotted along with curvatures at t = 0, 5, 10, 25 in
the co–moving frame. Simulations omitting the
[|ψ|2ψ]
ss
term exhibit a similar dynamic and indicates that breath-
ing is, in part, a consequence of the quintic nonlinearity.
The completion of two breaths was corroborated with a
power–spectrum analysis of the time data. In addition to
this breathing, the gain/loss mechanism creates an asym-
metry in the curvature profile that when coupled to dis-
persion leads to a trailing helical wake of low wavenumber
curvature modes. The dissipative/cascade soliton corre-
sponds to the peak amplitude following the helical exci-
tations. Additional simulations show that for λ < 0.17
we see a similar dynamic, but the peak is strongly main-
tained and less curvature is dispersed. Also, for λ > 0.17
the peak speed begins to decrease as low wavenumber
modes shift the curvature distribution to a log-normal
form. While the curvature peak is discernible, it is dif-
ficult to spot immersed in a sea of Kelvin waves. Addi-
tionally, the breathing is abated on the simulated time
scale of 40 seconds. If a condensate is punctured by a
vortex defect with circulation 997× 10−4µm · cm, length
100µm and core size of 0.67µm, then for an vortex el-
ement whose radius of curvature is 12µm, a reasonable
size for a vortex ring, Eq. (2) yields a characteristic time
scale on the order of milliseconds, which is with the range
of times considered in reconnection studies [22-26].
Understanding that the Biot-Savart integral is a man-
ifestation of the mean-field Gross-Pitaevskii dynamics of
the condensate, our beyond local induction model self-
consistently describes the dynamics of isolated quantized
vortices whose flow is induced at length scales nearing the
healing length. While this non-integrable and computa-
tionally inexpensive result can be easily added to current
filament models, it is also a useful symbolic tool for inves-
tigation of post reconnection dynamics [27]. One expects
that such events are the driving mechanism of highly
localized curvature distributions which are now experi-
mentally realizable for condensates with a few vortex de-
fects [28]. Perhaps through minimally defected flows we
can gain greater insight into Onsager’s conjectured mech-
anism of anomalous dissipation which asserts that weak
solutions of inviscid fluid dynamics are not necessarily
conservative and that the geometry itself is capable of
relaxation by radiating turbulent energy toward the fluid
boundaries [29].
In conclusion, we derive a non-Hamiltonian evolution
for the curvature and torsion of a quantized vortex that
breaks the integrability of the local induction approxima-
tion and introduces a helical shock wave on the vortex
medium. Such a dynamic is necessary to support the cas-
cade process associated with low temperature quantum
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FIG. 4. Cascade Dynamics. (a) For moderate dispersion the
cascade soliton has a well defined peak as it breaths and dis-
perses. The clearly defined peak is tracked along with the
first moment (red) and wave front (yellow) on a density plot
of curvature. (b) Additionally, we depict vortex configura-
tions at t = 5 (orange), t = 15 (green) which illustrates the
breathing dynamic. (c) Lastly, a sequence of curvatures at
five-second intervals are plotted against the initial state, ad-
justed for translations, and show a clear asymmetry in the
profile in addition to the breathing.
turbulence. The shock consists of a leading packet of
Kelvin waves dispersed from a dissipative vortex soliton,
i.e., a non-Hamiltonian cascade soliton.
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