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Abstract
The synthesis problem is a critical stage in the design of mechanisms. It can be
formulated as an optimization problem and ways to solve this have been the subject of
much recent research. A number of methods based on the ideas of adaptive computing
have emerged. This interest in this paper is a comparison of these approaches with
the conventional direct search and gradient methods. This comparison is made by
considering three case study examples, based on four bar mechanisms, and comparing
the results obtained by conventional means with those published for the newer methods.
It is found that the conventional methods perform at least as well as the others and
arguably involve a more simple and intuitive problem formulation.
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1
1 Introduction
The problem of synthesising a mechanism to output a prescribed path is an important one
in the area of mechanism design [1, 2, 3, 4]. Given an output path, specied normally as a
collection of discrete precision points, the task is to nd a mechanism whose output traverses
these points exactly or, at least, as closely as possible. There may additionally be restrictions
in terms of specifying the required value of the drive angle for each of the precision points.
The problem can of course be formulated as as collection of non-linear equations each of
which corresponds to one of the precision points. This formulation, in turn, can be recast
by forming the sum of the squares of the \errors" associated with each equation. This is
treated as a function of the mechanism parameters and a conguration sought which makes
the function zero or, at least a (local) minimum.
In this way, the synthesis task becomes an optimization problem. A variety of dierent
numerical techniques can be applied. These include the \traditional" direct search and gra-
dient methods [5, 6, 7, 8], as well as adaptive computing methods such as genetic algorithms
[9, 10, 11, 12, 13], and methods based around constraint programming [14].
Given this array of dierent approaches, two question arise. The rst concerns how
the various methods compare and whether there, in some sense, a best method for the path
synthesis problem. The received wisdom is that \traditional" search methods depend heavily
upon a reasonably good seed mechanism from which to start if they are to home in on a
local optimum. In contrast, adaptive methods are able to search over a much wider region of
feasible designs and hence are more likely to reach a global optimum. However the resolution
of adaptive methods may be less good: that is to say, they are less able to determine the
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precise optimum within the local space of the global solution when compared to a traditional
method given an appropriate seed. This suggests an approach of using an adaptive method
to nd the general region in which the global optimum lies and then a more traditional
method to nd it exactly.
The second question (which is not addressed in any detail in this paper) relates to how
mechanism designers work and hence what numerical approaches are best suited to computer
aids. Experience over a number of years of working with designers suggests that it is very rare
for an entirely new mechanism to be required. Instead, designs migrate from one previously
successful design to the next. A radically dierent design may not be welcome partly because
of unfamiliarity with its properties (and potential diculties) and partly because it may
violate implicit constraints on size and avoidance of clashing with other parts of the system.
If this is the case, then it suggests that an acceptable approach in practice is to start with
an existing successful mechanism and use this as a seed for a local search to satisfy the new
design requirements.
One approach to achieving this is to represent a mechanism using constraints (or rules)
that govern the relationships and requirements, and then to resolve the constraints and
hence determine a conguration that satises the requirements. Interest in constraint-based
approaches to design has become increasingly apparent in recent years [15, 16, 17, 18, 19, 20].
Again there is a variety of ways in which the constraints can be resolved [21, 22, 23, 24, 25].
For mechanism design, one is interested in an approach which is congruent to the way in
which designers wish to work: hence the above question. Additionally the approach needs
to be general-purpose as it is convenient to add in additional constraints (not necessarily
related to the mechanism itself but to how it interacts with its environment) and the form
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of these is not necessarily known a priori [18].
It is also worth noting that the performance of a solution approach is not generally of
paramount concern to the user. Since new mechanisms are sought infrequently, whether it
takes a few seconds or a couple of minutes to nd a good solution does not matter. What is
required is robustness of the solution process.
This paper is interested in the rst question { comparing the various proposed approaches
for the purpose of mechanism synthesis. Advantage is taken of the fact that several recent
publications (considering adaptive methods) [10, 11, 13] have appeared which consider the
same collection of case study examples. These same examples are here considered using
\traditional" approaches in order to create the required comparison.
The next section discusses the formulation of the mechanism synthesis problem in terms of
optimization and in section 3 an overview of the various solution methods is provided. Section
4 discusses three dierent mechanism examples and the results of applying the methods to
them. Finally some conclusions are provided.
2 Problem formulation
A four bar linkage (4R mechanism) consists of three moving components: the crank, the
coupler, and the driven link. The fourth link is the (xed) base to which the crank and
driven links are attached. One way to obtain output from the mechanism is via an o-set
point which is part of the coupler. The general arrangement is shown in Figure 1, which also
shows the path of the oset point.
The following notation is used here. The (xed) pivots for the crank and driven links
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Figure 1: Four bar mechanism and notation
are at positions (x1; y1) and (x2; y2) respectively. The crank, coupler and driven links have
lengths d1, d2, d3 respectively. The oset point lies at position (p; q) relative to a local set
of axes for the coupler as in Figure 1. These nine parameters dene the mechanism and its
oset point.
The angle of the crank, relative to the global x-axis, is denoted by . Let  and  be
the corresponding angles for the coupler and driven links. Then for a given crank angle, the
relations which determine the other two angles are the following.
X() = d1 cos  + d2 cos+ d3 cos − (x2 − x1) = 0
Y () = d1 sin  + d2 sin+ d3 sin − (y2 − y1) = 0
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For any given value of  these equations can be solved in a variety of ways. The easiest is to
use the cosine rule in the triangle formed by the ends of the driven link and the free end of
the crank. This yields
 = γ  cos−1

+D2 + d22 − d23
2d2D

 = γ  cos−1
−D2 − d23 + d22
2d3D

where
D2 = (x2 − x1 − d1 cos )2 + (y2 − y1 − d1 sin )2
γ = tan−1

y2 − y1 − d1 sin 
x2 − x1 − d1 cos 

More generally, the ability to assemble as the crank is taken around a full cycle can be
assessed as follows. Suppose the crank angle varies over m values i for 1  i  m. Then
the expression
Ea =
mX
i=1
X(i)
2 + Y (i)
2 (1)
is non-negative and is only zero if the mechanism assembles at each of the m crank angles.
A value of zero only says that the mechanism assembles correctly at each of the m points
considered. It does not guarantee that the mechanism cycles correctly between them, but
experience suggest Ea provides a useful guide provided m is suciently large (say at least
180 with the i equally spaced).
Suppose that a desired output path is specied by means of an ordered collection of n
points, Ri for 1  i  n. Let r() be the position of the oset point when the crank angle
is , and suppose that angles i correspond to the prescribed points on the path. Then the
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error in matching the path can be measured by
Ep =
nX
i=1
jr(i)−Rij2 (2)
or by the root mean square (rms) error given as follows.
Er =
p
[Ep=n] (3)
One approach to nding a mechanism to follow a given path is to consider the combination
E = WpEp + WaEa
where Wp and Wa are non-negative weighting values. This is a function of the n+9 variables,
namely the nine parameters for the mechanism and the n crank angles corresponding to the
path points. A minimum of the combination E is sought by adjusting the variables. In the
examples discussed here, the value of Wa is taken as zero for simplicity and it is assumed
(and later checked) that the mechanism does assemble correctly throughout the cycle.
A variation on the problem is to assume that the crank angles are specied absolutely.
In this case, E is treated as a function of the nine parameters of the mechanism. If the
crank angles are specied relative to each other, then there are ten variables to consider in
minimising E.
3 Optimization methods
When the path matching problem is expressed as an optimization problem it takes the form
minimize f(x) =
X
i
wifi(x)
2
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where x is a vector of design parameters, wi is a positive weighting factor, and each fi(x) is a
pre-dened function. This form of optimization occurs in other areas of design, particularly
constraint-based design, where the functions fi(x) relate to the constraints [18, 21, 23, 25,
26, 27, 28]. The nature of the expression means that a least squares problem is being solved.
The interest here is in investigating the performance of several numerical optimization
methods that are readily available. These methods need to deal with single-objective, least
squares, unconstrained optimization problems.
Such methods can be roughly divided into two classes. The rst are the \traditional"
methods which are essentially direct search in nature, or which merge into Newton methods
when they use numerical approximations for the required derivatives [29, 30, 31]. The sec-
ond class comprises the more recent methods which are (in some sense) \evolutionary" or
\adaptive" [32, 33, 34, 35]. These include methods such as simulated annealing and genetic
algorithms and their variations.
The \traditional" methods used are as follows. They are general-purpose methods and
were chosen either because of their ease of implementation or because an existing implemen-
tation (via a library) was available.
 The method of Hooke and Jeeves (HJ) [29]. This is perhaps the most basic direct
search method. The objective function f(x) is repeatedly evaluated while incrementally
changing each of the components of x in turn. At each stage the process changes the
\current position" to that corresponding to the lowest value of the objective function.
The code used is that implemented by the authors.
 Powell’s direct search method [29]. This is an extension of the method of Hooke and
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Jeeves which allows the search directions at each stage to be updated so that one
aligns with the expected direction towards an optimum position. The code used is
that implemented by the authors.
 The function fminunc() provided by MATLAB in its optimization toolbox [36]. This
function performs unconstrained optimization using a Quasi-Newton method [30].
 The sequential quadratic programming (SQP) method from the NAG library [37].
This algorithm is for non-linear, constrained, optimization problems and it is based
on solving a series of sub-problems which aim to minimize a quadratic model of the
objective function subject to a linearization of the constraints.
 The derivative-free bundle method (DFBM) supplied as part of the GANSO (Global
And Non-Smooth Optimization) library from University of Ballarat [38]. The DFBM
method [39] is intended as an ecient method for nding local minima for problems
with non-dierentiable objective functions.
The following four evolutionary methods are considered here. They were chosen be-
cause they have appeared in recent publications applied to the path matching problem with
numerical results being given for the same case study examples.
 Tabu search (tabu) (cf. [11]). This is a direct search method which maintains lists of
recently searched positions so as to avoid unwanted repeated searching in these regions.
Thus the allowable neighbourhood of the current location is often reduced until the
process decides that a previously considered region needs to be revisited.
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 The Tabu-Gradient method (tabugrad) [11]. This represents an extension of the basic
tabu search method. After each local direct search stage, an additional gradient search
is undertaken to encourage better progress towards the (local) minimum.
 The genetic algorithm - fuzzy logic (GA-FL) method [10]. This involves the use of
a conventional genetic algorithm. This requires bounding intervals to be imposed on
the components of the design vector x. The algorithm monitors the progress of each
component and uses techniques of fuzzy logic controllers to update these bounds as
the search progresses.
 The Smaili-Diab (SD) method [13]. This method is specically for the synthesis of
mechanisms to generate a prescribed path. Its search process is based on an ant-search
algorithm [34]. Here a number of search directions are proposed as trails for the \ants"
to follow. Depending on how successful these turn out to be in terms of reducing the
objective function, some trials are excluded and others are investigated further on a
stochastic basis.
4 Results
In this section three dierent case study examples are considered. In each case, a four bar
mechanism is sought. The path synthesis problem is solved using the \traditional" methods
given in the previous section. The results are compared with results available from the
literature for the same examples.
The selection of suitable seed mechanisms as starting points for optimization searches is
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of course critical. It is not always clear which were used in the previously published examples.
What has been done here is as follows. A catalogue of mechanisms [40] was used in which the
required output path could be entered and the closest matches from the catalogue inspected.
Such matches can vary considerably in terms of the position of the mechanism relative to the
path and the way in which the dyad formed by the coupler and driven links assembles. A
choice for a seed was made by selecting a mechanism from the catalogue similar in position
and dyad assembly (but of course not exactly the same) to the published results being using
for comparison.
For each example, the assessment of resultant mechanisms is in terms of the root mean
square (rms) error as given by equation (3). For published mechanisms, the details provided
for the geometry were used to simulate the motion and hence obtain the rms error in a
consistent way for comparison purposes.
4.1 Problem 1: simple path match (10 points)
The required path [11] is specied by 10 points. These are given in table 1 and are shown
in gure 2. The crank angle corresponding to each precision point is also specied. The
optimization problem can therefore only vary the nine degrees of freedom of the mechanism.
1 2 3 4 5 6 7 8 9 10
x 1.0 1.5 2.0 2.5 3.0 3.5 4.0 3.5 2.5 1.5
y 1.5 2.0 2.0 2.0 2.0 2.0 1.5 1.0 1.0 1.0
 0 35 87.5 105 140 175 192.5 262.5 280 315
Table 1: Precision points and prescribed crank angles for problem 1
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Figure 2: Precision points forming path for problem 1
Seed Tabu Tabugrad HJ Powell MATLAB NAG GANSO
Figure 3: Mechanisms for problem 1
The results are shown in table 2 and they are displayed in gure 3. These show the seed
mechanism used for the conventional search processes. Comparison is with the results for
the tabu and tabugrad methods [11].
It is seen that all the methods succeed in obtaining good mechanisms in the sense that
the values of the rms error Er are small. The tabu method performs worst but its variation,
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Seed Tabu Tabugrad HJ Powell MATLAB NAG GANSO
x1 2.0 1.9500 1.9426 1.9412 2.0231 1.8903 1.8546 1.8798
y1 10.0 10.0000 10.0000 10.0136 10.4883 10.7923 11.3602 10.0305
x2 2.0 2.0574 3.4391 1.9956 3.7000 3.6763 3.8298 3.1656
y2 8.0 7.5175 7.7508 7.4669 8.1652 8.3575 8.8034 7.7928
d1 0.5 0.5673 0.5976 0.5771 0.5897 0.5997 0.5974 0.5810
d2 3.0 2.9874 4.4178 2.8647 4.7511 4.6970 4.7810 3.4644
d3 2.0 2.2143 2.7132 1.9861 2.8805 2.6433 2.4767 1.7634
p 6.0 5.9078 3.7362 6.6373 3.6727 4.2654 4.7659 5.0759
q -6.0 -6.1318 -7.6875 -5.3972 -8.2400 -8.3009 -8.6725 -6.9104
Er 1.3696 0.3063 0.1621 0.2275 0.1633 0.1618 0.1617 0.1702
Table 2: Mechanism parameters and rms errors for problem 1
the tabugrad method, performs better. This together with the Powell, MATLAB and NAG
methods perform equally well in terms Er, with their values diering by less than 1%.. It
is interesting to note however, that the mechanisms themselves show some variation; for
example, the value of y1 varies between 10.00 and 11.36 over the results from these four
methods.
It was noted that the seed mechanism used here was not the one from the catalogue that
was deemed to give the closest match. The best one had the dyad formed by the coupler
and driven links in the other conguration. This is shown on the left in gure 4. The gure
also shows the results of using this as the seed for the search methods and the details are
given in table 3 (although no comparison with other published results is possible). Again the
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MATLAB and NAG produce the smallest rms errors and these are better than the results
from the previous seed, with a reduction of 10% in Er. However, this reduced error is at the
cost of a larger mechanism.
Seed HJ Powell MATLAB NAG GANSO
x1 0.3889 2.0703 2.0670 1.5553 1.5330 2.0929
y1 5.8500 7.2754 7.1050 16.5036 16.9794 7.1140
x2 2.6508 2.6873 1.9338 -1.9617 -2.0713 2.5652
y2 5.0820 5.7306 5.6060 11.2502 11.5858 5.5654
d1 0.7978 0.5338 0.4811 0.5937 0.5909 0.5389
d2 2.3944 2.1669 2.3903 8.1221 8.2254 2.3055
d3 2.3944 1.7901 1.5665 2.4013 2.3350 1.8650
p 4.7888 4.8048 3.8584 9.8547 10.2748 4.4323
q 1.1972 3.3426 4.1665 11.3303 11.5925 3.5912
E 0.9772 0.2351 0.2274 0.1446 0.1446 0.2299
Table 3: Mechanism parameters and rms errors for problem 1 with reversed dyad
4.2 Problem 2: simple path match (18 points)
The second problem involves a path with 18 points [11]. These are given in table 4 and
shown in gure 5. Again angles are associated with each point, but now these only represent
relative values between crank angles. The starting point for the angles can vary and there
are now 10 degrees of freedom to work with.
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Seed HJ Powell MATLAB NAG GANSO
Figure 4: Mechanisms for problem 1 with reversed dyad
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
x 0.5 0.4 0.3 0.2 0.1 0.05 0.02 0.0 0.0 0.03 0.1 0.15 0.2 0.3 0.4 0.5 0.6 0.6
y 1.1 1.1 1.1 1.0 0.9 0.75 0.6 0.5 0.4 0.3 0.25 0.2 0.3 0.4 0.5 0.7 0.9 1.0
 30 50 70 90 110 130 150 170 190 210 230 250 270 290 310 330 350 370
Table 4: Precision points and prescribed crank angles for problem 2
The resultant mechanisms (together with the seed used for the search methods) are given
in table 5 and are shown in gure 6.
Comparison is now with the results of using the tabugrad method [11]. It is clear that
while this method has found a result with a low rms error, the mechanism obtained has
a very long driven link, which may not be applicable in practice. The other methods also
generate low rms error with Powell, MATLAB, NAG and GANSO all out-performing the
tabugrad result. In fact, the last three of these converge to essentially the same mechanism.
The value of Er for MATLAB and NAG is 26% smaller than the value for tabugrad.
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Figure 5: Precision points forming path for problem 2
4.3 Problem 3: transfer mechanism (25 points)
A trajectory within a packaging machine [41] provides the 25 precision points for this nal
case [10, 11, 13]. The points are given in table 6 and are plotted in gure 7. Crank positions
are not specied and so the optimization process involves a total of 34 degrees of freedom.
Comparison is now made with results from the GA-FL method [10, 11] and (what is here
referred to as) the SD method [13].
Table 7 gives the mechanism parameters for the various solution obtained, and table 8
provides the crank angles corresponding to each of the 25 precision points.
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Seed Tabugrad HJ Powell MATLAB NAG GANSO
x1 0.7041 0.5856 0.7275 0.7474 0.5586 0.5586 0.5478
y1 0.8712 0.7346 0.8004 0.7449 0.7188 0.7188 0.7214
x2 1.5560 -9.5300 1.6446 1.6273 1.3193 1.3193 1.5617
y2 0.1040 -0.9981 0.2054 0.2554 0.4403 0.4403 0.4843
d1 0.3818 0.3297 0.3427 0.3176 0.3132 0.3131 0.3174
d2 0.7636 0.5012 0.7002 0.6660 0.4445 0.4445 0.4377
d3 1.1453 10.1910 1.0284 0.7222 0.7147 0.7147 0.9921
p 0.3818 0.1000 0.2038 -0.0954 -0.0264 -0.0264 0.0087
q -0.3818 -0.3805 -0.4942 -0.5306 -0.3670 -0.3670 -0.3592
 -0.2765 0.2363 -0.3798 0.4609 0.3340 0.3348 0.2075
Er 0.0446 0.0308 0.0332 0.0270 0.0226 0.0226 0.0232
Table 5: Mechanism parameters and rms errors for problem 2
All methods succeed in creating small rms error values. However all the \traditional"
methods succeed in nding smaller errors than two adaptive approaches. In particular, the
MATLAB and NAG nd the best results, with reductions in Er of 59% and 68% compared
to GA-FL, although interestingly the mechanisms are signicantly dierent.
5 Discussion and conclusions
The mechanism synthesis problem is critical for the design of high performance machinery.
It can be formulated mathematically as an optimization problem in which the free variables
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Seed HJ Powell MATLAB NAG GANSO
Tabugrad
Figure 6: Mechanisms for problem 2
(7.03,5.99) (5.43,3.56) (3.76,1.22) (3.76,4.91) (5.07,6.85)
(6.95,5.45) (4.93,2.94) (3.76,1.97) (3.76,5.47) (5.45,6.84)
(6.77,5.03) (4.67,2.60) (3.76,2.78) (3.80,5.98) (5.89,6.83)
(6.40,4.60) (4.38,2.20) (3.76,3.56) (4.07,6.40) (6.41,6.80)
(5.91,4.03) (4.04,1.67) (3.76,4.34) (4.53,6.75) (6.92,6.58)
Table 6: Precision points for problem 3
are the parameters of the mechanism itself and, possibly, the position of the drive element
when each precision point is attained. A number of numerical optimization schemes are
available for attempting to handle the problem. These range from the \traditional" direct
search and gradient through to the more recent adaptive methods such as genetic algorithms
and simulated annealing.
A range of these methods has been applied to three case study examples. The aim has
been to investigate whether the adaptive approaches oer advantages over the \traditional"
ones. What has emerged is that there is no such advantage, at least in the cases consid-
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Figure 7: Precision points forming path for problem 3
ered. All methods succeeded in nding mechanisms with low rms values. However, some of
the direct search and gradient methods, notably those used from the MATLAB and NAG
packages, always performed better.
It may be argued that adaptive methods are less good at converging to a particular
solution but are better at covering the design space and hence locating a global optimum
(rather than a local one). They are thus less dependent on the choice of a good seed
mechanism as a starting point. However, in the case of the rst case study, all methods
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Seed GA-FL SD HJ Powell MATLAB NAG GANSO
x1 -4.1335 -2.4000 -5.5956 -4.2735 -3.8363 -2.2700 -1.7706 -3.8361
y1 -3.5471 -4.0000 -1.1518 -3.2271 -0.8420 -1.2899 1.6308 -2.9365
x2 5.8922 5.5470 3.9317 6.0822 4.2159 5.7418 5.7268 4.4178
y2 -1.3847 0.2250 0.6459 -1.0347 0.6799 0.4321 0.1493 0.4288
d1 2.5601 3.0100 2.5086 2.7201 2.5195 2.7214 2.3465 2.6640
d2 7.7000 8.8000 7.8675 7.9300 6.3551 6.2997 4.3420 7.7646
d3 7.7000 8.8000 5.0408 7.7400 5.2433 7.3845 5.6466 6.6313
p 11.5500 8.6260 11.8209 11.5400 9.9059 7.7251 7.4732 10.2653
q -3.8500 -6.9850 -2.5633 -3.7900 -3.2216 -5.0724 -1.4000 -5.3416
Er 0.1935 0.1584 0.1878 0.1331 0.0736 0.0646 0.0511 0.1010
Table 7: Mechanism parameters and rms errors for problem 3
succeeded in nding low rms mechanisms when starting from a particular seed. But the
adaptive methods failed to nd a better alternative which was found using the \traditional"
methods when starting from a dierent seed (obtainable via a catalogue of mechanisms).
It is concluded therefore that the \traditional" direct search and gradient methods act as
a good general-purpose tool. They are straightforward to implement and succeed in nding
good solutions. In practice, a lot of mechanism design is variational, with the designer trying
to adapt an existing design to a new application. In such cases, the current design can act
as a suitable seed from which to start. The methods tend to stay close to this seed and thus
are likely to provide a solution with which the designer is familiar and condent.
In cases where a range search is required a combination of approaches seems natural. An
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Seed GA-FL SD HJ Powell MATLAB NAG GANSO
1 58.50 63.41 39.21 61.99 43.07 53.98 36.55 57.82
2 73.13 80.61 59.23 76.35 60.19 68.15 53.32 72.80
3 84.05 91.31 71.11 86.39 71.90 78.49 63.98 83.63
4 96.23 102.78 84.15 97.72 84.48 89.98 75.35 95.77
5 111.34 116.69 99.68 111.80 99.40 104.03 88.58 110.78
6 124.32 128.79 112.88 123.95 111.97 116.19 99.30 123.85
7 140.41 143.59 128.40 138.92 126.77 131.00 111.24 140.01
8 149.88 152.15 136.98 147.58 134.97 139.49 117.42 149.50
9 162.59 163.02 147.43 158.82 144.96 150.23 124.40 162.07
10 190.00 180.00 162.85 223.40 224.36 167.09 133.12 188.95
11 216.77 205.09 184.94 206.40 208.55 210.52 206.29 214.16
12 233.28 265.12 225.87 236.37 232.09 245.21 219.62 235.07
13 256.20 285.07 244.18 257.85 249.91 266.06 234.58 259.62
14 274.76 301.36 260.00 275.45 265.36 282.98 249.53 277.91
15 293.06 316.76 275.62 292.57 280.62 299.06 265.32 294.78
16 307.00 327.90 287.22 305.22 292.25 310.98 277.88 307.18
17 320.32 338.40 298.45 317.21 304.21 322.87 291.44 319.38
18 330.87 347.10 308.13 327.07 315.17 333.19 304.18 329.86
19 340.96 355.44 317.75 336.67 326.03 343.04 316.38 340.04
20 352.07 4.72 328.76 347.45 338.36 353.86 329.26 351.48
21 2.38 13.21 339.12 357.43 349.52 3.63 340.29 2.06
22 9.78 19.29 346.64 4.68 357.18 10.50 347.70 9.58
23 19.04 26.91 355.96 14.08 6.09 18.80 356.44 18.72
24 30.54 36.37 7.32 26.60 16.34 28.72 6.97 29.67
25 43.34 47.61 20.63 42.38 27.95 39.88 19.45 42.13
Table 8: Crank angular positions (in degrees) for problem 3
adaptive method can be used to nd the general region in which a good (global) optimum
lies, and then a \traditional" method employed to nd this more precisely.
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