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Abstract
This dissertation presents in the first part a measurement of the inclusive pp→ Z/γ∗→
e+e− production cross section with the ATLAS experiment at the Large Hadron Collider
(LHC). For this, proton-proton collisions at a center-of-mass energy of
p
s = 7TeV col-
lected in 2011 corresponding to an integrated luminosity of 4.6 fb−1 are analyzed. The
cross section is determined in three regions of Z/γ∗ mass, 46–66 GeV, 66–116 GeV and
116–150 GeV; and in addition differentially in Z/γ∗ rapidity. The mass determines the
scale of the interaction, whereas the rapidity gives information about the momentum
fractions of the initial protons the interacting partons carry. This makes the measurement
valuable for the study of the proton structure, i.e. as input to fits of parton density func-
tions (PDF). Backgrounds are taken from simulation with the exception of the multi-jet
background which is estimated using a data-driven technique. The resulting cross sec-
tions are compared to predictions of next-to-next-to-leading order QCD calculations
using different PDFs. Differences are observed and only some Parton Density Functions
(PDFs) show good agreement with the data. The presented measurement can thus be
used in future PDF fits to better constrain the quark and gluon densities in the proton.
The second part studies a possible design for adding track information to the first
level trigger of the ATLAS detector in the scope of the proposed upgrade of the LHC, the
High Luminosity LHC (HL-LHC). The planned increase in luminosity by a factor 5–10
w.r.t. the nominal LHC conditions puts strong demands on the rejection capability of
the trigger. Using track information in conjunction with information from the calorime-
ter and muon system helps to maintain pT thresholds at the electroweak scale. A fast
decision within the trigger latency can be achieved exploiting hardware based pattern
matching using Content-Addressable-Memories. The number of necessary patterns and
the expected number of fake tracks per event are studied with dedicated simulations. To
reduce the data volume that needs to be transferred to the foreseen track finding units,
techniques are developed to reject hits from low transverse momentum particles. The
studies performed within this thesis indicate that a track trigger finding all tracks with
pT > 10GeV can be built. If realized it will help ATLAS to continue a versatile physics
program also in the HL-LHC era.

Zusammenfassung
Im ersten Teil dieser Dissertation wird die Messung des inklusiven Wirkungsquerschnitts
der pp→ Z/γ∗→ e+e−-Produktion mit dem ATLAS-Detektor am Large Hadron Collider
(LHC) vorgestellt. Dafür wurden Proton-Proton-Kollisionen bei einer Schwerpunktsener-
gie von
p
s = 7TeV analysiert. Diese Daten wurden 2011 gemessen und entsprechen einer
integrierten Luminosität von 4.6 fb−1. Der Wirkungsquerschnitt wurde für drei Bereiche
der Z/γ∗-Masse bestimmt: 46–66 GeV, 66–116 GeV und 116–150 GeV. Zusätzlich wurde
der in der Z/γ∗-Rapidität differentielle Wirkungsquerschnitt gemessen. Die Masse be-
stimmt die Energieskala der Wechselwirkung, während die Rapidität Informationen über
den Impulsanteil der beteiligten Partonen an den einlaufenden Protonen enthält. Da-
durch wird die Messung nutzbar für die Untersuchung der Protonenstruktur, z.B. als Basis
von Fits der Partonendichtefunktionen (PDF). Der Multijet-Hintergrund der Messungen
wurde mittels einer datenbasierten Technik abgeschätzt alle anderen Anteile des Hinter-
grunds wurden durch Simulationen bestimmt. Die resultierenden Wirkungsquerschnitte
wurden mit Vorhersagen von „next-to-next-to-leading order“-QCD-Berechnungen vergli-
chen, wobei unterschiedliche PDFs verwendet wurden. Nur einige der PDFs zeigten eine
gute Übereinstimmung mit den Daten. Deshalb können die vorgestellten Messungen in
zukünftigen PDF-Fits verwendet werden, um Quark- und Gluondichten im Proton besser
eingrenzen zu können.
Der zweite Teil untersucht ein mögliches Design, um Spurinformationen auf dem ers-
ten Triggerlevel des ATLAS-Detektors nutzen zu können. Dies geschieht in Hinblick auf
den vorgeschlagenen Ausbau des LHC zum High Luminosity LHC (HL-LHC). Der ge-
plante Anstieg der Luminosität um einen Faktor 5–10 bezogen auf die nominellen LHC-
Werte, stellen hohe Anforderungen an die Selektivität des Triggers. Die Verknüpfung von
Spurinformationen mit Daten aus dem Kalorimeter und dem Myonensystem kann da-
zu beitragen, Schwellwerte für pT im elektroschwachen Energiebereich beizubehalten.
Eine schnelle Entscheidung innerhalb der Trigger-Latenzzeit kann mit der Nutzung von
Hardware-basierten Mustererkennungen unter Verwendung von Content-Addressable-
Memories erreicht werden. Die Anzahl der benötigten Muster und die erwartete Anzahl
von falsch identifizierten Spuren pro Ereignis wurden mit Hilfe von dedizierten Simula-
tionen untersucht. Um das Datenvolumen zu reduzieren, das an die vorgesehenen Spur-
findungseinheiten übertragen werden muss, wurden Techniken entwickelt, um Beiträge
von Teilchen mit niedrigem Transversalimpuls auszusortieren. Untersuchungen, die Teil
dieser Arbeit sind, zeigen, dass ein Spur-Trigger gebaut werden kann, der alle Spuren mit
pT > 10GeV erkennt. Wenn er verwirklicht wird, kann er zu einem vielfältigen Physikpro-
gramm des ATLAS-Detektors in der Zeit des HL-LHC beitragen.
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Preface
If [. . .] only one sentence passed on to the next generation of creatures, what
statement would contain the most information in the fewest words? I believe
it is the atomic hypothesis [. . .] that all things are made of atoms [. . .]. In that
one sentence [. . .] there is an enormous amount of information about the
world, if just a little imagination and thinking are applied. [1, R.P. Feynman]
Reductionism, the quest for explanations as simple as possible, is most likely the pri-
mary driving force in the field of particle physics. The goal is to construct a theory capable
of explaining all phenomena nature offers.
The search has culminated in a theory of particles and forces today known as the Stan-
dard Model of particle physics, which describes all phenomena, apart from gravity, in a
coherent theory. The Standard Model has been tested to high levels of precision and no
significant deviations have been found. Last year, a candidate for the last missing particle
predicted by the Standard Model, the Higgs boson, was found.
The fundamental building blocks of the Standard Model can be identified as going from
large to small scales. Atoms, of which everyday matter consists, are bound together by
electromagnetic interaction with the photon as its force particle. But, as Feynman was
of course aware, the simplification does not stop at the level of atoms. An atom itself
consists of smaller parts, namely a nucleus that is surrounded by a “cloud” of electrons.
The nucleus in turn is made of protons and neutrons, called nucleons. In a radioactive
decay of a nucleus a proton changes into a neutron or vice versa via the weak force,
sending out a particle called W boson which decays to an electron and a neutrino. The
electron and the neutrino are collectively called leptons from the Greek for “light”. The
weak force contains another particle, the Z boson, which is a close sibling of the photon.
In the late 1960s it was discovered that nucleons have substructure as well. The particles
of which the nucleons are built are called quarks. In the decay of a nucleon, described
above, one kind of quark inside the nucleon changes into another type of quark. This
discovery revealed a new need to describe the force that keeps quarks together to form a
nucleon. This new force was called the “strong force” and “gluons” its force particles.
To summarize, there are the matter particles: leptons and quarks; additionally various
force particles exist: photons, W and Z bosons, gluons, as well as the Higgs boson. It
was found that matter comes in three generations or families. Apart from their masses
the generations are exactly alike. Heavier members decay to lighter ones which is why
ordinary matter is built from first generation particles only.
The research that resulted in the Standard Model has always been an interplay between
theory and experiment. Collision experiments, in which the outcome of particles shot on
other particles is analyzed, have been crucial to gaining insight into the building blocks
of nature outlined above. One of the latest is the Large Hadron Collider (LHC) at the
European Organization for Nuclear Research (CERN*) near Geneva where protons are
collided with other protons at unprecedentedly high energy levels.
*The acronym CERN is derived from “Conseil Européen pour la Recherche Nucléaire” or European Council
for Nuclear Research. For a history of CERN see [2].
2One of the key quantities that can be measured is the “cross section”, being propor-
tional to the probability of a certain reaction to occur. From the comparison with theory,
conclusions can be drawn regarding underlying structures.
In the first part of this thesis data recorded in 2011 by ATLAS, one of the LHC experi-
ments, is analyzed. The inclusive cross section of the process pp→ Z → e+e− is measured
in three regions of Z boson mass and as function of Z boson rapidity. It extends the mea-
surements performed with data recorded in 2010.
In the second part, studies for an upgrade of the ATLAS trigger in the context of the
High Luminosity LHC (HL-LHC) are presented. The HL-LHC is an upgrade of the LHC
for which it is planned to significantly increase the luminosity. This imposes stronger
requirements on the selection capabilities of the trigger. Including track information in
an early trigger level is a promising way to keep trigger rates at a manageable level and,
at the same time, have low enough kinematic thresholds to still access physics at the
electroweak scale.
Measurement of the Inclusive
pp→ Z /γ∗→ e+e− Cross Section atp
s = 7TeV with the ATLAS Experiment

1
Introduction
The following chapter reviews first the theoretical and experimental history that lead
to the formulation of the Standard Model with a focus on the Z boson. The current
knowledge of the proton structure and its importance for LHC physics is described, sub-
sequently followed by a general description of the LHC and its experiments.
1.1 The Standard Model
1.1.1 A Brief History
The matter and force particles known today and the (self) interactions between them are
visualized in figure 1.1. In the first row, the two families of matter particles, the leptons
and quarks, are displayed. Leptons and quarks are organized in three generations of dou-
blets, (lepton, lepton-neutrino) and (up-type quark, down-type quark), with, except for
neutrinos which are a special case, increasing mass from left to right. The next two rows
show the force particles: the three particles of the electroweak interaction (the photon
and the W and Z bosons) and the gluon that mediates the strong force. In the last row
the Higgs boson is shown.
A long series of trial and error of proposed theories aiming to describe the observed
phenomena and predict new effects culminated in this manageable list of particles* and
interactions which is called the Standard Model of particle physics. In the following the
developments leading up to the Standard Model in more or less chronological order. The
discussion starts in the middle of the last century. The known particles at that time were
the proton, the neutron, the electron, the electron neutrino and the heavy partner of
the electron, the muon, with its neutrino. Their anti-particle counterparts with opposite
charges were also observed.
In the mid-1960s the particles mediating the electromagnetic and weak force are known:
the photon (γ) and the two charged bosons W + and W −. They all have spin 1 and theo-
rists made a successful attempt to unify them in a multiplet of gauge bosons [3] known as
electroweak unification. To overcome the obstacle that the W has mass in contrast to the
photon, the theory was first constructed assuming massless particles. By introducing a
*In the following “particles” refers to both, matter and force particles, if not explicitly restricted to one of
the two kinds.
6 1 Introduction
Higgs Boson
Photon W /W GluonsZ
QuarksLeptons
0-+
u, c, td, s, b
γ W Z
ql
H
g
Figure 1.1: Map of the particles of the Standard Model. The blue lines represent
the possible (self) interactions between the members.
new field, known as the Higgs field, with a finite vacuum expectation value, the symmetry
is “spontaneously broken” [4–6]. It was proven that such theories are renormalizable [7],
therefore allowing for precise theoretical predictions. To make electroweak unification
work a new spin 1 boson was needed, which is neutral like the photon but also inter-
acts weakly. The experimental search for interactions mediated by this particle was an
important topic of that time.
The first time a neutral current reaction was observed was in 1973 by the bubble cham-
ber experiment Gargamelle [9, 11]. A neutrino beam was shot on a large volume of liquid
gas. The neutral current reaction ν¯µe−→ ν¯µe− gives rise to electrons that can be sepa-
rated from the background because they are not accompanied by other particles. The
first event of that kind is shown in figure 1.2a. The invisible neutrino beam enters from
the bottom. In the lower right part of the picture an electron track starts. Several emitted
bremsstrahlungs photons create electron positron pairs.
The W and Z bosons were discovered in 1983, respectively, at the proton-antiproton
collider Spp¯S in the experiments UA1 [12] and UA2 [13], where also their masses were
measured. Therefore, 2013 marks the 30th anniversary of the discovery. The decay of
a Z to an electron positron pair is shown as an event display of the UA1 experiment in
figure 1.2b.
The experiments at LEP, an e+e− collider, measured the properties of the Z boson like
mass and width precisely. From the mass, the number of light neutrinos was determined
to be three. The W boson mass is measured best at the Tevatron in pp¯ collisions by the
experiments D0 and CDF.
Leaving the electroweak sector, we are back in the 1960s, when, with the increase of
energy in the experiments, a broad range of particles was discovered that were produced
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(a) (b)
Figure 1.2: A picture [8, 9] of the first neutral current event at Gargamelle (a);
and (b) the first Z → e+e− event recorded at UA1 [10].
with a much higher rate than the electroweak force allows for. Therefore, the new force
was called to be “strong”.
Gell-Mann and Zweig [14, 15] showed that it was possible to explain many of their
properties under the assumption that they are all built from three fundamental particles,
the up (u), down (d) and strange (s) quarks, that show the peculiar property of fractional
charge. Particles made from a quark and an anti-quark are called mesons, three quarks
built particles called baryons. The proton and neutron are baryons composed of the two
lightest quarks u and d : p = (u,u,d), n = (u,d ,d). The Σ+ baryon is similar to the proton
but the d quark is exchanged by an s quark.
Although the simple quark model helped to organize the particle zoo, it was not yet a
complete theory of strong interaction. An additional quantum number, the color (charge),
was found to be necessary. Each (anti)quark is either (anti)red, (anti)green or (anti)blue.
The force particles, the gluons, carry both color and anti-color. A combination of all three
colors or a color and an anti-color makes the particle color neutral. Only color neutral
combinations are realized, which is why color is not observed on macroscopic scales.
The full history of the development of the theory of the strong force, also called quan-
tum chromodynamics (QCD), is complex; at the time many questioned whether the pre-
cise calculations, like those possible in electroweak theory, were possible at all (see [16,
17] for a review of the history of QCD). However it turned out that for high enough en-
ergies predictions are in fact possible. This is because the theory is asymptotically free,
which means that the strength decreases the smaller the distances involved in the process
are. This is different from the electromagnetic interaction wherein the strength increases
the closer the interacting particles approach each other.
A fourth quark, the c or “charm” quark, was postulated 1970 [18] to explain the small
branching ratio of the decay K 0 →µ+µ− with the GIM mechanism. The charm quark was
discovered independently by two experiments at almost the same time in 1974 in a bound
state of a charm and an anti-charm quark [19, 20]. It received therefore two names: J/ψ.
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Figure 1.3: The distributions of the
invariant mass of diphoton candi-
dates after all selections for the com-
bined 7 TeV and 8 TeV data sample.
The result of a fit to the data of the
sum of a signal component fixed to
mH = 126.5GeV and a background
component described by a fourth-
order Bernstein polynomial is super-
imposed. [27]
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The Standard Model is completed with the third generation of quarks and leptons.
The two members of the heaviest quark generation are the “beauty”, or “bottom” (b),
quark and the “top” (t ) quark. The need for a third generation was originally based on
theoretical arguments concerning CP-violation [21]. The b quark was discovered in the Υ
resonance [22]; the t quark at the Tevatron in the CDF and D0 experiments [23, 24].
The third generation of leptons consists of the τ±-lepton and the τ neutrino. The
τ-lepton was discovered 1975 at the SPEAR collider in the observed reaction e+e− →
e±µ∓+missing energy [25]. The ντ was finally seen in 2001 in the DONUT experiment [26]
where a beam of neutrinos was shot onto an emulsion target. Events were found where
the τ was the only lepton created at the interaction vertex, i.e. the ντ changed into a τ in
a charged current interaction mediated by a W boson.
On July 4th 2012, the LHC experiments ATLAS and CMS announced the discovery of a
new boson at a mass of 125 GeV† [27, 28]. To date all properties of this new particle have
been measured to be compatible with that of a Standard Model Higgs boson. The Higgs
particle is clearly visible as a resonance in the diphoton mass spectrum, see figure 1.3.
With the finding of the Higgs, after only two years of collision experiments, one of the
primary objectives of the LHC has already been fulfilled and the Standard Model remains
a viable theory.
1.1.2 The Mathematical Formulation
The Standard Model can be derived from the Yang-Mills gauge principle [29]. The princi-
ple imposes that the Lagrangian of the theory is invariant under a local gauge transforma-
tion. In other words, predictions of the theory, like interaction rates, do not change when
the fields undergo a symmetry transformation that is allowed to change at any point in
space and time. The formulas in this section and the next sections follow [30]. On how to
†The system of natural units is used throughout this thesis, whereby ħ= c = 1.
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obtain a cross section from a given Lagrangian, see a textbook on Quantum Field Theory
(QFT) like [31].
First, the general properties of a (S)U(N ) theory are developed and then applied to the
theory of strong interaction and the electroweak theory.
1.1.2.1 The General Yang-Mills Theory
Starting from a multiplet‡
#«
Ψ of fermion fields with mass m,
Ψ= (Ψ1,Ψ2, . . . ,Ψn)T , (1.1)
and the non-interacting Lagrangian L0,
L0 =Ψ(iγµ∂µ−m)Ψ, (1.2)
the interactions with the gauge fields Wµ enter by replacing the partial derivative ∂µ with
the covariant derivative Dµ:
∂µ→Dµ = ∂µ− i gWµ, (1.3)
where the strength of the coupling is given by the coupling constant g . The resulting
Lagrangian can then be written as the sum of the non-interacting and interacting part:
L =L0+Lint, Lint = gΨγµWµΨ. (1.4)
As required by the gauge principle,L is invariant under simultaneous local gauge trans-
formations of the fermion and gauge fields as follows:
Ψ→Ψ′ =UΨ (1.5)
Wµ→W ′µ =UWµU−1−
i
g
(∂µU )U
−1, (1.6)
whereU can be represented by a unitary n×n matrix constructed from:
U (α1(x), . . . ,αn(x))= exp(iαa(x)T a), (1.7)
with the n real functions αa(x). The set ofU forms a group G under multiplication.
The n Hermitian matrices T a are called the generators of the group G . They obey the
commutation relation:
[T a ,T b]= i f abcT c , (1.8)
with the real numbers f abc that are called the structure constants of the group. If the
structure constants do not vanish, the group is called a nonabelian group.
The gauge field can be written in terms of the generators:
Wµ(x)= T aW aµ (x). (1.9)
‡In this section, bold variables denote multidimensional quantities.
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With this definition and for infinitesimal αa(x) the local gauge transformation for the
gauge fields reads:
W aµ →W ′aµ =W aµ +
1
g
∂µα
a + f abcW bµαc . (1.10)
The kinetic and self-interactions terms of the vector fields are found by generalizing
the classical electromagnetic field strength tensors Fµν = ∂µAν−∂νAµ to:
Fµν = T aF aµν = ∂µWν−∂νWµ− i g [Wµ,Wν], (1.11)
with the components
F aµν = ∂µW aν −∂νW aµ + g f abcW bµW cν . (1.12)
The field strength tensor transforms as follows:
Fµν→ F ′µν =UFµνU−1. (1.13)
Expanding F aµν, the kinetic and self-interaction terms become visible:
LW = 1
4
F aµνF
a,µν (1.14a)
= 1
4
(∂µW
a
ν −∂νW aµ )(∂µW a,ν−∂νW a,µ) (1.14b)
− g
2
f abc(∂νW
a
ν −∂νW aµ )W b,µW c,ν (1.14c)
− g
2
2
f abc f adeW bµW
c
νW
d ,µW e,ν. (1.14d)
The terms equation (1.14c) and equation (1.14d) give rise to triple and quartic gauge
couplings, respectively.
The formulas above are valid in general. The specific groups of the Standard Model
and the physics implications follow by picking a certain group which is done in the next
sections.
1.1.2.2 Quantum Chromo Dynamics
Quantum Chromo Dynamics is governed by the group G = SU(3)c , where c stands for
“color”. Although complex in its physical consequences, the math is a straight forward
application of the general principle developed in the previous section. In QCD, each
quark flavor is treated as a color multiplet for the three different color states:
q = (q1,q2,q3)T , (1.15)
The generators of G are typically written as:
T a = λ
a
2
, (1.16)
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Table 1.1: Standard Model parti-
cles with spin 1/2 and their prop-
erties: charge in units of electron
charge Q, isospin I and its third
component I3.
Family I I3 Q
leptons
(
νe
e
)
L
(
νµ
µ
)
L
(
ντ
τ
)
L
1/2
+1/2 0
−1/2 −1
eR µR τR 0 0 −1
quarks
(
u
d
)
L
(
c
s
)
L
(
t
b
)
L
1/2
+1/2 +2/3
−1/2 −1/3
uR cR tR 0 0 +2/3
dR sR bR 0 0 −1/3
with the 8 Gell-Mann matrices λa . In this notation, the Lagrangian of QCD is:
LQCD =
∑
q
q(iγµ∂µ−mq )q +
∑
q
gsqγ
µλ
a
2
qGaµ−
1
4
GaµνG
a,µν, (1.17)
with the sum running over the quark flavors q = u,d , s,c,b, t . Quark masses are generated
by the coupling to the Higgs field, discussed in the following section.
The coupling constant of QCD αs , the “s” stands for “strong”, is typically written in
analogy to αem of QED as:
αs =
g 2s
4pi
. (1.18)
1.1.2.3 The Electroweak Theory and Spontaneous Symmetry Breaking
The gauge group of the electroweak theory is SU(2)L×U(1)Y . L stands for “left” and Y for
“hypercharge”. Compared to QCD, two groups are involved. In addition, it is necessary
to spontaneously break the theory to allow for gauge boson masses by introducing the
Higgs field. However, the starting point is again the general Yang-Mills principle.
The generators of SU(2) in terms of the three Pauli matrices σa are:
T a = σ
a
2
. (1.19)
The generator of the U(1) group is a real function. The gauge fields are the three fields
Wµν and the field Bµ with isospin and hypercharge as charges. The W gauge fields at this
step do not coincide yet with the W ± fields.
Table 1.1 lists the particles and their quantum numbers. The left (L) and right (R)
handed chirality states of a fermion field are given by the projections:
ΨL = 1−γ
5
2
Ψ, ΨR = 1+γ
5
2
Ψ. (1.20)
The left handed particles are organized in isospin doublets and the W ± bosons are math-
ematically speaking the corresponding up and down ladder operators. For particles trav-
eling with the speed of light, i.e. for massless particles, the chirality coincides with the
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Figure 1.4: The Higgs potential has the
shape of a “Mexican hat” for positive val-
ues of µ2 and λ. The graphic is drawn for
a Higgs mass of mH = 126GeV and a vac-
uum expectation value of ν= 246GeV.
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helicity, which is the projection of the spin to the direction of motion, i.e. the particle’s
spin polarization.
The Gell-Mann–Nishijima relation connects the charge Q of a particle with the third
component of its isospin I3 and its hypercharge Y :
Q = I3+ Y
2
. (1.21)
The electroweak theory defined as aforesaid does not contain mass terms for neither
the gauge bosons nor the fermions. This shortcoming is sorted out in the next section
with the help of the Higgs. Also, the physical gauge fields emerge in the process.
Spontaneous Symmetry Breaking – The Higgs Boson
Explicit gauge boson masses would break the SU(2)×U(1) and are therefore forbidden.
However, by the so called “Spontaneous Symmetry Breaking” mechanism the symmetry
of the theory can be retained with, at the same time, massive gauge fields. For this, an
isospin doublet of complex valued scalar fields, called the Higgs field, is introduced:
Φ(x)=
(
Φ+(x)
Φ0(x)
)
. (1.22)
The quantum numbers of this new field are I = 12 and Y = 1 from which the covariant
derivative follows as:
Dµ = ∂µ− i g2σ
a
2
W aµ + i g1
1
2
Bµ. (1.23)
The Lagrangian is:
LH = (DµΦ)†(DµΦ)−V (φ), (1.24)
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with the potential V (Φ):
V (Φ)=−µ2Φ†Φ+ λ
4
(Φ†Φ)2 = λ
4
(
Φ†Φ− 2µ
2
λ
)2
− µ
4
λ
. (1.25)
When the parameters µ2 and λ are chosen to be positive, the potential has the shape of a
“Mexican hat”, see figure 1.4. The potential has a minimum for fields fulfill the condition:
Φ†Φ= 2µ
2
λ
. (1.26)
By picking a specific configuration for the minimum, called the vacuum expectation value,
the symmetry is “broken”. It is important to note that the theory remains symmetric and
the Yang-Mills principle is not violated.
The vacuum expectation value, denoted with 〈〉, of the Higgs doublet reads:
〈Φ〉 = 1p
2
(
0
v
)
, v = 2µp
λ
. (1.27)
Radial excitations from the vacuum value give rise to the physical Higgs field H(x):
Φ(x)= 1p
2
(
0
v +H(x).
)
(1.28)
Non-radial deviations can always be absorbed in a symmetry transformation.
The Physical Gauge Bosons
The positive and negative W is constructed from the first and second original W field:
W ±µ =
1p
2
(W 1µ ∓ iW 2µ ). (1.29)
The Bµ field and the third component of the Wµ field become the photon Aµ and the Zµ,
by rotation with the Weinberg angle θW :(
Zµ
Aµ
)
=
(
cosΘW sinΘW
−sinΘW cosΘW
)(
W 3µ
Bµ
)
(1.30)
The two transformations above lead to a massless photon and W ±,Z boson masses that
are fixed by the corresponding coupling strengths g1,2 and the vacuum expectation value
of the Higgs potential.
mW = g2
2
v, mZ =
√
g 21 + g 22
2
v (1.31)
θW can be expressed by:
cosΘW = g2√
g 21 + g 22
= mW
mZ
or sin2ΘW = 1−
m2W
m2Z
. (1.32)
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Table 1.2: The current best know-
ledge of the properties of the Z boson.
[32]
Charge 0
Mass m (91.1876±0.0021) GeV
Full Width Γ (2.4952±0.0023) GeV
Γ(l+, l−) (83.984±0.086) MeV
Γ(invisible) (499.0±1.5) GeV
Γ(hadrons) (1744.4±2.0) MeV
At LEP the Z was measured with great precision [33]. Properties like mass and branch-
ing ratios are know with permil level accuracy, see table 1.2.
Fermion Interactions
The Lagrangian containing the fermion interaction is given by:
LF,int =−JµemAµ− JµNCZµ− J
µ
CCW
+
µ − (JµCC)†W −µ . (1.33)
It contains three currents. The electromagnetic current Jµem, the neutral current J
µ
NC and
the charged current JµCC defined as:
Jµem = g1 cosΘW
∑
f
Q fΨf γ
µΨf , (1.34)
JµNC =−
g2
2cosΘW
∑
f
Ψf (g
f
V γ
µ− g fAγµγ5)Ψf , (1.35)
JµCC =−
g2p
2
(∑
i
νiγµ
1−γ5
2
l i +∑
i j
uiγµ
1−γ5
2
V i jCKMd
j
)
. (1.36)
g fV and g
f
A are called the vector and axial vector coupling, respectively:
g fV = I
f
3 −2Q f sin2ΘW , (1.37)
g fA = I3. (1.38)
Note that the neutral current contains a term of the form “vector − axial vector”, i.e. the
famous V − A structure of electroweak theory.
The coupling to the photon is recovered by identifying the prefactor in the expression
of the electromagnetic current with the electron charge. Doing so, the electron charge is
related to both electroweak couplings g1,2, as well as the Weinberg angle:
e = g1 cosΘW = g2 sinΘW = g1g2√
g 21 + g 22
. (1.39)
The electromagnetic coupling constant can also be expressed through electroweak pa-
rameters:
1
α
=
p
2GFm2W
pi
(
1−m
2
W
m2Z
)
with GF =
p
2
8
g 2
m2W
. (1.40)
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f
f¯
H
Z
Figure 1.5: Higher order propagator and vertex corrections.
Fermion Masses
Fermions acquire mass through the Yukawa couplings to the Higgs boson:
LY =−
∑
i j
(
Y i jl L
i
LΦl
j
R +Y
i j
d Q
i
LΦd
j
R +Y
i j
u Q
i
LΦ
cu jR
)
+h.c. (1.41)
The weak, flavor, eigenstates of the quarks can be transformed to mass eigenstates by,
q˜ iL =
∑
j
V i jL,qq
j
L , q˜
i
R =
∑
j
V i jR,qq
j
R , for up- and down-type quarks, (1.42)
which yields a diagonal mass matrix:
Mq = vp
2
VL,qYq (VR,q )
†. (1.43)
By this, the quark mixing matrix, the Cabibbo–Kobayashi–Maskawa (CKM) matrix, is
obtained:
VCKM =VL,u(VL,d )† =
Vud Vus VubVcd Vcs Vcb
Vtd Vt s Vtb
 . (1.44)
1.1.2.4 Renormalization and Higher-Order Electroweak Parameters
Higher order Feynman graphs including loops, like those depicted in figure 1.5, are di-
vergent for large momenta when integrated in the usual four dimensions. However, in
d = 4−² dimensions, the integrals are finite for ²> 0. This “dimensional regularization” [7]
allows to absorb the divergences into the coupling and mass parameters of the Lagrangian
by a procedure called “renormalization”. It is important to note that couplings and masses
are not physical observables themselves, but only quantities like cross sections that are
calculated from the renormalized Lagrangian. After renormalization, ² can be set to 0
without facing divergences.
The price to pay is that now couplings and masses depend on an energy scale µR , they
“run”. Physically, µR encodes “how much” loop momenta is absorbed in the renormal-
ized parameters. The running of the parameters is expressed by renormalization group
equations (RGE). Giving the value of, e.g. a coupling, at a given scale, the RGE yield the
coupling at a different scale.
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Figure 1.6: Measurements of αs as func-
tion of the energy scale Q. [32]
The electromagnetic coupling increases the higher the scale of the process, while the
couplings of the weak and the strong interaction decrease. The running of αs is observed
by measuring processes sensitive to the strong coupling at different energies, see fig-
ure 1.6.
Higher order corrections also influence electroweak parameters. Close to the Z reso-
nance, the corrections can be parameterized by replacing the tree level formula with:
g fA→
√
1+∆ρ f g fA (1.45)
g fv
g fA
= 1−4|Q f |(1+∆κ f )sin2θW (1.46)
m2W =
1
2
m2Z
(
1+
√
1− 4piαp
2GFm2Z
1
1−∆r
)
(1.47)
∆r depends quadratically on the top mass and logarithmically the Higgs mass.
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1.1.3 . . . and Beyond
Although the last missing particle of the Standard Model, the Higgs boson is found, there
are still open questions. Obviously, a complete theory of nature has to include gravity,
which becomes inevitably important at distance scales of the Planck length§ where grav-
ity becomes strong. Up to now, no renormalizable quantum theory of gravity could be
formulated.
Another observed phenomenon not predicted by the Standard Model is neutrino os-
cillations. It was found that one flavor of neutrino can change into another one. This
behavior can be explained assuming that neutrinos have a finite, although very small,
mass. The flavor eigenstates are represented as a superposition of mass eigenstates and
the oscillation is driven by the mass differences between them.
One of the most striking evidences for the need of physics beyond the Standard Model
comes from the astrophysical observation that the speed with which stars rotate around
the center of spiral galaxies does not match the expectations drawn from the visible matter
distribution of the galaxy. A decrease in speed is expected the more outside a star is
located from the galactic center. However, the measured rotation curves remain flat. A
halo-like distribution of gravitationally interacting matter can explain the observation.
Since this hypothetical component is not visible, i.e. it does not radiate, it is called “dark
matter”.
One possible extension of the Standard Model that offers a dark matter candidate is
the theory of (R-parity¶ conserving) Supersymmetry (SUSY). SUSY postulates a symme-
try between particles with half-integral spin (fermions) and particles with integral spin
(bosons). Every fermion in the Standard Model has a bosonic superpartner and for every
gauge boson, there is a Supersymmetry fermionic particle. No supersymmetric particle is
observed yet. If SUSY is realized in nature, the masses of SUSY particles must be higher
than the masses of their Standard Model partners, i.e. the theory is broken. The candidate
particle for dark matter is the lightest SUSY particle (LSP). After all SUSY particles pro-
duced in the big bang are decayed to Standard Model particles, a large number of LSPs
must still be present because of R-parity conservation. Many direct and indirect searches
were performed to find SUSY particles in LHC collisions, however yet without success.
Analysis of supernovae showed that the expansion of the universe is accelerated and
study of the power spectrum of the cosmic microwave background revealed that about
70 % of the energy density is not in the form of ordinary or dark matter. Both observation
indicate the existence of additional energy, the so called “dark energy” for which the
Standard Model does not offer a solution.
The quest to find answers to the unsolved problems outlined above continues. To-
gether with astrophysical observations, non-accelerator based dark matter searches and
neutrino experiments, the LHC experiments support the scientific community in unrav-
§lP = ħGc3 = 1.62×10−35 m
¶The R-parity, R, is a new multiplicative quantum number of all Standard Model (R = 1) and SUSY particles
(R =−1).
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P
k
k ′
V ∗(q)
x·P
x·P +q
f (x,Q2)
Figure 1.7: Deep-inelastic scattering. An electron with momentum k exchanges
a W or Z boson with a parton of momentum fraction x of the nucleon momen-
tum P . The probability for a specific parton to take part in the process, f (x,Q2)
depends on the momentum fraction and the scale Q2. Adapted from [34].
eling the mysteries of the universe.
1.2 Physics at the LHC
1.2.1 The Structure of the Proton
The structure of the proton was found by deep-inelastic scattering experiments in the
late 1960s at SLAC [35] and DESY [36]. Deep-inelastic scattering is the scattering of a
lepton with the constituents of the proton. The basic reaction is depicted in figure 1.7. A
boson, either a Z/γ∗ boson (neutral-current, NC) or a W boson (charged current, CC), is
exchanged with a parton in the proton.
The quantitatively most precise results come from the experiments at HERA located
at DESY in Hamburg, the only e±p collider so far, operated from 1990 to 2007. In the
following it is outlined how cross section measurements at HERA give insight into proton
structure and how Parton Density Functions (PDFs) are determined. The formulas and
argumentation follows [37].
In deep-inelastic scattering, the virtual vector boson V ∗, i.e. γ, W or Z , sent out by the
incoming lepton l interacts with a parton p from the nucleon N . The four-momentum q
that is transferred can be determined by the difference of four-momentum of the incom-
ing and outgoing lepton:
q = k−k ′, (1.48)
i.e. only the outgoing lepton has to be measured to fix the kinematics of the reaction.
1.2 Physics at the LHC 19
Several Lorentz invariant quantities can be used to describe the kinematics of the pro-
cess: the center-of-mass energy squared of the lepton-nucleon system s, the negative
invariant mass squared of the exchanged boson Q2, the Bjorken x variable, the fraction
of momentum of the incoming nucleon the parton in the interaction carries, and the
fraction of the lepton’s energy lost in the nucleon rest frame y :
s = (p+k)2, Q2 =−q2, x = Q
2
2pq
, y = pq
pk
. (1.49)
When masses are ignored, the four quantities above are related by: Q2 = sxy .
A reduced cross section of the NC reaction can be defined with Y± = 1± (1− y)2:
σ±r,NC =
d2σe
±p
NC
dxdQ2
· Q
4x
2piα2Y+
= F˜2∓ Y−
Y+
xF˜3− y
2
Y+
F˜L , (1.50)
with the generalized structure functions reflecting the individual contributions from pure
γ and Z exchange as well as the interference between them:
F˜2 = Fγ2 −kZ ve ·F
γZ
2 +k2Z (v2e +a2e ) ·F Z2 , (1.51)
F˜L = FγL −kZ ve ·F
γZ
L +k2Z (v2e +a2e ) ·F ZL , (1.52)
xF˜3 = kzae · xFγZ3 −k2Z ·2veae · xF Z3 (1.53)
and
kZ = 1
4sin2θW cos2θW
Q2
Q2+m2Z
. (1.54)
In the naïve quark-parton model the longitudinal structure function vanishes, i.e. FL =
0, and F2 and F3 can be expressed by parton momentum distributions xU , xD , xU and
xD for up- and down-type quarks and anti-quarks, respectively: F
γ
2
FγZ2
F Z2
=
 e2u2euvu
v2u +a2u
 (xU +xU )+
 e2d2edvd
v2d +a2d
 (xD+xD ) (1.55)
(
xFγZ3
xF Z3
)
= 2
(
euau
vuau
)
(xU −xU )+
(
edad
vdad
)
(xD−xD ). (1.56)
The reduced cross section of the charge current reaction reads:
σ±r,CC =
d2σe
±p
CC
dxdQ2
2pix
G2F
(
m2W +Q2
m2W
)2
= Y+
2
W ±2 ∓
Y−
2
xW ±3 −
y2
2
W ±L . (1.57)
Again, in the naïve quark-parton model the longitudinal structure function vanishes,
W ±L = 0, and W ±2,3 can be expressed by sums and differences of parton distributions:
W +2 = xU +xD, xW +3 = xD−xU , W −2 = xU +xD , xW −3 = xU −xD , (1.58)
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Figure 1.8: From the upper left a particle enters and splits. The lower one of the
new particles is regarded as the outgoing particle.
from which the reduced cross section follows as function of quark and anti-quark distri-
butions:
σ+r,CC = xU + (1− y)2xD, σ−r,CC = xU + (1− y)2xD . (1.59)
The parton distributions in the naïve quark-parton model are functions of x only and
not of Q2. This is known as Bjorken scaling. However, Bjorken scaling is violated as it can
be seen from figure 1.9a, which shows a dependence onQ2 of the neutral current reduced
cross section with incident positrons measured by ZEUS and H1 and the combination of
both. The dependence is stronger for low values of x.
The quark-parton model is not sufficient because QCD allows the partons in the proton
to split and change into each other, see figure 1.8. This dynamic behavior needs to be
taken into account when parton distributions are formulated.
The Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation [38], describes the
dependence of the parton distributions fi on the scale Q2,
d fi (x,QF )
d logQ2F
= ∑
j=q,p
∫ 1
x
dz
z
αs
2pi
Pi← j (z) f j
(x
z
,QF
)
= αs
2pi
∑
j
(Pi← j ⊗ f j )(x,QF ), (1.60)
where the splitting kernels Pi← j (z) encode the splitting for a particle j to particle i as
function of the energy fraction z = EiE j . This makes the PDF depending on x and Q
2 and
by this PDFs are not an observable in contrast to structure functions.
The parton distributions can then be extracted from the measured cross sections, see
figure 1.9. If the PDFs are given as function of x at some starting scale Q20 the DGLAP
can be used to evolve them to any other scale Q2. For HERAPDF 1.0 the starting scale is
chosen to be Q20 = 1.9GeV and the PDFs are parameterized by:
x f (x)= Axb(1−x)C (1+²px+Dx+Ex2). (1.61)
The up, down and strange quarks are parameterized at the starting scale. The gluon
PDFs is parameterized similarly. The charm quark distribution is instead evolved, because
its mass squared is above the starting scale.
In the extractions of PDF from HERA data as outlined above, the flavor composition of
the light sea, xΣ = 2x(u¯+ d¯ + s¯), is not assessed. Information on the strange quark con-
tribution can be obtained from the analysis of W +s→ c and W − s¯→ c¯ events in neutrino
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Figure 1.9: Reduced neutral current cross section for incident positrons (a) mea-
sured by the HERA experiments ZEUS and H1 and the combination of it; and (b)
the parton distribution functions from HERAPDF1.0 at a scale of Q2 = 10GeV2
and as function of momentum fraction x. [39]
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P1
P2
x1·P1
x2·P2
f1(x1,µ2F )
f2(x2,µ2F )
e+
e−
Z/γ∗
Figure 1.11: Diagrammatic representation of the factorization theorem at a
hadron collider. The probability f1,2 for a parton with fraction of momentum
x1,2 of the incoming proton momentum P1,2 to take part in the production of a
Z/γ∗ depends on the momentum fraction itself and the factorization scale. The
calculation of the production and decay of the Z/γ∗ to an electron positron pair
can be performed separately in perturbation theory. Adapted from [34].
scattering experiments [42, 43]. Several PDF fitter groups (see [41] for references) includ-
ing these data suggest the suppression of strangeness, i.e. s¯/d¯ > 0.5. However, a recent
QCD analysis [41] of the measurement of ATLAS of the inclusive W → lν and Z → l+l−
cross section with data taken in 2010 [40] together with HERA data found that a higher
strange quark contribution to the proton, s¯/d¯ = 1.00+0.25−0.28 at Q2 = 1.9GeV2 and x = 0.023,
was found to match the measured cross sections best, see figure 1.10b, i.e. the light sea is
flavor symmetric. Why the rapidity distribution of the Z/γ∗ is especially sensitive to the
amount of strangeness in the proton is discussed later in section 2.2.
1.2.2 Formula for Hadron Collider Cross Sections
The formula for the total cross section for any process at a hadron collider is given by the
product of the hard process weighted with the PDFs:
σtot =
∫ 1
0
dx1
∫ 1
0
dx2
∑
i j
fi (x1,µ
2
F ) f j (x2,µ
2
F ) σˆi j (x1x2s,µ
2
R), (1.62)
where s is the center-of-mass energy squared of the collider (7 to 14 TeV for LHC), the
PDFs fi , j and the cross section of the hard process σˆ, e.g. the production of a Z/γ∗ boson.
The total cross section is obtained by summing over all combinations of initial parton
states and integrating over all momentum fractions. Figure 1.11 is a pictorial represen-
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Figure 1.12: Parton luminosi-
ties for LHC at
p
s = 7 and 14 TeV
as ratio to Tevatron parton lu-
minosities at
p
s = 1.96TeV as
function of the available energy
in the hard scattering MX . [44]
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tation of the components in the case of the production of a Z/γ∗. That this product
approach is valid is known as the factorization theorem.
As discussed in the previous sections, the couplings and PDFs are scale dependent.
The scale µF at which the PDFs are evaluated is called the factorization scale. The cross
section calculated to all orders is invariant under changes of µF and the renormalization
scale µF , but in the absence of a complete set of higher order corrections one needs to
make a specific choice for the two scales. To avoid unnaturally large logarithms appearing
in the perturbation series, it is sensible to choose values for µF and µR of the order of the
typical momentum scales of the hard scattering process.
Equation (1.62) makes it apparent that the expected cross section at a hadron collider
depends largely on the PDFs. To allow for an easier comparison of machines colliding
different particles at different energies, parton luminosities [45] are defined by:
∂Lab
∂M2X
= 1
s
∫ 1
τ
dx
x
fa
(
x,M2X
)
fb
(
τ/x,M2X
)
, τ= M
2
X
s
, (1.63)
where MX is the available energy in the hard scattering. Figure 1.12 shows the relative
parton luminosities of the LHC in ratio to the conditions at the Tevatron, which was a
proton-antiproton collider operated at
p
s = 1.96TeV. As an example, forps = 7TeV and
100 GeV available in the hard scattering, quark anti-quark initial states at the LHC are only
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Figure 1.13: Graphical representation of the ingredients and steps of event sim-
ulation at the LHC. Adapted from [34].
approximately two times more frequent than at the Tevatron. This is because antiprotons
offer anti-quark as valence quarks, whereas anti-quarks from protons have to be picked
from the sea. The gluon distribution however is the same for protons and anti-protons
and the LHC provides an extraordinary increase in the yield for processes with gluon-
gluon initial states. Therefore the LHC is sometimes referred to as a quark-gluon collider.
1.2.3 Monte Carlo Event Generators
The simulation of proton-proton collisions at the LHC is important for all physics studies.
Several Monte Carlo event generators [46], i.e. computer programs, exist, that calculate
the particles emerging from a collision on an event-by-event basis. The main ingredients
are: 1. the hard (high energetic) scattering, also called Matrix Element (ME); 2. the de-
scription of the soft (low energetic) part, the Parton Shower (PS); and 3. hadronization
of partons into hadrons. Which energies are regarded as “low” or “high” depends on the
energy scale of the hard process. A graphical representation is shown in figure 1.13.
The ME is calculated to a certain order in perturbation theory. Therefore, the number
of outgoing partons is fixed. An example is the production of a Z/γ∗ plus N partons/-
jets. The emission of additional partons is treated by the PS. The PS is a probabilistic
description of parton splitting. In a chain of consecutive splittings, a parton is propa-
gated forward in time. The probability not to split is given by the “Sudakov form factor”
expressed by splitting kernels that can be calculated from the diagrams displayed in fig-
ure 1.8. The two ways of producing outgoing partons have to be combined or “matched”
to avoid double counting because the emission that the PS simulated may have been
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generated already by the ME or vice-versa.
There are two methods that provide matching of next-to leading order (NLO) calcu-
lations with a leading-order parton showers: MC@NLO [48] and POWHEG [47]. The ME
calculated within the MC@NLO method depends on the PS program because it subtracts
contributions from the ME. Events can have negative weights. The ME in the POWHEG
method is independent from the PS program. Matching is obtained by using modified
Sudakov form factors. The emission with the highest pT always comes from the ME. This
is ensured by vetoing higher energetic showers in the PS. Matching NLO calculations with
PSs is an active field of development.
The result of the last step is a partonic final state. To turn it into a hadronic final
state that reflects what is measured in a real experiment, different hadronization models
were developed. The cutoff scale Q0 of the parton shower is the starting scale of the
hadronization and resembles the typical distance scale of hadrons, i.e. it is of order 1 GeV.
Therefore hadronization has to be treated as a non-perturbative process because at such
scales αS is large. There are two distinct phenomenological models used in state-of-the-
art Monte Carlo generators which are briefly described in the following.
When colored objects rapidly move apart, a strong color field emerges between them.
The “Lund string fragmentation model” [49] models this field as a “string” with a string
tension κ= 1GeV fm−1. When the energy is large enough, qq¯ fluctuations from the vac-
uum are put on their mass shell and the string is cut into two less energetic strings. This
sequence is repeated and the final hadrons are formed from the many qq¯ pairs that were
created in the process.
The “cluster hadronization” [50] model splits gluons from the shower non-perturbatively
into qq¯ pairs, i.e. the final state at that point contains only quarks and antiquarks. Next,
color singlet combinations of particles, called “clusters”, are formed. These heavy clus-
ters are split into lighter clusters. For this, additional qq¯ pairs carrying no transverse
momentum are created. The original direction of the cluster is also preserved. These
light clusters are then randomly decayed to hadrons following the distribution of allowed
quantum states.
Finally, the list of particles is handed over to a program that simulates the interaction
with the detector; details of this step are given in section 3.2.7.2.

2
Production of the Weak Neutral Boson and Decay to
Electrons
In this chapter, the production and decay of the Z/γ∗ to electrons in proton-proton
collisions is described. The first section discusses the properties of the hard cross section.
The connection to the proton structure is drawn in the second section.
2.1 The Hard Process
The leading order Feynman diagram of the process pp → Z/γ∗ → e+e− is depicted in
figure 2.1. The kinematics are fully constrained by the center-of-mass energy s of the
quark-antiquark system and the angle θ of the final state electron w.r.t. the incoming
quark. In the rest frame of the Z/γ∗, the electron and positron are emitted back-to-back.
With this definitions, the differential cross section for the process with unpolarized quarks
and leptons is given by:
dσ
d cosθ
= 4piα
2
3s
[
3
8
A(1+cos2θ)+B cosθ
]
, (2.1)
e−
e+
Z
q¯
q
(a)
e−
e+
γ∗
q¯
q
(b)
Figure 2.1: Leading order Feynman diagram for the hard part of pp→ Z/γ∗→
e+e−. The two diagrams for (a) Z ; and (b) γ∗ exchange have to be added and
squared, which leads to Z/γ∗ interference effects. Adapted from [34].
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q
Figure 2.2: Higher order Feynman diagram for the hard part of pp→ Z/γ∗→
e+e−. To balance the momentum taken by the jets in the initial or final state, the
Z/γ∗ has transverse momentum. Adapted from [34].
with
A =Q2lQ2q +2QlQqg
q
V g
l
Vℜ(χ(s))+ (g lV
2+ g lA
2
)(g qV
2+ g qA
2
)|χ(s)|2 (2.2)
B = 3
2
g lAg
q
A(QlQqℜ(χ(s))+2g lV g
q
V |χ(s)|2) (2.3)
g lV = T l3 , g lA = T l3 −2Ql sin2θW (2.4)
χ(s)= 1
2sin2θW cos2θW
s
s−m2Z + iΓZmZ
(2.5)
ℜ(χ(s))= 1
4sin2θW cos2θW
s(s−m2Z )
(s−m2Z )2+ (ΓZmZ )2
(2.6)
|χ(s)|2 = 1
16sin4θW cos4θW
s2
(s−m2Z )2+ (ΓZmZ )2
, (2.7)
where q and l denote the type of initial state (IS) quark and final state lepton, respectively.
The partons in the proton have no transverse momenta in the naive parton model.
Final states with finite pT of the boson are therefore produced only by higher order pro-
cesses as depicted in figure 2.2.
The cross sections for up- and down-type IS quarks and final state electrons, as well as
the up-to-down ratio, is visualized in figure 2.3. The varying contributions from pure γ,
Z and from the interference terms are also shown. Different regions of the phase space
favor different contributions from up- and down quarks. From measurements of the cross
section as function of mass, rapidity, and ultimately cosΘ, the distributions can therefore
be disentangled.
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Figure 2.3: Left: graphical representation of the partonic Z/γ∗→ e+e− cross
section as given in equation (2.1). Right: contributions to the cross section inte-
grated over cosΘ from Z , γ and the Z/γ∗ interference as function of mZ/γ∗ . The
two figures at the top and middle show the cross sections for up-type quarks and
down-type quarks in the IS, respectively. The bottom figures displays the ratio of
the above, i.e. the up/down ratios.
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Figure 2.4: The forward-backward
asymmetry as defined in equation (2.8)
vanishes for low Z/γ∗ masses and is 0.6
for high masses. It changes sign approx-
imately at the Z pole. Up-type quark
ISs contribute with a more pronounced
asymmetry compared to down-type
quark ISs.
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The term linear in cosθ of equation (2.1) gives rise to a so-called forward-backward
asymmetry, defined by
AFB =
∫ 1
0
dσ
d cosθd cosθ∫ 0
−1
dσ
d cosθd cosθ
(2.8)
and displayed in figure 2.4.
Especially at a proton-proton collider, the measurement is complicated by the fact
that the direction from which the quark enters is unknown. At the LHC, it is most likely
that the direction of flight of the Z/γ∗ is dominated by the boost of the incoming valence
quark, because valence quarks have in general more momentum than sea anti quarks. For
a measurement of the asymmetry performed by ATLAS and CMS see [51] and [52], respec-
tively. The ATLAS measurement also derives the weak mixing angle from the asymmetry
spectrum to be compatible with the Standard Model.
2.2 Z /γ∗ Kinematic Properties and the Proton
Structure
This section motivates the choice of kinematic variables used for analyzes at hadron
colliders like the LHC, before the implications of Parton Density Function (PDF) on the
pp→ Z/γ∗→ e+e− process are discussed.
2.2.1 Production of a Single Particle in a LHC Collision
The longitudinal momentum of the partons participating in the collisions is different
event by event. What is known is that the incoming partons are collinear with the proton,
i.e. they have no, or very little, transverse momentum. Therefore, a single gauge boson
produced in a collision does not have transverse momentum, under the condition that
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no additional radiation is present (e.g. jets from gluon emission). Under this conditions,
the parton and boson kinematics are uniquely connected as derived in the next lines.
The two incoming protons have negligible transverse momentum and therefore the
four-momenta are:
p1 = (E ,0,0,E), p2 = (E ,0,0,−E), (2.9)
with E = 7TeV. The center-of-mass energy squared of the two proton system is therefore
s = (2E)2. The four-momentum q of a single particle produced in a collision is:
q = x1p1+x2p2, (2.10)
with the parton momentum fractions x1,2 of the proton.
The rapidity y of a particle is given by its total energy E and its longitudinal momen-
tum pL:
y = 1
2
log
E +pL
E −pL
. (2.11)
It is connected to the ratio of the momentum fractions by:
e y =
√
x1
x2
. (2.12)
Therefore, x1,2 can be also be expressed through the rapidity:
x1 =
√
q2
s
e y , x2 =
√
q2
s
e−y . (2.13)
The energy available in the hard scattering is denoted with sˆ and defined by:
sˆ = q2 = x1x2s. (2.14)
It coincides with the mass of the produced particle in the absence of additional radiation.
With the connections between the kinematics of a single particle produced in a collision
and the underlying partonic kinematics, the x-Q2 plane accessible by the LHC can be
drawn. Figure 2.5 displays the kinematic range of the LHC and compares it to the range
of HERA and fixed target experiments. The LHC gives access to lower x compared to
HERA at a scale orders of magnitude higher. The extrapolation in Q2 is performed with
the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation given in section 1.2.1.
2.2.2 Z /γ∗ Kinematics
In the previous section, the principal connection of measurable kinematic variables of a
produced Z/γ∗ boson with the partonic configuration was derived. To detail this connec-
tion, the following shows kinematic distributions decomposed into the different quark-
antiquark ISs. The IS configuration is not derived from the events but taken directly from
the information the Monte Carlo generator returns.
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Figure 2.5: x–Q2 range of the LHC.
The dashed lines are for constant
values of rapidity. [44]
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In the following, the Monte Carlo generator used is POWHEG [47]. The used PDF is
CT10 [54], shown in figure 2.6. POWHEG calculates the cross section at next-to-leading
order in QCD and electroweak theory. The conditions in terms of center-of-mass energy
(cms) represent the conditions of the 2011 LHC data taking. In fact, the same generator
is also used in the course of the cross section measurement. The underlying workings
of Monte Carlo generators are explained in section 1.2.3. Although POWHEG is a next-
to-leading order generator, the gluon ISs are not explicitly stored in the event record.
However, the contribution from events with gluons in the IS is low compared to quark-
antiquark IS since it is a next-to-leading order process. It was confirmed by a separate
study that gluon ISs contribute significantly only with events where the Z/γ∗ pT is large.
Because the presented analysis is not directly sensitive to the boson pT, this shortcoming
of POWHEG is accepted.
Figure 2.7 displays in the left column the Z/γ∗ rapidity for three regions of boson mass
decomposed into ISs. The correlation of x1 with x2, the right column, is governed by
equation (2.14). Lines representing constant values of
p
sˆ show that most of the available
energy enters into the boson mass, i.e. there is only little initial or final state radiation.
The rapidity distribution is symmetric because there is no favored direction in a proton-
proton machine. The accessible rapidity range for a mass bin follows from its lower bound
and equation (2.14) plugged into equation (2.12), i.e. for the low mass bin:
|ymin,max| = ln 46GeV
7000GeV
≈ 5. (2.15)
The assessable x ranges match with the expectations from figure 2.5, going down to x ≈
0.0001.
To understand which IS contributes most in different kinematic regions, two factors
have to be considered. First, the availability of the IS from the protons, i.e. the PDF,
and second, the coupling to the Z/γ∗. Both factors can be read of from figure 2.3 and
figure 2.6, respectively. In addition, one has to keep in mind that high absolute rapidities
are caused by a large difference between x1 and x2. The picture is different for y ≈ 0.
There, the condition is that the momentum fractions are almost equal, which can be
fulfilled with quarks from both, the u and d valence/antivalence and sea and antisea
distributions. Figure 2.8 visualizes the connection of boson rapidity and momentum
fraction combinations.
For 46GeV<mZ/γ∗<66GeV, uu¯ is the dominating IS over the full rapidity range. This
is because the photon exchange dominates for low masses and it couples only to charge,
preferring u quarks over d quarks. In addition, the u quark density in the proton is larger
compared to the d quark density and there is no suppression from the antiquark density
because u¯/d¯ ≈ 1. The “bump” in the uu¯ contribution at |yZ/γ∗ | = 3 can be understood
from the PDF. The u PDF has a broad bump around x ≈ 0.15, which is close to what
equation (2.13) yields for yZ/γ∗ = 3 with
p
s = 7TeV and psˆ = 56GeV (the mean of the
mass range).
The mass bin 66GeV<mZ/γ∗<116GeV has more features. u/d is suppressed because of
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Figure 2.7: Z/γ∗ rapidity distribution (left column) and corresponding par-
ton momentum fraction (right column) for increasing mass intervals, 46GeV<
mZ/γ∗<66GeV, 66GeV<mZ/γ∗<116GeV and 116GeV<mZ/γ∗<150GeV, from
top to bottom.
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the electroweak couplings dominating at the Z mass peak. However, uu¯ still contributes
most at high absolute rapidities. For low x the u and d distributions approach each
other and together with the suppression from couplings, the uu¯ and dd¯ ISs are on par.
Noticeable is also that ISs with s quarks contribute with ≈ 20% at y = 0. The s quark is
a down-type quark and therefore favored w.r.t. up-type quarks by electroweak couplings
which makes a precision measurement in this region of phase space interesting.
In the high mass bin, 116GeV<mZ/γ∗<150GeV, a comparable mixture of Z and pho-
ton couplings determine the IS composition. The uu¯ is again favored over dd¯ but not as
much as for low masses.
2.3 Kinematics of the Decay Electrons
In view of the selection of events for the cross section measurement, the kinematical
distributions of the decay electrons are studied. The electron property is the only available
information from which the Z/γ∗ has to be reconstructed.
The electron η spectrum* is shown in figure 2.9 for Z/γ∗ with transverse momentum
below 10GeV in the left column and above 10GeV in the right column and for three
regions of increasing Z/γ∗ rapidity. When the pT is low, the electron pseudo-rapidities
are linearly correlated with each other. They increase as the Z/γ∗ rapidity increases. The
spectra are skewed if the Z/γ∗ has sizable transverse momentum, i.e. the boost of the
di-electron system is visible.
The electron pT spectra, figure 2.10, show, as expected, an Jacobian peak at half the
boson mass. Both pT distributions are broader for Z/γ∗ with pT > 10GeV. The leading pT
is shifted to higher values by approximately the most probable Z/γ∗ pT.
*See appendix A.1 for a description of the coordinate system used.
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Figure 2.8: Correlation between the parton momentum fractions x1,2 as func-
tion of Z boson mass and rapidity. From left to right the mass regions are
46GeV < mZ/γ∗ < 66GeV, 66GeV < mZ/γ∗ < 116GeV and 116GeV < mZ/γ∗ <
150GeV. The rapidity increases from top to bottom. The dashed lines indicate
constant sˆ = x1x2s with
p
sˆ =46, 66, 116 and 150 GeV andps = 7TeV.
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Figure 2.9: Pseudo-rapidity of both electrons from Z/γ∗ with 46GeV<mZ/γ∗<
150GeV and transverse momentum below and above 10 GeV on left and right
columns, respectively. The Z/γ∗ rapidity is restricted to 0<|yZ/γ∗ |<0.4, 0.8<
|yZ/γ∗ |<1.2 and 2<|yZ/γ∗ |<2.4 in the figures from top to bottom.
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Figure 2.10: Leading (solid line) and sub-leading (dashed line) electron pT dis-
tributions for Z/γ∗ with transverse momentum below and above 10 GeV on left
and right columns, respectively, for increasing mass intervals, 46GeV<mZ/γ∗<
66GeV, 66GeV<mZ/γ∗ < 116GeV and 116GeV<mZ/γ∗ < 150GeV from top to
bottom.
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3.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is a two-ring-superconducting-hadron accelerator de-
signed to collide protons with a design center-of-mass energy of up to 14 TeV and lead
ions with an energy of 2.8 TeV per nucleon. The energy available for a hard interaction is
lower, because the constituents, the partons, carry only a varying fraction of the momen-
tum of the proton. Because of this, a range of energies is probed at the same time which
makes hadron colliders being considered as “discovery machines” in contrast to lepton
colliders that operate at a fixed energy at a time.
The LHC project was approved at the end of 1994, construction in the former LEP
tunnel started in 2001 and the first beams circulated in September 2008. Soon after, a
faulty electrical connection between two magnets caused a magnetic-quench that lead
to the loss of six tonnes of liquid helium which was vented into the tunnel. The repair
took until September 2009 and on 30 March 2010 the physics program was started when
the LHC collided protons at
p
s = 7TeV. Table 3.1 lists the physics collision periods from
2010–2012. The years 2010–2012 saw a steady increase in delivered luminosity as well as
center-of-mass energy. In 2010 and 2011, the LHC delivered an integrated luminosity of
45 pb−1 and 5.2 fb−1, respectively, at
p
s = 7TeV. In 2012 the center-of-mass energy was
raised to
p
s = 8TeV and 21 fb−1 were provided.
One of the reasons to built the LHC at CERN was the possibility to re-use the existing
LEP tunnel and CERN’s extensive accelerator complex, see figure 3.1. Before the proton
beam enters the LHC, it undergoes several accelerating steps. The protons start from a
Table 3.1: The LHC physics periods from 2010 to 2012 and the center-of-mass
energy
p
s, the maximal instantaneous luminosity L reached and the integrated
luminosity delivered to the high luminosity experiments ATLAS and CMS.
Year Start – End
p
s max. L
∫
Ldt
2010 30 March – 4 November 7 TeV 2.07×1032 cm−2 s−1 45 pb−1
2011 13 March – 31 October 7 TeV 3.65×1033 cm−2 s−1 5.2 fb−1
2012 5 April – 17 December 8 TeV 7.73×1033 cm−2 s−1 21 fb−1
40 3 Experimental Setup
CMS
ATLAS
LHC-bALICE LHC
PS
SPS
BOOSTER
AD
CTF3LINAC 2
LINAC 3
CNGS
ISOLDE
West Area
East Area
North Area
Towards
Gran Sasso
n-TOF
TI2
TT10
TT60
TT2
TI8
protons
ions
neutrons
antiprotons
electrons
neutrinos LHC Large Hadron Collider
SPS Super Proton Synchrotron
PS Proton Synchrotron
CNGS CERN Neutrinos Gran Sasso
n-TOF Neutron Time Of Flight
AD Antiproton Decelerator
CTF3 CLIC TestFacility 3
Figure 3.1: The CERN accelerator complex. Until the proton beams finally reach
the LHC, they undergo several stages of acceleration described in the text. [55]
bottle of hydrogen. They are accelerated to 50 MeV by a linear accelerator, the Linac2. The
Proton Synchrotron Booster brings them up to 1.4 GeV from which they are transferred to
the Proton Synchrotron (PS). The PS accelerates them further to 25 GeV. The last machine
before the LHC is the Super Proton Synchrotron increasing the energy of the beam to
450 GeV. In the LHC, the energy is ramped up to 7 TeV per beam.
The LHC has two separate rings with counter-rotating beams. The two beams can
not share the beampipe because they need opposite orientations of the magnetic fields
bending them, in contrast to e.g. the proton-antiproton colliding Tevatron. However, the
high intensity required to reach the luminosity goal excludes the use of antiprotons.
The LHC has eight arcs and eight straight sections. The two high luminosity experi-
ments ATLAS and CMS are located at diametrically opposite straight sections. In the
arcs, superconducting dipole magnets cooled with superfluid helium keep the beams on
track with fields of up to 8.36 T for a beam energy of 7 TeV. The small β-function values
at the interaction points of ATLAS and CMS, important to achieve strong focussing and
thereby a high luminosity, are generated between quadrupole triplets on either side of
the experiments. The outer quadrupoles require a peak current of more than 6 kA while
the two inner quadrupoles require an even higher peak current of more than 10 kA.
Since the start of collisions in 2010, after more than two decades of research and devel-
3.2 The ATLAS Experiment 41
Figure 3.2: Branching ratios for the
main decays of the Standard Model
Higgs boson as function of Higgs
boson mass. The colored bands rep-
resent theoretical uncertainties. [32]
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opment followed by their assembly in the underground caverns, the detectors are finally
performing their task. The two general purpose detectors ATLAS [56] and CMS [57] are
designed to make best use of the physics potential the LHC provides. ALICE [58] and
LHCB [59] are more specialized experiments dedicated to heavy-ion and b physics, re-
spectively.
ALICE, a general-purpose, heavy-ion detector, focuses on the physics of strongly in-
teracting matter and the quark-gluon plasma at extreme values of energy density and
temperature. The most stringent design constraint is to cope with the extreme particle
multiplicity anticipated in central Pb-Pb collisions.
The LHCB experiment is dedicated to precision measurements of CP violation and
rare decays of B hadrons. It is designed as a single-arm spectrometer because at high
energies both the b- and the b¯-hadrons are predominantly produced in the same forward
or backward cone.
3.2 The atlas Experiment
3.2.1 Overview
The design of ATLAS was guided by the search for the Standard Model Higgs boson, whose
decay channels can be predicted precisely for a given Higgs mass MH . As can be seen
from figure 3.2, the regime where the Higgs boson mass is below two times the mass of
the Z boson offers a large variety of decay channels. However, backgrounds originating
from known Standard Model processes are large at a hadron collider, making a clean but
less frequent signature like the two photon channel most promising. Also the decay to a
pair of Z bosons which in turn decay into pairs of electrons and/or muons, is a channel
for which ATLAS was optimized for.
With a good muon momentum and electron/photon energy resolution, it is possible
to observe a narrow peak over a large background in the invariant mass distribution. It
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Figure 3.3: A computer generated image of the ATLAS detector. The two peo-
ple standing between two muon chambers at the left indicate the enormous
dimensions of the detector. [60]
is important to note that for low Higgs masses, the width of the observed mass peak is
dominated by instrumental resolutions.
Apart from precise information about individual particles, the event as a whole is im-
portant. Neutrinos or hypothetical new particles escape undetected and give rise to
momentum imbalance. If the detector provides high coverage in solid angle, summing
up all visible particles and imposing momentum conservation allows to reconstruct the
“invisible” particles.
With these basic requirements ATLAS, displayed in figure 3.3, was designed. The de-
tectors has the typical “cylindrical onion” layout of a high energy physics experiment
shown in figure 3.4. Situated closest to the beamline, vertex and tracking detectors record
the tracks of charged particles emerging from the collision. In the calorimeters, the
charged and neutral particles are stopped while loosing their energy in electromagnetic
and hadronic showers, from which the original energy can be derived. Only muons have
a high chance to pass the calorimeters and are detected in the outermost detector of
ATLAS, the muon-spectrometer, whose toroidal magnet design determines the overall
shape of the detector.
In the following sections, the sub-detectors of ATLAS are explained in some detail, for
a complete review see [62]. The coordinate system used is described in appendix A.1.
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Figure 3.4: A computer generated image representing how ATLAS detects par-
ticles. Tracks of charged particles are measured in the tracker. The electromag-
netic and hadronic calorimeters provide information on the energy of the parti-
cles and stop them. The muon spectrometer measures the penetrating muons.
[61]
3.2.2 Inner Detector
The tracker of ATLAS, displayed in figure 3.5, provides information on the trajectory
of charged particles. It comprises three systems, the pixel, the Semi-conductor Tracker
(SCT) and the Transition Radiation Tracker (TRT), all immersed in a 2 T magnetic field
#«
B
generated by the central solenoid. Charged particles emerging from the collision expe-
rience the Lorentz force
#«
F = ze #«v × #«B , the track follows basically a helix when ignoring
non-uniformities of the field and energy loss in the material. From the precisely mea-
sured tracks, primary and secondary interaction vertices can be constructed. The target
resolution of the transverse momentum is:
σpT
pT
= 0.05%pT[GeV]⊕1%.
The pixel and the SCT are both based on silicon technology that allows for very small
cell sizes and a large number of channels, as well as a low material budget. A silicon
sensor can be thought of as a p-n junction, i.e. a diode, to which a high voltage is reversely
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(a) (b)
Figure 3.5: The inner detector of ATLAS: (a) the end-cap region [56]; and (b)
the barrel region [63]. Tracks of fixed pseudo-rapidity are depicted with red lines.
(a)
sensor
readout chip wire bonds
strip cell
(b)
Figure 3.6: Concept of hybrid pixel (a) [64] and hybrid strip (b) detectors. Each
sensor pixel is connected via a bump bond to its own electronics channel of the
readout chip. A strip cell is connected via a wire bond to the readout.
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Figure 3.7: The high-threshold turn-
on curve, separated into regions ac-
cording to the reconstructed track η.
The value of the Lorentz γ factor is
calculated using the assumed mass
of the candidate (electron or pion).
Shown for the TRT barrel. [65]
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applied that enlarges the depletion zone. A charged particle passing the sensor creates
electron-hole pairs by ionization which drift to the electrodes where the signal is read out.
The pixel has a total of 80 million cells in three barrel layers and three end-caps disks.
The granularity in the transversal and beam direction is 50µm× 400µm, respectively,
providing a precise measurement in all three dimensions of space. The induced current
in a cell is readout by a separate chip connected via bump-bonds, see figure 3.6a.
The cell size of the SCT is comparable to the pixel in the transversal direction, 80µm,
but much coarser in the beam direction, 12 cm. The four barrel layers and nine end-caps
disks of the SCT have together 6 million channels. To provide better information on the
z coordinate of a hit the layers are doublets with one layer tilted against the other by the
so called stereo-angle of 40 mrad. By correlating two layers, the z resolution is improved.
The readout geometry of a strip detector is depicted in figure 3.6b.
The TRT is a straw-tube tracker. It provides up to 36 hits per track and additionally
information on the particle identity, especially electron-pion separation. It makes use
of transition radiation which occurs when charged particles cross borders of material. It
is proportional to the Lorentz γ factor which is higher for electrons compared to pions
of same momentum because the latter is heavier. The probability to pass the “high-
threshold”, i.e. to produce transition radiation, is plotted in figure 3.7 for pions and elec-
trons. For energies above 10 GeV, electrons have a high-threshold probability of ≈ 20%,
while the probability for pions is only ≈ 5%.
The combined information from the three tracking detectors therefore provides precise
information on a particle’s momentum and identity.
3.2.3 Calorimeters
The task of calorimeters is to measure the energy of particles. This is of special importance
for neutral particles passing undetected through the tracker. The topic is reviewed in
depth in e.g. [66].
When a high energetic particle interacts with material, a cascade of particles is pro-
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duced, a so called “shower”. The shower of electrons and photons is called an electro-
magnetic shower compared to a hadronic shower induced by strongly interacting par-
ticles. The development of hadronic showers is complicated because in nuclear reac-
tions a wealth of different particles, including also electrons and photons, is produced. A
hadronic shower has therefore always an electromagnetic component.
The basic properties of an electromagnetic shower can be understood with a simple
model. In the field of an atom, an electron can radiate a bremsstrahlungs photon. When
the photon undergoes pair production, the resulting electron and positron can again
do bremsstrahlungs and so on. Because of energy conservation, the shower stops at
some point. The number of produced particles is proportional to the initial energy of the
electron. The shower development for photons is similar, only that the first step is pair
production.
To quantify the amount of energy absorber by a calorimeter, the radiation length X0
and the interaction length λ are used for electromagnetic and hadronic showers, respec-
tively. X0 is the length after which an high-energy electron loses on average all but 1/e of its
energy by bremsstrahlung. λ is the length after which a fraction of e−1 hadrons interacted
with the traversed material. Therefore, showers are better confined in calorimeters corre-
sponding to many X0 or λ. The radiation length and the interaction length are typically
given in g cm−2 and need to be divided by the density of the material to yield the radiation
and interaction length.
All calorimeters of ATLAS, see figure 3.8, are sampling calorimeters where layers of
dense material driving the shower alternate with layers detecting the secondary particles
produced in the shower. The targeted energy resolutions of the electromagnetic and
hadronic calorimeters (except for the forward region where the resolution is about two
times worse) are σEE = 10%/
p
E [GeV]⊕0.7% and σEE = 50%/
p
E [GeV]⊕3%, respectively.
The active medium of the electromagnetic calorimeter is liquid Argon (LAr) to which
a high voltage is applied. Argon is a noble gas and liquid below −186 ◦C. The charge
released through ionization by the shower particles is read out. The medium is dense
and no charge amplification is needed, i.e. the calorimeter is operated in ion chamber
mode. Liquids as active materials have the benefit of being uniformly distributed and
intrinsically radiation hard. The drawback is that cryogenics is necessary and a high level
of purity needs to be achieved. Also the charge collection is rather slow.
Lead is used as absorber. Approximately 30 X0, see figure 3.9, stop particles with ener-
gies as high as ≈TeV. Because of the short radiation length of lead, X0 = 6.3g cm−2, the
calorimeter is only ≈ 0.5m in depth.
Over the LAr gap of ≈ 2mm a high voltage of 2 kV is applied which makes the released
electrons drift to the readout electrodes. The time to collect all released charges, i.e. the
drift time, is≈ 400ns. This is long considering that every 25ns a collision happens at nom-
inal LHC conditions. A geometry where the gaps and absorbers are along the direction
of the incoming particle direction, see figure 3.10, allows for a fast charge collection. To
avoid that particles escape through a gap, the layers are folded in an accordion fashion.
The electromagnetic calorimeter is composed of three layers, see figure 3.11, prepended
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Figure 3.8: Cut-away view of the ATLAS calorimeter system. [67]
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Figure 3.9: Amount of material expressed in radiation lengths X0 of the electro-
magnetic calorimeter layers as function of pseudo-rapidity. Also displayed is the
contribution from material before the first presampler.
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(a) (b)
Figure 3.10: Readout geometry of a sampling calorimeter, (a) the traditional
geometry; and (b) the accordion geometry used for the ATLAS LAr calorimeters.
[68]
∆ϕ = 0.0245
∆η = 0.02537.5mm/8 = 4.69 mm∆η = 0.0031
∆ϕ=0.0245x4
36.8mmx4=147.3mm
Trigger Tower
TriggerTower∆ϕ = 0.0982
∆η = 0.1
16X0
4.3X0
2X0
15
00
 m
m
47
0 m
m
η
ϕ
η = 0
Strip cells in Layer 1
Square cells in 
Layer 2
1.7X0
Cells in Layer 3
∆ϕ× ∆η = 0.0245× 0.05
(a) (b)
Figure 3.11: Sketch of an electromagnetic calorimeter barrel module (a). The
granularity in η and φ of the cells of each of the three layers and of the trigger
towers is also shown [56]; (b) electrodes before folding [69].
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by a Presampler accounting for energy losses upstream, i.e. in the tracker. The first layer
has a granularity of∆η×∆Φ= 0.025/8×2pi/64 up to |η| < 1.4 and drops to∆η×∆Φ= 0.025×
2pi/64 for |η| < 2.5. The second layer is coarser in η but finer inφ: ∆η×∆Φ= 0.025×2pi/256.
The third layer keeps the granularity of the second layer in φ but is again coarser in η by a
factor two: ∆η×∆Φ= 0.050×2pi/64.
The high granularity of the first layer allows to separate photons from converted pi0.
Figure 3.12 displays that the energy depositions of a single and two photons originating
from pi0 → γγ can be distinguished.
The hadronic sampling calorimeter uses both scintillator-tiles and LAr technology for
the range |η| < 1.7 and |η| > 1.5, respectively. The absorber material is steel, whose main
component is iron with an interaction length of λ = 132g cm−2. The total interaction
length is about 12λ, see figure 3.13.
3.2.4 Muon System
The muon system is the outermost system of the ATLAS detector. Only muons have
a high chance to pass through the calorimeters because of their low interaction rate.
Bremsstrahlung losses are unlikely for them compared to electrons because they are
proportional to m−4, and the muon is 200 times as heavy as an electron.
Three large superconducting toroids, one for barrel and two in the end-caps, house the
muon-spectrometer of the ATLAS detector. The magnets have air-cores to minimize the
material budget, thus the effects from multiple-scattering.
Figure 3.14 shows the arrangement of the different muon detector system. The first
level muon trigger uses information from three layers of Resistive Plate Chambers (RPCs)
in the barrel region and three layers of Thin Gap Chambers (TGCs) in the end-cap re-
gions. They provide hit information with nano second timing resolution. The trajectory
of muons is reconstructed from hits in Monitored Drift Tubes (MDTs) and Cathode Strip
Chambers (CSCs). Muon tracks of pT = 1TeV are measured with a target resolution of
10 %.
3.2.5 Trigger and Readout
The current ATLAS trigger system consists of three levels, the first level (L1), the sec-
ond level (L2) and the Event Filter (EF), see figure 3.15. The first level is implemented
in hardware, L2 and the Event Filter are based on software and clusters of commodity
computer hardware. A combination of the trigger decisions of the L1 calorimeter (L1Calo)
and L1 muon (L1Muon) triggers causes the event to be accepted at L1 (L1Accept). Track
information is not yet part of the decision but added later at the L2 and EF stages.
For every event all information is first buffered in pipelines situated in the front-ends
(FE) of the individual detectors. Selected parts of the muon system and coarsened calorime-
ter granularity information is transferred to the relevant L1 hardware. The latency of the
trigger is driven by the depth of the pipelines, i.e. the maximum number of events that
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(a) (b)
Figure 3.12: The highly granular first layer of the electromagnetic calorimeter
allows the separation of (a) single photons from (b) two photons from the decay
pi0 → γγ [70].
Figure 3.13: Contributions from
subsystems to the total interaction
lengths λ of the ATLAS calorime-
ter system as function of pseudo-
rapidity. [56]
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Figure 3.14: Quarter-section of the
muon system in a plane containing
the beam axis. The inner most layers
of TGCs, TGC EI and TGC FI, are not
used for the first level trigger. CSC
detectors are not shown but located
at around z = 7m [62]
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Figure 3.16: (a) integrated luminosity versus week delivered to (green), and
recorded by ATLAS (yellow) during stable beams; (b) the maximum mean num-
ber of events per beam crossing versus day. [73]
can be buffered. Within 2.5µs the L1Accept decision reaches the front-ends. When the
event is accepted, all, also tracking information, is readout and transferred off-detector.
Not all detector information is available to the second level trigger, but only the parts
of the detector which are marked “interesting” by L1. These regions are called “Regions
of Interest” (ROI). Based on the analysis of the ROIs a L2Accept is formed.
The event filter is responsible for the final decision and has access to the full detector
and granularity. The total output rate depends mainly on the available computing re-
sources. Originally a rate of 100 Hz was planned, but the rate was doubled and for future
running a rate of 500 to 1000 Hz is foreseen [72].
3.2.6 Luminosity and Pile-up
One of the key quantities to characterize the performance of a collider is the luminosity it
is able to deliver to the experiments. The higher the luminosity, the higher is the chance
to observe a rare event because the number of expected events per second N˙ is connected
with the instantaneous luminosity L by:
N˙ = L ·σ, (3.1)
whereσ is the cross section for the process under study. The luminosity can be calculated
from machine and beam properties:
L = nbN
2
b f γ
4piβ∗²∗
R, (3.2)
where nb is the number of colliding bunch pairs, Nb are the number of particles per
bunch, f = 11.25kHz the revolution frequency, γ relativistic gamma factor, ²∗ the normal-
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ized transverse beam emittance, β∗ the beta function at the collision point, and R the
geometric luminosity reduction factor due to the crossing angle at the interaction point.
An equivalent expression for the luminosity can be expressed by properties of the
beams at the point of collision:
L = N1N2 f nb
4piσxσy
, (3.3)
where N1,2 are the number of particles per bunch, nb the number of colliding bunch pairs,
f the revolution frequency and σx,y the transverse size of the beam.
The transverse size is measured with a method pioneered by Simon van der Meer for
the Intersection Storage Ring at CERN. During a “vdM” scan the beams are shifted against
each other and by measuring the interaction rate during the scan, the beam-overlap area
is determined. From several beam instrumentation measurements the bunch current can
be calculated. At ATLAS, the beam conditions monitor (BCM) and a Cherenkov detector
around the forward beam pipe (LUCID) monitor the beam during a physics fill.
During 2011 the luminosity increased continuously up to 3.65×1033 cm−2 s−1 result-
ing in 5.61fb−1 collected, see figure 3.16a. Combining information from all luminosity
measurements, the uncertainty is ±1.8% [74, 75].
The higher the instantaneous luminosity, the higher is the average number of interac-
tions per bunch crossing µ, also called pile-up:
µ= L ·σinel.
f nb
, (3.4)
whereσinel. ≈≈ 71.5mb is the inelastic proton-proton cross section. The pile-up increases
throughout the 2011 data taking from µ≈ 7 up to µ≈ 15, see figure 3.16b.
3.2.7 Data Analysis and Simulation
3.2.7.1 Data Quality
The quality of data is represented by a list of “defects” for a specific time range, called a
luminosity block (LB), of a given run [76]. An LB is approximately one minute long for
2011 data. Changes in the detector configuration can start a new LB.
For each LB a list of “primary defects”, like high voltage trips of the calorimeter, is stored
in a database. To make the decision which data to use in an analysis primary defects are
combined to “virtual defects” that can include other virtual defects as well. As soon as
one of the defects the virtual defects depends on is set, the virtual defect is also set.
The list of LB that are found to be good for analysis are stored in a Good Run List (GRL).
3.2.7.2 Simulation Infrastructure
Monte Carlo simulation samples are produced by ATLAS for the 2011 data taking period.
In following a brief overview of the flow of the simulation software, see figure 3.17, is given.
A detailed description can be found in [77].
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Figure 3.17: The flow of the ATLAS simulation software. It starts from the gen-
eration of event in the top left and ends at fully reconstruction events in the top
right. In between, pile-up is added and the detector response is simulated. [77].
First the particles that emerge the collisions are generated with different Monte Carlo
generators. The result of this step is a list of particles and their kinematic properties.
The passage of these particles through the detector is modelled using Geant4 [78] which
simulates the interactions in the detector and the energy deposits in sensitive elements,
e.g. calorimeter cells or silicon sensors. The information of the energy deposited per
sensitive unit is returned as so called “hits”. The effect of pile-up is modelled by overlaying
hits taken from a pool of simulated minimum bias events.
Hits are converted to detector responses, called “digits”, by sub-detector specific dig-
itization software. After simulation of the read-out systems, Raw Data Objects (RDOs)
are created that have the same format as the data. The reconstruction is then run on the
RDOs.
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Electron candidates in the central part of the detector are defined as a cluster of energy in
the electromagnetic calorimeter with a track associated to it. The likeliness of the recon-
structed electron candidate to be a genuine electron is calculated through requirements
on the shower shape and track parameters. Electrons in the forward region where no
tracker information is available are not used in this thesis.
3.3.1 Reconstruction
3.3.1.1 Cluster Reconstruction And Calibration
In a first step longitudinally summed up “towers” of cell energies are built. For this, the
Liquid argon Electromagnetic Barrel calorimeter (EMB) and Liquid argon Electromag-
netic Endcap calorimeter (EMEC) is divided into a grid of Nη×Nφ = 200×256 elements,
each of size ∆η×∆φ = 0.025×0.025. For each element the energy of all cells in the longi-
tudinal projection, i.e. for all layers of the calorimeter, is summed into the tower energy.
Next, pre-clusters are found by a sliding window algorithm. A window of Nwindowη ×
Nwindowφ = 3×5 in units of the elements defined above is slided over the tower grid. A pre-
cluster is formed if the window’s transverse energy, E thresT , is above 3 GeV. The position
of the pre-cluster is computed using a smaller window of Nposη ×Nposφ = 3×3 elements
because this way the position is less sensitive to noise. If two pre-clusters are found
within a distance of ∆duplη ×∆duplφ = 2×2 only the cluster with the higher ET is kept while
the other one is removed. The pre-clusters are then used as seeds for the final clusters.
Per calorimeter layer, all cells in a rectangle centered on the seed position are assigned
to the cluster. For electron candidates the size of this rectangle, expressed tower units, is
Nη×Nφ = 3×7.
The energy of the calorimeter cells is obtained by first converting the digitized signal
from counts (ADC) to electric current (µA) and then to deposited energy (MeV). The
energy lost in the passive material is “invisible”. To correct for it, the “visible” energy is
divided by the sampling fraction*. The resulting energy in each layer enters the cluster
energy calibration which accounts for energy lost in front and beyond the calorimeter
and outside of the cluster. The calibration is based on Monte Carlo simulations of single
electrons with varying pT and η and relates the measurable energy deposits with the true
energy of the incident electron.
3.3.1.2 Track Matching
The η andφ of the track at the vertex are compared to the η andφ of the cluster position. If
they agree within ∆η×∆φ = 0.2×0.1, then in a second step the track is extrapolated to the
*The ratio of energy deposited in the active layer to the total deposited energy is called the sampling fraction
of a calorimeter.
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Figure 3.18: Electron reconstruction efficiency in 2011 and 2012 as function
of (a) transverse energy; and (b) pseudo-rapidity [79]. The improvement of the
efficiency in 2012 w.r.t. 2011 is described in the text.
calorimeter position of each compartment in depth, and∆η and∆φ are calculated for each
compartment. For each track the distance (cone) is computed from the corresponding
value in the 2nd sampling. All tracks are attached to the electron object and are ordered
by distance value. The best match is considered as the one with smallest distance.
3.3.1.3 Efficiency
The efficiency with which clusters caused by genuine electrons are found is measured
in data and simulation with a Tag-and-Probe method on electrons from Z → ee events.
For 2011 the efficiency increases with the transverse energy ET of the cluster from about
92 % for ET = 20GeV up to 96 % for ET = 50GeV, see figure 3.18. The efficiency is highest
for the central part of the detector and drops with increasing η where more material is
traversed. The noticeable improvement of the reconstruction efficiency from 2011 to
2012 is achieved by using an electron hypothesis track reconstruction which allows for
Bremsstrahlung losses in the pattern recognition. Previously only multiple scattering
was considered. A Gaussian Sum Filter algorithm to re-fit all tracks associated to electro-
magnetic clusters and a more performant track-cluster matching are used, which allows
to recover electron candidates that suffered large energy losses due to Bremsstrahlung
emissions.
3.3.2 Identification
The electron identification has the goal to discriminate genuine electrons from photons
and jets. It combines information from all sub-detectors except the muon system. The
variables used are listed in table 3.2. They are organized in so called “menus” offering
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three working points with increasing purity but decreasing efficiency: loose, medium
and tight. Originally defined for 2010, see [80], they were adapted to the higher pile-up
conditions of the 2011 data taking. A trailing “++” indicates the 2011 version of a working
point.
3.3.2.1 Discriminating Variables
In [81] the distributions of the variables used for electron identification are studied in
simulation. This allows to categorize the electron candidates based on matching to truth
information. The categories are: isolated electrons, if the electron candidate matches a
true electron originating from a Z or W boson; hadron fake, if it does not match a true
electron, muon or tau; non-isolated electron, if it matches a true electron originating
from b(c)-mesons; background electron, if it matches a true electron coming from Dalitz
decays or coming from a photon.
The energy of most genuine electrons is contained in the electromagnetic calorimeter.
Therefore, energy in the hadronic calorimeter indicates a hadronic shower. By requiring
a small value of hadronic energy leakage, jets are rejected. The distribution of hadronic
leakage as the ratio of ET in the first layer of the hadronic calorimeter to the ET of the elec-
tromagnetic cluster in simulation is shown in figure 3.19 along distributions of selected
variables that are discussed below.
Electrons deposit most of their energy in the core of the shower and the shower itself is
narrow. This is represented by the lateral shower shape Rη and the lateral shower width
wη2, respectively, evaluated in the middle layer of the electromagnetic calorimeter. Rη
is the ratio of energy in 3×7 cells over the energy in 7×7 cells centered at the electron
cluster position. The lateral shower width is defined by:
wη2 =
√
(
∑
Eiη2i )/(
∑
Ei )− ((
∑
Eiηi )/(
∑
Ei ))2, (3.5)
where Ei is the energy and ηi is the pseudo-rapidity of calorimeter cell i and the sum is
calculated within a window of 3×5 cells.
Also the shower width in the strip layer of the electromagnetic calorimeter discrimi-
nates genuine electrons from fakes. The shower width wstot is calculated by:
wstot =
√
(
∑
Ei (i − imax)2)(
∑
Ei ), (3.6)
where i runs over all strips in a window of ∆η×∆Φ≈ 0.0625×0.2, corresponding typically
to 20 strips in η, and imax is the index of the highest-energy strip.
A cluster caused by a neutral pions decaying to two photons often has two maxima.
The ratio of the energy difference between the largest and second largest energy deposits
in the cluster over the sum of these energies, Eratio, is effective in the rejection of this kind
of electron background.
Track quality cuts include the number of pixel hits and SCT hits and the transverse
impact parameter with respect to the beam spot. The quality of the track-cluster match is
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Figure 3.19: Distributions of electron identification variables [81]. Electron can-
didates are characterized by matching to truth information. The labels are de-
fined in the text.
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Figure 3.20: Electron identification efficiency as function of (a) the number of
reconstructed vertices [82]; and (b) identification efficiency of the loose++ menu
for electrons with transverse energy between 7 and 50 GeV [83].
quantified by the difference in η and φ between the track extrapolated to the calorimeter
and the cluster position in the strip layer. Because of the small mass of the electron, the
ratio of energy to momentum should be close to 1, in contrast to background where the
ratio can be both lower or higher.
A further increase in rejection power is achieved using also information from the TRT.
The difference between the measured number of hits in the TRT and the expected average
number of hits is required to be within 15 hits. The ratio of high-threshold hits must be
approximately 10 %.
Non-prompt electrons are further rejected requiring that the track has at least one hit
in the first pixel layer, the so called b-layer.
3.3.2.2 Efficiency
The efficiency for different selections as function of the number of reconstructed vertices
and transverse energy and different processes is presented in figure 3.20. The efficiency
for the tight++ selection is about 75 to 80 % and only one out of ≈ 105 jets is identified as
an electron [81].
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Table 3.2: Definition of variables used for electron identification cuts for the
central region of the detector (|η| < 2.47). The last two columns indicate in which
selection the variable is used. loose is shown in light gray, medium in gray and
tight in dark gray. If a variable is used also with a stricter requirement the column
is divided and both cut values are given in the description. If a cut is not used,
e.g. not in a stricter version, the column is white. Stricter selections include all
cuts of the looser selection.
Type Description Name 2010 2011
Hadronic Leakage Ratio of ET in the first layer of the
hadronic calorimeter to ET of the EM
cluster (used over the range |η| < 0.8
and |η| > 1.37)
Rhad1
Ratio of ET in the hadronic calorimeter
to ET of the EM cluster (used over the
range |η| > 0.8 and |η| < 1.37)
Rhad
Middle layer of
EM calorimeter
Ratio of energy in 3× 7 cells over the
energy in 7×7 cells centered at the elec-
tron cluster position
Rη
Lateral shower width wη2
Strip layer of EM
calorimeter
Shower width wstot
Ratio of the energy difference between
the largest and second largest energy
deposits in the cluster over the sum of
these energies
Eratio
Track quality Number of hits in the pixel detector:
nsi ≥ 1, stricter: nsi > 1 for |η| > 2.01
npixel
Number of total hits in the pixel and
SCT detectors: nSi ≥ 7
nSi
Transverse impact parameter:
|d0| < 5mm, stricter: |d0| < 1mm
d0
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Table 3.2: (continued)
Type Description Name 2010 2011
Track-cluster
matching
∆η between the cluster position in the
strip layer and the extrapolated track:
|∆η| < 0.01(0.015 for id.++), stricter:
|∆η| < 0.005
∆η
∆Φ between the cluster position in the
middle layer and the extrapolated track
∆Φ
Ratio of the cluster energy to the track
momentum
E/p
TRT Total number of hits in the TRT nHT
Ratio of the number of high-threshold
hits to the total number of hits in the
TRT
fHT
Conversions Number of hits in the b-layer: nBL ≥ 1 nBL
Veto electron candidates matched to
reconstructed photon conversions

4
Data Sets
This chapter summarizes the data and simulation samples used. Features of the different
data taking periods are shortly discussed. The cross sections needed to normalize the
signal and background simulation to the integrated luminosity of the data sample are
given with uncertainties.
4.1 atlas 2011 Data Taking
The data used for the cross section measurement is from the 2011 pp collision run where
the LHC was operated at a center-of-mass energy of
p
s = 7TeV. The integrated luminos-
ity per period and the average number of interactions per bunch crossing (µ) increase
over the year because of higher beam currents and optimized machine parameters. The
conditions for each data taking period are summarized in table 4.1 where also the lowest
unprescaled di-electron trigger chain is given. Figure 4.1 shows the rate and the efficiency
as function of luminosity and electron pT, respectively.
The data quality system of ATLAS was used to select only runs without problems af-
fecting the pp→ Z/γ∗→ e+e− analysis. The data sample corresponds to an integrated
luminosity of 4.574 fb−1 with a systematic uncertainty of 1.8 % [75].
To reduce the processing time of the analysis, a preselection is applied to the data
set requiring that every event has to contain at least two electromagnetic clusters with
transverse energies exceeding 15GeV.
4.2 Monte Carlo Simulation
4.2.1 Signal
The default generator for the signal process is POWHEG [47] with parton showers provided
by PYTHIA6 [86]. Alternativly, the same POWHEG events are showered by HERWIG [87]. In
addition, a sample of events generated with MC@NLO [48] also showered by HERWIG is
used. The uncertainties on the cross sections arise from the choice of Parton Density
Function (PDF) (3 %), from factorization and renormalization scale dependence (< 1%),
and the size of the correction from NLO to NNLO (4 %) as documented in [85].
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Figure 4.1: EF di-electron trigger (a) trigger rates as function of instantaneous
luminosity; and (b) trigger efficiency as function of pT [84].
Table 4.1: Data taking periods of the ATLAS experiments in 2011 used for the
cross section measurement. A “FEB” is a front end board of the electromagnetic
calorimeter.
Period data range L [pb] bunch spacing comment
D 14 Apr – 29 Apr 164 50 ns EF_2e12_medium
E 30 Apr – 03 May 48 50 ns 6 LAr FEBs not opera-
tional
F 15 May – 25 May 131 50 ns /
G 27 May – 14 Jun 502 50 ns /
H 16 Jun – 28 Jun 256 50 ns /
I 13 Jul – 29 Jul 333 50 ns 4 LAr FEBs recovered
J 30 Jul – 4 Aug 223 50 ns /
K 4 Aug – 22 Aug 583 50 ns EF_2e12T_medium
L 7 Sep – 5 Oct 1384 50 ns EF_2e12Tvh_medium
M 6 Oct – 30 Oct 1013 25 ns /
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Table 4.2: Simulation samples of the signal process used for analysis. The
cross sections and uncertainties [85] quoted are used to normalize to the ex-
pected number of events. The corresponding Monte Carlo luminosity taking
into account all events without weights is given in the last column. ProgramA+
ProgramB is to be read as “events generated with ProgramA, parton showers
provided by ProgramB”.
Z/γ∗→ e+e− Data set Generator σ [nb] LMC [fb−1]
38GeV<mZ/γ∗<53.8GeV 129806 POWHEG+PYTHIA6 0.0878 (5 %) 11
mZ/γ∗ > 53.8GeV 108303 1.006 (5 %) 20
38GeV<mZ/γ∗<53.8GeV 129806 POWHEG+HERWIG 0.0878 (5 %) 11
53.8GeV<mZ/γ∗<75GeV 147219 0.04713 (5 %) 21
mZ/γ∗ > 53.8GeV 126006 1.006 (5 %) 5
mZ/γ∗ > 105GeV 147220 0.02464 (5 %) 20
40GeV<mZ/γ∗<75GeV 147215 MC@NLO+HERWIG 0.1151 (5 %) 22
mZ/γ∗ > 60GeV 106087 0.0990 (5 %) 5
mZ/γ∗ > 105GeV 147216 0.02418 (5 %) 21
The electron selection applied to the simulation is the same as for data. To derive quan-
tities like efficiency corrections the unimpaired, i.e. the truth information is accessed
from the simulation. For this all Monte Carlo generators used provide detailed informa-
tion about the event they have simulated.
Table 4.2 lists the aforementioned samples and uncertainties as well as the correspond-
ing integrated Monte Carlo luminosity without taking event weights into account.
4.2.2 Background
Several processes produce events that look like pp → Z/γ∗→ e+e− events, but are not.
They need to be estimated and subtracted from the total of selected events. Three cases
are distinguished: a) both candidates are real electrons but originate from other processes
than Z → ee; b) one electron candidate is in reality not an electron; and c) both are not
real electrons.
Production of two weak bosons is of category a). The di-boson processes WW , WZ ,
ZZ lead to two, three or four high-pT electrons from the decay of the W and Z bosons.
Although real Z bosons are produced, they should not contribute to the measured cross
section, because when it comes to PDF fitting it is beneficial when the cross section that
is calculated during the fit does not need to handle di-boson processes. Another back-
ground process with two real electrons is top-pair production. The two tops decay to
t →Wb with the subsequent decay W → eν that makes 1 % of all decay modes. The
electrons from the W have high-pT. τ-leptons decay in 18 % of all cases to eνeντ which
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Table 4.3: Simulation samples of background processes used for analysis. The
cross sections and uncertainties [85] quoted are used to normalize to the ex-
pected number of events. ²filter is the filter efficiency of cuts imposed on the
generation level. The corresponding luminosity taking into account all events
without weights is given in the last column. “Npi” for the ALPGEN samples de-
notes the number of additional outgoing partons.
Process Data set Generator σ ·²filter [nb] LMC [fb−1]
W → eν 106043 PYTHIA6 10.460 (5 %) 4
W → τν 107054 PYTHIA6 10.460 (5 %) 0.2
WW 105985 HERWIG 44.9 ·0.389 ·10−3 (7 %) 86
WZ 105987 HERWIG 18.5 ·0.310 ·10−3 (7 %) 17
ZZ 105986 HERWIG 6.02 ·0.212 ·10−3 (7 %) 196
t t¯ 105200 MC@NLO+HERWIG 0.165(+7%−10%) ·0.555 16
Z → ττ Np0 107670 ALPGEN+HERWIG 0.834 (5 %) 13
Z → ττ Np1 107671 ALPGEN+HERWIG 0.168 (5 %) 35
Z → ττ Np2 107672 ALPGEN+HERWIG 0.0508 (5 %) 20
Z → ττ Np3 107673 ALPGEN+HERWIG 0.0140 (5 %) 36
Z → ττ Np4 107674 ALPGEN+HERWIG 0.00355 (5 %) 41
Z → ττ Np5 107675 ALPGEN+HERWIG 0.00093 (5 %) 48
makes Z → ττ a background process. However, the invariant mass of the electron-pair is
reduced compared to the Z/γ∗ mass because the neutrinos carry away a large fraction
of energy. The background processes discussed above can also contribute to category b)
with one electron faked. However the high purity of the electron identification suppresses
these modes efficiently. Single W s are produced copiously at the LHC and are of back-
ground category b). The decays W → eν and W → τν with the τ decaying subsequently
to an eνeντ contain real high-pT electrons and are therefore a background if a second
electron is present or faked in the collision. W → τν and Z/γ∗ → ττ backgrounds are
taken from the multi-leg LO generator ALPGEN with HERWIG for the parton shower. t t¯
and single top events are simulated by MC@NLO also showered by HERWIG. HERWIG is
used to simulate the hard process and the parton shower for the diboson productions
WW , WZ and ZZ .
5
pp→ Z /γ∗→ e+e− Event Selection
The topic of this chapter is the selection of pp→ Z/γ∗→ e+e− events in data and simu-
lation. Because every pair of oppositely charged electrons can origin from the decay of a
Z/γ∗, the task can be broken down to selecting two real electrons and combining their
four-vectors to a Z/γ∗ four-vector.
5.1 Selection Criteria
pp → Z/γ∗→ e+e− events are selected by a serious of requirements on both the event
and the signal electron level. When two electrons are successfully identified, they are
combined to a Z/γ∗. The four-vector of each electron is constructed by taking the energy
measurement from the cluster and the angular information from the track.
Events have to pass a trigger that requires two electrons with pT > 12GeV. To cope with
the increasing instantaneous luminosity during the 2011 data taking the trigger menu
evolved. The trigger chains are defined at the last stage of the ATLAS trigger system, the
Event Filter (EF). The different triggers used are detailed in chapter 4.
Kinematically, both electron candidates must be within the central part of the detector,
i.e. |η| < 2.47, to make use of the volume equipped with tracking detectors. The transition
region of the calorimeters, 1.43 < |η| < 1.52, is excluded as well as a region where the
energy response is known to be not well modelled by the simulation: 1.6 < |η| < 1.7. In
addition, electrons have to be outside of regions of the electromagnetic calorimeter that
are known to have problems, i.e. in ATLAS language, they have to have “Good object
quality” (Good OQ). Both electrons are required to have pT > 20GeV. Which is where the
plateau efficiency of the trigger starts.
The data of 2011 offers enough statistics to allow for a strong background suppression
or in turn a lower efficiency. The tight++ menu is therefore used with a signal efficiency per
electron of 75 to 80 % depending on the amount of pile-up in the event, see section 3.3.2.
The jet rejection is of the order 10000. Which means that only one in every 10000 jets
passes the tight++ criteria.
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(a)
(b)
Figure 5.1: A pp→ Z/γ∗→ e+e− candidate event selected in data. (a) xy view;
and (b) ρz view. The track and hits of the reconstructed electrons are colored
black.
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5.2 Candidate Event Displays
Event displays are important to understand the reconstruction of physics objects in the
detector. Especially the visualization of calorimeter and tracker hits, overlayed with the
reconstructed tracks and clusters, result in a better perspective of the features but also
inability of the detector systems. The event display of ATLAS, called ATLANTIS [88], is
used to study basic properties of selected pp→ Z/γ∗→ e+e− event candidates. The hit
information is not available in the usual analysis format. To have access to it anyway, the
“raw” event needs to be loaded from tape storage and the reconstruction is run again. This
was done by the author for a list of events with distinct features.
A pp→ Z/γ∗→ e+e− candidate event from data is selected and processed as such and
displayed in figure 5.1. Tracks with pT > 1GeV and their associated hits have the same
color. Hits of tracks pT ≤ 1GeV or hits that did not lead to a track are shown in gray in
the xy view but are omitted in the ρz view for clarity. The electromagnetic and hadronic
calorimeters are shown in green and red, respectively. The cell structure is superimposed.
Only energy deposition with E > 400MeV are shown and colored in yellow and the size of
the colored area scales with energy.
The energy depositions of the electron candidates are located in the upper right and
lower left part of the event display. The electromagnetic shower is well contained in the
electromagnetic calorimeter. No leakage or hadronic activity is observed. It is therefore
very likely that they were not induced by hadrons.
The tracks associated with the clusters, have hits in all layers of the pixel and Semi-
conductor Tracker (SCT) and > 30 hits in the Transition Radiation Tracker (TRT). They
origin from the same vertex and the vertex is selected as the primary vertex of the inter-
action. The reconstructed Z/γ∗ mass is close to 91.2 GeV and the rapidity is |yZ/γ∗ | < 0.4.
There are no jets to recoil from, therefore the boson pT is small. Contrary, figure 5.2 shows
an event with a Z/γ∗ with high transverse momentum. The electrons are highly boosted
and are therefore not back-to-back but close together. The jet, balancing the pT leads to
activity in the hadronic calorimeter.
The effect of high pile-up is demonstrated figure 5.3. Many tracks and a lot of energy
deposits in both the electromagnetic and hadronic calorimeter are visible. However, the
two high energetic narrow clusters from the electrons stick out of the ambient energy.
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(a)
(b)
Figure 5.2: A pp → Z/γ∗ → e+e− candidate event selected in data with high
transverse momentum of the Z/γ∗in (a) xy view; and (b) ρz view.
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(a)
(b)
Figure 5.3: A pp→ Z/γ∗→ e+e− candidate event selected in data with a high
number of simultaneous interactions, i.e. a highµ in (a) xy view; and (b) ρz view.

6
Reweightings and Corrections
During the course of the thesis, several corrections where developed by individuals and
the performance groups of ATLAS. Although the author was not involved in the determi-
nation of the corrections itself, he implemented the tools in this analysis at an early stage
of their development and gave feedback on the observed performance.
All corrections are applied to the simulation at analysis level. The only exception is the
energy scale correction that is applied to data.
6.1 Event Weights
The distribution of the average number of interactions per crossingµ for the data and sim-
ulation samples used in the analysis is shown in figure 6.1. The simulation describes the
general features of the data conditions. To account for the small remaining discrepancy,
simulation events are weighted to match the data distribution, see figure 6.2.
The distribution of the z coordinate of the reconstructed primary vertex in simulation
follows a Gaussian distribution with a mean of 0. Two different configurations for the
standard deviation are used: “wide” σz = 90mm and “narrow” σz = 75mm. The beam
spot in data on the other hand is much smaller with σz ≈ 56mm. It was found that the
identification efficiency is lower for electrons originating from tails in the vertex distribu-
tion. Therefore a reweighting is applied to the simulation to match the vertex distribution
in data.
The transverse momentum of the Z/γ∗ boson heavily depends on the signal generator
and the used Parton Density Function (PDF) parametrisation. It is in general incom-
patible with the distribution observed in data. Therefore all signal simulation samples
are reweighted to match the observed Z/γ∗ boson pT spectrum in data. The weights
are derived from Z/γ∗ pT distributions binned in rapidity and mass. The final weight is
obtained by a bi-linear interpolation in the pT-mass plane. This has the benefit of fully
taking into account the low and high mass predictions as well as conserving the cross
sections as function of mass and across different samples. Figure 6.3 shows the weights
applied to reach the POWHEG+PYTHIA8 boson pT truth level distributions.
The signal Monte Carlo generators use different values for the Z boson mass mZ and
its width ΓZ . Also the form of the resonance parametrisation, i.e. standard Breit-Wigner
form or “running width” and the choice of couplings and their scale dependence differ
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Figure 6.1: The luminosity-weighted
distribution of the mean number of
interactions per bunch crossing for data
(black dots) and simulation (lines). The
contributions from events simulated
with detector conditions specific to
the data taking period are shown with
dashed lines.
Average Interactions per BX
0 2 4 6 8 10 12 14 16 18 20
)
-
1
R
ec
or
de
d 
Lu
m
in
os
ity
 (m
b
0
0.05
0.1
0.15
0.2
0.25
0.3
910×
Data 2011
sum of below
conditions of period D
conditions of period E-H
conditions of period I-K
conditions of period L-M
Figure 6.2: Weights applied to the
simulated events depending on the
position of the longitudinal position
of the primary vertex. This correction
accounts for the smaller width of the
beam spot in data compared to the sim-
ulated configuration. [89]
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Table 6.1: Assumptions on electroweak parameters, couplings and their scale
dependence, and resonance parametrisation.
Generator αem mZ [GeV] ΓZ [GeV] Breit-Wigner form
PYTHIA6 Running 91.1876 2.4812 Running-width
POWHEG 1/127.9 91.1876 2.4952 Fixed-width
ALPGEN 1/132.3 91.1880 2.4409 Fixed-width
SHERPA 1/128.8 91.1876 2.4952 Fixed-width
MC@NLO 1/137.0? 91.1876 2.4952 Fixed-width
from generator to generator. The differences for the generators used are listed in table 6.1.
In the “Improved Born Approximation”, the tree level coupling to the photon is made scale
dependent, i.e. α→α(s) and higher order corrections are added to the Z exchange:
piα(0)p
2sin2θW cos2θW
→ piα(0)(1+∆ρ)p
2sin2θW cos2θW
. (6.1)
Note that ∆ρ affects only the normalization but not the shape. To remedy this shortcom-
ing in the simulation, all generators are reweighted to the Improved Born Approximation
scheme as function of initial state and Z/γ∗ kinematics. An exemplary reweighting is
shown in figure 6.4.
6.2 Energy Scale and Resolution
On top of the cluster energy calibration described in section 3.3.1.1, an additional energy
scale correction is applied to remove any residual miscalibration in data. The correction
is parameterized for 34 bins in η (i ) for the central detector region by:
Emeas = (1+αi )EMC, (6.2)
where EMC is the reconstructed cluster energy in simulation and Emeas is the measured
cluster energy in data.
Two methods are used to determine theαi factors. One uses an unbinned log-likelihood
fit as described in [80]. The likelihood function parameterizes the compatibility of an
event with the Z/γ∗ lineshape obtained from simulation. The fit yields the αi that result
in the best match of the lineshapes. Another method varies the corrections factors and
a χ2 test is performed to find the best matching values for αi . Both methods rely on the
Z/γ∗ lineshape from simulation and uncertainties arise from the limited sample size,
the choice of Monte Carlo generator and the difference of the results between the two
methods.
By construction theαi factors correct on average the energy response for electrons with
cluster ET ≈ 40GeV also when the material description in the simulation is not accurate.
76 6 Reweightings and Corrections
 [GeV]trutheeM
60 70 80 90 100 110 120 130 140
Py
th
ia
/P
ow
he
g 
st
d.
0.95
0.96
0.97
0.98
0.99
1
1.01
1.02
1.03
1.04
1.05
(a)
 [GeV]trutheeM
60 70 80 90 100 110 120 130 140
Py
th
ia
/P
o
w
he
g 
re
w
.
0.95
0.96
0.97
0.98
0.99
1
1.01
1.02
1.03
1.04
1.05
(b)
Figure 6.4: Example of the effect of the line shape reweight to bring two sam-
ples, LO PYTHIA6 and POWHEG+PYTHIA6 to the Improved Born Approximation
in terms of resonance parametrisation and electroweak couplings; (a) before
reweighting and (b) after reweighting. [89]
Figure 6.5: Calibrated Z → e+e−
mass with 2011 data [90].
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For other energies a residual uncertainty arises which is estimated by varying the amount
of material in the detector simulation that is located in front of the calorimeters. From
the comparison of the true energy with the reconstructed energy in simulation with and
without additional material as function of ET and η a systematic uncertainty is derived.
Another source of uncertainty, connected as well to material in front of the calorimeter,
is the calibration of the presampler energy scale. The task of the presampler is to correct
for energy lost in front of the calorimeter. The energy deposits in the presampler from
electrons from W → eν events are compared between data and simulation and the un-
certainty on the scale is extracted. Comparing the αi factors obtained with J/Ψ→ ee that
have a mean of ET = 9GeV with those obtained with Z → ee events a further uncertainty
on the calibration is assigned.
The agreement between data and simulation after calibration for the Z/γ∗ → e+e−
mass distribution is shown in figure 6.5. One finds that the Z/γ∗ peak position agrees,
however, the simulation shows a smaller width of the resonance. To account for this
difference, a smearing of the cluster energy is applied in simulation to match the elec-
tron energy resolution observed in data. The energy resolution of the electromagnetic
calorimeter can be expressed by:
σMC(E)
E
= ap
E
⊕ b
E
⊕ c, (6.3)
with the sampling term a, the noise term b and the constant term c. The noise term used
by the simulation is taken from calibration data runs. Under the assumption that the
sampling term is modelled well by simulation, an effective constant term is determined,
i.e. the corrected resolution in simulation is given by:
σ=σMC⊕ cdata×E . (6.4)
Two different methods are used to determine cdata as function of η: the subtraction
method and the template method [91]. The former fits a Breit-Wigner function convo-
luted with a Crystal-Ball function to the invariant mass distributions of Z → ee events
in data and in simulation. The parameters of the Breit-Wigner function are fixed to the
nominal parameters of the Z resonance, see table 1.2. The resolution is then obtained
as the width parameter of the Crystal-Ball function after fitting. From the comparison
of the resolutions in data and in simulation, the effective constant term can be derived
as function of η. The template method varies the constant term in simulation between
0 % and 5 %. The best matching value is chosen on the basis of a χ2 fit. The additional
constant term is found by both methods to be approximately 1 %, except in the region
1.37< |η| < 1.82 where it is about 3 %.
The uncertainty on the resolution correction contains two sources: the uncertainty on
the assumption that the sampling term in simulation matches data and the difference
between the two extractions methods. To account for the sampling term assumption, a
in equation (6.3) is varied by 10 % and the constant terms are extracted again. The uncer-
tainty from the choice of method is about 5 to 10 times larger than the uncertainty from
78 6 Reweightings and Corrections
the assumption on the sampling term. The total uncertainty of the additional constant
term is of the order of 10 to 50 %.
6.3 Efficiency Scale Factors
The efficiency of an electron to be selected in an analysis is the product of the trigger,
reconstruction and identification efficiency. All three efficiencies are determined in data
and simulation. A “scale factor” (SF ) is used to correct for possible differences in the
efficiency:
sf= efficiency in data
efficiency in simulation
. (6.5)
To measure the efficiencies, real electrons have to be selected. This can be done by the
so called tag-and-probe method using the decays Z → ee, J/Ψ→ ee and W → eν. In the
case of the di-electron decays, one electron has to pass strict identification requirements;
it tags the event. To tag W → eν events, transverse missing momentum is used. With
events selected as such, the (other) electron is regarded as a real electron and the different
selection efficiencies can be measured as function of the probe electron’s pT and η.
Uncertainties on the efficiencies arise from the finite statistics of the data and simu-
lation samples, as well as from the choice of tag selection and background subtraction.
From the variation of some parameters of the selection the systematic uncertainties are
estimated.
The scale factors are applied as a weight to the simulation per single electron. Correla-
tions between the tag and the probe electron are considered to be small and if present at
all, modelled sufficiently by the simulation.
The scale factors derived from Z → ee, J/Ψ→ ee and W → eν events are combined
taking into account correlations of the systematic uncertainties. The result of the com-
bination are the scale factors. It also provides a decomposition of uncertainties into one
source of bin-to-bin uncorrelated uncertainty and several sources of bin-to-bin correlated
uncertainties. The decomposition procedure is described in appendix A.3.
The reconstruction of electrons is seeded by a cluster in the electromagnetic calorime-
ter, followed by the association of a track. The cluster reconstruction is found to be 100 %
efficient, which makes the reconstruction efficiency scale factor a measure of the track
reconstruction and association to existing clusters. Figure 6.6 shows the scale factors as
function of pT and η.
The identification efficiency is defined as the probability for a reconstructed electron
candidate to satisfy a certain offline identification criterion. The scale factors and uncer-
tainties for the tight++ identification are shown in figure 6.7.
The di-electron trigger efficiency scale factors are provided separately for different
periods. Figures 6.8 and 6.9 shows the scale factors and uncertainties for periods I–J and L–
M, respectively. The detector conditions used in the simulation of events for period I and
J were wrong for the trigger. A part of the electromagnetic calorimeter was flagged to have
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problems with the readout although the problem was already fixed in the real detector,
see table 4.1. The scale factors account for this deficit and show therefore increased values
in the region 0.2 to 1.5 in η compared to the not-affected parts of the calorimeter.
6.4 Charge Misidentification
Requiring oppositely charged electron pairs is a natural way to reduce backgrounds to
pp→ Z/γ∗→ e+e−. However, also signal events can get lost because of a misidentifica-
tion of the electron candidate’s charge which leads to Z/γ∗ candidates with a charge of
±2.
The charge of an electron candidate is mainly measured wrongly not because of a
deficit in the determination of the bending direction of the associated track but from cases
where a different track is chosen. When an electron emits a hard bremsstrahlungs photon
with consecutive pair production, it happens that the track of the oppositely charged
particle is used to assign the charge. The electromagnetic cluster energy is only slightly
reduced, because all three electrons, the original and the two from the pair production,
contribute.
The charge misidentification rate was studied in data and simulation by the perfor-
mance group, see figure 6.10. The simulation overestimates the rate up to 40 % for the
central and high |η| detector region, and overestimates by up to 10 % around |η| = 2. To
correct for the discrepancy, the charge of reconstructed electrons in simulation is either
set back to the truth matched electron’s charge in the case of an overestimated charge
misidentification or intentionally made opposite to the original charge.
The bin-to-bin correlated (uncorrelated) uncertainty on the charge misidentification
correction increases with η up to 0.9 % (0.2 to 0.3 %). In the course of the analysis, it was
found that it is beneficial to not suffer from the uncertainty on the charge misidentifica-
tion by dropping the charge requirement.
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Figure 6.6: Electron reconstruction (a) scale factors; (b) statistical uncertainty;
and (c) the dominant correlated uncertainty as function of η. The dashed lines
indicate the regions which are excluded in the analysis.
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Figure 6.7: Tight++ electron identification (a) scale factors; (b) statistical uncer-
tainty; and (b) the dominant correlated uncertainty as function of η. The dashed
lines indicate the regions which are excluded in the analysis.
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Figure 6.8: Di-electron trigger (a) scale factors for periods I and J; (b) statistical
uncertainty; and (c) the only correlated uncertainty as function of η. The dashed
lines indicate the regions which are excluded in the analysis.
6.4 Charge Misidentification 83
e
η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Si
m
ul
at
io
n
 
/ e
ff.
D
at
a
sf
 =
 e
ff.
0.8
0.85
0.9
0.95
1
1.05
1.1
1.15
1.2
20 < pT [GeV] < 25
25 < pT [GeV] < 30
30 < pT [GeV] < 35
35 < pT [GeV] < 40
40 < pT [GeV] < 45
45 < pT [GeV] < 50
e
η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Si
m
ul
at
io
n
 
/ e
ff.
D
at
a
sf
 =
 e
ff.
0.8
0.85
0.9
0.95
1
1.05
1.1
1.15
1.2
50 < pT [GeV] < 60
60 < pT [GeV] < 80
80 < pT [GeV] < 150
(a)
e
η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
re
l. 
st
at
. u
nc
. o
f s
f [%
]
0
0.5
1
1.5
2
2.5
20 < pT [GeV] < 25
25 < pT [GeV] < 30
30 < pT [GeV] < 35
35 < pT [GeV] < 40
40 < pT [GeV] < 45
45 < pT [GeV] < 50
e
η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
re
l. 
st
at
. u
nc
. o
f s
f [%
]
0
1
2
3
4
5
6
7
8
9
10
50 < pT [GeV] < 60
60 < pT [GeV] < 80
80 < pT [GeV] < 150
(b)
e
η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
re
l. 
co
rr.
 u
nc
. 0
 o
f s
f [%
]
0
0.5
1
1.5
2
2.5
20 < pT [GeV] < 25
25 < pT [GeV] < 30
30 < pT [GeV] < 35
35 < pT [GeV] < 40
40 < pT [GeV] < 45
45 < pT [GeV] < 50
e
η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
re
l. 
co
rr.
 u
nc
. 0
 o
f s
f [%
]
0
0.5
1
1.5
2
2.5
50 < pT [GeV] < 60
60 < pT [GeV] < 80
80 < pT [GeV] < 150
(c)
Figure 6.9: Di-electron trigger (a) scale factors for periods L and M; (b) statistical
uncertainty; and (c) the only correlated uncertainty as function of η. The dashed
lines indicate the regions which are excluded in the analysis.
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Figure 6.10: (a) ratio of charge misidentification rate observed in data to the
rate in simulation; (b) correlated uncertainty on (a); (c) statistical uncertainty on
(a) from the finite simulation samples; and (c) statistical uncertainty on (a) from
the finite data sample as function of η.
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Methodology of Uncertainties Propagation
The corrections and reweightings discussed in the previous sections take care of the
known shortcomings observed in data and simulation, however, they are only known
within some uncertainty. To quantify the impact of this imperfect knowledge, so called
“shifts” of them are performed and the result is compared to the one obtained using the
nominal values. For each shift the analysis is fully re-run and the effect on all distributions,
e.g. Z/γ∗ mass, can be evaluated.
Two kinds of shifts are used. The “offset method” for correlated uncertainties and the
“combined Toy MC method” which propagates bin-to-bin correlated and uncorrelated
uncertainties at the same time. The combined Toy MC method is used to propagate the
uncertainties on the scale factors where a bin represents a region of electron pT and η in
which the scale factor was determined.
When the offset method is used, the analysis is re-run with a modified correction or
reweighting. Typically a change of ±1σ in terms of uncertainty is applied. The shifts are
then called “up” and “down”, respectively.
The combined Toy MC method is constructed from two components: the bin-to-bin
uncorrelated and the bin-to-bin correlated uncertainties. For all bins k, N tables of varia-
tions Bki for the uncorrelated uncertainties, where i = 1. . .N , are prepared. Each variation
is taken as a Gaussian random number with mean µ= 0 and standard deviation equal to
the uncorrelated uncertainty plus the statistical uncertainty:
Uki =Gauss(µ= 0,σ=∆SFkstat+uncorr). (7.1)
Then the correlated uncertainties are added:
Bki =Uki +
S∑
s=1
∆SFkcor, s ·Gauss(µ= 0,σ= 1)i ,s . (7.2)
It is important to emphasize, that the Gaussian random number is the same for all bins k
and a given source s per table i to reflect the correlated nature of the uncertainty. This
is in contrast to the Gaussian random numbers used for the uncorrelated uncertainties,
which are independent for each bin k per table i .
The analysis is repeated using the N sets of scale factors,
SF ki = SF k +Bki , (7.3)
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Table 7.1: Propagation methods used to evaluate the uncertainties on the cor-
rections and reweightings applied. The name used internally by the energy scale
correction tool is given in parenthesis.
Uncertainty/Variation Method
Energy Scale
Up/Down for:
Z/γ∗ scale, statistical (ZeeStat)
Z/γ∗ scale, method (ZeeMethod)
Z/γ∗ scale, choice of generator (ZeeGen)
Presampler scale (PSStat)
Material (R12Stat)
low-pT (pT < 20 GeV) (LowPt)
Offset
Energy Resolution Up/Down Offset
Reconstruction 25 correlated, 1 uncorrelated Combined Toy MC
Identification 19 correlated, 1 uncorrelated Combined Toy MC
Trigger 1 correlated, 1 uncorrelated Combined Toy MC
Z/γ∗ pT POWHEG+PYTHIA6 MC11 tune, SHERPA Offset
and the uncertainty on a quantity is taken as the standard deviation of the N resulting
values. N should be sufficiently large, typically N ≥ 50. . .100, to obtain a reliable estimate.
Table 7.1 lists the propagation methods used to evaluate the uncertainties on the cor-
rections and reweightings that are applied to the electron kinematics and event weights.
8
Results of the Event Selection
This chapter presents the results of the pp → Z/γ∗ → e+e− event selection defined in
chapter 5. To go on with the cross section measurement, the simulation has to describe
the data reasonably well. The agreement is checked with control plots at detector level
for various distributions. The systematic uncertainty includes all sources described in the
previous chapter except uncertainties propagated with the “Combined Toy MC” due to
computational limitations.
Backgrounds are estimated by simulation, with the exception of the multi-jet back-
ground. The data driven estimation is topic of the following chapter 9, but for the sake of
completeness, the result is already presented here.
Some distributions are presented in bins of mZ/γ∗ and |yZ/γ∗ |which correspond to the
binning in which the cross section measurement will be performed, see table 10.1.
8.1 Control Distributions and Cutflows
The result of the event selection applied to data and the simulation samples are shown as
detector level control distributions in figures 8.1 and 8.2 for mZ/γ∗ and yZ/γ∗ , respectively.
The lower pad displays the ratio of selected events in data (Obs.) divided by the sum of
signal and background estimates (Exp.). The error bars on the ratio dots represent the
statistical uncertainty from data. The statistical uncertainty from the simulation is shown
as a yellow band. For the green band the systematic uncertainties per bin are added in
quadrature.
An excess in the mass distribution of order ≈ 10% is visible below mZ/γ∗ = 60GeV that
turns into a deficit of the same order for mZ/γ∗ ≈ 60 to 80 GeV. This is due to a bug of the
Geant4 simulation in the implementation of multiple scattering of electrons crossing thin
material. The bug causes unnatural large backscattering of electrons and influences the
tails of shower shape variables. The agreement improves using new simulation samples
where the bug has been fixed, see appendix A.4. For this thesis it is assumed that the
data driven corrections, i.e. the scale factors for reconstruction, triggering and identifica-
tion of electrons, as well as the energy and resolution corrections, fully account for the
mismodeling.
The agreement of the distribution of the transverse momentum of the Z/γ∗ boson is
within the systematic uncertainty, see figure 8.3. Figures 8.4 and 8.5 present the electron
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Figure 8.1: Distribution of (a) mZ/γ∗ for all rapidity; and (b) and the Z/γ∗ rapid-
ity for 66GeV<mZ/γ∗<116GeV.
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Figure 8.2: Distribution of yZ/γ∗ for (a) 46GeV < mZ/γ∗ < 66GeV; and
(b) 116GeV<mZ/γ∗<150GeV.
pT and the polar and azimuthal angle for the three Z boson mass regions, all in reasonable
agreement with the expaction.
Figures 8.6a and 8.6b show the distribution of average number of interactions per
bunch crossing (µ) and the total number of reconstructed vertices Nvtx, respectively. The
slight discrepancy in average number of interactions per bunch crossing (µ) is expected
because the reweighting takes as input the distributions before all analysis cuts. There-
fore it is not guaranteed that they match after the full selection. The disagreement in the
distribution of the number of reconstructed vertices exceeds 5 % for 10 and more vertices.
Although the identification efficiency depends on Nvtx, see figure 3.20a, no additional
reweighting is applied to match data and simulation. This is not done because the scale
factors were also derived with the same, not perfect, modelling and therefore implicitly
account for it. The distribution of the z position of the primary vertex is displayed in
figure 8.6c. The observed differences are of the order 5 % for |zvtx| < (100±70)mm and
|zvtx| > 70mm which point to imperfections in the applied reweighting factors. The same
reweighting was however applied when deriving the scale factors, which therefore absorb
any potential remaining effects.
The contributions from different background sources is shown as ratio to the number
of selected events in data in figure 8.7. For the low mass bin, Z → ττ and multi-jet events
dominate the total background level of ≈ 11% with a contribution of 5 % and 4 %, respec-
tively. The next highest background is t t¯ with 2 %. The Z → ττ background contribution
is basically flat over rapidity. t t¯ is slightly decreasing with increasing |yZ/γ∗ |. This feature
is visible in all three mass bins. The background level for the peak mass bin is with 0.5 %
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Figure 8.3: Distribution of pT,Z/γ∗ for
(a) 46GeV<mZ/γ∗<66GeV; (b) 66GeV<
mZ/γ∗ < 116GeV; and (c) 116GeV <
mZ/γ∗<150GeV.
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Figure 8.4: Distribution of (a) electron
pT, (b) pseudo-rapidity η; and (c) az-
imuthal angle φ for 66GeV <mZ/γ∗ <
116GeV.
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Figure 8.5: Distribution of (a) electron pT, (b) pseudo-rapidity η; and (c)
azimuthal angle φ for 46GeV <mZ/γ∗ < 66GeV (left) and 116GeV <mZ/γ∗ <
150GeV(right).
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Figure 8.6: (a) the average number
of interactions per bunch crossing (µ);
(b) the z component of the position of
the primary vertex zvtx; and (c) the num-
ber of tracks per vertex Nvtx, for 46GeV<
mZ/γ∗<150GeV.
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Figure 8.7: Background ratios to data. The uncertainty displayed for the sum in-
cludes the statistical uncertainty from simulation only for (a) the total cross
sections; and (b)–(d) for 46GeV <mZ/γ∗ < 66GeV, 66GeV <mZ/γ∗ < 116GeV,
116GeV<mZ/γ∗<150GeV as function of |yZ/γ∗ |, respectively.
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very low compared to the low and high mass bin. The dominating background is multi-jet
and t t¯ followed by diboson processes and Z → ττ. In the high mass bin t t¯ is the domi-
nating background for small absolute rapidity. For high absolute rapidity, the multi-jet
background gives the highest contribution.
For illustration of the effect of the different selections, the efficiencies per selection
requirement for data and the signal and the sum of the background simulation sam-
ples are presented in table 8.1 as cutflows. The cutflows of the individual background
channels can be found in the appendix in tables A.3 and A.4. Although not used in the
final selection, the results when requiring oppositely charged electron pairs can also
be found in the tables. The di-electron trigger requirement rejects about 40 % of signal
events as it imposes pT > 12GeV for both electron and the medium identification. The
tight++ requirement has an efficiency of ≈ 60% for data and signal simulation whereas
the efficieny is only half that value for the electroweak and t t¯ backgrounds. In total, only
0.03 %, 1 % and 0.01 % of all events of the data pre-selection fulfill all requirements for
46GeV<mZ/γ∗<66GeV, 66GeV<mZ/γ∗<116GeVand 116GeV<mZ/γ∗<150GeV, respec-
tively.
The stability of the selection with time is checked by computing the number of selected
pp → Z/γ∗ → e+e− candidate events with 66GeV<mZ/γ∗ <116GeV as function of the
run number normalized to the integrated luminosity of the corresponding run, displayed
in figure 8.8. For this check, backgrounds are not taken into account. The Monte Carlo
expectation follows the features observed in data, e.g. higher yields for periods I–K w.r.t.
F–H and L–M. Each pb of integrated luminosity yields about 200 candidate events.
Apart from the discussed deficit in the description of mZ/γ∗ , no problems were found
in the distributions studied. The number of selected events for all channels are listed in
the appendix in tables A.5 to A.8. The data and simulation are therefore suited to serve as
input for the cross section measurement.
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Table 8.1: Number of events at different stages of the selection for data and sig-
nal simulation sample. ²rel is the relative change w.r.t. to the previous cut, ²abs
is w.r.t. to no cuts. The horizontal lines, i.e. the three mass regions, denote inde-
pendent parts. The requirements on electron quantities hold for both electrons.
(a) Data 2011 after preselection.
selection events ²rel [%] ²abs [%]
No analysis cuts 85261656 100.00 100.00
prim. vtx. w. > 2 tracks 85221372 99.95 99.95
veto LAr noise bursts 84966339 99.70 99.65
di-lepton trigger 2985366 3.51 3.50
|η| < 2.47 2985366 100.00 3.50
excl. 1.43< |η| < 1.52 2584451 86.57 3.03
excl. 1.6< |η| < 1.7 2383181 92.21 2.80
Author 2382798 99.98 2.79
pT > 20 GeV 1782674 74.81 2.09
good object quality 1761903 98.83 2.07
tight++ 993616 56.39 1.17
46GeV<mZ/γ∗<66GeV 28742 2.89 0.03
Opp. charge pairs 28148 97.93 0.03
66GeV<mZ/γ∗<116GeV 940952 94.70 1.10
Opp. charge pairs 932157 99.07 1.09
116GeV<mZ/γ∗<150GeV 10881 1.10 0.01
Opp. charge pairs 10667 98.03 0.01
(b) Z → ee
events ²rel [%] ²abs [%]
5079607.20 100.00 100.00
5046385.84 99.35 99.35
5046385.84 100.00 99.35
2054625.39 40.71 40.45
2050886.21 99.82 40.37
1846975.85 90.06 36.36
1710965.68 92.64 33.68
1708432.96 99.85 33.63
1514860.31 88.67 29.82
1497147.95 98.83 29.47
964034.70 64.39 18.98
24868.20 2.58 0.49
24672.37 99.21 0.49
919918.82 95.42 18.11
911297.54 99.06 17.94
9762.05 1.01 0.19
9644.91 98.80 0.19
(c) electroweak and t t¯
selection events ²rel [%] ²abs [%]
No analysis cuts 102653564.29 100.00 100.00
prim. vtx. w. > 2 tracks 102293999.45 99.65 99.65
veto LAr noise bursts 102293999.45 100.00 99.65
di-lepton trigger 77136.15 0.08 0.08
|η| < 2.47 68837.39 89.24 0.07
excl. 1.43< |η| < 1.52 60422.62 87.78 0.06
excl. 1.6< |η| < 1.7 55442.38 91.76 0.05
Author 54737.01 98.73 0.05
pT > 20 GeV 27410.88 50.08 0.03
good object quality 27092.41 98.84 0.03
tight++ 7463.73 27.55 0.01
46GeV<mZ/γ∗<66GeV 2064.72 27.66 0.00
Opp. charge pairs 1988.62 96.31 0.00
66GeV<mZ/γ∗<116GeV 3331.15 44.63 0.00
Opp. charge pairs 3174.99 95.31 0.00
116GeV<mZ/γ∗<150GeV 657.13 8.80 0.00
Opp. charge pairs 614.98 93.59 0.00
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Figure 8.8: Number of selected pp → Z/γ∗ → e+e− candidate events with
66GeV<mZ/γ∗<116GeV per pb−1 for all analyzed runs and periods.
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Data Driven Multi-jet Background Estimation
Events with several jets, in the following referred to as multi-jet events, are the most
abundant type of events at the LHC. Although the electron identification is optimized to
reject jets, it is possible that a jet is mis-identified as an electron because of the high rate
they occur. The multi-jet background cannot be taken from simulation for two reasons:
first, the necessary high number of events is unfeasible to produce; and second, even if
enough resources would be available, the uncertainties on the soft part of the simulation
model is too large to obtain reliable results. Therefore a data driven method has to be
used.
The following chapter explains the data driven multi-jet background estimation method
and the uncertainty on it.
9.1 Choice of Discriminating Variable
The ATLAS analysis based on the 2010 data [40] used the Z/γ∗ mass as discriminating
variable. This approach is not viable here, because below and above the peak the mod-
elling of the mass in simulation is not regarded as reliable enough. Additionally, it is
disfavored to use a variable that defines the measurement directly.
The method developed throughout the chapter exploits that most electron candidates
that origin from wrongly identified jets have more energy deposits around the core, i.e.
Figure 9.1: Sketch of an isolation cone
with dR = 0.40 [92]. The value of iso-
lation is the energy in the green area
summed along all calorimeter layers.
The core of the energy deposition is
excluded.
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they are badly isolated, in contrast to genuine electrons that are well isolated. This makes
the isolation distribution in the full signal selection sensitive to the amount of multi-jet
background. Advantageously, the tight++ identification does not require the electron
candidate to be well isolated.
The cluster isolation variables EtconeXX are defined as the sum of calorimeter cell
energies inside of a cone of a radius dR = 0.XX around the cluster’s energetic barycenter.
Energies from the electromagnetic and hadronic calorimeters except the TileGap3 are
considered. Noise suppression is not applied. Typical sizes of dR are 0.20, 0.30 and 0.40.
To remove the energy of the incident particle itself, a 5 ·0.025×7 ·0.025 sized grid of cells,
in η and φ, respectively, in the center of the cone is removed. Figure 9.1 depicts the
construction of EtCone30. The sum of the energies in the green area along all calorimeter
layers yields the isolation energy.
As aforementioned, a high isolation energy indicates a mis-identified jet, but another
effect that increases the energy is lateral leakage of energy from the core. The more
energy the incident electron has, the higher the surrounding energy becomes on average.
This dependence is approximately linear and to mitigate the energy dependence of the
isolation energy, EtCone30 is divided by the transverse energy ET resulting in the relative
isolation variable EtCone30/Et.
Studies showed that more sensitivity to the multi-jet background is reached when the
mroe isolated electron from the two associated to the Z/γ∗ candidate is used. This can be
understood taking into account that it is more likely for a real electron to be badly isolated
than it is for a jet to be well isolated.
It was found that the shape of the distribution is well modelled by the simulation, but
shifted by approximately 400 MeV. To account for that all isolation distributions taken
from Monte Carlo are shifted by this energy to match the position in data, see figure 9.2.
9.2 Estimation Method
The estimation method is based on the assumption that the events in the tail of the
relative isolation variable in data, see figure 9.2, are caused by multi-jet events. The
electron isolation distribution obtained in data receives three contributions, illustrated
in figure 9.3: 1. signal events; 2. non-multi-jet events, i.e. electroweak background; and
3. multi-jet events. Signal events and electroweak events contribute mostly to low values
of isolation, because real electrons produce narrow clusters. Electrons from multi-jet
events are less isolated. There is a transition region, after which data is composed mostly
of multi-jet events. Therefore, the “tail” of the isolation distribution is a measure of the
amount of multi-jet background.
The task is to estimate by how much the different sources contribute. This is known as
“template fitting” and can be performed by tools like the class TFractionFitter of ROOT [93]
implementing [94]. This approach was also tried for the presented analysis, but it was
found that the very low fraction of multi-jet events causes the fit to be unstable.
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Figure 9.2: EtCone30/Et for
46GeV<mZ/γ∗ <66GeV. A con-
stant shift of 400 MeV is applied
to the isolation energy in the sim-
ulation to match better the distri-
bution observed in data.
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Figure 9.3: Cartoon of an elec-
tron isolation variable and the
contributions from signal and
background events. Signal and
electroweak events are typically
well isolated because they con-
tain genuine electrons. Multi-jet
events contribute mostly in the
tail of the isolation distribution.
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The number of multi-jet events M is estimated individually per measurement bin. In
the following, upper-case letter variables always denote total counts, lower-case letter
variables denote counts in the tail. The total counts of the template T are scaled by
the ratio of the number of events in the tail of the template t to the number of data
events in the tail n after subtracting contributions from signal s and other backgrounds b
estimated by simulation. The contamination CS,B/c s,b of the template with signal events
and background events is taken into account. The dependence on the normalization of
the signal Monte Carlo is removed by introducing a scale f of the signal simulation to the
new estimate of signal events. M is then given by:
M = n−b− f (M) · s
t − cb − f (M) · c s · (T −C
B − f (M) ·CS), f = N − (B +M)
S
(9.1)
Although a closed solution of equation (9.1) exists, an iterative method is used to obtain
M . Starting with f = 1, the iteration is stopped when the change in f becomes less that
10−6. An advantage of the iterative method is that it allows for a dynamic adaptation of
the normalization range with updated signal scale. This benefit is not exploited for the
results of this thesis.
To understand the features of the statistical uncertainty on the multi-jet estimate σM ,
it is sufficient to use a simplified version of equation (9.1) where the scaling of the signal
simulation, the additional backgrounds and contaminations are not taken into account:
M = n− s
t
·T. (9.2)
Assuming Poisson distributed statistical uncertainties and ignoring the scaling of the
signal and the correlation between t and T , σM is given by:
σM =
√√√√√(n− st σT )2︸ ︷︷ ︸
A
+ (T
t
σn)
2︸ ︷︷ ︸
B
+ (T
t
σs)
2︸ ︷︷ ︸
C
+ (n− s
t2
Tσt )
2︸ ︷︷ ︸
C
. (9.3)
The four terms of equation (9.3) are labelled A,B ,C and D for later reference.
9.3 Template Selections
In this section, an event selection that is dominated by multi-jet events is developed. This
selection is called a template selection or template for short. Although multi-jet events
are copiously produced at the LHC, not all of them suit well as a template. The properties
of the events, primarily the isolation distribution, must be ideally identical to that of
multi-jet events that pass the full signal selection. In addition, it is desirable that they
show a comparable kinematic distribution, so that control plots show good agreement.
Therefore, the kinematic requirements of the template are the same as for the signal
selection.
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Figure 9.4: Event-filter trigger rates
as function of instantaneous lumi-
nosity for photon triggers [84]. The
trigger used for the template selec-
tion is EF_2g20_loose.
3210×] -1s-2Instantaneous luminosity [cm
0 5 10 15 20 25 30 35 40
R
at
e 
[H
z]
0
2
4
6
8
10
12
g60_loose
g80_loose
2g20_loose
ATLAS Preliminary
The choice of template selection is driven by several factors. On the one hand, the
selection should be close to the signal selection to select multi-jet events having the
same features as the real background events. On the other hand, the contamination
with non-multi-jet events, that has to be subtracted, should be low. This is because the
contamination is estimated with simulation and if the contamination is high the data
driven nature of the method is diluted. Also the sample size of the template selection
must be sufficient to allow for an estimation per measurement bin.
All template selections are based on intentionally reversed electron identification re-
quirements. As a starting point, both electrons are required to pass the loose criteria of
the 2010 identification menu, but fail at least one of the 2010 medium criteria, see sec-
tion 3.3.2. Events are trigger by the di-photon trigger EF_2g20_loose. It requires two
photon candidates with pT > 20GeV passing 2010 loose identification criteria. This trig-
ger was unprescaled throughout the 2011 data taking and contributed to the total readout
rate with several Hz depending on the instantaneous luminosity, see figure 9.4.
By requiring that the electron passes the loose identification criterion, it fulfills all
the decisions based on calorimeter variables which are likely to influence the shape of
the isolation distribution. They include cuts on the leakage of energy to the hadronic
calorimeter and the shape of the electromagnetic shower evaluated in the middle layer
of the calorimeter. The medium criteria are mostly based on track variables, except for
two cuts on the shower width in the strip layer of the electromagnetic calorimeter. The
track requirements are on the number of pixel and SCT hits and the transverse impact
parameter. Also the difference in η of the cluster position and the track is used. For the
details of the identification, see section 3.3.2. An event from the multi-jet selection is
displayed in figure 9.5. The large hadronic activity and the wide spread of energy deposits
in the electromagnetic calorimeter indicate that this is indeed a multi-jet event.
The electron candidates in the template selection fail cuts that are passed by the mis-
identified jets. Figure 9.6 lists the frequency at which cuts of the tight++ menu are failed.
In the LooseNotMedium selection, electron candidates fail dominantly the conversion
match veto. As systematic variation of the selection, templates where both electrons
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Figure 9.5: Event display of an event
passing the “loose not medium” tem-
plate selection in the xy view. The
shaded areas denote reconstructed
jets.
pass the conversion match requirement are defined and further requirement by requiring
additional cuts to pass. In table 9.1 the yield for different template selections is listed
as well as the contributions to the template from signal and other background events
estimated with simulation.
The range in which the normalization is performed is determined as follows. The
right edge is set to EtCone30/Et= 0.6 to reduce the dependence on very large values of
isolation which may be badly modelled. If there are no events in data above 0.6 the right
edge is lowered to the position of the last entry in data. The left edge is set to a value for
which the integral of events from that point to the end of the distribution in data is about
two times higher than the corresponding integral of signal Monte Carlo. The signal Monte
Carlo is in this step normalized to luminosity using the nominal next-to-next-to leading
order (NNLO) cross section. For the total cross section binning the counts in the tail are:
• 46GeV<mZ/γ∗<66GeV: n = 1687 (4.21 % EWK),
• 66GeV<mZ/γ∗<116GeV: n = 829 (0.63 % EWK) and
• 116GeV<mZ/γ∗<150GeV: n = 205 (6.38 % EWK).
The result of the multi-jet estimation for several template selections can be found in
table 9.2 for the total cross sections. Although the template sample size is halved requiring
the electron candidates to be of same charge compared to the same selection but allowing
all charge combinations, the statistical uncertainty increases only slightly. This is because
the termsC and D of equation (9.3) are the dominant contributions toσM and the factors
T
t do not change as only the scale but not the shape of the isolation distribution differs.
The additional variations on top requiring the conversion match veto to be passed
change the estimations only marginally. Therefore, LooseNotMedium plus requiring the
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Figure 9.7: Electron isolation distribu-
tions used for the data driven multi-jet
estimation. The uncertainty given in
the plot is the statistical uncertainty us-
ing the normalization range denoted by
dashed red lines. The estimate is given
for 46GeV <mZ/γ∗ < 66GeV, 66GeV <
mZ/γ∗ < 116GeV, 116GeV < mZ/γ∗ <
150GeV, from top left to bottom right.
conversionmatch veto to be passed is chosen as template selection for the multi-jet
estimation. The selection offers sufficient statistics to allow for an estimate per bin and
acceptable contamination from signal and other background events. Figures 9.7 to 9.11
show the normalization performaed in all cross section bins.
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(f) LooseNotMedium_conversionmatch
+ tracktrtratio
Figure 9.6: Fraction of failed criteria of the tight++ selection for electron candi-
dates passing various template selections.
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Table 9.1: Overview of different template selections for 66GeV < mZ/γ∗ <
116GeV and integrated over rapidity sorted by the highest template yield. See
the text for the definition of the variables. (“sc”=same charge, “cv”=conversion
match).
(a) 46GeV<mZ/γ∗<66GeV
template selection T C S/T [%] CB/T [%] t
LooseNotMedium 3.33 ·105 0.14 0.35 1.79 ·105
+sc 1.66 ·105 0.1 0.33 89484
+cv 17488 0.33 0.72 12429
+sc_cv 8553 7 ·10−2 0.35 6144
+cv_tracktrtratio 4384 1.19 0.87 3112
+cv_wstot 3353 0.62 1.16 2247
+cv_trackmatcheoverp 2675 1.52 1.18 1806
+sc_cv_tracktrtratio 2180 0.22 0.57 1568
+cv_trackmatchetatight 1897 2.29 1.08 1238
+cv_clusterstripsdemaxs1 1654 0.61 0.91 1138
+sc_cv_wstot 1648 0.19 0.67 1125
+sc_cv_trackmatcheoverp 1280 0.23 0.64 894
+sc_cv_trackmatchetatight 905 0.22 0.69 613
+sc_cv_clusterstripsdemaxs1 826 0.26 0.29 577
(b)
66GeV<mZ/γ∗<116GeV
T C S/T [%]CB/T [%] t
4.07 ·105 1.58 0.37 98749
2.03 ·105 0.94 0.38 49446
20998 5.84 0.87 7352
9857 0.79 0.52 3691
6691 16.78 1.23 2033
4103 22.41 1.08 1144
3840 7.15 0.9 1243
3160 31.71 1.19 702
2826 2.44 0.64 1018
2815 10.36 1.23 765
1859 1.77 0.45 653
1524 2.53 0.88 563
1178 2.08 0.5 398
1041 4.8 1.07 360
(c) 116GeV<mZ/γ∗<150GeV
template selection T C S/T [%] CB/T [%] t
LooseNotMedium 84376 0.11 0.45 49295
+sc 42116 7 ·10−2 0.48 24556
+cv 3704 0.35 1.48 2756
+sc_cv 1852 0.13 0.74 1388
+cv_tracktrtratio 1183 0.89 3.59 866
+cv_trackmatcheoverp 766 1.26 1.12 535
+cv_wstot 740 0.37 0.43 539
+sc_cv_tracktrtratio 559 0.27 1.2 414
+cv_clusterstripsdemaxs1 516 0.73 0.6 373
+cv_trackmatchetatight 442 2.04 2.11 302
+sc_cv_wstot 376 0.17 0.44 276
+sc_cv_trackmatcheoverp 366 0.59 1.14 261
+sc_cv_clusterstripsdemaxs1 258 0.22 0.53 192
+sc_cv_trackmatchetatight 207 0.57 2.56 143
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Table 9.2: Result of the multi-jet estimation M for several template selections.
σM gives the statistical uncertainty.
(a) 46GeV<mZ/γ∗<66GeV
template selection M σM
LooseNotMedium 1341.6 86.9
+sc 1337.1 87.9
+cv 993.9 72.2
+sc_cv 988.1 75.5
+cv_tracktrtratio 985.8 80.5
+cv_wstot 1050.7 88.9
+cv_trackmatcheoverp 1031.7 89.9
+sc_cv_tracktrtratio 983 87.4
+cv_trackmatchetatight 1061.7 97.7
+cv_clusterstripsdemaxs1 1023.2 95.4
+sc_cv_wstot 1038.6 97
+sc_cv_trackmatcheoverp 1011.7 98.1
+sc_cv_trackmatchetatight 1045.1 108.5
+sc_cv_clusterstripsdemaxs1 1015.9 106.9
(b) 66GeV<mZ/γ∗<116GeV
template selection M σM
LooseNotMedium 1575.4 130.7
+sc 1576.7 132.9
+cv 1036.9 94.9
+sc_cv 1027.1 98.9
+cv_tracktrtratio 1046.3 106.8
+cv_trackmatcheoverp 1062.2 116.4
+cv_wstot 1106 119.8
+cv_trackmatchetatight 1162.2 136.9
+sc_cv_tracktrtratio 1049.3 116.7
+cv_clusterstripsdemaxs1 1263.2 146.5
+sc_cv_wstot 1085.8 129.3
+sc_cv_trackmatcheoverp 1018.4 124.3
+sc_cv_clusterstripsdemaxs1 1123.6 146.1
+sc_cv_trackmatchetatight 1059.5 140.5
(c) 116GeV<mZ/γ∗<150GeV
template selection M σM
LooseNotMedium 147.8 27.3
+sc 148.2 27.7
+cv 115.1 23.3
+sc_cv 114.1 23.7
+cv_tracktrtratio 116.5 26.8
+cv_trackmatcheoverp 120.7 27
+cv_wstot 117.5 26.3
+sc_cv_tracktrtratio 114.8 26.4
+cv_clusterstripsdemaxs1 117.7 27.4
+cv_trackmatchetatight 121.2 28.9
+sc_cv_wstot 116.8 28.1
+sc_cv_trackmatcheoverp 119.1 28.9
+sc_cv_clusterstripsdemaxs1 115 29.1
+sc_cv_trackmatchetatight 121.1 32
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Figure 9.8: Electron isolation distributions used for the data driven multi-jet
estimation. The uncertainty given in the plot is the statistical uncertainty using
the normalization range denoted by dashed red lines. The estimate is given for
46GeV<mZ/γ∗<66GeV in increasing rapidity from top left to bottom right.
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Figure 9.9: Electron isolation distributions used for the data driven multi-jet
estimation. The uncertainty given in the plot is the statistical uncertainty using
the normalization range denoted by dashed red lines. The estimate is given for
66GeV<mZ/γ∗ < 116GeV in increasing rapidity, first six bins, from top left to
bottom right.
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Figure 9.10: Electron isolation distributions used for the data driven multi-jet
estimation. The uncertainty given in the plot is the statistical uncertainty using
the normalization range denoted by dashed red lines. The estimate is given for
66GeV<mZ/γ∗ < 116GeV in increasing rapidity, last six bins, from top left to
bottom right.
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Figure 9.11: Electron isolation distributions used for the data driven multi-jet
estimation. The uncertainty given in the plot is the statistical uncertainty using
the normalization range denoted by dashed red lines. The estimate is given for
116GeV<mZ/γ∗<150GeV in increasing rapidity from top left to bottom right.
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9.4 Uncertainties and Results
Ideally the estimate of the multi-jet background is independent from the choice of nor-
malization region. To evaluated the systematic uncertainty from imperfections in the
simulation and template selection, the left edge L of the normalization region is moved
in steps to the right keeping the right edge R fixed. The nominal tail range is divided in
20 equidistant steps from which the first 10 are scanned. For each variation i = 0. . .9, the
left edge Li is given by:
Li = L+ R−L
20
· i , (9.4)
where L is the nominal left edge position as defined in the previous section.
The number of events in the tails of the template, of data and the estimated contribu-
tions from signal and background are listed in tables 9.3 and 9.4 as function of the left
edge. The contribution from signal starts by construction at 50 % and decreases rapidly
the more the left edge is raised. The stability of the result of the scan is therefore also a
measure of the quality of the modeling of the isolation distribution in the simulation.
The statistical error is correlated between the variations. The 0th variation has the
lowest statistical uncertainty because it integrates over the largest range thus uses the
most events. Therefore it is taken as a reference point. To judge the agreement to the
other variations a “reduced” statistical uncertainty [95] is used:
σ′i =
√
|σ20−σ2i |, (9.5)
where σi and σ′i are the statistical and the reduced statistical uncertainty of variation i ,
respectively. The formula is constructed from the assumption that the uncertainty of ev-
ery follows the statistical uncertainty of a counting experiment, i.e. a Poisson distribution,
and the difference between two estimate is solely due to a different number of counts.
Figures 9.12 to 9.16 show the scans over the normalization region used to determine
the uncertainty on the multi-jet estimation and the statistical and reduced statistical
uncertainties w.r.t. the first variation. The nominal multi-jet estimate (and the stastical
uncertainty) is taken as the mean over the variations without weighting by statistical
uncertainties. The estimate constructed such is contained reasonably well within the sta-
tistical uncertainties of the individual variations. As a conservative systematic uncertainty,
an up and a down variation taken as the maximum and minimum from all variations per
measurement bin, respectively, is used.
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Table 9.3: Number of events in the LooseNotMedium_conversionmatch tem-
plate selection in the tail (t ) of the EtCone30/Et distribution as function of vari-
ation (var.). s/n and b/n report the contributions from signal and backgrounds
estimated from simulation, respectively.
(a)
46GeV<mZ/γ∗<66GeV
var. t c s/t [%] cb/t [%]
0 12429 5 ·10−2 0.24
1 11259 3 ·10−2 0.19
2 10016 2 ·10−2 0.15
3 8840 1 ·10−2 9 ·10−2
4 7697 1 ·10−2 8 ·10−2
5 6578 0 7 ·10−2
6 5510 0 6 ·10−2
7 4588 0 6 ·10−2
8 3754 0 6 ·10−2
9 3061 0 3 ·10−2
(b)
66GeV<mZ/γ∗<116GeV
var. t c s/t [%] cb/t [%]
0 7352 5 ·10−2 6 ·10−2
1 6242 4 ·10−2 4 ·10−2
2 5232 3 ·10−2 4 ·10−2
3 4442 4 ·10−2 4 ·10−2
4 3726 1 ·10−2 2 ·10−2
5 3130 1 ·10−2 2 ·10−2
6 2601 1 ·10−2 1 ·10−2
7 2133 2 ·10−2 1 ·10−2
8 1738 2 ·10−2 1 ·10−2
9 1434 2 ·10−2 1 ·10−2
(c)
116GeV<mZ/γ∗<150GeV
var. t c s/t [%] cb/t [%]
0 2756 1 ·10−2 1.14
1 2448 1 ·10−2 8 ·10−2
2 2123 0 2 ·10−2
3 1808 0 2 ·10−2
4 1530 0 2 ·10−2
5 1287 0 3 ·10−2
6 1054 0 2 ·10−2
7 855 0 3 ·10−2
8 681 0 3 ·10−2
9 533 0 3 ·10−2
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Table 9.4: Number of events in data in the tail (n) of the EtCone30/Et distribu-
tion as function of variation (var.). The value of left edge (L) is given in the second
column, the right edge is always close to 0.6. s/n and b/n report the contributions
from signal and background estimated from simulation, respectively.
(a) 46GeV<mZ/γ∗<66GeV
var. L n s/n [%] b/n [%]
0 0.15 1687 50.05 4.21
1 0.17 1182 39.7 3.39
2 0.2 865 28.98 2.48
3 0.22 639 19.99 2.12
4 0.24 528 13.47 1.69
5 0.26 422 8.79 1.02
6 0.29 354 5.64 0.92
7 0.31 292 4.48 1.06
8 0.33 239 3.61 0.91
9 0.35 199 2.3 0.96
(b) 66GeV<mZ/γ∗<116GeV
var. L n s/n [%] b/n [%]
0 0.23 829 50.48 0.63
1 0.25 519 45.85 0.76
2 0.27 344 37.28 0.76
3 0.29 257 27.03 0.64
4 0.31 180 21.68 0.84
5 0.33 135 17.93 0.78
6 0.34 109 15.22 0.83
7 0.36 92 9.49 0.8
8 0.38 69 9.29 0.84
9 0.4 56 9.52 0.76
(c) 116GeV<mZ/γ∗<150GeV
var. L n s/n [%] b/n [%]
0 0.12 205 49.22 6.38
1 0.14 118 38.46 6.11
2 0.16 69 23.78 6.79
3 0.18 48 17.13 7.73
4 0.2 39 12.87 8.92
5 0.22 30 5.87 10.21
6 0.24 25 0 6.35
7 0.26 21 0 6.99
8 0.29 17 0 1.62
9 0.31 15 0 1.54
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Figure 9.12: Scan of the normaliza-
tion region of the Multi-jet estimation.
The shaded area is the reduced sta-
tistical uncertainty w.r.t. the first vari-
ation as described in the text. for
46GeV < mZ/γ∗ < 66GeV, 66GeV <
mZ/γ∗ < 116GeV, 116GeV < mZ/γ∗ <
150GeV, from top left to bottom right.
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Figure 9.13: Scan of the normalization region of the Multi-jet estimation. The
shaded area is the reduced statistical uncertainty w.r.t. the first variation as de-
scribed in the text. for 46GeV<mZ/γ∗<66GeV in increasing rapidity from top
left to bottom right.
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Figure 9.14: Scan of the normalization region of the Multi-jet estimation. The
shaded area is the reduced statistical uncertainty w.r.t. the first variation as de-
scribed in the text. for 66GeV<mZ/γ∗<116GeV in increasing rapidity, first six
bins, from top left to bottom right.
9.4 Uncertainties and Results 119
left edge variation
0 1 2 3 4 5 6 7 8 9
Ev
en
ts
0
50
100
150
200
| < 1.40
Z
1.20 < |y
 [GeV] < 116.00Z66.00 < m
 (53.5%, 31.4%)±Multi-jet bkg: 66.6 
Multi-jet
stat. unc. w.r.t. var. 0
mean
min/max
left edge variation
0 1 2 3 4 5 6 7 8 9
Ev
en
ts
0
20
40
60
80
100
120
140
| < 1.60
Z
1.40 < |y
 [GeV] < 116.00Z66.00 < m
 (28.9%, 43.3%)±Multi-jet bkg: 55.5 
Multi-jet
stat. unc. w.r.t. var. 0
mean
min/max
left edge variation
0 1 2 3 4 5 6 7 8 9
Ev
en
ts
0
20
40
60
80
100
120
140
| < 1.80
Z
1.60 < |y
 [GeV] < 116.00Z66.00 < m
 (23.5%, 27.4%)±Multi-jet bkg: 57.9 
Multi-jet
stat. unc. w.r.t. var. 0
mean
min/max
left edge variation
0 1 2 3 4 5 6 7 8 9
Ev
en
ts
0
20
40
60
80
100
120
140
| < 2.00
Z
1.80 < |y
 [GeV] < 116.00Z66.00 < m
 (268.7%, 155.3%)±Multi-jet bkg: 19.1 
Multi-jet
stat. unc. w.r.t. var. 0
mean
min/max
left edge variation
0 1 2 3 4 5 6 7 8 9
Ev
en
ts
0
50
100
150
200
| < 2.20
Z
2.00 < |y
 [GeV] < 116.00Z66.00 < m
 (23.4%, 18.4%)±Multi-jet bkg: 90.1 
Multi-jet
stat. unc. w.r.t. var. 0
mean
min/max
left edge variation
0 1 2 3 4 5 6 7 8 9
Ev
en
ts
-5
0
5
10
15
20
25
30
35
40
| < 2.40
Z
2.20 < |y
 [GeV] < 116.00Z66.00 < m
 (137.1%, 137.0%)±Multi-jet bkg: 7.7 
Multi-jet
stat. unc. w.r.t. var. 0
mean
min/max
Figure 9.15: Scan of the normalization region of the Multi-jet estimation. The
shaded area is the reduced statistical uncertainty w.r.t. the first variation as de-
scribed in the text. for 66GeV<mZ/γ∗ <116GeV in increasing rapidity, last six
bins, from top left to bottom right.
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Figure 9.16: Scan of the normalization region of the Multi-jet estimation. The
shaded area is the reduced statistical uncertainty w.r.t. the first variation as de-
scribed in the text. for 116GeV<mZ/γ∗<150GeV in increasing rapidity from top
left to bottom right.
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Cross Section Measurement
The following chapter presents the measurement of the total and differential pp→ Z/γ∗→
e+e− cross sections with the ATLAS detector in LHC proton-proton collisions at a center-
of-mass energy of
p
s = 7TeV with data recorded in 2011.
First the measurement is defined after which the choice of unfolding method is moti-
vated followed by a description of the formula for the cross section calculation. Next, the
inputs to the measurement are summarized and the cross sections and uncertainties are
discussed. The chapter concludes with a comparison of the measurement with various
Parton Density Functions (PDFs).
10.1 Definition of the Measurement
Generally speaking, the following steps need to be taken to obtain a cross section:
• Select and count pp→ Z/γ∗→ e+e− candidate events in data
• Estimate and subtract background events
• Correct for detector effects
• Normalize to integrated luminosity
• Contingently extrapolate from the experimental to another phase space
Table 10.1: mZ/γ∗ and |yZ/γ∗ | bins in which the cross sections are determined.
mZ/γ∗ |yZ/γ∗ | phase space for com-
parison with predic-
tions
σmZ/γ∗
46 <mZ/γ∗ < 66 GeV
/ |ηe | < 2.5, pT,e > 20GeV66 <mZ/γ∗ < 116 GeV
116 <mZ/γ∗ < 150 GeV
dσmZ/γ∗
d |yZ/γ∗ |
46 <mZ/γ∗ < 66 GeV 0–2.4 in steps of 0.4
pT,e > 20GeV66 <mZ/γ∗ < 116 GeV 0–2.4 in steps of 0.2
116 <mZ/γ∗ < 150 GeV 0–2.4 in steps of 0.4
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The binning in terms of yZ/γ∗ andmZ/γ∗ is given in table 10.1. The targeted phase space
for comparisons of the cross section measurement with predictions is listed in the last
column. It is beneficial to extrapolate as minimal as possible to mitigate the uncertainties
from this step. Therefore, the total cross sections are reported as a fiducial cross section,
i.e. corrected only for the detector geometry and performance motivated cuts on the
electron pseudorapidity. The differential cross sections are extrapolated to all electron η.
This is done to allow for the combination with an other Z → ee measurement where one
electron is also in the central region but the other is in the forward region, called a central-
forward (CF) measurement, which is also extrapolated to all η. As the CF measurement
will not be used for the total cross sections, a smaller phase space is sufficient to quote
the results of this analysis.
When no extrapolation is performed, the cross sections are called the “visible” cross
sections.
10.2 Choice of Unfolding Method
The correction of the measured distributions back to the true underlying distribution is
called “unfolding”[96]. Which method is an appropriate choice depends on how many
events migrate from one measurement bin to another and the agreement of the simula-
tion to data. Migration in mass bins can be caused by energy loss of the electrons through
bremsstrahlung that also reduces the measured mass of the Z/γ∗. The rapidity is mainly
determined through the precision of the measured tracks of the electrons and therefore
expected to be less affected by migration.
20 million pp→ Z/γ∗→ e+e− events simulated with POWHEG+PYTHIA6 are used to
quantify the effect of migration described above. After full simulation of all detector
effects and additional corrections for data to simulation discrepancies, the mass and
rapidity of the reconstructed Z/γ∗ is compared to the mass and rapidity of the Z/γ∗ that
was originally simulated.
Figure 10.1 shows to which rapidity bin events migrate when generated in a certain
rapidity and mass bin. The diagonal elements represent the “stability”. Which bins on
generator level contribute to a bin on reconstruction level is displayed in figure 10.2.
The diagonal elements of figures 10.1 and 10.2 define quantities called stability and
purity, respectively, which are therefore given by:
Si =
N irec&gen
N igen
, P i =
N irec&gen
N irec
(10.1)
with per bin i , the number of reconstructed events : N irec; the number of generated
events: N igen; and the number of events which were generated and reconstructed the
bin: N irec&gen.
Both, stability and purity are above 97 % for all rapidity bins, as expected from the
precise track measurement of ATLAS.
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Figure 10.1: Fraction of events in per-
cent that are reconstructed in the ra-
pidity bin given on the horizontal but
originally generated in the rapidity bin
given on the vertical axis w.r.t. all gen-
erated events in that bin for events with
(a) 46GeV<mZ/γ∗<66GeV, (b) 66GeV<
mZ/γ∗ < 116GeV and (c) 116GeV <
mZ/γ∗<150GeV of the generated Z/γ∗.
The diagonal elements correspond to
the stability.
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Figure 10.2: Fraction of events in
percent that are reconstructed in the
rapidity bin given on the horizontal
but originally generated in the rapid-
ity bin given on the vertical axis w.r.t.
all reconstructed events in that bin
for events with (a) 46GeV < mZ/γ∗ <
66GeV, (b) 66GeV < mZ/γ∗ < 116GeV
and (c) 116GeV<mZ/γ∗<150GeV of the
generated Z/γ∗. The diagonal elements
correspond to the purity.
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Figure 10.3: Fraction of events in percent that are reconstructed in the mass
bin given on the horizontal axis but originally generated in the mass bin given
on the vertical axis w.r.t. all generated events for events with (a) 0<|yZ/γ∗ |<0.4,
(b) 0.4<|yZ/γ∗ |<0.8, (c) 0.8<|yZ/γ∗ |<1.2, (d) 1.2<|yZ/γ∗ |<1.6, (e) 1.6<|yZ/γ∗ |<
2.0, (f) 2.0<|yZ/γ∗ |<2.4. The diagonal elements correspond to the stability.
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Figure 10.4: Fraction of events in percent that are reconstructed in the mass
bin given on the horizontal axis but originally generated in the mass bin given on
the vertical axis w.r.t. all reconstructed events in that bin (right) for events with
(a) 0<|yZ/γ∗ |<0.4, (b) 0.4<|yZ/γ∗ |<0.8, (c) 0.8<|yZ/γ∗ |<1.2, (d) 1.2<|yZ/γ∗ |<
1.6, (e) 1.6<|yZ/γ∗ |<2.0, (f) 2.0<|yZ/γ∗ |<2.4. The diagonal elements correspond
to the purity.
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In figures 10.3 and 10.4 the migration between mass bins are displayed for events within
a specific rapidity bin of the generated Z/γ∗. Purity and stability are > 0.9 in all rapidity
bins for the peak mass regions. The low mass region is stable, > 0.9, but less pure ≈ 0.7–
0.8, while the high mass region is pure, ≈ 0.85–0.9, but with ≈ 0.8–0.85 not as stable as
the peak mass region. The observed features can be understood considering the energy
loss of the electrons by bremsstrahlung by which events are “shifted” from higher to lower
Z/γ∗ masses.
The observed level of purity and stability are high enough to allow for a bin-by-bin
approach for the correction of detector effects. In addition, a comparison to Bayesian
unfolding [97] was performed that can be found in appendix A.6. The difference from
Bayesian to bin-by-bin unfolding is of the same level or below the increase in statistical
uncertainty the Bayesian method introduces. Therefore, the bin-by-bin approach is used
in the following.
10.3 Cross Section Calculation
The total cross sections are calculated by:
σmZ/γ∗ =
N −B
C ·L , (10.2)
where the number of candidate events N is the result of the event selection applied to
data for events within a Z/γ∗ mass bin; the number of background events B is estimated
from simulation and in the case of the multi-jet background by a data driven method, see
chapter 8; and the integrated luminosity L = 4.574fb−1.
The efficiency C is defined as the sum of weights of reconstructed events NMC, rec di-
vided by the sum of weights of generated events NMC, gen with the same kinematic cuts
applied,
C = NMC, rec
NMC, gen
. (10.3)
It is calculated from events simulated with POWHEG+ PYTHIA6 and listed in table A.13.
The differential cross sections are calculated from events in a Z/γ∗ mass and rapidity bin.
The formula equals equation (10.2) except for the additional division by the width of the
rapidity bin ∆|yZ/γ∗ |:
dσmZ/γ∗
d |yZ/γ∗ |
= N −B
C ·L ·∆|yZ/γ∗ |
. (10.4)
The total and differential cross sections have the same unit because rapidity is a dimen-
sionless quantity.
128 10 Cross Section Measurement
 [GeV]
*γZ/m
60 80 100 120 140
 
[pb
]
*γ
Z/
m
σ
1
10
210
310
Data 2011, stat. unc.
Data 2011, syst. unc.
(a)
|
*γZ/
|y
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
| [p
b]
*γ
Z/
/d
|y
*γ
Z/
m
σd
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Data 2011, stat. unc.
Data 2011, syst. unc.
(b)
|
*γZ/
|y
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
| [p
b]
*γ
Z/
/d
|y
*γ
Z/
m
σd
0
20
40
60
80
100
120
140
Data 2011, stat. unc.
Data 2011, syst. unc.
(c)
|
*γZ/
|y
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
| [p
b]
*γ
Z/
/d
|y
*γ
Z/
m
σd
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Data 2011, stat. unc.
Data 2011, syst. unc.
(d)
Figure 10.5: Visible pp → Z/γ∗ → e+e− cross sections for (a) total; and (b)–
(d) differential for 46GeV<mZ/γ∗<66GeV, 66GeV<mZ/γ∗<116GeV, 116GeV<
mZ/γ∗<150GeV, respectively, in bins of |yZ/γ∗ |.
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Figure 10.6: Relative uncertainties in percent on the cross sections for (a) the
total cross sections; and (b)–(d) for 46GeV<mZ/γ∗ <66GeV, 66GeV<mZ/γ∗ <
116GeV, 116GeV<mZ/γ∗<150GeV as function of |yZ/γ∗ |, respectively.
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Table 10.2: Relative uncertainties in
percent on the total cross section mea-
surements.
mZ/γ∗[GeV ] 46.00,66.00,116.00,
66.00 116.00150.00
Reco. efficiency 0.56 0.22 0.15
Id. efficiency 0.26 0.11 0.19
Trigger efficiency 0.24 0.13 0.14
Energy scale 0.64 0.13 0.52
Energy resolution 0.18 0.01 0.25
Z/γ∗pT Modelling 0.29 0.04 0.03
PDF 0.15 0.09 0.08
t t¯ Background 0.21 0.01 0.55
Z → ττ Background 0.27 0.00 0.01
Multi-jet Background 0.29 0.03 0.29
Other Backgrounds 0.05 0.01 0.12
Stat. Background 0.30 0.01 0.20
MC Uncertainty 0.28 0.04 0.37
Stat. Uncertainty 0.66 0.10 1.04
Tot. Syst. Uncertainty 1.17 0.33 1.00
Table 10.3: Relative uncer-
tainties in percent on the
cross section measurement
for 46GeV<mZ/γ∗<66GeV
in bins of |yZ/γ∗ |.
|yZ/γ∗| 0.00, 0.40, 0.80, 1.20, 1.60, 2.00,
0.40 0.80 1.20 1.60 2.00 2.40
Reco. efficiency 0.85 0.66 0.57 0.60 0.54 0.57
Id. efficiency 0.33 0.28 0.31 0.39 0.41 0.51
Trigger efficiency 0.25 0.22 0.20 0.24 0.29 0.39
Energy scale 0.59 0.57 0.86 0.77 0.95 0.83
Energy resolution 0.14 0.17 0.10 0.40 0.61 0.72
Z/γ∗pT Modelling 0.21 0.26 0.22 0.27 0.42 0.40
PDF 0.22 0.18 0.13 0.11 0.16 0.13
t t¯ Background 0.29 0.25 0.21 0.15 0.08 0.03
Z → ττ Background 0.29 0.27 0.26 0.27 0.22 0.25
Multi-jet Background 0.37 0.36 0.60 0.87 0.52 0.49
Other Backgrounds 0.04 0.05 0.05 0.05 0.06 0.03
Stat. Background 0.58 0.64 0.68 0.85 0.79 0.84
MC Uncertainty 0.51 0.55 0.69 0.83 1.05 1.23
Stat. Uncertainty 1.26 1.31 1.58 1.83 2.11 2.58
Tot. Syst. Uncertainty 1.50 1.42 1.64 1.91 2.02 2.15
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Table 10.4: Relative uncertainties in percent on the cross section measurement
for 66GeV<mZ/γ∗<116GeV in bins of |yZ/γ∗ |.
|yZ/γ∗| 0.00, 0.20, 0.40, 0.60, 0.80, 1.00, 1.20, 1.40, 1.60, 1.80, 2.00, 2.20,
0.20 0.40 0.60 0.80 1.00 1.20 1.40 1.60 1.80 2.00 2.20 2.40
Reco. efficiency 0.25 0.24 0.23 0.24 0.25 0.25 0.26 0.24 0.20 0.23 0.26 0.37
Id. efficiency 0.15 0.12 0.12 0.14 0.17 0.17 0.15 0.16 0.17 0.23 0.29 0.45
Trigger efficiency 0.11 0.11 0.11 0.11 0.13 0.15 0.16 0.16 0.19 0.22 0.28 0.43
Energy scale 0.11 0.14 0.17 0.18 0.16 0.12 0.16 0.15 0.13 0.05 0.12 0.08
Energy resolution 0.01 0.03 0.08 0.04 0.10 0.01 0.09 0.03 0.03 0.04 0.03 0.11
Z/γ∗pT Modelling 0.02 0.04 0.05 0.07 0.08 0.07 0.04 0.03 0.03 0.04 0.05 0.02
PDF 0.01 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.01 0.04 0.02 0.04
t t¯ Background 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00
Z → ττ Background 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Multi-jet Background 0.04 0.03 0.04 0.02 0.03 0.03 0.05 0.04 0.03 0.15 0.07 0.11
Other Backgrounds 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.01 0.01
Stat. Background 0.03 0.03 0.03 0.03 0.04 0.04 0.04 0.04 0.08 0.09 0.14 0.07
MC Uncertainty 0.10 0.12 0.11 0.13 0.12 0.16 0.15 0.16 0.19 0.23 0.26 0.42
Stat. Uncertainty 0.27 0.28 0.29 0.30 0.32 0.34 0.37 0.39 0.46 0.55 0.60 0.89
Tot. Syst. Uncertainty 0.35 0.35 0.37 0.39 0.41 0.40 0.43 0.40 0.42 0.49 0.58 0.86
Table 10.5: Relative un-
certainties in percent on
the cross section measure-
ment for 116GeV<mZ/γ∗<
150GeV in bins of |yZ/γ∗ |.
|yZ/γ∗| 0.00, 0.40, 0.80, 1.20, 1.60, 2.00,
0.40 0.80 1.20 1.60 2.00 2.40
Reco. efficiency 0.17 0.17 0.18 0.20 0.27 0.42
Id. efficiency 0.21 0.19 0.21 0.26 0.37 0.57
Trigger efficiency 0.12 0.12 0.13 0.17 0.23 0.39
Energy scale 0.38 0.45 0.82 1.01 0.77 2.00
Energy resolution 0.40 0.52 0.17 0.24 0.41 0.62
Z/γ∗pT Modelling 0.03 0.02 0.11 0.04 0.09 0.17
PDF 0.07 0.04 0.11 0.08 0.12 0.05
t t¯ Background 0.73 0.69 0.51 0.32 0.22 0.06
Z → ττ Background 0.01 0.01 0.01 0.00 0.00 0.00
Multi-jet Background 0.87 0.24 1.06 0.65 1.15 1.97
Other Backgrounds 0.12 0.12 0.12 0.10 0.12 0.11
Stat. Background 0.37 0.44 0.53 0.62 1.62 3.09
MC Uncertainty 0.68 0.82 0.93 1.08 1.42 2.15
Stat. Uncertainty 1.97 2.10 2.36 2.55 3.79 5.25
Tot. Syst. Uncertainty 1.52 1.40 1.83 1.82 2.65 4.81
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10.4 Results
The visible cross sections are displayed in figure 10.5 with statistical and total systematic
uncertainties. The corresponding numbers can be found in table A.14. The contributions
from individual sources to the total uncertainty are displayed in figure 10.6 and listed in
tables 10.2 to 10.5. The different methods of uncertainty propagation are discussed in
chapter 7. The statistical uncertainty on the efficiency, labelled “MC Uncertainty”, results
from the finite sample size of the signal simulation. The statistical uncertainty on the
counts in data is labelled “Stat. Uncertainty”. As expected from the four times larger sam-
ple size in simulation compared to data, the statistical uncertainty in data is
p
4 higher and
is about 0.7%, 0.1% and 1% for 46GeV<mZ/γ∗ <66GeV, 66GeV<mZ/γ∗ <116GeV and
116GeV<mZ/γ∗ <150GeV, respectively. Because of the constraint on electron η < 2.47
and the shape of the rapidity distribution itself, the number of available events decreases
with increasing rapidity. Therefore, the statistical uncertainty increases from about 1.3 %
to 2.6 %, from 0.3 % to 0.9 % and from 2 % to 5.3 % for the three mass regions, respectively,
and is higher than any systematic uncertainty.
From the three scale factors (identification, trigger and reconstruction), the reconstruc-
tion scale factor uncertainty contributes most for 46GeV<mZ/γ∗<66GeV and 66GeV<
mZ/γ∗<116GeV. For 116GeV<mZ/γ∗<150GeV it is on par with the uncertainty from the
trigger scale factors. In any case, they are on the permil level. Only the reconstruction
efficiency for 46GeV<mZ/γ∗<66GeV shows slightly larger values of ≈ 0.6% (0.9 % for the
first rapidity bin).
The electron energy scale uncertainty is calculated by taking the square root of the
maximum of the up and down variation squared summed over all sources of scale un-
certainties. The uncertainty on the material in the detector contributes most to the total
energy scale uncertainty, followed by the uncertainty on the energy scale of the presam-
pler. The low and high mass region are affected more than the peak mass region because
the scale was determined with Z → ee events. There is no apparent trend with rapidity
for the low mass region with values of half to one percent, while the uncertainty increases
up to 2 % for 116GeV<mZ/γ∗<150GeV.
The energy resolution uncertainty is taken as the maximum of the up down variations
per bin. The peak mass region is basically not affected and 46GeV<mZ/γ∗<66GeV and
116GeV<mZ/γ∗<150GeV show values of the uncertainty of the order 0.5 %.
The Z/γ∗ pT modeling uncertainty is evaluated as maximum of the differences from the
two pT models summed in quadrature. The influence on the measurement is marginally
for the peak and high mass regions, only the uncertainty for 46GeV<mZ/γ∗<66GeV is of
the order 0.2 to 0.4 % increasing with rapidity.
The uncertainty from the multi-jet background estimation is of order 0.5 % for 46GeV<
mZ/γ∗<66GeV and up to two percent for the highest rapidity bin for 116GeV<mZ/γ∗<
150GeV and is negligible for 66GeV <mZ/γ∗ < 116GeV. The uncertainty on the elec-
troweak and t t¯ background normalization is estimated by varying the cross sections
coherently up and down within their uncertainties, reported separately for Z → ττ and
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t t¯ and the remaining backgrounds summed. The statistical uncertainty from the back-
ground estimation is completely dominated by the statistical uncertainty on the multi-jet
background estimate. For 116GeV<mZ/γ∗<150GeV this is the largest uncertainty with
3.1 % for the highest rapidity bin.
The CT10 PDF used in the simulation of the nominal signal sample provides a set of
52 error eigenvectors. They were extracted similar to the correlated uncertainties of the
scale factors. The efficiencies for each systematic variation are calculated from the signal
sample reweighted event-by-event to the PDF modified by the eigenvector. A symmetric
uncertainty is obtained by adding positive and negative differences to the central values
separately in quadrature and averaging over them following the prescription described
in [98]. Only 46GeV<mZ/γ∗<66GeV is affected above the permil level except for the two
rapidity bins of 116GeV<mZ/γ∗<150GeV that are marginally above 1h.
A possible uncertainty related to the choice of the parton shower program is evalu-
ated calculating the efficiency with events simulated by POWHEG+HERWIG instead of
POWHEG + PYTHIA6, i.e. replacing the shower program while keeping the same hard
events, see figure 10.7. The differences for 46GeV<mZ/γ∗<66GeV and 116GeV<mZ/γ∗<
150GeV are compatible with zero. The bin 66GeV<mZ/γ∗<116GeV shows a difference
of −1% for 1.2 < |yZ/γ∗ | < 1.4. The electrons of the Z/γ∗ bosons that enter this rapidity
bin have η values lying in the transition region between calorimeters and the region that
is cut out because of a known insufficient material description. A different parton shower
program may cause effects that change the electron distributions affecting the identifica-
tion efficiencies. However, since POWHEG+PYTHIA6 was also used to determine all scale
factors, it is reasonable to assume that if the scale factors would be reevaluated and ap-
plied using POWHEG+HERWIG, theC factors would agree. Therefore, no extra uncertainty
is assigned due to the differences observed.
To study the effect of the choice of matrix element generator, the efficiency is calculated
once with MC@NLO+HERWIG and compared to the efficiency extracted from events
simulated with POWHEG+HERWIG, i.e. the parton shower program is the same but the
generator of the hard process is exchanged, see figure 10.8. Here, the differences for
46GeV<mZ/γ∗<66GeV and 66GeV<mZ/γ∗<116GeV are compatible with zero or of the
order permil. The mass region 116GeV<mZ/γ∗ < 150GeV however shows differences
of up to 1.6 % in the first three rapidity bins. The reason for this is under investigation.
Since both generators provide events at next-to-leading order, all distributions should
agree and lead to compatible efficiencies. The same argumentation as for the observed
differences caused by replacing the parton shower program apply here and no systematic
is assigned.
The small values of the systematic uncertainties suggest that the statistical significance
should be scrutinized. A method which allows to do that is the “bootstrap method”. A
number of replicas of the signal simulation is produced where each event receives a
random weight following a Poisson distribution with a mean of one. The mean value over
the results approaches with increasing number of replications the result obtained without
additional weight. The standard deviation is a measure for the uncertainty on a shift. If
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Figure 10.7: Difference in efficiency obtained with the nominal sample to the
factors calculated from events simulated with POWHEG+HERWIG for (a) the total
cross sections; and (b)–(d) for 46GeV<mZ/γ∗<66GeV, 66GeV<mZ/γ∗<116GeV,
116GeV<mZ/γ∗<150GeV as function of |yZ/γ∗ |, respectively.
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Figure 10.8: Difference in efficiency obtained with the events simulated with
POWHEG+HERWIG compared to events simulated with MC@NLO+HERWIG for
(a) the total cross sections; and (b)–(d) for 46GeV<mZ/γ∗ < 66GeV, 66GeV<
mZ/γ∗<116GeV, 116GeV<mZ/γ∗<150GeV as function of |yZ/γ∗ |, respectively.
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the shift is compatible with zero, the systematic should be dropped. Otherwise a double
counting of statistical uncertainty occurs because the uncertainty is already taken care of
by the statistical uncertainty on the efficiency. The evaluation of this is in progress.
10.5 Comparisons with Predictions
The comparison of the measured cross sections with predications is performed in the
target phase space volumes. For this, an acceptance A is calculated that extrapolates
from phase space i to phase space j defined by:
A = NMC, gen, vol i
NMC,gen, vol j
, (10.5)
where NMC, gen, vol i ( j ) is sum of weights of events generated in phase space i ( j ). Al-
though the acceptance is calculated on generator level it depends not only on theory,
because the beam conditions enter by the influence of the vertex position of the hard in-
teraction on the reconstructed electron pseudo-rapidity. Therefore, A is calculated from
simulated events which match the vertex distribution of the taken data, i.e. the same
POWHEGPYTHIA6 events as for the efficiency. If necessary, the acceptance can be reeval-
uated rather easily at a later point in time because the full detector simulation is not
needed. The values including uncertainties are listed in tables A.16 and A.17 which are
small compared to the other uncertainties in the measurements. The total uncertainty
of the acceptance is used in the following. Figure 10.9 shows the acceptance for the total
and differential cross section measurement. The shape of the acceptance follows from
the cuts on the electron pseudo-rapidity (see section 2.3 for the dependence of |yZ/γ∗ | on
ηe1,e2).
Figures 10.10 to 10.13 show the visible cross sections divided by the acceptance over-
layed with predictions from NNLO QCD calculations that include NLO electroweak virtual
corrections based on various NNLO PDFs [89]. The extrapolated cross sections can also
be found tabulated in table A.15. Only the total systematic uncertainty receives a small
additional contribution from the uncertainty on the acceptance.
The theoretical predictions are calculated using the program FEWZ [99]. FEWZ allows
the computation of NNLO cross sections while applying kinematic requirements. The
following state-of-the-art NNLO PDFs are evaluated:
• CT10 NNLO [54],
• ABM11 NNLO 5fl [100],
• HERAPDF 1.5 NNLO [39, 101],
• MSTW2008 NNLO [45],
• NNPDF2.3 NNLO αS = 0.118 [102],
• JR09 NNLO [103] and
• ATLAS WZ (resulting from [41]).
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Figure 10.9: Acceptance correction to extrapolate from the experimental phase
space to the volume for (a) σmZ/γ∗ ; and (b)-(d) to
dσmZ/γ∗
d |yZ/γ∗ | for 46GeV<mZ/γ∗ <
66GeV, 66GeV<mZ/γ∗<116GeV, 116GeV<mZ/γ∗<150GeV. See table 10.1 for
definitions of the volumes.
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The electroweak parameters for the calculation are set according to [32] and listed in
table A.18. The renormalization and factorization scales for the Z/γ∗ production are
dynamically set to sˆ of the process, sˆ = x1x2s. The effect of the dynamic scale in com-
parison to the fixed scale of MZ was found to be of the order of 0.1% at NLO in y bins
for 66GeV<mZ/γ∗ <116GeV. The effect is of similar size as the numerical precision in
the bins. None of the PDFs are suitable to evaluated photon induced contributions. The
impact of this on the predictions is currently under study.
For comparison with the data the PDF uncertainties are calculated following the pre-
scriptions defined by each group. All PDF uncertainties are quoted for at 68 % CL coverage.
The CT10 PDF set is reported with uncertainties that correspond to 90 % CL, and thus
extracted uncertainties were scaled down by 1.645. ABM11 uncertainties also include a
variation of αS . The HERAPDF set in addition to experimental uncertainties also include
model uncertainties.
ATLAS WZ and ABM11 provide the best description of the rapidity distribution for
66GeV<mZ/γ∗<116GeV and 46GeV<mZ/γ∗<66GeV. For the latter, also HERAPDF pre-
dicts the measurement reasonably well. All considered PDFs have problems describing
the first and fourth rapidity bin of the high mass cross section. This seems to be more a
short-coming of the measurement than stemming from the PDFs because these bins also
do not fit in a smooth shape of the rapidity distribution, i.e. they lie significantly above any
smooth steadily falling function going through all but the problematic bins. JR09 gives
the worst description of the measurements which confirms the result of [40]. The other
PDFs also predict cross sections with values below the measurement result, especially
for low rapidities of the 66GeV<mZ/γ∗<116GeV cross section. The agreement improves
with increasing rapidity. For the last rapidity bin, all PDFs agree with the measurement
within uncertainties.
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Figure 10.10: Inclusive pp → Z/γ∗ → e+e− differential cross section for
66GeV<mZ/γ∗<116GeV in bins of |yZ/γ∗ | and pT,e± > 20GeV compared to pre-
dictions from NNLO QCD calculations with NLO electroweak virtual corrections
based on various NNLO PDFs. The vertical range of the ratio pad is intention-
ally not increased to include all JR09 points to allow judging details of the better
matching PDFs.
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Figure 10.11: Inclusive pp → Z/γ∗ → e+e− differential cross section for
46GeV<mZ/γ∗ <66GeV in bins of |yZ/γ∗ | and pT,e± > 20GeV compared to pre-
dictions from NNLO QCD calculations with NLO electroweak virtual corrections
based on various NNLO PDFs.
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Figure 10.12: Inclusive pp → Z/γ∗ → e+e− differential cross section for
116GeV<mZ/γ∗<150GeV in bins of |yZ/γ∗ | and pT,e± > 20GeV compared to pre-
dictions from NNLO QCD calculations with NLO electroweak virtual corrections
based on various NNLO PDFs. The vertical range of the ratio pad is intention-
ally not increased to include all JR09 points to allow judging details of the better
matching PDFs.
142 10 Cross Section Measurement
 
[pb
]
*γ
Z/
m
σ
1
10
210
310
Data 2011, stat. unc.
Data 2011, syst. unc.
ABM11
HERAPDF 1.5
ATLAS WZ
MSTW2008
CT10
NNPDF2.3
JR09
 [GeV]
*γZ/m
60 80 100 120 140
Th
eo
ry
/D
at
a
0.9
0.95
1
1.05
1.1
Figure 10.13: Total inclusive pp→ Z/γ∗→ e+e− cross section for three regions
of Z/γ∗ mass and pT,e± > 20GeV and |η|e± < 2.5 compared to predictions from
NNLO QCD calculations with NLO electroweak virtual corrections based on var-
ious NNLO PDFs.
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Summary
This part presented a measurement of the inclusive pp → Z/γ∗ → e+e− cross section
based on data taken with the ATLAS experiment in 2011 corresponding to an integrated
luminosity of 4.6 fb−1. The cross section was determined as a total cross section in three
regions of Z/γ∗ mass, 46–66 GeV, 66–116 GeV and 116–150 GeV and in addition differ-
entially as function of absolute Z/γ∗ rapidity. The analysis extends the measurement
published by ATLAS using data from 2010 (36 pb−1) which was statistically limited to
mZ/γ∗ = 66–116 GeV and used a binning two times coarser in |yZ/γ∗ |. The 2011 and 2010
measurement agree with each other.
A full set of uncertainties has been evaluated and propagated to the cross section mea-
surement. Special emphasis was put on the estimation of the multi-jet bkg and the uncer-
tainty on it. A total systematic uncertainty on the differential cross section of the central
mass bin of order 1 % and 1 to 5 % for the adjacent mass bins is obtained, which is only
marginally larger than the statistical uncertainty.
The presented cross section measurement differs distinctly from predictions based on
many of the state-of-the-art Parton Density Functions (PDFs). Therefore, the result of
this thesis can be used to improve knowledge of the proton structure in the context of
future PDF fits. The best agreement is observed with the PDF that includes the ATLAS
W ,Z 2010 measurement. The main result of that PDF fit is an increased strange quark
density in the proton. Consequently, it can be expected to confirm this observation with
reduced uncertainty.
In summary, the measurement showed that precision physics at the LHC is possible
and important conclusions on the structure of the proton can be drawn from it. Improved
PDFs based on this and other precision measurements of Standard Model cross sections
will help analyses at the LHC currently suffering from uncertainties on the proton struc-
ture.

A First Level Track Trigger for ATLAS
at the High Luminosity LHC

12
Upgrades to LHC and ATLAS
The European Strategy for Particle Physics, Update 2013:
“Europe’s top priority should be the exploitation of the full potential of the
LHC, including the high-luminosity upgrade of the machine and detectors
with a view to collecting ten times more data than in the initial design, by
around 2030.” [104]
12.1 From LHC to High Luminosity LHC
In agreement with the strategy quoted above, a luminosity upgrade of the LHC, the so
called High Luminosity LHC (HL-LHC), is foreseen. The intense phase of research and
development began in 2008 with a kick-off event [106].
The estimated total integrated luminosity the LHC will deliver to each ATLAS and CMS
is about 300 fb−1. For the precise measurement of Higgs couplings, e.g. the coupling to
the second fermion generation in the decay H → µµ, an upgrade is necessary, because
the running time to significantly reduce the statistical uncertainty becomes too long. The
goal is that ATLAS and CMS each collect an integrated luminosity of 3000 fb−1 within 10
years of HL-LHC running. The high integrated luminosity will also allow to either find
or exclude new particles like a Z’ or supersymmetric particles with higher masses than
Figure 12.1: LHC baseline plan for the next ten years. In terms of energy of the
collisions (upper line) and of luminosity (lower lines). [105]
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(a) (b)
Figure 12.2: (a) the effect of crab cavities on the colliding bunches (the small
arrows indicate the torque on the beam); and (b) the luminosity profile for a
single long run starting at nominal peak luminosity (black line), with upgrade
and no levelling (red line) with levelling (blue line). [107]
accessible at the LHC. The current schedule is shown in figure 12.1 and summarized in
the following.
The first data taking period from 2010–2012 was successfully completed and the LHC is
now in its first long shutdown phase. From 2013–2014, the accelerator will be consolidated
to achieve the full design energy of 13/14 TeV. Also the experiments undergo changes and
improvements. In the case of ATLAS, an additional pixel layer will be installed closely
attached to a new, smaller, beam pipe. This layer, called the insertable B-layer, will retain
to find (secondary) vertices with high precision coping with the increase in pile-up.
In the running period from 2015–2017, the planned luminosity is 1034 cm−2 s−1 and
above. A few tens of fb−1 per experiment are going to be collected. The luminosity is
increased to the ultimate LHC luminosity of 2 to 3×1034 cm−2 s−1 which makes another
shutdown to upgrade the detectors necessary. ATLAS plans to add a hardware track
trigger system, the Fast TracKer (FTK), operating between first and second trigger levels.
Also a new muon wheel will be inserted and the trigger and readout will be upgraded
to make better use of granularity of the calorimeters, i.e. to reduce backgrounds by to
electrons by cuts on shower shape variables. Between 2019–2012 the goal is to collect 200
to 300 fb−1 per experiment.
The final upgrade to the LHC and its experiments is scheduled for 2022-2023. Extensive
upgrades to both the accelerator complex and the detectors will be made. For ATLAS
this means the replacement of the current inner detector with a tracker based on silicon
technology only. Also the trigger system has to be upgraded. From 2023 on, LHC will
deliver 200 to 300 fb−1 per year to the experiments to reach a total integrated luminosity
of 3000 fb−1 until 2030–2035.
To collect the very high data sample envisaged for HL-LHC, several parameters influ-
encing the luminosity have to be improved. The relation of the machine parameters to the
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Figure 12.3: The proposed layout of the upgraded inner detector of ATLAS
shown as a quarter of the tracker in a radius (r ) vs. z projection. [108]
luminosity can be found in section 3.2.6. The operation target of the HL-LHC is to provide
collisions every 25 ns equivalent to 2808 bunches per beam. The number of protons per
bunch will almost double to be 2.2 ·1011, resulting in a current of 1.02 A. To maintain or
even reduce the emittance, upgrades to the injector complex are needed. The goal is to
reach ²∗ = 2.5µm.
The main handle to increase the luminosity is the focusing of the beams at the point
of collision, i.e. reducing β∗. However, a small β∗ at the interaction point implies a larger
value at the focusing magnets. Therefore, large aperture strong field quadrupole mag-
nets for the inner triplets are in development. In addition, stronger longe range effects
betweens beams require larger crossing angles. The effect of a larger crossing angle de-
creases the geometrical reduction factor which counteracts the gain in luminosity from
better focusing. To overcome this disadvantage, it is foreseen to use crab cavities that ro-
tate the bunches such that they collide head-on, see figure 12.2a. The HL-LHC planning
foresees β∗ = 0.15m and a crossing angle of 590µrad.
Crab cavities can also be used to achieve luminosity levelling. Luminosity levelling is
the intentional reduction of luminosity to reduce the number of simultaneous interac-
tions, see figure 12.2b. During the fill, the parameters are more and more optimized to
work against the proton burning. A levelled luminosity of 5×1035 cm−2 s−1 resulting in
140 pile-up events per bunch crossing is the expected point of HL-LHC operation.
12.2 atlas Upgrades for HL-LHC
In order to fully profit from the machine upgrade, the ATLAS detector has to be improved.
Especially the tracking and trigger capabilities are challenged by the up to hundreds of
events per bunch crossing. The goal is to achieve a detector performance which is com-
patible to that at LHC conditions in terms of resolution, lepton identification, efficiency,
purity, etc. The ATLAS upgrade foresees two phases, phase-I for the ultimate LHC and
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Figure 12.4: The baseline configuration of the inner detector layout chosen for
track trigger studies. The length in z direction of the first three strip layers (last
two outer layers) is 2.5 cm (10 cm), respectively, and indicated by yellow color.
HL-LHC running, respectively. Here, only the phase-II upgrade is discussed.
The silicon detector of the ATLAS tracker will start to become inefficient because of
radiation damage above an integrated luminosity of≈ 700fb−1 and has to be replaced. Be-
cause of the high track densities and radiation dose (order 1015 1-MeV neq/cm2) a highly
granular and radiation hard all-silicon tracker is currently designed. The proposed design
is summarized in the Letter of Intent (LoI) for the Phase-II upgrade [109] and displayed
in figure 12.3.
The track trigger design studied in this thesis are based on the so called “Utopia” de-
sign [110]. The layout adopted in the LoI is close to the Utopia design, therefore the
following discussion is valid for the current design as well.
The Utopia layout consists of 4 pixel layers at radii of 5, 11, 16 and 21 cm (50µm×
250µm), 3 short strip layers at radii of 38, 50 and 62 cm (80µm×2.4cm) and 2 long strip
layers at radii of 74 and 100 cm (80µm×9.8cm), which is in the following referred to as
baseline design. The strip layers are doublets 4.5 mm apart with a stereo angle of 40 mrad
to provide z information. The total number of channels for the upgraded (current) pixel
detector is 300 million (80 million) and for the short strip and long strip layers together
43 million (6.3 million). The new inner detector will be contained in the same 2 T field as
the current tracker. A computer generated image of the new inner detector highlighting
the size of the strips in z direction is shown in figure 12.4.
Preliminary trigger studies with HL-LHC conditions have shown that the pT thresh-
olds for single electrons (L1Calo) and single muons (L1Muon) would have to be raised
up to 60 GeV in order to satisfy the L1 bandwidth limitations. However with such a high
threshold one would lose a significant amount of physics at the electroweak scale. Adding
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tracking information to the first trigger level (L1Track) is a promising way to lower the pT
threshold of lepton candidates without increasing the L1 trigger rate. It must be further
kept in mind that the exact HL-LHC conditions in terms of pile-up, cavern background
and underlying-event are yet unknown. Robustness, flexibility and redundancy are im-
portant design parameters for a trigger and L1Track will certainly help in this respect.
Two schemes for adding tracking information to the first trigger level have been pro-
posed and differ in the amount of information they process:
The Regional Readout scheme is based on information from L1Calo and L1Muon and
defines Regions of Interest (RoIs) in (η, φ). It is assumed that the upgraded ATLAS trig-
ger at HL-LHC reduces the collision rate of 40 MHz to a L1 trigger rate of 500 kHz [111].
Only the tracker information corresponding to the RoI is read out for further track find-
ing. Longer pipelines or smart buffers in the front-end electronics are necessary for this
scheme to work.
The Self-Seeded, also called standalone, scheme does not rely on information from
other systems. It works on the event as a whole at the bunch crossing frequency of 40 MHz
providing track information (pT, η, Φ) which can also be combined with L1Calo and
L1Muon to form a L1 decision. Main challenges for this scheme are the severe latency
requirement and the high required bandwidth to access the hit information from the
front-ends.
In the following, the standalone option is detailed, the Regional Readout scheme is
presented in [111].

13
Design of a First Level Track Trigger
Assuming no drastic changes in the front-end pipelines a Track Trigger working on L1 has
to provide information within 2.5µs. Taking into account cable delays the track finding
logic itself must work within 1µs and be fully pipelined. Because of this severe timing
constraint the only way to reconstruct tracks fast enough is the exploitation of hardware
look-ups for identifying valid track patterns. Similar track triggers at hadron machines
were recently operated e.g. by the CDF [112] and the H1 [113] collaborations.
The results of this chapter were already presented in [114].
13.1 Hardware Based Pattern Matching
An important constraint for the design and construction of such a trigger comes from
the total number of valid hit templates to be implemented which is mainly given by the
minimum transverse momentum of the track pminT and the required resolutions. The p
min
T
value depends on the physics case and the behavior of the trigger system as a whole. We
aim to reconstruct all tracks with a transverse momentum above 10 GeV.
The hit pattern measured in the inner detector can serve as input for a look-up from
a bank of pre-computed valid hit patterns (templates). Formally this pattern can be
represented by an address,
address= ∑
all hits
2integer identifier of hit, (13.1)
which can in principle be used to address a suitable device which stores a yes/no decision.
However, the enormous number of channels forbid this simple minded scheme since the
address space would be too large. Introducing parallelism by partitioning the detector in
regions just large enough to include a track of the chosen pminT , discussed in chapter 15,
reduces the address space considerably but is not sufficient. Therefore a smart look-up
must be used which ignores all unimportant hit combinations.
One possibility is to utilize ternary CAMs, see figure 13.1, for storage of all valid track
patterns and matching. In a ternary CAM templates are composed of “0”, “1” and “X”,
where the first two require an exact match and “X” matches “0” as well as “1”. Using n
“don’t care” bits in a template means that in total 2n different patterns can be matched.
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Figure 13.1: Illustration of a ternary CAM. The hit pattern in the detector (search
data) is compared simultaneously to four templates. The second and third tem-
plate match the pattern. [115]
This allows to efficiently implement a valid track pattern by ignoring at the same time
unimportant hit information in other parts of the considered region.
13.2 Implementation of the Fast Look-Up
In this chapter only the implementation of the track reconstruction in hardware is dis-
cussed provided that the full hit information from the front-end can be accessed. The
question of how to solve bandwidth limitations of an upgraded inner detector is under
heavy discussion. A possible solution will be presented in chapter 16.
Two different kinds of CAM implementations are considered for the fast pattern match:
CAM functionality embedded in Field Programmable Gate Arrays (FPGAs) and dedicated
CAM circuits. First preliminary studies indicate that about 10 000 templates each 64 bit
wide can be implemented in large modern FPGAs (eg. Altera Stratix IV). FPGAs have
the advantage that additional logic can be integrated easily. The second option could
be realized using commercial Network Search Engines (e.g. Netlogic (now Broadcom))
offering 64 000 templates×576 bit in a single chip ([116]). The advantage of specialized
components are the higher speed and the much larger storage space.
A total number of 100 billion templates is estimated in chapter 14. Assuming a storage
capacity of 50 000 templates the necessary number of devices would be two million. It
is therefore necessary to reduce the number of templates artificially and to perform a
look-up using a coarser granularity. Combining e.g. 32 strips in φ, a factor 1
322
= 11024 is
gained, reducing the number of templates to 100 million which then can be distributed to
10000 devices each storing 10000 templates. Every device, called track finding unit (TFU),
covers a small geometrical region of the inner detector, in which the reconstruction of
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Figure 13.2: Hardware implementation of the fast look-up in a TFU as explained
in the text. [114]
high momentum tracks (small bending) is performed locally.
The coarse match must be followed by a refinement step to reach the aimed resolu-
tion and to reduce the number of fake tracks per event. For the refinement step we can
assume that the hit combinatorial problem was basically solved in the first look-up step.
Therefore only a validation using the refined hit information has to be done, which can
be implemented in a big RAM.
Figure 13.2 shows a possible scheme for a TFU. The full hit pattern is written to buffers
and the coarsened hit pattern is presented to the CAM which signals the matching line to
a Tag RAM in which the address to look-up the refined hit position is stored. The refined
information together with the base address of the first match defines the pattern fully and
is then used to address the Validator RAM which contains the final valid bit. This scheme
can also be applied iteratively with a cascade of buffers and Validator RAMs minimizing
the needed address space.
Alternatively also dedicated associated memory chips (AMchip [117]) as designed for
the FTK project can be used, which provide a look-up architecture better suited to match
hits from several detector layers. The diagram of the AMchip is very similar to figure 13.1.
Every row represents a template, however each search line corresponds not to a hit posi-
tion, but to one layer. Hits are compared one after another to the corresponding parts of
the templates. A matching template is found when all columns of a row were matched to
a hit.

14
Baseline Parameters
The main questions to be addressed by simulation studies are: how many templates have
to be stored in the track finding units (TFUs) depending on the geometry of the detector
and the number of used detector layers, and what is the number of fake tracks per event,
i.e. matches with a hit pattern not originating from a single particle? To answer these
questions simulation and reconstruction software has been developed tailored to Fast
Track Trigger studies.
The results of this chapter were already presented in [114].
14.1 A Simple Event Generator – Toy MC
A simple event generator was developed that includes a particle Monte Carlo generator
interfaced to a simplified tracking detector with a cylinder symmetric geometry without
endcaps, see figure 14.1. Interaction with matter like energy loss and multiple scattering
is simulated, however the production of secondary particles is omitted.
Single particles as well as events with pile-up were produced. For the pile-up events, the
momentum distributions of charged tracks follows the expectation from Pythia minimum
bias. The number of particles was tuned to reproduce the expected single strip occupancy
of ≈ 2% in the first short strip layer for collisions with a very conservative high number of
400 pile-up events. By adjusting the occupancy the lack of simulated secondary particles
is remedied to some extend. The distribution of vertices was simulated to be Gaussian
distributed with a width of σz = 3.5cm centered around z = 0. This matches the LHC
conditions which are likely to be similar for HL-LHC running.
14.2 Number of Templates
In the following section it is explained how the number of templates is estimated. The
problem can be factorized in the r -φ plane and the r -z plane:
Ntotal =Nr -φ×Nr -z. (14.1)
To estimate the total number of patterns Ntotal the number of patterns in the r -φ plane
Nr -φ and in the r -z plane Nr -z can be computed separately.
158 14 Baseline Parameters
(a) (b)
Figure 14.1: A high pile-up event (a); and (b) a close-up on the double layer
structure showing two tracks and the simulated hits.
The approach chosen to compute Nr -φ is to loop over all combinations of hit positions
in the r -φ plane. A pattern is regarded as valid if a track quality cut obtained from the Toy
MC is passed and the fitted transverse momentum is above the pT threshold. The quality
is evaluated with the help of the χ2 value of a non-iterative circle fit [118] implemented
following [119]. The χ2 cut is chosen to accept 95 % of the fits of single particle tracks
following a pT spectrum starting at the threshold but being flat in curvature.
However, because of the high granularity of the detector and the therefore large number
of hit positions, it is impossible to simply loop over all possible combinations. Therefore
two reductions are made: first the looping is not performed over all azimuthal angles of
the tracker but only inside a wedge-like search region; and second, patterns are validated
in two steps with increasing granularity.
The search region, depicted in figure 14.2, is defined such that by choosing a pivot layer
and a search angle ΦS all tracks above pminT are inside the region. The number of patterns
found in this region can then be scaled up to the full circle by multiplying with ΦS/2pi.
The second reduction exploits a two step approach visualized in figure 14.3. In the first
step several cells* per layer are combined to coarse cells. The looping is then done first
on the coarse layout. By this the number of combinations is highly reduced. The criteria
for accepting a coarse combination are a simplified χ2 and a loosened pminT cut. The
squared distance from the hit coarse cells to those of the considered coarse combination
per layer defines the χ2. The χ2 cut is set to N
(a
2
)2, where a is the size of a coarse cell
and N is the number of layers. The cell size in z is much larger than in φ, therefore the
number of combinations is less. The number of patterns is simply counted using those
combinations from single particle tracks that fulfill the χ2 cut of a straight-line fit.
In agreement with analytical calculations it is found that the total number of templates
*In the following “cell” is a detector element, e.g. a strip or a pixel sensor.
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Figure 14.2: Construction of a search
region with the third layer used as pivot
layer. The green and red circles denote
beginning and end of the search region
(hashed) in each layer, respectively.
(a) (b)
(c) (d)
Figure 14.3: Visualization of the template counting. In figure (a), the criteria for
the coarse cell combination are fulfilled, whereas the combination shown in (b)
is discarded. In the refinement step following (a), two valid fine combinations
combination are found: (c) a high-pT track and (d) a track with a lower pT.
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obeys a geometric scaling law:
Ntotal ∝
1
pminT
× 1
pitch2
, (14.2)
where the pitch is the size of cells in φ (e.g. 80µm in strip layers).
14.3 Fake Tracks Per Event
The number of fake tracks per event is estimated fitting all combinations of hits in (η,
φ, z0)-bins, where z0 is the assumed intersection of the track with the z axis. The χ2
cuts used for template counting are also used to discriminate accepted from invalid hit
combinations. It was found that the number of fake tracks per event is connected to the
layer occupancies in the following way:
Nfake tracks per event =
( ∏
layer i
occupancyi
)×Ntotal. (14.3)
The number of fake tracks which can be tolerated has to be determined from dedicated
combined trigger studies as the combination with the first level triggers of the calorimeter
and muon system gives further reduction.
14.4 Study of Inner Detector Layouts
Designs with 3–5 short (long) strip layers and 1–2 pixel layers were studied ignoring the
endcap region. The full z-granularity of the pixel layers is not exploited due to the high
number of channels. Therefore the hit information of adjacent pixels is combined cor-
responding to the z-granularity of the short strip layers. This reduces significantly the
number of hit combinations.
Table 14.1 shows the number of templates for different designs and pile-up scenarios
with pminT = 10GeV. The position of the layers is in accordance with the baseline design,
see section 12.2, if not stated otherwise. The first part of the table shows results for hits
required in all layers (n/n). In the second part one layer is allowed to be inefficient ((n-
1)/n).
Simple options like (3/3) short strip layers would be preferable because of the low
number of templates (three billion) but suffer from a high number of fake tracks per event
of 100–6000 for 100–400 events per bunch crossing, respectively. Adding pixel layers is not
feasible in the 400 pile-up scenario because of the high occupancy closer to the beamline
and the resulting high number of fake tracks per event if the z-granularity of the pixel
layers is artificially increased to those of the strip layers. Keeping the high z-granularity
makes no profit as it does not match the z-granularity of the strip layers and therefore
does not add redundancy.
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Table 14.1: Number of templates and fake tracks per event for pminT = 10GeV,
different designs and pile-up scenarios. pixel*: z-granularity coarsened from
250µm to 2.4 cm. [114]
design Ntotal [billion]
fake tracks / pile-up
µ= 100 µ= 200 µ= 400
3 shorts (3/3) 3 100 750 6000
1 pixel* 3 shorts (4/4) 20 10 125 2000
2 pixel* 3 shorts (5/5) 80 1 30 1000
5 shorts (5/5) 230 0.01 0.3 10
5 shorts last layer at 86 cm (5/5) 100 0.01 0.3 10
5 shorts last layer at 86 cm (4/5) 160 5 60 1000
3 short doublets (5/6) 100 0.05 2 50
3 short doublets (6 cm spacing) (5/6) 30 0.01 0.3 10
The layout with the two outer most strip layers also implemented as short strips pro-
vides a low number of fake tracks per event (0.01–10) but a too high number of templates
(230 billion). This high number of templates can be reduced to 100 billion if the last layer’s
radius is reduced from 100 cm to 86 cm whereas the number of fake tracks per event stays
constant. In the other designs one layer is allowed to be inefficient. The total number of
templates in the (4/5) “all short” design is only a factor 1.6 higher compared to (5/5) “all
short”. However the number of fake tracks per event is with 5–1000 by far too high in the
case of 400 pile-up events. This scenario needs therefore at least six layers if one layer is
allowed to be inefficient.
The best trigger layout in terms of resources and number of fake tracks per event con-
sists of three short double strip layers. No direct exploitation of double layer coincidences
is done for this study and every side of the double layers contributes independently. The
features of this setup are a 100 billion (30 billion) templates and 0.05–50 (0.01–10) fake
tracks per event for a layer spacing of 12 cm (6 cm). In case of the 12 cm spacing, which
is the default, the track parameters have a relative p⊥ resolution of 2%/(10GeV), a polar
angle resolution of 30 mrad, and an acceptance for tracks with a distance of closest ap-
proach to the beamline of < 0.5mm, which also allows for triggering of tracks originating
from secondary decay vertices.
An interesting feature of the three short double layer design, compared to an ordinary
equidistant six layer design, is the opportunity to require locally coincidences between
both sides of the double layer and by this to reduce the read out bandwidth significantly.
This coincidence technique however can only be applied for high momentum particles
as otherwise no data reduction is obtained.
The three double layer design is further studied in more detail in the next section.

15
Partitioning of the Detector
Each high pT track traverses only a small part of the detector. It is therefore possible to
reduce the number of patterns in one look-up unit by selecting parts of subsequent layers
that are presented to a track finding unit (TFU) just large enough to fully contain tracks
above the pT threshold. A part defined as such is called a partition in the following.
The problem can be divided into the partitioning in the r -φ plane and the r -z plane.
The origin of the tracks is well localized in the r -φ plane but has a broad spread in z,
because of the bunch length. This makes the definition of partitions in r -φ much easier
that is why this case is discussed first.
This chapter is based on the bachelor thesis [120] that I co-supervised.
15.1 Partitioning the r -φ Plane
Figure 15.1 illustrates the construction of a partition in the r -φ plane. The particle in this
figure goes straight up, i.e. #«pT = (0,py ). The angle of the left (right) edge of the partition is
located at the intersection of the track, depicted by the red line, with the first (last) layer.
The minimal size of a partition is therefore the difference of the two positions, denoted
as φmin:
φmin = arccos
(
0.3B r1
2pT
)
−arccos
(
0.3B r3
2pT
)
. (15.1)
The formula exploits that the track of a charged particles in a constant magnetic field
(Bx ,By ,Bz) = (0,0,B) is a helix, if no interactions occur. The motion in the r -φ plane is
Figure 15.1: Construction of
the minimal Φ needed to accept
tracks above a given pT. Adapted
from [120].
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Figure 15.2: φmin as function of pT.
Adapted from [120].
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therefore a circle. The radius of that circle is given by the well known formula: pT[GeV]=
0.3B [T]R[m], with the transverse momentum pT, the component of the magnetic field in
z direction B and the radius of the track R.
φmin as function of pT is plotted in figure 15.2. For a track with pT = 10GeV the opening
angle of the region is ≈ 0.4°.
A partition constructed this way contains all hits as required, but only if the particle
trajectory exactly fits the partition. It will not be counted if the track is rotated around the
center of the coordinate system, see figure 15.3. In this case the partition misses one of
the hits in the outer layers. To overcome this problem the actual size ΦR of the partition
should be larger. The size of each regions if exactly n regions are required is:
ΦR = 360°
n
+φmin and 360°
n
≥φmin. (15.2)
Figure 15.3: In the left, the track (black) is fully contained in the partition (red),
while in the right picture, the track leaves the partition between the first and sec-
ond layer. Adding the green region ensures that all hits are contained. Adapted
from [120].
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Figure 15.4: Determination of the
size of partitions in z for inner layers.
Adapted from [120]
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15.2 Partitioning the r -z Plane
The trajectory of charged particles in the r -z plane can be approximated with a straight
line for high pT tracks. For the construction of the partitions, the width of the colliding
proton bunches has to be taken into account. A luminous region l is defined in which
most of the primary vertices lie, i.e. from which the tracks emerge in most of the collisions.
A partition is defined by requiring that all tracks from the luminous region intersect
on the outer layer within the range ∆z. The construction works as follows: a straight
line connects the left (right) edge of the luminous region with the left (right) edge of the
partition in the last layer. The partition is then given by the enclosed surface. There is
no overlap of partitions in the outer layer, however, overlapping regions occur for inner
layers, see figure 15.4. The partition size in the layer i , δz, can be expressed by:
δzi = l + ri · (∆z− l )
rmax
, (15.3)
where l is the size of the luminous region, ri is the radius of the layer, rmax and ∆z the
radius and size of luminous region of the outer layer, respectively.
Figures 15.5a and 15.5b visualizes the partitioning and the overlap in the r -φ and
r -z plane, respectively.
15.3 Application to the Upgraded Tracker
A simplified design of the foreseen silicon sensors is used to estimate the number of
needed partitions. In this model, silicon sensors are exactly∆Z ×∆Φ= 9.6cm×10cm and
2.4cm in z width with a strip pitch of 80µm. As for the upgraded detector, the sensor is
divided in four rows and ten columns which leads to a total of 40 readout chips. Therefore,
each chip is assigned to 1250 strips. The number of chips and corresponding angular
ranges is listed in table 15.1. Different combinations of r -φ and r -z partitions yield 10000
to 40000 partitions in total, see table 15.2, which shows that the hardware based track
finding can be highly parallelized.
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(a) (b)
Figure 15.5: Visualization of partitions and the overlap for (a) the r -φ plane;
and (b) the r -z plane. Where partitions overlap, their colors are mixed additively.
[120]
Table 15.1: Number of chips in r -φ and
r -z per layer. Adapted from [120]
Radius [cm] r -z r -φ Angular Range [°]
38.0 100 240 1.500
50.1 100 320 1.124
62.2 100 400 0.900
Table 15.2: Resulting number of
partitions for different combina-
tions of the r -φ and r -z partition-
ing. The number of partitions in
the corresponding plane is given in
parenthesis. Adapted from [120]
∆z ∆φ Partitions
2.4 cm (100)
0.9° (400) 40000
1.8° (200) 20000
3.6° (100) 10000
4.8 cm (50)
0.9° (400) 20000
1.8° (200) 10000
9.6 cm (25) 0.9° (400) 10000
16
On-Detector Filtering of Low-pT Tracks
The available bandwidth at the front-ends is limited and therefore the data transfer rate
to the pattern matching units should be kept as low as possible. A possible solution to
this is the filtering of hits originating from low-pT particles already at the front-end level.
The magnetic field of the inner detector bends tracks of charged particles. The bending
radius is larger for lower transverse momentum, i.e. high-pT particles have straight tracks
whereas low-pT tracks go on highly bend, circle like, paths and have a larger the inclina-
tion angle at larger radii of the hit detector layer. It is therefore possible to discriminate
hits caused by low-pT from high-pT particles by analyzing the resulting hit patterns. Two
techniques that use hit patterns from either only one layer, the cluster size method, or
correlating hits from two stacked layers, the offset method, are studied in the following
chapter. Because both methods are based on the different curvature of low-vs-high-pT
tracks, they have similar features and are thus discussed side-by-side.
This chapter is based on the bachelor thesis [120] and the diploma thesis [121] that I
both co-supervised.
16.1 The Cluster Size and the Offset Method
Figure 16.1 illustrates the principle of both methods. The left sketch shows one silicon
layer with its segmentation inφ that is crossed by a track leading to three consecutive hits.
In the right diagram, a double layer is depicted. The particle generates a hit in the lower
and in the upper layer at different positions. The difference is indicated in blue. The two
figures are not to scale w.r.t. each other. To summarize:
The cluster size method exploits that highly bend tracks cross a given layer at an angle
which leads to consecutive hits, called a cluster of hits, in the silicon detector. The number
of hits in a cluster is called the size of the cluster. On average, a large cluster size indicates
low transverse momentum. A not too small thickness and a small width of the strips are
important for the cluster size method to work.
The offset method exploits the lateral offset between crossed layers. The larger the
offset, the lower the transverse momentum.
However, consecutive hits and difference in hit position depend highly on the relative
orientation of detector layer and incident track direction. Therefore the relations “large
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Figure 16.1: Sketch visualizing the principle of the cluster size (left) and the
offset method (right) to detect hits from low-pT particles. Multiple consecutive
hits, highlighted in red in the left plot, are called a cluster of hits. The lower the
pT, the larger the cluster size. The offset, indicated with blue in the right plot, is
the distance between the entry and exit point of the track. Similarly to the cluster
size, the offset increases for lower pT. [121]
cluster size → low-pT” and “large offset → low-pT” are diluted, i.e. a low-pT track may
lead to a small cluster size and offset, but also vice-versa, a high-pT track can cause a
large cluster size or a large offset depending on the geometrical conditions. In addition,
secondary particles can mimic high-pT hit patterns, e.g. produced closely to a double
layer the offset can be small irrespective of the actual pT of the secondary particle.
16.1.1 Charge and Impact Point Dependence
The aforementioned dependence on the exact geometrical relation between track and
detector layer is discussed in the following. The inner detector configuration used is
detailed in section 12.2.
In the case of a cylindrical detector, the cluster size and offset would depend only on
the pT of the track. Silicon wafers from which the detector modules are built, are always
planar. To approximate a cylinder and to compensate the Lorentz angle (an effect of the
drift of the released charges inside the silicon sensor), the modules are tilted by 10° and
positioned such that they overlap to avoid uninstrumentalized regions, see figure 12.4.
This configuration induces a dependence of the cluster size and offset on the direction
of bending and the impact point on the module. For later application one has to keep in
mind, that because no full track reconstruction is performed, no charge information is
available.
In figure 16.2 the situation for two tracks with the same curvature but opposite bending
direction, i.e. from particles with same pT but opposite charge, is shown. In one case (left)
only one strip is hit, while for the latter case (right), the cluster size is two. Similarly the
offset depends on the charge of the track. The dependence on the charge is illustrated in
figure 16.3 as function of inverse pT when averaged over the impact point on the module.
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Figure 16.2: Sketch showing the dependence on charge (left) and impact point
(right) on the cluster size. Tracks with same curvature and entry point, but oppo-
site sign can have different cluster size. [121]
Figure 16.3: Average cluster size (left) and offset (right) versus charge sign over
transverse momentum, averaged over one module in the first strip layer. [121]
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Figure 16.4: Dependence of cluster size (left) and offset (right) on the entry
point of the track. [121]
The minimum cluster size and offset is not reached for the largest pT but shifted towards
lower values of the negatively charged particles in both cases.
Also the impact point of the track on the detector influences the cluster size and offset,
see figure 16.4. Keeping the pT fixed, the cluster size and offset for positively and nega-
tively charged muons are shown as function of the impact point on the module, i.e. the
number of the hit silicon strip, in figure 16.5. For negatively charged particles, the cluster
size and offset decrease constantly with higher strip number. The behavior is different
for the cluster size for positively charged particles. For high-pT the cluster size decrease,
whereas it increases low-pT.
16.1.2 Hit Rejection Criteria
In the following it is described which requirements are imposed on the offset and cluster
size to reduce hits originating from tracks below a specific pT threshold.
Given a hit on the inner side of a double layer, the expected offset, i.e. the position of
the hit on the back side, can be predicted for a specific pT and charge sign. A formula
that takes this as well as the inclination of the modules into account is derived in [121].
With the formula at hand, a validation region on the back side of the double layer can
be constructed in which the hit corresponding to the hit on the front side is searched for.
Because the charge sign is unknown, the region is given as the overlap of the two regions
for both charge hypothesis. The size of the validation region is shown in figure 16.6 as
function of pT. As expected, the size decreases with pT and is larger for layers further
away from the beam line, i.e. with a larger radius. If for a front side hit a hit on the back
side is found within the validation region, both hits form a “coincidence” and the hits are
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Figure 16.5: Cluster size (a) and offset (b) as function of the position of the front
side hit. [121]
Figure 16.6: Validation region size
as function of pT threshold for differ-
ent detector layers. The central value
is evaluated for an impact point at
the middle of a module. [121]
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Figure 16.7: Percentage of lost coin-
cidences as function of z position of
the front side hit for different detec-
tor layers for a validation region not
including adjacent strips in z direc-
tion. [121]
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regarded as originating from a high-pT particle.
In addition to the r -φ-plane, the r -z-plane has to be considered. Depending on the
polar angle, i.e. the rapidity, of the track, the hit on the front and back side can be on dif-
ferent strips in the z direction. The loss of coincidences when this effect is not considered,
see figure 16.7, increases with the z position of the front side hit and is more pronounced
the closer the considered layer is to the beam line. To avoid these losses, it is sufficient
to search for a corresponding back side of strips adjacent in z direction. However, this
increases the chance of fake coincidences, because the validation region becomes three
times larger.
The cluster size as function of pT, charge sign and impact point is shown in figure 16.5
as average values. Figure 16.8 details the pT dependence by decomposing it into contri-
butions from different cluster sizes. It is further separated into muons and anti-muons
and the innermost and outermost layer. Although the fractions differ because of the
geometrical effects discussed in the previous sections, they show similar features.
The largest variety of cluster sizes, between 1 and 8 and above, is observed for tracks
with transverse momenta that are only slightly larger than the minimum pT necessary
to reach the layer (114 MeV for the innermost layer at r = 380mm and 300 MeV for the
outermost layer at r = 1000mm). The tracks “scratch” the layer tangentially and can cause
a large number of consecutive hits.
Tracks with a pT above that threshold but below 1 GeV have in about 50 % of all cases
hits with a cluster size≥ 2. However, even tracks with pT > 10GeV cause hits with a cluster
size ≥ 2 with a chance of approximately 25 %. Rejecting hits from tracks with pT < 1GeV
always leads to a sizable loss of high-pT tracks.
16.2 Data Reduction Rates
The necessary components to apply filtering of hits from low-pT tracks based on cluster
size and double layer offset were developed in the previous sections. In following, the
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Figure 16.9: Hit rejection rate as function of the particle pT integrated over all
three short strip layers for different cluster size and offset cuts. [121]
achievable reduction depending on the chosen pT threshold is estimated first for single
particles and finally for events with a level of pile-up that is comparable with the expecta-
tion for running at HL-LHC conditions.
Single muons of varying transverse momenta were simulated. Although muons interact
only very little with the material, secondary interactions do occur. To study the influence
of secondary interactions, events are selected that have only one hit per module. The
percentage of rejected hits is shown in figure 16.9a for pT threshold from 1 to 9.9 GeV and
cluster size cuts of > 2 and > 3 as function of the particle’s pT. The offset cut and cluster
size cut are applied separately.
The cluster size cuts reject up to 85 % of all hits from very low-pT particles, but almost
none for tracks above 1 GeV. The harsher condition (> 3) rejects about 20 to 30 % points
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more hits. The threshold of the different offset cuts are clearly visible by the steep drop of
rejected hits from close to 100 % to < 5% for particles passing the threshold.
Figure 16.9b shows the reduction for muons, pions and electrons with a fixed transverse
momentum of 9.9 GeV including secondary interactions. For both rejection methods, hits
from electrons are rejected more than three times less frequent than hits originating from
muons. Also pion hits are rejected approximately two times less frequent than muon hits.
Finally the hit rejection for events with 100, 200 and 400 simultaneous pile-up events as
function of the pT threshold is given in figure 16.10. Two configurations are tested. In the
first configuration, only the offset cut is applied and in the other configuration the offset
cut follows the application of the cluster size cut (labeled “combined”). The influence of
the order of cuts on the reduction, i.e. if the cluster size or the offset cut is applied first or
vice-versa, is detailed in [121].
The lower the pT threshold and the higher the pile-up, the larger is the gain from an
additional cluster size cut. For 400 pile-upevents, the hit rejection rate is 50 % for the
combined application of cluster size and offset method at a pT threshold of 1 GeV but
only approximately half when only the offset cut is applied. At the envisaged threshold
of pT = 10GeV the achieved hit reduction using both cuts is 90 to 95 % for 400 and 100
simultaneous events, respectively.
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Figure 16.11: Trigger efficiency of pT = 40GeV muons versus number of recon-
structed tracks per collision for different trigger layer sets and pile-up scenarios
including filtering of hits in all used layers. The data points are shown for dif-
ferent X 2 cut values of track fit as explained in the text. Layers 0,1,2 are the first
three strip layers, 3 and 4 are the two outermost strip layers with long strips. [122]
The reconstruction or trigger efficiency for tracks embedded in a high number of pile-
up events with filtering applied was not part of [121]. Subsequent studies on this topic are
presented in [122]. The hardware based fast pattern matching with Content-Addressable-
Memories (CAMs) is emulated by a helix fit similarly to the method of estimating the
number of templates presented in chapter 14. A lower cut value on the X 2 of the helix
fit reduces the reconstruction efficiency and is equivalent to a lower number of stored
templates.
Figure 16.11 shows the trigger efficiency of muons with pT = 40GeV as function of
the number of reconstructed tracks per collision for different combinations of detector
layers used for triggering and pile-up scenarios. Layers 0,1,2 are the first three strip layers,
3 and 4 are the two outermost strip layers with long strips. The design that uses three
double layers of short strip is labelled #012 in the figure. In [122] it is reported that “when
requiring purities of at least 50 %, track finding efficiencies of about 80 % (75 %) for 100
(200) pileup events can be reached with the setups #012 and #234”.
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Summary
A possible design of a first level track trigger for the ATLAS detector in the scope of the
proposed upgrade of the LHC, the High Luminosity LHC, was the topic of the second
part of the thesis. The High Luminosity Large Hadron Collider (HL-LHC) conditions
challenge the ATLAS trigger with a high interaction rate resulting in up to hundreds of
simultaneous interactions per bunch crossing. Especially the first level trigger has to be
designed carefully; implemented in hardware significant changes are almost in possible
at a later point in time, in contrast to the higher level software triggers that can be adapted
more easily to yet unforeseen requirement.
Reducing the trigger rate can always be accommodated with increasing thresholds but
this would sacrifice physics especially at the electroweak scale. Another approach to
reduce the trigger rates, is to have more information available at an earlier trigger level,
i.e. inner detector tracks in addition to calorimeter and muon information, to increase
the selectivity of the trigger.
A track trigger has to return its result at the bunch crossing frequency of up to 40 MHz
and within the latency of the front-end pipelines. Hardware based pattern matching with
Content-Addressable-Memories (CAMs) is capable of providing matches fast enough.
They match the hit patterns occurring in a bunch crossing with pre-computed templates
where hits in channels not part of the template are ignored by the matching circuits.
A simplified Monte Carlo simulation of the proposed all silicon ATLAS tracker and a
program to estimate the number of templates that need to be provided for a given track
finding efficiency was developed. Also the number of fake tracks per event depending on
the level of pile-up was estimated.
Even though technology exists to store a high number of templates and the expected
number of fake tracks per event is low enough, the large amount of channels poses a
bandwidth problem in the transfer of hits to the track finding units. Filtering of hits
from low-pT tracks based on the cluster size in the silicon detectors and on coincidences
formed from hits in each of a double layers were studied and a reduction of up to 90 % was
achieved while keeping hits from tracks with pT > 10GeV even at a pile-up level of 400
simultaneous events per bunch crossing. The design of the upgraded tracker is however
not finalized. If double layers without stereo angle are affordable in terms of z-resolution
has to be evaluated with physics studies.
Apart from measurements of the recently discovered Higgs boson, it is still in mist
which phenomena will be explored at the HL-LHC. A first level track trigger is an impor-
tant ingredient for ATLAS to be flexibility enough to make future analyses successful.

A
Appendix
A.1 Coordinate System
ATLAS uses a right-handed coordinate system with its origin at the nominal interaction
point (IP) in the center of the detector and the z-axis along the beam pipe. The x-axis
points from the IP to the center of the LHC ring, and the y axis points upward. Cylin-
drical coordinates (r,φ) are used in the transverse plane, φ being the azimuthal angle
around the beam pipe. The pseudo-rapidity is defined in terms of the polar angle θ as
η=− lntan(θ/2), see figure A.1.
A.2 atlas Detector Details
tables A.1 and A.2 list details on the granularity and dimenensions of the ATLAS calorime-
ters and tracking detectors, respectively.
A.3 Decomposition of Scale Factor Uncertainties
The following summary, written by the author based on [123], of the method of decom-
posing scale factor uncertainties in uncorrelated and correlated parts appears also in
[124].
Scale factors in N bins are determined for S sources of uncertainty. The elements (i , j )
of the covariance matrix C are given by:
Ci j =
S∑
s
(mi s −µi )(m j s −µ j ), (A.1)
where i , j is a bin number going from 1 to N , µi is the central value of the scale factor in
bin i and mi s is the scale factor in bin i evaluated under systematic s. C can be written as:
C =G−1DG , (A.2)
where the columns of G−1 are the eigenvectors of C and D is a diagonal matrix made of
the eigenvalues. For later application the eigenvectors are sorted by their eigenvalues
180 A Appendix
Table A.1: The size of a readout cells (granularity) expressed as ∆η×∆φ, of the
electromagnetic LAr barrel and end-cap calorimeters as function of |η|. [62]
Barrel:
|η| range Presampler 1st Layer 2nd Layer 3rd Layer
0.00 to 1.52 0.025×0.1
0.00 to 1.40 0.025/8×0.1 0.025×0.025
1.40 to 1.475 0.025×0.025 0.075×0.025
0.00 to 1.35 0.050×0.025
End-cap:
|η| range Presampler 1st Layer 2nd Layer 3rd Layer
1.50 to 1.80 0.025×0.1
1.375 to 1.425 0.050×0.1
1.425 to 1.5 0.025×0.1
1.5 to 1.8 0.025/8×0.1
1.8 to 2.0 0.025/6×0.1
2.0 to 2.4 0.025/4×0.1
2.4 to 2.5 0.025×0.1
2.5 to 3.2 0.1×0.1
1.375 to 1.425 0.050×0.025
1.425 to 2.5 0.025×0.025
2.5 to 3.2 0.1×0.1
1.5 to 2.5 0.050×0.050
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Figure A.1: The polar angle θ as func-
tion of pseudo-rapidity η. Particles trav-
elling in the direction of the central
part of the detector have small pseudo-
rapidity, while particles with a high
pseudo-rapidity go into the forward
direction, i.e. close to the beam line.
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Table A.2: Dimensions and granularity of the ATLAS tracking detectors. SCT
end-cap disks marked with * do not cover the full radius r range but start later at
|η| ≈ 2.5. [62]
System Part r [mm] |z| [mm] Size in r -φ× z [µm2] /
Diameter of straw
tubes
Pixel
Barrel 50.5, 88, 122.5 0 to 400.5
40×400
End-cap 88.8 to 149.6 495, 580, 650
SCT
Barrel 299, 371, 443, 514 0 to 749
80×12800
End-cap 275 to 560 853.8*, 934, 1091.5,
1299.9, 1399.7,
1171.4, 2115.2*,
2505*, 2720.2*
TRT
Barrel 563 to 1066 0 to 712
4 mm
End-cap 644 to 1004 848 to 2710
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from largest to smallest. Using the Einstein summation convention C reads:
Ci j =G−1i l DlkGk j , (A.3)
where the Latin indices go from 1 to the number of bins N . SinceC is positive definite the
eigenvalues are real and greater zero, so we can take the square root of D :
Ci j =G−1i l
√
Dlk
√
DknGn j (A.4)
With G−1 =GT; G is an orthogonal matrix.
=GTi l
√
Dlk
√
DknGn j (A.5)
=Gl i
√
Dlk
√
DknGn j (A.6)
=
√
DlkGl i
√
DknGn j (A.7)
=
√
DklGl i
√
DknGn j (A.8)
Let G ′ =pDG .
=G ′kiG ′k j (A.9)
Ci j =G ′TikG ′k j (A.10)
The contribution of eigenvectors with small eigenvalues can be neglected [125] by
truncating the sum after NS summands:
C˜i j = δi jd2i +
NS∑
k
G ′TikG
′
k j , (A.11)
where d is an N dimensional vector.
To preserve the total errors, d is chosen such that diagonal elements in C˜ are equal to
the diagonal elements in C , i.e. it accounts for the dropped sources:
d2i =
N∑
k=NS+1
(G ′ki )
2. (A.12)
It is important to note that the dimension of the correlation matrix is not reduced by
the approximation.
The χ2 of the combined probability distribution of the scale factors in the covariance
matrix representation,
χ2covar[µ](m)=
N∑
i j
(mi −µi )C−1i j (m j −µ j ), (A.13)
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can be re-written in terms of nuisance parameters [126, 127] using the approximated
covariance matrix C˜ :
χ2nuisance[µ,b](m)=
N∑
i
(
mi −µi −∑NSk G ′kibk)2
d2i
+
NS∑
k
b2k , (A.14)
where µ j are the measured central values, bk are the nuisance parameters corresponding
to correlated error sources G ′ki and di represent the uncorrelated errors. The nuisance
parameters are 0 at the minimum of χ2nuisance and ±1 corresponding to 1σ errors.
There are two possibilities to make ∆χ2 = 1, i.e. probe the 1σ errors:
• ∆bk = 0: mi =µi ±di with m j =µ j for j 6= i
• ∆bk =±1: mi =µi ±G ′ki with m j =µ j for j 6= i
Finally we could consider G ′ki as Ns sources of bin-to-bin correlated systematic uncer-
tainties and di as uncorrelated systematic uncertainty.
Combinations of several SFs are performed taking into account all sources of correlated
and uncorrelated uncertainties using code originally developed for the HERA experiment.
Common average values mi for all channels l for each bin i can be found by the χ2
minimization method. The χ2 is defined as:
χ2 =∑
i , j
[mi −∑ j γij ,lmib j −µil ]2
δ2i ,stat ,lµ
i
l (m
i −∑ j γij ,lmib j )+ (δi ,uncor,lmi )2 +
∑
i
b2j . (A.15)
Here i , l and j runs over bins, channels and correlated systematic uncertainties respec-
tively. µil is a measured value of the SFs in bin i of channel l . γ
i
j ,l , δi ,stat ,l , δi ,uncor,l
are relative correlated systematic, relative statistical and relative uncorrelated systematic
uncertainties, respectively.
A.4 Results of the Event Selection
Tables A.3 and A.4 list cutflows for all background channel separately. Figure A.2 shows
the Distribution of mZ/γ∗ using signal simulation not affected by the Geant4 electron
scattering bug. The number of selected events* per bin are given in tables A.5 to A.8.
A.5 Data Driven Multi-jet Background Estimation
Tables A.9 to A.12 list the nominal multi-jet estimates and the up/down variations taken
as systematic uncertainty.
*For simulation samples “number of events” is always to be read as “sum of weights”.
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Table A.3: Number of events at different stages of the selection for the back-
ground samples of the processes: Z → ττ, W → eν, t t¯and W → τν.
(a) Z → ττ
selection events ²rel [%] ²abs [%]
No analysis cuts 4975024.32 100.00 100.00
prim. vtx. w. > 2 tracks 4954101.33 99.58 99.58
veto LAr noise bursts 4954101.33 100.00 99.58
di-lepton trigger 17419.23 0.35 0.35
|η| < 2.47 16949.95 97.31 0.34
excl. 1.43< |η| < 1.52 15294.91 90.24 0.31
excl. 1.6< |η| < 1.7 14225.86 93.01 0.29
Author 14199.74 99.82 0.29
pT > 20 GeV 5130.12 36.13 0.10
good object quality 5067.54 98.78 0.10
tight++ 2112.39 41.68 0.04
46GeV<mZ/γ∗<66GeV 1419.36 67.19 0.03
Opp. charge pairs 1400.74 98.69 0.03
66GeV<mZ/γ∗<116GeV 519.16 24.58 0.01
Opp. charge pairs 513.51 98.91 0.01
116GeV<mZ/γ∗<150GeV 15.47 0.73 0.00
Opp. charge pairs 14.73 95.22 0.00
(b) t t¯
events ²rel [%] ²abs [%]
412387.20 100.00 100.00
412227.91 99.96 99.96
412227.91 100.00 99.96
10134.66 2.46 2.46
10049.96 99.16 2.44
9245.15 91.99 2.24
8684.14 93.93 2.11
8639.34 99.48 2.09
6527.74 75.56 1.58
6456.70 98.91 1.57
2946.49 45.63 0.71
455.80 15.47 0.11
429.67 94.27 0.10
1130.76 38.38 0.27
1085.51 96.00 0.26
460.58 15.63 0.11
448.66 97.41 0.11
(c) W → eν
selection events ²rel [%] ²abs [%]
No analysis cuts 48576240.00 100.00 100.00
prim. vtx. w. > 2 tracks 48371041.95 99.58 99.58
veto LAr noise bursts 48371041.95 100.00 99.58
di-lepton trigger 41177.24 0.09 0.08
|η| < 2.47 34110.49 82.84 0.07
excl. 1.43< |η| < 1.52 28994.68 85.00 0.06
excl. 1.6< |η| < 1.7 26258.31 90.56 0.05
Author 25667.60 97.75 0.05
pT > 20 GeV 11534.45 44.94 0.02
good object quality 11386.32 98.72 0.02
tight++ 356.31 3.13 0.00
46GeV<mZ/γ∗<66GeV 71.17 19.97 0.00
Opp. charge pairs 46.74 65.67 0.00
66GeV<mZ/γ∗<116GeV 163.53 45.89 0.00
Opp. charge pairs 95.56 58.44 0.00
116GeV<mZ/γ∗<150GeV 37.62 10.56 0.00
Opp. charge pairs 22.18 58.95 0.00
(d) W → τν
events ²rel [%] ²abs [%]
48576240.00 100.00 100.00
48443157.74 99.73 99.73
48443157.74 100.00 99.73
3594.28 0.01 0.01
3036.04 84.47 0.01
2651.60 87.34 0.01
2343.03 88.36 0.00
2314.38 98.78 0.00
973.67 42.07 0.00
973.67 100.00 0.00
23.62 2.43 0.00
0.00 0.00 0.00
0.00 100.00 0.00
23.62 100.00 0.00
23.62 100.00 0.00
0.00 0.00 0.00
0.00 100.00 0.00
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Table A.4: Number of events at different stages of the selection for the diboson
background samples and the sum of all electroweak and t t¯backgrounds.
(a) ZZ
selection events ²rel [%] ²abs [%]
No analysis cuts 5926.86 100.00 100.00
prim. vtx. w. > 2 tracks 5916.87 99.83 99.83
veto LAr noise bursts 5916.87 100.00 99.83
di-lepton trigger 1144.72 19.35 19.31
|η| < 2.47 1138.68 99.47 19.21
excl. 1.43< |η| < 1.52 1031.80 90.61 17.41
excl. 1.6< |η| < 1.7 961.87 93.22 16.23
Author 959.28 99.73 16.19
pT > 20 GeV 831.32 86.66 14.03
good object quality 821.55 98.82 13.86
tight++ 540.62 65.81 9.12
46GeV<mZ/γ∗<66GeV 7.98 1.48 0.13
Opp. charge pairs 7.18 90.00 0.12
66GeV<mZ/γ∗<116GeV 502.52 92.95 8.48
Opp. charge pairs 495.05 98.51 8.35
116GeV<mZ/γ∗<150GeV 11.20 2.07 0.19
Opp. charge pairs 9.22 82.31 0.16
(b) WZ
events ²rel [%] ²abs [%]
26633.34 100.00 100.00
26586.44 99.82 99.82
26586.44 100.00 99.82
1894.09 7.12 7.11
1873.10 98.89 7.03
1702.15 90.87 6.39
1582.91 92.99 5.94
1578.36 99.71 5.93
1344.11 85.16 5.05
1328.64 98.85 4.99
868.02 65.33 3.26
21.67 2.50 0.08
16.52 76.25 0.06
751.35 86.56 2.82
725.03 96.50 2.72
32.21 3.71 0.12
21.73 67.46 0.08
(c) WW
selection events ²rel [%] ²abs [%]
No analysis cuts 81112.57 100.00 100.00
prim. vtx. w. > 2 tracks 80967.21 99.82 99.82
veto LAr noise bursts 80967.21 100.00 99.82
di-lepton trigger 1771.94 2.19 2.18
|η| < 2.47 1679.17 94.76 2.07
excl. 1.43< |η| < 1.52 1502.34 89.47 1.85
excl. 1.6< |η| < 1.7 1386.26 92.27 1.71
Author 1378.30 99.43 1.70
pT > 20 GeV 1069.47 77.59 1.32
good object quality 1058.00 98.93 1.30
tight++ 616.27 58.25 0.76
46GeV<mZ/γ∗<66GeV 88.75 14.40 0.11
Opp. charge pairs 87.78 98.90 0.11
66GeV<mZ/γ∗<116GeV 240.21 38.98 0.30
Opp. charge pairs 236.71 98.54 0.29
116GeV<mZ/γ∗<150GeV 100.05 16.24 0.12
Opp. charge pairs 98.47 98.42 0.12
(d) sum EWK
events ²rel [%] ²abs [%]
102653564.29 100.00 100.00
102293999.45 99.65 99.65
102293999.45 100.00 99.65
77136.15 0.08 0.08
68837.39 89.24 0.07
60422.62 87.78 0.06
55442.38 91.76 0.05
54737.01 98.73 0.05
27410.88 50.08 0.03
27092.41 98.84 0.03
7463.73 27.55 0.01
2064.72 27.66 0.00
1988.62 96.31 0.00
3331.15 44.63 0.00
3174.99 95.31 0.00
657.13 8.80 0.00
614.98 93.59 0.00
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Figure A.2: Distribution of mZ/γ∗ using signal simulation not affected by the
Geant4 electron scattering bug. The systematic uncertainties were not evaluated
for these samples.
Table A.5: Number
of events for 46GeV <
mZ/γ∗ <66GeV, 66GeV<
mZ/γ∗ < 116GeV and
116GeV<mZ/γ∗<150GeV
integrated over rapidity.
channel / mZ/γ∗ [GeV]
46- 66- 116-
66 116 150
Data 28768.00 941363.00 10888.00
Z → ee 24027.22 903017.01 9620.09
t t¯ 492.91 1228.99 501.64
Z → ττ 1371.67 506.27 15.29
W → eν 69.24 159.38 37.00
WW 86.31 235.41 98.57
WZ 22.18 742.04 32.30
ZZ 8.14 495.62 11.22
W → τν 0.00 23.43 0.00
EWK+t t¯ 2050.45 3391.14 696.03
Multi-jet 1013.21 769.79 85.80
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Table A.6: Number of events for 46GeV<mZ/γ∗<66GeV in bins of rapidity.
channel / |yZ/γ∗ | 0.00– 0.40– 0.80– 1.20– 1.60– 2.00–0.40 0.80 1.20 1.60 2.00 2.40
Data 7952.00 7313.00 5225.00 3841.00 2711.00 1695.00
Z → ee 6494.99 6050.18 4349.20 3254.92 2376.16 1474.11
t t¯ 183.26 148.14 91.06 47.72 18.19 4.41
Z → ττ 402.81 350.02 242.61 185.46 109.89 80.59
W → eν 8.40 18.33 13.69 10.52 15.22 2.03
WW 23.82 21.73 16.52 11.98 8.89 3.34
WZ 5.49 6.24 4.05 3.39 2.04 0.98
ZZ 2.11 2.04 1.46 1.17 1.01 0.35
W → τν 0.00 0.00 0.00 0.00 0.00 0.00
EWK+t t¯ 625.88 546.50 369.39 260.24 155.23 91.71
Multi-jet 309.34 326.52 195.49 130.53 52.29 15.83
A.6 Choice of Unfolding Method
The difference between the cross section unfolded with the iterative Bayesian method to
bin-by-bin unfolding and the increase in statistical uncertainty is displayed in figures A.3
and A.4.
A.7 Cross Section Results
Tables A.13 and A.14 list the input parameters for the visible cross section calculation and
the result, respectively.
A.8 Comparison with Predictions
The acceptance used to extrapolate from the visible to the target phase space for compar-
ison with predictions are listed in tables A.16 and A.17. In contrast to the cross section
result, the differences from using a different matrix element and parton shower program
are taken into account for the total uncertainty. Two kinds of Parton Density Function
(PDF) uncertainty are considered. The one labelled “CT10” is calculated equivantly to the
calculation of the PDF uncertainty for the cross section measurement. The uncertainty
related to the choice of the PDF is estimated as the maximum deviation between the ac-
ceptance evaluated using the CT10 PDF set and the one calculated using any other PDFs
that were also used in the comparison with predictions with the exception of JR09 and
ATLAS WZ. This uncertainty is labelled as ∆PDFmax in the following.
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Table A.7: Number of events for 66GeV<mZ/γ∗<116GeV in bins of rapidity.
channel / |yZ/γ∗ | 0.00– 0.20– 0.40– 0.60– 0.80– 1.00–0.20 0.40 0.60 0.80 1.00 1.20
Data 133635.00 127173.00 118286.00 109622.00 99182.00 87200.00
Z → ee 128676.88 122202.03 113924.09 104707.27 94322.26 83445.75
t t¯ 238.13 222.87 197.45 167.51 132.88 97.01
Z → ττ 68.92 64.85 75.91 59.76 50.62 42.71
W → eν 19.39 17.63 22.15 15.67 11.11 15.63
WW 36.36 32.15 31.68 28.20 23.56 21.95
WZ 113.84 108.10 97.90 92.70 79.96 66.69
ZZ 73.37 73.67 66.94 62.99 54.67 44.56
W → τν 0.00 0.00 0.00 0.00 0.00 0.00
EWK+t t¯ 550.01 519.26 492.04 426.83 352.80 288.55
Multi-jet 156.65 109.79 102.59 116.97 101.42 83.11
channel / |yZ/γ∗ | 1.20– 1.40– 1.60– 1.80– 2.00– 2.20–1.40 1.60 1.80 2.00 2.20 2.40
Data 75425.00 67808.00 47010.00 33687.00 29140.00 12500.00
Z → ee 72728.54 65102.00 45035.44 32009.33 27845.45 12318.71
t t¯ 68.12 50.52 31.39 13.98 7.37 1.76
Z → ττ 33.57 35.23 30.18 23.88 15.27 5.37
W → eν 20.14 7.22 8.33 10.43 7.13 4.54
WW 18.89 16.43 10.25 7.64 5.85 2.32
WZ 52.04 45.58 33.35 25.46 18.02 7.77
ZZ 35.58 28.53 21.23 16.03 12.41 5.47
W → τν 0.00 0.00 0.00 23.43 0.00 0.00
EWK+t t¯ 228.34 183.50 134.73 120.84 66.05 27.23
Multi-jet 66.72 55.67 58.12 19.29 91.24 4.64
A.8 Comparison with Predictions 189
Table A.8: Number of events for 116GeV<mZ/γ∗<150GeV in bins of rapidity.
channel / |yZ/γ∗ | 0.00– 0.40– 0.80– 1.20– 1.60– 2.00–0.40 0.80 1.20 1.60 2.00 2.40
Data 3150.00 2702.00 2151.00 1641.00 827.00 410.00
Z → ee 2635.69 2406.76 1935.58 1445.05 801.37 389.37
t t¯ 190.76 155.07 92.54 45.50 15.52 2.20
Z → ττ 5.26 4.81 3.10 1.43 0.56 0.13
W → eν 9.51 4.86 8.34 4.88 5.66 3.74
WW 29.36 26.44 20.39 13.40 6.61 2.38
WZ 9.95 9.12 6.46 4.52 1.70 0.55
ZZ 3.02 3.16 2.35 1.70 0.75 0.26
W → τν 0.00 0.00 0.00 0.00 0.00 0.00
EWK+t t¯ 247.85 203.45 133.18 71.43 30.81 9.25
Multi-jet 28.43 34.50 22.56 12.33 14.75 13.29
Table A.9: Number of multi-jet events for 46GeV<mZ/γ∗ < 66GeV, 66GeV<
mZ/γ∗<116GeV and 116GeV<mZ/γ∗<150GeV integrated over rapidity.
channel / mZ/γ∗ [GeV]
46- 66- 116-
66 116 150
Multi-jetdown 957.27 681.31 70.89
Multi-jet 1013.21 769.79 85.80
Multi-jetup 1086.76 1039.34 115.07
Table A.10: Number of multi-jet events for 46GeV<mZ/γ∗<66GeV as function
of rapidity.
channel / |yZ/γ∗ | 0.00– 0.40– 0.80– 1.20– 1.60– 2.00–0.40 0.80 1.20 1.60 2.00 2.40
Multi-jetdown 283.58 303.65 179.19 107.16 41.12 8.08
Multi-jet 309.34 326.52 195.49 130.53 52.29 15.83
Multi-jetup 334.12 346.47 223.57 160.42 65.41 22.12
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Figure A.3: Deviation of Bayesian unfolding with different iterations relative to
bin-by-bin corrections and the variation of statistical uncertainties.
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Table A.11: Number of multi-jet events for 66GeV<mZ/γ∗ <116GeV as func-
tion of rapidity.
channel / |yZ/γ∗ | 0.00– 0.20– 0.40– 0.60– 0.80– 1.00–0.20 0.40 0.60 0.80 1.00 1.20
Multi-jetdown 130.09 78.98 61.62 101.04 69.22 64.95
Multi-jet 156.65 109.79 102.59 116.97 101.42 83.11
Multi-jetup 205.85 144.62 154.19 142.77 125.18 113.50
channel / |yZ/γ∗ | 1.20– 1.40– 1.60– 1.80– 2.00– 2.20–1.40 1.60 1.80 2.00 2.20 2.40
Multi-jetdown 45.75 31.58 42.20 -10.66 74.46 -2.86
Multi-jet 66.72 55.67 58.12 19.29 91.24 4.64
Multi-jetup 102.41 71.76 71.80 71.11 112.62 18.35
The values of the electroweak parameters for the theoretical cross section calculation
can be found in table A.18.
Table A.12: Number of multi-jet events for 116GeV<mZ/γ∗<150GeV as func-
tion of rapidity.
channel / |yZ/γ∗ | 0.00– 0.40– 0.80– 1.20– 1.60– 2.00–0.40 0.80 1.20 1.60 2.00 2.40
Multi-jetdown 17.81 28.56 11.20 2.18 7.37 6.49
Multi-jet 28.43 34.50 22.56 12.33 14.75 13.29
Multi-jetup 53.57 38.41 43.72 20.37 23.75 20.92
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Table A.13: Number of selected events in data N , efficiency C and estimated
number of background event B for (a) the total cross sections; and (b)–(d) for
46GeV<mZ/γ∗<66GeV, 66GeV<mZ/γ∗<116GeV, 116GeV<mZ/γ∗<150GeV as
function of |yZ/γ∗ |, respectively.
(a)
N B ±δB C ±δC
46.00<mZ/γ∗[GeV ]< 66.00 28768 3063.7 ± 138.5 0.455 ± 0.005
66.00<mZ/γ∗[GeV ]< 116.00 941363 4160.9 ± 338.3 0.499 ± 0.002
116.00<mZ/γ∗[GeV ]< 150.00 10888 781.8 ± 66.6 0.511 ± 0.005
(b)
N B ±δB C ±δC
0.00< |yZ/γ∗| < 0.40 7952 935.2 ± 56.1 0.524 ± 0.008
0.40< |yZ/γ∗| < 0.80 7313 873.0 ± 53.2 0.515 ± 0.007
0.80< |yZ/γ∗| < 1.20 5225 564.9 ± 45.2 0.474 ± 0.012
1.20< |yZ/γ∗| < 1.60 3841 390.8 ± 42.4 0.404 ± 0.009
1.60< |yZ/γ∗| < 2.00 2711 207.5 ± 24.4 0.360 ± 0.007
2.00< |yZ/γ∗| < 2.40 1695 107.5 ± 16.2 0.312 ± 0.012
(c)
N B ±δB C ±δC
0.00< |yZ/γ∗| < 0.20 133635 706.7 ± 71.9 0.552 ± 0.003
0.20< |yZ/γ∗| < 0.40 127173 629.1 ± 56.7 0.552 ± 0.002
0.40< |yZ/γ∗| < 0.60 118286 594.6 ± 67.0 0.543 ± 0.002
0.60< |yZ/γ∗| < 0.80 109622 543.8 ± 50.5 0.529 ± 0.002
0.80< |yZ/γ∗| < 1.00 99182 454.2 ± 51.9 0.502 ± 0.002
1.00< |yZ/γ∗| < 1.20 87200 371.7 ± 46.0 0.476 ± 0.002
1.20< |yZ/γ∗| < 1.40 75425 295.1 ± 46.7 0.464 ± 0.004
1.40< |yZ/γ∗| < 1.60 67808 239.2 ± 35.8 0.451 ± 0.002
1.60< |yZ/γ∗| < 1.80 47010 192.9 ± 41.9 0.433 ± 0.002
1.80< |yZ/γ∗| < 2.00 33687 140.1 ± 59.7 0.423 ± 0.003
2.00< |yZ/γ∗| < 2.20 29140 157.3 ± 45.5 0.412 ± 0.004
2.20< |yZ/γ∗| < 2.40 12500 31.9 ± 16.0 0.370 ± 0.005
(d)
N B ±δB C ±δC
0.00< |yZ/γ∗| < 0.40 3150 276.3 ± 34.7 0.555 ± 0.009
0.40< |yZ/γ∗| < 0.80 2702 238.0 ± 21.3 0.544 ± 0.016
0.80< |yZ/γ∗| < 1.20 2151 155.7 ± 25.9 0.508 ± 0.009
1.20< |yZ/γ∗| < 1.60 1641 83.8 ± 14.9 0.477 ± 0.010
1.60< |yZ/γ∗| < 2.00 827 45.6 ± 15.5 0.443 ± 0.012
2.00< |yZ/γ∗| < 2.40 410 22.5 ± 14.2 0.407 ± 0.016
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Table A.14: Visible cross sections for (a) the total cross sections; and (b)–(d) for
46GeV<mZ/γ∗<66GeV, 66GeV<mZ/γ∗<116GeV, 116GeV<mZ/γ∗<150GeV as
function of |yZ/γ∗ |, respectively.
(a)
σmZ/γ∗ [pb] stat. unc. [%] syst. unc. [%]
46GeV<mZ/γ∗<66GeV 12.34 0.66 1.27
66GeV<mZ/γ∗<116GeV 410.02 0.1 0.38
116GeV<mZ/γ∗<150GeV 4.32 1.04 1.24
(b)
46GeV<mZ/γ∗<66GeV
σmZ/γ∗
d |yZ/γ∗ | [pb] stat. unc. [%] syst. unc. [%]
0.00< |yZ/γ∗| < 0.40 3.67 1.26 1.77
0.40< |yZ/γ∗| < 0.80 3.41 1.31 1.54
0.80< |yZ/γ∗| < 1.20 2.69 1.58 2.66
1.20< |yZ/γ∗| < 1.60 2.29 1.83 2.6
1.60< |yZ/γ∗| < 2.00 1.9 2.11 2.07
2.00< |yZ/γ∗| < 2.40 1.42 2.58 3.93
(c)
66GeV<mZ/γ∗<116GeV
σmZ/γ∗
d |yZ/γ∗ | [pb] stat. unc. [%] syst. unc. [%]
0.00< |yZ/γ∗| < 0.20 131.38 0.27 0.58
0.20< |yZ/γ∗| < 0.40 125.19 0.28 0.38
0.40< |yZ/γ∗| < 0.60 118.33 0.29 0.41
0.60< |yZ/γ∗| < 0.80 112.59 0.3 0.47
0.80< |yZ/γ∗| < 1.00 107.27 0.32 0.47
1.00< |yZ/γ∗| < 1.20 99.64 0.34 0.42
1.20< |yZ/γ∗| < 1.40 88.39 0.37 0.95
1.40< |yZ/γ∗| < 1.60 81.74 0.39 0.43
1.60< |yZ/γ∗| < 1.80 58.99 0.46 0.48
1.80< |yZ/γ∗| < 2.00 43.3 0.55 0.64
2.00< |yZ/γ∗| < 2.20 38.44 0.6 1.1
2.20< |yZ/γ∗| < 2.40 18.4 0.89 1.43
(d)
116GeV<mZ/γ∗<150GeV
σmZ/γ∗
d |yZ/γ∗ | [pb] stat. unc. [%] syst. unc. [%]
0.00< |yZ/γ∗| < 0.40 1.42 1.97 1.95
0.40< |yZ/γ∗| < 0.80 1.24 2.1 3.04
0.80< |yZ/γ∗| < 1.20 1.07 2.36 2.12
1.20< |yZ/γ∗| < 1.60 0.89 2.55 2.22
1.60< |yZ/γ∗| < 2.00 0.48 3.79 3.38
2.00< |yZ/γ∗| < 2.40 0.26 5.25 5.46
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Table A.15: Extrapolated cross sections for (a) the total cross sections; and (b)–
(d) for 46GeV<mZ/γ∗ < 66GeV, 66GeV<mZ/γ∗ < 116GeV, 116GeV<mZ/γ∗ <
150GeV as function of |yZ/γ∗ |, respectively.
(a)
σmZ/γ∗ [pb] stat. unc. [%] syst. unc. [%]
46GeV<mZ/γ∗<66GeV 15.41 0.66 1.3
66GeV<mZ/γ∗<116GeV 507.05 0.1 0.4
116GeV<mZ/γ∗<150GeV 5.36 1.04 1.26
(b)
46GeV<mZ/γ∗<66GeV
σmZ/γ∗
d |yZ/γ∗ | [pb] stat. unc. [%] syst. unc. [%]
0.00< |yZ/γ∗| < 0.40 3.67 1.26 1.77
0.40< |yZ/γ∗| < 0.80 3.61 1.31 1.55
0.80< |yZ/γ∗| < 1.20 3.59 1.58 2.68
1.20< |yZ/γ∗| < 1.60 3.5 1.83 2.64
1.60< |yZ/γ∗| < 2.00 3.49 2.11 2.34
2.00< |yZ/γ∗| < 2.40 3.57 2.58 3.99
(c)
66GeV<mZ/γ∗<116GeV
σmZ/γ∗
d |yZ/γ∗ | [pb] stat. unc. [%] syst. unc. [%]
0.00< |yZ/γ∗| < 0.20 136.16 0.27 0.59
0.20< |yZ/γ∗| < 0.40 136.04 0.28 0.38
0.40< |yZ/γ∗| < 0.60 135.11 0.29 0.42
0.60< |yZ/γ∗| < 0.80 135.1 0.3 0.48
0.80< |yZ/γ∗| < 1.00 134.61 0.32 0.47
1.00< |yZ/γ∗| < 1.20 132.24 0.34 0.43
1.20< |yZ/γ∗| < 1.40 129.41 0.37 0.97
1.40< |yZ/γ∗| < 1.60 127.55 0.39 0.49
1.60< |yZ/γ∗| < 1.80 124.58 0.46 1.2
1.80< |yZ/γ∗| < 2.00 121.75 0.55 1.35
2.00< |yZ/γ∗| < 2.20 117.17 0.6 1.91
2.20< |yZ/γ∗| < 2.40 108.29 0.89 1.7
(d)
116GeV<mZ/γ∗<150GeV
σmZ/γ∗
d |yZ/γ∗ | [pb] stat. unc. [%] syst. unc. [%]
0.00< |yZ/γ∗| < 0.40 1.57 1.97 1.95
0.40< |yZ/γ∗| < 0.80 1.45 2.1 3.1
0.80< |yZ/γ∗| < 1.20 1.44 2.36 2.16
1.20< |yZ/γ∗| < 1.60 1.46 2.55 2.44
1.60< |yZ/γ∗| < 2.00 1.26 3.79 3.88
2.00< |yZ/γ∗| < 2.40 1.18 5.25 5.64
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Figure A.4: Deviation of Bayesian unfolding with different iterations relative to
bin-by-bin corrections and the variation of statistical uncertainties for 66GeV<
mZ/γ∗<116GeV in finer rapidity bins.
Table A.16: Extrapolation table for the integrated and differential measure-
ments. [89]
mZ/γ∗ ,min mZ/γ∗ ,max Value ∆CT10[%] ∆PDFmax[%] ∆ME[%] ∆PS[%] ∆tot[%]
46.00 66.00 0.8009 0.11 −0.06 −0.24 0.04 0.28
66.00 116.00 0.8086 0.09 0.07 0.00 −0.03 0.13
116.00 150.00 0.8048 0.09 −0.06 −0.12 −0.20 0.26
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Table A.17: Extrapolation table for the differential measurements. [89]
|yZ/γ∗ |,min |yZ/γ∗ |,max mZ/γ∗ ,min mZ/γ∗ ,max Value ∆CT10[%] ∆PDFmax[%] ∆ME[%] ∆PS[%] ∆tot[%]
0.00 0.40 46.0 66.0 0.9995 0.00 0.00 0.01 0.02 0.02
0.40 0.80 46.0 66.0 0.9446 0.03 0.04 −0.00 0.02 0.05
0.80 1.20 46.0 66.0 0.7463 0.02 −0.02 0.48 −0.21 0.52
1.20 1.60 46.0 66.0 0.6571 0.04 −0.06 −0.25 −0.01 0.26
1.60 2.00 46.0 66.0 0.5479 0.03 −0.08 −0.61 0.75 0.98
2.00 2.40 46.0 66.0 0.3948 0.14 −0.06 −1.26 −0.13 1.28
0.00 0.20 66.0 116.0 0.9649 0.00 −0.00 0.04 −0.02 0.05
0.20 0.40 66.0 116.0 0.9202 0.01 −0.02 −0.00 0.02 0.02
0.40 0.60 66.0 116.0 0.8758 0.00 −0.01 −0.00 0.03 0.04
0.60 0.80 66.0 116.0 0.8334 0.00 −0.01 −0.04 −0.04 0.06
0.80 1.00 66.0 116.0 0.7969 0.00 −0.01 −0.00 −0.03 0.03
1.00 1.20 66.0 116.0 0.7535 0.00 0.00 0.03 0.05 0.06
1.20 1.40 66.0 116.0 0.6830 0.00 0.01 0.15 0.15 0.21
1.40 1.60 66.0 116.0 0.6408 0.01 0.01 −0.13 −0.19 0.23
1.60 1.80 66.0 116.0 0.4735 0.02 0.02 −1.10 −0.11 1.10
1.80 2.00 66.0 116.0 0.3556 0.03 −0.02 −1.17 −0.23 1.19
2.00 2.20 66.0 116.0 0.3280 0.02 0.04 −1.55 −0.14 1.56
2.20 2.40 66.0 116.0 0.1699 0.04 −0.07 −0.08 −0.92 0.92
0.00 0.40 116.0 150.0 0.9036 0.02 0.02 0.03 −0.11 0.12
0.40 0.80 116.0 150.0 0.8520 0.03 0.04 −0.24 −0.51 0.57
0.80 1.20 116.0 150.0 0.7470 0.05 0.05 −0.04 0.40 0.41
1.20 1.60 116.0 150.0 0.6076 0.07 −0.08 −0.95 −0.25 0.99
1.60 2.00 116.0 150.0 0.3773 0.06 0.11 0.81 −1.71 1.90
2.00 2.40 116.0 150.0 0.2210 0.08 0.15 −1.20 −0.71 1.41
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Table A.18: Electroweak input parameters for evaluation of Z cross-
section. [89]
MZ 91.1876 GeV
ΓZ 2.4949 GeV
Γ(Z → l l ) 0.084 GeV
MW 80.385 GeV
ΓW 2.0906 GeV
Γ(W → lν) 0.22727 GeV
MH 125 GeV
mt 173.5 GeV
GF 1.1663787×10−5 GeV2
sin2θW 0.22289722252391828
αG 7.56239563669733848×10−3
vecup 0.40560740660288463
vecdn −0.70280370330144226
vecle −0.10841110990432690
Vud 0.97427
Vus 0.22534
Vub 0.00351
Vcd 0.22520
Vcs 0.97344
Vcb 0.0412
Vtd 0.00867
Vt s 0.0404
Vtb 0.999146
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