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Abstract
In this paper we derive a class of contributions to all orders in α′ to the effective action of D-brane-
anti D-brane systems in Type II String Theory, considering an amplitude involving a closed-string
Ramond-Ramond state and four open-string states: two tachyons, a scalar and a gauge boson.
This type of amplitude arises in both Type IIA and Type IIB strings, and reveals a number of
new effective couplings. Furthermore, we derive a series representation for the result that goes
beyond a factorized limit that was recently studied, and which is expected to apply to more general
six-point amplitudes of superstrings, including external fermions.
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1. INTRODUCTION
String Theory provides an ultraviolet completion to gravity that brings along system-
atic corrections to low-energy interactions. These can be quantum corrections, which are
weighted by the string coupling gs, or world-sheet curvature corrections, which are con-
trolled by the “Regge slope” α′. A deeper understanding of the resulting phenomena cannot
2
forego a better control of all-order, and eventually non-perturbative, effects. This paper is
devoted to the study all-order α′ corrections in a class of mixed amplitudes that comprise
open strings 1 and one closed string. More specifically, we focus on the D-brane-anti D-
brane (Dp-Dp) system 2, an important ingredient in the breaking of supersymmetry where
the generic emergence of tachyonic modes signals a tendency towards the annihilation of
D-branes with anti D-branes. We extract corrections to the low-energy effective action
from an amplitude involving a closed-string Ramond-Ramond (RR) state, two open-string
tachyons, an open-string massless scalar and an open-string gauge boson, which entails
some subtleties. One can compute amplitudes of this type using Conformal Field The-
ory (CFT) techniques [5], and the results generalize the original one from Veneziano [6].
At low energies, the last two states correspond to “diagonal” massless fields living on the
world-volume of the brane stacks, while the tachyon arises from a mixing mode, and is thus
“off-diagonal”.
Corrections of this type unveil generically new couplings 3 [8, 9], and gaining a better
control of them can also shed some light on the key issue of supersymmetry breaking.
Important open questions concern non-perturbative dualities, whose role in this context was
first analyzed in [10]. In addition, the emergence of tachyons accompanies new phenomena,
absent in the supersymmetric case, which include their condensation [11–13] and the decay
of non-BPS D-branes [14–18].
Moreover, all-order α′ effects can also be important in the study of cosmological back-
grounds, and in particular inflationary models [19–21], where regions of strong curvature
are generically present close to the initial singularity. Possible applications of this type
of analysis to non-gravitational gauge theories also include (top-down) holographic mod-
els [22, 23] with broken supersymmetry, as for instance the Sakai-Sugimoto model [24–26]
of holographic QCD [27, 28]. Typically, going beyond the (super)gravity approximation
translates into wider ranges of validity for the ’t Hooft coupling. Finally, let us mention
metastable de Sitter vacua [29, 30] as another possible avenue of investigation. D–D sys-
tems may be also held responsible for the uplift term in the KKLT construction [31] and
its extensions. Notice that the combined effects of anti-branes and orientifolds give rise to
the same type of uplift in Brane Supersymmetry Breaking [32], where however tachyons
1 For in-depth discussions of open strings, see [1].
2 For earlier detailed treatments, see [2–4].
3 Similar corrections can also be found in the case of S-branes [7].
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are not present.
Perturbative scattering amplitudes involve structures that are largely constrained, which
makes it possible to reconstruct them, up to an overall coefficient, via Effective Field The-
ory (EFT) analyses of poles and symmetries in various channels. On the other hand,
ab-initio computations of the corresponding string amplitudes have the virtue of fixing the
α′ expansion, and thus the EFT couplings, to all orders. This procedure has been followed
systematically in the literature [33–38], yielding generalizations of the standard Dirac-Born-
Infeld (DBI), Myers [39] and Wess-Zumino (WZ) terms 4 [40]. The crucial interplay between
D-branes and RR potentials has been thoroughly studied in the literature [42], but their
role is yet to be fully dissected.
The paper is organized as follows. In Section 2 we summarize a number of results
that were obtained in earlier works, which provides a starting point for our considerations.
Specifically, we discuss all-order α′ corrections to couplings that originate from amplitudes a
single closed-string mode and less than four open-string ones. We focus on RR closed-string
states, and thus on couplings related to WZ terms. In Section 3 we present the new result
on the five-string scattering amplitude under consideration. From the point of view of the
(open) world-sheet CFT, this is akin to a six-point correlator, whose vertex operators are
to be integrated accordingly. The result is organized in terms of a class of integrals, whose
detailed study is postponed to Section 4. In Section 3.3 we briefly discuss a factorized limit
in which the integrals can be evaluated in closed form. In sections 3.4 and 3.5, after a
proper discussion of bulk singularities, selection rules [43] and EFT methods, we recover
the result from the low-energy perspective. In Section 4 we go beyond the factorized limit
of Section 3.3, obtaining an expansion for the integrals, whose leading term reproduces it.
While the resulting expansion entails a limit of series with decreasing convergence rate, we
show that the procedure is well-defined. We conclude in Section 5 with a summary of our
results, and some remarks concerning their potential implications.
The paper contains two appendices. In Appendix A we provide explicit expressions for
the integrals involved in the factorized limit of Section 3.3. In Appendix B we derive a
closed-form expression for the reduced integrals involved in the factorized limit.
4 Other techniques have been employed to determine effective actions, including supersymmetric localiza-
tion [41].
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2. ALL-ORDER CORRECTIONS TO LOWER-POINT INTERACTIONS
In this section we summarize a number of results concerning scattering amplitudes for
less than five strings 5. For more detailed discussions on the material presented in this
section, see [2, 44]. To begin with, let us recall the expressions for the relevant vertex
operators,
V
(0)
T (x) = α
′ ik1 · ψ(x) eα′ ik1·X(x) λ⊗ σ1 ,
V
(−1)
A (x) = e
−φ(x) ξa2ψa(x) e
α′ ik·X(x) λ⊗ σ3 ,
V
(0)
φ (x) = ξ
i
1 (∂Xi(x) + α
′ iq · ψ(x)ψi(x)) eα′ iq·X(x) λ⊗ I ,
V
(− 1
2
,− 1
2
)
C (z, z¯) =
(
P−H/ (n)Mp
)αβ
e−
φ(z)
2 Sα(z) e
α′
2
ip·X(z) e−
φ(z¯)
2 Sβ(z¯) e
α′
2
ip·D·X(z¯) ⊗ σ3 ,
(2.1)
including the corresponding U(N) Chan-Paton (CP) factors [45–47] λ and the Pauli matri-
ces σi. The latter account for where the endpoints of the open strings terminate and for the
sign of the RR coupling. Combining the σi are combined with the λ in this fashion recon-
structs the full U(N) × U(N) CP factors. The numbers in superscripts denote superghost
charge, while ξ1,2 are the polarizations associated to the states. We work in a picture where
the vertex operator of the world-volume scalar has vanishing superghost charge 6. For the
expressions of vertex operators in different pictures, see [49]. Finally, the Sα(z) are spin
operators, which build RR states.
We denote ten-dimensional spacetime indices by µ , ν = 0 , 1 , . . . , 9, and world-volume
and transverse directions by a , b , c = 0 , 1 , . . . , p and i , j = p+ 1 , . . . , 9 respectively.
Furthermore, we introduce momenta q , p , k , k1, whose on-shell conditions read
q2 = p2 = k2 = 0 , k21 =
1
4
, q · ξ1 = k · ξ1,2 = 0 , (2.2)
the projector
P− =
1
2
(
1− γ11) (2.3)
and the field-strength of a generic Ramond-Ramond (RR) form C(n−1),
H/ (n) =
an
n!
Hµ1...µn γ
µ1 . . . γµn . (2.4)
5 We remark that, in open string scattering amplitudes, each closed-string vertex counts is tantamount to
two open-string ones. Hence, five-string scattering processes involving one closed string involve six-point
world-sheet correlators.
6 This choice has the virtue of producing consistent results, despite some subtleties with picture changing
in the presence of world-volume scalars that are discussed in [48].
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For BPS branes the coefficient an = i for even values of n, which pertain to Type IIA String
Theory, and an = 1 for odd values of n, which pertain to Type IIB. Furthermore, we use
the charge conjugation matrix C to write(
P−H/ (n)
)αβ
= Cαδ(P−H/ (n))δ
β . (2.5)
The RR polarizations encoded in eq. (2.4) build, in the low-energy EFT, the field strength
associated to the RR form potential. Finally, we employ the doubling trick to deal with the
anti-holomorphic parts of the closed-string world-sheet fields, via the substitutions
X˜µ(z¯) −→ Dµν Xν(z¯) ,
ψ˜µ(z¯) −→ Dµν ψν(z¯) ,
φ˜(z¯) −→ φ(z¯) ,
S˜α(z¯) −→ (Mp)αβ Sβ(z¯) ,
(2.6)
where the matrices D and Mp are
D =
(−19−p 0
0 1p+1
)
, (Mp)α
β =
{
± i
(p+1)!
(γi1 . . . γip+1)α
β
i1...ip+1 p even
± 1
(p+1)!
(γi1 . . . γip+1 γ11)α
β
i1...ip+1 p odd
. (2.7)
With these ingredients at hand, scattering amplitudes are determined by the free two-point
functions of the Xµ , ψµ , φ fields,
〈Xµ(z)Xν(w)〉 = − α
′
2
ηµν log(z − w) ,
〈ψµ(z)ψν(w)〉 = − α
′
2
ηµν (z − w)−1 ,
〈φ(z)φ(w)〉 = − log(z − w) .
(2.8)
While these expressions hold for the world-sheet CFT of strings in a flat background,
scattering amplitudes can be used to reconstruct the effective action in complete generality,
taking into account diffeomorphism and gauge invariance. In addition to the propagators,
one also needs correlations involving spin operators. The “Wick-like rule” discussed in [50,
51] encompasses the relevant cases.
The resulting amplitudes can be expanded in Laurent series in the relevant Mandelstam
variables, whose coefficients are instrumental in the matching with EFT. This procedure
determines which terms are allowed in the effective action, while perturbative string ampli-
tudes provide their coefficients to all orders in the α′ expansion. For instance, as discussed
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in [38], C T T scattering amplitudes generate in this fashion all-order corrections of the
form
iµp (2piα
′)2
∫
Σ(p+1)
C(p−1) ∧ Tr
[ ∞∑
m=−1
cm (α
′)m+1
(
DbDb
)m+1
DT ∧DT
]
, (2.9)
consistently with an EFT analysis of world-volume singularities, while C φA and C φAA
scattering reveal the presence of couplings of the form
µp(2piα
′)
(p+ 1)!
∫
Σ(p+1)
dp+1σ a0...ap Cia0...ap−1 Dapφi (2.10)
and
µp(2piα
′)2
(p− 1)!
∫
Σ(p+1)
dp+1σTr
[
a0...ap Cia0...ap−3 Fap−2ap−1 Dapφi
]
, (2.11)
where φi, not to be confused with the world-sheet bosonized ghost field φ, are scalars that
describe the embedding of branes in space-time. Here the transverse index i is part of the
p ± 1 antisymmetric indices of the (components of the) RR forms C(p±1). It is contracted
with the embedding scalars φi, so that the overall integrands have the appropriate rank.
One is thus led to the all-order corrections
µp(2piα
′)2
(p− 1)!
∫
Σ(p+1)
dp+1σTr
[
a0...ap Cia0...ap−3
∞∑
n=−1
bn(α
′)n+1
Da1 . . . Dan+1Fap−2ap−1 D
a1 . . . Dan+1Dapφi
]
,
(2.12)
and similarly to the mixed Chern-Simons terms
2i β µ′p
p!
(2piα′)2
∫
Σ(p+1)
∂iC(p) ∧DT φi ,
2i β µ′p
p!
(2piα′)2
∫
Σ(p+1)
(Ci)(p−1) ∧DT ∧Dφi ,
(2.13)
which were also revealed by direct computations. Here we use a mixed index/form nota-
tion 7. In addition, it was shown that the generalized Bianchi identities
paHa0...ap−1 
a0...ap−1a = 0 ,
pi a0...ap Ha0...ap + pa 
a0...ap−1aH ia0...ap−1 = 0 ,
(2.15)
7 The mixed index/form notation (Ci)(p−1) reads
(Ci)(p−1) =
1
(p− 1)! C
i
a0...ap−2 dx
a0 ∧ · · · ∧ dxap−2 . (2.14)
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need to be imposed in order that the amplitude be picture-independent [52].
The preceding expressions describe new couplings, with their all-order corrections, to
be added to the Dirac-Born-Infeld (DBI) and Wess-Zumino (WZ) actions. They include
tachyon contributions for the non-BPS combinations of branes [2] under scrutiny. The
modified DBI action, which involves a symmetric trace, reads
SDBI = −Tp
∫
Σ(p+1)
dp+1σTr
[
V (T )
√
− det (ηab + 2piα′Fab + 2piα′DaT DbT )
]
. (2.16)
In order to describe the Dp-Dp system,
Fab =
(
F
(1)
ab 0
0 F
(2)
ab
)
, (2.17)
where the F
(i)
ab = ∂aA
(i)
b − ∂bA(i)a describe the individual factors of the U(N)× U(N) gauge
group. On the other hand, the tachyon field is off-diagonal,
T =
(
0 T
T ∗ 0
)
, (2.18)
and the corresponding instability reflects the mutual force between the D-branes and the
anti D-branes. The gauge-covariant derivative reads, accordingly,
DaT =
(
0 DaT
(DaT )
∗ 0
)
, (2.19)
with
DaT = ∂aT − i (A(i) − A(2))T . (2.20)
Eqs. (2.18) and (2.20) highlight the bi-fundamental nature of the tachyon field, which arises
from open strings stretching between the two stacks.
The modified DBI action contains the tachyon potential
V (T ) = 1 + piα′m2 |T |2 + (piα
′m2)2
2
|T |4 + . . . , (2.21)
where m2 = −1/(2α′) ≡ m2T is the tachyon mass. These first terms in the expansion are
consistent with a Gaussian potential [53]
V (T ) = epiα′m2|T |2 , (2.22)
which would drive the tachyon field to condense at infinity. However, the couplings that arise
from it cannot be directly compared to the results of Boundary String Field Theory (BSFT),
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since the low-energy expansion is performed around different values of the Mandelstam
variables. While the couplings discussed in this paper only connect with the quadratic
expansion of eq. (2.22), the consistency of the quartic term was studied in [2]. In addition
to the new couplings discussed above, it was found that terms of the form 8 F (1) · F (2) and
Dφ(1) ·Dφ(2) are also present, and their coefficients were fixed by direct computations.
Let us now describe how the WZ action is modified in the Dp-Dp system. Leaving aside
tachyons, it reads [54–56]
SWZ = µ
′
p
∫
Σ(p+1)
[
C ∧
(
ei 2piα
′F (1) − ei 2piα′F (2)
)]
(p+1)
, (2.23)
where the (formal) linear combination C =
∑
n(−i)
p−m+1
2 C(m) is an element of the exterior
algebra, and the [·]p+1 notation denotes projection onto the subspace of (p+ 1)-forms. The
inclusion of tachyons rests on the superconnection described in [57–59], and modifies the
expression according to
SWZ = µ
′
p
∫
Σ(p+1)
[
C ∧ STr ei 2piα′F
]
(p+1)
. (2.24)
The superconnection
iA =
(
i A(1) β T ∗
β T iA(2)
)
(2.25)
includes the tachyon field, accompanied by the normalization constant β appropriate for
the Dp-Dp system, which can be matched to a suitable amplitude [38]. Its curvature is
defined, as usual, by
F = dA− iA ∧A , (2.26)
which leads to
iF =
(
i F (1) − β2 |T |2 β(DT )∗
β(DT ) i F (2) − β2 |T |2
)
(2.27)
in the present case. Here we used the form language, with F (i) = 1
2
F
(i)
ab dx
a ∧ dxb and
DT = DaT dx
a, and some of the relevant structures that arise from the (formal) exponential
8 The · symbol here denotes index contraction, wedge product and traced product over gauge degrees of
freedom.
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of the superconnection in eq. (2.24) evaluate to 9
C ∧ STr (iF) = C(p−1) ∧
(
F (1) − F (2)) ,
C ∧ STr (iF ∧ iF) = C(p−3) ∧
(
F (1) ∧ F (1) − F (2) ∧ F (2))
+ C(p−1) ∧
(− 2 β2 |T |2 (F (1) − F (2))
+ 2 i β2DT ∧ (DT )∗) ,
C ∧ STr (iF ∧ iF ∧ iF) = C(p−5) ∧
(
F (1) ∧ F (1) ∧ F (1) − F (2) ∧ F (2) ∧ F (2))
+ C(p−3) ∧
(−3 β2 |T |2(F (1) ∧ F (1) − F (2) ∧ F (2))
+ 3i β2
(
F (1) + F (2)
) ∧DT ∧ (DT )∗)
+ C(p−1) ∧
(
3 β4 |T |4 ∧ (F (1) − F (2))
− 6 i β4 |T |2DT ∧ (DT )∗) .
(2.28)
The inclusion of tachyons in the WZ action was also discussed in [60, 61]. We remark
that a more complete description would be especially relevant for non-BPS brane combina-
tions, since the preceding expressions arise from the low-energy expansion of corresponding
scattering amplitudes. Setting the tachyon field to zero reduces the resulting action to the
standard one pertaining to BPS brane systems.
3. COMPUTATION OF THE FIVE-POINT AMPLITUDE
In this section we examine the S-Matrix element for a closed-string RR state, a world-
volume scalar, a world-volume gauge boson and two tachyons. This arises from the corre-
lator
〈VC−1(z, z¯)Vφ0(x1)VA−1(x2)VT 0(x3)VT 0(x4)〉 . (3.1)
We proceed to expand the resulting S-Matrix element in a specific limit, investigating
the structure of its vector, (massless) scalar and tachyonic singularities, and we match
the singularity structure to the corresponding EFT interactions. We shall focus on bulk
singularity structures, where resonances carry RR momentum in the transverse directions.
9 In eq. (2.24) we implicitly project the left hand sides on their components of rank p+ 1.
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3.1. Setup
The following correlation functions enter the computation of the amplitude:
Icba1 = 〈: Sα(z) : Sβ(z¯) : ψa(x2) : ψb(x3) : ψc(x4) :〉 ,
Icbaid2 = 〈: Sα(z) : Sβ(z¯) : ψd(x1)ψi(x1) : ψa(x2) : ψb(x3) : ψc(x4) :〉 .
(3.2)
Specifically, Icba1 is
Icba1 =
{
(ΓcbaC−1)αβ − α′ηab(γcC−1)αβ Re(x25x36)
x23x56
+ α′ηac(γbC−1)αβ
Re(x25x46)
x24x56
− α′ηbc(γaC−1)αβ Re(x35x46)
x34x56
)}
2−
3
2 x
1
4
56 (x25x26x35x36x45x46)
− 1
2 ,
(3.3)
where we have introduced the variables x5 ≡ z = x + iy , x6 ≡ z¯ and xij = xi − xj, while
Icbaid2 is
Icbaid2 =
{
(ΓcbaidC−1)αβ
− 1
2
α′ l1
Re(x15x26)
x12x56
− 1
2
α′ l2
Re(x15x36)
x13x56
+
1
2
α′ l3
Re(x15x46)
x14x56
− 1
2
α′ l4
Re(x25x36)
x23x56
+
1
2
α′ l5
Re(x25x46)
x24x56
− 1
2
α′ l6
Re(x35x46)
x34x56
− 1
4
(α′)2 l7
(
Re(x15x26)
x12x56
)(
Re(x35x46)
x34x56
)
+
1
4
(α′)2 l8
(
Re(x15x36)
x13x56
)(
Re(x25x46)
x24x56
)
− 1
4
(α′)2 l9
(
Re(x15x46)
x14x56
)(
Re(x25x36)
x23x56
)}
× 2− 52 x
5
4
56 (x25x26x35x36x45x46)
− 1
2 (x15x16)
−1 .
(3.4)
For brevity, we have also defined the structures 10
l1 = − 2 ηad(ΓcbiC−1)αβ , l2 = 2 ηdb(ΓcaiC−1)αβ , l3 = 2 ηdc(ΓbaiC−1)αβ ,
l4 = 2 η
ab(ΓcidC−1)αβ , l5 = 2 ηac(ΓbidC−1)αβ , l6 = 2 ηbc(ΓaidC−1)αβ ,
l7 = 4 η
adηbc(γiC−1)αβ , l8 = 4 ηdbηac(γiC−1)αβ , l9 = 4 ηdcηab(γiC−1)αβ .
(3.5)
10 Here we suppress indices for convenience.
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3.2. The Final Amplitude
A tedious calculation yields the S-Matrix element of interest, which reads
AC−1φ0A−1T 0T 0 ∝ 2 Tr (λ1λ2λ3λ4) (P−H/ (n)Mp)αβ ξ1i ξ2a
×
∫
dx1dx2dx3dx4dx5dx6 I x
− 1
4
56 (x25x26)
− 1
2
×
(
i (α′)2 k3b k4c pi
x56
x15x16
Icba1 − i (α′)3 k1d k3b k4c Icbaid2
)
,
(3.6)
where
I = |x12|−2t|x13|−2s− 12 |x14|−2v− 12 |x23|−2u− 12 |x24|−2r− 12 |x34|−2w−1|x15x16|t+s+v+ 12
× |x25x26|t+u+r+ 12 |x35x36|s+u+w+ 12 |x45x46|v+r+w+ 12 |x56|−2(s+t+u+v+r+w)−2 .
(3.7)
We also define the six independent Mandelstam variables,
s = −
(
1
4
+ 2 k1 · k3
)
, t = −2 k1 · k2 , v = −
(
1
4
+ 2 k1 · k4
)
,
u = −
(
1
4
+ 2 k2 · k3
)
, r = −
(
1
4
+ 2 k2 · k4
)
, w = −
(
1
2
+ 2 k3 · k4
)
.
(3.8)
The amplitude has been presented in a form that makes SL(2,R) invariance manifest.
Hence, one may fix three positions on the world-sheet 11, conformally mapped to the upper-
half complex plane, taking into account that open string insertions live on the boundary
and are thus to be ordered. We make the choice
x1 = 0 , 0 ≤ x2 ≤ 1 , x3 = 1 , x4 =∞ , (3.9)
11 Closed-string positions are to be counted twice in this respect, and their positions can be fixed anywhere
on the upper-half complex plane, including infinity.
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which brings the amplitude to the form
AC−1φ0A−1T 0T 0 ∝ − 4 i ξ1i ξ2a 2− 12 (P−H/ (n)Mp)αβ
∫ 1
0
dx2 x
−2t
2 (1− x2)−2u−
1
2
∫
H+
d2z
× |1− z|2s+2u+2w |z|2t+2s+2v−1 k3b k4c (z − z¯)−2(t+s+u+v+r+w)−2 |x2 − z|2t+2u+2r−1
×
{
− pi
(
(z − z¯)(ΓcbaC−1)αβ + 2 ηab (γcC−1)αβ x2 − x x2 − x+ |z|
2
(1− x2)
+ 2 ηac (γbC−1)αβ(x− x2) + 2 ηbc (γaC−1)αβ(1− x)
)
+ k1d
[
(z − z¯)(ΓcbaidC−1)αβ + l1 −x x2 + |z|
2
x2
+ l2
(−x+ |z|2)+ l3 x
+ l4
x2 − x x2 − x+ |z|2
(1− x2) + l5 (x− x2) + l6 (1− x)
+ (z − z¯)−1
(
l7 (−1 + x) −x x2 + |z|
2
x2
+ l8
(−x+ |z|2) (x2 − x)
+ l9 x
x2 − x x2 − x+ |z|2
(1− x2)
)]}
Tr (λ1λ2λ3λ4) ,
(3.10)
and the integration over x2 is consistent with the ordering on the real axis.
The total amplitude can be expressed in terms of the (analytic continuation of the)
integrals
Axz(a, b, c, d | α, β | ) ≡
∫
H+
d2z
∫ 1
0
dx |1− z|a|z|b (z − z¯)c(z + z¯)d
× (1− x)αxβ |x− z| ,
(3.11)
whose properties will be described in detail in Section 4. Letting
Fα,βb,c,d ≡ 2−dAxz
(
2s+ 2u+ 2w, 2t+ 2s+ 2v − 1 + b,
− 2(t+ s+ u+ v + r + w)− 2 + c, d
∣∣∣∣
− 2u− 1
2
+ α,−2t+ β
∣∣∣∣ 2t+ 2u+ 2r − 1) ,
(3.12)
the total amplitude A takes the form
A ∝ − 4 i ξ1i ξ2a 2− 12 (P−H/ (n)Mp)αβ k3b k4cQiabcαβ Tr (λ1λ2λ3λ4) , (3.13)
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where
Qiabcαβ ≡
(−pi(ΓcbaC−1)αβ + k1d(ΓcbaidC−1)αβ)F 0,00,1,0
+
(−2piηab(γcC−1)αβ + k1dl4) (F−1,10,0,0 − F−1,10,0,1 − F−1,00,0,1 + F−1,02,0,0 )
+
(−2piηac(γbC−1)αβ + k1d(l3 − l2 + l5 − l6 − l1) + 2piηbc(γaC−1)αβ)F 0,00,0,1
− (−2piηac(γbC−1)αβ + k1dl5)F 0,10,0,0 + (−2piηbc(γaC−1)αβ + k1dl6)F 0,00,0,0
+ k1d
[
l1F
0,−1
2,0,0 + l2F
0,0
2,0,0 + l7(F
0,0
0,−1,1 − F 0,00,−1,2 − F 0,−12,−1,0 + F 0,−12,−1,1)+
+ l8(F
0,0
0,−1,2 − F 0,10,−1,1 + F 0,12,−1,0 − F 0,02,−1,1)
+ l9(F
−1,1
0,−1,1 − F−1,10,−1,2 − F−1,00,−1,2 + F−1,02,−1,1)
]
.
(3.14)
One can show that this amplitude vanishes 12 unless the rank of the RR potential is p− 3,
p− 1 or p+ 1.
3.3. Factorized Limit
Let us begin by discussing the limit 4 k2 · p → 1 that was studied in [52]. In this
case the amplitude simplifies considerably, since the integrand decouples in the z , z¯ and
x variables and the integrals factorize. The resulting reduced integrals can be written in
closed form, and are presented in [62, 63]. For completeness, their derivation is reproduced
in Appendix B. One can write
A = (A1 +A2 +A3 +A4) Tr (λ1λ2λ3λ4) , (3.15)
where A1 is only non-vanishing for Cp−3 and reads
A1 → 64 i ξ1i ξ2a 2
− 1
2 pi N1N2 k3b k4c
(p− 2)!
(
k1d 
a0...ap−4cbadH ia0...ap−4
− pi a0...ap−3cbaHa0...ap−3
)
.
(3.16)
12 In the traces involving γ11, the special property H(n) = ?H(10−n) holds for n ≥ 5.
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Moreover, A2 ,A3 are only non-vanishing for Cp−1, and read
A2 → 64 i ξ1i 2
− 1
2 pi N3N4
p!
a0...ap−1a
×
[(
2 k3 · ξ2 pi k4aHa0...ap−1 − 2 k3 · ξ2 k4aH ia0...ap−2 k1ap−1
)
Q1
+
(
−2 k4 · ξ2 pi k3aHa0...ap−1 + 2 k4 · ξ2 k3aH ia0...ap−2 k1ap−1
)
Q2
+
(
pi
(
w +
1
2
)
ξ2aHa0...ap−1 −
(
w +
1
2
)
H ia0...ap−2 k1ap−1 ξ2a
)
Q3
]
,
(3.17)
A3 → 64 i ξ1i 2
− 1
2 pi N5N6
p!
a0...ap−2caH ia0...ap−2
[
2 k1 · ξ2 k3a k4cQ4
−
(
s+
1
4
)
k4c ξ2aQ5 −
(
v +
1
4
)
k3c ξ2aQ6
]
.
(3.18)
Finally, A4 is non-vanishing only for Cp+1, and reads
A4 → 64 i ξ1i 2
− 1
2 pi N7N8
(p+ 1)!
a0...apH ia0...ap
[
2 k1 · ξ2Q7 + 2 k4 · ξ2Q8 + 2 k3 · ξ2Q9
]
. (3.19)
The functions Ni, Qi, used to simplify the notation, are listed in Appendix A.
3.4. Vector Bulk Singularity Structure
In order to investigate the structure of poles in the amplitude, one must consider the
correct limit for the Mandelstam variables around which to set up a low-energy expansion.
It turns out that the proper regime is
t→ 0 , s , v ,− papa → −1
4
, w → −1
2
,
1
2
[
(u→ 0 , r → −1
4
) + (u→ −1
4
, r → 0)
]
.
(3.20)
The notation in the last line of eq. (3.20) prescribes that the S-Matrix be averaged over
the two limits. Eq. (3.20) is consistent with momentum conservation,
s+ t+ u+ v + r + w = − papa − 1 , (3.21)
and conforms to the symmetries of the S-Matrix, namely invariance under the interchanges
of u with r and of s with v. The limit −papa → −14 specifically, instead, conforms to the
RR-tachyon two-point function, for which −papa = −14 is a constraint.
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T3
T4
C(p−3)
A2
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w
A
Figure 1: A Feynman diagram representation of the massless vector w-channel pole of eq. (3.24).
As an example, A3 has massless t-channel poles, and in the specified limit it expands
as [52]
A3 = − pi
3/2
t
− pi
7/2
6t
[
(s+ u+ v + r)2 + . . .
]
+ . . . , (3.22)
where the contributions inside the brackets involve only Mandelstam variables different
from t, and correct the residue with higher-derivative terms, while the ellipses outside the
brackets indicate non-singular terms.
We now describe in detail how to extract the singularity structure of the S-Matrix, and
in particular the contributions of resonances carrying RR momentum in the transverse
directions, which we denote collectively “bulk singularity structure”. To begin with, let us
consider poles associated to the gauge field. In the n = p− 2 case the first gauge field pole
in A1 is
64 i pi3/2
(p− 2)!
1
w
ξ1i ξ2a k3b k4c k1d 
a0...ap−4cbadH ia0...ap−4 Tr (λ1λ2λ3λ4) (3.23)
where the λi are CP factors. This identifies, on the EFT side, an interaction term of the
form
V αa (T3, T4, A)G
αβ
ab (A) V˜
β
b (Cp−3, A, φ1, A2) , (3.24)
determined by the Feynman rules
V αa (T3, T4, A) = i Tp (2piα
′) (k3 − k4)a Tr (λ3λ4λα)
Gαβab (A) =
i δab δαβ
(2piα′)2 Tp
1
w
V βb (Cp−3, A, φ1, A2) = i µ
′
p β
(2piα′)3
(p− 2)! 
a0···ap−1b
×H ia0···ap−4 k1ap−3 k2ap−2 ξ2ap−1 ξ1i Tr (λ1λ2λβ)
(3.25)
for the vertices and propagators, where α, β are indices in the adjoint representation of the
gauge group. The sub-amplitude is depicted in Fig. 1.
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In order to reconstruct the pole in eq. (3.23) from this term, we enforce momentum
conservation in directions parallel to the branes, (k1 + k2 + k3 + k4 + p)
a = 0, in order to
eliminate k4 in V
α
a . We then employ the Bianchi identity
pbHa0···ap−4
a0···ap−1b = 0 , (3.26)
and take into account that k2bk2ap−2
a0...ap−1b and k1bk1ap−2
a0...ap−1b do not contribute to the
pole, since the relevant S-Matrix residue is symmetric under the exchange of k1 and k2. Up
to a normalization factor of 1
2
µ′pβ
√
pi, one finds in this fashion that the S-Matrix pole is
reconstructed from the EFT contribution.
Let us also observe that the vertex V˜ βb (Cp−3, A, φ1, A2) arises from the so-called mixed
Chern-Simons and Taylor expansion coupling
β µ′p (2piα
′)3
∫
Σ(p+1)
dp+1σTr
(
∂iCp−3 ∧ F ∧ F φi
)
. (3.27)
Let us now focus specifically on the bulk singularity structure, that is on poles that carry
transverse RR momentum. In the present case, the relevant terms are those containing
p · ξ1, and the first bulk pole in the S-Matrix takes the form
32 i β µ′p pi
2 ξ2a k3b k4c
(p− 2)!
1
w
(p · ξ1) a0...ap−3cbaHa0...ap−3 . (3.28)
We now show how it is recovered from an EFT coupling. Integrating eq. (3.27) by parts
and assuming fast decay at infinity 13 one finds
−β µ′p (2piα′)3
∫
Σ(p+1)
dp+1σ a0...apTr
(
∂ap−3∂iCa0...ap−4 Aap−2 Dap−1Aap φ
i
− ∂iCa0...ap−4 Aap−2 Dap−1Aap Dap−3φi
)
,
(3.29)
and the second term in eq. (3.29) yields the aforementioned pole of eq. (3.23). Upon the
substitution
(p− 3) ∂iCa0...ap−4 = Hi a0...ap−4 − ∂[ap−4Ca0...ap−5]i , (3.30)
the first term indeed generates the bulk singularity (3.28).
13 While at the level of six-point correlators only partial derivatives appear, gauge invariance dictates that
higher-point contributions will reconstruct minimal couplings.
17
There are also additional higher-order bulk singularity structures to be identified, and
we delineate the following strategy for determining all these contributions. To begin with,
note that the kinetic term (2piα′)DaTDaT of the tachyon does not receive corrections,
since it is fixed by canonical normalization, and therefore neither does the V αa (T3, T4, A)
vertex arising from minimal coupling. Moreover, the gauge kinetic term is also fixed, so
that Gαβab (A) receives no corrections. Hence, in order to determine the rest of the bulk
poles in the particular amplitude, it suffices to look at the vertex V βb (Cp−3, A, φ1, A2) and,
correspondingly, at the series of higher-order corrections to (3.27), which takes the form
β µ′p (2piα
′)3
∞∑
n=−1
an
∫
Σ(p+1)
dp+1σTr
(
∂iCp−3 ∧Da1 · · ·Dan+1F ∧Da1 · · ·Dan+1(F φi)
)
. (3.31)
The all-order modified vertex V˜ βb (Cp−3, A, φ1, A2) that can be extracted from eq. (3.31)
would then allow, after substitution into the sub-amplitude in eq. (3.24), to reconstruct the
entire bulk singularity structure.
3.5. Scalar Bulk Singularity Structure
Let us now move on to the singularity structure of scalar poles (massless and tachyonic).
To begin with, we observe that selection rules forbid an AφT T coupling. Specifically, the
relevant operator product includes the trace of a product of Pauli matrices that vanishes
in this case, thereby excluding the presence of the corresponding coupling. This is well-
reflected in the EFT, where the amplitude vanishes on-shell by Lorentz invariance 14. The
preceding argument shows that this coupling is still absent even after the inclusion of
higher-derivative corrections. Consequently, there are no poles in a (t + v′ + r′)-channel,
with v′ = v + 1
4
, r′ = r + 1
4
, as discussed in [38].
It is interesting to examine the effective corrections to the DBI sector of the action. The
14 Here we refer to the residual Lorentz symmetry in the presence of D-branes.
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Figure 2: A Feynman diagram representation of the massless scalar t-channel pole of eq. (3.33).
relevant portion of the DBI action is [38]
LDBI = −Tp (2piα′)
(
m2|T |2 +DT · (DT )∗ − piα
′
2
(
F (1) · F (1) + F (2) · F (2)))
+ Tp (piα
′)3
(
2
3
DT · (DT )∗ (F (1) · F (1) + F (1) · F (2) + F (2) · F (2))
+
2m2
3
|T |2 (F (1) · F (1) + F (1) · F (2) + F (2) · F (2))
4
3
((DµT )∗DβT +DµT (DβT )∗)
(
F (1)
µα
F
(1)
αβ + F
(1)µαF
(2)
αβ + F
(2)µαF
(2)
αβ
))
,
(3.32)
where traces over the gauge degrees of freedom are implicit. The Aφφ vertex receives
no corrections, since it is fixed by the kinetic term 1
2
(2piα′)2DφiDφi, nor does the φφ
propagator. Therefore, in order to determine all scalar poles in the t-channel it suffices to
consider the higher-derivative corrections to the Chern-Simons-Taylor interaction. These
singularities are captured from the EFT sub-amplitude
V αi (φ1, A2, φ)G
αβ
ij (φ)V
β
j (Cp−1, φ, T3, T4) , (3.33)
determined by the Feynman rules
V αi (φ1, A2, φ) = − 2 i Tp ξ1i (2piα′)2 (k1 · ξ2) Tr (λ1λ2λβ)
Gij(φ) =
i δij δαβ
(2piα′)2 Tp
1
t
V˜ βj (Cp−1, φ, T3, T4) = µ
′
p β
(2piα′)3
p!
a0...apHja0...ap−2 k3ap kap−1 Tr (λ3λ4λ
β) ,
(3.34)
where k is the momentum of the virtual scalar. This sub-amplitude is depicted in Fig. 2.
Repeating the steps followed in the preceding section, starting from the above Feynman
rules and using momentum conservation and the Bianchi identity, one can reproduce the
scalar t-channel pole
64 i pi2
p!
1
t
β µ′p ξ1i (k1 · ξ2)H ia0...ap−2 k3ap k4ap−1a0...ap Tr (λ1λ2λ3λ4) . (3.35)
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As in the case involving vector poles discussed in the preceding section, the vertex
V βj (Cp−1, φ, T3, T4) arises from an effective coupling of the type
β µ′p (2piα
′)3
∫
Σp+1
dp+1σTr
(
∂iCp−1 ∧DT ∧DT φi
)
. (3.36)
Once again, one can recover the entire structure of scalar poles considering the all-order
correction to the coupling of eq. (3.36), which yields
β µ′p (2piα
′)3
∞∑
n=−1
cn
∫
Σ(p+1)
dp+1σTr
[
∂iCp−1 ∧Da1 · · ·Dan+1DT
∧Da1 · · ·Dan+1(DT φi)
]
.
(3.37)
Extracting the all-order V˜ βj (Cp−1, φ, T3, T4) vertex from eq. (3.37), and replacing it into the
the sub-amplitude eq. (3.33), one can reconstruct the complete series of t-channel scalar
poles, which reads
64 ipi2
p!
1
t
β µ′p
∞∑
n=−1
cn (α
′ k · (k3 + k4))n+1 ξ1i (k1.ξ2)H ia0...ap−2 k3ap k4ap−1a0...ap
× Tr (λ1λ2λ3λ4) .
(3.38)
This expression can be simplified, since momentum conservation implies
(α′ k · (k3 + k4))n+1 = (s+ v + u+ r + 1)n+1 . (3.39)
Finally, we can determine the all-order tachyonic singularities in the u′ = u + 1
4
and r′
channels, including bulk singularities. After integrating eq. (3.37) by parts, which gives
−β µ′p (2piα′)3
∫
Σ(p+1)
dp+1σ a0...ap
(
∂ap−1∂iCa0...ap−2 T DapT φ
i
− ∂iCa0...ap−2 T DapT Dap−1φi
)
,
(3.40)
and following the same procedure, we consider the all-order series of corrections to the first
term in eq. (3.40),
− β µ′p (2piα′)3
∫
Σp+1
dp+1σ a0...ap
[
∂ap−1∂iCa0...ap−2
∞∑
n=−1
Dd1 · · ·Ddn+1T Dd1 · · ·Ddn+1
(
DapT φ
i
) ]
,
(3.41)
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Figure 3: A Feynman diagram representation of the tachyonic scalar u′-channel or r′-channel pole
of eq. (3.42).
which again reconstructs the all-order V˜ βj (Cp−1, T, φ1, T4) vertex, to be inserted into the
rule
V α(T3, A2, T )G
αβ(T )V β(Cp−1, T, φ1, T4)) (3.42)
in compliance the Feynman rules
V αa (T3, A2, T ) = i Tp (2piα
′) (k3 − k) · ξ2 Tr (λ2λ3λα)
Gαβ(T ) =
i δαβ
(2piα′)Tp
1
u′
V βj (Cp−1, T, φ1, T4) = i µ
′
p β
(2piα′)3
p!
(p · ξ1)
∞∑
n=−1
dn (α
′ k · (k1 + k4))n+1
×Ha0...ap−1 k4apa0...ap Tr (λ1λ4λβ) .
(3.43)
This sub-amplitude is represented pictorially in the diagram of Fig. 3
Because of the p ·ξ1 coefficient, this contributes to the bulk singularity structure. Indeed,
from the above expressions, one can extract all u′ and r′ tachyonic singularity structures,
including bulk poles.
To conclude, we have presented and tested a generic methodology for the reconstruction
of all-order EFT couplings for the Dp-Dp system from superstring (perturbative) scattering
amplitudes. We remark, however, that we performed the analysis expanding near the
− papa → − 14 point, as suggested by the RR-tachyon two-point function. Therefore the
effective couplings determined in this section are only valid when the low-energy expansion
is carried out in this fashion, and they cannot be directly compared, for instance, to BSFT
results.
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4. BEYOND THE FACTORIZED LIMIT
Let us now discuss how one can go beyond the factorized limit. To this end, let us recall
that the final amplitude involves (analytic continuations of) integrals of the form
Axz(a, b, c, d | α, β | ) =
∫
H+
d2z
∫ 1
0
dx |1− z|a|z|b (z − z¯)c(z + z¯)d
× (1− x)αxβ |x− z| ,
(4.1)
where the integration measure is d2z = 2i dRe(z) d Im(z) andH+ is the upper-half complex
plane. In this section we work within the convergence domain of the integral, in such a way
as to allow an analytic continuation at the end. The factorized limit amounts to setting
 = 0 in the mixing term, and leads to the two simpler integrals
Ax(α, β) ≡
∫ 1
0
dx(1− x)αxβ = B(α + 1, β + 1) , (4.2)
Az(a, b, c, d) ≡
∫
H+
d2z |1− z|a|z|b (z − z¯)c(z + z¯)d , (4.3)
where eq. (4.2) is Euler’s B function. The latter integral is evaluated in closed form for any
d ∈ N in eq. (B.10).
In order to address the case  6= 0, we split the integration over z into two regions: the
(upper-half) unit disk D and its complement D. This defines the integrals ADxz , ADxz, and
the factorized counterparts ADz ,ADz , which are discussed in Appendix B. One can then
build suitable expansions for each term, inserting a fictitious parameter λ in the integrand.
Let us now discuss the two cases separately.
4.1. Expansion of the Inner Integral
In order to evaluate ADxz, we modify the mixing term via the insertion of a fictitious
expansion parameter λ, according to
|x− z| −→ (k − λ(k − |x− z|2))/2 (4.4)
where k is a real constant greater than 4. For λ = 1 one recovers the original integral,
while for λ = 0 the integral becomes factorized with a k

2 prefactor. Note that the modified
integral ADxz(λ) is absolutely convergent whenever ADxz(1) is, since for |λ| < 1 the only effect
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of λ is to resolve the (integrable) singularity at z ∼ x. The modified mixing term in eq. (4.4)
is holomorphic in λ within the unit disk, and its Taylor series about λ = 0,
∞∑
p,q,r,s=0
(
/2
p, q, r, s, /2− p− q − r − s
)
(−1)p+s x
2q+s |z|2r (z + z¯)s
kq+r+s−

2
λp+q+r+s , (4.5)
has a radius of convergence of k
k−|x−z|2 > 1 since |z| < 1. Therefore, the modified integral
ADxz(λ) is also holomorphic 15 within the unit disk, and thus can be Taylor expanded in
λ in this region integrating term by term and using eq. (B.14) to compute the factorized
integrals on the (upper-half) disk. One is thus led to
ADxz =
∞∑
p,q,r,s=0
(−1)p+s
(
/2
p, q, r, s, /2− p− q − r − s
)
× Ax(α, β + 2q + s)A
D
z (a, b+ 2r, c, d+ s)
kq+r+s−

2
λp+q+r+s ,
(4.6)
and one can verify that each of the factorized integrals is absolutely convergent whenever
ADxz(λ) is, and thus whenever ADxz(1) is. As a final comment, let us mention that the
arbitrary constant k > 4 can be in principle tuned for optimal numerical accuracy.
4.2. Expansion of the Outer Integral
Let us now discuss the expansion of ADxz. Similarly to the preceding section, we insert
the parameter λ according to
|x− z| −→ ((xλ− z)(xλ− z¯))/2 = |z|
(
1 +
x2
|z|2 λ
2 − x(z + z¯)|z|2 λ
)/2
, (4.7)
so that the integrand, as a function of λ, is again holomorphic within the unit disk, since
the branch points are located outside for all z, x in the domain of integration. Hence, the
expansion of the mixing term
∞∑
p,q=0
(
/2
p, q, /2− p− q
)
(−1)q x
2p+q (z + z¯)q
|z|2p+2q− λ
2p+q (4.8)
15 This follows from Morera’s theorem, since a loop integral in λ inside the unit disk can be interchanged
with the integrals over x and z due to absolute convergence.
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can be integrated term by term, yielding
ADxz =
∞∑
p,q=0
(
/2
p, q, /2− p− q
)
Ax(α, β+2p+q)ADz (a, b−2p−2q+, c, d+q) (−λ)2p+q , (4.9)
and the factorized integrals ADz that appear in the coefficients can be evaluated using
eq. (B.18).
While the expansions in eqs. (4.6) and (4.9) converge in the open unit disk, the integral
representations of ADxz(λ) and ADxz(λ) are continuous 16 at λ = 1, as we shall discuss in the
following section. Thus, one can recover the original amplitude with arbitrary accuracy,
either extrapolating the (possibly slowly) convergent series near λ = 1 or via acceleration
methods 17.
4.3. Continuity of the Amplitude
We can now show that the integral of eq. (4.1), defined as a holomorphic function of λ
in the open unit disk via the mixing integrands of eqs. (4.4) and (4.7) is continuous in the
closed segment 0 ≤ λ ≤ 1. This property is instrumental to the evaluation of the amplitude
in the case of interest, λ = 1, since the Taylor series of eqs. (4.6) and (4.9) only converge
in the open disk. For λ ∈ [0, 1], letting
fD(λ | x, z) ≡
[
1− λ
(
1− |x− z|
2
k
)]/2
,
fD(λ | x, z) ≡
(
1 +
x2
|z|2 λ
2 − x(z + z¯)|z|2 λ
)/2
,
(4.10)
for Re() ≥ 0 the integral can be uniformly bounded, since
|fD(λ | x, z)| ≤ 1 ,
|fD(λ | x, z)| ≤
(
1 +
x2
|z|2 +
x |z + z¯|
|z|2
)Re()
2
,
(4.11)
16 Strictly speaking, continuity along the segment [0, 1] is sufficient.
17 Further numerical accuracy, with a finite number of coefficients, can be attained via a number of tech-
niques, including Pade´ approximants and Borel summation [64].
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and we shall henceforth assume that Re() < 0. In this case,
|fD(λ | x, z)| ≤ |x− z|
Re()
k
Re()
2
,
|fD(λ | x, z)| ≤
(
1− x|z|
)Re()
,
(4.12)
which feature integrable singularities, since we work within the convergence domain of
Axz(1). These bounds are uniform in λ within the interval [0, 1], so that one can then take
the limit λ → 1 under the integral sign by the Lebesgue dominated convergence theorem.
Therefore,
Axz(1) = lim
λ→1−
Axz(λ) , (4.13)
and Axz(λ) is given by the convergent series expansion described in the preceding sections
for 0 ≤ λ < 1.
5. CONCLUSIONS
Let us briefly summarize our results. In this paper we obtained a class of all-order
α′ corrections to the effective action of D-brane-anti D-brane systems. These corrections
are determined by an expansions in powers of α′ of the scattering amplitude for a process
involving a closed-string RR state, two open-string tachyons, a world-volume scalar and a
world-volume vector that is computed in Section 3.2. In addition, we provided a convergent
expansion for this amplitude, thus going beyond the factorized limit that was studied in [52]
and allowing quantitative insights into the regime that sets in beyond it. This technique
is also applicable in other contexts involving integrations of six-point correlators, and we
expect that the methods used to derive it may also be relevant to study more complicated
cases, including corrections to fermionic couplings 18.
As we have stressed, unveiling new WZ-like couplings in the effective action of brane
systems can be relevant to a number of applications, ranging from (top-down) holographic
models 19 to cosmology. All-order α′ corrections could grant a firmer quantitative control
on vacuum stability in the presence of anti D-branes. This issue which has been thoroughly
18 For a discussion of all-order fermionic couplings for flux backgrounds in the presence of D3-branes,
see [65].
19 For an example where stringy effects in D-brane dynamics play an important role in holography, see [66].
25
discussed in the literature, and specifically new couplings, and as we have stressed their all-
order corrections, could shed some light on KKLT-like constructions of de Sitter metastable
vacua. Finally, the inclusion of all-order α′ effects would extend top-down holographic
models, such as the Sakai-Sugimoto model of holographic QCD, beyond the (super)gravity
approximation, thus extending it to weak values of the ’t Hooft coupling.
This type of explicit analysis, aside from its direct bearing on the construction of low-
energy effective actions, has the potential to provide instructive insights on curvature
corrections, and therefore vexing issues related to supersymmetry breaking, the result-
ing (in)stabilities [67] and the Weak Gravity Conjecture (and extensions thereof) [68–70].
Work in this spirit along the lines of [71] is in progress.
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Appendix A: Notation for the Factorized Amplitude
In this section we provide explicit expressions for the N and Q functions that appear in
eqs. (3.16), (3.17), (3.18) and (3.19).
N1 = 2
−2(t+s+u+v+r+w)−1 Γ(−2u+ 12) Γ(−2t+ 1)
Γ(−2t− 2u+ 3
2
)
,
N2 =
Γ(−u− r − w) Γ(−t− v − r + 1
2
) Γ(r − s) Γ(−t− s− u− v − r − w)
Γ(−u− s− w) Γ(−t− s− v + 1
2
) Γ(−u− w − t− v − 2r − 1
2
)
,
N3 = 2
−2(t+s+u+v+r+w)−2 Γ(−2u− 12) Γ(−2t+ 1)
Γ(−2t− 2u+ 1
2
)
,
N4 =
Γ(r − s− 1
2
) Γ(−r − t− v) Γ(−r − u− w − 1
2
) Γ(−r − s− t− u− v − w − 1
2
)
Γ(−s− t− v + 1
2
) Γ(−s− u− w) Γ(−2r − t− u− v − w + 1
2
)
,
N5 = 2
−2(t+s+u+v+r+w)−2 Γ(−2u+ 12) Γ(−2t)
Γ(−2t− 2u+ 1
2
)
,
N6 =
Γ(r − s− 1
2
) Γ(−r − t− v) Γ(−r − u− w + 1
2
) Γ(−r − s− t− u− v − w − 1
2
)
Γ(−s− t− v + 1
2
) Γ(−s− u− w) Γ(−2r − t− u− v − w + 1
2
)
,
N7 = 2
−2(t+s+u+v+r+w)−3 Γ(−2u+ 12) Γ(−2t)
Γ(−2t− 2u+ 1
2
)
,
N8 =
Γ(r − s) Γ(−r − t− v − 1
2
) Γ(−r − u− w) Γ(−r − s− t− u− v − w − 1)
Γ(−s− t− v − 1
2
) Γ(−s− u− w) Γ(−2r − t− u− v − w + 1
2
)
.
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Q1 =
(−r − t− v)
2(4t+ 4u− 1) (r(8u+ 2) + s(8t− 4) + 8(t+ u)(u+ w) + 8t+ 2u− 2w − 3) ,
Q2 =
(r − s− 1
2
) (−2u− 1
2
)
2 (4t+ 4u− 3) (−2t− 2u+ 1
2
)
× (r(8t− 8u− 2) + 8t(t+ v)− 4t− 8u(u+ w)− 2u− 4v + 2w + 1) ,
Q3 =
(r − s− 1
2
) (−2u− 1
2
) (−r − t− v)
(−2t− 2u+ 1
2
)
,
Q4 =
2t(4r + 4t+ 4u− 1) + s(8u− 2) + 8v(t+ u) + 4u− 2v − 1
2(4t+ 4u− 1) ,
Q5 =
(−2t) (−r − t− v)
(−2t− 2u+ 1
2
)
,
Q6 =
(−2t) (r − s− 1
2
)
(−2t− 2u+ 1
2
)
,
Q7 =
(
− 4t (r(−2t+ 2u− 2v + 2w + 1) + 2s(t− u+ v − w) + s+ 2t+ 2v + 1)
(4t+ 4u− 1) (2s+ 2t+ 2v + 1)
+ r + t+ v +
1
2
)(
−w − 1
2
)
,
Q8 =
(−s− 1
4
) (−2t) (−2r − t− u− v − w − 1
2
)
(−2t− 2u+ 1
2
)
×
(
− 2 (4r
2 + r(−4s+ 4u+ 4w + 2)− 4s(u+ w) + 2t+ 2v + 1)
(2s+ 2t+ 2v + 1) (4r + 2t+ 2u+ 2v + 2w + 1)
+
2 (2t− 1) (2r + 2t+ 2v + 1)
(4t+ 4u− 3) (2s+ 2t+ 2v + 1) −
2 (r + u+ w)
4r + 2t+ 2u+ 2v + 2w + 1
)
,
Q9 =
(−v − 1
4
) (−2t)
2 (−2u− 1
2
) (4t+ 4u− 1) (−s− t− v − 1
2
)
×
(
2 (r − s) (r(8t+ 8u− 2)− 4 (t2 + t(−3u+ v − 3w)− 2u(u+ w))
− 4u+ 2v − 4w + 1)+ (4t+ 4u− 1) (r + u+ w) (2s+ 2t+ 2v + 1)
+ (8t+ 4u− 3) (2r + 2t+ 2v + 1)
)
.
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Appendix B: Computation of Az, ADz and ADz
In this section we derive a closed-form expression for the integral in eq. (4.3),
Az ≡ Az(a, b, c, d) =
∫
H+
d2z |1− z|a|z|b (z − z¯)c(z + z¯)d . (B.1)
We restrict ourselves to d ∈ N, which is the case of interest. To begin with, one can write
|z|b = 1
Γ(− b
2
)
∫ ∞
0
du u−
b
2
−1e−|z|
2u ,
|1− z|a = 1
Γ(−a
2
)
∫ ∞
0
dt t−
a
2
−1e−|1−z|
2t .
(B.2)
Letting z = x+ iy,
Az = (2i)
c 2d (2i)
Γ(−a
2
)Γ(− b
2
)
∫ ∞
0
dy
∫ ∞
−∞
dx ycxd
∫ ∞
0
du
∫ ∞
0
dt u−
b
2
−1t−
a
2
−1e−(|z|
2u+|1−z|2t) , (B.3)
so that the integral over y gives∫ ∞
0
dy yc e−y
2(u+t) =
Γ(1+c
2
)
2(u+ t)
1+c
2
, (B.4)
while, in terms of the polynomials defined in eq. (B.19), the integral over x reduces to∫ ∞
−∞
dx xde−((u+t)x
2−2tx) =
√
pi
(u+ t)
1+d
2 2d
Pd
(
t√
u+ t
)
e
t2
u+t . (B.5)
All in all,
Az =
(2i)c+1
√
pi Γ(1+c
2
)
Γ(−a
2
)Γ(− b
2
)
∫ ∞
0
du
∫ ∞
0
dt u−
b
2
−1 t−
a
2
−1 e−
ut
u+t
× (u+ t)−1− (c+d)2 Pd
(
t√
u+ t
)
,
(B.6)
and each monomial in Pd gives rise to an integral of the form
Ik =
∫ ∞
0
du
∫ ∞
0
dt u−
b
2
−1t−
a
2
−1e−
ut
u+t tk(u+ t)−1−
c+d+k
2 . (B.7)
After the substitution
t =
x
s
, u =
x
1− s , dt ∧ du =
x
(s(1− s))2 dx ∧ ds (B.8)
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one finds
Ik = Γ
(
−1− a+ b+ c+ d− k
2
)
B
(
1 +
a+ c+ d− k
2
, 1 +
b+ c+ d+ k
2
)
, (B.9)
so that the final result reads
Az = (2i)
1+c
√
pi
2
Γ(1+c
2
)
Γ(−a
2
)Γ(− b
2
)
d∑
k=0
hk,d Γ
(
−1− a+ b+ c+ d− k
2
)
× B
(
1 +
a+ c+ d− k
2
, 1 +
b+ c+ d+ k
2
)
.
(B.10)
Let us now discuss the analogous integral on the upper-half unit disk,
ADz (a, b, c, d) =
∫
H+, |z|<1
d2z |1− z|a|z|b (z − z¯)c(z + z¯)d , (B.11)
recasting it as a one-dimensional integral suitable for numerical evaluation. To this end,
we change variables according to z = r(t+ i
√
1− t2), with 0 < r < 1, −1 < t < 1, so that
ADz = 2d (2i)1+c
∫ 1
0
dr r1+b+c+d (1 + r2)a/2
×
∫ 1
−1
dt
(
1− 2r
1 + r2
t
)a/2
td (1− t) c−12 (1 + t) c−12 .
(B.12)
Recalling the integral representation∫ 1
0
dx xλ−1(1− x)µ−1(1− ux)−ρ(1− v x)−σ dx = B(µ, λ)F1(λ, ρ, σ, λ+ µ;u, v) (B.13)
of the Appell series F1 [72], one can rewrite the integral as
ADz (a, b, c, d) = 2d(2i)1+c B
(
c+ 1
2
, d+ 1
)
×
∫ 1
0
dr r1+b+c+d(1 + r2)a/2
(
Fabcd(r) + (−1)dFabcd(−r)
)
,
(B.14)
where we have defined
Fabcd(r) ≡ F1
(
d+ 1,−a
2
,
1− c
2
, d+
c
2
+
3
2
;
2r
1 + r2
,−1
)
= 2−(d+1)F1
(
d+ 1, −a
2
,
a
2
+ c+ d+ 1;
(1 + r)2
2(1 + r2)
,
1
2
)
.
(B.15)
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The second line follows from eq. (9.4.3) in [72], and is better suited for numerical applica-
tions, since the Appell series is evaluated within its domain of convergence.
Let us finally consider the integral ADz , whose domain is the complement of the unit disk
in H+,
ADz (a, b, c, d) =
∫
H+, |z|>1
d2z |1− z|a|z|b (z − z¯)c(z + z¯)d . (B.16)
Changing variables according to z → 1/z¯ recasts the integral in the form
ADz (a, b, c, d) =
∫
H+, |z|<1
d2z |z|−2−a−b−2c−2d |1− z|a(z − z¯)c(z + z¯)d , (B.17)
so that
ADz (a, b, c, d) = ADz (a,−2− a− b− 2c− 2d, c, d) . (B.18)
Hence, one is led back to the integral representation of eq. (B.14).
1. The Pn Polynomials
We describe now the polynomials associated to the coefficients hk,n, which are needed in
eq. (B.10).
Let us define the family polynomials
Pn(v) ≡ e−v2 d
nev
2
dvn
, (B.19)
which are related to the physicists’ Hermite polynomials via Hn(iv) = i
nPn(v). One can
also define them via the recurrence relation
Pn(v) =
(
2v +
d
dv
)
Pn−1(v) , P0(v) = 1 , (B.20)
and the corresponding coefficients,
Pn(v) ≡
n∑
k=0
hk,n v
k , (B.21)
are manifestly positive. These coefficients enter the closed-form expression for the integral
in eq. (4.3).
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