In this paper, we establish Schauder's estimates for the following non-local equations in R d :
Introduction
Let b be a measurable vector-valued function on R d , and a be a measurable symmetric matrix-valued function on R d . Denote by ∂ i the i-th partial derivative ∂ ∂x i . Consider the following elliptic equation:
(1.1)
Here and below we use the Einstein summation convention. Suppose that f belongs to C β , where C β stands for the global Hölder spaces (see Subsection 2.1). Assume that there is a constant λ > 0 such that a is strictly elliptic, i.e., ξ i a i, j ξ j λ|ξ| 2 , ∀ξ ∈ R d , and the Hölder norms of coefficients are all bounded by another constant Λ > 0, i.e.,
Then, Schauder's estimates tell us that there is a constant c = c(d, β, λ, Λ) > 0 such that for any solution u ∈ C 2+β of (1.1),
It is well-known that Schauder's estimates play a basic role in constructing the classical solution for quasilinear PDEs, and also give an approach to show the well-posenesses of SDEs (see [25] , [5] , [17] , [12] , etc.). For heat equations, we can find many ways to prove such an estimate, such as [16] , [19] , [20] , and so on. A natural question is whether Schauder's estimates hold when we replace the local operator a i, j ∂ i ∂ j by some non-local ones? These problems are drawn great interests recently (see [3] , [2] , [13] , [18] , and [15] ).
In this paper, we consider the following equation:
κ,σ is an α-stable-like operator with form:
where z (α) = z1 α∈(1,2) + z1 |z| 1 1 α=1 with α ∈ (0, 2), σ : R + × R d → R d ⊗ R d and κ : R + × R 2d → R are measurable, and ν (α) is a non-degenerate α-stable Lévy measure which can be very singular (see Subsection 2.2).
Throughout this paper, we make the following assumptions on κ, σ and b:
(H β κ ) For some c 0 1 and β ∈ [0, 1], it holds that for all t 0 and x, y, z ∈ R d , c Here, · denotes the Hilbert-Schmidt norm of a matrix, and | · | denotes the Euclidean norm. Notice that L (α) κ,σ u(t, x) is meaningful when u(t, ·) ∈ C γ for some γ > α. From the view point of PDEs, the drift term, instead of the diffusion term, plays a dominant role in the supercritical case α ∈ (0, 1). There are several works to study Schauder estimate of PDE (1.2) when α ∈ (0, 1), such as [21] , [22] , [11] , [9] , [26] , [6] , and so on. Particularly, when σ is the identity matrix I, κ ≡ 1, and ν (α) (dz) = 1/|z| d+α dz with α ∈ (0, 1), i.e. L (α) κ,σ = ∆ α 2 , Silvestre [22] obtained an interior Schauder estimate under some Hölder continuous and bounded drifted coefficents. Moreover, Zhang and Zhao [26] studied Schauder's estimates for PDE (1.2) with Lévy measure ν (α) (dz) = 1/|z| d+α dz. In addition, for singular Lévy measures, Chen, Zhang and Zhao [11] showed a Besov-type apriori estimate: for every p > d/(α + β − 1), there is a constant c > 0 such that 
It was not known untill now if the above Schauder's estimates hold when α ∈ (0, 1) and σ depends on x.
In the sequel, use := as a way of definition. For a Banach space B and T > 0, we denote
). The aim of this paper is to prove the following theorem which gives Schauder estimate for PDE (1.2) and the existence of classical solutions (see Definition 3.1 below).
, for any f ∈ L loc (C β ), there is a unique classical solution u in the sense of Definition 3.1 such that for any T > 0 and some constant c = c(T, c 0 , d, α, β, γ) > 0,
We point out that there are few results of heat kernel estimates for the operator ∂ t − L (α) κ,σ when ν (α) (dz) 1/|z| d+α dz and σ is not a constant. Hence, it seems to be quite difficult to obtain Schauder's estimates as stated in Theorem 1.1 by using methods from [6] . A key ingredient in our approach is the use of Littlewood-Paley's theory. Remark 1.3. In the Theorem 1.1, α is required to be greater than 1/2 due to some moment problems (see Remark 3.10 ) . This restriction also appears in [6] . An open problem is to drop the restriction α > 1/2. If L (α) κ,σ = ∆ α/2 , i.e. σ ≡ I, κ ≡ 1, we can drop the restriction α > 1/2, and then obtain Schauder's estimates for α ∈ (0, 2) in our method( see Remark 3.12 ) .
This paper is organized as follows: In Section 2, we introduce some basic function spaces, and present the estimates of Littlewood-Paley's types for heat kernels of nonlocal operators with constant coefficients (see Lemma 2.12 below). In Section 3, we show the the maximum principle Lemma 3.3, and prove Schauder's estimates Theorem 3.4 for PDE (1.2) by freezing coefficients along the characterization curve. In Section 4, through the continuity method, we apply the apriori estimate Theorem 3.4 to show the main result Theorem 1.1.
Throughout this paper, we shall use the following conventions and notations:
• We use A B to denote A cB for some unimportant constant c > 0. • N 0 := N ∪ {0}, R + := [0, ∞), and for R 0, we shall denote 
where [β] denotes the greatest integer less than β, and ∇ j stands for the j-order gradient, and
We introduce another notation:
For any integer n 1, define C n be the set of n-order continuous differentiable functions on
If f belongs to C 1 , then it is Lipschtiz.
Remark 2.1. For 0 < s < 1, note that the set consisting of all functions whose C s -seminorms are finte is bigger than C s -seminorms. For example, let f (
This fact tells us that for some unbounded functions, their C s -seminorms can be finite.
The following result is simple but important (see [25, Lemma2.1] ).
In the sequel, let χ : R d → R be a smooth function with
The following results are useful and their proofs are straightforward and elementary.
Next we are going to introduce the Besov spaces. Let S (R d ) be the Schwartz space of all rapidly decreasing functions on R d , and S ′ (R d ) be the dual space of S (R d ) called Schwartz generalized function (or tempered distribution) space. For any f ∈ S (R d ), the Fourier transformf and the inverse Fourier transformf are defined bŷ
For any f ∈ S ′ (R d ), the Fourier transformf and the inverse Fourier transformf are defined by
It is easy to see that for
In particular, if | j − j ′ | 2, then
From now on we shall fix such φ 0 and φ 1 . For j ∈ N 0 , the block operator ∆ j is defined on
Remark 2.5. For j ∈ N 0 , by definitions it is easy to see that
Here is the definition for the Besov spaces.
When q = ∞, it is in the following sense
Recall the Bernstein's inequality( [1, Lemma 2.1]).
Lemma 2.7 (Bernstein's inequality). For any k = 0, 1, 2, · · · , there is a constant c = c(k, d) > 0 such that for all j 0,
It is well-known that for any 0 < s N and n ∈ N,
The proof can be found in [24] or [1] .
We also need the following interpolation inequality [4, Theorem 6.4.5- (3)].
Lemma 2.9. Let A be a Banach space and β 1 < β 2 be two positive noninteger numbers. If T is a bounded linear operator from C β 2 to A, then there is a constant c = c(β 1 , β 2 ) > 0 such that
Lévy measures and heat kernel estimates.
We call a measure ν on R d a Lévy measure if
In particular, for α ∈ (0, 2), we say a Lévy measure ν (α) is α-stable if it has form
where Σ is a finite measure over the unit sphere S d−1 (called spherical measure of ν (α) ). Notice that, for any γ 1 > α > γ 2 0,
is the standard or strict α-stable Lévy measure and
In this case, 3) and I is the identity matrix.
where δ e k is the Dirac measure at the e k = (0, · · · , 0, 1 k th , 0, · · · , 0), then
where δ 0 is the Dirac measure at the zero. Such measure is called the cylindrical Lévy measure. Moreover,
Notice that |ξ| α is not smooth at origin,
be measurable functions satisfying the following assumptions:
for some constant c 0 1 and in the case of α = 1,
Let N(dt, dz) be the Possion random measure with intensity measure
whereÑ(dr, dz) := N(dr, dz) − κ(r, z)ν (α) (dz)dr is the compensated Poisson random measure and
Precisely,
Next, we consider the following process:
By the same argument as in [7] , we have the crucial lemma in this paper Lemma 2.12. Let α ∈ (0, 2). Under (2.8) and (2.9), the random variable X κ,σ s,t defined by (2.11) has a smooth density p κ,σ s,t . Furthermore, for any T > 0, β ∈ [0, α), and n ∈ N 0 , there is a constant c = c(c 0 , α, ν (α) , β, T, d) such that for any s, t ∈ [0, T ] and j ∈ N,
Schauder's estimates for nonlocal equations
In this section, we show Schauder's estimates for nonlocal equations:
Throughout this section, we assume that κ, σ and b satisfy, respectively, conditions (H β κ ), (H γ σ ) and (H β b ) . Definition 3.1 (Classical solutions). We call a bounded continuous function u defined on
Remark 3.2. Note that under the conditions (H 0 κ ) and (H 0 σ ), L (α) κ,σ u(t, x) and b · ∇u(t, x) is pointwisely well defined for any u ∈ L ∞ loc (C γ ) with γ > α ∨ 1. Hence, the classical solution is well-defined.
We have the following maximum principle for classical solutions. 
By (3.2) , it is easy to see that for Lebesgue almost all t > 0, 
Our goal of this section is to prove the following Schauder's apriori estimates. 
To prove this theorem, we use the perturbation argument by freezing coefficients along the characterization curve as showed in [17] . We need the following well-known fact from ODE, whose proof can be found in [17, Lemma 6.5].
Then, for each x ∈ R d , there is a global solution θ t to the following ODE:
Moreover, if we denote by S x := {θ · : θ 0 = x} the set of all solutions with starting point x, then for each T > 0,
3.1. Bounded drift case. In this subsection, assuming b ∈ L ∞ loc (C β ), we prove the following apriori estimate.
It is easy to see thatũ satisfies the following equation:
(3.5)
Taking κ(t, z) =κ 0 (t, z) and σ(t) =σ 0 (t) in (2.11) and obesrving that (2.8) and (2.9) are still valid in this case, we have a smooth density p s,t for Xκ 0 ,σ 0 s,t . Define
Then, by Duhamel's formula [7, Lemma 3.1] we havẽ
Below, without loss of generality, we drop the tilde over u, κ, κ 0 , σ, σ 0 , b and f .
We prepare the folowing lemmas which are analogues of [17, Lemma 6.6, 6.8, 6.9]. Proof. First of all, by defnitions, we have
For simplicity of notation, we drop the time variable t and the superscript α of ν (α) . For any ε > 0, by (2.6) and (3.5), we obtain that for u ∈ C α+ε ,
Next, we estimate J 2 for α ∈ (0, 1), α ∈ (1, 2), and α = 1 separately.
(1) Case: α ∈ (0, 1). Choosing ε ∈ (0, β) such that β < (α − ε)γ and α + ε < 1, by (3.5), we have
Hence, by (2.12), we get that for all u ∈ C α+ε ,
(2) Case: α ∈ (1, 2). Choosing ε ∈ (0, β) such that α + ε < 2, by(3.5) , we have
Therefore, by (2.12) and β < γ, we obtain that for all u ∈ C α+ε ,
(3) Case: α = 1. As above proofs, we decompose the integral on R d into two parts, the small jump part and the large jump part. The small jump part, that is the integral on {z ∈ R d | |z| 1}, is same as the case of α ∈ (1, 2). The large jump part, that is the integral on {z ∈ R d | |z| > 1} is same as the case of α ∈ (0, 1). Hence, it is easy to see that t 0 |∆ j P s,t J 2 |(s, 0)ds 2 − j(α+β) u C α+ε .
Combining J 1 with J 2 , we complete the proof.
Proof. By the (3.5) and (2.12), we have
where we used the fact that 1 < α + β − ε. Lemma 3.9. Let α ∈ (0, 2) and β ∈ R + . For any T > 0, there is a constant c > 0 such that for
Proof. By (2.3), (2.12) and Remark 2.8, we have
. Thus, we get (3.9).
Now we are in a position to give
Proof of Theorem 3.6. By (3.6), Lemma 3.7, Lemma 3.8 and Lemma 3.9, we have
, for some ε ∈ (0, β ∧ (α + β − 1)). By taking the supremum of x 0 and Lemma 3.5, we obatin
which in turn implies (3.4) by the interpolation inequality u L ∞
for any ε ∈ (0, 1) and some constant c ε , the maximum principle Lemma 3.3, and Remark 2.8. The proof is completed.
Remark 3.10. The restriction of α ∈ (1/2, 2) is only used in Lemma 3.8, which is caused by the moment problem due to 1 − α < α. Since we consider classical solutions, α + β must be larger than 1 so that ∇u is meaningful. In addition, we shall assume β < α due to the moment estimate (see Lemma 2.12) . The critical case α + β = 1 is a technical problem, and we have no ideas to fix it.
3.2.
Unbounded drift case. In this subsection, we use a cutoff technique depending on characterization curve making unbounded drift bounded to prove Theorem 3.4. We first establish a commutator estimate.
Lemma 3.11. Let α ∈ (0, 2), γ ∈ (0, 1] and β ∈ (0, (α ∧ 1)γ). Under conditions (H β κ ) and (H γ σ ), for any T > 0, there is a constant c > 0 such that for any u ∈ L ∞
. The definition of the notation [·, ·] can be found at the end of introduction and χ is defined by (2.1).
where
with z (α) := z1 α∈(1,2) +z1 |z| 1 1 α=1 and the definition of the notation δ h f is defined in the beginning of Subsection 2.1. For simplicity of notation, we drop the time variable t and the superscript α of ν (α) . As the proof of Lemma 3.7, we split the integral (3.11) over areas {z ∈ R d | |z| 1} and
where J 1 and J 2 are called the small jump part and the large jump part, respectively. Since z (α) has different forms in cases α < 1, α > 1 and α = 1, we estimate J 1 , J 2 for these cases separately. Here, the key to estimate · C β norms of those integrals is the following fact
(1) Case: α ∈ (0, 1). By Lemma 2.4, (H γ σ ), and the fact f g C β f C β g C β , we derive that
where we used
for |z| 1. Therefore, by (H β κ ) and (2.6) with 0 < β/γ < α < 1, we obtain
which in turn gives the desired result. Noticing 0 < β/γ < 1 < α, by Lemma 2.4, (H β κ ), and (H γ σ ), we have
For J 1 , we need the interpolation inequality Lemma 2.9. Let
By Lemma 2.4, we have,
We also have
Then, by Lemma 2.9, we obtain that
by (3.15) and Lemma 2.4, we obtain that
(3) Case: α = 1. Observe that for the case α = 1, J 1 is same as the case of α ∈ (1, 2) and J 2 is same as the case of α ∈ (0, 1).
Combining the above calcultions, we complete the proof.
Now we are in a position to give
Proof of Theorem 3.4 . Fix x 0 ∈ R d . Let θ t ,ũ,f ,σ,κ,σ 0 ,κ 0 andb be the same ones in Subsection 3.1. See thatκ andσ still satisfy (H β κ ) and (H γ σ ) respectively. The only difference we shall note is that b L ∞ loc (C β ) here. We use the cutoff technique to fix this problem below. By (3.1), it is easy to see thatũ satisfies the following equation:
where χ is defined by (2.1). Moreover, by Lemma 2.3 and (H β b ), we have χb(t, ·) ∈ C β and (χb)(t, ·) C β [b(t, ·)] C β c 0 .
(3.18)
Thus, concluding form Theorem 3.6, (3.18), and Lemma 3.11, for any t T , we obtain that
. Noticing that, for any k ∈ N 0 ,
and for any t > 0,
. Therefore, by Lemma 2.2, Lemma 3.5, and taking supremum of x 0 , we get
. Furthermore, by interpolations and the maximum principle Lemma 3.3, we have
. The proof is completed. 
Hence, if we have the following estimate Since we have the a priori estimate Theorem 3.4, the rest of proof for Theorem 1.1 is existence of the classical solution. We first introduce the following useful lemma. 
For the simplicity, we only consider the case 0 < α < 1, and drop the time variable t and the superscript α of ν (α) and L (α) κ,σ . In this case, by (1.3), Notice that
For I 1 , under (H β κ ) and (H 1 σ ), by (2.6), we have
For I 2 , under (H 1 σ ) and 0 < β < α < 1, we have
Hence, by (2.6) and (H β κ ), we get
For I 3 , we use the block operator ∆ j . Define
For any j 0, by Bernstein's inequality (2.4) and ν(dλz) = λ α ν(dz) with λ > 0, we have
which implies that L 0 u C β u α+β . Thus, we have where ρ n is the usual modifier. By Step 1, there is a classical solution u n of PDE (1.2) with b = b n and σ = σ n , i.e., ∂ t u n = L (α) κ,σ n u n + b n · ∇u n + f, u n (0) = 0. (4.3)
Noting that [b n (t)] C β [b(t)] C β and σ n (t) C γ σ(t) C γ , by Theorem 3.4, there is a constant c such that for all n ∈ N, The proof is finished.
