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Abstract
The operators H indicated in the title are characterized by a σ -finite Borel measure µ
on Rn, a Borel measurable function c on Rn, and an n× n µ-a.e. nonsingular matrix A
whose entries are also Borel measurable functions on Rn; andHf is defined by means of a
Lebesgue–Stieltjes integral with respect to µ. We give simple sufficient conditions in order
that these operators be bounded on the Lebesgue spaces Lp(Rn) for some 1  p ∞.
These sufficient conditions are exact even in the well-known special cases of the Cesàro
and Copson operators. We also determine the Hausdorff operatorH∗ which is adjoint toH
in a certain sense. We reveal interrelations among these operators and the Fourier transform
of a function f in L1(Rn). On closing, we present further special Hausdorff operators.
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1. Notion of a multivariate Hausdorff operator
The notion of a Hausdorff operator (as well as that of a quasi-Hausdorff oper-
ator) with respect to a positive measure on the unit interval [0,1] was introduced
by Hardy [4, Chapter XI]. Following him, in [1] we defined and studied these
operators with respect to a complex measure on the real line R.
In this paper, we shall define Hausdorff operators with respect to a complex
measure on the n-dimensional space Rn in a significantly more general frame-
work. To this effect, let µ be a σ -finite complex measure defined on the Borel
measurable subsets ofRn; let c :Rn →C be a Borel measurable function, which is
nonzero µ-a.e.; and letA := [ajk] be an n×n matrix whose entries ajk :Rn→C
are Borel measurable functions and such that A is nonsingular µ-a.e. We shall
take it for granted that these assumptions on µ, c, and A are satisfied throughout
the paper; in particular, in each of our Theorems 1–3.
We shall consider Lebesgue–Stieltjes integrals with respect to the measure µ.
The reader may find a full discussion of the Lebesgue–Stieltjes integral in [6,
Chapter 9] by Kamke and [7, Chapter 3] by Saks.
We define the multivariate Hausdorff operatorH=H(µ, c,A) acting on Borel
measurable functions f :Rn →C by setting
Hf (x) :=
∫
c(s)f
(A(s)x)dµ(s), (1.1)
provided that the integral on the right-hand side exists as a Lebesgue–Stieltjes
integral. Here and in the sequel (if it is not indicated otherwise), the integral sign∫
is taken over the entire space Rn, and the variables s, x (and u,v later on) are
points or vectors of Rn.
So, a Hausdorff operator H =H(µ, c,A) is completely characterized by the
triplet of a measure µ, function c, and matrixAwith the properties enlisted above.
A remark is appropriate here. One could absorb the function c in the measure µ,
but we prefer things done in this way which makes the situation more transparent
when we determine the adjoint operator H∗ to H. H∗ turns out also to be a
Hausdorff operator according to our definition, and whose characterizing triplet
can be easily obtained from that of H.
2. Boundedness ofH on the spaces Lp(Rn)
Let 1  p ∞ and denote by p∗ the exponent conjugate to p; that is, let
1/p+ 1/p∗ = 1 with the agreement that 1/∞ := 0.
Lemma 1. If f ∈ Lp(Rn) for some 1  p ∞, µ is a positive measure on Rn,
and if
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kp :=
∫ ∣∣c(s)∣∣∣∣detA−1(s)∣∣1/p dµ(s) <∞, (2.1)
then
‖Hf ‖p  kp‖f ‖p. (2.2)
Clearly, the constant kp depends not only on p, but also on µ, c, and A, but
does not depend on f .
Proof. First, assume that 1 <p <∞. Making use of Fubini’s theorem, Minkow-
ski’s inequality in the general form (see, for example, [2, p. 14]), and integrating
by substitution yield the following:
‖Hf ‖p :=
{∫ ∣∣∣∣
∫
c(s)f
(A(s)x)dµ(s)∣∣∣∣
p
dx
}1/p

∫ {∫ ∣∣c(s)f (A(s)x)∣∣p dx}1/p dµ(s)
=
∫ ∣∣c(s)∣∣{∫ ∣∣f (v)∣∣p∣∣detA−1(s)∣∣dv}1/p dµ(s)
= ‖f ‖p
∫ ∣∣c(s)∣∣∣∣detA−1(s)∣∣1/p dµ(s)
=: kp‖f ‖p,
which proves (2.2) in case 1 <p <∞.
In case p = 1, the above argument works without using Minkowski’s ine-
quality. The case p =∞ is trivial. ✷
Now, we have to concern ourselves with some measure theoretical problems.
In studying the boundedness of Hf for functions f in Lp(Rn), f must be
measurable with respect to the Lebesgue measure and at the same time with
respect to the measure µ. This difficulty can be overcome in a simple way. It
is well known that if f ∈ Lp(Rn) for some 1 p <∞, then there exists a Borel
measurable function f1 ∈ Lp(Rn) such that f (x)= f1(x) at almost every x ∈Rn
with respect to the Lebesgue measure. Therefore, we may consider only Borel
measurable functions when applying definition (1.1). This is in accordance with
the common agreement that in any Lebesgue space Lp(Rn) two functions are
called equivalent if they differ only on a set of Lebesgue measure zero. In other
words, the elements of the space Lp(Rn) are actually function classes, each class
consisting of equivalent functions, and according to what we have said above,
each class can be represented by a Borel measurable function.
However, one more problem still remains, due to the fact that the Borel mea-
surable function f1 is not uniquely determined by f . If µ is not absolutely contin-
uous with respect to the Lebesgue measure, thenHf1 andHf2 may be essentially
446 G. Brown, F. Móricz / J. Math. Anal. Appl. 271 (2002) 443–454
different functions with respect to the measure µ in the case of equivalent (with
respect to the Lebesgue measure) functions f1 and f2, both being Borel measur-
able on Rn. In other words,Hf1 andHf2 may differ on a set of positive measure
with respect to |µ| (as to the notation | · |; see (2.3) and (2.4) below), in spite of
the fact that f1 and f2 differ only on a set of Lebesgue measure zero. To evade
this ambiguity, in the first step we define Hf by means of (1.1) only for contin-
uous functions f , in symbol: f ∈ C(Rn). Since the class of continuous functions
(even those with compact support) is dense in Lp(Rn) for every 1  p <∞, in
the second step we can extendH to a linear, bounded operator on the whole space
Lp(Rn) by making use of the so-called “density” argument familiar in functional
analysis. This “density” argument hinges upon Lemma 1. (See more details in [1]
when n= 1.)
This approach does not apply in the case of the space L∞(Rn), since C(Rn) is
not dense in it. Therefore, in case µ is not absolutely continuous with respect to
the Lebesgue measure by L∞(Rn) we mean C(Rn) in the sequel.
Now, we get rid of the assumption that µ is a positive measure (as is assumed
in Lemma 1). According to the Jordan decomposition theorem (see, for example,
[3, p. 123]), any signed measure µ can be represented as the difference of two
positive measures µ+ and µ−:
µ(E)= µ+(E)−µ−(E)
for every measurable set E. If µ is finite or σ -finite, then so are µ+ and µ−; and
at least one of the measures µ+ and µ− is always finite.
This decomposition gives rise to the notion of the total variation |µ| of µ
defined by
|µ|(D) := µ+(E)+µ−(E) (2.3)
for every measurable set E. Clearly, |µ| is a positive measure, and if µ is finite or
σ -finite, then so is |µ|. The next equivalent definition of |µ| (which explains the
term “total variation”) is also well known (see also [3, Chapter VI]):
|µ|(E) := sup
P
∑∣∣µ(Ej)∣∣
for every measurable set E, where the supremum is extended over all (finite or
countable) partitions P of E into disjoint measurable subsets Ej . In this context,
µ+ and µ− are called, respectively, the upper variation and the lower variation
of µ.
Finally, a complex measure µ is meant to be
µ(E) := µ1(E)+ iµ2(E)
for any measurable set E, where i =√−1 is the imaginary unit, while µ1 and µ2
are signed measures, and the measure
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|µ|(E) := |µ1|(E)+ |µ2|(E) (2.4)
is called the total variation of µ. Clearly, |µ| is a positive measure, and if both µ1
and µ2 are finite (or σ -finite), then so is |µ|.
Summarizing our reasonings in this section, the following theorem is an
immediate consequence of Lemma 1.
Theorem 1. If µ is a complex measure on Rn and
Kp :=
∫ ∣∣c(s)∣∣∣∣detA−1(s)∣∣1/p d|µ|(s) <∞ (2.5)
for some 1  p ∞, then the Hausdorff operator H = H(µ, c,A) defined in
(1.1) is bounded on Lp(Rn):
‖Hf ‖p Kp‖f ‖p. (2.6)
In other words, ‖H‖p  Kp , 1  p ∞. In certain special cases (see, e.g.,
(2.8), (3.5) below, and the operators in Section 5), we actually have ‖H‖p =Kp .
However, the sharpness of (2.6) is an open problem in general.
As an illustration, we present the bivariate (n = 2) Cesàro operator, in sym-
bol: C , as a special Hausdorff operator. This operator C corresponds to the
ordinary Lebesgue measure supported on the unit square [0,1]2 of R2+, c := 1
and A(s1, s2) := diag(s1, s2):
Cf (x1, x2) :=
1∫
0
1∫
0
f (s1x1, s2x2) ds1 ds2
= 1
x1x2
x1∫
0
x2∫
0
f (t1, t2) dt1 dt2, x1, x2 = 0. (2.7)
It follows from the exact inequalities of Hardy related to the ordinary (n= 1)
Cesàro operator that now we have
‖C‖p = (p∗)2, 1 <p ∞. (2.8)
In fact, in case 1 < p < ∞ a repeated application of [5, Theorem 327] and
Fubini’s theorem give
‖Cf ‖pp :=
∫ ∫
R
2+
∣∣∣∣∣ 1x1x2
x1∫
0
x2∫
0
f (t1, t2) dt1 dt2
∣∣∣∣∣
p
dx1 dx2
=
∫
R+
1
x
p
2
{ ∫
R+
∣∣∣∣∣ 1x1
x1∫
0
( x2∫
0
f (t1, t2) dt2
)
dt1
∣∣∣∣∣
p
dx1
}
dx2
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
∫
R+
1
x
p
2
{
(p∗)p
∫
R∗
∣∣∣∣∣
x2∫
0
f (t1, t2) dt2
∣∣∣∣∣
p
dt1
}
dx2
= (p∗)p
∫
R+
{∣∣∣∣∣ 1x2
x2∫
0
f (t1, t2) dt2
∣∣∣∣∣
p
dx2
}
dt1
 (p∗)2p
∫ ∫
R
2+
∣∣f (t1, t2)∣∣p dt1 dt2 =: (p∗)2p‖f ‖pp,
which is one half of (2.8) with the sign “” in place of “=”.
The other half of (2.8) with the sign “” in place of “=” also follows easily.
By [5, Theorem 327], for any ε > 0 there exists a function fε(x1) ∈Lp(R+) such
that ∥∥fε(x1)∥∥p = 1 and ∥∥Cfε(x1)∥∥p  p∗ − ε.
Setting fε(x1, x2) := fε(x1)fε(x2) gives∥∥fε(x1, x2)∥∥p = 1 and ∥∥Cfε(x1, x2)∥∥p  (p∗ − ε)2.
This completes the proof of (2.8) in case 1 <p <∞.
The deduction of (2.8) for p =∞ is even simpler from the corresponding one-
dimensional result.
Now, the strength of Theorem 1 is demonstrated by the fact that from (2.5) and
(2.6) it follows that
‖C‖p Kp :=
∫ ∫
R
2+
(s1s2)
−1/p ds1 ds2 = (p∗)2, 1 <p ∞.
3. The adjoint operator toH
Consider the Hausdorff operator H = H(µ, c,A) for which condition (2.5)
is satisfied for some 1  p ∞. By Theorem 1, the operator H is bounded on
Lp(Rn). We claim that the operatorH∗ =H(µ, c|detA−1|, A−1) is bounded on
the conjugate space Lp∗(Rn). Indeed, by assumption, we have
Kp∗(H∗) :=
∫ ∣∣c(s)detA−1(s)∣∣∣∣detA(s)∣∣1/p∗ d|µ|(s)
=
∫ ∣∣c(s)∣∣∣∣detA−1(s)∣∣1/p d|µ|(s)=:Kp(H) <∞. (3.1)
This implies the case 1 < p ∞ in the following corollary, while the case
p = 1 is trivial.
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Corollary 1. If condition (2.5) is satisfied for some 1 p ∞, then the operator
H∗ is bounded on Lp∗(Rn):
‖H∗f ‖p∗ Kp‖f ‖p∗ .
In other words, ‖H∗‖p∗ Kp , 1 p ∞.
We also claim that this H∗ is the adjoint operator to H in the sense which we
make clear in the following
Theorem 2. Let H = H(µ, c,A) be a Hausdorff operator for which condition
(2.5) is satisfied for some 1  p ∞, and let H∗ :=H(µ, c|detA−1|, A−1). If
f ∈ Lp(Rn) and g ∈Lp∗(Rn), then∫ [Hf (x)]g(x) dx = ∫ f (x)[H∗g(x)]dx. (3.2)
Observe that H∗ is also a Hausdorff operator according to our definition. We
note that Hardy [4, Chapter XI] uses the term “quasi-Hausdorff” forH∗ (and there
µ is a Borel measure on the unit interval [0,1]).
Proof. We have seen above that, by virtue of Theorem 1 and Corollary 1 both
integrals in (3.2) exist as Lebesgue integrals. So we may apply Fubini’s theorem
twice as follows:∫ [Hf (x)]g(x) dx := ∫ {∫ c(s)f (A(s)x)dµ(s)}g(x) dx
=
∫
c(s)
{∫
f
(A(s)x)g(x) dx}dµ(s)
=
∫
c(s)
{
f (v)g
(A−1(s)v)∣∣detA−1(s)∣∣dv}dµ(s)
=
∫
f (v)
{∫
c(s)
∣∣detA−1(s)∣∣g(A−1(s)v) dµ(s)}dv
=:
∫
f (v)
[H∗g(v)]dv,
which is (3.2). ✷
The following corollary of Theorem 2 is worthy to be formulated.
Corollary 2. If condition (2.5) is satisfied for some 1 p ∞, then
‖H‖p = ‖H∗‖p∗ . (3.3)
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Proof. For the sake of brevity in writing, denote by (Hf |g) the left-hand side
and by (f |H∗g) the right-hand side in (3.2).
Applying the reverse Hölder inequality, then (3.2), and finally the ordinary
Hölder inequality give
‖H‖p := sup
{‖Hf ‖p: ‖f ‖p  1}
= sup{sup{(Hf | g): ‖g‖p∗  1}: ‖f ‖p  1}
= sup{sup{(f |H∗g): ‖f ‖p  1}: ‖g‖p∗  1}
 sup
{‖H∗g‖p∗ : ‖g‖p∗  1}=: ‖H∗‖p∗ .
The converse inequality ‖H∗‖p∗  ‖H‖p is proved analogously. ✷
As an example, we present the adjoint operator to the Cesàro operator C defined
in (2.7). This adjoint operator C∗ corresponds to the ordinary Lebesgue measure
supported on the unit square [0,1]2,
c(s1, s2) := s−11 s−22 and A(s1, s2) := diag
(
s−11 , s
−1
2
)
.
That is, C∗ is defined by
C∗f (x1, x2) :=
1∫
0
1∫
0
1
s1s2
f
(
x1
s1
,
x2
s2
)
ds1 ds2
=
∞∫
x1
∞∫
x2
f (t1, t2)
t1t2
dt1 dt2, x1, x2 > 0, (3.4)
and defined analogously when x1 < 0 or/and x2 < 0. C∗ is called the bivariate
Copson operator. If follows from (2.8) and (3.3) that
‖C∗‖ = p2, 1 p <∞. (3.5)
The case p = 1 is not covered by Corollary 2, but (3.5) for p = 1 follows
immediately from the corresponding one-dimensional result.
The strength of Theorem 1 is demonstrated again by the fact that from (2.5)
and (2.6) applied to C∗, and (3.1) it follows that
‖C∗‖p Kp(C∗)=Kp∗(C)= p2, 1 <p <∞.
4. Commuting relations with Fourier transform
We recall that the Fourier transform of a function f ∈L1(Rn) is defined by
fˆ (u) := 1
(2π)n/2
∫
f (x)e−iu·x dx, u ∈Rn, (4.1)
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where
u · x :=
n∑
k=1
ukxk
is the familiar inner product of the vectors u= (u1, . . . , un) and x = (x1, . . . , xn).
It is well known that fˆ ∈ C(Rn) and by the Riemann–Lebesgue lemma,
fˆ (u)→ 0 as max{|uk|: 1 k  n}→∞.
In particular, fˆ is a bounded continuous function on Rn.
In the following theorem, we answer the claim indicated in the title of this
section.
Theorem 3. Assume that A(s) is a symmetric matrix µ-a.e. and f ∈ L1(Rn).
(i) If condition (2.5) is satisfied for p = 1, then
(Hf )∧(u)=H∗fˆ (u). (4.2)
(ii) If condition (2.5) is satisfied for p =∞, then
(H∗f )∧(u)=Hfˆ (u). (4.3)
Before the proof we formulate an almost obvious identity.
Lemma 2. If A is a symmetric matrix, then
u ·A−1v =A−1u · v, u, v ∈Rn.
Proof of Theorem 3. (i) By Theorem 1, we haveHf ∈L1(Rn), so the left-hand
side in (4.2) is well defined by (4.1). On the other hand, condition (2.5) for p = 1
together with the fact that fˆ is bounded guarantees the existence of the Lebesgue–
Stieltjes integral on the right-hand side in (4.2).
Thus, we may apply Fubini’s theorem twice and use Lemma 2 in order to
obtain that
(2π)n/2(Hf )∧(u) :=
∫
Hf (x)e−iu·x dx
=
∫ {∫
c(s)f
(A(s)x)dµ(s)}e−iu·x dx
=
∫
c(s)
{∫
f
(A(s)x)e−iu·x dx}dµ(s)
=
∫
c(s)
{∫
f (v)e−iu·A−1(s)v
∣∣detA−1(s)∣∣dv}dµ(s)
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=
∫
c(s)
∣∣detA−1(s)∣∣{∫ f (v)e−iA−1(s)u·v dv} dµ(s)
=
∫
c(s)
∣∣detA−1(s)∣∣(2π)n/2fˆ (A−1(s)u)dµ(s)
=: (2π)n/2H∗fˆ (u), u ∈Rn,
which is (4.2).
(ii) The proof of (4.3) is analogous to that of (4.2). So, we omit it. ✷
5. Further special Hausdorff operators
We have seen the bivariate Cesàro operator C in Section 2 (see (2.7)) and the
bivariate Copson operator C∗ in Section 3 (see (3.4)).
In the next two examples, let µ again be the Lebesgue measure supported on
the unit square [0,1]2. If c(s1, s2) := s−12 and A := diag(s1, s−12 ), then we get the
mixed Cesàro–Copson operatorM defined by
Mf (x1, x2) :=
1∫
0
1∫
0
1
s2
f
(
s1x1,
x2
s2
)
ds1 ds2
= 1
x1
x1∫
0
∞∫
x2
f (t1, t2)
t2
dt1 dt2, if x1 = 0 and x2 > 0,
and defined analogously if x1 = 0 and x2 < 0.
On the other hand, if c(s1, s2) := s−11 and A := diag(s−11 , s2), then we get the
mixed Copson–Cesàro operatorM∗ defined by
M∗f (x1, x2) :=
1∫
0
1∫
0
1
s1
f
(
x1
s1
, s2x2
)
ds1 ds2
= 1
x2
∞∫
x1
x2∫
0
f (t1, t2)
t1
dt1 dt2, if x1 > 0 and x2 = 0.
As the notations indicate, the operators M and M∗ are indeed adjoint to one
another. According to Hardy’s exact inequalities [5, Theorems 327 and 328], we
see that
‖M‖p = ‖M∗‖p = pp∗, 1 <p <∞.
Thus, M∗ is a “mirror image” of M, and we have an example of a Hausdorff
operator whose adjoint has the same norm.
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In our last two examples µ is the Lebesgue measure supported on the unit disk
of R2. The rotational Cesàro operator, in symbol:R, is defined when
c := 1 and A :=
(
s1 −s2
s2 s1
)
.
Setting s1 := r cosθ and s2 := r sin θ , we have
Rf (x1, x2) :=
∫
f (s1x1 − s2x2, s2x1 + s1x2) ds1 ds2
=
1∫
0
2π∫
0
f (x1r cosθ − x2r sin θ, x1r sin θ + x2r cos θ)r dr dθ.
(5.1)
Assuming that f is rotationally invariant, that is, when f (x1, x2) depends only on
R := (x21 +x22)1/2, which we shall denote also by f (R), (5.1) can be reformulated
as
Rf (x1, x2)=
1∫
0
2π∫
0
f (rR)r dr dθ
= 2π
1∫
0
f (Rr)r dr = 2π
R2
R∫
0
rf (r) dr. (5.2)
By Theorem 1, we have
‖R‖p 
∫ (
s21 + s22
)1/p
ds1 ds2
=
1∫
0
2π∫
0
r−2/pr dr dθ = πp∗, 1 <p ∞ (5.3)
(the case p =∞ being trivial).
In the case when
c := (s21 + s22)−1 and A := (s21 + s22)−1
(
s1 s2
−s2 s1
)
,
we obtain the rotational Copson operator, in symbol:R∗, defined by
R∗f (x1, x2) :=
∫ 1
s21 + s22
f
(
s1x1 + s2x2
s21 + s22
,
−s2x1 + s1x2
s21 + s22
)
ds1 ds2.
Similarly to (5.2), if f is rotationally invariant, we can rewrite this into the fol-
lowing:
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R∗f (x1, x2)= 2π
∞∫
R
f (r)
r
dr, R := (x21 + x22)1/2. (5.4)
By (3.3) and (2.5), we have
‖R∗‖p  πp, 1 p <∞ (5.5)
(the case p = 1 should be treated directly, by making use of Fubini’s theorem).
Taking into account Hardy’s exact inequality [5, Theorem 328] and (5.4), we
conclude that actually we have (5.5) with “=” sign in place of “”. From this
and (3.3) it follows that we have (5.3) also with “=” sign in place of “”.
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