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« The protein universe is the set of all proteins of all organisms » (Michael Levitt,
2009 [71]).
Ce parallèle entre l’infiniment petit et l’infiniment grand illustre bien l’ampleur de la
tâche à laquelle s’attellent les scientifiques lorsqu’ils étudient les protéines. Le grand
nombre de molécules, le regroupement de certaines via des critères biochimiques (tels
les astres regroupés en planètes, étoiles, astéroïdes ou encore météoroïdes) accentuent
cette transposition de l’univers chez les protéines. De même les protéines sont étudiées
à la fois singulièrement mais également les unes avec les autres. Elles sont référencées,
cartographiées, classifiées, explorées et de même que l’on découvre régulièrement un
nouvel astre, de nouvelles protéines apparaissent.
Ce mémoire dédié aux protéines, plus précisément à leur forme tri-dimensionnelle, est
divisé en trois parties. La première rappelle quelques bases et définitions de la biologie
des protéines. Un point important développé ici a été de montrer avec précision les
atomes des acides aminés qui étaient liés spécifiquement à l’une des propriétés de l’acide
aminé et d’expliquer comment ces atomes "créaient" cette propriété. S’y trouve également
une présentation des données sur lesquelles s’appliquent nos méthodes, que ce soit les
domaines structuraux sur lesquels sont appliqués les protocoles d’assignation ou bien la
famille d’enzymes (GH5) étudiée en seconde partie. On y trouve également une discussion
sur la relation entre la structure des protéines, coeur de notre étude, et la fonction
des protéines. Nous nous sommes également intéressés à la modularité des protéines,
les changements structuraux issus de milliers d’années d’évolution. Certaines notions
concernant les protéines ne sont pas encore explicitement et unanimement définies, nous
avons donc sélectionné certaines définitions qui se retrouvent dans les parties suivantes
comme le domaine.
La seconde partie est dédiée à la classification supervisée des domaines protéiques
au sein de bases de données hiérarchiques. La question est ici : comment assigner un
domaine structural au sein d’une superfamille d’une classification hiérarchique donnée ?
Le chapitre 2 introduit les classifications hiérarchiques de domaines structuraux et pose
le problème ouvert de la caractérisation de la similarité de deux structures au sein d’une
seule et unique valeur : le score. Ce score, bien qu’associé à un alignement de protéines,
est souvent utilisé seul pour caractériser une similarité entre deux structures. Il existe
pratiquement autant de scores que d’outils de comparaison de structures, par conséquent
nous avons créé S amourai , un outil de mesure de scores à partir d’un alignement de
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2deux structures. Ce problème est partiellement traité dans cette partie classification puis
repris dans la partie ?? où les alignements structuraux sont analysés. La question centrale
de cette partie est connue sous le nom de problème d’identification des familles et nous
l’avons abordée avec différents protocole basés sur une méthode exacte qui assure que la
solution trouvée est optimale selon notre score contrairement aux scores d’approximation
classiques. Pour résoudre ce problème nous avons utilisé le recouvrement de cartes de
contacts (CMO), une mesure que nous avons utilisé dans toute cette partie. CMOmesure
la similarité entre deux structures 3D à partir d’une réduction en 2D de ces structures.
Il dénombre un ensemble de similarités locales le long de la globalité des structures.
A partir de cette mesure nous avons utilisé et créé des scores dont l’un possède une
propriété importante pour nous : il est métrique. Enfin, le chapitre ?? décrit nos différents
protocoles, les résultats obtenus et les perspectives d’amélioration.
La troisième partie de ce mémoire porte non plus sur la comparaison à grande échelle
des structures protéiques mais au contraire sur la pertinence de la comparaison d’une
seule paire de structures détaillée via l’alignement des deux structures. Est-ce que deux
structures ont des éléments communs ? Lesquels ? En quelles proportions ? Est-ce que cer-
taines divergences peuvent expliquer une différence de fonction ? La question à laquelle
nous avons essayé de répondre est la question de l’alignement optimal de structures et
plus important : sa signification. Nous avons cherché à ouvrir le spectre des alignements
de structures en ne cherchant pas une zone linéaire dans la séquence correspondant à
un bloc bien conservé entre les deux structures mais au contraire à prendre en compte
les différentes modifications liées à l’évolution. Nos expérimentations numériques me-
nées avec des outils d’alignements, nombreux, ainsi que leurs scores associés, a montré
que toutes les méthodes étaient justifiées car s’orientaient différemment, et qu’elles se
spécialisaient dans la détection de similarités différentes. Ainsi, si un outil d’alignement
retourne un mauvais alignement, ce n’est pas que les structures ne se ressemblent pas
mais que la similarité cherchée par l’outil n’est pas présente. Par ailleurs nous mon-
trons que si l’alignement diffère entre deux outils, la superposition peut elle être très
similaire et c’est donc l’optimisation, l’extension de l’alignement qui créé une différence.
De même il n’existe pas un alignement optimal par paire de structures, les alignements
alternatifs, bien souvent ignorés par les outils qui ne retournent que le "meilleur" sont
une source d’information supplémentaire. Pour effectuer nos recherches, nous avons dé-
veloppé un outil, composé de deux modules complémentaires ayant chacun une tâche
bien spécifique :
— S hinobi (chapitre 6) exprime une question biologique dans le formalisme des
graphes, il sert à caractériser les protéines et leur comparaison pour optimiser la
recherche du second outil sous des aspects à la fois structuraux et biologiques.
— N injas (chapitre 5)est un solveur de pseudocliques qui parcourt les graphes
créés par S hinobi . Ces pseudocliques correspondent à des alignements structu-
raux et par conséquent, N injas recherche indirectement des similarités dans les
structures modélisées dans le graphe par S hinobi .
Cet outil nous permet de générer des alignements selon certains critères et ainsi nous
aider à comprendre une paire de structures. Nos études des alignements des structures
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protéiques nous ont mené à nous intéresser aux motifs structuraux répétés dans les pro-
téines. Plus exactement nous nous sommes intéressés aux motifs qui forment entièrement
une structure, leur détection, leur similarité d’un motif à l’autre. Nous leur avons consa-
cré un chapitre dans lequel nous présentons une méthode de détection supervisée puis
de novo (implémentée dans l’outil K unoichi , chapitre 8).
Finalement nous avons revisité le problème de la comparaison de structures dans le
contexte d’une collaboration avec des chercheurs de la station biologique de Roscoff. Cer-
taines structures sont très semblables mais leurs fonctions divergent. Nous avons cherché
à identifier les zones dans les structures pouvant expliquer ces divergences. L’idée sous-
jacente est qu’une légère modification dans la structure ou dans les propriétés physico-
chimiques locales directes ou indirectes (c’est à dire dans le site catalytique - pour une
enzyme par exemple- ou un peu plus loin dans la structure). Afin de tester nos hypo-
thèses, nous avons combiné l’étude de la structure et de la biochimie des protéines via
un outil nommé Daijinushi (chapitre 9).
Cet outil est un assistant de détection et de visualisation des zones divergentes entre
structures similaires, soit l’inverse des méthodes précédentes puisqu’ici on ne cherche pas
à mesurer une similarité mais au contraire à observer des divergences.
Toutes ces expérimentations nous ont permis de fournir des éléments d’étude des
protéines, que ce soit de manière globale en nous intéressant aux scores de similarité entre
structures ou locale en recherchant toutes les sous-structures similaires ou divergentes
d’une structure à l’autre.
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Chapitre 1
« The Protein Universe »
1.1 Introduction
Une protéine est, selon sa définition la plus basique une macromolécule, un ensemble
d’atomes interagissant, dans un volume limité. Cette définition est bien en deçà de
l’étendue des propriétés des protéines, vague et incomplète mais, en réduisant à l’extrême,
une protéine c’est un mélange de C,N,O,H et S (pour ne citer que les atomes les
plus courants). Toutes les propriétés des protéines découlent des proportions et de la
disposition de ces atomes les uns par rapport aux autres. De petites unités structurales,
les acides aminés (sous forme de résidus d’acides aminés), se distinguent au sein des
protéines et la vision la plus globalement utilisée de la protéine n’est pas l’ensemble
d’atomes mais l’ensemble ordonné de résidus.
Ce chapitre débute par une brève histoire de la science des protéines, puis il est consa-
cré à une présentation des acides aminés protéinogènes que l’on retrouve chez l’Homme.
Nous nous sommes attachés à décrire les atomes de ces acides aminés qui portent une pro-
priété spécifique (tels que décrit par Schmitt et confrères dans [105]). Ce, car ces groupes
d’atomes ont servi de base à l’un de nos modèles de représentations des protéines (cha-
pitre 6). Ensuite seront présentées les protéines dans leur généralité via quelques rappels
sur leurs structures (I,II, III, IV) en développant la structure III qui sera le coeur de ce
mémoire. Enfin nous développerons les relations qui peuvent exister entre ces structures
et la fonction des protéines tout en montrant un panel de l’état de l’art et des avancées
dans le domaine de l’étude de la fonction des protéines.
1.2 Une brève histoire des protéines
Jeannine Yon-Kahn a consacré un livre [121] aux protéines et à leur histoire dans
lequel elle retrace tous les travaux et découvertes qui ont mené à l’état de l’art actuel.
Cette section extrait quelques grandes dates et découvertes de ce livre pour situer le
contexte et l’histoire chargée des protéines en espérant particulièrement montrer que,
malgré le nombre de découvertes et d’avancées, l’étude (particulièrement structurale et
fonctionnelle) des protéines est loin d’être un sujet clos.
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de leurs effets avec notamment les travaux de Spallanzani qui, en 1783, s’intéressait
aux sucs gastriques. Sucs qui font effet grâce à des protéines nommées enzymes. Indi-
rectement, et sans le savoir, Spallanzani étudiait des actions enzymatiques [121]. L’une
des premières enzymes (nommées ferments à l’époque) découvertes fut l’amylase, une
enzyme salivaire, qui a pour rôle d’hydrolyser l’amidon de malt d’orge. Autrement dit,
cette enzyme lyse l’amidon, un grand polysaccharide, en unités plus petites. Ce processus
central dans la fabrication de la bière fut découvert par A. Payen et J.F. Persoz en 1833.
Le terme enzyme (def A.20) fut introduit par Kühne en 1878 alors qu’il étudiait le levain.
Le XIXème fut ponctué de découvertes tant sur le principe des enzymes (observation
des phénomènes) que sur l’identification des molécules responsables de ces effets et des
unités les composant. L’asparagine, l’un des acides aminés (unités des protéines) les plus
courants, fut découvert en 1806, et d’autres le furent également tout au long du siècle.
En 1931, Vickery et Schmidt publiaient un long article décrivant les acides aminés et
synthétisaient tout le travail fait jusqu’alors. Ils ont ainsi posé les bases de domaine de
l’étude des acides aminés. Les protéines, sujet central de ce mémoire furent nommées en
1838 par Berzelius, les compositions et structures sont difficiles à déterminer car requiert
des étapes d’identification et de purification extrêmement délicates. L’une des premières
protéines cristallisée fut l’hémoglobine du ver de terre en 1840 par Hünefeld, la première
enzyme l’uréase par Sumner en 1926.
Si le XIXème siècle a été le siècle des découvertes des grands principes observés
à l’échelle macroscopique, la première grosse moitié du XXème siècle a été celle de
grandes avancées scientifiques en chimie avec notamment les travaux de Pauling sur
l’électonégativité (def A.2) en 1932 ou encore les liaisons chimiques. Travaux qui ont en
autres permis de définir les règles principales relatives à la structure des protéines comme
la longueur et les angles des liaisons atomiques. La seconde moitié du XXème siècle a
connu des avancées techniques majeures exprimées au travers de la détermination de
la structure tri-dimensionnelle de l’hémoglobine. Les protéines sont des macromolécules
difficiles à cristallisées et dont il est encore complexe d’obtenir la structure en trois
dimensions, que cela se fasse avec des techniques de diffraction des rayons X ou par
spectroscopie de résonance magnétique nucléaire (RMN). La biologie structurale, l’étude
de la structure des protéines est née en 1971 lors d’un symposium titré « Structure and
function of proteins at the three-dimensional level » . Par la suite, de plus en plus de
structures ont été déterminées via diffraction des rayons ou RMN (cf figure 1.2) tandis
qu’en parallèle le nombre de séquences protéiques connues explosait grâce à l’avancée
des techniques de séquençage de l’ADN (cf figure 1.1).
Avec l’arrivée de ces données et la popularisation des ressources informatiques sont
apparus de nombreux outils d’analyse et de mutualisation de ces données séquentielles,
structurales et fonctionnelles. La bioinformatique est le domaine qui centralise, traite et
aide à l’analyse de ces données ainsi que des résultats et découvertes issus des travaux
des biologistes. Les progrès de chacun de ces domaines entraînent des améliorations dans
les autres à l’image de l’augmentation de la résolution des structures en cristallographie
qui permet d’affiner les seuils des outils de comparaison. En conclusion l’histoire des
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protéines est riche et continue à s’enrichir, certains aspects de ce mémoire s’appuient sur
des découvertes faites il y a deux cents ans pour tendre à accroître la compréhension de
« l’univers des protéines ».
Figure 1.1 – Evolution du nombre de séquences protéiques au sein de la base de données
de référence UniProtKB-SwissProt
Figure 1.2 – Evolution du nombre de structures dans la « Protein Data Bank »
81.3 Les acides aminés, briques du vivant
Un acide aminé (AA) est un acide carboxylique (molécule contenant un groupement
carboxyle) possédant entre autre un groupement amine, d’où son nom. On recense
plus de cinq cents acides aminés, cent-quarante d’entre sont présents chez les protéines,
on parle d’acides aminés protéinogènes. Tous possèdent une même partie invariante et
ne diffère que par leur chaîne latérale (R) comme le montre la figure 1.3.
Figure 1.3 – Formule générale des acides aminés.
Au centre se trouve un carbone asymétrique, le Cα , qui est lié au groupement amine,
à un hydrogène ainsi qu’un groupement carboxyle et à la chaîne latérale.
1.3.1 Acides aminés protéinogènes chez l’Homme
Chez l’Homme il existe vingt et un acides aminés protéinogènes que nous présentons
en détail ici. Huit d’entre eux sont dits essentiels, c’est à dire que le corps humain ne
peut les fabriquer.
— Alanine (ALA, A)
— Arginine (ARG, R)
— Asparagine (ASN, N)
— Acide Aspartique (ASP, D)
— Cystéine (CYS, C)
— Glutamine (GLN, Q)
— Acide Glutamique (GLU, E)
— Glycine (GLY, G)
— Histidine (HIS, H)
— Isoleucine (ILE, I) - essentiel
— Leucine (LEU, L) - essentiel
— Lysine (LYS, K) - essentiel
— Methionine (MET, M) - essentiel
— Phénylalanine (PHE, F) - essentiel
— Proline (PRO, P)
— Sérine (SER, S)
— Thréonine (THR, T)
— Tryptophane (TRP, W) - essentiel
— Tyrosine (TYR, Y) - essentiel
— Valine (VAL, V) - essentiel
— Sélénocystéine (SEC, U)
Certains contiennent plus d’atomes que d’autres (10 pour la glycine, 27 pour le
tryptophane), certains sont très compacts (la leucine par exemple), d’autres plus éten-
dus comme l’arginine ou encore la lysine. L’étude de la composition et de la struc-
ture des acides aminés (notamment l’observation des différents groupes fonctionnels
chimiques -voir annexe A) a permis de repérer les acides aminés partageant des pro-
priétés/similarités. Par conséquent, on regroupe souvent les acides aminés en fonction
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de la nature de leurs chaînes latérales et de ces différentes propriétés physico-chimiques
qui en découlent.
Le diagramme de Venn suivant, fig ??, représente la classification la plus commune des
vingt acides aminés les plus courants. Les imbrications des différents groupes montrent
Figure 1.4 – Regroupement des acides aminés selon leurs propriétés
un aperçu de l’une des difficultés majeures en biologie moléculaire : expliquer pourquoi
une mutation d’un acide aminé par un autre a été maintenue au cours de l’évolution,
quels sont les changements induits ou encore peut-on prédire ces changements ? Des
études à grande échelle ont montré que les acides aminés apolaires (ou aliphatiques,
hydrophobes) sont souvent concentrés à l’intérieur de la protéine ou, lorsqu’ils sont en
surface, créent des zones d’accroches/de liaison avec d’autres molécules. A l’inverse, les
acides aminés polaires (hydrophiles) se retrouvent en surface, interagissant avec l’eau
environnante. D’autres études ont mené à la création de matrices de substitution qui
scorent la probabilité de mutation d’un acide aminé par un autre au sein des protéines.
A titre d’exemple, voici la répartition des différents acides aminés chez l’Homme (fig
1.5), nous avons récupéré le protéome de l’Homme (UP000005640) au sein de la base
UniprotKB (soit 69 693 séquences protéiques) et analysé sa composition. Sélénocystéine
exceptée, on remarque de l’acide aminé le plus fréquent (la leucine, pratiquement 10
%) et le moins fréquent (tryptophane, moins de 2%) sont tous deux des acides aminés
essentiels. Le niveau d’observation est trop élevé pour établir un quelconque résultat mais
cela permet tout de même de montrer que, de part cette non uniformité des valeurs, la
présence d’un acide aminé plutôt qu’un autre n’est pas anodine. Nous allons donc centrer
notre étude sur ces vingt acides aminés et leurs propriétés.
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Figure 1.5 – Proportion des acides aminés chez l’Homme, en bleu les acides aminés
non-essentiels, en rouge les acides aminés essentiels
1.3.2 Imbriquer des acides aminés et créer des protéines
Les acides aminés s’assemblent en formant des liaisons peptidiques entre les groupes
acide carboxylique COOH et les groupes amines NH+3 . La chaîne polypeptidique as-
semblée se compose de résidus d’acides aminés (def A.19) et constitue la protéine (ou
une partie de la protéine). L’assemblage des acides aminés pour former la chaîne po-
lypeptidique se fait au sein du ribosome. L’ARN messager issu de la transcription du
gène codant pour la chaîne est traduit en chaîne polypeptidique selon le code génétique
(figure 1.6).
Figure 1.6 – Code génétique illustrant la correspondance codon/acide aminé
CHAPITRE 1. THE PROTEIN UNIVERSE 11
1.4 Groupes fonctionnels de Schmitt et al. (FGS)
Schmitt et al. 2002 [105] se sont intéressés aux propriétés des acides aminés et plus
exactement aux atomes/groupes d’atomes qui portent ces propriétés.
Ces groupes fonctionnels (nommés groupes fonctionnels de Schmitt, ou FGS, pour
les différencier des groupes fonctionnels chimiques) permettent d’associer une propriété
globale de l’acide aminé (sa polarité par exemple) à une portion spécifique de l’AA. S’in-
téresser aux groupes fonctionnels plutôt qu’à l’acide aminé dans sa globalité va permettre
d’être plus précis lorsque l’on va comparer deux structures protéiques.
De plus, n’observer une protéine qu’au travers de ses groupes fonctionnels va per-
mettre de s’affranchir des acides aminés, en effet, si un acide aminé porte plusieurs
groupes fonctionnels, un groupe fonctionnel est de même présent chez plusieurs acides
aminés.
Enfin les groupes fonctionnels permettent d’expliquer les propriétés des acides ami-
nés. Par exemple pourquoi la lysine est-elle à la fois polaire (hydrophile) et hydrophobe ?
L’hydrophilie est dûe au groupement amine (NζH2) de la chaîne latérale qui va avoir
tendance à partager son hydrogène tandis que l’hydrophobie se situe au niveau du groupe
aliphatique créé par les quatre carbones (Cβ , Cγ, Cδ et C) de la chaîne latérale.
Les auteurs décrivent dans leur article [105] cinq types de groupes fonctionnels pour
les acides aminés :
— donneur d’hydrogène (DO) ;
— accepteur d’hydrogène (AC) ;
— donneur/accepteur d’hydrogène (DA) ;
— groupe aliphatique (4) ;
— cycle aromatique (◦) ;
Chaque acide aminé (sauf la glycine) porte sur sa chaîne latérale un ou plusieurs groupes
fonctionnels. Lorsque plusieurs atomes interviennent dans un groupe fonctionnel (typi-
quement un cycle aromatique), les auteurs ont considéré un pseudo-centre, barycentre
des coordonnées de chaque atome impliqué, nous appliquerons la même méthode. La
partie squelettique (soit les atomes des résidus moins la chaîne latérale) est aussi dotée
groupes fonctionnels, l’azote est donneur d’H, l’oxygène accepteur d’Het le carbone qui
lui est lié a des propriétés aromatiques.
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1.4.1 Répartition des groupes fonctionnels au sein des acides aminés
et explication des propriétés physico-chimiques
Cette section décrit chaque acide aminé, ses groupements fonctionnels et les proprié-
tés qui en découlent. Dans les formules développées, les différents groupes fonctionnels
des chaînes latérales sont signalés :
— groupe fonctionnel aromatique : ◦
— groupe fonctionnel aliphatique : 4
— groupe fonctionnel donneur d’hydrogène :
— groupe fonctionnel donneur- accepteur d’hydrogène :
— groupe fonctionnel accepteur d’hydrogène :
De même, sur les représentations 3D suivantes apparaissent les atomes selon la
convention :
— Les atomes de carbone (C) en gris ;
— Les atomes d’oxygène (O) en rouge ;
— Les atomes d’azote (N) en bleu ;
— Les atomes de soufre (S) en jaune ;
Les atomes d’hydrogène (H) ne sont pas représentés dans les représentations 3D afin
d’éclaircir l’image, de même le groupe hydroxyle (OH) de la partie squelettique de l’acide
aminé (ensemble des atomes n’appartenant pas à la chaîne latérale) n’est pas présent
car l’acide aminé est représenté sous sa forme de résidu (soit déchargé d’un oxygène et
de deux hydrogènes).
Alanine (ALA, A)
Figure 1.7 – Alanine
Formule développée (g) et visualisation 3D (d).
L’ alanine (C3H7NO2, fig. 1.7) est un acide aminé dont la chaîne latérale est composée
d’un groupement méthyle (un carbone (Cβ ) lié à trois hydrogènes et relié au carbone
central (Cα )). Cette chaîne latérale de l’alanine est un petit groupement aliphatique.
De fait c’est un petit (minuscule même) acide aminé hydrophobe (le Cβ ne partageant
pas ses hydrogènes) et apolaire.
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Arginine (ARG, R)
Figure 1.8 – Arginine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
L’arginine (C3H14N4O2)fig. 1.8), est un acide aminé polaire et chargé positivement.
Une portion de sa chaîne latérale (les trois premiers carbones -Cβ Cγ Cδ ) est un
groupement aliphatique tandis que ses trois groupements amines (N, NH1 et NH2)
sont des donneurs d’hydrogène (aka tendent à partager leurs liaisons hydrogène avec de
l’eau). La présence de ces groupements amines permet à l’arginine d’interagir avec des
acides aminés chargés eux négativement (D,E). Les groupes amines peuvent former des
liaisons ioniques avec des groupes hydroxyle (OH), créant ainsi des ponts salins comme
l’illustre la figure 1.9. Ces ponts ont pour effet d’aider à maintenir la structure de la
protéine à laquelle ils appartiennent.
Figure 1.9 – Ponts salins entre une arginine (R) et une aspartate (D)
Asparagine (ASN, N)
Figure 1.10 – Asparagine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
L’asparagine (C4H8N2O3, fig.1.10) est un acide aminé hydrophile, polaire non chargé.
La chaîne latérale est constituée du Cβ et d’une fonction acide carboxylique (−C(O)OH)
amidifiée, c’est à dire que l’un des oxygènes a été substitué par −NH2 pour donner la
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forme (˘C(NH2)OH). Le groupe −OH est accepteur d’hydrogène tandis que le groupe
−NH2 est donneur d’hydrogène.
Acide aspartique (ASP, D)
Figure 1.11 – Acide aspartique
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
L’acide aspartique C4H7NO4 possède une chaîne latérale composée du Cβ auquel
s’ajoute un groupement carboxyle dont les oxygènes sont accepteurs d’hydrogène. Ce
groupe carboxyle confère une polarité négative à l’acide aminé, les oxygènes étant de
forts attracteurs d’électrons. On distingue donc ici deux FGS (un par oxygène). De
plus, l’acide aspartique peut former des ponts salins avec des acides aminés chargés
positivement (K, H, R) comme le montre la figure 1.9.
Cystéine (CYS, C)
Figure 1.12 – Cystéine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
La cystéine (C3H7NO2S, fig. 1.12) possède un groupement sulfhydryle ou thiol (SH)
au bout du Cβ qui permet la formation de pont disulfure (fig. 1.13). Ces ponts sont les
plus stables observables au sein des protéines et contribuent donc au maintien de la forme
de la protéine. La chaîne latérale étant saturée, elle forme un petit groupe aliphatique.
Figure 1.13 – Pont disulfure (en jaune) entre deux cystéines chez la protéine 2K73
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Glutamine (GLN, Q)
Figure 1.14 – Glutamine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
Le glutamine (C5H10N2O3, fig. 1.14) est polaire non chargé et hydrophile grâce au
groupe amine (−NH2), donneur d’hydrogène et au groupe (−OH), accepteur d’hydro-
gène qui forment sa chaîne latérale. La chaîne latérale globale est constituée de trois
carbones et des groupes carboxyles et amines.
Glutamate (GLU, E)
Figure 1.15 – Aide glutamique
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
Sa chaîne latérale contient un résidu carboxyle, ce qui en fait un acide aminé «
acide », dicarboxylique, polaire. Le glutamate (C5H9NO4, fig. 1.15) est un résidu acide
(de part son groupe carboxyle HO−−) très polaire, chargé négativement et hydrophile.
Comme l’aspartate, il peut créer des liaisons électrocovalentes avec les charges positives
de l’arginine, de la lysine et de l’histidine. Cela aide au maintien de la structure de la
protéine mais peut aussi servir de point d’ancrage lors d’interactions protéine/ligand. Les
deux oxygènes (HOδ2−− et 0δ1) sont des accepteurs d’hydrogènes et de forts attracteurs.
Glycine (GLY, G)
Figure 1.16 – Glycine
Formule développée (g) et visualisation 3D (d).
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La glycine (C2H5NO2, fig. 1.16) est un acide aminé particulier puisqu’il est le seul à
ne pas posséder de Cβ dans sa chaîne latérale qui n’est composée que d’un hydrogène.
Cela fait de la glycine un acide aminé minuscule (seulement dix atomes), apolaire et
hydrophobe.
Histidine (HIS, H)
Figure 1.17 – Histidine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
L’histidine (C6H9N3O2) est un acide aminé avec une chaîne latérale basique, donc
polaire (chargée positivement) de part la présence de deux atomes d’azote (N). Le radical
est composé du Cβ et d’un imazole, ce-dernier a, par nature, des propriétés aromatiques
et ses deux azotes peuvent partager leurs hydrogènes ou en attirer (ce sont des donneurs
accepteurs d’hydrogène, DA). Le modèle de Schmitt et al. [105] y distingue donc trois
groupes fonctionnels : ◦, DA et DA(1.17, à g.).
Isoleucine (ILE, I) - acide aminé essentiel
Figure 1.18 – Isoleucine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
L’isoleucine ( C6H13NO2,fig. 1.18) est un acide aminé très hydrophobe et non polaire
dont la chaîne latérale (isobutyle) ramifiée est composée de quatre carbones dont deux
formant des groupes CH3 et un carbone asymétrique (Cβ ). L’agencement ramifié et
compact de la chaîne latérale limite les conformations que peut adopter l’isoleucine,
une conséquence de cette caractéristique est que l’isoleucine a du mal à intégrer une
formtion en héliceα, à l’inverse cet acide aminé se retrouve facilement dans des feuillets β.
L’isoleucine est représentée, en termes de groupes fonctionnels par un groupe aliphatique,
barycentré entre les quatre carbones de la chaîne latérale (Cβ , Cγ 1, Cγ 2 et Cδ 1).
Leucine (LEU, L) - acide aminé essentiel
La leucine possède la même formule brute que l’isoleucine [1.4.1] ( C6H13NO2,fig.
1.19) et est également ramifié, non-polaire, avec en chaîne latérale (isobutyle) un Cβ (symétrique
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Figure 1.19 – Leucine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
ici) suivi d’un Cγ et deux groupes méthyles CδH3. De fait, la leucine possède les même
propriétés que l’isoleucine, un groupe aliphatique (4) dû à la saturation de la chaîne
carbonée. La leucine se retrouve généralement à l’intérieur des protéines solubles ou en
contact avec des lipides dans les hélices membranaires.
Lysine (LYS, K) - acide aminé essentiel
Figure 1.20 – Lysine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
La lysine (C6H14N2O2, fig. 1.20) est globalement un acide aminé basique (polaire
chargé positivement), néanmoins, sa chaîne latérale composée de quatre CH2 forme un
groupe aliphatique (hydrophobe) et d’un groupe amine (NH3+) est amphiphile. De plus,
comme l’arginine (R) et l’histidine (H), la lysine peut former des ponts salins avec
des acides aminés chargés négativement (E, D). Dans certains cas, la lysine peut se
substituer à un acide aminé ayant un cycle aromatique (e.g. H) et assurer la fonction
aromatique avec son groupement aliphatique, c’est ici la propriété hydrophobe qui est
conservée lors de la substitution.
Méthionine (MET, M) - acide aminé essentiel
Figure 1.21 – Méthionine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
La méthionine (C5H11NO2S, fig. 1.21) est, comme la cystéine, un acide aminé soufré
hydrophobe. L’atome de soufre participe à ce que l’on appelle une fonction thioéther
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(−SCH3). Au niveau groupe fonctionnel, la chaîne latérale possède un groupe alipha-
tique (4) formé par les quatre atomes lourds (Cβ , Cγ , Sδ et C ) et responsable de
la propriété hydrophobe de l’acide aminé. La méthionine est peu réactive mais, grâce
à sa propriété hydrophobe, peut servir dans la reconnaissance de sites de liaison ou de
reconnaissance de ligands hydrophobes. Quant à l’atome de soufre, n’étant pas en posi-
tion terminale (il est suivi d’un méthyle), il interagit difficilement avec d’autres atomes
extra-moléculaires.
Phénylalanine (PHE, F) - acide aminé essentiel
Figure 1.22 – Phénylalanine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
La phénylalanine (C9H11NO2, fig. 1.22) est un acide aminé aromatique hydrophobe ;
sa chaîne latérale comprend un cycle aromatique monocyclique (C uniquement) avec six
électrons délocalisés. Ce cycle peut interagir avec les chaînes latérales d’autres acides
aminés comportant également un cycle aromatique (Y, H, W). Le radical de la phé-
nylalanine contient uniquement le Cβ suivi du cycle aromatique (◦) composé de six
carbones (Cγ Cδ 1Cδ 2 C 1 C 2 Cζ ).
Proline (PRO, P)
Figure 1.23 – Proline
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
Contrairement aux autres acides aminés, la chaîne latérale de la proline (C5H9NO2,fig.
1.23) n’est pas connectée une mais deux fois au squelette, la première au Cα comme les
autres et la seconde au groupe N-terminal. Cette double connexion permet à la chaîne
latérale de former un anneau composer de cinq membres (Cα , Cβ , Cγ , Cδ , NH2) et
contraint fortement les conformations que peut adopter l’acide aminé. Les trois carbones
de la chaîne latérale sont saturés et forment donc un groupe aliphatique (4).
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Sérine (SER, S)
Figure 1.24 – Sérine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
La sérine (C3H7NO3, fig.1.24) est un petit acide aminé polaire de part sa fonction al-
cool (portée par la chaîne latérale (CβH2−OH), faiblement hydrophile et dont l’oxygène
du radical est donneur/accepteur d’hydrogène (DA)). La sérine est souvent en contact
avec le solvant et peut participer aux sites catalytiques des enzymes.
Threonine (THR, T) - acide aminé essentiel
Figure 1.25 – Thréonine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
La thréonine (C4H9NO3, fig.1.25) est un petit acide aminé ramifié, à l’image de la
leucine. Son groupe méthyle, CH3 (saturé donc) est aliphatique (4) tandis que l’autre
ramification est un groupe hydroxyle (−OH) tantôt donneur, tantôt accepteur d’hy-
drogène (DA) suivant l’environnement. Ce groupe −OH définit la propriété polaire de
l’acide aminé et, combiné au Cβ , forme une fonction alcool.
Tryptophane (TRP, W) - acide aminé essentiel
Figure 1.26 – Tryptophane
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
Le tryptophane (C11H12N2O2, fig. 1.26) est un gros acide aminé aromatique, amphi-
phile. Son radical est un indole, c-à-d que son composé aromatique est hétérocyclique ;
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en effet il est constitué d’un cycle pyrrole (quatre C et un N) et d’un cycle benzénique
(six C) partageant deux atomes de carbone. Ces deux cycles (◦) le rendent hydrophobe
mais le groupe NH est donneur d’hydrogène (DO) ce qui permet quelques interactions.
Tyrosine (TYR, Y)
Figure 1.27 – Tyrosine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
La tyrosine (C9H11NO3, fig. 1.27) est amphiphile non chargée avec en chaîne latérale
un phénol (un cycle aromatique portant un groupe hydroxyle −OH). On distingue donc
ici deux groupes fonctionnels : le cycle aromatique (hydrophobe) ◦ et le groupe hydroxyle
donneur/accepteur d’hydrogène (DA).
Valine (VAL, V) - acide aminé essentiel
Figure 1.28 – Valine
Formule développée de l’acide aminé (g) et visualisation 3D de la forme résiduelle (d).
La valine (C5H11NO2, fig. 1.28) est un acide aminé hydrophobe aliphatique. Sa chaîne
latérale, ramifiée, carbonée et saturée, est un isopropyle (le Cβ est lié à deux groupes
méthyles (CH3). Fonctionnellement parlant, la valine n’est constituée que d’un groupe
aliphatique (4) barycentré entre les carbones du radical (Cβ , Cγ 1 et Cγ 2).
1.4.2 Résumé du point de vue des groupes fonctionnels
Le tableau ci-dessous 1.1 répertorie, pour chaque acide aminé, le ou les groupes
fonctionnels présents sur la chaîne latérale. Nous avons observé plus haut (cf figure la
proportion en acides aminés au sein du protéome humain (1.5), nous avons réitérer avec
la proportion en groupes fonctionnels chez les acides aminés essentiels et non-essentiels,
illustration par la figure 1.29. Ce graphique permet d’observer que les acides aminés
essentiels sont composés à plus de 20 % de groupements aliphatiques, porteurs de la
propriété hydrophobe des acides aminés. En revanche les acides aminés non essentiels
sont plus polarisés, ce qui permet les liaisons avec d’autres molécules. En résumé le
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corps humain synthétise les acides aminés portant les groupes fonctionnels "partageurs
d’hydrogène" mais les fonctions aliphatiques viennent en majorité d’acides aminés non
essentiels.
Figure 1.29 – Pourcentage en groupes fonctionnels au sein du protéome humain pour
les selon les acides aminés essentiels (en rouge) ou non
Table 1.1 – Groupes fonctionnels présents chez les acides aminés
Donneur d’H : DO, Accepteur d’H : AC, Donneur/Accepteur d’H : DA, Cycle
aromatique : ◦, Groupement aliphatique : 4
Acide aminé DO AC DA ◦ 4
Alanine - - - - 1
Arginine 3 - - - 1
Asparagine 1 1 - - -
Acide aspartique - 2 - - -
Cystéine - - - - 1
Glutamine 1 1 - - -
Acide glutamique - 2 - - -
Glycine - - - - -
Histidine - - 2 1 -
Isoleucine - - - - 1
Leucine - - - - 1
Lysine 1 - - - 1
Méthionine - - - - 1
Phénylalanine - - - 1 -
Proline - - - - 1
Sérine - - 1 - -
Thréonine - - 1 - 1
Tryptophane - - 1 2 -
Tyrosine - - 1 1 -
Valine - - - - 1
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1.5 Protéines
Le terme protéine vient du grec ancien piρωτoς (protos) signifiant premier, essentiel.
Les protéines, de part l’étendue des fonctions qu’elles assurent dans un organisme se
retrouvent partout, certaines ont un rôle structurel comme l’actine, un rôle de trans-
port (hémoglobine) ou encore catalysent des réactions (enzymes), et la liste n’est pas
exhautive. Une protéine est composée d’acides aminés, qui, part leurs propriétés physico-
chimiques et leurs interactions, définissent son repliement dans l’espace et sa fonction.
1.5.1 Structure primaire (I) : Séquence
La structure primaire d’une protéine est sa composition en résidus d’acides aminés
(notés simplement résidus ici). Cette structure est communément appelée la séquence
d’une protéine .
Définition 1.1 (Séquence d’une protéine). Composition ordonnée en résidus d’acides
aminés d’une protéine.
Ces résidus sont enchaînés les uns à la suite des autres par des liaisons peptidiques
(reliant l’extrémité C-terminale d’un acide aminé à l’extrémité N-terminale d’un autre).
La séquence d’une protéine se lit de l’extrémité N-terminale vers l’extrémité C-terminale.
1.5.2 Structure secondaire (II)
Le concept de structure secondaire a été introduit par Kaj Ulrik Linderstrøm-Lang,
lors des conférences médicales Lane en 1952 à Stanford.
La structure secondaire d’une protéine est l’ensemble des structures locales formées
par liaisons hydrogènes entre atomes des résidus d’acides aminés. Il existe deux grandes
classes de structures secondaires : les hélices et les feuillets (notées respectivement H et
S). Les résidus n’intervenant pas dans les structures secondaires précédentes sont par
défaut regroupés dans une troisième super classe (notée O).
La formation d’une structure secondaire est influencée par la nature des acides ami-
nés qui la compose, en effet, certains acides aminés favorisent la formation d’hélices
(Alanine, Glutamate, Leucine, Lysine et Méthionine) tandis que d’autres sont plus sou-
vent retrouvés dans des feuillets (Isoleucine, Phénylalanine, Threonine, Tryptophane,
Tyrosine et Valine).
Il existe plusieurs algorithmes de prédiction de structures secondaires comme STRIDE
[45], KAKSI [77] ou DSSP [68] (ce-dernier étant le plus couramment utilisé). DSSP dis-
tingue huit classes de structures secondaires présentées ci-dessous (Table 1.2) que l’on
peut regrouper dans les trois super-classes H Set O.
1.5.3 Structure tertiaire (III)
Lorsque l’on parle communément de la structure d’un protéine , c’est en vérité à la
structure tertiaire - ou tridimensionnelle- (structure III ou structure 3D) que l’on fait
référence (def. 1.2).
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Table 1.2 – Définition des catégories de structures secondaires selon DSSP
Superclasse H S O
Classes
G : Hélice 310
H : Hélice α
I : Hélice pi
E : Brin β dans un
feuillet antiparal-
lèle/parallèle
B : résidu isolé dans
un pont β
T : Coude (avec liaison
hydrogène)
S : Coude (sans liaison
hydrogène)
C : Boucle (catégorie
par défaut)
Définition 1.2 (Structure d’une protéine). La structure d’une protéine est l’agencement
spatial des ses atomes. Cet agencement, ce repliement de la protéine (« Fold » ) est
contraint par la composition chimique de la protéine mais également par des facteurs
environnementaux (nature du solvent, température, salinité, PH...).
La structure d’une protéine est maintenue par différentes interactions entre ses atomes
(interactions présentées dans l’annexe A : les interactions covalentes, les interactions élec-
trostatiques, les interactions de Van der Waals ou encore les interactions ioniques... La
variété des structures protéiques, le nombre de repliements observés est bien moindre
que le nombre de séquences connues, c’est le paradoxe de Levinthal [127].
1.5.4 Structure quaternaire (IV)
Une protéine se compose d’une ou plusieurs chaînes polypeptidiques, dans ce dernier
cas, l’agencement de ces chaînes constitue la structure quaternaire de la protéine.
1.6 Domaine protéique
Le terme domaine protéique a plusieurs définitions, variant suivant les domaines [92]
et associant une séquence protéique à une fonction (suivant la définition fonctionnelle). Il
existe de nombreuses bases de données répertoriant les séquences protéiques correspon-
dant à un domaine telles que CDD [75] («Conserved Domain Database » ), ProDom [19],
ou encore InterPro [55] qui retourne une analyse fonctionnelle d’une séquence protéique
en la comparant à des signatures telles que celles de PROSITE [54].
La définition générale d’un domaine du point de vue structural [108] est la suivante :
Définition 1.3 (Domaine structural). Un domaine structural est une région compacte
de la chaîne polypeptidique capable de se replier de manière stable et conservant certaines
ou toutes ses capacités lorsqu’extrait de la protéine entière. Une chaîne polypeptidique
pouvant ainsi contenir un ou plusieurs domaines structuraux. Les premiers domaines
étaient identifiés manuellement puis des algorithmes de détection automatique sont ap-
parus.
Un domaine est donc une une portion de protéine compacte et stable pouvant por-
ter une fonction. La détermination d’un domaine, du point de vue structural, se fait
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Figure 1.30 – Structure I, II, III, IV des protéines
https://upload.wikimedia.org/wikipedia/commons/thumb/c/c9/Main_protein_structure_levels_en.svg/2000px-Main_protein_structure_
levels_en.svg.png
majoritairement en analysant le interactions entre atomes pour évaluer la compacité de
la portion de protéine considérée. Holm et Sander [50] par exemple, ont développé une
méthode basée sur des mesures de distances inter-atomiques et sur les interactions entre
atomes pour séparer les domaines. La théorie étant que les domaines étant des zones
compactes, elles interagissent peu les unes avec les autres, exemple avec la chaîne A de
la protéine 1C9B (fig. 1.31. D’autres outils existent comme CATHEDRAL [99]
Un domaine est le plus souvent composé d’une section continue de la chaîne polypep-
tidique [97] mais certains contre-exemples ont été observés comme dans le cas de 1SFT,
une « alanine racemase » [97] dont les domaines de la chaîne A sont insérés l’un dans
l’autre. La figure 1.32 illustre cette insertion de domaine.
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Figure 1.31 – Les deux domaines de la chaîne A de la protéine 1C9B tels que découpés
par les protocoles de CATH[90], [91], la jonction entre les deux domaines se fait entre le
résidu 209 (isoleucine, au centre en rouge) et le résidu 210 (thréonine au centre en bleu)
et est symbolisée par les pointillés noirs.
Figure 1.32 – Les deux domaines de la chaîne A de la protéine 1SFT tels que découpés
par les protocoles de CATH[87], le domaine 1sftA01 (en rouge, résidus ASP 15 à MET
224) est inséré dans le domaine 1sftA02 (en bleu et vert) qui est composé des premiers
résidus (ASN 2 - APS 13, en vert) et de la fin de la chaîne polypeptidique (ALA 244 -
ALA 383, en bleu).
1.6.1 Brève analyse de la répartition des domaines structuraux discon-
tinus au sein d’une base de donnée hiérarchique
Une partie de ce mémoire est consacrée à la classification automatique des domaines
structuraux au sein d’une base de données hiérarchiques. Les méthodes présentées,
qu’elles soient manuelles ou automatiques, approchées ou exactes, ont le défaut de né-
cessité une grande quantité de ressources et de comparaison. Nous avons donc observé
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la dispersion des domaines discontinus dans l’une de nos bases de données de référence
afin de constater un regroupement, ou non, des domaines discontinus dans une section
plutôt qu’une autre de la base de données. Si cette dispersion s’avère non aléatoire, nous
pourrons l’utiliser dans le cadre de notre classification pour élaguer des parties entières
de la base de données hiérarchisée. En effet, si le domaine que l’on cherche à assigner est
continu, en cas de répartition non aléatoire il pourra être possible de retirer les ensembles
de domaines discontinus.
Les figures suivantes sont des observations centrées sur l’une des bases de données
recensant et classant les domaines structuraux : CATH [87]. Une présentation plus com-
plète de CATH a été faite en section ??, en résumé, la version 4.0.0 de CATH recense
235858 domaines structuraux répartis en 4 classes. Ces classes contiennent des sous-
groupes, nommés Architectures, et les architectures des sous-groupes : Topologies. Nous
avons regardé la répartition des domaines structuraux au sein de ces différents groupes
pour avoir une information quant à fréquence d’apparition des domaines discontinus. Les
domaines structuraux discontinus se retrouvent indifféremment dans les quatre classes
définies par CATH (cf figure 1.33) selon un pourcentage allant de 2 à 20 %.
La figure 1.34 illustrent la variété des différents groupes de domaines structuraux, la
présence ou non d’insertions de domaines ne semble pas liée à l’architecture considérée
et une étude approfondie des topologies (les repliements ou « folds » ) notamment dans
les groupes contenant beaucoup de membres pourraient fournir des informations supplé-
mentaires sur ces groupes au niveau purement structurel mais également au regard de
l’évolution.
Les domaines structuraux discontinus représentent 15 % des domaines répertoriés
dans CATH, l’étude de leur répartition au sein des différents groupes de la classification
peut permettre de mieux comprendre les évènements évolutifs ayant pu intervenir sur
les protéines.
Ces études préliminaires montrent que les domaines discontinus sont présents un
peu partout, en continuant plus profondément les analyses, il serait possible de trouver
des sous-groupes où, de manière significative il y a présence ou absence de domaines
discontinus mais pas dans les hauts niveaux observés. En conclusion, à partir de ces
seules informations, la continuité d’un domaine ne peut pas servir de critère dans le
cadre de la classification de domaines structuraux.
1.6.2 Site catalytique d’un domaine protéique
Certaines protéines catalysent des réactions, elles sont nommées enzymes, la portion
spécifique de l’enzyme qui effectue cette action se nomme le site actif ou site catalytique.
Cette zone peut n’être composée que de quelques résidus, ainsi une mutation dans un
site catalytique peut avoir de grosses répercussions sur la fonction de la protéine, allant
de la modification de la fonction à son inhibition. La fonction d’une protéine est entre
autres portée par la structure, mais la biochimie, notamment au niveau catalytique est
également cruciale.
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Figure 1.33 – Pourcentage de domaines structuraux discontinus au sein des classes de
CATH et nombres de domaines recensés dans la version 4.0.0
Les domaines discontinus sont présents dans les quatre classes, par conséquent on ne
peut utiliser le critère de continuité pour élaguer des ensembles de domaines à ce niveau.
Figure 1.34 – Pourcentage de domaines structuraux discontinus au sein des architec-
tures de CATH et nombres de domaines recensés dans la version 4.0.0
Les architectures sont triées par classe et nombre de membres.
Certaines architectures ne contiennent pas de domaines structuraux, l’une d’elle (pre-
mière sur le graphique) ne peut pas être considérée comme significative en raison du
faible nombre de membres. En revanche l’architecture étiquetée 16 possède un nombre
de membres assez grand pour que l’on puisse songer à un trait caractéristique. Néanmoins
cela demande une analyse plus poussée de l’architecture avant conclusion.
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1.6.3 Sites de liaisons
Les sites de liaisons sont des régions spécifiques en surface de la protéine pouvant
former des liaisons chimiques avec d’autres protéines, ADN, ARN ou encore petites mo-
lécules (ligands), et donc permettre à la protéine d’interagir avec ces molécules [22].
Les sites de liaisons de deux protéines interagissantes sont appelées interfaces protéine-
protéine (encore interface protéine-ligand dans le cas d’interactions protéine-molécule).
La compréhension du fonctionnement de ces interfaces, de ces interactions entre pro-
téines est un domaine de recherche ouvert [78]. L’augmentation du nombre de données
structurales a permis l’expansion du nombre de méthodes de prédictions.
Il existe plusieurs approches de prédiction de sites de liaisons, l’une des méthodes de
prédiction de sites de liaison est d’analyser des ensembles de sites connus (au niveau de
complexes protéiques) pour les caractériser puis de rechercher ces sites à la surface d’une
nouvelle protéine. [62] Certaines méthodes de prédiction sont basées sur l’observation
que les résidus présents dans les sites de liaison sont plus conservés que le reste des
résidus même si cette information de séquence n’est pas suffisante pour une prédiction
complète d’une interface entre deux protéines. [20].
1.7 Modularité, plasticité des protéines
1.7.1 Modularité des protéines multidomaines
Si les acides aminés sont les briques du vivant, les domaines structuraux sont les
briques des protéines. Une protéine est constituée d’un ou de plusieurs domaines structu-
raux, ré-arrangeables. Ce concept de modularité au sein des protéines est très important
pour les évolutionnistes pour qui les domaines sont des séquences qui peuvent apparaître
à différents endroits et plusieurs fois dans les génomes. Ainsi un domaine peut apparaître
au sein de différentes protéines et une protéine peut être multidomaines. L’origine de
cette modularité s’explique au niveau des génomes par les recombinaisons, les translo-
cations, inversions, duplications et autres délétions de séquences [15]. Les erreurs lors de
la duplication et les répétitions internes [14]sont aussi une explication de la modularité
des protéines sans oublier les transferts horizontaux (entre espèces) de gènes.
Ainsi observer ces domaines qui sont considérées comme des unités modulaires des
protéines, permet une étude phylogénétique et une compréhension au niveau évolutif du
vivant.
1.7.2 Plasticité des protéines
La plasticité des génomes est leur capacité à supporter des modifications telles que
les duplications, les translocations et autres évènements évolutifs. Ainsi les gènes codant
pour les protéines évoluent plus ou moins au cours du temps, subissant des modifica-
tions ou réarrangements neutres ou altérants. Au niveau structural ces évènements sont
également à l’origine de permutations circulaires, qui correspondent à une modification
de l’ordre des résidus dans la séquence protéique d’une structure à l’autre, mais aussi de
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l’apparition de charnières, c’est à dire d’un coude présent dans une structure et non dans
une structure homologue, ou encore à la constitution de protéines composées uniquement
d’un motif structural répété.
Ces trois cas sont des défis pour les outils de comparaisons de structures (discuté
dans les chapitres 4 et 7).
1.7.3 Permutations Circulaires
Définition 1.4 (Permutation circulaire). Une permutation circulaire est un changement
d’ordre des résidus d’une protéine à l’autre. L’extrémité N-terminale de l’une correspond
à l’entrémité C-terminale de l’autre.
Le premier cas fut observé en 1979 [31] puis de nombreux autres cas sont apparus
dans la littérature [72][114]. Ces modifications dans la séquence n’entraînent que peu de
modifications dans la structure. Ainsi les structures sont similaires alors que linéairement
les séquences divergent.
Des bases de données comme BALIBase [12] ou encore SISYPHUS [7] recensent une
partie des cas de permutations circulaires.
Figure 1.35 – Représentation schématique de permutation circulaire issue de [17]
Les permutations circulaires ne sont pas automatiquement détectées par les algo-
rithmes de comparaisons de structures. Cela car les protéines étaient initialement suppo-
sées linéaires, les duplications, insertions et autres réarrangements n’étaient pas connus.
Une autre raison est la complexité du problème dû à la suppression de la contrainte de
linéarité.
1.7.4 Charnières
Les protéines sont des objets flexibles, de la vibration atomique aux larges mouve-
ments de domaines en passant par les rotations de chaînes latérales. Ces mouvements ont
un rôle important dans la fonction de la protéine, notamment dans le cas des enzymes
avec des changements de conformations selon la présence/absence du ligand. Certaines
portions de la protéine bougent autour d’un ou plusieurs points d’inflexion nommés
charnières [36], [117].
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Définition 1.5 (Charnières). Les charnières sont des points de rotations desquels des
portions de protéines se meuvent de manière plus ou moins large.
La figure 1.36 présente deux structures identiques au niveau de la séquence comme le
montre la matrice de points résultant de l’alignement des séquences avec BLASTp mais
dont la structure globale est très différente à cause d’une charnière. De fait, comme le
montrerons des analyses ultérieures, certains outils d’alignements ne réussissent pas à
détecter la similarité entre ces deux structures.
Figure 1.36 – Superposition de 4CLN,A et 2BBM,A et alignement issu de BLASTp
(matrice de points)
Il existe des outils dédiés à la recherche de ces charnières comme HingeProt [34] ou
FATCAT [119]. Nous nous sommes intéressés à ces charnières afin d’observer les capacités
de nos outils à détecter ces cas de figures.
1.7.5 Répétitions structurales internes
La proportion de répétitions au sein des protéines est estimée à 25 % [76]. Ces répé-
titions, allant de quelques segments d’acides aminés à de larges domaines sont issues de
duplications et de recombinaisons de portions de gènes [5]. Le nombre de ces répétitions
et leur arrangement jouent un rôle important dans la fonction des protéines, ces pro-
téines assurant des rôles de transport, d’assemblage de complexes protéine-protéine et de
régulation. Si certaines protéines contiennent des répétitions, d’autres en sont presque
exclusivement constituées, c’est notamment le cas des protéines solénoïdes. Une protéine
solénoïde est une protéine comprenant des motifs structuraux répétés arrangés de ma-
nière à former une super-hélice continue [60]. Plusieurs types de domaines protéiques sont
regroupés sous le terme solénoïde : domaines avec répétitions riches en leucine (LRR), les
répétitions armadillo, les domaines à répétitions ankyrine (ANK) ou encore les domaines
à répétition HEAT. Les solénoïdes étant des répétitions du même motif structural, on
s’attend à une identité de séquence assez forte ce qui est vrai pour la plupart des cas.
Cela s’explique par la conservation corrélée de la structure primaire (séquence) et de la
structure tertiaire des protéines, ce même si les contraintes de conservation sont plus
importantes au niveau de la structure tertiaire [103].
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Figure 1.37 – Exemple de protéine solénoïde : 3TV0
1.8 Une famille d’enzymes : les glycosides hydrolases, fa-
mille 5 (GH5)
Les glycosides hydrolases, famille 5 (ou plus simplement GH5), est l’une des plus
grandes familles de GH recensée sur CAZy 1. Cette famille est associée à de nombreuses
annotations fonctionnelles notamment la fonction endoglucanase, exoglucanase ou encore
β-glucosidase. Les différentes activités enzymatiques connues des GH5 sont répertoriées
dans le tableau 1.4 avec leurs numéros EC.
Classification EC La classification EC (« Enzyme Commission » ) 2 recense les dif-
férentes fonctions pouvant être catalysées par les enzymes selon un système numérique
à quatre nombres, le premier symbolisant la catégorie de réaction catalysée (1. Oxydo-
réductases, 2. Transférases, 3. Hydrolases, 4. Lyases, 5. Isomérases et 6. Ligases), la
seconde le substrat (général), le troisième le substrat spécifique et un numéro de série.
Les GH5 sont des hydrolases (EC 3.x.x.x), c’est à dire qu’elles catalysent la réaction
consistant à rompre une liaison au sein d’une molécule (R−R′) via une molécule d’eau
(H2O) et ainsi provoquer la formation des molécules R et R′ (R et R′ étant deux glucides,
ou bien un glucide et un fragment non glucidique). La formule générale d’une hydrolyse
est la suivante :
R−R′ +H2O 
 R−OH +R′ −H (1.1)
Les GH5 ne peuvent pas hydrolyser tous les types de molécules, elles sont spécialisées
dans les ruptures de liaisons glycosidiques (d’où leur nom, glyscosidases et leur EC
spécifique, 3.2.x.x) et par conséquent dégradent des glucides complexes. Les glycosides
hydrolases ont été séparées en familles [46], [47] sur la base de comparaison de séquences.




Table 1.3 – Liste des EC référencées chez les GH5
Enzyme Numéro EC





glucan β-1,3-glucosidase EC 3.2.1.58
licheninase EC 3.2.1.73
Exo-β-1,4-glucanase / cellodextrinase EC 3.2.1.74
glucan endo-1,6-β-glucosidase EC 3.2.1.75
mannan endo-β-1,4-mannosidase EC 3.2.1.78
cellulose β-1,4-cellobiosidase EC 3.2.1.91




xyloglucan-specific endo-β-1,4-glucanase EC 3.2.1.151
endo-β-1,6-galactanase EC 3.2.1.164
hesperidin 6-O-α-L-rhamnosyl-β-glucosidase EC 3.2.1.168
β-1,3-mannanase EC 3.2.1.-
arabinoxylan-specific endo-β-1,4-xylanase EC 3.2.1.-
mannan transglycosylase EC 2.4.1.-
structures, certaines familles de GH partageant un repliement (« fold » ) commun ont
été regroupées dans des clans. Ainsi, les GH5 sont une famille de Glycosides Hydrolases
appartenant au clan GH-A ( (α/β)8[86], exemple de structure avec 1H11, fig 1.38 ).
Vingt et une fonctions enzymatiques ont été recensées chez les GH5, agissant sur
autant de substrats différents. A l’heure actuelle, 6219 séquences protéiques ont été
affectées aux GH5, réparties dans les grands groupes phylogénétiques de la manière
suivante :
— 55 issues des Archées
— 4317 issues du règne bactérien
— 1731 séquences eucaryotes
— 2 séquences de virus
— 114 séquences non classifiées
En revanche, seules 57 structures d’enzymes sont disponibles, sous forme libre et/ou en
complexe (ainsi plusieurs PDB sont disponibles pour une même enzyme) :
— 1 enzyme issue des Archées
— 40 issues du règne bactérien
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Figure 1.38 – Structure de 1H11, une GH5 avec le repliement caractéristique (α/β)8
Le coeur de la structure est un ensemble de feuillets β liés
— 16 entrées eucaryotes
1.8.1 Données test
Pour nos tests de recherche de divergences, nous avons utilisé un ensemble de 11
protéines issues de la famille des GH5, sous-famille 4.
Table 1.4 – Jeu de données GH5, sous-famille 4
Descriptions et annotations issues de CAZy
PDBid,chaîne Nom Numéros EC
3NDY,A Endoglucanase D 3.2.1.4
4IM4,A Endoglucanase E 3.2.1.4
3AYS,A Endoglucanase 3.2.1.4
4W85,A Xyloglucan-specific endo-beta-1,4-glucanase 3.2.1.151
1EDG,A Endoglucanase A 3.2.1.4
4V2X,A β-glucanase (CelB ;BhCel5B ;BH0603) (Cel5B) 3.2.1.4
2JEP, A Xyloglucanase (XG5 ;PpXG5) 3.2.1.151
3ZMR,A Endo-xyloglucanase (BoGH5A ;BACOVA_02653) 3.2.1.151
3VDH, A endo-β-1,4-glucanase (Orf4 ;CMCase) (Cel5A) 3.2.1.4
4NF7,A Butyrivibrio proteoclasticus B316 (bpr_I1710 (Cel5C)) -
3AYR,A endoglucanase A (CelA ;EglA) (partiel) 3.2.1.4
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1.9 Discussion, relation séquence, structure, fonction
Une séquence implique une structure, définit une fonction. Tel est le paradigme sé-
quence, structure, fonction (SSF) qui a longtemps été communément admis par les scien-
tifiques. De même des séquences similaires impliquent des structures similaires et donc
des fonctions similaires.
Le dogme d’Anfinsen postule que la structure d’une protéine globulaire est définie
par sa seule séquence. Si en effet la séquence d’une protéine joue un rôle évident dans sa
future structure, et si, dans la majorité des cas, des protéines aux séquences similaires ont
des structures similaires, deux protéines peuvent avoir des structures très similaires avec
des séquences très différentes. C’est le cas par exemple des protéines 1EDE et 1CQW
(voir figure 1.39) qui appartiennent toutes deux à la famille des alcanes déshydrogénases
(EC 3.8.1.5), elles sont structurellement très proches mais séquentiellement très éloignées
(moins de 30% d’identité).
Figure 1.39 – Superposition des squelettes des protéines 1EDE et 1CQW avec l’ou-
til TM-Align, TM-score égal à 0.80520 (0 ≤ TM − Score ≤ 1) pour un pourcentage
d’identité de séquence des résidus alignés égal à 0.273)
Cette convergence structurelle a plusieurs explications : il faut tout d’abord savoir
que la taille de l’espace structural est fini et bien plus petit que celle de l’espace des
séquences. C’est à dire que le nombre de repliements possibles est plus faible que le
nombre de séquences potentiellement possibles à générer. E. Krissinel [66] a conclu que
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la structure est tolérante aux substitutions de résidus si celles-ci conservent les proprié-
tés physico-chimiques. Krissinel observe également que certaines mutations sont plus
sujettes à déformer une structure, celles ciblant des résidus impliqués dans des liaisons
stabilisantes (ponts salins, ponts hydrogènes). Cette stabilité de la structure malgré la
flexibilité de la séquence permet un maintien de la fonction au cours de l’évolution.
Et de même que précédemment, l’hypothèse de deux structures similaires menant à
des fonctions similaires est largement admis. Admis et généralement vérifié mais il existe
des contre-exemples comme (1UMZ,A vs 2UWC,A) qui ont une séquence et une
structure très similaires mais l’une est une hydrolase et l’autre une ligase, deux fonctions
antagonistes. Toujours dans la catégorie contre-exemples, il existe des protéines avec des
séquences similaires (qui devraient logiquement impliquer des structures similaires) qui
se replient différemment dans l’espace.
Enfin, que dire des protéines intrinsèquement désordonnées ? Ces protéines ne se
replient nativement que partiellement voire pas du tout et pourtant ont différentes fonc-
tions et non des moindres (elles agissent notamment au niveau de la reconnaissance
moléculaire). De fait elles se cristallisent peu ou pas, un cauchemar pour les biochimistes
et les biologistes structuraux. La découverte de ces protéines a pratiquement fait explosé
le paradigme SSF tant par leur flexibilité que par leur grande représentation au sein des
génomes.
En conclusion, les relations entre la séquence d’une protéine, sa structure et sa fonc-
tion ne sont pas actuellement clairement connues. Les cas simples ont été étudiés et
permettent, par comparaison, d’augmenter la connaissance des protéines nouvellement
découvertes mais il reste tout un champ de recherche dans le domaine de l’aide à la
compréhension des cas non évidents.
La grande flexibilité des protéines, leur modularité en fait des objets complexes à
étudier,
1.10 Conclusion. Résumé du chapitre
Ce chapitre d’introduction aux protéines a permis de définir les notions de bases
comme la structure d’une protéine, le coeur de cette thèse. Etudier la structure d’une
protéine permet de récolter de précieuses informations concernant la compréhension du
vivant. Les protéines sont composées de briques : les acides aminés, et d’unités modu-
laires compactes et stables : le domaines. Ces domaines se retrouvent à travers les espèces
dans différentes protéines. Les évènements évolutifs (duplications, translocations, indels,
...) entraînent des modifications chez les protéines telles que de grandes flexibilités ou
encore des inversions de séquences ne modifiant pas la structure (dans le cas des per-
mutations circulaires). Les domaines structuraux tels que définis ici servent de base aux
classifications et protocoles d’assignations de protéines à un groupe (chapitres 2, 3)
L’étude des modifications induites par les changements au niveau des génomes (per-
mutations circulaires, charnières, répétitions) seront l’objet des chapitres 4, 5, 6, 8, 7
Nous avons également mis en avant les groupes fonctionnels des protéines (FGS), les
cinq types présentés se retrouvent dans les acides aminés ce qui autorise des substitutions
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d’acides aminés dans la séquence sans modifier la présence d’un groupe fonctionnel dans
la structure. L’étude de ces groupes fonctionnels est le thème du chapitre 9, cela via des
protéines issues de la famille des GH5.
Première partie
Classification de protéines,








Découvrir la fonction des protéines est un vaste sujet d’étude depuis l’identification
des premières protéines. Il est possible de la déterminer dans certains cas par expérimen-
tation ou d’autres cas, par prédiction en se basant sur la comparaison de la protéine à
fonction inconnue avec d’autres protéines de fonction connue. Le regroupement des pro-
téines aux fonctions similaires et la caractérisation de ces groupes ont motivé l’émergence
des classifications. Ces classifications étaient initialement basées sur les comparaisons de
séquences : des séquences proches indiquant une relation d’homologie, certaines bases de
données comme PROSITE[54] combinent les protéines de la base de données de séquences
UniProt [10][9] et en extrait de nombreuses informations fonctionnelles et en terme de
regroupement de séquences. L’une des bases de l’étude des séquences protéiques est la
relation d’homologie qui unit deux séquences très proches. Et deux séquences proches
sont logiquement amenées à avoir des structures proches et donc des fonctions proches.
C’est cette logique qui est derrière les classifications, regrouper ce qui se ressemble pour
déduire des informations fonctionnelles. Au niveau structurel, la similarité de structures
associée à une faible similarité de séquence était interprétée comme une relation d’ana-
logie mais des études plus récentes ont montré que la similarité de structures tendait en
certains cas à refléter la présence d’un ancêtre commun lointain.
Si historiquement parlant, les classifications sont basées sur les séquences protéiques
connues, cela est de part le nombre beaucoup plus important de séquences que de struc-
tures. L’augmentation du nombre de structures protéiques dans la PDB [13] (autour de
90 000 structures sont disponibles en 2014) a permis des études à plus grande échelle
et l’établissement de classifications de structures. Plus spécifiquement, les classifications
structurales de protéines sont des classifications de domaines structuraux (une protéine
pouvant être composée de plusieurs domaines et donc apparaître plusieurs fois dans la
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classification) qui consistent à regrouper ces domaines selon des critères purement struc-
turaux puis des critères d’homologie afin de faire émerger des similitudes et ainsi d’aider
à la compréhension de l’univers des protéines.
La classification des structures permet de d’organiser les domaines structuraux et
d’extraire des différents groupes des caractéristiques propres et d’évaluer entre autres
la plasticité du groupe. Les principaux objectifs des classifications sont (i) proposer une
vue de l’évolution à travers les différentes hiérarchies menant aux familles protéiques et
représenter les relations évolutives entre les protéines ; (ii) comprendre le rôle fonctionnel
des protéines.
Nous nous sommes focalisés sur le problème de classification des structures protéiques
et laissons de côté les aspects séquentiels.
Les bases de données hiérarchisées comme SCOP [82] et CATH [88] ont pour objectif
de caractériser l’univers des protéines, de l’organiser, avec des protocoles manuels pour
SCOP et semi-automatique pour CATH , [89]. Par conséquent, l’intégration de nouvelles
structures est un processus long et coûteux donc la majorité des structures de la PDB
restent non classées à l’heure actuelle.
Le but de la première partie de ce mémoire, dédiée à la classification, n’est pas de créer
une nouvelle classification mais d’enrichir les classifications existantes de manière fiable
en résolvant un problème nommé le problème d’identification des superfamilles (SFIP
ou Super Family Identification Problem) . De même le problème peut être considéré
un niveau structural plus bas, on parle alors du FIP ou Family Identification Problem
Le niveau de superfamille correspondant au niveau des classifications discriminant le
repliement des domaines. Il s’agit , pour une classification donnée, de classer un nou-
veau domaine (dit requête) au bon endroit dans la classification (soit dans la bonne
superfamille).
L’une des approches utilisées est la recherche du plus proche voisin basée sur le
principe qu’une protéine appartient à la même famille que la protéine dont elle est la plus
proche structurellement parlant. La méthode classique (méthode one-to-all comparisons)
requiert de choisir un outil de comparaison de structures, son score associé, et pour un
domaine requête donné, de comparer cette requête avec l’ensemble des domaines de la
classification existante. Cette méthode contient trois principaux défauts : le nombre de
comparaisons à effectuer (augmentant avec la taille des bases de données), la pertinence
de l’outil de comparaison et le problème de caractérisation de l’espace des protéines.
Nous reviendrons plus en détail sur ces défauts dans ces chapitres. Aux vues de ces
problèmes, nous avons travaillé à l’élaboration de méthodes alternatives de classification
avec pour objectif de : (i) élaguer la contrainte deone-to-all, (ii) garantir l’exactitude du
résultat , (iii) s’affranchir des alignements structuraux pour se focaliser sur un score de
comparaison, (iv) évaluer nos méthodes.
Nous commencerons par un aperçu de la variété des outils et scores de comparaison,
puis par présenter quelques outils et scores de comparaison de structures qui vont nous
servir soit de comparateurs pour nos méthodes soit directement au sein de nos méthodes.
Puis nous décrirons la méthode one-to-all comparisons ainsi que les nôtres et leurs in-
novations qui ont permis de répondre positivement à nos objectifs et enfin quelques jeux
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de données de tests et résultats qui ont montré les points forts de nos méthodes dont
une caractérisation de l’espace des protéines par une mesure métrique mais également
quelques limites.
2.2 Classification hiérarchique des domaines structuraux
2.2.1 SCOP, « Structural Classification Of Proteins »
La classification SCOP est manuelle, basée sur l’inspection visuelle des domaines
structuraux (avec l’aide d’outils de comparaison) ainsi que sur les informations relatives
aux domaines issus de la littérature, [83], [73], [18].
SCOP Contient quatre principaux niveaux de classification :
— « Class » , les domaines sont regroupés selon leur composition en structures se-
condaires.
— « Fold » (repliement), deux domaines ont le même repliement s’ils appartiennent
à la même classe et si l’arrangement spatial et la connectivité de leurs structures
secondaires est la même.
— « Superfamily » , une superfamille contient des membres structurellement proches
mais partageant un ancêtre commun.
— « Family » , les membres d’une même famille ont soit des structures et des fonc-
tions très proches, soit une similarité de séquence supérieure à 30%.
La version 1.75 de SCOP (2009) contient 38221 protéines et 110800 domaines struc-
turaux. Le prototype d’une nouvelle base de données, SCOP2, [6] est disponible de-
puis 2013, la structure hiérarchique n’est plus linéaire, un groupe pouvant appartenir à
plusieurs groupes parents. Cela est dû à l’ajout d’informations comme les évènements
évolutifs ou le type de protéines (qui n’apparaissent pas dans SCOP).
2.2.2 CATH
Développée par le groupe Orengo 1 est composée de quatre niveaux principaux dans
lesquels elle classe les domaines protéiques [96], [?], [90] :
— « Class » , les domaines sont séparés en quatre classes suivant leur composition
en structures secondaires (hélices α et feuillet β).
— « Architecture » , à ce niveau, les groupes se caractérisent par leur arrangement
spatial global, c’est à dire l’orientation des structures secondaires des domaines.
— « Topology » ou « Fold family » , classe les domaines selon leurs repliements en
tenant compte de la connectivité des structures secondaires.
— «Homologous superfamily » , à ce dernier niveau, les domaines d’un même groupe
sont estimés issus d’un même ancêtre commun. L’estimation est faite de manière
manuelle, l’expert vérifie la présence de preuves d’une relation évolutive entre les
membres du groupe.
1. http ://www.cathdb.info/wiki/doku/ ?id=cathteam :index
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Dans les niveaux suivants, SOLID, la classification n’est plus alors basée sur la simi-
larité de structure mais sur la similarité de séquence des domaines (S :similarité ≥ 35%,
O :similarité ≥ 60%,L :similarité ≥ 95%,I :similarité = 100%, D :domaines uniques).
L’identification de nouveaux domaines à partir de protéines et leur classification au
sein de CATH est shématisée dans la figure 2.1, extraite de l’article de Greene et al. [41]
Ce protocole contient une série d’étapes automatiques mais également deux étapes
manuelles lorsque le processus automatique n’obtient pas de résultats assez fiables. Grâce
à ce protocole, la version 4 de CATH (mars 2013) contient 235858 domaines structuraux
répartis en 2738 superfamilles (niveau H) pour 69058 protéines annotées (la PDB en
contient 100450 en avril 2015).
2.2.3 Enrichir les bases de données hiérarchiques, problème d’identifi-
cation des familles protéiques
Problématiques : insérer un nouveau domaine structural, créer une classification hié-
rarchique SCOP et CATH sont les deux principales classifications hiérarchiques de do-
maines structuraux (il existe également FSSP « Families of Structurally Similar Pro-
teins » qui a classé les protéines en groupes selon les résultats paire à paire de l’al-
gorithme DALI). L’ensemble des domaines structuraux classés de la même manière est
regroupé dans un jeu de données nommé SCOPCATH[30]. L’inconvénient majeur de ces
classifications est la partie manuelle de l’insertion de nouveaux domaines car cela est coû-
teux en temps et nécessite des experts compétents. Cette insertion de domaines dans la
hiérarchie est délicate principalement dans les niveaux superfamilles et se retrouve sous
le nom de « Family Identification Problem » -FIP -, le problème d’identification des
familles et, un niveau au-dessus, le problème d’identification des superfamilles -SFIP
-. Ce problème est plus difficile que le précédent puisque les domaines structuraux d’une
même superfamille peuvent avoir très peu de similarités au niveau de leur séquence.
Par conséquent, l’un des grands challenges en biologie structurale est le développe-
ment de méthodes et algorithmes rapides, efficaces et automatiques d’assignation d’un
domaine structural à une famille.
SCOP et CATH sont largement admises et utilisées par la communauté scientifique
malgré leurs divergences mais leproblème de classification des domaines structuraux reste
ouvert. La principale difficulté dans la création d’une classification est la détection des
similarités structurales entre domaines et l’identification de relations de parentés. Cela
nécessite de trouver une mesure de similarité permettant de caractériser l’espace des
domaines structuraux. Dernier souci et non des moindres, il est nécessaire de compa-
rer chaque domaine à tous les autres domaines du jeu de données pour déterminer
une classification fiable. L’intégration de nouveaux domaines structuraux au sein des
classifications existantes est ici nommé problème d’identification des familles protéiques
(définition 2.1)[74]. Ce problème peut être défini comme suit :
Définition 2.1. Problème d’identification des familles protéiques (FIP
Soit un ensemble de domaines structuraux requêtes Q = {q1, q2, . . . , qn}, un ensemble
de domaines structuraux cibles classés T = {t1, t2, . . . , tm} et une fonction mesurant la
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similarité de deux domaines S : Q × T → R+, le problème d’identification des familles
protéiques consiste à assigner à chaque requête qi ∈ Q la classe de la cible dont elle est
la la plus proche voisine NNi, voisine définie par l’équation 2.1
NNi = argmaxS(qi, tj)
tj∈T
(2.1)
Ainsi, insérer un nouveau domaine (requête) au sein d’une classification existante re-
vient ici à rechercher au sein de la classification le domaine (cible) dont la similarité avec
la requête est maximal. Cette recherche nécessite donc la comparaison de la requête
à toutes les cibles de la bases ce qui induit très rapidement un nombre de comparai-
sons (notées instances) considérable. Deux stratégies de calculs de scores de similarité
existent : méthode heuristique ou exacte. Les heuristiques produisent des résultats rapi-
dement mais leur optimalité n’est pas prouvée et les méthodes exactes peuvent ne pas
réussir à trouver la solution optimale en temps raisonnable.
2.3 Estimer la similarité structurale entre deux protéines
L’estimation de la similarité entre deux protéines trouve sa source dans la recherche
de la quantification de la ressemblance d’une structure par rapport à l’autre, tant au
niveau parenté (homologie, origine commune), qu’au niveau fonctionnel. Deux structures
proches supposent ainsi une fonction proche, de part le paradigme structure-fonction. De
nombreuses méthodes tentent de capturer cette ressemblance en mesurant la similarité
ou la distance entre deux structures. Il en existe trois grands types [39] :
— Les mesures de distances entre matrices de distances inter-résidus .
— Les mesures de recouvrement de cartes de contacts
— La mesure de la déviation globale (RMSDc) des deux protéines après superposi-
tion optimale des deux structures.
Toutes ces méthodes retournent des scores censés illustrer la ressemblance entre deux
protéines. Soit une protéine P1 comparée à deux protéines P2, P3 via la méthode S :
P1×P2 → R+ qui cherche à maximiser la ressemblance entre deux structures. Si le score
de similarité entre P1 et P2, s(P1, P2) > s(P1, P3), alors on peut dire que la protéine P1
ressemble plus à la protéine P2 qu’à la protéine P3.
L’un des points essentiels de ce chapitre est la notion de score , le score correspond
à une valeur chiffrée de la similarité de deux protéines. Toute la difficulté des méthodes
de comparaison tient dans le regroupement des caractéristiques communes aux protéines
dans cette seule valeur. C’est pourquoi, de nombreux outils retournent en plus du score un
alignement associé permettant de visualiser la similarité. Néanmoins, pour les problèmes
dont il est question dans cette partie du manuscrit (Classification et assignation des
domaines structuraux au sein de classifications hiérarchiques), l’alignement n’est pas
utilisé directement, seul sa longueur est considérée. L’étude des alignements est abordée
dans la seconde partie. La comparaison globales de protéines et l’assignation de domaines
structuraux au sein des classifications hiérarchiques nécessite de trouver des scores qui
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estiment correctement la similarité entre structures et soient stringeants, c’est à dire
qu’à la lecture seule de ce score il soit possible de conclure quant à la ressemblance des
structures étudiées. C’est la raison pour laquelle de nombreux scores sont normalisés ou
au moins relatifs à la longueur des protéines étudiées.
Remarque : dans les sections suivantes, il est préciser pour chaque score le cas dans
lequel il est « meilleur » , c’est à dire s’il tend à être maximiser ou minimiser.
2.3.1 Difficulté de la comparaison de deux structures
Tel que présenté ci-dessus, il suffit d’obtenir un score pour estimer la similarité de
deux structures, mais de part nature, le problème de la comparaison de structures est
complexe car une grande partie des versions du problème a été démontrée NP-difficile
[40]. Cela implique que les algorithmes de résolution du problème sont soit conçus pour
une version simplifiée du problème, renvoyant un résultat approché, ne pouvant être
garanti comme optimal et de plus, comme Godzik [37] le fait remarquer, il n’y a pas
qu’une seule solution au problème. Soit ces algorithmes sont exacts et explorent un
problème combinatoire énorme donc peuvent nécessiter des temps non raisonnables pour
retourner une solution.
La majorité des scores sont basés sur la recherche d’un alignement de deux structures
qui va maximiser ce score, comme vous le verrez par la suite, cet alignement, ou plutôt
ces alignements car même si les algorithmes en majorité n’en retourne qu’un il existe
des alignements alternatifs, cet alignement influe plus ou moins fortement sur le score
associé.
2.3.2 Scores basés sur les mesures de distances inter-résidus
Ces scores ont une certaine popularité car ne requiert aucun calcul de superposition
de structures, basés sur les distances entre résidus issus du même domaine. Les scores
inter-résidus ont plusieurs critères, la nature des résidus considérés, la présence de gaps
dans l’alignement produit, la mesure de la différence de distances, I. Wohlers a dédié une
partie de sa thèse à l’étude et la comparaison de ces scores et en a conclu qu’ils étaient
tous pertinents au regard de leur fonction objectif, cela les rend difficile à comparer.
Ces méthodes opèrent en premier lieu un passage de la 3D à la 2D, les matrices de
distances étant une représentation en deux dimensions de la structure des protéines.
Les matrices sont indépendantes de l’orientation des structures, les structures similaires
ont des distances inter-résidus internes similaires, les scores ici servent donc à mesurer la
proportion de distances similaires. Parmi les scores issus de cette catégorie on peut noter
le score de DALI[49], le RMSDd (qui, comme son homologue basé sur les coordonnées
nécessite d’être pondéré par la longueur de l’alignement correspondant), ou encore le
score de DAST .
RMSDd Le RMSDd (« Root Mean Square Deviation based on distances » )est une
mesure de déviation globale basée sur les distances entre résidus d’une même protéine
comparées aux distances associées dans l’autre structure. Le RMSDd se calcule sur la
CHAPITRE 2. CLASSIFICATION STRUCTURALE 45
base de toutes les distances entre paires de résidus issus d’un alignement auquel il est
toujours associé. Soit Ali = P1,i, P2,j ;P1,i′ , P2,j′ ;P1,m, P2,n un alignement quelconque
des protéines P1(|M |), P2(|N |), m ≤ M , n ≤ N et i, i′, j, j′ quatre indices. Une paire
P1,i, P2,j de l’alignement signifie que les résidus i, j issus respectivement de P1, P2 sont






(P1,ii′ , P2,jj′)2 (2.2)





(|Ali|, longueur de l’aligne-
ment) et P1,ii′ (resp. P2,jj′) la distance entre les résidus i,i’ de P1.
DALI Le principe de DALI est de représenté deux structures protéiques par leurs ma-
trices de distances inter-résidus centrés en leurs Cα ou Cβ . Holm et Sander décrivent
leur méthode comme le coulissement d’une matrice sur l’autre, les sous-structures si-
milaires apparaissant comme des patchs, des zones aux valeurs proches deux à deux,
d’une matrice à l’autre. Un peu comme des cartes au trésor qu’il faut superposer à la
lueur d’une bougie pour en extraire le chemin complet, le coulissement d’une matrice sur
l’autre détermine l’alignement optimal, le meilleur appariement de résidus. L’algorithme
de DALI a deux étapes : la première est une comparaison de toutes les sous-matrices
de taille 6 (matrices contenant les distances entre les résidus (i, .., i + 5) ∈ P1, respec-
tivement (j, ..., j + 5) ∈ P2 de deux protéines P1, P2), appelées motifs de contacts. Les
sous-matrices similaires sont stockées et servent de graines à la seconde étape qui étend
ces motifs pour maximiser le nombre de paires de résidus alignés. Pour chaque aligne-
ment DALI calcule le DALI-score, un score optimisé et retourne l’alignement avec le
plus fort score. DALI est une heuristique, il en existe une version exacte, DALIX [116]







)e−(dij/20)2 + 0.2Ne (2.3)
DAST DAST, «Distance-Based Aligment Search Tool » , a été initialement développé
par Noël Malo-Dognin au sein de l’équipe Symbiose 2. Il est composé de deux étapes ma-
jeures : la modélisation des appariements possibles entre résidus de deux protéines dans
un graphe puis recherche de la clique maximum croissante au sein de ce graphe. DAST, à
partir des matrices de distances des protéines P1, P2 calcule un score s(P1i,i′ , P2j,j′ pour
chaque appariement de paires de résidus ii′, jj′, i, i′ ∈ P1, j, j′ ∈ P2 en se basant sur une
valeur seuil λ (paramétrable) tel que :
s(P1i,i′ , P2j,j′) =
{
1 si ||dist(i, i′)− dist(j, j′)|| ≤ λ
0 sinon (2.4)
2. IRISA-INRIA Rennes Bretagne Atlantique
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Soit G = (VG, EG) un graphe modélisant la comparaison de deux protéines P1, P2, VG
contient l’ensemble des appariements de résidus i, j issus respectivement de P1, P2 pos-
sibles et une arête ev,w ∈ EG existe entre deux sommets , vi,j , wi′,j′ ∈ VG si et seulement
si le score s(P1i,i′ , P2j,j′ est égal à 1. Ensuite DAST recherche au sein du graphe la clique
maximale croissante (i.e, pas de croisement au sein de l’alignement final) et renvoie
l’alignement correspondant ainsi qu’un RMSDd associé.
2.3.3 Scores de similarités basés sur les structures superposées
De nombreuses méthodes comme TMalign[126], LGA[123], MICAN[80], mesurent les
distances après superposition optimale des structures et retournent le plus grand aligne-
ment avec un score optimisé selon leur fonction objectif. Ce score prend bien souvent en
compte le RMSDc, la mesure de déviation globale entre les structures, qui est une valeur
phare dans la comparaison de structures.
Le « coordinate Root Mean Square Deviation » , ou RMSDc, est sans conteste








avec Ne ≥ 1 le nombre de paires de résidus alignés , di,j′ la distance des résidus i ∈ P1
et j′ ∈ P2 après superposition de la protéine P2 sur la protéine P1. Plus le RMSDc est
faible, meilleur est l’alignement. Néanmoins il faut relativiser cette dernière affirmation
car à RMSDc égal, la qualité sous-jacente est grandement différente entre un alignement
de longueur 10 et un pour un alignement de longueur 100. Le premier peut être considéré
comme relativement mauvais et le second plutôt bon.
Le RMSD100 (eq : 2.6) , moins utilisé, tend à pallier le défaut du RMSDc via une







Tout comme le RMSDc, plus le RMSD100 est faible, meilleur est l’alignement.
Le S score combine longueur de l’alignement et RMSDc mais ne tient pas compte de
la longueur des protéines comparées[61], il est utilisé notamment par SARF2 [3].
Sscore = 3Ne1 +RMSDc (2.7)
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Le Q score (eq 2.8) est employé au sein de l’algorithme de SSM (« Secondary Struc-












Zscore = 0.25Ne ∗ exp(−0.39(RMSDc)2) (2.9)
Le TM score [126][118] (eq 2.10) est basé sur la distance après superposition des
paires de résidus alignés, il est implémenté au sein de TM-align [126] notamment mais











avec d0(Ne) = 1.24(Ne−15) 13−1.8. Le TM-Score varie entre 0 et 1, lorsqu’il est supérieur
à 0.5, les protéines partagent le même repliement [118]
SAS
SAS = RMSDc× 100
Ne
(2.11)
Avec Ne le nombre de résidus équivalents, score à minimiser [61].
GSAS
SAS = RMSDc× 100
Ne −Ngaps siNe > Ngaps (2.12)
Avec Ngaps le nombre de gaps dans l’alignement, score à maximiser [61]
2.3.4 Scores de similarités basés sur la longueur de l’alignement
La majorité des outils de comparaison de structures protéiques retournent un aligne-
ment. A partir de celui-ci, on peut déduire une série de scores de similarité comparables
d’un outil à l’autre. Soient P1 et P2 deux protéines, |P1| (resp. |P2|) est la longueur
de la protéine P1 et Ne la longueur de l’alignement de P2 avec P1 issu d’un outil de
comparaison. A partir de ces valeurs, nous pouvons établir trois scores de similarité ∼,
présentés ci-dessous :













Ces scores pourraient servir de bases aux protocoles de classification présentés par la
suite, néanmoins ils présentent plusieurs faiblesses : la première est l’absence de contrôle
de la qualité de l’alignement fourni. La qualité du score va être totalement dépendante
de l’outil de comparaison utilisé. C’est pourquoi un score basé sur un alignement local
soumis à un seuil de RMSDc n’aura pas la même signification qu’un score basé sur un
alignement global distance inter-résidus dépendant.
Ainsi, lorsqu’il est dit plus haut que les scores allaient comparables d’un outil à
l’autre, cela ne va être possible que dans le cadre d’une recherche globale telle une
classification. C’est à dire, pour un même score de similarité, est-ce que les deux outils
vont permettre d’aboutir à la même classification ? Une comparaison plus directe de
deux outils n’est pas envisageable. Une autre faiblesse réside dans le choix du score de
similarité, chacun reflète un aspect de la similarité des protéines considérées et est donc
un candidat à l’intégration dans le protocole de classification.
D’autres scores de similarité existent, normalisés pour ramener le RMSDc/d à la
longueur de l’alignement et permettant ainsi d’observer deux outils sur une même com-
paraison.
Le score MI (« Match Index » , eq 2.16 [61]) est un score géométrique (MI ∈
[0, 1])également basé sur le RMSDc et qui est meilleur lorsqu’il tend vers 1 (maximisa-
tion). Il est également normalisé ce qui permet de comparer deux alignements.





avec |P1| et |P2| le nombre de résidus de chaque protéine.
L’index de similarité (SI, eq 2.17[61]) est une mesure géométrique normalisée
de la similarité de deux protéines. A l’inverse du MI, plus le SI est faible, meilleur est
l’alignement.




Snorm = 100× 2Ne
NA +NB
(2.18)
Avec NA (resp. NB) les longueurs des séquences des protéines A et B
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2.3.5 Recouvrement de cartes de contacts et mesures de similarité
Les protéines sont modélisées par une carte en 2 dimensions qui modélise des contacts
entre résidus. Le principe de la méthode est d’associer les résidus de deux protéines de
telle sorte que le nombre de contacts communs soit maximisé. Cela reflète une similarité
géométrique entre les deux protéines considérées. Nous présenterons cette approche en
détail ainsi qu’un outil (A_purva) implémentant cette approche et ses fonctionnalités qui
permettent d’optimiser la mesure du nombre de contacts communs et différents scores
de similarité qui en découlent.
Le recouvrement de cartes de contacts de protéines CMO, « Contact Map Overlap »
, et le problème qui lui est associé : maxCMO (la maximisation du recouvrement de
cartes de contacts) ont été introduits par Godzik en 1996 [37].
Une carte de contacts est une représentation en deux dimensions d’une protéine soit
sous forme de graphe (cf définition2.2) sous forme soit de matrice binaire carrée N2 où N
est le nombre de résidus constituants la protéine. Une case i, i de la matrice correspond
au contact entre les ième et jème résidus de la protéine, si la distance entre ceux-ci est
inférieure ou égale à un seuil µ, alors la case contient la valeur 1 ; 0 sinon. La figure 2.2
illustre les deux représentations d’une carte de contacts.
Définition 2.2. Carte de contacts
La carte de contacts d’une protéine P est un grapheG = (VG, EG)avec VG = {v1, v2, . . . , vn}
l’ensemble des sommets symbolisant les résidus de la protéine (centrés en leurs Cα respectifs)
et il existe une arête evi,vj entre deux sommets vi, vj ∈ VG si et seulement si la distance
entre les résidus correspondants respecte :
dist(i, j) ≤ µ i, j ∈ P (2.19)
La taille |VG| := |EG| d’une carte de contacts correspond au nombre de contacts au sein
de la protéine modélisée par G = (VG, EG).
Cette représentation permet d’identifier rapidement et visuellement les résidus qui
sont proches dans l’espace mais pas forcément dans la séquence. Cela offre donc un
aperçu du repliement de la protéine.
La comparaison de deux cartes de contacts est appelée recouvrement de cartes
de contacts (« contact map overlap » ), CMO, [38]). L’idée sous-jacente est que lorsque
deux structures sont similaires, leurs cartes de contacts aussi. Par conséquent, mesurer la
similarité de deux cartes de contacts permet d’estimer la similarité de deux protéines sans
superposition. Le problème associé est le problème de maximisation du recouvrement de
cartes de contacts, maxCMO qui consiste à trouver le nombre maximal de contacts
communs aux deux cartes. Ce problème est un problème NP-difficile pour certaines
approches, [69], il existe par ailleurs d’autres méthodes non polynomiales. Mais nous
nous sommes intéressés à celle-ci car cette mesure s’est avérée efficace dans le cadre de
la comparaison de structures protéiques [21, 4].
Dénombrer le nombre de contacts communs entre deux protéines permet de calculer
différents scores de similarité/distance entre deux protéines et permet ainsi une compa-
raison globale de leurs structures.
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La résolution du problème consiste à trouver l’alignement linéaire de résidus qui
maximise le nombre de contacts communs entre les deux cartes de contacts.
A_purva : un outil pour la résolution du problème maxCMO
Soient deux protéines P1, P2 et soit G1 = (V1, E1) et G2 = V (V2, E2) deux cartes de
contacts contacts où V1 (resp. V2) correspond à l’ordonnancement linéaire des résidus de
P1. Il existe une arête ev,w ∈ EG1 (resp. EG2) entre deux sommets v, w ∈ VG1 (resp. VG2)
si et seulement si la distance entre les résidus correspondant est inférieure à un même
seuil µ.
A_purvaest une méthode exacte de comparaison de cartes de contacts basée sur un
algorithme de « branch and bound » qui, pour un temps de calcul donné, retourne le
plus grand nombre de contacts communs (LB(G1, G2)) qu’il a trouvé au terme du temps
imparti plus une estimation du nombre de contacts communs maximal (UB(G1, G2))
qu’il va pouvoir atteindre. Lorsque LB,UB convergent, A_purvaa terminé l’exploration
et retourne CMO(G1, G2), le nombre maximal de contacts communs entre les protéines
P1, P2. LB,UB et CMO respectent l’équation 3.2 suivante :
LB(G1, G2) ≤ CMO(G1, G2) ≤ UB(G1, G2) (2.20)
Scores de similarités basés sur la mesure CMO
La recherche et la mesure du nombre maximal de contacts communs (CMO(P1, P2)
est nécessaire mais non suffisante pour estimer la similarité de deux protéines. Il manque
la relation avec les nombres de contacts E1, E2 présents au sein des protéines P1, P2.
Par conséquent trois scores sont proposés pour évaluer cette similarité :












Ces scores ont pour point faible principal le fait qu’ils ne soient pas une mesure mé-
trique, de plus nos expérimentations ont montré les limites qualitatives de ces scores.
Nous avons donc chercher à estimer la distance entre deux protéines plutôt que la simi-
larité.
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Scores de distances basés sur CMO
Plusieurs distances ont été testées (voir l’article [115] pour plus de détails ) : CMO(A,B)
est le nombre de contacts communs entre les cartes de contacts A et B, et |EA| (respec-
tivement |EB|) est le nombre de contacts de la carte A (B).
Dsum = 1− 2× CMO(A,B)|EA|+ |EB| (2.24)
Dmin = 1− CMO(A,B)
min(|EA|, |EB|) (2.25)
Dmax = 1− CMO(A,B)
max(|EA|, |EB|) (2.26)
Les trois distances sont normalisées, cependant les distances Dmin et Dsum ne sa-
tisfont pas l’inégalité triangulaire (preuve dans [115]), par conséquent ce ne sont pas
des distances métriques et nous ne pouvons donc les utiliser. Cependant, la distance
Dmax (eq. 2.26) s’est avérée posséder la propriété d’être une distance métrique, ce qui
induit la possibilité de caractériser l’espace des protéines à partir de cette distance. Par
conséquent, cette nouvelle mesure peut être utilisée dans nos protocoles.
2.3.6 Discussion des scores
Cette section reflète la grande diversité des scores de similarités mise à disposition
par la communauté, chacun d’eux espère capturer de manière pertinente la similarité
entre deux structures protéiques. La littérature montre que tous y parviennent selon les
objectifs initialement fixés. L’objectif de cette partie du mémoire étant la classification
de structures je vous renvoie à la partie ?? pour une analyse de ces scores en fonction
d’un alignement donné et leur intérêt dans la recherche de l’alignement optimal de deux
structures. La grande difficulté de ces scores est de synthétiser toutes les informations
relatives à la comparaison de deux structures dans une seule valeur qui, au premier coup
d’oeil informe quant à la similarité des structures. Si l’on prend par exemple le TMscore,
normalisé entre 0 et 1, on sait qu’un TMscore supérieur à 0.5 reflète une similarité
structurale importante : les deux structures ont un repliement semblable [118].
Théoriquement tous les scores cités précédemment pourraient être utilisés pour ré-
soudre le problème de cette partie, à savoir comment intégrer une protéine dans une
classification de protéine mais déjà certains peuvent être élagués comme les RMSD, uti-
lisés sans relation avec leurs alignements, sont non-pertinents de part cette dépendance.
Les algorithmes utilisés en classification ont pour objectif de capter si deux struc-
tures partagent un même repliement de manière suffisamment précise. La vitesse est ici
un point clé, au détriment de la précision, l’algorithme se doit d’être suffisamment précis
pour différencier les grandes divergences mais il doit surtout être rapide. La classification
de domaines requiert un score fiable et rapidement récupérable, raison pour laquelle les
heuristiques sont souvent privilégiées. Les méthodes exactes comme DAST ou CMO,
utilisées telles quelles, c’est à dire en calculant avec exactitude leurs scores de similarité
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ne peuvent pas être utilisés dans le cadre de comparaisons à large échelle. La compa-
raison exacte d’une seule structure face à la classification entière se ferait en temps non
raisonnable, inexploitable malgré la qualité de la méthode.
En conclusion, de nombreux outils permettent de mesurer la similarité de deux pro-
téines, cette similarité sert de base aux classifications hiérarchiques et permet de regrou-
per des protéines dont les structures sont proches, donc dont les fonctions sont supposées
proches. Dans la suite de ce mémoire, nous vous montrerons comment nous avons réussi
à contourner le problème de la résolution exacte d’une instance avec A_purvapour main-
tenir l’exactitude de la méthode tout en l’accélérant et en débouchant sur un protocole
effectif en temps raisonnable. Pour démontrer l’efficacité de ces méthodes par rapport
aux autres méthodes, nous avons comparé nos protocoles à une méthode de résolution
du SFIP utilisant TMalign et le TMscore.
2.4 S amourai , un outil de mesure de scores à partir d’un
alignement
Le grand nombre de scores existants et la nécessité de les comparer afin de mieux éva-
luer un alignement nous ont conduit à développer S amourai . S amourai est un outil
qui, à partir d’une liste de résidus alignés (issue de n’importe quel outil d’alignement) et
de deux structures (via leurs fichiers pdb) calcule une dizaine de scores. Il retourne aussi
les valeurs correspondant à la meilleure matrice de superposition des deux structures.
Nous avons utiliser S amourai afin de mesurer et comparer tous ces scores. Non
pour trouver le meilleur (ils n’ont pas les mêmes objectifs) mais pour trouver un outil
qui va retourner les meilleurs scores pour une comparaison donnée. S amourai a été
conçu afin de rendre possible la comparaison d’alignements issus d’outils différents et
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Plusieurs études se sont intéressées à la pertinence de ces différents scores et d’autres
ont vu le jour en essayant de trouver un moyen de synthétiser ces différents résultats.
Est apparu entre autres le serveur CSA [116] qui, pour deux structures données, calcule
des alignements selon quatre méthodes : CMO, DALIX, PAUL et MATRAS, et retourne
différents scores pour chaque alignement. Nous en avons un exemple ultérieurement dans
le tableau 4.1.
Les outils d’alignements ayant chacun leur format de sortie, nous avons créé un
format standardisé (nommé samourai , cf annexe ??) simple à parcourir et regroupant
CHAPITRE 2. CLASSIFICATION STRUCTURALE 53
néanmoins les informations nécessaires et suffisantes à l’identification des paires d’atomes
alignées.
Le principal inconvénient de S amourai est qu’il mesure le score associé à un aligne-
ment donné. Cet alignement est lui-même issu d’un outil de comparaison qui optimise
un score donné pour deux structures. Cependant, pour ces mêmes structures, un autre
outil retournera un alignement optimisé selon un autre score. Par conséquent, les scores
mesurés sont entièrement dépendants de l’alignement initial et ne reflètent pas la simila-
rité optimale entre les structures. Les scores reflètent une similarité des structures selon
l’alignement optimal associé à un score.
2.5 Résumé du chapitre
Cet état de l’art débute par la présentation de deux bases de données hiérarchi-
sées de domaines structuraux dans lesquelles nous allons essayer d’introduire de manière
automatique et sans erreur de nouveaux domaines. CATH et SCOP sont deux classifi-
cations hiérarchiques des domaines structuraux largement utilisées, elles concordent sur
la classification d’une majorité de domaines ce qui tend à conforter leurs classifications
respectives.
Ce chapitre présente également quelques uns des nombreux scores de similarité qu’il
est possible de calculer pour entre deux structures et pose la question de déterminer
le meilleur d’entre eux. Ces scores tendent à mesurer la similarité entre deux protéines
selon différents critères structuraux ce qui les rend difficiles à comparer. Nous avons
développé un outil qui évalue ces scores pour un alignement donné, à défaut de déterminer
le meilleur score, il va nous être possible d’observer le comportement de ces scores en
fonction de la paire de structures initialement comparée.
Nous avons également présenté S amourai , un petit outil de calcul de ces scores à
partir d’un alignement donné.
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Figure 2.1 – Protocole d’identification de nouveaux domaines structuraux et assignation
à une famille structurale.
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Figure 2.2 – Représentations d’une protéine par une carte de contact, (a) sous forme
de matrice binaire avec 1 : contact, 0 sinon (à gauche) ou (b) sous forme de graphe (à
droite.)




d’identification de la superfamille
structurale d’un domaine
protéique
Ce chapitre est dédié à la présentation d’un protocole d’identification qui utilise les
propriétés d’A_purva??, un outil de mesure de similarités exact, pour identifier le plus
proche voisin (« Nearest Neighbour » , noté NN) d’un domaine sans que la totalité
des comparaisons soient effectuées jusqu’à optimalité. Nous présenterons tout d’abord le
protocole initial, naif, incluant le calcul de toutes les instances à la comparaison linéaire
de leurs scores puis nous proposerons ici la notion de dominance entre instances, où
une instance réfère à une comparaison entre deux domaines. Nous montrerons également
précision de la méthode en terme de prédiction de superfamille structurale. La dominance
permet d’élaguer un certain nombre d’instances qui, même une fois résolues, n’auront pas
une similarité suffisante pour que leurs domaines cibles soient les plus proches voisins de
la requête. La dominance diminue drastiquement le nombre de comparaisons à effectuer
tout en conservant le caractère exact.
3.1 Méthode exhaustive ou « one to all »
Les scores utilisés dans ce chapitre sont commutatifs : s(A,B) = s(B,A) Soit q un
domaine structural requête et T = {t1, t2, . . . , tn} un ensemble de domaines structuraux
cibles issus d’une base de données hiérarchique et Sq×T → R+ une fonction de similarité
qui associe à toute instance (q, ti), ti ∈ T , un score de similarité s(q, ti). La recherche
exhaustive, nommée méthode « one to all » , du plus proche voisin de la requête q
consiste à calculer pour toutes les instances (q, ti) le score de similarité associé puis de
rechercher l’instance pour laquelle ce score est maximal (cf équation 2.1). Cette méthode,
résumée par l’algorithme 3.1, est utilisable avec n’importe quelle mesure de similarité s.
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Algorithm 1 Méthode one-to-all, recherche du plus proche voisin (NN)
q, T = {t1, ..., tn} . domaine requête, ensemble de domaines cibles
for ti ∈ T do
s(q, ti) = S : q × ti → R+
end for
NNi = arg max(s(q, ti))
Parmi tous les scores de similarité proposés, nous utilisons CMO [37] , via l’outil
A_purvaqui dénombre le nombre maximal de contacts communs entre deux domaines
structuraux. A titre de comparaison nous avons utilisé le TMscore (via TMalign), qui
est une mesure largement répandue. Ces deux méthodes nous permettent également
d’observer les différences de comportements entre une méthode exacte et une heuristique.
3.1.1 Exemple d’application
La méthode a été testée sur le jeu de données SHREC’10 : le concours SHREC’10
Protein Models Classification Track (SHape REtrieval Contest 10 ). L’objectif de ce
concours était d’observer l’efficacité des algorithmes de comparaison de structures 3D
des protéines dans le cadre d’une classification [79].
Le jeu de données SHREC’10 est composé de mille domaines structuraux protéiques
issus de la classification hiérarchique CATH [88]. Chacun d’eux appartient à une fa-
mille protéique différente et les mille domaines se répartissent par groupe de dix dans
cent superfamilles (niveau H). Ceci constitue la base de données à laquelle il faut ajou-
ter cinquante domaines appartenant à cinquante des cent superfamilles qu’il va falloir
retrouver.
L’objectif ici est donc de classer correctement les cinquante requêtes au sein de leur
superfamille en utilisant la méthode présentée dans cette section. Deux points ont été
particulièrement observés :
— Le nombre de requêtescorrectement insérées dans la base.
— Le temps nécessaire à la réalisation de l’objectif
Nous avons appliqué la méthode avec deux mesures de similarité : la mesure issue de
CMO( via A_purva, une méthode exacte) et le TM − Score normalisé par la longueur
de la requête ( via l’outil TM_Align, une heuristique).
Table 3.1 – Comparaison des performances des deux mesures en termes de temps de
calculs nécessaires et de fiabilité des résultats
Score Pourcentage de requêtes classées Taux de précision Temps de calcul global
Ssum(CMO) 100 92% > 1 an
TM − Score 100 96% 1h42m58s
Le taux de précision représente le pourcentage de requêtesqui ont été correctement classées par
la méthode.
Le tableau 3.1 résume les deux expériences, on observe un taux de précision un peu
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plus faible mais correct pour la méthode basée sur le score exact, néanmoins chacune des
méthodes présente une très bonne qualité de classification (92% et 96%). En revanche,
les temps de calculs nécessaires divergent énormément. En utilisant l’heuristique, moins
de deux heures ont suffi à obtenir une classification, en revanche, il a fallu plus d’un an
(en temps de calculs cumulés) à la méthode exacte pour le même protocole.
3.1.2 Analyse critique de la méthode, perspectives
Cette première méthode de classification présente le grand avantage de pouvoir être
utilisée avec n’importe quelle mesure de similarité (issue d’une méthode heuristique ou
exacte) mais présente quelques défauts :
- Chaque instance doit être résolue, cela est globalement rapide pour une heuris-
tique mais l’utilisation d’une méthode de comparaison exacte requiert parfois des
temps de calcul assez longs
- Si la similarité est déterminée par une heuristique, il n’y a pas de garantie que
celle-ci ait produit la (ou l’une des) solution(s) optimale(s).
— Le nombre de données dans les bases ne cesse de croître, ainsi, rester sur une
méthode obligeant une comparaison avec toute la base tend à devenir limitant,
même avec une méthode très rapide.
Les tests ont montré que l’heuristique était plus puissante et surtout beaucoup plus
rapide que la méthode exacte, cela dit, elle présente les défauts d’une heuristique. La
méthode exacte quant à elle est satisfaisante au niveau de la qualité de classification (
mais néanmoins améliorable) mais présente des temps de calculs trop longs pour être
qualifiés de raisonnables. Par conséquent, deux solutions sont envisageables : la première
est de réduire les temps de calculs d’instances, la seconde de réduire le nombre d’ins-
tances à résoudre. La première solution dépend de l’algorithme d’A_purva que nous ne
toucherons pas mais la seconde dépend de la méthode de recherche.
En conclusion, la recherche brutale du plus proche voisin est qualitativement ac-
ceptable mais la comparaison de notre méthode de comparaison CMO avec l’une des
heuristiques les plus utilisées en a montré les limites temporelles.
3.2 Identification de superfamilles protéiques par domi-
nance directe
L’un de nos objectifs a été de réduire le temps de calculs global tout en maintenant
les performances de la méthode et son exactitude, pour cela nous utilisons la propriété
de bornes d’A_purvaqui, pour chaque temps de comparaison, retourne deux valeurs
encadrant avec certitude le nombre maximal de contacts communs entre les cartes de
contacts considérées. Nous ajoutons également la notion de dominance entre instances.
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3.2.1 Dominance exacte et dominance directe entre instance
Soient q, un domaine structural requête, T = {t1, t2, . . . , tn} un ensemble de domaines
structuraux et S : q × T → R+ une fonction de score. La dominance exacte a déjà été
implicitement introduite dans la section précédente, en effet, on dit qu’une instance (q, ti)
domine exactement une instance (q, tj) si s(q, ti) > s(q, tj).
Définition 3.1 (Dominance exacte). Soient deux protéines ti et tj ainsi qu’une protéine
requête q et un score de similarité s. On dit que ti domine tj selon q si et seulement si :
s(ti, q) > s(tj , q) (3.1)
Le plus proche voisin correspondait donc à l’instance dominant exactement toutes
les autres, ce quelque soit la fonction de score S.
A partir de maintenant, S doit admettre pour toute instance q, ti deux bornes s(q, ti)
et s(q, ti) telles que :
s(q, ti) ≤ s(q, ti) ≤ s(q, ti) (3.2)
Lorsque l’instance q, ti est résolue, on a :
s(q, ti) = s(q, ti) = s(q, ti) (3.3)
Les propriétés du score définies par les équations 3.2,3.3 permettent de définir la
notion de dominance directe entre deux instances (q, ti), (q, tj).
Définition 3.2. Dominance directe entre instances Soient q, ti, tj trois structures et s
un score aux propriétés 3.2,3.3. L’instance (q, ti) domine l’instance (q, tj) si et seulement
si :
s(q, ti) ≥ s(q, tj) (3.4)
3.2.2 Insertion de la dominance dans le protocole d’identification des
superfamilles
Le précédent protocole, exhaustif, nécessitait de résoudre l’ensemble des instances
avant de pouvoir déterminer le plus proche voisin (NN). L’insertion de la dominance ôte
ce besoin car permet d’élaguer au fur et à mesure les instances dominées. Ainsi, ne sont
résolues que les instances pour lesquelles la dominance ne peut être établie. On introduit
donc dans ce nouveau protocole un paramètre de temps u qui va limiter la durée accordée
à la résolution d’une instance, ainsi, à la fin du temps imparti, si l’instance n’est pas
résolue, les bornes du scores seront retournées et permettront l’élaguage par dominance.
L’utilisation de la dominance directe accélère la résolution du problème FIP de la
manière suivante (résumée par l’algorithme 3.2.2) :
1. Toutes les instances (q, ti) sont initialisées dans une queue I. Le paramètre temps
u est affecté d’une faible valeur (2 secondes par exemple).
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Algorithm 2 Algorithme de recherche du plus proche voisin (NN) par dominance
directe
function main
q, T = {t1, ..., tn} . domaine requête, ensemble de domaines cibles
u . temps de calcul restreint
I = {(q, t1) : [s(q, t1), s(q, t1)], (q, t2) : [s(q, t2), s(q, t2)], . . . , (q, tn) :
[s(q, tn), s(q, tn)]} . Ensemble des instances initialisées
while |I| > 1 do





return NNi = I[0]
end function
function apply_dominance(I)
max = max(s(q, ti)), (q, ti) ∈ I . recherche du meilleur score atteint
for (q, ti) ∈ I do
if s(q, ti) < max then





2. L’outil de comparaison calcule toutes les instances (q, ti), limitées par u et retourne
les scores s(q, ti), s(q, ti) correspondants.
3. L’instance ayant le meilleur s(q, ti) est considérée comme le plus proche voisin
temporaire (NNt)et sert de base pour la dominance directe.
4. Les instances (q, tj), tj ∈ T telles que : s(q, tj) < s(NNt) sont retirées de la queue
5. Si la queue ne contient plus qu’une instance, alors le plus proche voisin est trouvé,
sinon les étapes 2,3 et 4 sont répétées en augmentant graduellement u.
3.2.3 Résultats de la méthode sur le jeu de données SHREC’10
Nous avons à nouveau résolu le problème d’identification des superfamilles (SFIP)
pour les 50 domaines structuraux de SHREC’10 en utilisant le nouveau protocole. Soient
Gi (respectivement Gj) la carte de contacts de la protéine ti (respectivement tj). L’outil
de comparaison est A_purva, il permet de calculer le score Ssum(Gi, Gj) = 2×CMO(Gi,Gj)|Ei|+|Ej |
Le paramètre de temps a été initialisé à 2 secondes puis augmenter à 10 et 50 secondes
ce qui donne les résultats du tableau .
Table 3.2 – Résolution du problème FIP en utilisant la dominance directe avec A_purva
Pour chaque temps limite, le nombre d’instances calculées, le nombre d’instances domi-
nées, le nombre d’instances restantes et le nombre de requêtes assignées au sein de la
classification de SHREC.
Temps limite (s) # instances # instances dominées # instances restantes # requêtes assignées
2 50 000 49 721 229 43/50
10 229 227 2 48/50
50 2 2 0 50/50
Le temps total de calcul s’élève à présent à moins de 29 heures (contre plus d’un
an avec le protocole exhaustif), ce tout en maintenant la qualité des résultats (46 des
cinquante requêtes ont été correctement prédites, tout comme précédemment).
3.2.4 Discussion, critique et pistes envisagées
Deux critiques majeures s’imposent concernant ce protocole : tout d’abord même
avec un élagage efficace, toutes les instances sont au minimum calculées une fois pour un
laps de temps réduit. Ensuite la qualité de prédiction du protocole en utilisant le score de
A_purvaest bonne mais peut être améliorée, par conséquent nous avons cherché d’autres
mesures basées sur CMO.
Plusieurs pistes ont été évoquées, la première concerne l’élagage avant résolution de
certaines instances en calculant un score dit trivial.
Borne triviale de CMO
Soient deux domaines structuraux modélisés sous forme de cartes de contacts par
leurs graphes respectifs Gi = (Vi, Ei) et Gj = (Vj , Ej). V étant l’ensemble des som-
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mets (correspondant aux résidus du domaine) et E l’ensemble des contacts réperto-
riés dans le domaine. Notre protocole se basant sur la mesure CMOet la maximi-
sation de nombre de contacts communs (CMO(Gi, Gj), nous savons d’emblée que,
CMO(Gi, Gj) ≤ min(Ei, Ej). Le nombre de contacts communs ne peut effectivement
pas excéder le nombre de contacts présents dans la structure en comptant le moins.
Donc, sachant cela nous pouvons d’ors et déjà affecter une valeur à la borne supérieure
de CMO : UB que nous nommons UBtrivial.
UBtrivial = min(Ei, Ej) (3.5)
Cette borne va pouvoir servir à calculé un score trivial :
s(Gi, Gj)trivial =
2×UBtrivial
|Ei|+ |Ej | (3.6)
A partir de ce score, une fois le début des résolutions lancés, les instances non calculées
mais bornées vont être potentiellement élaguées. Ainsi certaines instances ne seront pas
du tout résolues mais à partir de ce score trivial seront élaguées.
Caractérisation de l’espace des protéines
Le problème d’identification des superfamilles suggère une classification initiale connue,
invariable ou presque. Par conséquent, nous avons cherché à utiliser cette connaissance
en calculant de prime abord des scores entre domaines d’un même groupe au sein de
la classification puis cherche à déterminer si, à partir d’une mesure entre le domaine
requête et l’un des domaines classés, il était possible de calculer sans passer par une
résolution classique, le score de la requête avec un autre domaine en connaissant le score
domaine-domaine. Cette recherche, décrite ultérieurement, a mené à une caractérisation
de l’espace des protéines par une nouvelle mesure.
Recherche de scores et optimisation du protocole par vote
La volonté d’améliorer la qualité de prédiction du protocole ainsi que la recherche
d’un score qui nous permettrait de caractériser l’espace des protéine a mené à l’utilisa-
tion de la distance Dmax définie dans le chapitre précédent. Ensuite, l’observation des
résultats a montré que le plus proche voisin était souvent suivi par d’autres domaines
issus de la même superfamille, par conséquent, une optimisation de l’algorithme envisagé
est non pas de stopper les calculs lorsque le plus proche voisin domine les autres mais
lorsqu’il ne reste dans la queue uniquement des domaines du même groupe.
3.3 Identification de superfamilles protéiques par domi-
nance directe et indirecte
Les travaux de cette section sont le fruit d’une collaboration avec Inken Wohlers,
Gunnar Klau, Hristo Djidjev et Rumen Andonov. Les résultats sont extraits des publi-
cations produites. Nous remplaçons ici l’ancien score de similarité s(A,B) par la distance
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Dmax(A,B) prouvée métrique dans le chapitre 2 et nous nommons cette nouvelle mesure
max-CMO. Cette caractéristique de la nouvelle mesure est fondamentale car elle per-
met d’appliquer l’inégalité triangulaire et ainsi évaluer la distance entre deux domaines
à partir des distances liées à un troisième domaine. De plus, pour nos exemples, nous
utiliserons une classification hiérarchique, à plusieurs niveaux donc, en nous plaçant au
niveau des superfamilles de domaines.
A la différence de la similarité, plus une distance est faible, plus les protéines sont
proches. Ainsi les dominances entre deux instances (définition 3.1 et 3.2) deviennent :
Définition 3.3 (Dominance exacte basée sur la distance). Soient deux protéines ti et
tj et une requête q. La protéine ti domine la protéine tj selon q
Dmax(ti, q) ≤ Dmax, tj , q) (3.7)
et
Définition 3.4 (Dominance directe basée sur la distance). Soient deux protéines ti et
tj et une requête q. La protéine ti domine la protéine tj selon q
d(q, ti) ≤ d(q, tj) (3.8)
De la formule de la distance Dmax 2.26 sont déduites les distances issues des bornes :
d(q, ti) = 1− LB(q, ti)
max(|Eq|, |Eti |)
(3.9)
d(q, ti) est la plus grande distance mesurée entre q et ti, celle-ci ne peut que rester stable
ou diminuer.
d(q, ti) = 1− UB(q, ti)
max(|Eq|, |Eti |)
(3.10)
A l’inverse, d(q, ti) est la plus petite distance potentiellement mesurable entre q et ti,
celle-ci ne peut que rester stable ou croître.
3.3.1 Inégalité triangulaire entre domaines structuraux
Soient trois domaines structuraux p,q,r.
L’inégalité triangulaire dans un espace euclidien dit que, pour trois points A , B, C,
on a :
||AB −AC|| ≤ BC ≤ AB +AC (3.11)
Les propriétés métriques de notre mesure Dmax (notée d pour la distance d’une ins-
tance) permettent d’appliquer cette inégalité triangulaire. Ainsi, en connaissant d(Gp, Gq)
et d(Gp, Gr), il est possible de déterminer deux bornes d(Gq, Gr) et d(Gq, Gr) telles que :
d(Gq, Gr) = d(Gp, Gq) + d(Gp, Gr) (3.12)
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d(Gq, Gr) = ||d(Gp, Gq)− d(Gp, Gr)|| (3.13)
Ces deux bornes triviales, intégrées au protocole présenté par la suite vont faciliter
l’élagage.
3.3.2 Caractérisation de la classification, domaines représentants des
superfamilles
Le fil conducteur des sections de ce mémoire est de minimiser le nombre d’instances
à résoudre, ce pour une simple raison : le nombre important de domaines inclus dans les
classifications. Soit F une superfamille de domaines structuraux issue d’une classification
C quelconque et d une mesure de distance métrique. F peut être caractérisée par un
domaine représentatif RF et un rayon rF définis comme suit :
Définition 3.5 (Domaine représentatif et rayon).










RF est le domaine de F le plus proche de tous les autres domaines de la famille et
rf est la plus petite distance maximale entre les domaines, c’est à dire la distance entre
RF et le domaine dont il est le plus éloigné.
Si l’on représente visuellement une superfamille protéique, il s’agit d’une sphère dont
le centre est RF et dont le rayon est la distance minimale qui contient tous les domaines
au sein de la sphère (cf figre 3.1).
Figure 3.1 – Représentation d’une superfamille structurale avec son domaine représen-
tatif R et le rayon r
Les distances entre le domaine représentatif et les autres domaines sont représentées par un trait
continu tandis que les autres distances sont symbolisées par des pointillés.
L’identification de RF induit la résolution de toutes les paires (p, q), p, q ∈ F de
domaines de la superfamille. Par conséquent, toutes les distances correspondantes sont
connues pour toutes les superfamilles avant le début du protocole SFIP.
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3.3.3 Dominance indirecte entre instances
Soit F une superfamille de représentant RF , de rayon rF et ti un domaine apparte-
nant à F . Soit également q un domaine structural requête et d une mesure de distance
métrique. L’inégalité triangulaire permet d’estimer la distance d(q, ti) de la manière sui-
vante :
|d(q,RF )− d(RF , ti)| ≤ d(q, ti) ≤ d(q,RF ) + d(RF , ti) (3.16)
A partir de cette inégalité ainsi que de la dominance directe (basée ici sur la distance),
on peut établir deux bornes nommées borne triangulaire supérieure et borne triangulaire
inférieure. Ces bornes sont définies comme suit :
d4(q, ti) = d(q,RF ) + d(RF , ti) (3.17)
et
dO(q, ti) = max{d(q,RF )− d(RF , ti), d(RF , ti)− d(q,RF )} (3.18)
Les bornes d’inégalité triangulaires suivent la même règle que les bornes sur la dis-
tance soit :
dO(q, ti) ≤ d(q, ti) ≤ d4(q, ti) (3.19)
La grande force des bornes est qu’elles permettent d’appliquer une dominance entre
deux instances. A partir de ces nouvelles bornes, nous pouvons calculer une nouvelle
dominance : la dominance indirecte entre instances.
Définition 3.6. Dominance indirecte entre instances La protéine ti domine la protéine
tj selon la protéine requête q si d4(q, ti) < dO(q, tj)
3.3.4 Protocole d’identification basé sur les bornes et la recherche des
knn voisins
Ce protocole utilise toutes les notions de dominances précédemment vues afin de
limiter le nombre d’instances à résoudre effectivement. Ici nous utilisons comme mesure
de comparaison non plus un score de similarité mais le score Dmax. De même, l’assigna-
tion d’un domaine structural à une superfamille s’effectuait selon la détermination du
plus proche voisin (NN), à présent nous élargissons la méthode à la recherche des k plus
proches voisins (kNN). Il est également nécessaire d’effectuer une analyse ab initio de
la classification de référence afin de déterminer les domaines représentatifs et les rayons
des superfamilles.
Analyse de la classification existante
Le protocole d’identification nécessite une unique étape de mesure des distances
entre les domaines structuraux d’une même superfamille. A partir de ces distances sont
déterminés les domaines représentatifs ainsi que les rayons des familles. Cette étape est
nécessaire à l’utilisation de la dominance indirecte entre instances.
CHAPITRE 3. IDENTIFICATION DES SUPERFAMILLES 67
k plus proches voisins (kNN)
La recherche des kNN est une extension de la recherche du plus proche voisin. Il
s’agit ici de déterminer les k domaines de la classification qui sont les plus proches du
domaine requête. Une fois ces kNN identifiés, la requête est assignée à la superfamille
majoritairement présente.
Protocole
Soit q un domaine requête et T un ensemble de structures. Soient également F ∈ C
l’ensemble des superfamilles de la classification C. Chaque domaine t ∈ T est associé à
une unique famille F . On suppose que pour chaque superfamille F ∈ F , les distances
exactes inter-domaines ont été mesurées et que le domaine représentant RF ainsi que le
rayon rF ont été déterminés.
L’algorithme 3 (tiré de [115]) commence par estimer les bornes de chaque instance
(q,RF ). Puis les cibles t sont triées dans deux files de priorité LB et UB par ordre
croissant de la borne correspondante (dO, d4) calculée selon un temps donné. L’étape
suivante est un élagage des structures t dominées par tUBk . Si à la fin de cette étape, le
nombre de structures restantes est égal à k alors l’algorithme retourne la superfamille
majoritaire. Sinon le temps est incrémenté et le processus recommence au calcul des
nouvelles bornes de l’instance (q,RF ). Cela jusqu’à ce que toutes les bornes convergent
ou que le nombre de structures dans la file UB ne soit plus modifié. La seconde étape
majeure est une dominance directe, les instances q, t sont calculées selon un paramètre
temps croissant puis les instances dominées sont élaguées. A la fin du dernier tour (selon
la dernière durée de comparaison utilisée -10 secondes ici-), les instances restantes, si la
dominance n’est pas totale, sont triées selon LB et les kNN servent à l’assignation de la
famille.
Les calculs de max-CMOpour les instances se font avec A_purva, à partir des bornes
LB, UB qu’il retourne, les distances (exactes ou bornées) sont calculées. Nous avons ici
limité le temps de calcul maximal à 10 secondes, cela implique que certaines instances
peuvent ne pas être dominées et dans ce cas, la sélection des kNN est une heuristique
puisque les kNN ne dominent pas l’ensemble des structures cibles T .
3.3.5 Expérimentations
Nous avons tester ce nouveau protocole à l’aide de deux jeux de données issus de
SCOPCATH[30]. SCOPCATH est le jeu de données consensuel des bases de données
SCOP (1.75)[83] et CATH (3.2.0) [90]. Le jeu de données initial ne contient que des
domaines avec un pourcentage d’identité de séquence inférieur à 50%. Cela équivaut à
6759 structures. La version étendue du jeu de données contient l’intégralité des struc-
tures consensuelles de SCOP et CATH, soit 67609 domaines structuraux. Ces domaines
sont répartis dans 11 classes, 1348 superfamilles et 2480 familles (cf répartition dans
le tableau 3.3). Les onze classes sont des spécifications des quatre classes usuelles (α
principalement, β principalement, α et β avec feuillets β parallèles, α et β avec feuillets
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Algorithm 3 Solving the k-NN classification problem
1: q . Query structure.
2: T . Set of target structures.
3: RF ∀F ∈ C . Family representatives ; see Equation (??).
4: d(A,RF ) ∀A ∈ F for all families F ∈ C . Distance from all family members to the
respective representative.
5: d(q,RF ), d(q,RF ) ∀F ∈ C . Bounds on the distance from the query to the family
representatives.
6: LB ← {(t,−∞)|t ∈ T } . Priority queue, which will hold the targets t in the order
of increasing lower bound distance d5(q, t) to the query.
7: UB ← {(t,∞)|t ∈ T } . Priority queue, which will hold the targets t in the order of
increasing upper bound distance d4(q, t) to the query.
8: tUBk . A pointer to the k-th element in UB
9:
10: τ ← 1 s . Time limit for pairwise alignment.
11: for F ∈ C do
12: FAM[F ]← |{t ∈ T : t belongs to family F}| . Number of family members.
13: end for
14: while ∃RF : d(q,RF ) 6= d(q,RF ) and |T | changes do
15: τ ← τ× 2
16: for F ∈ C with FAM[F ] > 0 do
17: Recompute d(q,RF ) and d(q,RF ) using time limit τ
18: for t ∈ F do
19: Update priority of t in LB to d5(q, t) = |d(q,RF )− d(RF , t)|. . Bound
from inverse triangle inequality Equation (??).
20: Update priority of t in UB to d4(q, t) = d(q,RF ) + d(RF , t). . Bound
from triangle inequality Equation (??).
21: end for
22: end for
23: . Check for targets dominated by tUBk .
24: for target t in T do
25: if d5(q, t) > d4(q, tUBk ) then
26: T ← T \ t
27: LB ← LB\t
28: UB ← UB\t
29: FAM[F ]← FAM[F ]− 1 where F is the family of t.
30: end if
31: end for
32: if |T | = k then return The majority superfamily membership S among T .
33: end if
34: end while
35: Apply the dominance protocol for query q and targets t ∈ T as described in [74].
(The quality of the bounds d(q, t) and d(q, t) are improved by stepwise incrementing
τ within the given time limit. At each step, the direct dominance (def 3.4) is applied
for the targets from the updated T .)
algorithm issu de [115]
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Table 3.3 – Répartition des domaines dans les classes pour les jeux de données SCOP-
CATH (str) et SCOPCATH étendu (ext) ainsi que le nombre de superfamilles(sup) et
familles(fam) associés.
Class a b c d e f g h i j k
# str 1195 1593 1774 1591 30 103 342 72 11 38 10
# ext 10,796 19,215 17,497 15,679 349 1006 2398 520 43 81 25
# fam 524 516 548 632 6 59 121 32 5 29 8
# sup 303 266 191 375 6 52 82 31 5 29 8
tableau issu de [115]
β anti-parallèles) par des réarrangements des structures secondaires correspondant à des
motifs caractéristiques dans les cartes de contacts.
Afin de constituer les ensembles de domaines requêtes, nous avons sélectionné aléa-
toirement un domaine dans chaque famille constituée d’au moins six domaines. Par
conséquent, l’ensemble de requêtes du petit jeu de données contient 236 domaines et
celui du jeu de données étendu 1369 domaines.
3.3.6 Résultats
Pour analyser et comparer notre protocole, nous avons effectué un protocole « one to
all » semblable à celui de la section 3.1. Seule différence, les kNN ont été sélectionnés et
la requête a été assignée à la famille majoritaire. Nous avons testé le protocole pour des
valeurs de k allant de 1 à 10. Cela a fait l’objet de deux articles : l’article 1. (journal) et
l’article 8. (conférence)[115] de l’annexe "Contributions" dont sont issus ces résultats.
Jeu de données SCOPCATH (236 requêtes, 6759 structures)
Le tableau 3.4 résume les résultats des assignations au niveau des familles. On observe
que globalement le protocole permet de classer correctement plus de 85% des domaines
requêtes. Ce pourcentage augmente avec la réduction du nombre de kNN. Cela tend à
montrer qu’il est plus judicieux de se restreindre à la meilleure concordance plutôt qu’à
un vote majoritaire. La ligne du tableau consacrée aux classifications exactes, c’est à dire
aux requêtes pour lesquelles la kNN dominance a été totalement établie, que pour k =
1, dix requêtes ont été classées exactement mais dans la mauvaise famille. Ces exemples
sont particulièrement intéressants car montre le pourcentage de limite de la méthode.
L’explication de ces erreurs est soit au niveau de max-CMOqui ne permet pas d’estimer
correctement la similarité entre les structures. La seconde option se situe au niveau du
score Dmax qui, dans le cas de ces structures ne permettrait pas de correctement capter
la distance entre les structures.
De même, TMalign qui est légèrement meilleur ne réussit pas à tout classer correc-
tement.
Si l’on s’intéresse à présent aux requêtes classées correctement et de manière exacte,
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on remarque qu’une forte proportion d’assignations de requêtes est une approximation
et non le fruit d’une dominance totale. De même le nombre d’égalité, c’est à dire les
cas où deux ou plusieurs familles ont reçu le même nombre de votes et par conséquent
l’assignation n’est pas possible, n’est pas négligeable pour les deux méthodes (max-
CMOet TMalign).
Table 3.4 – Résumé des assignations des 236 requêtes de SCOPCATH pour max-CMOet
TMalign.
Le tableau montre le nombre de requêtes correctement classées (correct), le nombre de cas où la
dominance est totale (exact), les requêtes correctement et exactement classées (correct et
exact) ainsi que les cas d’égalité (égalité).
k 10 9 8 7 6 5 4 3 2 1
# correct 210 211 213 213 214 217 217 219 213 224
# exact 117 143 156 165 188 206 204 211 209 234
# correct et exact 110 134 149 155 178 198 195 205 206 224
# égalité 10 9 11 8 10 10 10 10 20 0
# TM-align correct 219 220 220 225 225 228 226 227 226 228
# TM-align égalité 4 4 9 5 5 3 8 5 8 0
tableau issu de [115]
Pour cette expérimentation, nous avons paramétré le protocole pour lancer six fois la
dominance indirecte (triangulaire) en augmentant le temps de calcul à chaque itération
de 1 à 32 secondes CPU. Les même paramètres ont ensuite été utilisés pour la dominance
directe. A cette étape la distance d(q, t) est calculée directement. Nous avons voulu
observer le nombre d’instances élaguées par chaque étape.
La figure 3.2 montre le pourcentage d’instances élaguées à chaque tour pour les
dominances indirecte (triangulaire) et directe. Pour certaines requêtes, la dominance
indirecte suffit à élaguer un grand nombre d’instances mais pour la majorité des requêtes
il reste plus de 50 % des instances après cette étape.
La dominance directe est beaucoup plus efficace, mais également beaucoup plus coû-
teuse puisque les instances sont résolues (partiellement ou totalement) avecA_purvaalors
qu’il s’agit d’une simple opération mathématique dans le cas de la dominance indirecte.
Pratiquement 100 % des instances sont élaguées à la fin de cette étape. Il reste néan-
moins quelques cas où moins de 40 % des instances sont élaguées, la dominance n’est ici
pas totale.
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Figure 3.2 – Pourcentages d’instances élaguées lors des étapes de dominance indirecte
(triangulaire) et directe (« pairwise » ) pour les 236 requêtes du jeu de données SCOP-
CATH
figure issue de [115]
En conclusion, sur ce petit jeu de données, on remarque que la dominance indirecte
permet d’élaguer un nombre non-négligeable d’instances et que la dominance directe,
même partielle, permet d’obtenir plus de 85% de bonnes prédictions des requêtes.
Jeu de données SCOPCATH étendu (1369 requêtes, 67 609 structures)
Les tests sur le jeu de données précédent ayant produits des résultats satisfaisants,
nous avons testé le protocole sur un jeu de données dont la taille se rapproche de celles des
classifications hiérarchiques existantes. Ici le nombre de requêtes correctement prédites
est au minimum de 1303 sur 1369, soit 95% et de même la grande majorité des requêtes
est classée via une dominance totale. Le tableau 3.5 résume les résultats du protocole.
Les pourcentages de requêtes correctement assignées et de manière exacte (ou totale) ont
augmenté par rapport au jeu de données précédent. Les temps de calculs varient entre
0.15 et 85.63 heures selon les requêtes (temps d’assignation), la durée moyenne étant de
3.8 heures.
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Table 3.5 – Résumé des assignations des 1369 requêtes de SCOPCATH étendu pour
max-CMO et TMalign.
Le tableau montre le nombre de requêtes correctement classées (correct), le nombre de cas où la
dominance est totale (exact), les requêtes correctement et exactement classées (correct et
exact) ainsi que les cas d’égalité (égalité). [115]
k 10 9 8 7 6 5 4 3 2 1
# correct 1303 1331 1334 1341 1341 1346 1344 1351 1348 1361
# exact 1120 1182 1228 1271 1286 1339 1341 1352 1347 1368
# exact et correct 1104 1166 1215 1257 1276 1329 1330 1341 1343 1360
# égalité s 35 5 12 6 11 7 9 3 17 0
# TM-align correct 1311 1347 1346 1350 1351 1354 1352 1353 1351 1361
# TM-align égalités 39 4 7 4 6 4 4 5 15 0
On remarque que pour k = 1, TMalign et notre protocole retournent le même nombre
de prédictions correctes, de plus une seule requête est classée par approximation (mais
correctement). Cela signifie qu’il existe 8 requêtes classées après une dominance totale
mais faussement.
La figure 3.3 présente l’élagage des instances selon les étapes de dominance indirecte
(triangulaire) et directe. Comme précédemment, une bonne partie (60% ici) des struc-
tures sont élaguées durant la première étape. De plus, le premier tour de la dominance
directe permet d’obtenir une dominance totale pour plus de 70% des requêtes.



















Figure 3.3 – Pourcentages d’instances élaguées lors des étapes de dominance indirecte
(triangulaire) et directe (« pairwise » ) pour les 1369 requêtes du jeu de données SCOP-
CATH étendu
figure issue de [115]
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3.4 Discussion, perspectives, travaux en cours
Les expérimentations sur les jeux de données SCOPCATH et SCOPCATH étendu
ont retourné de bons résultats avec la méthode basée sur max-CMOque ce soit en terme
de qualité de prédiction ou de performances. Cependant, on a observé que, que ce soit
pour TMalign ou max-CMO, l’utilisation des kNN diminuait la précision des résultats.
L’une des explications est l’absence de pondération dans le vote de chacun des kNN, la
famille du plus proche domaine est considéré de la même manière que celle du kième.
Or on note que lorsque k=1, les prédictions sont meilleures. Par conséquent il serait
intéressant d’envisager de pondérer les votes pour donner une importance plus ou moins
grande selon la position du domaine dans la liste.
Un point faible ici est la différence de précision avec TMalign, les résultats ont montré
que pour le protocole actuel (deux étapes de dominance avec 6 tours) la précision était
légèrement moindre que celle de l’heuristique. Cependant le nombre de requêtes dont la
dominance est totale (dans ce cas le protocole est exact) n’est pas maximal. Ce nombre
peut être augmenté en modifiant le nombre de tours autorisés (et le temps de calcul
par instance augmenté donc) notamment dans la seconde étape (dominance directe). En
effet l’une des causes de mauvaise assignation est l’erreur induite par l’approximation, en
dominant plus largement, voire totalement, on réduit le nombre de requêtes faussement
assignées. Accorder plus de temps de calcul à chaque instance augmente certes la durée
potentielle de l’assignation mais les bornes s’affinent et donc la dominance aussi.
Apprentissage Une amélioration supplémentaire est possible grâce à la nouvelle ver-
sion d’A_purva qui accepte des bornes en paramètres d’entrée 1. Jusqu’à présent, à
chaque résolution d’instance pour un temps t, A_purva débutait la comparaison à 0 et
retournait les valeurs de bornes après t secondes. Ces bornes vont être conservées d’une
comparaison à l’autre (pour une même instance avec un temps de calcul différent) et
ainsi éviter de recommencer la comparaison du début. Cet apprentissage des bornes est
un gain de temps non négligeable et ainsi réduire la durée globale du protocole.
La réduction du temps de résolution des instances l’une des deux méthodes d’opti-
misation du protocole. La seconde méthode est la réduction du nombre d’instances à
comparer. Ce fut déjà le cas avec l’utilisation de la dominance indirecte qui élague un
certains nombre d’instances, nous envisageons à présent d’utiliser la dominance entre
superfamilles.
3.4.1 Dominance entre superfamilles
Définition 3.7. Dominance entre superfamilles Soient F (RF , rF ) et G(RG, rG) deux
superfamilles avec RF , rF (respectivement RG, rG) le domaine représentatif et le rayon
de la famille F (resp. G) et q un domaine requête. Si d(q,RF ) + rF < d(q,RG) − rG,
alors la famille F domine la famille G.
1. Implémentation par Noël Malod-dognin
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La dominance entre superfamilles permet d’élaguer des superfamilles et ainsi réduire
le nombre d’instances à effectuer. Les premiers travaux ont consisté à étudier le che-
vauchement des superfamilles avec en première expérimentation les familles du jeu de
données SKOLNICK [67] et leur dispersion dans l’espace. 2 Le jeu de données SKOL-
NICK est constitué de 40 domaines structuraux répartis en 5 familles 7.2. Pour chaque
famille, les domaines représentatifs ainsi que les rayons ont été mesurés puis le chevau-
chement des familles a été observé.
Table 3.6 – Jeu de données SKOLNICK
Familles SCOP Taille Protèins
1 CheY-related 120-130 1b00, 1dbw, 1nat, 1ntr, 3chy
1qmp(A,B,C,D), 4tmy(A,B)
2 Plastocyanin 97-105 1baw, 1byo(A,B), 1kdi, 1nin
/azurin-like 1pla, 2b3i, 2pcy, 2plt
3 Triosephosphate 243-256 1amk, 1aw2, 1b9b, 1btm, 1hti
isomerase (TIM) 1tmh, 1tre, 1tri, 1ydv, 3ypi, 8tim
4 Ferritin 158-191 1b71, 1bcf, 1dps, 1fha, 1ier, 1rcd
5 Fungal ribonucleases 104 1rn1(A,B,C)
Soient deux familles F,G avec RF , rF et RG, rG les domaines représentatifs et les
rayons associés. Les familles se chevauchent si la distance euclidienne entre les domaines
représentatifs est inférieure à la somme des rayons. Le jeu de données de Skolnick est assez
"simple" dans le sens où les familles choisies sont très éloignées les une des autres, par
conséquent il n’est pas étonnant que celles-ci ne se chevauchent pas. En revanche, lorsque
l’on applique cette comparaison à des jeux de données plus larges comme PROTEUS[4],
composé de 300 domaines structuraux issus de SCOP (séparées en 30 familles de 10
domaines), la majorité des familles se chevauchent. Néanmoins, lors de ces expériences,
en moyenne 12 familles sur 30 étaient élaguées . Cela montre que la dominance de familles
a un potentiel non négligeable de réduction du temps d’assignation d’un domaine à une
famille.
3.4.2 Combinaison des différentes dominances dans un seul protocole
L’ensemble des différents protocoles nous permet d’émettre l’hypothèse que, toutes
dominances combinées, il est possible de créer un protocole automatique d’assignation
d’un protocole à une famille/superfamille fiable.
Nos différentes expérimentations ont porté sur les deux niveaux de classifications et
peuvent être substitués dans le protocole. Nos premières analyses (SHREC’10) inséraient
des structures au sein de superfamilles, SCOPCATH des familles.
Notre nouveau protocole utilise la distance Dmax, il devrait être potentiellement
2. Travaux réalisés par Nada ABASSI durant son stage au sein de l’équipe Genscale
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plus lent que celui de SCOPCATH car nous allons jusqu’à la dominance totale mais
nous espérons une meilleure qualité de prédiction. De plus ici, seul le NN sera utilisé. Le
protocole assigne actuellement un domaine à une superfamille selon les étapes suivantes :
1. Etape préliminaire : mesure des distances entre domaines et détermination des
domaines représentatifs et des rayons pour chaque superfamille ;
2. Mesure des distances exactes entre le domaine requête et tous les domaines repré-
sentatifs ;
3. Application de la dominance entre familles, élagage des superfamilles dominées ;
4. Application de la dominance indirecte entre instance (même utilisation que lors du
protocole de SCOPCATH soit 6 tours (1 à 32 secondes CPU) ;
5. Application de la dominance directe entre instances jusqu’à atteindre une domi-
nance totale (exacte)
La dominance de chaque étape est dite totale si, dans la liste des instances restantes,
tous les domaines appartiennent à la même superfamille ou s’il ne reste que le NN. De
plus, nous allons utiliser ce nouveau protocole avec la nouvelle version d’A_purva dont
l’utilisation de bornes en paramètres devrait permettre de réduire les temps de calculs
des instances.
Nous allons tester ce protocole sur une version étendue de SHREC’10 [79]. SHREC’10
est composé de 1000 domaines tirés de CATH et classés dans 100 superfamilles différentes
(à raison de 10 domaines par familles). 50 domaines, de 50 superfamilles différentes parmi
les 100 (mais hors des 1000 domaines) font office de requêtes. Nous allons étendre ce jeu
de données en récupérant tous les domaines de chaque superfamille desquels nous allons
retirer une structure qui fera office de requête. Nous appliquerons ensuite ce nouveau
protocole sur l’ensemble des requêtes.
3.4.3 Perspectives : analyse des « bêtes noires »
Les bêtes noires sont les domaines structuraux requêtes qui ne sont pas correctement
prédits. Dans le jeu de données SHREC’10, elles étaient au nombre de 4 (1TTEA02,
1WWJA00, 1JFTA01 et 3BIOA02). Elles résistaient à tous les protocoles, scores CMOet
autres jeux de paramètres. La conclusion était que l’utilisation des cartes de contacts
ne permettait pas de correctement prédire la superfamille de ces domaines. TMalign
bloquait également, et l’utilisation d’un outil plus local, DAST, qui possède aussi des
bornes mais sur le nombre de paires de résidus alignés, ne prédisait que trois des 4
bêtes noires. Pour la dernière, 3BIOA02, nous avions dû consulté Alexei Murzin qui
nous avait judicieusement recommandé d’ajouter un domaine dans notre jeu de données
pour parvenir à une classification. Ces quatre domaines possédaient un point commun :
lorsque l’on mesurait un RMSDc normalisé basé sur l’alignement des domaines avec leurs
NN respectifs prédits par le protocole, celui-ci était bien plus élevé que pour les autres
paires domaine requête-NN (figure 3.4).
Connaissant ces limites, l’une des pistes envisagées est de combiner un protocole



















































































































































































































Figure 3.4 – Résultats de SHREC’10 en utilisant la dominance directe et A_purva, pour
chaque couple (requête,NN), noté (q,NN) : NRMSDc(q,NN) = RMSDclen(q) , NRMSDc ∈
[0, 1]
En abscisse sont listées les domaines structuraux requêtes et en ordonnée les valeurs de
RMSDc normalisées (NRMSDc).
bornes. Mais, dans le cas d’un outil sans bornes, cela revient à comparer la requête à
toute la base, donc il est nécessaire de poursuivre la réflexion pour trouver un moyen de
limiter le nombre d’instances.
3.5 Conclusion
Nos expérimentations ont montré qu’utiliser la mesure max-CMO avec un proto-
cole exact et une mesure de distance métrique permettrait de correctement prédire la
famille d’un domaine structural de manière automatique et efficace. L’introduction des
dominances dans les protocoles diminue le temps global moyen nécessaire pour qu’un
domaine requête soit assigné à une superfamille. Nos évaluations sur des jeux de don-
nées dont la taille se rapproche de celles des classifications hiérarchiques existantes a
servit à estimer la pertinence d’un tel protocole en conditions réelles. Les études sur
le nombre de plus proches voisins (kNN) tendent à montrer qu’il vaut mieux choisir le
plus proche voisin. Mais les cas de mauvaises prédictions persistent et nécessitent une
étude plus poussée pour déterminer le point de faiblesse. En conclusion les résultats
obtenus montrent que la version actuelle du protocole est assez fiable et rapide pour
être utilisée par la communauté. Il reste encore des améliorations à intégrer, notamment
pour détecter automatiquement qu’un domaine a été mal assigné. A défaut de connaître
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la bonne superfamille, cela permettra au moins de connaître le cas d’erreur et de sou-
mettre le domaine à d’autres protocoles utilisant une autre méthode de comparaison de
structures.
3.6 Résumé du chapitre
Ce chapitre fut dédié à la présentation des notions de dominances entre instances, une
instance étant la comparaison de deux structures, dans un but d’assignation d’une struc-
ture à une famille/superfamille protéique. Le protocole standard d’assignation nécessite
de comparer un domaine structural requête à tous les domaines de la classification. Les
dominances permettent de restreindre ce nombre de comparaisons tout en garantissant
de n’élaguer que des domaines ne pouvant prétendre à influer sur l’assignation. Les mé-
thodes initiales sont basées sur un score de similarité mais nous avons introduit une
mesure de distance, qui est une métrique et permet ainsi d’utiliser des relations fortes
comme l’inégalité triangulaire. Elle permet aussi de caractériser l’espace des protéines.
Nous avons présenté différents protocoles intégrant les différentes notions de do-









Introduction, alignement de deux
structures
Comparer deux structures protéiques, c’est avant tout comparer deux objets tri-
dimensionnels. Il s’agit donc de comparer deux ensembles de points dans l’espace. Ce-
pendant, lorsque l’on s’intéresse aux protéines, plus exactement à leurs fonctions, il faut
ajouter une étude de la biochimie des structures afin de parvenir à une analyse complète.
C’est pourquoi le coeur de cette thèse est composé de deux aspects représentés par deux
modules : S hinobi et N injas . S hinobi modélise une question biologique dans
un graphe d’alignement tandis que N injas compare deux ensembles de points dans
l’espace tri-dimensionnel (3D) modélisés par un graphe d’alignement.
Ensuite se pose la question de la pertinence de l’alignement obtenu. Dans la partie
précédente on cherchait à mesurer, à capter une similarité entre deux structures. Dans
cette partie on cherche à comprendre les alignements, la manière dont les outils captent
les similarités et les traduisent dans leurs alignements. On verra notamment que deux
outils retournant des alignements différents peuvent avoir capté la même similarité mais
l’exprimer différemment.
Cette partie se divise en plusieurs chapitres : un état de l’art ayant permis de choisir
des outils portant sur différents aspects de la comparaison de structures, quatre chapitres
portés sur nos méthodes : la recherche d’éléments similaires ou divergents entre deux
protéines correspondants à des alignements structuraux ainsi qu’une discussion générale
sur la qualité des alignements et les poursuites d’études à effectuer pour obtenir une
analyse globale.
Nous avons utilisé un outil présenté dans la section précédente : S amourai , qui
permet de calculer de nombreux scores pour un alignement donné, cela nous permet
de comparer deux alignements mais également de noter les divergences entre les scores.
Comme écrit précédemment nous présenterons ici nos outils nous ayant permis de tester
nos différentes hypothèses et méthodes :
— Comment modéliser la comparaison de deux structures en faisant ressortir des
caractéristiques à la fois géométriques et physico-chimiques ?
Nous avons choisi d’utiliser le formalisme des graphes qui permet d’ajouter au mo-
dèle de base (un graphe étant initialement un ensemble de sommets et d’arêtes)
des propriétés de tout type.
S hinobi ("l’homme ninja") va modéliser les structures protéiques dans un graphe
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en tenant compte des informations intégrées issues de la séquence et des structures
secondaires pour optimiser le graphe créé et répondre au mieux à la probléma-
tique.
— Comment détecter des éléments communs à deux structures protéiques ?
Le graphe créé contient ces informations qui, après détection, constituent des
alignements structuraux. N injas , qui parcourt le graphe créé par S hinobi
et renvoie des pseudocliques. Ces pseudocliques correspondent à de nombreux
alignements pour une comparaison donnée, ce qui soulève la question du meilleur
alignement et des alignements alternatifs.
— Comment détecter les protéines solénoïdes ? Comment trouver un motif structural
qui, répété x fois, recouvre une protéine ?
Toujours avec une modélisation par un graphe, représentant non plus une protéine
comparée à une autre mais face à elle-même, nous recherchons ici des ensembles
d’alignements structuraux tous similaires. Dans un graphe, ils correspondent à
une clique, non plus à une pseudoclique. K unoichi ("la femme ninja") utilise
des principes des deux outils précédents pour rechercher des répétitions internes
au sein des structures protéiques
— Comment trouver des divergences au sein de structures fortement similaires ?
L’alignement des structures n’est plus ici la finalité mais le point de départ de
l’analyse, à partir de la superposition en 3D des structures, on cherche à iden-
tifier et caractériser toutes les fonctions biochimiques d’une structure à l’autre.
Implémentation au sein de Daijinushi ("l’écuyer"), une extension Chimera.
Chapitre 4
Outils pour l’alignement 3D de
protéines
4.1 Introduction
L’analyse locale, par comparaison à la comparaison globale de protéines, se focalise
sur les sous-structures similaires mais surtout sur la compréhension de ces similarités
avec une étude affinée. Là où une comparaison globale va conclure que deux protéines
sont similaires à mettons 70%, l’analyse locale va identifier les sous-structures impliquées
précisément. De plus, les comparaisons locales ont également pour but la détection des
sous-structures « importantes » comme les sites de liaisons ou les sites catalytiques des
protéines. Enfin, ces analyses ont pour but la mise en évidence des mouvements de struc-
tures, qu’ils soient dûs à des charnières ou bien à permutations de structures. Certaines
analyses ont également été dédiées à la recherche des répétitions internes chez les pro-
téines. Les sections suivantes présentent les principaux algorithmes d’alignements ainsi
qu’une discussion autour des modèles utilisés pour représenter les protéines ainsi qu’une
réflexion centrée sur le sacro-saint RMSDc. Il existe de nombreux outils d’alignements
structuraux, et presque chaque outil a sa propre fonction objectif. Les premiers ont
maintenant plus de vingt ans et de nouveaux apparaissent régulièrement sans qu’aucun
ne devienne la référence dans la communauté scientifique. C’est à la fois un bon point
car la recherche avance toujours plus, les alignements réputés difficiles mettent à rude
épreuve les outils qui évoluent et l’on s’aperçoit qu’à défaut d’avoir un outil capable
de résoudre l’ensemble des cas, beaucoup d’outils résolvent chacun un cas. Une avancée
notable dans l’évolution des algorithmes est la prise en considération de l’indépendance
de la structure par rapport à la séquence : les structures étaient initialement considérées
linéairement et qu’il suffisait de trouver le meilleur alignement structural en « suivant »
l’ordre d’apparition des acides aminés le long de la séquence (de l’extrémité N-terminale
à l’extrémité C-terminale). Ce postulat a mené à ce que l’on a nommé les alignements
ordre-dépendants ou alignements séquentiels . La découverte des permutations circu-
laires au sein de certaines protéines a mis à mal ce postulat et la plupart des outils
d’alignements structuraux séquentiels (notamment ceux qui contraignent leur modèle
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avec ce critère de suivi de la séquence et qui ont optimisé leurs algorithmes en fonction).
Car si les nouveaux algorithmes, ordre-indépendants ou non-séquentiels traitent indiffé-
remment les deux cas, les algorithmes séquentiels ne retournent qu’un alignement partiel
correspondant à la plus longue sous-structure linéaire trouvée.
Les alignements structuraux ne prennent généralement en considération que le car-
bone central (Cα ) de chaque acide aminé, réduisant les protéines à des ensembles de
points ordonnés. Initialement, chaque résidu d’une protéine peut être aligné avec n’im-
porte quel autre résidu de la seconde protéine mais certains outils réduisent ces possibi-
lités en se basant sur des critères d’appariements basés sur les structures secondaires ou
des cartes de contacts ou encore des motifs d’interactions [37]
Ce chapitre présente les grandes catégories d’algorithmes de comparaison d’une
paire de structures de manière non-exhaustive avec leurs caractéristiques, leurs forces
et leurs faiblesses. Nous avons sélectionné et décrit plus en détail quelques outils repré-
sentatifs : A_purva(présenté dans la partie précédente), TM_Align[126],MICAN [80],
FlexSnap[102] et PROBIS [63] et observer leurs résultats sur différentes instances issues
de la littérature. Ces méthodes ont des scores différents, présentés en section 2.3 si bien
qu’il est difficile de comparer leurs résultats.
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4.2 Alignements séquentiels basés sur la minimisation des
différences de distances intra-atomiques
La modélisation d’une protéine en carte de contacts consiste à créer une matrice de
distances carrée (4.1) dont les lignes/colonnes correspondent aux résidus de la protéine
et où une case i,j a pour valeur la distance entre ces résidus. De cette matrice de distance
sont extraites toutes les distances inférieures à un seuil (µÅ), les résidus correspondants
sont dits en contact. L’une des représentations les plus courantes est sous forme de graphe
(figure ??b), la protéine est modélisée par sa structure primaire (séquence d’acide aminé)
et il existe une arête entre deux résidus si ceux-ci sont en contact.
Figure 4.1 – La protéine 1TTE(A) (à g.), et sa matrice de distances associée(à d.)
Matrice calculée par http://csa.project.cwi.nl/, le rouge dénote des résidus très proches, à
l’inverse le bleu signale des résidus éloignés
Les principaux outils basés sur les matrices de distances sont DALI [51], Matalign [11],
ou encore DAST. DALI, « Distance mAtrix aLIgnment » [51] est l’une des heuristiques
les plus utilisées et dont il existe une version exacte (DALIX [116]). DALI compare
des matrices de distances en les décomposant en sous matrices de taille fixe (« contact
patterns » ). Les sous-matrices sont comparées et évaluées, et les paires de résidus validées
sont stockées dans l’alignement. Enfin les paires sont triées selon l’ordre de la séquence
primaire et correspondent au résultat.
Le problème de recouvrement de cartes de contacts consiste à chercher un alignement
ordre-dépendant (pas de croisements ) de résidus issus de deux protéines A et B considé-
rés comme équivalents tels que le nombre de contacts communs aux deux protéines est
maximisé. Caprara et collègues [21] ont développé plusieurs algorithmes basés sur des
méthodes de programmation linéaires pour résoudre ce problème, de même il existe des
algorithmes tels que PAUL ou encore A_purva(décrit en ??) pour résoudre ce problème.
L’un des points forts de ces algorithmes est l’affranchissement de la superposition,
le calcul de la superposition optimale n’est pas nécessaire puisque les distances inter-
résidus ne changent pas. De plus, un effet de bord est la prise en compte implicite de la
flexibilité des protéines. Si l’on prend l’exemple des charnières avec A_purva, ces larges
changements de conformations, ils se modélisent au sein de la carte de contact par un
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Figure 4.2 – Représentations d’une protéine par une carte de contact, (a) sous forme
de matrice binaire avec 1 : contact, 0 sinon (à gauche) ou (b) sous forme de graphe (à
droite.)
Matrice calculée par http://csa.project.cwi.nl/
nombre de contacts différent au niveau de la charnière mais le reste des distances dans les
autres parties des protéines ne varie pas. Donc, A_purvava aligner les différentes parties
des protéines et retourner un alignement global qui intégrera implicitement la charnière.
L’inconvénient est que ces outils ne sont pas capables de détecter qu’ils intègrent une
charnière, ils retournent un alignement qui, mesuré avec des scores classiques comme le
RMSDc ??, renvoie de mauvais scores comme le montre l’exemple 4.1.
Les résultats des quatre outils, malgré des fonctions de scores différentes, sont glo-
balement similaires, ils retournent la même superposition (4.3,4.1). Cet exemple illustre
la convergence de résultats entre les différentes méthodes. Le TM-score de l’instance est
très bas car celui-ci est basé sur la distance des paires alignées après alignement, hors
comme la superposition est rigide, certaines paires alignées sont très éloignées.
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Table 4.1 – Résultats de la comparaison des protéines 4cln(A) et 2bbm(A) avec quatre
outils d’alignements structuraux (A_purva(CMO), PAUL, DALIX et MATRASX), via
le serveur de comparaison CSA[116]
Les scores sont calculés à partir de la superposition issue de l’alignement des outils.
* dénote un score optimal
Scores / Outils CMO PAUL DALIX MATRASX
Gap native score [%] 0 0 73.4 128.497
CMO score 382* 382 382 382
PAUL score 1161.690 1161.690* 1161.690 1161.690
DALI score 481.231 481.231 481.231 481.231
MATRAS score 43344.957 43344.957 43344.957 43344.957
CMO norm. similarity [0.902,0.902]* 0.902 0.902 0.902
PAUL norm. similarity 0.528 [0.528,0.528]* 0.528 0.528
DALI norm. similarity 0.339 0.339 [0.339,0.589] 0.339
MATRAS norm. similarity 0.212 0.212 0.212 [0.212,0.485]
DALI z-score 6.573 6.573 6.573 6.573
TM-score 0.161 0.161 0.161 0.161
Aligned residues [#] 148 148 148 148
Aligned residues [%] 100.000 100.000 100.000 100.000
Coordinate RMSD 14.781 14.781 14.781 14.781
Distance RMSD 10.838 10.838 10.838 10.838
RMSD100 12.358 12.358 12.358 12.358
Sequence identity [%] 100.000 100.000 100.000 100.000
4.3 Alignements séquentiels basés sur la minimisation des
distances inter-atomiques après superposition, l’assem-
blage de fragments, la programmation dynamique
Les approches de comparaison de structures les plus courantes se basent sur la su-
perposition d’objets rigides, l’assemblage de fragments superposés ou encore la program-
mation dynamique et nombreux sont les outils qui mélangent ces approches. A ces nom-
breuses méthodes telles que MAMMOTH [93], LGA [124] ou encore TM-Align [126] ou
encore Deepalign [113], CE [107] sont associées des fonctions de scores et il existe prati-
quement une fonction de score par méthode. Cela entrave la comparaison de ces méthodes
qui divergent dans leurs résultats et ne permettent pas de conclure quant au meilleur
alignement. TM-align est l’un des outils les plus utilisés et par conséquent les plus criti-
qués dans la littérature, cette heuristique sert de référence dans nombre d’études. Nous
l’avons donc choisi comme outil de référence pour les outils d’alignements structuraux
séquentiels (ordre dépendant).
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Figure 4.3 – Superspositions de 4cln(A) et 2bbm(A) basées sur les alignements obtenus
avec A_purva(CMO), PAUL, DALIX et MATRASX
4.3.1 TM-Align, fonctionnement
TM-align[126] est une heuristique combinant superposition via matrice de rotation
basée sur le TM-score [125] et programmation dynamique. La méthode se base sur les
carbones alpha pour représenter les résidus de la protéine et débute par l’alignement des
structures secondaires par programmation dynamique et par alignement de structures
sans gaps. S’en suit une heuristique qui superpose les alignements initiaux puis cherche
à maximiser le TM-score qui correspond à un RMSDc relatif à la longueur de l’une des
protéines de l’instance (respectivement à l’autre protéine et propose également un TM-
score moyen). Le TM-score a pour avantage cette relativité qui le distingue du RMSD,
en effet le RMSD n’a de valeur que rapporté à la longueur de l’alignement obtenu. Fr-
TM-align [94] est une variante de TM-align, il diffère de TM-align au niveau de l’étape
d’énumération des alignements initiaux qui sont ici des assemblages de bons fragments
(c’est à dire ayant un score supérieur à un seuil). TM-align et ses variantes produisent
des alignements qui ne sont pas soumis à un seuil de distances entre paires de résidus
alignés, ainsi TMalign peut renvoyer un RMSDc élevé, néanmoins cette déviation est
pondérée par la recherche du TMscore maximal qui élague les paires de résidus trop
lointaines. Par conséquent, là où d’autres outils comme A_purva, incluent dans leurs
résultats de larges mouvements de structure, TMalign restera plus local et produira un
alignement plus court mais associé à un meilleur TMscore et un meilleur RMSDc. Si
l’on reprend l’exemple de la section précédente, les quatre outils retournent un TMscore
très faible (0.161) ce qui selon la littérature signifie que les deux structures n’ont pas
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la même topologie [118] alors que pour la même instance, TMalign renvoit un TMscore
plus élevé (0.432) qui reste tout de même assez faible. De même, Tmalign trouve un
alignement plus petit (72 paires de résidus contre 148 pour les autres) mais le RMSDc
associé est plus faible (1.854 contre 10.838). TMalign est donc un outil qui se base sur
une superposition rigide des protéines et détecte des sous-structures locales communes
entre deux protéines.
4.3.2 Discussion
Ces outils d’alignements structuraux ont été évalués par la littérature et il en ressort
qu’aucun d’eux ne fait réellement l’unanimité. Havrilla et Saçan [44] (2012) ont évalué
entre autres TMalign, CE [107], Fatcat [120] et Smolign [44] (les deux derniers possédant
une fonctionnalité supplémentaire décrite et discutée ci-dessous) et leur étude tend à
prouver que TMalign retourne de meilleurs alignements structuraux en accord avec le
TMscore ainsi que deux autres scores, le RMSDc et le Score SAS (tous les scores sont
présentés en section 2.3). Ces approches séquentielles, rigides, ont un gros défaut qui est
qu’elles bloquent sur trois cas : les mouvements importants de structures (charnières),
les permutations de séquences et la répétition d’éléments au sein des structures. Le
premier cas est dû au maintient de la déviation sous un seuil "tolérable", le second est
une conséquence directe de la contrainte d’ordre imposée aux algorithmes qui interdit
les croisements dans l’alignement et le troisième est théoriquement détecté au cours de
l’analyse mais les heuristiques ne renvoyant qu’un seul résultat elles écartent ainsi tous
les alignements alternatifs.
4.4 Alignements non-séquentiels
Les alignements non-séquentiels, ou ordre-indépendants, sont apparus pour résoudre
les cas où, au sein d’une instance, l’une des structures avait subi une permutation. Lors
d’un évènement évolutif, un morceau de séquence a été déplacé dans le gène codant pour
la protéine, ce changement entre en conflit avec les outils d’alignements précédents qui
ne prennent pas en compte ce cas et retournent donc des résultats incomplets. Abyzov et
Ilyin [2] ont estimé qu’il y avait entre 17.4 et 35.2 % de permutations au sein des protéines
ce qui justifie le besoin d’algorithmes performants pour détecter ces cas. Il existe plusieurs
outils d’alignements non-séquentiels que nous séparons en deux catégories :
— Les outils d’alignements rigides tels que MICAN[80], Gangsta [42], SANA [112]
ou encore CECP[16], une version modifiée de CE [107] ou encore DEDAL[32].
La détection de ces cas permet de trouver des homologues distants dont les séquences
ont divergé mais dont le repliement a été maintenu.
4.4.1 MICAN
MICAN (« Multiple-chains, Inverse alignments, Cα only models, Alternative ali-
gnments, and Non-sequentials alignements » ) est un outil assez complet qui détecte
de nombreux cas peu communs dans les structures comme les permutations L’objectif
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de l’algorithme décrit dans [80] est de trouver la matrice de rotation qui maximise les
équivalences entre les structures comparées. MICAN est donc par nature un outil d’ali-
gnement rigide divisé en deux "super-étapes" : l’alignement des structures secondaires et
l’alignement des résidus.
L’alignement des structures secondaires, du moins l’utilisation des structures secon-
daires, est courant dans une comparaison de structures car cela permet de réduire le
nombre d’appariements possibles entre les structures et accélère ainsi les algorithmes.
Cet alignement se fait en quatre étapes :
— Calcul de l’appartenance de chaque résidu à une structure secondaire selon la
méthode de Zhang et Skolnick [126].
— Calcul de tous les segments de structures secondaires (ensemble des fragments
composés de 3 résidus appartenant à des feuillets β ou bien de 5 résidus issus
d’hélices α) avec pour chaque segment quatre informations : le type (α/β), les
coordonnées du centroid et les vecteurs directionnel et perpendiculaire au vecteur
directionnel.
— Les deux vecteurs calculés permettent de placer chaque segment dans un système
de référence dont l’origine est localisée par les coordonnées du segment. Cette
étape sert pour le hashage géométrique qui suit.
— Cette dernière étape est un hashage géométrique qui sert à calculer les 50 meilleures
matrices de rotations basées sur l’alignement de paires de fragments.
A la fin de l’alignement des structures secondaires, l’algorithme conserve 50 matrices de
rotations candidates.
La seconde grande étape est l’alignement des résidus qui est elle-même constituée
de deux étapes. La première est l’assignation de résidus équivalents après superposition
des structures selon l’une des 50 matrices sélectionnées. Cela se fait en ne considérant
que les paires de résidus (alignés) dont la distance est inférieure à un seuil donné (notée
τ dans tout ce mémoire), puis MICAN construit une matrice de similarité attribuant
un score dérivé du TMscore à chaque appariemment de résidus potentiel avant de créer
l’alignement à partir de celle-ci et de calculer un score associé dérivé du TMscore (mTM-
score). La seconde étape consiste à affiner l’alignement en resuperposant les structures
selon le dit alignement puis en recalculant un nouvel alignement à partir de la nouvelle
superposition et ainsi de suite jusqu’à convergence du mTMscore.
Pour finir, l’algorithme retourne les 4 meilleurs alignements (meilleur signifiant mTM-
score le plus élevé).
Afin de tester MICAN, Minami et ses collègues ont créé plusieurs jeux de données
artificiels à partir de comparaisons séquentielles dont l’alignement de référence est connu
ce qui permet de tester la qualité de l’outil. Nous avons utilisé l’un des jeux de données,
MALIDUP-ns, en base de référence pour évaluer la qualité de différents outils d’aligne-
ment face à des cas de permutations. Nous avons entre autres enrichi les résutats de
l’article en y ajoutant d’autres méthodes d’alignement non séquentiels comme SANA et
CECP, ainsi que Flexsnap, un outil d’alignement flexibles présenté ci-dessous.
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4.5 Alignements flexibles, séquentiels et non-séquentiels
Les outils d’alignements flexibles tendent à détecter et intégrer les charnières dans les
structures qu’ils comparent. Cela car de nombreuses ont une conformation variable selon
leur environnement (la présence d’un ligand par exemple).[117]. La majorité des outils de
détection des mouvements au sein des protéines sont séquentiels, comme FATCAT[119].
La plupart des outils sont basés sur une méthode de chaînage d’alignements comme
FlexProt [106] ou HingeProt [34]. Ces alignements rigides sont ensuite assemblés en
alignements globaux. L’intérêt principal de ces algorithmes est qu’ils permettent non
seulement de détecter une flexibilité d’une structure à l’autre mais aussi de passer outre
cette flexibilité et de conclure que ces structures sont très proches. En effet, un outil
rigide renverra ici une similarité moyenne alors que l’outil flexible montrera une forte
similarité moyennant une ou plusieurs charnières. Nous avons choisi FlexSnap comme
outil d’alignement flexible de comparaison. C’est un algorithme de chaînage d’aligne-
ments locaux non-séquentiel, par conséquent il devrait être en mesure de détecter les
flexibilités mais aussi les cas de permutations circulaires et les cas linéaires "classiques".
4.5.1 FlexSnap
FlexSnap [102] est conçu pour créer un alignement global à partir de petits ali-
gnements locaux robustes. Ces petits alignements sont appelés AFP : « well-Aligned
Fragments Pairs » . Les protéines sont découpées en fragments puis les fragments sont
appareillés si possible d’une structure à l’autre pour former les AFPs. Les critères pour
qu’un fragment d’une protéine A soit appareillé avec un fragment d’une protéine B sont :
— Les fragments FA, FB, issus de A et B sont de la même longueur.
— Le RMSDc correspondant à la superposition optimale des fragments est inférieur
à un seuil 
La seconde étape de l’algorithme est la création de l’alignement final en sélectionnant
des AFPs. L’alignement se compose d’AFPs non chevauchants qui minimisent le nombre
de gaps et de charnières tout en étant le plus long possible.
La force de FlexSnap est que les AFPs permettent d’avoir une base, un ensemble de
similarités locales robustes qui en elles-mêmes fournissent déjà des informations utiles
quant à l’existence de sous-structures communes entre deux protéines. Ensuite les as-
semblages permettent une vision plus globale. Théoriquement FlexSnap peut traiter tous
les cas de comparaison de structures : l’alignement séquentiel étant un cas particulier de
l’alignement non séquentiel. De plus l’alignement rigide est un sous-cas de l’alignement
flexible, il s’agit d’un alignement dont la flexibilité est très faible. Par conséquent nous
utiliserons FlexSnap comme outil de référence pour comparer et évaluer les résultats de
nos outils.
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4.6 Surface/Probis/alignement locaux/détection de sites
de liaisons
Probis [62] détecte des sites similaires à la surface des protéines en effectuant des
alignements locaux de structures (deux versions : protéine vs base ou 2 protéines). La
comparaison s’effectue au niveau subrésiduel (groupes fonctionnels de Schmitt), les sites
similaires correspondants à des motifs de propriétés physico-chimiques à la surface des
protéines. La surface de la protéine est représentée par ses groupes fonctionnels. La
comparaison de deux ensembles de groupes fonctionnels se modélise par un graphe du
produit, nommé « product graph » , et est résolue en utilisant un algorithm de recherche
de cliques maximum. Il génère ainsi des alignements locaux de structures et fournit un
score pour chacun. L’algorithme de Probis tel que décrit dans Konc Janezic 2010 est
relatif à la comparaison d’une protéine face à la base de données, nous en présentons
ici une version simplifiée, restreinte à la comparaison de deux protéines. L’algorithme
contient quatres étapes :
i modélisation des surfaces des protéines par des graphes et sous graphes
ii création des graphes du produit
iii recherche de la clique maximum pour chaque graphe du produit
iv calcul des scores d’alignements obtenus.
La modélisation des protéines débute par (i) l’identification des résidus de la sur-
face, puis, ces résidus sont représentés par des sommets selon les groupes fonctionnels
décrits par Schmitt [105] et une arête est ajoutée entre deux sommets si leur distance
est inférieure à 15 Å. Cette première valeur impose une recherche locale car ne connecte
pas tous les résidus représentés en gros grain. Cinq types de sommets sont créés, cor-
respondants aux cinq groupes fonctionnels : AC, accepteur d’hydrogène, DO, donneur
d’hydrogène, ACDO, accepteur/donneur d’hydrogène, PI, aromatique et AL, alipha-
tique. Ces deux graphes sont ensuite divisés en n et m sous-graphes (correspondants
respectivement au nombre de sommets dans chacun des graphes), chaque sous-graphe
se définit par un sommet central et tous les sommets auquel il est connecté (soit pour
chaque groupe fonctionnel, les x groupes fonctionnels situés à une distance inférieure
à 15 Åde ce groupe). Ensuite, pour chaque paire de sous-graphes dont les matrices de
distances entre sommets sont assez similaires [62] le graphe de produit est créé (ii). Le
graphe de produit correspond à l’appariement de sommets des sous-graphes de même
type, et il existe une arête entre deux paires de sommets si les distances associées sont
similaires à 2Å près. (iii) La clique maximum de chaque graphe de produit est calculée,
il s’agit du plus grand ensemble de sommets tous connectés les uns aux autres. (iv)
Chaque clique maximale correspond à un alignement structural sur lequel il est possible
de calculer plusieurs scores qui permettent d’élaguer les alignements insignifiants. Les
surfaces sont recomposées par regroupements des alignements sélectionnés et les zones
de similarités quantifiées.
Les expériences menées montrent la capacité de la méthode à détecter des sites de
liaisons, qui sont des zones locales structurellement similaires, avec plus de précision que
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des algorithmes plus généraux comme Dalilite ou MolLoc [8]. La force de Probis se situe
au niveau de la recherche hyper locale de similarités ce qui le rend totalement insensible
aux repliements globaux des protéines (les « folds » ) et permet donc de détecter des
similarités chez des protéines de structures éloignées.
4.7 Détection de répétitions structurales internes aux pro-
téines
Le problème de détection des répétitions structurales est un peu différent du problème
précédent (la comparaison de deux structures différentes) puisqu’ici c’est une étude locale
de la même protéine. Ces répétitions peuvent s’observer au niveau de la séquence lorsque
celle ci n’a pas trop évolué, d’où l’apparition d’outils de détection de séquences répétées
tels que REPRO [35] ou IRIS [58] ou encore T-REKS [56]r les répétitions en tandem.
La fiabilité de ces méthodes est étroitement liée à la conservation primaire des motifs
structuraux, plus la similarité de séquence entre motifs diminuera (soit plus les séquences
divergeront), moins ces méthodes seront fiables. Or l’identité de séquence entre motifs
peut être relativement faible (1˜5%) ce qui a justifié le développement d’outils de détection
de répétitions basé sur la structure tertiaire tels DAVROS [81], SWElFE [1], ConSole
[53], PRIGSA [24] ou encore l’outil de dallage (« tessellation » ) de Parra et al. [95].
Nous avons principalement orienté nos études vers l’outil de Parra [95] car notre
méthodologie est assez proche de la leur. En effet, ils commencent par rechercher des
alignements locaux partiels à partir de fragments continus qu’ils nomment tuiles. Toutes
les tuiles possibles sont créées, de la tuile contenant la protéine entière aux tuiles de
longueur 1. Chaque longueur de tuile correspond à un niveau indépendant, ainsi l’outil
effectue les étapes suivantes pour toutes les tailles de tuiles. Ils utilisent ensuite ces tuiles
comme requêtes dans l’outil TopMatch[109] qui retourne l’ensemble des sous-structures
de la protéine qui s’alignent bien avec la tuile en les triant selon le score de TopMatch.
Ces alignements permettent de trouver ensuite le plus grand ensemble de tuiles similaires
recouvrant la protéine.
4.8 Discussion
L’alignement de structures protéiques de manière séquentielle est encore très utilisé
car concerne une majorité des comparaisons de structures mais on connaît aujourd’hui
l’étendue de la variété des alignements. TMalign reste l’une, voire la référence en terme
de comparaison de structures, cette heuristique rapide fournit de très bons résultats et est
ainsi un outil de référence pour tester la puissance des nouveaux outils. Les cas où TMa-
lign "se trompe" sont les cas de permutations circulaires et les cas de grandes flexibilités.
Et même dans ces cas, on ne peut pas vraiment parler d’erreur puisqu’il s’agit de cas que
l’outil n’est pas conçu pour détecter. Les cas de permutations circulaires et de charnières
ont été découverts bien plus tard que les cas "standards", cela explique le faible nombre
d’outils disponibles. Néanmoins les outils actuels montrent l’intérêt de la communauté
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pour ces cas et les différentes études ajoutent de plus en plus d’exemples à ces types
de comparaisons. Les cas de permutations circulaires notamment apparaissent de plus
en plus. MICAN [80] est une heuristique assez puissante qui a montré de bons résultats
sur ses jeux de données test notamment (MALIDUP, MALISAM), ce qui nous a poussé
à la sélectionner pour nos comparaisons. Néanmoins nous avons fait une étude compa-
rant les résultats de manière purement géométrique (longueur de l’alignement/RMSDc)
sur MALIDUP-NS (non séquentiel) de différents outils (GANGSTA, CECP, MICAN,
SANA, nos outils). Cette étude montre de meilleurs résultats pour SANA sur ce jeu
de données mais cela pose la question de la pertinence de la question : est-ce qu’avoir
le plus long alignement avec le plus faible RMSDc correspond au meilleur alignement ?
Nous tenterons de répondre à cette question dans le chapitre dédié aux applications. Ce
chapitre avait pour but de présenter une partie de l’état de l’art et plus particulièrement
les outils d’alignements que nous avons utilisé pour nous comparer nos outils et trou-
ver des pistes d’améliorations au sein des méthodes existantes. FlexSnap et l’outil de
« tiling » (découpe en tuiles) montrent la pertinence de décomposer une comparaison
de structures en petits alignements locaux robustes, TMalign et MICAN l’utilité des
outils basés sur un alignement rigide de structures. La tendance qui se dégage est la
modélisation de la flexibilité par la présence de point de charnière dans les alignements.
Le relâchement de la contrainte de séquentialité est également un point important dans
les nouveaux outils, que ce soit CECP (une modification de CE pour intégrer cet aspect
non séquentiel), GANGSTA ou encore MICAN.
En conclusion nous avons des outils de comparaison qui nous permettent de détecter
un grand nombre de cas différents d’alignements de structures et nous espérons ainsi
avoir un aperçu global des capacités de nos outils.
4.9 Résumé du chapitre
Ce chapitre a permis d’observer l’état de l’art en matière d’outils de comparaisons de
structures. Les premiers outils sont limités par la contrainte de linéarité de la séquence
protéique, TM-Align n’en reste pas moins l’un des outils les plus utilisés. Depuis, des
outils de comparaisons comme MICAN détectent ces permutations de séquences et en-
globent donc les cas de permutations circulaires. En revanche MICAN est un outil rigide,
par conséquent les cas de charnières ne sont pas détectés. Les algorithmes de chaînages
de fragments comme FlexSnap détectent ces charnières et retournent des alignements
non-séquentiels. Enfin il existe aussi des outils dédiés à la comparaison de structures face
à elles-mêmes comme DAVROS. Nous avons une observation non exhaustive de l’état
de l’art qui nous a permis de sélectionner trois outils : TM-Align, MICAN et FlexSnap.
Chacun symbolise une catégorie d’alignements (séquentiel, non-séquentiel, flexible) et ils
vont nous permettre de comparer nos résultats aux leurs afin de comprendre et d’évaluer
la pertinence des alignements structuraux renvoyés par nos outils.
Chapitre 5
Recherche d’éléments similaires
par comparaison d’objets 3D
modélisés dans un graphe
Ce chapitre est consacré à la présentation de N injas , un module de parcours de
graphe qui recherche des pseudocliques (cf définition 5.7) à partir de graines (définition
5.5) au sein d’un graphe d’alignement (définition 5.3). Les premiers résultats liés à ce
chapitre ont fait l’objet d’une publication dans [26].
5.1 Graphe d’alignement de deux objets 3D
Soient A et B deux ensembles de points représentants deux objets 3D dans un espace
euclidien tri-dimensionnel. Leur analogie sera effectuée dans ce mémoire à travers un
graphe d’alignement G = (VG, EG) avec VG l’ensemble des sommets et EG l’ensemble
des arêtes de G (définition 5.3), dont la construction sera décrite formellement dans le
chapitre suivant .
5.1.1 Sommets du graphe d’alignement
Chaque sommet vp,p′ ∈ VG correspond à l’appariement d’un point p de A avec un
point p’ de l’ensemble B. La création du sommet vp,p′ , dépend de la propension des
points p ∈ A et p′ ∈ B à se coupler et nous la définissons ici par la compatibilité de
sommet (définition 5.1). VG représente donc l’ensemble des appariements compatibles
entre paires de points issus respectivement de A et de B.
Définition 5.1 (Compatibilité de sommet, ou compatibilité d’une paire de points). Un
sommet vp,p′ est dit compatible si les points correspondant peuvent s’appareiller.
Cette définition caractérise le graphe qui ne contient donc que les sommets compa-
tibles, ce qu’illustre la figure 5.1.
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Figure 5.1 – Sommets du graphe d’alignement G = (VG, EG), ensemble des apparie-
ments possibles entre deux ensembles de points A et B.
VG = {ai, bj ; ai, bk; aj , bi; aj , bj ; ak, bk; ak, bk}
Les sommets indiqués par une croix ne sont pas compatibles ; à l’inverse : un sommet indiqué
aj , bj est compatible
Remarque 5.1. La compatibilité de sommet est relative à la nature des points considé-
rés et traitée en amont de ce module. Nous négligeons donc dans ce chapitre les critères
qui ont autorisé les sommets et utilisons ces sommets tels quels. La définition et l’emploi
des critères sont décrits dans le chapitre consacré à S hinobi (chapitre 6).
5.1.2 Arêtes du graphe d’alignement
Une arête e ∈ EG existe entre deux sommets v, w ∈ VG si et seulement si les som-
mets respectent des critères spécifiques. Nous nommons cela la compatibilité d’arête (cf
définition 5.2), elle correspond à la possibilité de créer ou non une arête dans le graphe
selon la paire de sommets considérée.
Définition 5.2 (Compatibilité d’arête ou compatibilité d’une paire de sommets). Une
arête ev,w est dite compatible si et seulement si les sommets correspondants (v,w) peuvent
se lier.
A l’instar des sommets, le graphe ne contient que les arêtes dites compatibles (cf
figure 5.2). Les critères de compatibilité sont divers mais chaque arête du graphe pré-
sente par construction deux propriétés relatives à des mesures de distance (mesurée ici
en angströms) décrites ci-dessous.
Soient quatre points a(xa, ya, za), a′(xa′ , ya′ , za′) deux points issus de l’ensemble A et
b(xb, yb, zb) et b′(xb′ , yb′ , zb′) deux points issus de l’ensemble B. Et soient deux sommets
va,b et wa′,b′ ∈ VG du graphe d’alignement G(A,B). L’arête ev,w ∈ EG possède les
propriétés suivantes :
— la distance entre les points issus de A, va et w′a (resp. B, vb et w′b) est inférieure
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Figure 5.2 – Construction des arêtes du graphe d’alignement G = (VG, EG)
une arête dans le graphe est fonction de la compatibilité entre paires de points dans les ensembles
A et B, ici la compatibilité est symbolisée par la présence d’arêtes entre les points. Une arête
dans le graphe existe si les paires de points correspondantes sont reliées par des arêtes. Ici, le
critère de création d’une arête est la différence de distances (placées sur les arêtes des graphes de
structures en abscisse et ordonnées). Si la différence entre les distances est supérieure à λ(= 1)
alors les paires de sommets ne sont pas compatibles et l’arête n’existe donc pas.
à une valeur seuil ζ (équation 5.1).
dist(va, wa′) ≤ ζ (resp. dist(vb, wb′)) (5.1)
— les distances entre paires de points issus du même ensemble sont identiques avec
une erreur λ (équation 5.2)
|dist(va, wa′)− dist(vb, wb′ | ≤ λ (5.2)
En résumé, une arête entre deux sommets de G(A,B) signifie (entre autres) que
les paires de points issues de A et B considérées ont une distance identique plus ou
moins λÅet que leurs distances n’excèdent pas ζÅ. Par conséquent ce que l’on nomme
la compatibilité d’arête, c’est à dire la compatibilité d’une paire de sommets correspond
à la compatibilité de paires de couples de points.
Remarque 5.2. Tout comme les critères de compatibilité de sommet, les valeurs ζ et
λ sont choisies lors de la création du graphe et ne sont donc pas discutées ici.
5.1.3 Définition du graphe d’alignement
Les définitions précédentes (5.1, 5.2) permettent de définir le graphe d’alignement de
manière générique comme suit.
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Définition 5.3 (Graphe d’alignement.). Le graphe d’alignement de deux ensembles de
points G(A,B) = (VG, EG) est un graphe non-orienté dont les sommets v ∈ VG modé-
lisent l’ensemble des compatibilités entre paires de points issus de A et B respectivement
et dont une arête e ∈ EG entre deux sommets v, w ∈ VG existe si les sommets sont
compatibles.
5.2 Graphe implicite du graphe d’alignement ou graphe de
graines
Connaissant les propriétés du graphe G(A,B), notamment celles induites par la pré-
sence d’une arête, on peut considérer un sous-graphe implicite H(A,B) = (VH , EH) ⊂
G(A,B). H(A,B) se construit en sélectionnant certains sommets et arêtes de G(A,B)
répondants à des critères de distance plus restreints que ceux employés lors de la création
des arêtes de G.
Soient a, a′ ∈ A et b, b′ ∈ B quatre points issus respectivement des ensembles A et B,
va,b, wa′,b′ ∈ VG sont les sommets de G correspondants et ev,w ∈ EG existe. L’existence
de ev,w assure que les propriétés des équations 5.1 et 5.2 sont respectées.
A présent soient ζs, λs, ζ et λ quatre valeurs seuils telles que ζs ≤ ζ et λs ≤ λ
(discussion des rapports entre ces valeurs dans le chapitre 6).
Une arête ev,w ∈ EG appartient à EH (et par extension les sommets v, w ∈ VG appar-
tiennent à VH) si et seulement si les distances correspondantes respectent les équations
5.1 et 5.2 dans lesquelles les valeurs ζ et λ sont remplacées par ζs et λs respectivement
soit :
dist(va, wa′) ≤ ζs (resp. dist(vb, wb′)) (5.3)
|dist(va, wa′)− dist(vb, wb′ | ≤ λs (5.4)
Ces arêtes sont dites restreintes car elles répondent à des critères de distance moins
tolérants. La définition du graphe implicite est donc la suivante :
Définition 5.4 (Graphe implicite ou graphe de graines). Le graphe implicite H =
(VH , EH) ⊂ G = (VG, EG) d’un graphe d’alignement est un sous-graphe non-orienté
constitué des arêtes e ∈ EH ⊂ EG répondant aux critères de compatibilité d’arête
restreinte (équations 5.3 et5.4). VH est l’ensemble des sommets v ∈ VG induits par EH .
Ce graphe implicite se nomme le graphe de graines car N injas va parcourir ce
graphe pour trouver de petits sous-ensembles qui vont être la base des pseudo-cliques,
ces ensembles se nomment graines et sont définis par l’adjacence de tous les sommets de
l’ensemble (définition 5.5).
Définition 5.5 (Graine). Une graine de taille k (ou k-graine) du graphe implicite H =
(VH , EH) est un ensemble de k sommets tel que pour chaque paire de sommets v, w ∈ VH
de l’ensemble il existe une arête ev,w ∈ EH . Une k-graine est donc une k-clique dans H.
Remarque : Dans N injas , la taille choisie pour les graines est 3 sommets, ce choix
est discuté dans l’article de Chapuis et collègues [25].
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5.3 Parcours du graphe d’alignement, recherche de pseudo-
cliques avec N injas
5.3.1 Définitions : clique, pseudoclique
Soit G = (VG, EG) un graphe d’alignement et H = (VH , EH) ⊂ G un graphe impli-
cite. La définition générale d’une clique est la suivante :
Définition 5.6 (Clique). Une clique d’un graphe est un ensemble de sommets du graphe
tel que chaque sommet de l’ensemble est adjacent à tous les autres.
L’énumération de toutes les cliques de k-sommets dans le sous-graphe H est donc la
recherche des graines selon la définition 5.5.
Une pseudoclique est une clique relâchée, c’est à dire un ensemble de sommets qui
ne sont pas tous adjacents les uns aux autres. Ici cela correspond à une graine du graphe
H étendue dans G (définition 5.7).
Définition 5.7 (Pseudoclique). Soit une graine g du grapheH, la pseudoclique pseudo(g) =
v1, v2, ..., vn associée à la graine dans G est la graine g plus l’ensemble des sommets de G
tel que chaque sommet est adjacent à tous les sommets de la graine (soit au plus |VG|−3
sommets).
Chaque sommet de la pseudoclique étant adjacent à la graine (contenue elle aussi
dans la pseudoclique), rechercher la pseudoclique pseudo(g) associée à la graine g revient
à énumérer toutes les k+1 cliques de G engendrées par g.
5.3.2 Procédure globale de N injas
Soient G = (VG, EG) un graphe d’alignement et H = (VH , EH) ⊂ G le graphe
implicite de G. L’algorithme de N injas (5.3.2) est constitué de trois étapes majeures :
(i) l’énumération des graines du graphe implicite (H), (ii) l’extension de ces graines
(création des pseudo-cliques) dans le graphe d’alignement (G) et enfin (iii) un filtrage
des pseudo-cliques par sélection des sommets valides (sélection relative à la déviation
tolérée). La validité d’un sommet d’une pseudo-clique est discuté en détail dans la section
5.3.5. Ninjas renvoie entre une et n pseudo-cliques (n étant un paramètre défini par
l’utilisateur) triées par taille décroissante.
5.3.3 Enumération des graines (3-cliques) du graphe implicite
Comme expliqué plus haut, dans N injas , une graine du graphe implicite H =
(VH , EH) est une 3-clique. Chacun des sommets correspondant à deux points a,b issus
respectivement des objets A et B, une graine est donc un ensemble de six points ap-
pareillés deux à deux. Soit une graine (vi, vj , vk) composée de trois sommets et (i,i’),
(j,j’), (k,k’) les points correspondants respectivement aux sommets vi, vj et vk. Par
construction, la condition de création de la graine (vi, vj , vk) est l’existence des arêtes




Input : an undirected graph
Output : A list of pseudocliques
Result_list res_list = empty_result_list()
Graph implicit_graph = create_implicit_graph(G)
Seed_list seeds = enumerate_seeds(implicit_graph)
for each seed in seeds do
Vertex_set set = extend_seed(seed)
Vertex_set result = empty_set()








arête entre deux sommets du graphe H (définition 5.4), une graine (vi, vj , vk) correspond
à deux triangles ijk et i’j’k’ dont les distances (ij,i’j’),(ik,i’k’) et (jk,j’k’) sont similaires
deux à deux à λsÅprès. Par conséquent, une graine (vi, vj , vk) est une 3-clique dans
le graphe H comme le montre la figure 5.3 et énumérer toutes les graines équivaut à
rechercher toutes les 3-cliques de H.
Une première sélection des résultats a lieu lors de cette étape, les graines dont les
triangles ont leur angle obtus trop proche de 180◦ (donc des points colinéaires ou presque
colinéaires) sont élaguées par la méthode décrite dans l’algorithme 2 de [25]. Ce car par
la suite, l’algorithme va chercher à superposer de manière optimale les triangles associés
à ces graines et essayer de calculer la transformation (unique) permettant cette super-
position. Or dans le cas de points colinéaires, il n’existe pas une unique transformation
optimale mais une infinité de transformation.
A la fin de cette première étape, on obtient donc l’ensemble des graines du graphe
H.
Remarque : la condition de distance inférieure à ζs entre points d’un même ensemble
dans une graine contraint à la sélection de graines dites locales. Les points considérés sont
proches dans l’espace. Cette proximité, ajoutée à la faible différence entre les distances
d’un ensemble à l’autre crée des graines qui sont considérées robustes. Ce point est plus
longuement abordé dans la discussion de ce chapitre.
5.3.4 Extension des graines (création des pseudo-cliques)
Cette étape consiste, pour une 3-graine g = (vi, vj , vk) donnée, à trouver l’ensemble
des sommets de G connectés à g, soit l’union des k+1 cliques engendrées par la graine
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Figure 5.3 – Détection d’une graine (ABC, en rouge) dans un graphe non-orienté
g notées cliquesk+1(g) . Pour cela, N injas liste les voisins (définition 5.8) de chaque
sommet de la graine dans G et fait l’intersection des trois ensembles obtenus. Cela
équivaut à écrire :






Définition 5.8 (Voisin). Dans un graphe non-orienté G = (VG, EG), un sommet w ∈ VG
est dit voisin d’un sommet v ∈ VG s’il existe une arête ev,w ∈ EG .
Cette étape renvoie un ensemble de pseudo-cliques pseudo(g) dont les sommets sont
des candidats aux pseudos-cliques finales.
5.3.5 Filtrage des graines étendues, limitation de la déviation
Les sommets des pseudocliques renvoyées à l’étape précédente ne sont pas tous conser-
vés dans les pseudocliques finales, ce car les contraintes de sélections se font sur des
mesures de distances internes à chaque ensemble A et B. Or deux points d’un sommet
peuvent respectivement respecter les contraintes de distances posées par rapport à la
graine mais ne pas se trouver du même côté du plan défini par les triangles des graines
(voir figure 5.4). En conséquence les pseudocliques subissent ici une étape de filtrage
pour identifier les sommets dans le cas cité, ces sommets sont dits non valides (définition
5.9) et retirés de la pseudoclique.
Soit pseudo(g) = {v1, ...vn} la pseudoclique de la graine g ∈ H dans G ; v1, ...vn ∈ VG
sont les sommets de G connectés aux sommets de g. L’étape de filtrage débute par la
recherche de la transformation optimale Tg qui va, après superposition des triangles ijk
et i’j’k’ issus des sommets de g, minimiser les distances ii’,jj’ et kk’. Cette transforma-
tion est ensuite appliquée à l’ensemble des points (pi, p′i) associés à chacun des sommets
vi ∈ pseudo(g) de la pseudo-cliques et les distances piT (p′i) sont mesurées. Les sommets
vi dont la distance piT (p′i) est supérieure à un seuil τ sont élagués. τ est une valeur (en Å)
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limitant l’éloignement des points couplés après superposition. Le bénéfice ici est double,
d’une part il permet de supprimer les sommets vi composés de points (pi, p′i) qui, après
superposition, se trouvent chacun de chaque côté du plan défini par les triangles super-
posés de la graine (illustration sur la figure 5.4). D’autre part, cette sélection maintient
Figure 5.4 – [25]
la déviation globale moyenne sur les coordonnées de la pseudo-clique (RMSDc) inférieure
au seuil τ ce qui est un fort avantage dans le cadres des applications développées dans
ce manuscrit.
Définition 5.9 (Validité d’un sommet de la pseudoclique). Un sommet de la pseudo-
clique pseudo(g) est dit valide si la distance entre ses points après la transformation Tg
est inférieure à un seuil τ .
L’ensemble des pseudocliques nettoyées correspond aux différentes zones de A et B
géométriquement compatibles.
5.4 Complexité des étapes de N injas
Le problème initialement traité était le problème de recherche de cliques maximums,
connu pour être NP-difficile[59]. Le relâchement de la contrainte de cliques en contrainte
de pseudoclique a permet de réduire la complexité de certaines étapes majeures de
N injas .
Proposition 5.1. L’étape d’énumération des graines (3-cliques) est au plus d’ordre
O(|V |3)
Démonstration. Enumération de 3-cliques dans un graphe non-orienté.
Soit n = |V | le nombre de sommets du graphe G = (VG, EG)
CHAPITRE 5. N INJAS 103
n!




6(n− 3)(n− 4)(n− 5)...(1)
= n(n− 1)(n− 2)6
= O(n3)
L’extension des graines est d’une complexité d’ordre O(|V|) puisque l’ajout d’un
nouveau sommet à la pseudoclique a un coût de trois combinaisons. La dernière étape
(le filtrage des sommets dans les graines étendues) est également d’ordre O(|V|) par
graine étendue.
5.5 Propriétés géométriques des pseudocliques
Les pseudocliques issues de G = (VG, EG)ont trois propriétés :
— Le maintien de la déviation globale moyenne entre coordonnées après superposi-
tion sous un seuil τ (par construction) ; cette déviation est appelée « Root Mean
Square Deviation of coordinates » ou RMSDc.
RMSDc ≤ τ (5.7)
— Le maintien de la déviation globale moyenne entre distances internes (RMSDd)
sous un seuil max(2τ, λ) ;
RMSDd ≤ max(2τ, λ) (5.8)
— La garantie que les points issus des sommets de pseudo(g) se trouvent à l’intérieur
d’une sphère de diamètre 2ζ ;
∀i, j ∈ Apseudo(g), dist(i, j) ≤ 2ζ respectivement pour ∀i′, j′ ∈ Bpseudo(g) (5.9)
avec Apseudo(g) ⊂ A et Bpseudo(g) ⊂ B sous-ensembles de A et B contenant les
points participant aux sommets de pseudo(g).
avec τ, ζ et λ des paramètres définis par l’utilisateur. La première propriété est vraie par
construction, les deux autres se démontrent en créant une abstraction de la pseudoclique
pseudo(g), un graphe représentant la clique associée à pseudo(g). L’étude des arêtes
manquant à la pseudoclique permet de déterminer ces propriétés.
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5.5.1 Graphe enrichi associé à la pseudoclique
Soit Ipseudo(g) = (VI , EI) le graphe associé à la pseudoclique pseudo(g) issue du
graphe G = (VG, EG).
Par construction, Ipseudo(g) contient tous les sommets et arêtes de pseudo(g). Le
graphe est complété par l’ajout de toute arête ev,w avec v, w ∈ VI deux sommets n’ap-
partenant pas à la graine g, dite arête i-spécifique, de telle sorte que chaque sommet
v soit adjacent à tout sommet w ∈ VI . Le graphe Ipseudo(g) est donc la clique associée à
la pseudoclique pseudo(g) ∈ G.
Proposition 5.2. Les arêtes i-spécifiques ont une propriété assurant que les distances
entre points des sommets associés sont inférieures à la valeur seuil 2ζ et une seconde
propriété assurant que la différence de distance entre paires de points de même ensemble
est inférieure à 2τ .
Soit evj,j′ ,wk,k′ une arête i-spécifique.
Alors
dist(j, j′) ≤ 2ζ
dist(k, k′) ≤ 2ζ
|dist(j, k)− dist(j′, k′)| ≤ 2τ
Démonstration. Soient vi,i′ , vj,j′ , vk,k′ ∈ VG trois sommets avec (i,i’), (j,j’), (k,k’) les
points correspondants respectifs et evi,i′ ,vj,j′ , evi,i′ ,vk,k′ ∈ pseudo(g) deux arêtes dans
pseudo(g). Et soit evj,j′ ,vk,k′ l’arête spécifique complétant le triangle vi,i′ , vj,j′ , vk,k′ ans
Ipseudo(g). Les arêtes issues de pseudo(g) (et donc implicitement du graphe d’alignement
G) ont une propriété basée sur la définition 5.1 , qui assure que les distances entre points
des sommets associés sont inférieures à la valeur seuil ζ.
On cherche à connaître une borne sur les distances associées aux sommets vj,j′etvk,k′
soient les distances dist(j, k) et dist(j′, k′). Par définition on a pour le triangle ijk (et
respectivement pour le triangle i’j’k’) :
dist(i, j) ≤ ζ
dist(i, k) ≤ ζ
Ces distances étant des distances euclidiennes, on peut utiliser l’inégalité triangulaire
pour trouver la valeurs seuil de la distance dist(j, k) .
dist(j, k) ≤ dist(i, j) + dist(i, k)
dist(j, k) ≤ ζ + ζ
dist(j, k) ≤ 2ζ
La différence entre les distances dist(j, k) et dist(j′, k′) se calcule à partir des som-
mets vj,j′etvk,k′ après superposition. Soient donc quatre points j, j′, k, k′ dans un espace
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euclidien tridimensionnel. Par construction (règle d’ajout d’un sommet à la pseudoclique
pseudo(g)) on sait que :
dist(j, j′) ≤ τ et dist(k, k′) ≤ τ
dist(j, k) ≤ 2ζ et dist(j′, k′) ≤ 2ζ
De plus la différence entre deux distances euclidienne est définie comme suit :
|dist(j, k)− dist(j′, k′)| =
{
dist(j, k) − dist(j′, k′)
dist(j′, k′) − dist(j, k) (5.10)
or par inégalité triangulaire on a :
dist(j, j′) ≤ dist(j, k) + dist(k, k′) + dist(j′, k′)
⇔ dist(j, j′)− dist(k, k′) ≤ dist(j, k) + dist(j′, k′)
⇔ dist(j, j′)− dist(k, k′) ≤ τ + τ
⇔ dist(j, j′)− dist(k, k′) ≤ 2τ
et réciproquement :
dist(k, k′) ≤ dist(j, k) + dist(j, j′′) + dist(j′, k′)
⇔ dist(k, k′)− dist(j, j′) ≤ dist(j, k) + dist(j′, k′)
⇔ dist(k, k′)− dist(j, j′) ≤ τ + τ
⇔ dist(k, k′)− dist(j, j′) ≤ 2τ
On obtient donc le résultat suivant :
|dist(j, k)− dist(j′, k′)| =
{
dist(j, k) − dist(j′, k′) ≤ 2τ
dist(j′, k′) − dist(j, k) ≤ 2τ (5.11)
Le graphe Ipseudo(g) contient donc deux types d’arêtes, les arêtes ev,w issues directe-
ment de pseudo(g) telles que la différence entre les distances , notée |v−w| est inférieure
ou égale au seuil λ et les arêtes i-spécifiques où |v − w| ≤ 2τ . Par conséquent on as-
sure qu’au sein de Ipseudo(g), toutes les arêtes vérifient : |v − w| ≤ max(2τ, λ)∀v, w ∈ VI
Or, dans une clique d’un graphe d’alignement, si l’ensemble des arêtes de la clique
vérifient la propriété sus-citée, alors la déviation globale moyenne basée sur les dis-
tances internes aux deux ensembles étudiés est inférieure à cette valeur seuil. Donc :
RMSDd ≤ max(2τ, λ).
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5.6 Relation pseudoclique/alignement de points issus d’ob-
jets 3D
La notion d’alignement (cf définition 5.10), bien que présente dans le nom du graphe
n’est pas encore intervenue dans ce chapitre. Si elle n’est pas essentielle pour les étapes
précédentes, elle est au coeur de cette dernière étape qui intervient après le parcours du
graphe d’alignement, soit après la découverte des pseudocliques.
Définition 5.10 (Alignement de deux ensembles). L’alignementAl(A,B) = (p1, p′1), (p2, p′2), ..., (pn, p′n)
de deux ensembles A et B est un ensemble de couples de points (p,p’) issus respective-
ment de A et B.
Si l’on reprend la définition d’une pseudoclique (définition 5.7) on a :
pseudo(g) = v1, v2, ..., vn et
Al(A,B) = (p1, p′1), (p2, p′2), ..., (pn, p′n)
Or on sait qu’à tout sommet v ∈ pseudo(g) est associé deux points p et p’ issus de
A,B. Donc, une pseudoclique de G correspond à un alignement de A avec B.
Par conséquent, N injas renvoie un ensemble d’alignements de A avec B.
Deux types d’alignements sont possibles : alignements par appariements multiples
(notés alignements k à k ) et alignements bijectifs, par défaut N injas retourne des
alignements à appariements multiples (dont la signification sera discutée ultérieurement)
mais il est possible de filtrer les pseudocliques obtenues pour ne sélectionner que certains
sommets et ainsi renvoyer un alignement bijectif ou par paire .
5.6.1 Alignement par appariements multiples ou alignement k à k
On associe à chaque pseudoclique pseudo(g) ∈ G de taille n l’alignement corres-
pondant Alpseudo(g) = (p1, p′1), ..., (pn, p′n). De même, sont par construction associés à
pseudo(g) deux sous-ensembles Apseudo(g) ⊂ A et Bpseudo(g) ⊂ B contenant les points qui
participent aux sommets de pseudo(g). Tout point p ∈ Apseudo(g) (resp. p′ ∈ Bpseudo(g))
participe à au moins un sommet de pseudo(g). En revanche, une paire p,p’ ne corres-
pond qu’à un seul sommet vp,p′ ∈ pseudo(g). Cela induit que des points de Apseudo(g)
et Bpseudo(g) peuvent apparaître plusieurs fois dans l’alignement qui est alors nommé
alignement k à k.
La définition 5.11 formalise cette propriété :
Définition 5.11 (Alignement k à k). Soient deux sous-ensembles Apseudo(g), Bpseudo(g).
Un alignement k à k apparie à tout élément de Apseudo(g) (resp. Bpseudo(g)) au moins un
élément de Bpseudo(g) (resp. Apseudo(g)).
5.6.2 Alignement bijectif ou alignement par paire
Contrairement à l’alignement k à k, un alignement par paire interdit la duplication
des points (définition 5.12). Cela signifie que les éléments des sous-ensembles Apseudo(g) ⊂
A et Bpseudo(g) ⊂ B participent à un seul et unique sommet de pseudo(g).
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Définition 5.12 (Alignement par paire). Soient deux sous-ensemblesApseudo(g), Bpseudo(g).
Un alignement par paire couple tout élément de Apseudo(g) (resp. Bpseudo(g)) un unique
élément de Bpseudo(g) (resp. Apseudo(g)).
5.6.3 Création de l’alignement bijectif à partir de l’alignement par
appariements multiples
L’alignement à appariements multiples correspond à la pseudoclique obtenue après
l’étape de filtrage des graines étendues. Cet alignement par défaut trouve sa justifica-
tion dans des études de surfaces d’objets 3D (cf discussion générale), néanmoins, dans
plusieurs cas à l’image de ceux présentés dans les chapitres suivants, un alignement par
paire sera privilégié.
Soit F (Apseudo(g), Bpseudo(g)) la fonction d’appariement qui, à tout élément deApseudo(g),
associe un ou plusieurs éléments de Bpseudo(g). Une fonction bijective sur le domaine de F
maximise le nombre de couples uniques entre Apseudo(g), Bpseudo(g). La fonction bijective
implémentée pour résoudre ce problème au sein de N injas est une implémentation de
l’algorithme hongrois.
5.7 Définition principale de N injas
Les sections précédentes nous permettent de créer une définition principale àN injas
qui va guider toutes nos applications.
Définition 5.13 (Propriétés de N injas ). Soient A,B deux ensembles de points dans
un espace euclidien à trois dimensions , A, B représentant deux objets 3D du même nom
et soit G = (VG, EG)le graphe d’alignement de A avec B. Soit pseudo(g) une pseudoclique
de G et soit Alpseudo(g) = (p1, p′1), (p2, p′2), ..., (pn, p′n) l’alignement correspondant.
Alors on a :
RMSDc(Alpseudo(g)) ≤ τ
RMSDd(Alpseudo(g)) ≤ max(2τ, λ)
|v, w| ≤ 2ζ ∀v, w ∈ pseudo(g)
5.8 Discussion
N injas recherche des pseudocliques au sein d’un graphe qui respectent certains
critères et les énumère avant de retourner un ensemble d’alignements associé à ces pseu-
docliques. Les critères fournis sont purement géométriques et dont la signification est
fonction du problème modélisé par le graphe d’alignement. Le premier point de dis-
cussion concerne le graphe implicite dont les critères de sélection plus restreints sélec-
tionnent une partie de G et limite donc l’espace de recherche. Cette restriction est basée
sur l’hypothèse que toutes les graines ne sont pas robustes, une graine dont les sommets
sont à trois extrémités différentes des objets 3D étudiés nécessite une certaine tolérance
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(contrôlée par la valeur seuil de différence de distances entre les points) car les distances
internes sont grandes. Cette flexibilité induite se propage ensuite à la pseudoclique dans
sa globalité et créé une analyse plus grossière des objets. La notion de graine robuste
(via ses valeurs seuils ζ et λ) est décidée en amont de N injas , de même que le seuil
de superposition τ . Notre hypothèse de base (partiellement validée par nos résultats)
est qu’une sélection de petites graines locales est plus robuste pour trouver des zones
similaires (locales ou globales ) au sein des objets. Laisser une trop grande flexibilité dès
la graine initiale créé des pseudocliques qui, lors du tri final (par taille d’alignement et
déviation globale moyenne sur les coordonnées) seront mal classées et donc écartées. Les
graines locales, avec une faible déviation initiale renverront des alignements également
moins déviants.
N injas est une heuristique, il ne garantit pas de trouver le meilleur alignement de
deux objets 3D, sa force réside dans le fait qu’il retourne plusieurs alignements pertinents
(selon les critères donnés) des deux objets. La notion même de "meilleur alignement"
de deux objets 3D est discutable, est-ce le plus long alignement sous une déviation
globale choisie ? Est-ce l’alignement qui maximise sa taille en essayant de minimiser
cette déviation ? Et dans ce cas où est la limite ? Dans le domaine applicatif principal de
N injas , l’étude des protéines en trois dimensions, cette question est encore en suspens.
La communauté n’a pas encore tranché et il est largement admis qu’actuellement aucune
méthode de comparaison de protéines ne s’est imposée. Notre choix fut de chercher de
bons alignements avec une déviation contrôlée pour deux raisons : la première étant
qu’un alignement à biais contrôlé est interprétable, il signifie qu’une zone est similaire
au sein de deux objets à τÅprès. La seconde est qu’au lieu de chercher une similarité
globale qui peut s’avérer très flexible comme le montreront les exemples d’applications,
il est très simple de chercher avec N injas plusieurs zones locales similaires et ensuite
de les associer pour reconstruire les objets.
En conclusion, N injas est un solveur de pseudocliques puissant qui ne retourne
non pas une solution mais plusieurs et permet ainsi une étude plus exhaustive du graphe
d’alignement fourni.
5.9 Résumé du chapitre
Nous avons présenté dans ce chapitre N injas , un outil de recherche de pseudo-
cliques dans un graphe non orienté. Notre méthode se base sur des graines choisies selon
des critères de robustesse ( bonne superposition des sommets de la graine) puis étendues.
Ces graines étendues forment des pseudocliques car chaque sommet de la pseudoclique
est assurément connecté à la graine mais pas obligatoirement aux autres sommets (cela
n’est pas vérifié) ; par celaN injas est une heuristique. Ce sont ces pseudocliques qui cor-
respondent dans notre cadre applicatif à des alignements structuraux. N injas permet
de rechercher des alignements globaux ou locaux en maintenant des valeurs de RMSDc
et RMSDd en dessous des seuils choisis par l’utilisateur. De plus notre outil retourne non
pas un mais plusieurs alignements pour chaque comparaison. A partir de ces alignements
structuraux, nous allons pouvoir analyser les similarités entre nos structures protéiques.
Chapitre 6
Modélisation de comparaison
structurale de protéines avec
S hinobi
La grande majorité des outils de comparaison de structures protéiques réduisent les
macromolécules à un ensemble ordonné de points dans l’espace et oublient totalement ou
presque les propriétés physico-chimiques intrinsèques des objets qu’ils considèrent. Cette
réduction se justifie par le largement admis paradigme structure-fonction des protéines
qui dit que la structure de la protéine porte sa fonction. Ainsi deux protéines avec des
structures similaires vont porter des fonctions similaires. Quelques années plongée dans
l’étude des protéines m’ont montré que la biologie moléculaire est un peu comme la
grammaire française, il y a les règles et à chaque règle ses exceptions. Le paradigme
structure-fonction n’y échappe pas. En effet, les nombreuses recherches ont décelé des
protéines qui avaient des structures similaires et des fonctions différentes, notamment
chez les enzymes, et à l’inverse des protéines de structures différentes effectuant des
fonctions similaires (convergence évolutive). Suite à ces constats, nous avons cherché à
intégrer les propriétés physico-chimiques des protéines dans nos outils de comparaison
de structures. Voici donc S hinobi , un module qui modélise la comparaison de deux
protéines (de manière globale ou plus spécifique selon la problématique) au sein d’un
graphe d’alignement.
Soient deux protéines A et B, le fonctionnement de S hinobi est le suivant : (i)
création (virtuelle) des graphes de structure associés aux protéines, (ii) couplage des
graphes en un graphe d’alignement (cf algorithme 6) .
De nombreux paramètres dépendants de la question biologique posée en amont de la
comparaison entre en compte, ce chapitre présente les différents modèles de représenta-
tion et paramètres puis les discutent. Le chapitre dédié aux études de cas présente les




function protein_modelisation(ProteinStructure_1, ProteinStructure_2, Para-
meters user_parameters)
return Graph_Structure graph_1, Graph_Structure graph_2
end function
function create_alignment_graph(graph_1, graph_2, user_parameters)
Alignment_Graph graph
for a_vertex in graph_1 do
for another_vertex in graph_2 do
if vertex_compatibility(a_vertex, another_vertex, user_parameters) ==
True then





for vertex in graph do
for another_vertex in graph do
if edge_compatibility(a_vertex, another_vertex, user_parameters,
graph_1, graph_2) == True then





Output : An Alignment Graph
end function
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6.1 Modéliser une protéine (3D) dans un graphe : graphe
de structure
Une approche simple pour modéliser une protéine est de la représenter par ce que l’on
nomme ici un graphe de structure (cf définition 6.1), c’est-à-dire un graphe représentant
une protéine entière ou une portion de protéine par un ensemble de sommets et d’arêtes.
Définition 6.1. Graphe de structure.
Le graphe de structure S = (VS , ES) d’une protéine P est un graphe non-orienté dont
les sommets VS symbolise un ou plusieurs atomes de P (nommés unités structurales ) et
l’arête ev,w ∈ ES est pondérée par la distance euclidienne mesurée entre les deux unités
structurales.
Une protéines est de base un ensemble d’atomes interagissants comme expliqué dans
le chapitre 1.
Le choix du ou des groupes d’atomes représentés par un sommet est crucial et dé-
pend de la question biologique posée. Nous présentons ici les différents sous-modèles de
graphes de structure basés sur ce choix des sommets ainsi que les attributs associés et
les coordonnées définies.
6.1.1 Modèle résiduel (Cα ou Cβ )
Le modèle résiduel (nommé modèle Cα dans cet ouvrage) est le plus connu et le plus
utilisé dans le cadre de la comparaison de structures protéiques. La protéine est modélisée
par l’enchaînement des carbones centraux (Cα ) de ses acides aminés. A chaque som-
met du graphe va correspondre un résidu qui hérite des coordonnées atomiques de son
carbone central et des propriétés physico-chimiques de l’acide aminé considéré (hydro-
phobicité, polarité, ...). On ajoute également l’appartenance à une structure secondaire
(ou non), cette étiquette est attribuée via l’utilisation de DSSP [57], un outil qui analyse
la structure d’une protéine et détermine pour chaque acide aminé la structure secondaire
à laquelle il appartient. Les arêtes possèdent un seul attribut, un poids correspondant à
la distance entre les Cα considérés.
A l’instar du modèle Cα , le modèle Cβ est également disponible, il est identique au
précédent à ceci près qu’ici les coordonnées attribuées à chaque sommet sont celles du
Cβ et non du Cα . Dans le cas de la glycine qui ne possède pas de Cβ , nous avons fait
le choix de conserver les coordonnées du Cα .
6.1.2 Modèle résiduel mixte (Cα Cβ )
Ce modèle mixte est très similaire au précédent, il possède un attribut supplémentaire
notable au niveau des sommets qui est la conservation des coordonnées du Cβ . De même
les arêtes ne sont plus seulement pondérées par la distance Cα -Cα mais également par
les distances Cα -Cβ , Cβ -Cα et Cβ -Cβ .
Les résidus sont représentés par leurs Cα , néanmoins, pour qu’une arête existe
entre deux sommets du graphe d’alignement, toutes les distances citées ci-dessus doivent
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respecter les critères de distances (λ, la différence de distances entre paires de sommets,
ζ, la distance absolue entre deux résidus). Une seule arête représente tous ces critères,
si un seul n’est pas respecté, l’arête n’existe pas.
6.1.3 Modèle gros grain, ou modèle selon les groupes fonctionnels dé-
finis par Schmitt et al. [105] (FGS)
Les groupes fonctionnels sont une méthode de représentation des acides aminés à
mi-chemin entre le Cα et le modèle atomique. Un acide aminé est séparé en plusieurs
groupes de un ou plusieurs atomes lourds. Nommés ainsi pour les différencier des groupes
fonctionnels définis en chimie, ils sont composés d’un ou plusieurs atomes lourds (et hy-
drogènes associés). Ils portent les propriétés des acides aminés et décrivent plus précisé-
ment l’occupation de l’espace par les acides aminés. Dans le cas d’un groupe fonctionnel
poly-atomique, les atomes sont barycentrés au sein d’un seul représentant pour les be-
soins du modèle mais toutes les propriétés sont conservées implicitement. A la différence
des modèles précédents, le modèle en groupes fonctionnels possède un nombre d’attri-
buts restreint : la nature du groupe fonctionnel (A,DA,D,AL,PI) et l’appartenance à une
structure secondaire (attribut discutable).
6.1.4 Modèle atomique
Le modèle atomique, comme son nom l’indique, associe à chaque atome lourd de la
protéine un sommet. De base, le sommet hérite des attributs du résidu auquel l’atome
appartient (incluant la structure secondaire) en plus des attributs physico-chimiques
(charge, rayon de Van der Waals, etc) et spatiaux (coordonnées) propres à l’atome.
Comme dans le modèle résiduel, l’arête liant deux sommets est pondérée par la distance
entre les atomes correspondants.
Ce modèle atomique permet de représenter finement la protéine mais entraîne la
création de graphes de structures de plusieurs milliers de sommets ce qui entraîne par la
suite des points techniques de quantité de mémoire virtuelle non négligeables. De plus,
une représentation trop fine peut négliger les interactions locales fonctionnelles. En effet
une fonction chimique telle qu’un cycle aromatique résulte de l’interaction des atomes de
carbone et d’azote le constituant, considérer ces atomes un à un équivaut soit à répéter
l’information, soit à l’ignorer dans les annotations de sommets. En revanche, ce type
de modélisation est assez précis au niveau de l’étude géométrique des structures car les
distances inter-atomiques sont moins grossières que les distances entre barycentres de
groupes d’atomes (modulo les flexibilités dues aux données brutes).
6.1.5 Pertinence des attributs ajoutés aux sommets du graphe de struc-
ture
Techniquement il est possible d’ajouter n’importe quelle propriété aux sommets d’un
graphe. Les difficultés se situent au niveau de la pertinence des propriétés choisies et plus
tard, lors du couplage de deux graphes, du poids et de l’importance à accorder à une
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propriété par rapport à une autre. De nombreuses propriétés physico-chimiques ont été
envisagées, des plus larges comme l’appartenance du sommet à telle ou telle structure
secondaire comme les plus fines à l’image du nombre d’atomes lourds correspondant
au sommet. Elles n’ont pas pu être toutes testées mais méritent un certain intérêt,
notamment dans de futures études.
La plupart des propriétés physico-chimiques des acides aminés ont été étudiées et
ajoutées aux modèles résiduels et résiduels enrichis, les principales propriétés sont l’ap-
partenance à une structure secondaire, la polarité, l’hydrophobicité du résidu considéré,
la charge ou encore le volume (minuscule/petit/gros) selon les classifications communé-
ment admises. L’un des soucis qui sera rediscuté dans la section graphe d’alignement
est le poids à accorder à chaque propriété, on peut considérer que l’appartenance à
une structure secondaire est indépendant de l’hydrophobicité mais ce n’est pas le cas
entre les différentes propriétés chimiques. Est-il plus important de conserver telle ou
telle propriété ? Si oui laquelle ? Les expériences préliminaires menées n’ont pas permis
de conclure de manière certaine, pour l’instant ma conclusion est "cela dépend des cas",
ce qui n’est pas très simple à traduire de manière algorithmique. L’une des solutions
envisagées est de passer par l’utilisation des matrices blosum ou assimilées pour esti-
mer la substituabilité d’un résidu par un autre au niveau des modèles Cα et Cα Cβ .
Cette méthode n’a pas encore fait ses preuves mais trône fièrement dans les perspectives
d’études. La représentation en groupes fonctionnels de Schmitt est restreinte à la nature
des FGSet à l’appartenance d’un FGSà une structure secondaire (bien que cela soit
discutable et discuté plus loin).
Propriétés
Modèle SSE Hydrophobicité Polarité Substituabilité Nature du groupe fonctionnel
Cα x x x x
Cα Cβ x x x x x
FGS x x
Table 6.1 – Propriétés des unités structurales
En résumé, pour l’instant, la plupart des propriétés physico-chimiques "classiques"
des acides aminés sont implémentées dans les graphes de structure des modèles Cα et
Cα Cβ , la nature des FGSest la propriété principale du modèle du même nom et
tous les modèles acceptent l’ajout de la structure secondaire à laquelle appartiennent les
éléments.
6.1.6 Création d’arêtes entre les sommets du graphe de structure
Par défaut, il existe une arête entre toutes les paires de sommets du graphe, celle-ci
est pondérée par la distance euclidienne entre ses sommets. Il est néanmoins possible
d’interdire ces arêtes grâce à des valeurs seuils éliminant les distances trop faibles ou
trop grandes. Ces éliminations son pertinentes lorsque l’on cherche à aligner localement
les structures. Lors de la recherche de sites actifs ou de sites de liaison par exemple. Cette
restriction a non seulement un but d’accélération des algorithmes (car réduit l’espace
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de recherche de solutions) mais permet également de filtrer en amont de futurs apparie-
ments géométriquement corrects mais biologiquement faux pour la question biologique
considérée.
L’ordre dans lequel sont rangés les éléments au sein de la protéine et du graphe
associé peut avoir de l’importance, notamment dans le cas de comparaisons séquentielles
de structures, la règle employée ici est l’ordre d’apparition des unités structurales dans
le fichier de structure protéique (PDB), cf figure 6.1.
Figure 6.1 – Ordonnancement des unités structurales (ici les groupes fonctionnels), à
g., et représentation d’une protéine (3BIO) par ses groupes fonctionnels (à d.)
AL : Groupe aliphatique (orange), PI : cycle aromatique (jaune), AC : accepteur d’hy-
drogène (bleu), DA, donneur-accepteur d’hydrogène (vert), DO : donneur d’hydrogène
(rouge).
Le chemin en vert (sous figure gauche) modélise l’ordre dans lequel sont rangés les unités
structurales.
6.2 Modéliser la comparaison de deux protéines : couplage
de graphes de structure dans un graphe d’alignement
Comparer deux protéines correspond à coupler leurs graphes de structures correspon-
dants en un graphe d’alignement qui va englober toutes les possibilités d’appariements
et surtout élaguer celles qui ne correspondraient pas à la recherche initiale.
Soient SA = (VSA , ESA) et SB = (VSB , ESB ) les graphes de structure des protéines A
et B. G(SA, SB) = (VG, EG) est le graphe d’alignement correspondant au couplage des
deux graphes de structure et donc à la modélisation de la comparaison de A et B. Si
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l’on reprend la définition 5.1, ajouter un sommet dans G équivaut à trouver une paire de
sommets de SA et SB compatible. De même, pour créer une arête entre deux sommets
de G, il faut que les arêtes entre les sommets des graphes de structure soient compa-
tibles (définition de la compatibilité d’arête -5.2-). Cette partie du manuscrit définit les
compatibilités en fonction du modèle utilisé ainsi que leurs implications dans les futurs
alignements.
6.2.1 Compatibilité d’arête, critères de distances
Soient deux sommets vab et wa′b′ ∈ VG du graphe d’alignement modélisant les appa-
riements des sommets a, a′ ∈ VSA avec les sommets b, b′ ∈ VSB des graphes de structure
SA, SB. L’existence d’une arête evij ,wi′j′ ∈ EG est soumise à deux critères qui ont déjà
été formalisés par les équations 5.1 et 5.2.
— La distance a, a′ (resp. b, b′) est inférieure ou égale à ζÅ(équation 5.1), cela
contraint la recherche sous-structures similaires à une boule de diamètre ζ et
permet des recherches locales de similarités.
— La différence entre les distances a, a′ et b, b′ est inférieure ou égale à λ Å(équation
5.2).
6.2.2 Compatibilité de sommet, critère structuraux et physico-chimiques
Globalement, un sommet vs1,s2 ∈ VG existe dans le graphe d’alignementG = (VG, EG)
si les unités structurales s1, s2 issues respectivement des graphes de structure SA et SB
sont compatibles. La compatibilité résulte du passage du sommet candidat dans une
série de critères de l’outil. Le choix de ces critères dépend du niveau de représentation
auquel on se trouve ainsi des objectifs de l’analyse. Ainsi, S hinobi possèdent des règles
d’appariement de sommet modélisant une complémentarité ou à l’inverse une similarité,
des critères structuraux, des critères chimiques. Techniquement chaque critère peut être
appliqué pour n’importe quel modèle et quelle que soit la question biologique posée,
néanmoins certains critères conviennent mieux à certains modèles que d’autres.
6.2.3 Utilisation du module, couplage avec un solveur de graphe
S hinobi modélise une question biologique dans un graphe, c’est une étape essentielle
dans la comparaison de protéines car c’est dans ce graphe que les zones d’intérêts sont
répertoriées. Cependant l’obtention du graphe seul n’est pas suffisante pour répondre
à la question biologique, il est nécessaire de parcourir le graphe pour en extraire les
alignements. S hinobi a été conçu pour pouvoir être utilisé avec trois solveurs (et tous
les solveurs similaires) :
— ACF [85] (« Alignment Clique Finder » ) est un solveur de cliques de l’équipe
Symbiose qui cherche le plus long alignement croissant (la plus grande clique) au
sein de G = (VG, EG).
— Cliquer [84] 1, un solveur de cliques développé par Ostergaard, il possède comme
1. Le format de graphe est le format dimacs standard, utilisable donc par d’autres solveurs
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Table 6.2 – Critères de compatibilité de sommet du graphe d’alignement et domaines
d’applications
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atout l’énumération de toutes les cliques de taille spécifiée et le renvoi d’une ou
plusieurs cliques maximales.
— N injas 5, est un solveur de pseudocliques de l’équipe GenScale qui retourne
des pseudocliques issues de G = (VG, EG), en garantissant certaines propriétés
décrites dans le chapitre dédié.
ACF fut utilisé dans les études préliminaires puis remplacé par N injas . Les diffé-
rences majeures entre N injas et Cliquer sont les suivantes :
— Le RMSDd des alignements correspondants aux résultats est garanti inférieur à
un seuil : Cliquer, par la recherche de cliques assure que la différence entre paires
d’unités structurales est inférieure à λ, N injas , par construction relâche cette
contrainte à 2λ. Ce seuil λ correspond à la marge autorisée lors de la comparaison
de deux distances (ce qui conduit à la création d’une arête).
— Les valeurs de RMSDc ne sont garanties que par N injas via son paramètre
interne τ , Cliquer ne possède pas de telle garantie car énumère des cliques dans
un graphe et néglige le contenu des sommets/arêtes.
— Cliquer est un algorithme exact, parcourant par conséquent l’intégralité du graphe,
N injas en revanche est une heuristique qui garantit de trouver de bons résultats
sans assurer que ce soient les meilleurs.
La garantie du RMSDc nous a fait choisirN injas dans plusieurs cas d’étude comme
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la recherche de similarités globales ou locales de structures ou de surfaces, Cliquer trou-
vant son intérêt dans la recherche de répétitions structurales internes (8).
Utilisation conjointe de S hinobi N injas : procédure
Pour exploiter et explorer le graphe d’alignement modélisant la comparaison de deux
protéines, N injas requiert deux graphes :
— Le graphe G = (VG, EG)créé par S hinobi , avec des critères de compatibilités
sur les sommets ainsi que les critères sur les distances absolues (ζ) et relatives (λ)
— Un graphe, dit graphe de graines, qui correspond à des zones locales très simi-
laires d’une structure à l’autre. La création de ce second graphe s’effectue avec
S hinobi , les critères d’appariement des unités structurales (la création des som-
mets donc) ne varie pas mais le choix des arêtes est plus restreint tant au niveau
de la distance absolue (ζs) entre unités structurales d’une même protéine qu’au
niveau de la variation de distance d’une paire d’US à l’autre (λs). Comme expli-
qué dans le chapitre 5, ces restrictions ont deux objectifs : restreindre la recherche
d’alignements aux plus pertinents en se basant sur une graine robuste (autrement
dit peu flexible) et ainsi accélérer le logiciel.
Le premier graphe autorise une certaine flexibilité et c’est en son sein que l’on va re-
chercher les alignements correspondant aux sous-structures similaires entre les deux pro-
téines. Le second rassemble les graines qui servent à déterminer les superpositions testées.
N injas parcourt donc les graphes et retourne le nombre d’alignements souhaités tels
que chaque alignement a un RMSDc inférieur ou égal à τ et un RMSDd sous le seuil 2λ
et que toutes les unités structurales d’une même structure sont au plus éloignée de ζ Å
.
6.2.4 Application des modèles
Le couple S hinobi N injas est destiné à une comparaison approfondie de deux
structures protéiques, pour une analyse plus générale se référer à 4. Les heuristiques de
comparaison de structures ont fait leurs preuves à travers la littérature, traitant cha-
cune un type de cas spécifique, S hinobi N injas permet de pousser plus loin l’analyse
en retournant des alignements alternatifs, des combinaisons d’alignement mais surtout
s’éloigne du squelette des protéines pour une analyse plus basée sur les propriétés physico-
chimiques.
Le modèle atomique s’adresse à la comparaison de surfaces en règle générale, no-
tamment à la recherche de sites de liaison. S hinobi ne détecte pas automatiquement la
surface des protéines, il est nécessaire d’effectuer cette étape en amont. Nous utilisons
vorlume [23], un outil développé par l’équipe ABS 2 pour sélectionner les atomes de la
surface d’une protéine. Nous l’avons testé sur une instance issue de l’Affinity Benchmark 3
suggérée par F. Cazals : 1VFB_AB :C. Cette instance est composée de deux "patchs"
correspondants aux sites de liaisons dont il faut mesurer la similarité. Le premier est
2. INRIA Sophia Antipolis
3. http://bmm.cancerresearchuk.org/~bmmadmin/Affinity/
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composé de 220 atomes (19 résidus), le second de deux cent atomes (25 résidus). Nous
avons obtenu un alignement de longueur 101 pour un RMSDc = 1.4579Å et un RMSDd
= 1.20148. Ces résultats étaient concordants avec ceux de nos confrères par conséquent
nous conservons ce modèle d’étude dans la liste des pistes d’exploitation.
6.3 Discussion
La représentation de la comparaison de structures en graphe permet de simplement
modéliser les différents appariements des structures. Nous avons créé quatre modèles
opérationnels, du modèle résiduel standard au modèle atomique en passant par un mo-
dèle en FGS. La difficulté ici fut de rajouter des informations physico-chimiques : en
effet, si des informations comme le critère d’appartenance à une structure secondaire est
assez simple à choisir (les deux éléments appartenant ou non au même type de structure),
cela est plus délicat pour d’autres critères comme l’hydrophobicité. Plus exactement la
pondération d’un critère par rapport à un autre qui est délicate. Nous avons essayé une
méthode binaire où un seul manquement parmi la liste de critère invalidait l’appariement
des éléments mais cela s’est avéré trop restrictif. De même nous avions étudié le problème
en nous basant sur les matrices de BLOSUM 62 et 80, en choisissant une valeur qui va-
lidait ou non une paire mais lorsque nous avions confronté ce critère aux alignements de
référence issus de SISY, nous avions observé que soit le seuil était très peu spécifique,
soit pas assez et élaguait une partie des paires de référence. Ces résultats tendraient à
dire qu’il vaut mieux se concentrer sur des critères de structures mais je les pondère en
précisant que le nombre d’alignements de référence était faible, une trentaine, et que le
seuil posé est fixe alors qu’il faudrait plutôt passer par un système de probabilités et de
pondération au sein du graphe.
Les propriétés physico-chimiques et les fonctions de comparaison de base sont déjà
implémentées, elles ne nécessitent que des expériences pour déterminer la meilleure pon-
dération possible. C’est pour cela que nous avons prévu des analyses à plus grande
échelle, en nous basant sur plusieurs jeux de données comme MALIDUP, MALISAM,
pour lesquels nous avons les alignements de référence, mais aussi en nous basant sur des
alignements consensuels que nous créerons à partir des résultats d’un ensemble d’outils
de comparaison dont entre autres TMalign, MICAN, Dalilite, et SANA.
L’un des moyens de contourner ce problème fut de passer au niveau des FGS, cela
augmente la taille du graphe d’alignement mais enlève des contraintes d’appariements
liées à la nature des résidus considérés.
L’autre grande force de S hinobi est la génération des arêtes en fonction de critères
de distances, ces critères contraignent l’alignement final tant en distance absolue dans
l’espace (ce qui permet de travailler sur de la similarité globale ou locale suivant les
besoins) qu’au niveau de la déviation globale entre les éléments alignés (RMSDd).
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6.4 Résumé du chapitre
S hinobi est un outil polyvalent de modélisation de comparaison de structures. Il
permet de comparer des squelettes de protéines, en tenant compte ou non de la position
des chaînes latérales mais aussi de comparer les protéines au niveau de leurs fonctions
chimiques ou atomique. De plus, la possibilité de choisir la dispersion autorisée des élé-
ments, sur toute la protéine ou de manière plus locale, permet d’affiner la recherche.
Ainsi cela peut être une comparaison globale des squelettes ou la recherche de sites de
liaisons. L’outil, utilisé de manière conjointe avec N injas permet la recherche et la
détection de sous-structures communes renvoyées sous forme d’un ou plusieurs aligne-
ments. Ces alignements peuvent être composés de paires d’éléments uniques ou bien un
élément peut être appareillé plusieurs fois. Ce dernier cas de figure a une application
dans les perspectives de recherche de zones complémentaires entre surfaces protéiques.
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Chapitre 7
Recherche de similarités au sein
de structures : Etude de cas
7.1 Introduction
S hinobiN injas (SN) est un couple d’outils pensé pour rechercher des sous-structures
similaires au sein de deux protéines. Pour le tester et vérifier sa qualité, nous avons com-
mencé par l’utiliser sur une instance composée d’une protéine face à elle-même. Ce simple
test a pour but de vérifier que l’outil détecte bien le meilleur alignement. Les résultats
ont permis de vérifier que l’alignement optimal était bien trouvé et ont mené en plus à
une étude sur les répétitions internes au sein des structures protéiques, décrite dans le
chapitre 8. Nous avons ensuite testé notre outil sur des cas d’alignements non linéaires
de structures : les cas de permutations circulaires et les cas de charnières. Les deux cas
nécessite un choix différent des paramètres d’entrée, car le premier cas sera directement
inclus dans un alignement global, mais le second nécessite d’assembler des alignements
puisque N injas n’est pas flexible. Enfin, nous avons observé la différence entre nos
différents modèles (Cα , Cα Cβ et FGS) et nous nous sommes également intéressés aux
résultats potentiels dans le cadre de la comparaison de surfaces.
7.2 Utilisation de S hinobi N injas : modélisation d’une
question biologique
A l’instar des autres outils,S hinobi N injas s’exécute pour répondre à une question
biologique spécifique. Notre outil n’est pas conçu pour estimer globalement la similarité
de deux structures protéiques. Il permet de rechercher des sous-structures particulières
communes à ces structures.
Recherche de la plus longue sous-structure commune Si le but est de trouver
la plus grande sous-structure commune à deux communes, une analyse au niveau rési-
duel (Cα ou Cα Cβ ) est utilisée. Il est nécessaire de relâcher la contrainte de localité
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de S hinobi (ζ = ∞) pour permettre à l’outil de parcourir globalement la structure.
Le choix de la flexibilité autorisée entre les paires de résidus alignés (utilisé pour les
analyses standards effectuées dans ce chapitre) est établi à λ = 3.0Å après réalisation
d’expériences. Il faut également choisir la robustesse des graines.
Définition 7.1. Robustesse d’une graine Une graine est dite robuste si les les résidus
sont en contacts (ζs) et si la différence de distances entre paires de résidus est inférieure
à λs
Les contacts selon la définition des études sur les cartes de contacts présentée dans
la partie 2 correspondent à des distances entre éléments inférieures à ζs = 7.5Å et la
différence de distances entre paires de résidus à λs = 2.0Å. Remarque : De récentes
analyses préliminaires issues de la section d’identification de familles protéiques tendent
à montrer qu’augmenter la distance de contact des graines à 10.0Å pourraient accroître
la précision des résultats.
La recherche étant ici géométrique, nous utilisons un filtre interdisant l’appariement
de résidus issus d’hélices avec des résidus issus de feuillets.
Ce paramétrage permet, comme vont le montrer les résultats, de produire des ali-
gnements séquentiels ou non-séquentiels de deux structures en maintenant le RMSDc du
dit alignement sous un seuil τ fixé par l’utilisateur.
Alignement de structures flexibles Lorsque la comparaison précédente de deux
structures retourne un alignement partiel des deux structures, l’une des explications
possibles est que l’une des structures possède une ou plusieurs charnières. Cette hypo-
thèse se vérifie en réappliquant une comparaison en basculant en mode local (eg. en
réduisant la valeur ζ à 15Å - valeur utilisée par Probis pour créer l’environnement de
recherche autour d’un FGS[64]) et en faisant retourner plusieurs résultats à S hinobi
N injas . Ces résultats correspondent à un ensemble de sous-structures locales simi-
laires. Si l’outil retourne deux bons alignements non-chevauchants, alors une charnière
a été détectée (de même pour trois alignements etc.)
Alignement utilisant les groupes fonctionnels (FGS) Les résultats montrent que
pour les cas d’étude précédemment cités, une modélisation utilisant les groupes fonction-
nels n’apporte rien directement et nécessite des ressources temps/machine supplémen-
taires pour un résultat équivalent. En revanche, cette modélisation trouve son intérêt
dans la recherche très locale de sous-structures communes, ce qui a été montré par Konc
et collègues dans [64]. Les structures ne sont plus observées dans leur globalité mais en
surface et s’axent vers la détection de motifs très locaux comme les sites catalytiques ou
les sites de liaison.
De même le modèle atomique se destine à la comparaison locale de surfaces pro-
téiques.
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7.3 Permutations circulaires
La principale difficulté de la détection de permutations circulaires au sein de struc-
tures protéiques réside dans l’indépendance de la séquence. Cela car cette contrainte
usuellement utilisée permet d’éviter l’hyper-fragmentation des alignements. Dans le cas
d’un alignement non-séquentiel, l’outil va chercher une solution qui optimise sa fonction
de score, fonction pénalisant plus ou moins les croisements. Cette section présente les
résultats de S hinobi N injas sur un jeu de données non-séquentiel et montre les forces
et faiblesses de notre outil. Ces résultats remettent principalement en question le pos-
tulat de l’alignement optimal de deux structures, tel que l’a titré Adam Godzik : « The
structural alignment between two proteins : is there a unique answer ? » [37].
Nous avons commencé par observer les résultats ( longueur et RMSDc des aligne-
ments) de S hinobi N injas face à des résultats issus de la littérature ou calculés. Puis
nous avons comparer les alignements issus de plusieurs outils plus en détails : TMalign,
un outil séquentiel, MICAN, l’une des références des outils de détection des permutations
circulaires, FlexSnap, un outil de chaînage d’alignements locaux qui permet la détection
de charnières et est non-séquentiel donc devrait pouvoir détecter les permutations et
S hinobi N injas .
Les tests ont été effectués avec le mode Cα (résiduel classique) pour rendre les mé-
thodes comparables, nous avons néanmoins utilisé un filtre sur les structures secondaires
et interdit l’appariement d’un résidu issu d’une hélice α avec un résidu issu d’un feuillet
β.
7.3.1 Jeux de données : MALIDUP
Le jeu de donné choisi (MALIDUP) [27] est une base de données composée de 241
alignement structuraux de domaines homologues. Ces alignements ont été effectués ma-
nuellement pour pallier les biais des outils d’alignements de séquences ou de structures.
Minami et collègues [80] l’ont utilisé pour tester leur outil, MICAN, et ont artificielle-
ment créer des alignements structuraux non séquentiels en permutant des portions de
structures. Nous avons utilisé le jeu ce jeu de données non séquentiel (nommé MALIDUP-
ns) car il présente plusieurs avantages dont le fait d’avoir des alignements de références
manuels.
7.3.2 Résultats : MALIDUP-ns, détection de permutations circulaires
Nous avons comparé nos algorithmes avec ceux trouvés dans la littérature. Les résul-
tats ci-dessous (tableau 7.1) sont une combinaison de résultats issus de [80] et de calculs
effectués par nos soins.
Les résultats montrent logiquement que les deux méthodes séquentielles (DaliLite
et TMalign) échouent en n’alignant qu’une partie des structures, ce car leur modèle,
par construction, interdit les croisements au sein de l’alignement final. Cela s’observe au
niveau des Les résultats de FlexSnap sont surprenants car l’outil n’est pas contraint par
l’ordre des résidus et peut donc théoriquement détecter les cas de permutations. De plus,
124
Table 7.1 – Qualité des outils d’alignements de structures sur le jeu de données
MALIDUP-ns
Nali correspond au pourcentage moyen du nombre de résidus alignés divisé par la taille
de la plus petite structure, RMSDc corespond au RMSDc moyen associé Nali,outil−ref
mesure la différence entre les longueurs moyennes d’un outil et de la référence. De même,
RMSDcoutil−ref relate la différences entre le RMSDc moyen d’un outil et celui de la ré-
férence.
Méthode Nali % RMSDc Nali,outil−ref RMSDcoutil−ref
Référence[80] 76.9 2.5 - -
DaliLite[48]* 61.4 2.73 -15.48 0.23
TMalign[126]* 60.5 2.94 -16.38 0.44
MICAN[80]* 81.6 2.57 4.72 0.07
DEDAL[32]* 73.6 2.46 -3.28 -0.04
SNAP[101]* 72.9 2.01 -3.98 -0.49
GAGNSTA+[104]* 73.3 2.47 -3.58 -0.03
SCALI[122]* 60.2 2.37 -16.68 -0.13
MASS[33]* 67.6 1.65 -9.28 -0.7
SAMO[28]* 77.5 2.84 0.62 0.34
SANA[112] 85.1 2.24 8.22 -0.26
CECP[16] 70.2 3.57 -6.68 1.07
FlexSnap[102]** 48.6 1.9 -28.8 -0.6
SN(Cα ) 80.52 2.15 3.62 -0.35
*données issues de [80]
** seuls 197 résultats sur 241 ont été obtenus avec FlexSnap, dans les autres cas, l’outil n’a pas
été capable de trouver une solution.
l’outil a échoué dans 44 cas, ne produisant aucun résultat, et, même si ce mémoire n’est
pas centré sur les performances des outils, il est à noter que FlexSnap est beaucoup plus
lent que les autres heuristiques utilisées (instance comparée en une dizaine de minutes
dans le pire cas observé contre moins d’une minute pour MICAN ou TMalign). MICAN
et SANA ont produit des alignements en moyenne plus longs que les autres méthodes,
avec même l’une des plus faibles moyenne de RMSDc pour SANA. Nous avons également
calculé ces valeurs moyennes pour les alignements de référence et mesuré la différence
entre les valeurs retournées par les outils et les références. S hinobi N injas (avec le
modèle basé sur les Cα ) retourne des résultats proches de MICAN et des références, en
effet notre outil réussit à détecter automatiquement les permutations. La proximité de
nos résultats avec les références nous permet de conclure que S hinobi N injas renvoie
de bons alignements dans ce cas d’étude.
A l’aide de S amourai (présenté dans le chapitre 2), nous avons calculé d’autres
scores correspondants aux alignements trouvés par quatre des outils cités : FlexSnap,
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Figure 7.1 – Mesures de la similarité entre les alignements produits par MICAN et
SNavec les alignements de référence
MICAN, TMalign et S hinobi N injas (figure 7.2) et nous avons également calculé ces
scores en nous basant sur les alignements de références du jeu de données.
Les sous-figures 7.2 (a) à (l) montrent la dispersion des scores des 241 comparaisons
effectuées selon chaque outil ainsi que les références.
Globalement on distingue deux groupes : MICAN,S hinobiN injas d’un côté, TMa-
lign et FlexSnap de l’autre. Comme espéré S hinobi N injas se comporte de manière
assez similaire à MICAN, détectant correctement les permutations circulaires. TMalign
renvoie aussi logiquement des résultats moins bons car il n’est pas adapté au jeu de
données, de même ,comme dit plus haut, FlexSnap a retourné des résultats étonnement
mauvais. Si l’on s’intéresse de plus près aux résultats de S hinobi N injas , on observe
que, notamment pour la dispersion des valeurs, ses résultats son très proches de ceux de
la référence (voir en annexe pour les valeurs exactes). Les valeurs de RMSDc et RMSDd
sont globalement concordantes entre MICAN, S hinobi N injas et la référence même si
l’on observe des valeurs maximales un peu plus élevées pour la référence. Dans la même
lignée, les alignements des outils minimisent un peu plus le score SAS ce qui géomé-
triquement est fort mais montre aussi que la réalité biologique diffère de l’alignement
géométrique brut. L’observation des dispersions des identités de séquences (%) puis des
alignements de SNmontrent que notre outil retourne des alignements pouvant être ex-
trêmement fragmentés et par conséquent très peu similaires à l’alignement de référence.
A l’inverse MICAN retourne des alignements très similaires à la référence (figure 7.1).
L’une des raison de cette hyperfragmentation réside dans le fait que SNproduit en
premier lieu des alignements à appariements multiples et qu’ensuite, une implémentation
de l’algorithme hongrois « choisit » l’un des ensembles uniques maximaux. Cet ensemble
correspond à une solution optimale mais il est possible que d’autres solutions, moins
fragmentées existent également.
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7.3.3 Analyse de la fragmentation des alignements de SN
Nous avons testé cette hypothèse en analysant les alignements à appariements mul-
tiples (noté k-alignement). La méthode est la suivante :
— recherche du plus long chemin du k-alignement à l’aide de l’algorithme hongrois
(ce qui correspond au résultat initial de SN).
— duplication du k-alignement (de taille k) en k alignements de longueur (k-1), une
paire étant retranchée à l’alignement initial.
— pour chaque (k-1)-alignement, recherche du plus long chemin à l’aide de l’algo-
rithme hongrois.
— si le chemin obtenu est de la même longueur que le résultat initial mais différent
de ce dernier il est conservé.
— calcul des scores pour tous (k-1) alignements conservés.
Cette heuristique renvoie pour chaque (k-1) alignement une solution optimale qui
n’est pas assurée d’être 1. la seule 2. la meilleure. Il faudrait une analyse exhaustive du
k-alignement pour déterminer le meilleur alignement non redondant le moins fragmenté.
L’objectif ici était de fournir une analyse préliminaire montrant qu’il existe plus d’une
solution de longueur maximale et que le taux de fragmentation de l’alignement est va-
riable. L’étude montre qu’il existe de nombreuses solutions de longueurs maximales pour
chaque comparaison, toutes respectent les seuils donnés à SNet sont donc toutes accep-
tables. En conclusion, une optimisation de SNserait de modifier l’algorithme de recherche
pour sélectionner l’alignement qui minimise la fragmentation (travaux en cours).
7.3.4 Observations sur les superpositions associées aux alignements
L’alignement est le résultat principal d’un outil de comparaison mais il est également
possible de s’intéresser à un autre résultat qui est la superposition associée à l’aligne-
ment. L’hypothèse formulée ici est que deux outils retournant, de part leurs fonctions de
scores différentes, des alignements différents, puissent retourner des superpositions rela-
tivement similaires. Pour tester cette hypothèse nous avons superposées les structures en
nous basant sur les matrices de rotations associées puis, nous avons mesuré toutes les dis-
tances inter-résidus. La figure 7.3 représente toutes les distances inter-résidus triées après
superposition optimale selon l’alignement de référence, MICAN, FlexSnap, TMalign et
S hinobi N injas . Ce graphique montre très nettement que les superpositions de la ré-
férence, MICAN et S hinobi N injas retournent des distances pratiquement identiques.
L’explication la plus probable et que les trois alignements correspondent à une superpo-
sition pratiquement identique. De même la table 7.2 résume les analyses partielles faites
sur 665 comparaisons issues du jeu de données SKOLNICK, contenant 40 structures.
On observe que les valeurs moyennes minimales, maximales et autres médianes sont
pratiquement identiques, S hinobi N injas ayant une valeur minimale moyenne plus
faible que TMalign et MICAN. Ces résultats tendent à montrer que les outils convergent
vers une superposition optimale alors que les scores associés à ces alignements divergent
significativement (cf figure 7.4).
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Table 7.2 – Moyennes des dispersions des distances issues des 665 instances de compa-
raison du jeu de données de Skolnick
Les distances inter-résidus après superposition selon MICAN, TMalign et S hinobi N injas
ont été mesurées puis leurs dispersions. Le tableau suivant est composé de la moyenne de
chacune des catégories.
Outil MICAN Tmalign ShinobiNinjas
Minimum 0.4563917383 0.4516774503 0.3184751429
Quartile 1 14.2335469514 14.0341392571 13.7715693303
Médiane 19.6734633302 19.4169914549 19.0756706195
Quartile 3 25.3754237536 25.0911075116 24.7013090395
Maximum 45.818067453 45.0061725316 45.4113358865
7.4 Détection de changements conformationnels, charnières
« Hinges »
La flexibilité intrinsèque des protéines se traduit par des mouvements allant de la
vibration d’un atome à de larges mouvements de chaîne. Cette dynamique des protéines
joue un rôle important dans leur fonction. Des protéines homologues peuvent ainsi avoir
des conformations différentes qu’il est important de pouvoir détecter. Les outils classiques
comme TMalign ou MICAN sont basés sur une superposition rigide, séquentielle ou non,
des structures et buttent ainsi sur cette flexibilité. Les outils dédiés comme Flexprot
et FATCAT sont optimisés pour la recherche de flexibilités mais ont le défaut d’être
séquentiels. FlexSnap est une solution à la fois flexible et non-séquentielle basée sur de
l’assemblage de petits fragments bien alignés. Cette approche d’assemblage nous a donné
l’idée de faire de même à partir des alignements obtenus avec S hinobi N injas et les
résultats se sont montrés prometteurs.
7.4.1 Méthodologie
La méthode débute par la création d’un graphe d’alignement basé sur les carbones
centraux des acides aminés (Cα ) dans lequel on interdit à un résidu appartenant à une
hélice de se coupler avec un résidu issu d’un feuillet. Ce car les flexibilités recherchées
ici sont de grands mouvements induits par des charnières (dans les boucles), les struc-
tures secondaires sont elles maintenues. Les différences de distances entre deux paires de
Cα sont tolérées à 4.0 Ået la recherche d’alignement peut s’effectuer sur l’intégralité des
protéines (ζ =∞). En revanche les graines choisies sont des graines dites de contact (ne
sont autorisées que des graines dont les Cα sont éloignés au plus de ζs = 9.0Å, avec une
tolérance de λs = 2.0Å) La différence principale de cette méthode par rapport à d’autres
(et c’est ici qu’intervient le rapprochement avec FlexSnap) est l’étude des n premiers
résultats de N injas à partir du graphe créé. Ces résultats sont récupérés et assemblés
si possible, la règle d’assemblage est un chevauchement maximal de 10%. Le plus long
résultat est ensuite conservé et utilisé en comparaison.
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7.4.2 Exemple : 1U42(A) versus 1U36(A)
Cet exemple, tiré de [102] illustre les différences entre alignements rigides (tmalign),
hyperflexible(apurva), flexible (flexsnap) et mixte(shinobi). En effet, A_purva, alignant
les structures selon une somme de similarités locales, détecte un bon alignement global
(couverture de la structure requête à 100 % et un score de l’outil égal à 0.79, pour
une variation allant de 0 à 1). Tmalign, qui est un outil séquentiel rigide, retourne une
comparaison qui recouvre la requête à moins de 60 %,pour un RMSDc égal à 2.0Ået
un TMscore= 0.53. FlexSnap qui lui est un outil dédié à la recherche de flexibilités
sous forme de charnières au sein des structures protéiques a aligné 100 résidus (soit la
quasi totalité des structures) avec un RMSDc associé de 0.89Åen insérant une charnière.
De même notre outil SNa renvoyé deux alignements structuraux pertinents en premiers
résultats : l’un comprenant 55 résidus pour un RMSDc de 0.55Ået l’autre de 45 résidus
(RMSDc=0.81Å)
S hinobi N injas renvoie plusieurs alignements rigides avec de faibles déviations,
l’association des deux meilleurs (cf figure couleur 1, couleur2 pour les différents aligne-
ments) correspond à l’alignement global des deux structures. Il aligne chacune des parties
séparées par la charnière.
7.5 Discussion
Ce chapitre montre que S hinobi N injas est un outil rivalisant, en terme de qua-
lité, avec les autres outils disponible. Il est capable de détecter des alignements non-
séquentiels mais également flexibles. La contrainte de superposition (τ) garantit la faible
déviation globale après superposition et donc un bon alignement. S hinobi N injas est
un outil rigide qui permet de détecter des flexibilités en combinant les résultats d’une
même instance.
Le nombre de résultats, d’alignements produits pour une même instance repose la
question de l’alignement optimal. En effet, tous les alignements sortis sont géométri-
quement bons. Une amélioration, un tri dans ces alignements va être effectué pour mi-
nimiser le nombre de gaps dans l’alignement car ceux-ci sont considérés comme moins
probables. Cela car un alignement hyperfragmenté sous entend une grosse recombinaison
au sein des structures et à l’heure actuelle, aucune étude ne va dans ce sens. Par contre
nous avons obtenus plusieurs alignements peu fragmentés pour une même comparaison
et ainsi la question de l’alignement optimal ressurgit. Pour trancher entre ces aligne-
ments de S hinobi N injas (entre eux et face à d’autres outils), nous avons implémenté
S amourai , un outil qui, pour un alignement donné, calcule une dizaine de scores. Cela
a montrer que nos outils détectaient des alignements structuraux bons quelque soit le
score. Comparer ces scores pour une même instance, sans que les alignements aient été
optimisés pour ces scores, montre les limites des méthodes actuelles. Chacune est opti-
misée pour un score donné, ainsi une même comparaison peut donner des alignements,
et donc des scores assez différents d’un outil à l’autre. La solution serait donc de choisir
l’alignement qui est optimal pour un maximum de scores.
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Mais, la comparaison des superpositions optimales associées à ces alignements montre
une perspective différente : certaines méthodes convergent vers la même superposition.
Cela impliquerait que l’alignement n’est qu’une variable soumise à une fonction de score,
les méthodes ont détecté la même similarité mais l’expriment différemment. Cette étude
manque de tests statistiques à plus grande échelle pour réellement conclure sur ce sujet
mais observer les superpositions des méthodes existantes pourrait permettre de caté-
goriser des méthodes différentes convergentes. Si cette hypothèse est avérée, il va être
nécessaire de déterminer un nouvel angle d’approche pour créer l’alignement optimal à
partir de la superposition. Une possibilité est de maintenir l’effet de seuil de déviation
en sélectionnant toutes les paires de résidus à moins de τÅ et en cherchant au sein des
ces paires l’alignement minimisant les sauts.
7.6 Résumé du chapitre
S hinobi N injas est un outil permettant de comparer deux structures protéiques






Figure 7.2 – Dispersion des scores des alignements issus de FlexSnap, MICAN, TMalign
et S hinobi N injas ainsi que les scores basés sur les alignements de référence.
Les scores et valeurs suivantes sont à maximiser : ALI : longueur de l’alignement, MI :
Score MI??, Qscore (??), TMscore ?? (TMP1/TMP2 : TMscore relatif à la longueur de
la protéine P1 (resp. P2), TMmoy : TMscore relatif à la longueur moyenne des protéines),
Normsim : Valeur de similarité normalisée ??, Seqid : pourcentage d’identité de séquence.
Les valeurs de RMSDc ?? , RMSDd??, SI??, SAS?? sont considérées meilleures quand
minimisées
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Figure 7.3 – Distances inter-résidus après superposition du domaine d1a4pa_
Figure 7.4 – Dispersion des alignements et des RMSDc associés en fonction de l’outil
de comparaison.
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Figure 7.5 – Superposition des squelettes selon MICAN (Cα )(g) et S hinobi N injas
(FG) (d)




au sein des protéines avec
K unoichi
8.1 Introduction
L’un des premiers résultats de S hinobi N injas fut un test de comparaison d’une
protéine sur elle-même dans le but de vérifier que l’outil détectait correctement l’ali-
gnement optimal d’une structure avec elle-même. Nous avons donc utilisé 2BNH,A,
une protéine de de 456 résidus et l’avons comparé avec elle-même en nous basant sur
ses Cα et récupéré les 40 meilleurs alignements. 17 furent supprimés car présentaient
un pourcentage de gap supérieur à 50 %. Les autres furent intégrés à la matrice de la
figure 8.1. On observe que, à 4.0Å, de nombreux résidus s’alignent avec une quinzaine
d’autres résidus en plus d’eux-mêmes. La figure présente tout d’abord la diagonale qui
correspond à l’alignement des résidus avec eux-mêmes. Cela montre que SN détecte bien
le meilleur alignement d’une protéine avec elle même. Puis on remarque de nombreux
alignements en parallèle. Ces alignements correspondent au motif répété qui compose
la protéine solénoïde. A partir de ce constat, nous avons cherché à savoir si S hinobi
N injas pouvait être utilisé dans le cadre d’un protocole de détection automatique de
ces répétitions internes.
La comparaison d’une structure avec elle-même pour notre outil est une tâche longue,
de plusieurs heures pour la version initiale de N injas (accélérée depuis), de plus s’est
posé le problème de la découpe des alignements. En effet, un alignement ne correspond
pas à un motif structural répété mais à une sous-structure présente deux fois. Cette sous-
structure peut-être composée du motif seul mais les longs alignements sont composés,
notamment dans le cas de l’exemple, par plusieurs motifs successifs. Le problème de la
découpe des alignements étant encore un sujet ouvert, nous avons testé une version plus
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simple de la détection de structures répétées avec une méthode naïve qui consiste à créer
des motifs structuraux continus dans la séquence. Ces motifs servent de dalles et sont
ensuite chaînés pour tenter de reconstruire la protéine selon une couverture donnée.
Figure 8.1 – Matrice modélisant l’apparition de paires de résidus alignés dans les ali-
gnements de 2BNH,A
Un point en position [i, j] de la matrice correspond à l’appariement des ièmeetjème résidus de la
protéine.
Dans ce chapitre nous présentons une version simplifiée du graphe d’alignement,
nommé graphe de dalles qui découpe une protéine en fragments continus et relie les
fragments indépendants. Ce graphe est ensuite résolu pour y détecter tous les ensembles
de dalles similaires correspondants à des répétitions internes.
Notre exemple filé 2BNH,A est une protéine inhibitrice de la ribonucléase chez
le porc constituée de 456 résidus. C’est un solénoïde, plus précisément une protéine à
répétitions riches en leucine, LRR (« leucine-rich repeats » ). Sa forme en fer à cheval
(figure 8.4) se décompose en agencements d’hélices α et de feuillets β répétés. Nous
avons sélectionné cette protéine pour illustrer ce chapitre car plusieurs résultats sont
disponibles dans la littérature :
—
Parra et al. [95] ont dénombré 8 répétitions d’un élément contenant 57 résidus tandis
que Murray et al. en ont trouvé entre 15 et 16 avec leur outil DAVROS [81] et à l’aide
de l’outil ConSole de Hrabe et Godzik [53] nous avons détecté 15 répétitions de longueur
28 au sein de cette protéine.
Ces travaux ont donné lieu à une publication dans la conférence JOBIM 2015 [70]
(publication numéro 2.).
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8.2 Modélisation simplifiée d’un protéine : Graphe de dalles
Notre méthodologie repose principalement sur la modélisation d’une protéine (P )
sous forme d’un graphe de dalles, initialement nommé graphe de fragments dans l’article.
Définition 8.1 (Dalle de taille k d’une protéine). Motif structural correspondant à un
ensemble de k résidus continus dans la séquence d’une protéine.
Définition 8.2 (Graphe de dalles de taille k). Un graphe de dalles est un graphe G =
(VG, EG) avec VG l’ensemble des dalles de longueur k et EG l’ensemble des arêtes liant
les dalles compatibles.
Soit une protéine P de longueur N et k une taille de dalle donnée, le graphe de dalles
G = (VG, EG) associé contient N−k dalles chevauchantes (cf figure 8.3). La constitution
des dalles s’effectue par la découpe de la protéine en fragments continus de longueur k,
chaque fragment étant ce que l’on nomme ici une dalle (figure 8.2).
Figure 8.2 – Modélisation d’une protéine en dalles et graphe de dalles associé
Découpage d’une protéine en fragments continus de taille k (dalles)
Figure 8.3 – Graphe de dalles
Une arête relie deux sommets (représentés par les rectangles bleus) si les dalles correspondantes
sont compatibles.
Chacune de ces dalles correspond à un sommet v du graphe G = (VG, EG). Il existe
un arc ev,w ∈ EG entre deux sommets v, w ∈ VG si et seulement si les dalles associées
sont compatibles.
Définition 8.3 (Compatibilité de dalles). Deux dalles sont compatibles si et seulement
si :
— Elles sont non-chevauchantes.
— Le RMSDc associé à la superposition optimale des dalles est inférieur à un seuil
τ
La valeur de τ est un paramètre utilisateur (par défaut, τ = 3.0Å).
L’algorithme suivant (4) résume le procédé de création du graphe de fragments par
K unoichi .
136
Algorithm 4 Création du graphe de fragments par K unoichi
Require: P (N) . Une protéine de taille (N)
Require: τ . valeur limite de RMSDc entre fragments autorisée
Require: fsize . Longueur des fragments créés
Residues = {Residue1, . . . , ResidueN} . Ensemble des résidus de la protéine
Fragments = {} . Ensemble des fragments continus
for i = 0; i < |Residues|; i+ + do
CurrentFragment = Residues[i : i+ fsize] . Création du fragment commençant
au ième résidu et de longueur fsize
Fragments = Fragments ∪ {CurrentFragment} . Ajout du fragment courant
end for
Edges = {} . Ensemble des arcs
for f = 0; f < |Fragments|; f + + do
for g = f + 1; g < |Fragments|; g + + do
if compatibility(Fragment,AnotherFragment) == true then
edge = (Fragment,AnotherFragment) . Création d’un arc entre les
deux fragments
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8.3 Résolution du graphe de dalles
La résolution du graphe s’effectue avec un solveur de cliques. La nécessité ici est de
trouver l’ensemble des cliques de taille R. Une clique de taille R correspond à un ensemble
de R dalles compatibles. Soit, selon nos critères, R dalles structurellement similaires
et non-chevauchantes. Cela correspond à une dalle, un motif structural, répété R fois.
L’ensemble des cliques de taille R correspond donc à l’ensemble des motifs structuraux
répétés R fois au sein de la protéine. Par construction, notre méthode garantit que toutes
les dalles sont structurellement similaires à τÅ près. Pour nos études, nous avons utilisé
Cliquer d’Ostergaard qui retourne les cliques souhaitées.
8.4 Analyse des ensembles obtenus
Lorsque le solveur a parcouru l’intégralité du graphe, il renvoit, ou non, une ou
plusieurs cliques de taille R.
Soit G = (VG, EG) un graphe de dalles de longueur k résolu avec un solveur pour un
nombre de répétitions R donné. Les trois résultats possibles sont :
1. Aucune clique. Cela signifie que dans g, il n’existe aucun motif structural (dalle)
de longueur k répété R fois.
2. Une seule clique. Cela correspond à un motif structural de longueur k répété R
fois.
3. Plusieurs cliques, soit plusieurs motifs structuraux répétés.
Le dernier cas est lui-même composé de deux types de cas. Il peut s’agir du même
motif avec un décalage au niveau des extrémités, une légère variabilité faisant que l’al-
gorithme trouve le même motif et renvoie ainsi les dalles alternatives. Se pose alors la
question du choix du meilleur ensemble de dalles. Tous répondent aux critères exigés
de part la construction du graphe, par conséquent nous avons cherché d’autres critères
d’évaluation. Nous avons sélectionné une mesure, un score de similarité des structures
secondaires moyen. Le pourcentage d’identité de structure secondaire de chaque paire
de dalles d’un même ensemble est calculé et le pourcentage moyen déduit (SSE(f, f ′)).
Le pourcentage d’identité de structure secondaire (SSE) pour deux fragments f, f ′ ∈
F est défini par l’équation suivante :





avec SSE(fi, f ′i) = 1 si les résidus fi et f ′i appartiennent à la même structure secondaire,
0 sinon.
Ensuite, nous calculons dans un second le pourcentage d’identité de séquence moyen.
Définition 8.4 («Meilleur » ensemble de dalles). Soit D = d1, d2, . . . , dn un ensemble
d’ensembles de dalles. Le « meilleur » ensemble de dalles est l’ensemble ayant le pour-
centage d’identité de SSE moyen le plus élevé et, structure secondaire moyen et, en cas
d’égalité, le meilleur pourcentage d’identité de séquence moyen.
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L’autre possibilité en cas de multiples cliques est la découverte de deux motifs dis-
tincts. Par exemple, 2BNH,A est composée d’une alternance de feuillets et d’hélices, si
l’on sélectionne une taille de dalle assez faible, l’algorithme retourne dans ses résultats
l’ensemble des feuillets dans une clique et l’ensemble des hélices dans l’autre.
8.5 Recherche orientée de répétitions structurales au sein
des protéines
La recherche de répétitions est ici restreinte à la recherche d’une dalle, qui, répétée
x fois, va constituer la protéine. Par conséquent, à la taille des dalles et au nombre de
répétitions s’ajoute un troisième paramètre : la couverture C.
Définition 8.5 (Couverture (des dalles)). La couverture est la proportion de la protéine
que l’ensemble de dalles similaires doit constituer.
La couverture sert à donner un certain de tolérance à l’algorithme. Cela laisse la
possibilité qu’une répétition ait été dégradée, qu’il y ait une petite flexibilité dans les
motifs ou tout simplement que la protéine ne soit pas entièrement constitué d’un unique
motif répété.
Le protocole de recherche orientée s’applique dans un contexte où l’on connait par
avance le nombre de répétitions (R) recherchées( via la littérature ou encore un outil),
il est également nécessaire de fournir le pourcentage minimal de recouvrement (C) de la
protéine attendu.
8.5.1 Méthode
Le protocole utilise en premier lieu la longueur de la protéine, le nombre de répétitions
recherchées et le pourcentage minimal de recouvrement pour calculer un intervalle de




e ≤ k ≤ bN
R
c (8.2)
avec k = dN/Re la longueur maximale que la dalle correspondant à l’unité répétée peut
atteindre et k = C∗NR la longueur minimale des dalles pour couvrir C% de la protéine
une fois assemblés. Le protocole lance K unoichi suivi du un solveur de cliques et du
module d’analyses pour la taille de dalle la plus élevée et en cas d’absence de solution
recommence en diminuant la longueur du dalle jusqu’à obtention d’une solution ou avoir
parcouru l’ensemble des longueurs de dalles possibles comme le montre l’agorithme 5.
8.5.2 Résultats de la recherche orientée
Nous nous sommes basé sur les résultats préliminaires de SN sur 2BNH,A qui
montraient 15/16 répétitions et la littérature qui en dénombrait huit ([95]) pour définir
notre paramètre R. De même nous avons défini la couverture minimale )à 80% et une
valeur de RMSDc τ variant entre 3.0 et 5.0Å.
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Algorithm 5 Recherche simple de répétitions avecK unoichi et un un solveur de cliques
Require: R . Nombre de répétitions recherchées
Require: P (N) . Une protéine de taille (N)
Require: τ . valeur limite de RMSDc entre dalles autorisée
kmax = NR . Taille maximale des dalles autorisés
kmin = C∗NR . Taille minimale des dalles autorisés
for k = kmax; k ≥ kmin; k −− do
graphe_courant=K unoichi (P,R, τ, k) ; . Création du graphe de dalles avec
K unoichi
. Recherche de toutes les cliques (all) maximales (max) de taille au moins égale
à R (R) dans le graphe courant
clique_set=(solve(all,max,R, graphe_courant) . stockage des cliques trouvées
if is_empty(clique_set) == false then






La recherche de 8, 15 et 16 répétitions avec K unoichi (via l’algorithme simple 5)
a retourné les résultats décrits dans le tableau 8.1. Les résultats montrent qu’avec un
seuil τ = 3.0Å, K unoichi ne trouve aucune clique, aucun ensemble de dalles recouvrant
au moins 80% de la structure. En revanche, si on augmente ce seuil à 4.0Å, K unoichi
trouve une dalle, de longueur 48 (soit composée de 48 résidus successifs), correspondant
à ces critères.
Le nombre de répétitions et la couverture définissent un intervalle discret de taille de
dalles. Pour 15 répétitions, cet intervalle varie entre 30 et 25. Les premières recherches
à 3.0Å (pourk = 30, 29, 28) furent infructueuses mais pour k = 27 le protocole a bien
trouvé 15 dalles superposables à 3.0Å visualisées sur la figure 8.4.
On remarque qu’avec un seuil de RMSDc de superposition de dalles assez faible (3.0
Table 8.1 – Recherche orientée de répétitions chez 2BNH,A
Nb répétitions τ(Å) Couverture (%) Nb résultats trouvés Taille de dalles
8 3.0 80 0 -
8 4.0 80 1 48
8 5.0 80 2 55
15 3.0 80 9 27
16 3.0 80 2 24
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Figure 8.4 – Représentation des 15 dalles au sein de 2BNH.
En dégradé du bleu au rose sont représentés les dalles (un par couleur), en beige on
retrouve les résidus qui n’appartiennent à aucune répétition.
Å), K unoichi ne retrouve pas les résultats de Parra et al. (8 répétitions), cependant,
en augmentant ce seuil d’un point les résultats concordent mieux même si la longueur
de dalles continue à différer (57 pour [95] contre 48 pour nous). Cela s’explique par une
flexibilité plus importante de leur outil, flexibilité que K unoichi peut exprimer si l’on
augmente son seuil de superposition.
Et en effet si le seuil est placé à 5.0 Å la longueur de dalles obtenue est de 55 résidus.
De même lors de la recherche de 15 et 16 répétitions au sein de la structure.
On notera que dans plusieurs cas, K unoichi retrouve plusieurs résultats, la figure
8.5 montre les différents pourcentages moyens d’identité de séquence et de structure
secondaire pour chaque résultat. Au niveau des structures secondaires, le pourcentage
moyen est entre 75 et 78% tandis que les pourcentages moyens d’identité de séquences
sont faibles (environ 30%). Les résultats sont très similaires, au niveau des valeurs, le
numéro 7 a un SSEid = 74.62% (contre 74.52% pour les deux résultats suivants) et
un Seqid = 29.45% ce qui en fait le meilleur selon notre protocole et ce bien que son
pourcentage moyen d’identité de séquence ne soit pas le plus grand.
8.5.3 Discussion
La principale faiblesse de cet algorithme (discutée plus longuement dans la section
8.7) est la nécessité de connaître à l’avance le nombre de répétitions recherchées. C’est
un gros point noir car dans une utilisation concrète il est impossible de connaître à
l’avance le nombre de répétitions recherchées. Mais ce protocole avait pour but de tester
les performances, en terme de qualité de résultats, de la construction et de la résolution
du graphe. Et dans ce cadre, les résultats sont encourageants, la recherche de cliques
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Figure 8.5 – Analyse des neuf cliques trouvées chez 2BNH,A Avec tau = 3.0Å, une
couverture = 80% et un nombre de répétitions égal à 15. Les pointillés noirs corres-
pondent aux résidus appartenant à chaque clique.
dans un graphe de dalles permet de retrouver le motif structural répété composant la
protéine.
En conséquence, nous avons conservé la base de cet algorithme en relâchant la
contrainte causée par le nombre de répétitions via un algorithme de détection de novo
de répétitions.
8.6 Détection de novo de répétitions dans les structures
protéiques
Le relâchement de la contrainte sur le nombre de répétitions passe par une recherche
exhaustive incrémentale. Le protocole précédent est lancé plusieurs fois en modifiant ce
paramètre R. Cette approche incrémentale se rapproche de la méthode de Parra et al.
dans le sens où nous allons retomber sur des « tuiles » répétées recouvrant la protéine.
La différence majeure est que nos dalles sont non-chevauchantes, contrairement à leurs
tuiles (d’où la différence de dénomination). Nous allons donc tester ce protocole sans à
priori sur le nombre de répétitions recherché.
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8.6.1 Méthode
Le nombre de répétitions recherchées est initialisé à 2 et augmenter d’un cran jusqu’à
ce que la taille minimale imposée sur les dalles soit atteinte. En effet, nous imposons
qu’une dalle soit au minimum de taille 8 (paramétrable) pour être acceptée. Comme à
chaque début d’analyse, l’outil défini les tailles de dalles possibles en fonction du nombre
de répétitions souhaité et de la couverture demandée, l’algorithme s’arrête lorsqu’il est
impossible de trouver x répétitions de dalles de taille supérieure à 8 suivant une couver-
ture minimale C. Pour chaque nombre de répétitions testé, nous allons créer les dalles de
taille correspondante et vérifier leur similarité. Ce protocole est présenté par l’algorithme
6.
Algorithm 6 Détection automatique de répétitions avec K unoichi et un solveur de
cliques
Require: P (N) . Une protéine de taille (N)
Require: τ(défaut : 3.0Å) . valeur limite de RMSDc entre dalles autorisée
Require: C(défaut : 80.0%) . Taux de recouvrement de la protéine par les répétitions
Require: ksize(défaut : 8) . Taille minimale absolue des répétitions
rmax = Nfsize . Calcul du nombre maximal de répétitions recherchées
for r = 2; r ≤ rmax; r + + do . Recherche de cliques de cardinal deux à rmax
kmin = N∗Cr ; . Calcul de la taille minimale des dalles pour r répétitions
if kmin < ksize then
kmin = ksize ; . Restriction de la taille limite au paramètre utilisateur
end if
kmax = Nr . Longueur maximale des dalles pour r répétitions
for k = kmax; k ≥ kmin; k −− do
graphe_courant=K unoichi (P, r, τ, k) ;
clique_set=(solve(all,max, r, graphe_courant)
if is_empty(clique_set) == false then







Ce nouveau protocole retourne l’ensemble des répétitions acceptables (c-à-d répon-
dant aux critères donnés) d’une protéine.
8.6.2 Résultats
Détection de novo de répétitions Nous avons testé le protocole décrit en 6 avec un
recouvrement à 80.0 % et un RMSDc de superposition de dalles à 3.0Å sur 2BNH,A.
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Le tableau 8.2 résume les résultats obtenus, K unoichi détecte plusieurs niveaux de
répétitions, la protéine est presque parfaitement recouverte par deux dalles identiques
avec une déviation à 3.0Ået peut se découper en plus petits dalles tout en gardant une
bonne couverture. Au maximum 16 répétitions sont possibles avec nos critères, après soit
la couverture n’est plus assez grande, soit la longueur des dalles est trop petite. D’autres
répétitions peuvent exister mais à un niveau plus local, ici le protocole ne permet de
découvrir que les dalles qui recréent la protéine lorsque mis bout à bout.
Table 8.2 – Détection de répétitions à 3.0 Å chez 2BNH,A











Nous avons donc créé une méthode entièrement automatique de détection de répéti-
tions structurelles au sein des protéines. Néanmoins, cette méthode a quelques lacunes
clairement identifiées :
— K unoichi travaille entièrement avec des dalles continus ce qui ignore les cas de
répétitions dans lesquelles se trouvent des insertions/délétions de résidus. Les cas
de permutations circulaires sont également ignorés.
— Lorsque Cliquer renvoie une réponse positive, il se peut qu’il trouve plusieurs
cliques et donc potentiellement différents ensembles de répétitions. Il est néces-
saire de comparer ces différentes ensembles, par l’intermédiaire de scores (via
S amourai par exemple) mais également au sein de chaque ensemble. Un aligne-
ment multiple ( de séquence comme de structure ) est envisagé pour mieux étudié
ces répétitions.
Kunoichi, présentation graphe avec les limites La limite principale de ce mo-
dèle est bien entendu le fait que les dalles créés soient continus. Cela impose de fortes
contraintes sur le graphe car impose une séquentialité au modèle, or, suite à des évène-
ments évolutifs, des portions de la protéine peuvent migrer, être supprimées (délétions)
ou de nouveaux résidus peuvent s’insérer. C’est typiquement le cas de l’anhydrase gamma
carbonique 1QRL qui possède une longue boucle en plein milieu des β-solénoïdes comme
le montre la figure 8.6. Les dalles étant créés selon une fenêtre coulissante, la structure
répétée est cassée et ne se retrouvera donc pas dans le graphe. Par conséquent, cette sous-
structure ne sera pas ensuite détectée comme répétition. Plusieurs pistes sont envisagées
afin de pallier à cette lacune, l’une d’elle étant de combiner K unoichi à S hinobi et
N injas lors de la création de dalles. Les dalles continus seraient alignés avec ninjas puis
transformés en dalles discontinus (déjà liés les uns autres). Et c’est dalles discontinus
reliés seront ensuite analysés par Cliquer pour trouver le plus grand ensemble compatible
comme dans la version classique de K unoichi .
8.8 Discussion, perspectives
Comme tous les autres outils que nous avons développés, K unoichi repose sur la
complémentarité d’un graphe (ici un graphe de dalles ) modélisant une problématique
biologique et un solveur de graphe. Ici le solveur est Cliquer d’Ostergaard ?? qui re-
cherche des cliques au sein de graphes non-orientés. Les protocoles développés montrent
que la recherche d’ensembles de dalles non chevauchants de protéines, sous la forme de
recherche de cliques dans un graphe, permet de retrouver le motif de structure composant
la protéine.
8.9 Conclusion, résumé du chapitre
La recherche de dalles continus, de dalles structurales, pour identifier des protéines
solénoïdes s’est avéré efficace. Néanmoins la contrainte de continuité empêche la détection
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de répétitions internes dans les cas où un événement évolutif aurait induit l’insertion de
résidus au sein d’une dalle. Aux vues des résultats préliminaires de la comparaison d’une
protéine avec elle-même, nous envisageons donc de remplacer le module de création
de dalles par les résultats de S hinobi N injas sur cette instance. C’est-à-dire utiliser
les alignements obtenus lors de la comparaison de la protéine avec-elle même comme
dalles de base et chercher ensuite à les chaîner. Cela équivaut à certaines méthodes
d’alignements de structures qui cherchent de petits alignements locaux similaires puis
les chaînent pour former l’alignement final mais appliqué à la reconstruction de structures
répétées. La détection de structures répétées au sein d’une protéine non solénoïde est
différente car il n’est plus question de reconstruire la protéine mais de trouver quelques
sous-structures similaires. Pour cela nous allons appliquer un protocole consistant à
récupérer plusieurs alignements locaux de la protéine sur elle-même. Ces alignements
correspondront à des motifs structuraux présents plusieurs fois dans la structure donc
des motifs répétés.
Figure 8.6 – Représentation 3D de
1QRL, en violet la boucle insérée au
sein de la structure répétée
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Chapitre 9
Détection de divergences entre
structures fortement similaires
9.1 Introduction
Les protéines, particulièrement les enzymes, portent une ou plusieurs fonctions, opé-
rationnelles ou non. Certaines enzymes, familles d’enzymes, ont des structures très simi-
laires, des fonctions similaires, mais pas identiques. L’un des but de la biologie structurale
est de comprendre le fonctionnement d’une enzyme, et de comprendre comment deux
enzymes similaires effectuent des fonctions différentes.
Cette compréhension nécessite des expérimentations, des observations manuelles longues
et minutieuses ainsi que des comparaisons via les outils de la littérature. Les outils de
comparaison en trois dimensions comme DALI, TMalign, MICAN ou SN montrent leurs
limites en retournant une bonne similarité entre deux structures dont on connaît de base
la ressemblance. La nécessité est ici de détecter non plus des similarités de structure
mais des divergences de structure.
Nous présentons dans ce chapitre Daijinushi , « l’écuyer » , un outil d’aide à la
détection et l’analyse de dissimilarités entre structures fortement similaires. Daijinushi
s’appuie sur des structures superposées de manière optimale (selon un outil classique)
puis recherche toutes les différences au niveau des groupes fonctionnels d’une structure
à l’autre. Daijinushi est un outil de comparaison deux à deux étendu avec une version
permettant de traiter les résultats pour un ensemble de protéines face à une protéine
cible et nous avons également un module d’extension pour favoriser la visualisation avec
l’outil UCSF Chimera.
Pour présenter cet outil, nous avons tout d’abord comparé deux GH de la famille
16 (1UMZ,A et 2UWC,A) puis nous avons utilisé un ensemble de 11 protéines issues
de la famille GH5, sous-famille 4. Ces protéines similaires structurellement mais séquen-
tiellement assez éloignées nous ont permis d’observer la similarité dite fonctionnelle,
c’est-à-dire au niveau des FGS entre une paire de structures données.
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9.2 Approche par l’exemple du problème
La comparaison des séquences de deux protéines trouve ses limites lorsqu’au cours
de l’évolution celles-ci divergent jusqu’à n’être identique qu’à un faible pourcentage. Par
exemple, les protéines 1UMZ,A et 2UWC,A (cf figure 9.1) ont une identité de séquence
(calculée avec blastp) de 39%. Ces deux enzymes sont une xyloglucan endotransglycosy-
lase (1UMZ,A) et une xyloglucane hydrolase (2UWC,A). Elles sont annotées du même
numéro EC : 2.4.1.207 (selon leurs entrées pdb au 09/09/2015), c’est à dire qu’elles sont
toutes deux classifiées du type glycosyltransférase (2.4.x.x). Ce sont deux glycosides hy-
drolases (famille 16) qui présentent l’intérêt d’avoir deux structures similaires mais une
fonction différente. Cela alors que la structure est bien conservée avec 240 paires de rési-
dus alignés (pour 267 et 266 résidus au sein des protéines respectivement) et un RMSDc




= 2× 240267 + 266 = 0.901
Figure 9.1 – Superposition des protéines 1UMZ,A et 2UWC,A
Ces deux protéines sont donc structurellement très similaires, le paradigme structure-
fonction suppose qu’elles ont des fonctions proches. Et en effet, leurs fonctions sont en
quelque sorte proches puisque ces deux enzymes ont le même substrat (du xyloglucane)
et la différence se trouve dans l’action, une enzyme lysant le substrat, l’autre le liant.
En nous basant sur ce constat nous avons cherché à affiner l’étude de ces structures
en les observant non plus selon leurs squelettes mais selon la position de leurs groupes
fonctionnels après superposition. Nous ne cherchons plus ici à détecter la similarité de
structures mais la divergence entre structures. Nous avons donc développer un outil et
un protocole permettant de cibler les groupes fonctionnels divergents d’une structure à
l’autre.
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9.3 Méthodologie
Le protocole est constitué de deux étapes majeures : une superposition des structures
et une analyse des groupes fonctionnels.
9.3.1 Superposition des structures
La superposition des structures s’effectue avec l’heuristique MICAN. La question
d’utiliser SNavec le mode FGS(soit directement avec les groupes fonctionnels) s’est
posée et la comparaison des superpositions entre les modes Cα , FGSet l’outil MICAN
a montré que les trois retournaient une superposition similaire. Par conséquent, des trois
outils nous choisissons le plus rapide tout en prévoyant une analyse comparative des
superpositions issues des modes à plus grande échelle.
Cette étape est majeure car toute l’analyse repose sur la position géométrique des
groupes fonctionnels après superposition optimale des structures. Donc, l’utilisation
d’un autre algorithme de superposition pourrait significativement modifier le résultat
de l’étape suivante.
9.3.2 Analyse des groupes fonctionnels
A partir des coordonnées transformées des deux structures, nous comparons les deux
structures à l’aide de Daijinushi .
Daijinushi (littéralement "l’écuyer") est un outil servant à aider l’utilisateur à cibler
des zones, des motifs au sein des structures superposées qui divergent. L’outil commence
par modéliser tous les groupes fonctionnels au sein des structures, puis il identifie les
groupes qui, d’une structure à l’autre sont :
1. identiques
2. substitués
3. spécifiques à l’une ou l’autre des protéines
Définition 9.1 (FGS identiques). Deux groupes fonctionnels sont dits identiques si,
d’une structure à l’autre, il se trouve à la même position (plus ou moins ιÅ) un groupe
fonctionnel de même nature.
Le seuil de tolérance utilisé par défaut est ι = 2.0Å. Les FGS identiques sont la
partie invariante des structures et ne tiennent pas compte des résidus dont les FGS sont
issus. Ainsi les séquences peuvent évoluer, les groupes fonctionnels considérés peuvent
également provenir de résidus différents (suite à une coévolution de deux résidus par
exemple). Le seul critère d’évaluation des FGS est ici la présence ou non d’un groupe
fonctionnel de même nature à la même position au sein des deux structures (après
superposition).
Définition 9.2 (FGS substitués). On parle de groupes fonctionnels substitués si, d’une
structure à l’autre, il se trouve à la même position (plus ou moins ιÅ) un groupe fonc-
tionnel de nature différente.
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Observer ces substitutions et leur localisation devrait permettre de fournir des pistes
quant à la variation de fonction entre deux structures, surtout si elles interviennent dans
des sites clés des protéines comme les sites catalytiques ou la petite couronne derrière le
site.
Définition 9.3 (FGS spécifiques - indels ). On parle de groupes fonctionnels spécifiques
si un groupe fonctionnel n’est présent que dans l’une des structures.
Daijinushi analyse les protéines et sépare les différents groupes fonctionnels selon
ces catégories. Puis, via une extension créée pour le logiciel de visualisation UCSF Chi-
mera [98] 1, l’utilisateur peut visualiser les zones de divergences. Les groupes fonctionnels
pouvant être colorés par nature ou bien par catégorie (identiques, substitués, indels), sur
l’exemple suivant (figure 9.2), les groupes fonctionnels de chaque structure sont repré-
sentés par une sphère. A chaque FGS est associé une couleur, vert s’il est identique dans
l’autre structure, orange si substitution et rouge pour les indels.
Figure 9.2 – Visualisation de l’analyse en groupes fonctionnels des protéines 1UMZ,A
et 2UWC,A
Daijinushi calcule également les liaisons hydrogènes et détermine également les-
quelles sont maintenues.
1. http://www.cgl.ucsf.edu/chimera/
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9.3.3 Résultats
L’objectif de Daijinushi est de permettre à l’utilisateur de visualiser plus facilement
la superposition ne lui permettant de sélectionner l’une ou l’autre des catégories. Dans
le cas de 1UMZ,A et 2UWC,A, l’outil montre deux substitutions dans la gorge et des
groupes fonctionnels à l’extrémité de la gorge qui sont spécifiques à l’une des structures.
Ces légères différences pourraient aider à la formulation de l’explication de la différence
de fonction entre les deux protéines.
9.3.4 Analyse détaillée des structures issues des GH5, sous-famille 4
Le jeu de données employé ici est constitué de 11 structures protéiques divergentes
issues de la famille GH5 (sous-famille 4). Ce classement suppose une forte similarité
entre les protéines néanmoins l’identité de séquence de ces structures est très variable
(de moins de 30% à 100% selon la paire de structures analysée). Les tableaux suivants
récapitulent le pourcentage d’identité de séquence des structures (tableau 9.1) ainsi que
la couverture de l’alignement (tableau 9.2). Le pourcentage d’identité de séquence des
paires de résidus alignés varie de 24.2 % (3ZMR,A vs 4V2X,A) à pratiquement 100 %
(3AYR,A vs 3AYS,A). Cet écart reflète la divergence entre ces protéines appartenant
à la même sous-famille fonctionnelle.
Table 9.1 – Pourcentage d’identité de séquence des structures après alignement par
MICAN
En bleu les protéines au numéro EC 3.2.1.4 et en rouge les protéines au numéro EC 3.2.1.151
4IM4 3AYS 3AYR 3NDY 2JEP 4V2X 4NF7 3ZMR 1EDG 3VDH 4W85
4IM4 100 44 44.1 61.3 37.7 33.8 38.6 35.9 41.2 36.5 41.8
3AYS 44 100 99.7 40.4 30.6 28.9 35.3 29.8 36.5 34.3 39.4
3AYR 44.1 99.7 100 40.4 30.6 29.2 35.4 30.1 36.8 35.7 39.7
3NDY 61.3 40.4 40.4 100 35.6 31.5 41 31.5 41.6 34 38
2JEP 37.7 30.6 30.6 35.6 100 30.8 33.4 35.7 31 29.7 31.9
4V2X 33.8 28.9 29.2 31.5 30.8 100 29.8 24.2 28.1 28.4 30.7
4NF7 38.6 35.3 35.4 41 33.4 29.8 100 29 45.3 30.1 35
3ZMR 35.9 29.8 30.1 31.5 35.7 24.2 29 100 29.5 30 28.3
1EDG 41.2 36.5 36.8 41.6 31 28.1 45.3 29.5 100 34 37.8
3VDH 36.5 34.3 35.7 34 29.7 28.4 30.1 30 34 100 35.5
4W85 41.8 39.4 39.7 38 31.9 30.7 35 28.3 37.8 35.5 100
La matrice 9.2 n’est pas symétrique car la couverture (le pourcentage de résidus
alignés) est dépendant de la structure cible (ligne). Les similarités structurales sont
grandement plus élevées, supérieures à 55% et allant jusqu’à 100% de recouvrement. Les
alignements obtenus ont des RMSDc variant entre 0.272 et 2.546 (avec 50% des valeurs
inférieures à 1.928). Ces alignements ont donc des déviations faibles, les structures sont
très similaires étant données leurs grandes couvertures. Nous observons des différences
mais non significatives selon le numéro EC de la protéine.
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Table 9.2 – Couverture optimale de la structure cible (ligne) par la structure requête
(colonne) après alignement par MICAN
En bleu les protéines au numéro EC 3.2.1.4 et en rouge les protéines au numéro EC 3.2.1.151
4IM4 3AYS 3AYR 3NDY 2JEP 4V2X 4NF7 3ZMR 1EDG 3VDH 4W85
4IM4 100 98.5 98.8 99.7 96.1 95 98.5 96.7 97.9 89.3 97.3
3AYS 93 100 100 93.6 92.4 90.2 94.4 92.2 94.4 88.2 93.8
3AYR 91 97.5 100 92.1 90.2 88 92.6 90.7 92.1 84.2 91.5
3NDY 96.3 95.7 96.6 100 94.3 92 95.7 93.7 95.7 86 94.3
2JEP 82.9 84.4 84.4 84.1 100 82.1 84.1 88.7 85.9 81.1 83.4
4V2X 59 59.4 59.4 59.2 59.2 100 59.4 60.1 58.5 55.9 58.9
4NF7 91.5 92.8 93.4 92 90.6 88.7 100 91.2 94.2 88.7 92
3ZMR 68.5 69.1 69.7 68.7 72.9 68.5 69.5 100 69.7 65.8 67.6
1EDG 86.8 88.7 88.7 87.9 88.4 83.4 90 87.4 100 81.3 88.4
3VDH 89.1 93.2 91.1 88.8 93.8 89.6 95.3 92.6 91.4 100 89.9
4W85 96.8 98.8 98.8 97.1 96.2 94.1 98.5 95 99.1 89.7 100
Les grandes similarités structurales et les faibles similarités de séquences font de ces
données un bon jeu de test pour la recherche de divergences entre groupes fonctionnels. A
partir des alignements de MICAN, nous avons calculés les coordonnées transformées des
structures puis les avons analysées deux à deux avec Daijinushi . Soient deux protéines
P1 et P2 composées réciproquement de n et m FGS. Ni est le nombre de groupes
fonctionnels identiques, Ns le nombre de substitutions et Nt (resp. Nq) le nombre de
FGS spécifiques à P1. Nous nous sommes posés la question de la mesure de la similarité
fonctionnelle, un score basé sur les FGS. Il est possible d’appliquer des scores similaires
aux scores de comparaison des squelettes :
simin(P1, P2) =
Ni
min(n,m) ; simax(P1, P2) =
Ni




Ces équations sont les ratio des nombres de groupes fonctionnels identiques par rapport
aux nombres de FGS dans les structures. De même les deux équations ci-dessous sont
les équivalents pour les FGS substitués et spécifiques à l’une ou l’autre des structures.
ssmin(P1, P2) =
Ns
min(n,m) ; ssmax(P1, P2) =
Ns






min(n,m) ; stmax(P1, P2) =
Nt




Le sens de ces équations est assez limité car il n’est pas assez explicite, les structures
comparées étant de bases très similaires. Le point faible de ces scores est qu’il restreint la
similarité calculée à un type de paire de FGS(identique/substituée/spécifique). Il faut
ainsi mesurer les trois scores puis les comparer deux à deux avec les scores correspondants
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à une autre paire de structures pour obtenir un semblant de comparaison. En conclusion
ces scores basiques n’ont pas encore été étudiés à une assez grande échelle pour que leur
utilité soit prouvée, si un score dit fonctionnel peut s’avérer utile, il est à prévoir qu’il
faille prendre en compte les trois types de paires de FGS et probablement les pondérer
dans l’équation.
Cependant, nous souhaitons pouvoir observer les variations entre deux protéines face
à une même protéine cible. Nous avons donc choisi des valeurs très simples, liées à la cible,
à savoir les pourcentages de FGS identiques/substitués/spécifiques de la structure cible
face à des structures requêtes. Les figures 9.3 et 9.4 montrent les différents pourcentages
relatifs à 2JEP,A et 4V2X,A. On observe pour cette dernière structure un fort taux de
FGS spécifiques, cela montre une large portion de la protéine additionnelle par rapport
aux autres membres de la famille. Les pourcentages de substitutions varient entre 0 et
11% sur l’ensemble des comparaisons, celui d’identité est compris entre 40 et 98% et
la proportion de FGS spécifiques varie entre 1 et 51 %. Ces valeurs dispersées sur une
large amplitude alors que l’on se trouve au sein d’une même sous-famille montre que la
variabilité fonctionnelle est grande et pourrait donc expliquer les différences de fonction
entre deux structures similaires.
Figure 9.3 – Pourcentages de FGS identiques (bleu), substitués (orange) ou spécifiques
à 2JEP,A (jaune) par rapport aux 10 autres structures.
9.3.5 Exemple : 3AYS,A vs 4W85,A
Le but de cet exemple est de montrer une utilisation de Daijinushi ainsi que
des possibilités concrètes d’étude. Nous avons sélectionné deux structures (3AYS,A et
4W85), une endoglucanase et une xyloglucanase respectivement. Le fichier contenant la
structure 3AYS,A contient la protéine en complexe avec une molécule : cellotriose. La
similarité structurale entre les structures est forte (la couverture de 3AYS est de 93.8%
et celle de 4W85 de 98.8%) pour une identité de séquences égale à 39.4% ce qui est
assez faible. Par conséquent la supposition d’une faible similarité fonctionnelle est envi-
sagée. L’analyse des structures post-superposition montre pourtant une forte similarité
fonctionnelle avec 73.83% de FGS identiques, 5.74% de substitutions et respectivement
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Figure 9.4 – Pourcentages de FGS identiques (bleu), substitués (orange) ou spécifiques
à 4V2X,A (jaune) par rapport aux 10 autres structures.
20.43 et 15.71% de FG spécifiques. Nous avons ensuite inséré le ligand (cellotriose)dans
les structures conformément au complexe initial. Puis nous avons recherché toutes les
modifications proches du site entre les structures (substitutions/indels) chez 3AYS,A
puis 4W85,A. La substitution la plus proche du ligand se trouve à plus de 6.0Å. Sur
les 100 substitutions que compte le couple de structures, une quinzaine se trouve dans
la couronne proche (≤ 15Å)˜. Nous avons ensuite observé les groupes fonctionnels spé-
cifiques à 3AYS,A étant au voisinage du ligand. Il y en a un à proximité immédiate du
ligand (> 5.0Å) et les autres sont au minimum à 7Å de distance. La figure 9.5 montre
les FGS au niveau du site de liaison de la cellotriose.
A présent la même figure (fig. 9.6) mais sont représentés cette fois les FGS spécifiques
à 4W85,A (contre 3AYS,A précédemment). L’analyse des distances montre cette fois des
groupes fonctionnels spécifiques proches du ligand, notamment deux accepteurs d’hydro-
gènes à moins de 2.0Å du ligand et plusieurs autres groupes fonctionnels à moins de 7.0
Å. Ce genre d’observations peut faciliter l’identification et l’explication des divergences
de fonctions par les scientifiques.
9.3.6 Observations multiples
Daijinushi fonctionne à partir d’une paire de protéines superposées. Dans le cadre de
l’étude d’une famille, nous avons ajouté une extension qui, à partir d’un ensemble d’ana-
lyses de couples de protéines, permet d’observer, à partir d’une référence, les groupes
fonctionnels pour un ensemble de protéines.
Pour ce faire, il nous a été suggéré un ensemble de protéines de la famille des GH5 ??.
Nous avons appliqué notre outil sur ces protéines puis sélectionné une protéine "cible" et
afficher pour cette protéine toutes les correspondances dans les autres structures. C’est
à dire que pour chaque groupe fonctionnel de la protéine cible, l’outil montre s’il existe
dans les autres structure un FGS identique, substitué ou rien.
L’extension, figure 9.7, rappelle les outils d’alignements multiples mais ici, toutes les
structures sont relatives à la structure cible. N’y est montré que la présence/absence
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Figure 9.5 – Superposition des structures 3AYS,A et 4W85,A vue en groupes fonction-
nels au niveau du site de liaison de la cellotriose
En rose le ligand, les sphères vertes, oranges, rouges représentent les FGS identiques,
substitués et spécifiques à 3AYS,A respectivement.
Figure 9.6 – Superposition des structures 3AYS,A et 4W85,A vue en groupes fonction-
nels au niveau du site de liaison de la cellotriose
En rose le ligand, les sphères vertes, oranges, rouges représentent les FGS identiques,
substitués et spécifiques à 4W85,A respectivement.
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d’un groupe fonctionnel dans les autres structures.
L’outil liste les groupes fonctionnels de chaque résidu de la protéine cible et, pour l’en-
semble des protéines requêtes, récupère la correspondance déterminée par Daijinushi
. Les groupes fonctionnels identiques apparaissent en vert et les substitutions en rouge.
Un parcours de la structure cible (1EDG,A), montre par exemple que dans sa structure,
un groupe aromatique porté par une phénylalanine (résidu 25) est substitué dans prati-
quement toutes les autres structures (sauf 4NF7) par un groupement aliphatique. Les
cycles aromatiques pouvant se comporter comme des groupements aliphatiques, cette
substitution peut n’avoir aucun impact sur la fonction des protéines mais l’outil liste
tous les changements et peut donc détecter des différences plus significatives. Autre
exemple, le groupe aliphatique de l’alanine du résidu 47 est substitué par un groupe
donneur-accepteur d’hydrogène seulement chez 3NDY et provoque ici un changement
de polarité. Donc, cet outil permet de visualiser les motifs invariants entre les structures
(correspondants aux sections vertes) mais aussi de détecter les motifs spécifiques à une
protéine (ici la structure cible débute par une boucle que n’ont pas les autres protéines
d’où les tirets).
9.4 Discussion, perspectives
Daijinushi , dans sa version simple (analyse d’un couple de protéines) ou par son
extension (analyse pseudo-multiples, pseudo- car tout se réfère à une seule structure)
, est un outil d’aide à l’analyse de structures au niveau des groupes fonctionnels. Il
sert à faciliter le parcours du biologiste au sein des structures pour aider à la détec-
tion de divergences significatives en élaguant les similarités. La clef de cet outil est son
interactivité, il liste toutes les similarités/divergences entre les structures et permet de
facilement les retrouver via Chimera. Pour chaque instance (comparaison de deux struc-
tures), Daijinushi fournit un ensemble de scripts permettant de visualiser les différentes
caractéristiques des structures (groupes identiques, substitués...).
Néanmoins il est encore en phase de développement, de nombreuses améliorations
sont prévues :
— Une optimisation du tri selon la distance des groupes fonctionnels à un point
donné (centre de la protéine ou site spécifique -catalytique par exemple). Cette
fonctionnalité a pour but de distinguer les différentes "couches de la protéine" :
le site catalytique, sa petite couronne, ou si le point fourni est le centre de la
protéine une différence entre le coeur de la protéine et les couches de surface.
— Regroupement des divergences par analyse des distances entre groupes fonction-
nels. L’identification des divergences se fait actuellement selon les groupes fonc-
tionnels pris deux à deux, or il serait intéressant d’identifier des zones plus larges
de divergence. Par conséquent nous allons calculer les distances, pour une paire
de structures donnée, entre les groupes fonctionnels substitués ou spécifiques.
A partir de ces distances et de valeurs de cutoff, nous espérons pouvoir identi-
fier des nuages de groupes fonctionnels correspondant à des zones spécifiques de
divergences.
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Figure 9.7 – Visualisation de la comparaison des protéines de la famille GH5 (sur la
référence 1EDG)
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— Une interaction accrue avec l’utilisateur. Daijinushi est actuellement un outil
indépendant existant partiellement sous forme d’extension pour le visualiseur
Chimera, intégrer toutes les fonctionnalités de l’outil à l’extension serait judicieux
pour à la fois faciliter et améliorer le travail de l’utilisateur. En effet l’interactivité
accrue permettrait à l’utilisateur de sélectionner rapidement et simplement les
informations qu’il recherche. A l’heure actuelle les informations sont disponibles
dans les fichiers résultats et une démarche utilisateur est nécessaire pour coupler
ces informations avec le visuel de Chimera. L’extension palliera cette faiblesse.
Nous réfléchissons également à des améliorations de l’extension pseudo-multiples en
permettant une visualisation des données en trois dimensions afin d’expliciter la réduc-
tion 2D des alignements.
Les protéines utilisées étaient des glycosides hydrolases de la famille 5, sous-famille
4, donc définies comme très similaires. Une analyse globale intéressante serait d’observer
les zones identiques de cette sous-famille et d’ensuite ajouter une structure plus éloignée
(d’une autre sous-famille) pour déterminer les éléments caractéristiques à cette sous-
famille. Cette analyse se rapproche des travaux en caractérisation et classification des
familles protéiques, mais en ignorant totalement la notion de séquence. Cette abstraction
implicite de la séquence est un point fondamental de cette étude car ici le résidu d’ori-
gine d’un groupe fonctionnel est totalement occulté, seuls sa nature et sa position au
sein d’une structure sont prises en compte. Cela induit que les substitutions de résidus
n’apparaissent pas directement, donc les événements évolutifs correspondants non plus.
Cependant, ces données sont séparées et disponible, Daijinushi recense toutes corres-
pondances de groupes fonctionnels identiques ou substitués ayant des résidus de nature
différente. Ces données présentent un intérêt car elles permettent de montrer qu’une
fonction est conservée à une position donnée alors que le gêne codant pour la protéine a
subi une mutation.
9.5 Conclusion
Daijinushi n’est pas un outil de comparaison standard dans le sens où il ne calcule ni
alignement, ni score de similarité entre deux structures. Il est une aide à la visualisation
de divergences entre structures similaires avec un niveau de précision supérieur à celui
des comparateurs de squelettes (centrés sur les Cα donc) car affine la structure via
les groupes fonctionnels. L’outil fonctionne à partir des coordonnées transformées par
superposition des structures, nous avons choisi de prendre les transformations de MICAN
mais n’importe quel autre outil peut être utilisé. L’une des solutions possible, pour
deux structures existantes, est également de créer un alignement des séquences (par
« BLASTp » [111] ou autre) ou des structures, de récupérer l’alignement et d’en calculer
la matrice de rotation/translation avec S amourai . A partir de cette matrice et des
coordonnées atomiques il est simple de transformer les coordonnées (eg. avec Henge -
"transformation"-, notre outil maison) pour ensuite les analyser avec Daijinushi . Cet
outil a pour objectif de rajouter, cibler, des informations biologiques aux alignements de
structures classiques pour expliciter les cas de divergences de fonction entre structures
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proches.
Les résultats montrent qu’il est rapidement possible d’identifier des différences in-
téressantes en se focalisant sur une zone particulière des structures comme un site de
liaison. L’observation d’un ensemble de protéines issues d’une sous-famille fonctionnelle a
montré un grande variabilité entre les groupes fonctionnels alors que la similarité structu-
rale est importante. Le fait que toutes les analyses se fixent sur une structure de référence
ne nous a pas encore permis de déterminer un score qui pourrait être représentatif en
une seule valeur de cette similarité fonctionnelle.
En conclusion, la visualisation des structures en 3D via leurs FGS est une piste in-
téressante d’aide à la compréhension des mécanismes d’actions des protéines (ici des en-
zymes) et à l’identification et la compréhension des divergences entre structures proches.
9.6 Résumé du chapitre
Nous avons présenté Daijinushi , un outil d’aide à la détection de dissimilarités
entre protéines structurellement et fonctionnellement proches. A partir de structures su-
perposées Daijinushi recherche tous les groupes fonctionnels et leurs correspondances
(présentes ou non) d’une structure à l’autre. Cela permet de mettre en avant des posi-
tions spécifiques des protéines où un changement important s’est effectué (changement
de polarité par exemple) sans qu’il y ait de changement dans la structure. Ou à l’inverse
cela montre la neutralité de certaines mutations qui modifient la séquence mais qui n’in-
terfèrent pas dans la fonction de la protéine (le groupe fonctionnel étant maintenu par
un autre résidu). Nous avons basé notre outil sur des enzymes, des glycosides hydrolases
(des familles 16 d’un côté et 5 de l’autre) et montré que notre outil permettait de ci-
bler des différences entre protéines de même famille. Nous travaillons à l’amélioration de
Daijinushi et de ses extensions (dont un module pour le visualiseur Chimera) afin qu’il
puisse être efficace et facilement utilisable par l’ensemble de la communauté. L’interac-
tivité est maître mot de cet outil, "l’écuyer" n’est pas un comparateur de protéines mais
un assistant à la compréhension de différences de fonction entre protéines similaires.
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Conclusion Générale
Classification de protéines, comparaison globale de struc-
tures
Contributions
Le nombre de structures ajoutées dans la « Protein Data Bank » augmente chaque
semaine, leur assignation rapide au sein des classifications hiérarchiques est nécessaire et
ne peut se permettre d’être uniquement basée sur l’expertise humaine. En créant de nou-
veaux protocoles basés sur des notions de dominances entre instances, nous avons réussi
à conserver une exactitude tout en fournissant des méthodes et outils performants. Nos
méthodes permettent de réaliser l’assignation avec une forte probabilité de succès. De
plus nous avons une méthode en cours d’évaluation qui reconnaît les cas où la prédiction
est erronée, par conséquent, les domaines mal assignés peuvent donc être écartés de la
classification et soumis à d’autres analyses. Nous avons commencé par utiliser un score
de similarité entre deux domaines qui se base sur la mesure de recouvrement de cartes
de contacts (CMO). Le score CMO (calculé exactement ou d’une manière approchée)
permet d’obtenir des mesures de similarités/distances entre protéines. Cette mesure, cal-
culée par un outil conçu et implémenté au sein de l’équipe Genscale, est renvoyée sous
forme de bornes qui encadrent la valeur finale. Grâce à ces bornes, il est souvent inutile
de résoudre entièrement les comparaisons pour connaître la protéine la plus similaire à
une protéine requête parmi un ensemble de protéines donné. Ce procédé se nomme la
dominance directe entre instances et nous a permis de significativement réduire la durée
nécessaire à l’assignation d’un domaine à une superfamille protéique. Ultérieurement,
nous avons prouvé que l’une de nos mesures était une distance métrique ce qui a permis
de caractériser l’espace des protéines et par conséquent d’utiliser des propriétés comme
l’inégalité triangulaire pour borner la distance entre deux domaines à partir de distances
d’autres domaines. Cela, couplé à la dominance (appelée ici dominance indirecte), élague
un certain nombre de comparaisons sans qu’aucune résolution, même partielle, du pro-
blème de recouvrement de cartes de contacts ne soit effectuée. Ainsi les coûts temps
et ressources sont réduits car il n’est plus toujours nécessaire de résoudre ce problème.
Ensuite, nous pouvons réduire l’ensemble de recherche en éliminant d’emblée des superfa-
milles grâce à une dominance s’appliquant directement sur les superfamilles de protéines
et non sur les domaines protéiques eux-mêmes. Cette procédure permet d’éliminer d’un
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bloc l’ensemble des domaines d’une famille de la liste des domaines protéiques les plus
proches du domaine requête avec certitude. Enfin, nous avons une mesure, un score nor-
malisé, permettant de vérifier si un domaine protéique est correctement assigné dans la
classification ce qui permet de n’intégrer que les domaines correctement prédits et ainsi
pallier les erreurs du protocole.
Quelques perspectives
Nous avons testé une partie des mesures et dominances conçues mais le protocole
global nécessite encore des tests avant une mise à disposition. Trois problèmes majeurs
se posent :
— la sélection du nombre de domaines structuraux qui entrent en considération pour
l’assignation du domaine requête à sa famille
— le pourcentage d’erreur après un protocole mené jusqu’à l’exactitude
— le paramétrage du protocole via une utilisation exacte ou approchée
Selon nos études, lorsque le nombre de domaines participant à l’assignation (kNN)
est élevé (entre 5 et 10), la précision de la méthode diminue. Cela tendrait à montrer
qu’il vaudrait mieux se restreindre à la recherche du domaine le plus proche. Néanmoins,
un vote limite le nombre d’erreurs dues au biais de similarité de structures. Par consé-
quent nous travaillons à une méthode permettant de prendre en compte les différents
domaines intervenants dans le choix de la superfamille mais de manière pondérée et en
détectant des erreurs d’assignation. Ces erreurs sont visibles lorsque l’on observe les va-
leurs des distances entre le domaine requête et les participants au vote. La possibilité de
les détecter automatiquement et ainsi d’affiner le protocole est donc à investiguer.
Il reste un certain nombre de mauvaises prédictions, à défaut de pouvoir améliorer
la méthode pour les éviter, la capacité de les détecter est un point essentiel. Notre
mesure de détection fonctionne sur le jeu de test, néanmoins il reste à la valider à plus
grande échelle. Enfin, nous avons testé notre méthode de manière approchée avec de
bons résultats, cela nous incite à paramétrer davantage la méthode afin de réduire le
taux d’erreur tout en conservant les bonnes performances de la méthode. Pour cela
plusieurs pistes sont envisagées :
— Augmenter la valeur seuil définissant un contact entre résidus (µ), les premières
expérimentations à µ = 10Å ont en effet montré une dominance directe simple
(requête contre base de données) accrue pour un temps seuil de 2 secondes par
comparaison de domaines.
— L’apprentissage est également un point important, utiliser les bornes calculées
dans une précédente comparaison va réduire l’espace des solutions de la compa-
raison courante tout en garantissant son exactitude.
Pour terminer, il est prévu de rendre facilement disponibles nos protocoles par l’in-
termédiaire d’une page web afin d’en faciliter l’utilisation.
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Comparaison locale de structures, alignements structuraux
Contributions
L’alignement de deux structures protéiques reste un sujet ouvert, actuellement nous
ne sommes pas capables de statuer sur le meilleur alignement. Derrière l’alignement se
trouve la question de la similarité de deux structures, de manière précise. On cherche
ici à déterminer la ou les sous-structures communes à deux protéines. Seulement ces
protéines sont les résultats d’une histoire évolutive plus ou moins partagée. Ainsi elles
ont pu diverger et subir différents événements évolutifs ayant pu amener une divergence
relative. Si à l’oeil nu (via un outil de visualisation 3D) cette divergence peut être
flagrante, une permutation circulaire par exemple qui modifie la séquence mais pas la
structure, elle est souvent un obstacle pour certains outils de comparaison qui n’ont pas
été conçus pour la détecter. Nous avons voulu être capables de détecter un maximum de
ces événements afin d’avoir une vision la plus globale possible d’une paire de structures.
De même l’un de nos objectifs était d’ajouter des contraintes biochimiques aux mo-
dèles pour restreindre les solutions à des ensembles compatibles géométriquement et
chimiquement.
Il était donc nécessaire de pouvoir choisir les éléments qui pouvaient s’appareiller
d’une structure à l’autre selon des règles précises. La règle de base est la représentation
de la protéine par ses résidus, que nous avons enrichi par l’orientation des chaînes laté-
rales. Cela permet de mettre en évidence des différences fines entre deux structures, un
piste d’application possible est la détection de coévolutions. Une autre contribution ici
est la représentation des protéines non plus par les résidus mais par les fonctions chi-
miques (FGS) qui les composent. Ce modèle, déjà utilisé par [62] et [105], est un niveau
intermédiaire entre les résidus et les atomes et permet d’affiner la comparaison sans avoir
l’explosion combinatoire liée au grand nombre d’atomes (plus exactement cette explosion
est moindre). De plus ce niveau écarte le besoin d’estimer la probabilité de substitution
d’un acide aminé par un autre puisqu’ici l’appartenance d’un FGS à un résidu est né-
gligeable. On ne s’intéresse qu’à la substitution d’un FGS par un autre. Le modèle
atomique est également disponible et a des perspectives liées à la comparaison non plus
des protéines entières mais de leurs surfaces. Le module de modélisation implémenté est
S hinobi , il modélise une comparaison, une question biologique, avec le formalisme des
graphes et il permet de choisir une recherche globale ou locale de similarités selon la
recherche effectuée. En cela il répond aux objectifs d’insertion d’informations et de mo-
dularité au sein des comparaisons de structures. Néanmoins, les premiers résultats pour
ajouter des informations physico-chimiques au niveau résiduel sont restées infructueuses,
mettre un critère binaire sur la compatibilité ou non de deux résidus élague beaucoup
de paires de résidus qui se retrouvent effectivement dans l’alignement final. Cela car
la comparaison des critères deux à deux et la suppression d’une paire dès que l’un des
critères n’est pas respecté est trop contraignant.
Une fois la comparaison de deux structures modélisée par un graphe, la recherche des
sous-structures communes débute. Nous voulions non pas la plus grande sous-structure
commune mais l’ensemble des sous-structures pertinentes. La pertinence est ici un cri-
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tère géométrique, les critères biologiques étant imposés dans le graphe. Ces recherches
d’alignements structuraux sont effectués par N injas qui est un solveur de pseudo-
cliques fonctionnant de paire avec S hinobi . Il extrait du graphe les pseudocliques
correspondant à des alignements. Ces alignements structuraux sont les sous-structures
similaires recherchées. Ces alignements ont des caractéristiques géométriques garanties
par le graphe et le solveur. Lorsque l’étude se fait au niveau local, les différents aligne-
ments représentent soient une sous-structure spécifique, typiquement un site de liaison,
ou, une fois assemblés, peuvent permettre de montrer une certaine flexibilité. De plus
l’alignement est non-séquentiel ce qui permet de détecter les cas de permutation circu-
laire facilement.
La combinaison de ces deux modules nous a permis de trouver des alignements struc-
turaux en accord avec les alignements issus de la littérature que ce soit dans le cadre de
non-séquentialité, de flexibilité ou des alignements structuraux linéaires "classiques". Nos
alignements sont soit un long alignement rigide, soit un ensemble de petits alignements
rigides chaînés pour modéliser une flexibilité. Le coeur de notre outil est la recherche
de zones similaires rigides d’une protéine à l’autre. Cette rigidité se pondère par une
valeur seuil que l’utilisateur choisi et est donc adaptable à la comparaison effectuée. La
comparaison s’effectue en globalité ou de manière locale, de même ici cela permet de
cibler la recherche.
Les problèmes précédents étaient liés à la comparaison de deux structures mais il est
également intéressant de pouvoir observer une seule structure. En effet, des études ont
montré que certaines structures étaient constitué d’un petit motif se répétant plusieurs
fois. Cet effet est particulièrement visuel comme l’ont montré les exemples, néanmoins
certains motifs échappent à l’oeil et par conséquent nous avons réfléchi à des méthodes
permettant de détecter automatiquement la présence de ces motifs répétés. Ces motifs se
caractérisant par une longueur similaire en terme de nombre de résidus et une structure
identique ou presque, nous avons utilisé une méthode de découpage de la protéine en
dalles. Ensuite nous avons cherché à trouver les dalles identiques pour reconstruire la
protéine. A terme ces méthode seront utilisées avec les outils précédemment cités mais
nous les avons testées avec un outil simplifié : K unoichi . Il a été conçu comme ou-
til préliminaire pour l’identification de répétitions dans les structures protéiques, pour
effectuer un dallage. Malgré ses limites dues à la linéarité de ses dalles, il a fourni de
bons résultats. La recherche de cliques basée sur des dalles, des motifs structuraux non-
chevauchants, encapsulée dans un protocole de novo, permet d’identifier facilement ces
motifs répétés. Il reste des améliorations, principalement au niveau de l’intégration de
gaps, le passage à la non-linéarité devrait permettre d’intégrer des motifs structuraux
impliquant des changements ponctuels de topologies.
Nos recherches produisent nombre d’alignements et afin de vérifier la pertinence de
ces alignements, nous avons souhaité les confronter avec ceux issus d’autres méthodes de
comparaison. Cependant, chaque méthode ayant ces objectifs, il est délicat de conclure
de la pertinence de l’une ou de l’autre. Pour essayer de mieux comprendre ces différents
alignements, nous avons souhaiter les comparer sur la base de plusieurs scores. Ces
scores ont été implémenté dans S amourai , un petit outil qui mesure de nombreux
CHAPITRE 9. CONCLUSION 165
scores à partir d’un alignement. Il nécessite de connaître les structures protéiques et que
l’on lui fournisse un ensemble de paires de résidus. Ces nombreux scores sont autant
d’informations sur l’alignement, ils estiment une similarité de manière différente et avoir
ainsi un outil qui les mesure tous permet de comparer des alignements issus d’outils
différents.
Les recherches de similarités entre structures sont un cas courant mais parfois celles-ci
ne suffisent pas pour comprendre les deux structures. En particulier si celles-ci se res-
semblent énormément. Dans ce cas, ce ne sont plus des similarités qu’il faut rechercher
mais des divergences. A l’inverse des autres méthodes, l’alignement, la superposition des
structures n’est plus la finalité mais la base de l’analyse. Ensuite, on recense toutes les
fonctions chimiques, identiques ou non, d’une structure à l’autre pour aider l’utilisateur à
identifier celles qui manquent, qui ont changé, et ainsi on souhaite faciliter la compréhen-
sion des différences de fonctions entre protéines proches. Cette recherche de divergences
entre structures similaires a été implémentée dans Daijinushi , un assistant.
Perspectives
L’un des objectifs de cette thèse était de modéliser de différentes manières les struc-
tures protéiques afin d’essayer de se rapprocher au plus de la réalité biologique. Cela
car actuellement la grande majorité des outils d’alignements structuraux se focalisent
sur la structure pure, la ressemblance géométrique. Or, la fonction d’une protéine, le
point d’orgue de toutes les analyses, n’est pas uniquement dépendante de la structure.
Et pourtant à l’heure actuelle rares sont les outils mixtes. Historiquement les outils de
comparaisons de protéines sont basés sur la séquence, puis sur la structure. Les deux mé-
thodes ont largement fait leurs preuves mais il est aujourd’hui nécessaire de poursuivre
vers des modèles mixtes.
La majorité des structures similaires restent linéaires, l’ordre est conservé, les points
de flexibilité sont rares, par conséquent une heuristique classique comme TMalign reste
une référence. Néanmoins de plus en plus de cas non-linéaires sont découverts et né-
cessitent des outils adaptés. Actuellement, aucun outil ne permet de détecter tous les
cas, et aucun protocole automatique testant ces différents cas n’existe. De fait une auto-
matisation semble une perspective naturelle. De même un gros point faible actuel est la
multiplicité des outils dont la majorité ne peut être réellement comparée car chacun a un
objectif différent même si le but global est d’aligner au mieux les structures. On retrouve
donc de plus en plus d’études consensuelles [44][110] qui cherchent à s’affranchir de ces
contraintes. Une analyse exhaustive de ces outils et des alignements qu’ils produisent est
nécessaire, notamment car nos études ont montré que certains outils convergeaient, ils
découvrent la même similarité mais, par des fonctions de scores différentes, l’expriment
par des alignements différents. Ensuite, l’étude des protéines, la recherche de leur fonc-
tion, la détection des interactions avec d’autres molécules est de plus en plus étudiée au
niveau local, à la surface des protéines, à un niveau non plus résiduel mais gros grain ou
atomique. L’un des cas que nous n’avons que peu abordé est la détection de résidus co-
évoluant, c’est à dire des mutations conjointes qui permettent de maintenir la structure
et la présence de fonction chimiques. Quelques test ont montré que S hinobi N injas
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en détectaient mais il est nécessaire de pousser dans cette direction. Enfin concernant
les études de surfaces, le modèle en groupes fonctionnels (FGS) est un point de base
intéressant car il est ici possible de comparer les structures à un niveau relativement fin
tout en ayant une certaine flexibilité et donc de pouvoir détecter des zones similaires non
séquentielles. Le modèle de graphe devrait aussi permettre de basculer dans la recherche
de zone de complémentarité, la complémentarité chimique est une simple option déjà
implémentée dans S hinobi , la complémentarité géométrique est un point à étudier.
De nombreux travaux existent déjà en docking mais dans notre modèle il serait égale-
ment pertinent d’aller explorer la connaissance au niveau des recherches en modélisation
d’objets 3D, animation 3D et jeux vidéos.
Les pistes envisagées pour faciliter la recherche de divergences sont l’utilisation de
points "centraux" servant à répartir les fonctions chimiques suivant leurs éloignement
par rapport à ces points. De même une sélection plus active des fonctions selon qu’elles
soient situées en surface ou au coeur de la protéine constitue des travaux en cours. Enfin,
l’interactivité est très importante, il ne s’agit pas ici de mesure mais bien de visualisation,
de travail en temps réel avec le chercheur par conséquent Daijinushi est une extension
pour le logiciel Chimera en cours de développement.
Conclusion
Cette thèse fut certes l’occasion de créer des outils et des protocoles d’études des
protéines, de leurs structures. Elle servit à modéliser différentes questions biologiques au
sein de modèles de graphes. Mais elle a surtout mis en avant la multiplicité des challenges
et des différentes réponses déjà existantes. L’étude globale de deux protéines, la mesure
de leur similarité et ensuite la difficulté d’assigner correctement un domaine à une famille
structural a permis de réfléchir au problème de la synthèse de toutes les similitudes et
divergences en une seule et unique valeur : le score. Ce score se doit à lui seul de suffire
pour permettre une classification fiable et pertinente, à l’heure actuelle il n’en existe pas
de tel. De même la comparaison fine de structures, la recherche de l’alignement optimal
pour permettre la compréhension de la protéine est encore un sujet. Cette thèse pose les
questions de la pertinence des alignements, des besoins de les comparer et de la captation
des similarités, des éléments communs des protéines à travers ces alignements. Certains
outils paraissent fournir des résultats différents mais vu sous un autre angle montrent la
même chose et réussir à comprendre pourquoi reste l’un des enjeux de la bioinformatique
structurale actuelle.
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Notions de chimie organique, définitions générales
Les notions développées dans cette section et la suivante (A) sont tirées du « Bio-
logy » de Campbell, Reece et al. [100]. Les définitions générales sont restreintes aux cas
rencontrés au sein des protéines.
Propriétés atomiques
Définition A.1 (Atome lourd). Dans le cas des protéines, atome lourd désigne tout
atome (majoritairement C, N, O, S) qui ne soit pas un hydrogène (H)
Définition A.2 (Electronegativité). Capacité d’un atome à attirer les électrons, plus
un atome est électronégatif, plus il agit comme un attracteur d’électrons.
Définition A.3 (Polarité). Capacité à créer des liaisons électrostatiques avec des mo-
lécules d’eau (H2O).
Définition A.4 (Hydrophobicité). Capacité d’un atome à repousser l’eau, un composé
hydrophobe ne contient pas de groupe chargé ou d’atome capable de former des liaisons
hydrogène. Les molécules hydrophobes peuvent former des liaisons faibles.
Liaisons inter-atomiques
Définition A.5 (Liaison covalente entre deux atomes). Mise en commun d’un ou plu-
sieurs électrons ; lorsque la liaison a lieu entre atomes du même élément, la liaison est
apolaire, polaire dans les autres cas.
Définition A.6 (Liaison ionique). Liaison entre deux atomes avec une trop forte diffé-
rence d’électronégativité.
Définition A.7 (Liaison Hydrogène). Attraction entre un atome d’hydrogène et un
atome électronégatif. Lorsqu’un atome d’hydrogène déjà lié à un atome subit l’attraction




Définition de quelques molécules
Définition A.8 (Hydrocarbure). Composé organique constitué unique d’atomes de car-
bone (C) et d’atomes d’hydrogène (H).
Définition A.9 (Amphiphatique ou amphiphile). Se dit d’une molécule qui contient à
la fois une partie hydrophile et une partie hydrophobe.
Groupes fonctionnels chimiques
Définition A.10 (Groupe fonctionnel chimique). Atome ou un groupe d’atomes dont
le comportement chimique est similaire (donc prévisible) pour les différents composés où
il apparaît.
Figure A.1 – Formules des principaux groupes fonctionnels
Définition A.11 (Groupe hydroxyle). Atome d’hydrogène (H) lié à un atome d’oxygène
(O).
Définition A.12 (Groupe carbonyle). Est caractérisé par une double liaison entre un
atome d’oxygène (O) et de carbone (C), ce dernier étant autrement lié à des atomes de
carbone (C) ou d’hydrogène (H) exclusivement.
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Définition A.13 (Groupe carboxyle). Atome d’oxygène (O) uni par une double liaison à
un carbone (C) lié à un groupement hydroxyle. Le groupement carboxyle a également
des propriétés d’acide car il a tendance à s’ioniser en perdant un proton (H+). Ce
groupement est un constituant de la partie invariante des acides aminés(cf section
1.3).
Définition A.14 (Groupe amine). Comprend un atome d’azote (N) lié ou non à un ou
plusieurs atomes d’hydrogène (H), et à une chaîne carbonée.
Les acides aminés comprennent un groupement carboxyle et un groupement
amine (d’où leur nom).
Définition A.15 (Groupe thiol). Atome de soufre (S) lié à une hydrogène et attaché à
un radical.
Définition A.16 (Cycles aromatiques). Structure plane et stable, les atomes peuvent
s’associer et former des cycles, partageant ainsi des électrons qui, délocalisés, stabilisent
l’ensemble.
L’imidazole est un cycle aromatique hétérocyclique (composé d’atomes de nature dif-
férente) à cinq atomes.
Définition A.17 (Groupement aliphatique). Du grec alipheir (graisse) : hydrocarbure
non-aromatique. Pour les protéines, le groupement aliphatique est restreint aux portions
de chaîne latérale hydrocarbures saturées (avec donc des propriétés hydrophobes).
Biologie, définitions générales
Définition A.18 (Acide aminé). Acide carboxylique possédant entre autre un groupe-
ment amine.
Figure A.2 – Formule générale des acides aminés (Rappel).
Définition A.19 (Résidu d’acide aminé). Partie non modifiée après insertion au sein
du polypeptide.




Samourai, comparaison de scores
B.1 Un format d’alignement dédié : samourai
Nous avons créé un format d’alignement standard permettant de retrouver rapide-
ment dans les fichiers PDB les lignes correspondant aux atomes alignés. S amourai
récupère ainsi les informations relatives à l’alignement et calcule les différents scores.
# Comment line, ignored by Samourai
# List of aligned pairs from protein P1 (left) and P2 (right)
Resnb_11 AAcode_1 2 Chain_1 3 Atom_1 4 Resnb_2 1 AAcode_2 2 Chain_2 3
Atom_2 4
# Example : 22 D A CA 93 D A CA
Table B.1 – Samourai file format : numéro du résidu (1), code de l’acide aminé (2),
chaîne (3), nom de l’atome (4)(tels que formalisés par le format PDB)
B.2 Usage de S amourai
Paramètres :
. -pdb1 [nom] fichier pdb1.
. -pdb2 [nom] fichier pdb2
. -al [nom] fichier d’alignement formaté
Utilisation :
./Samourai -pdb1 file1.pdb -pdb2 file2.pdb -al alignmentfile.samourai
Résultats :




Comparaison d’outils sur le jeu de
données MALIDUP-NS
MALIDUP-NS [29][80] est un jeu de données composé de 241 paires de structures
dont l’une est modifiée pour contenir une permutation circulaire. Nous avons comparé
nos outils ainsi que des outils de la littérature au niveau géométrique, l’une des méthodes
les plus usitées pour dire qu’un outil est meilleur qu’un autre est de comparer les résultats
en termes de longueur d’alignement et de RMSDc associé. Voici donc les résultats pour
5 outils : CECP, GANGSTA, MICAN, SANA et le couple S hinobi N injas (noté SN).
Table C.1 – Comparaisons de CECP, GANGSTA,MICAN,SANA et S hinobi N injas
(SN) sur MALDUP-NS, on compte le nombre de fois où chaque outil retourne un ali-
gnement plus long et un RMSDc inférieur ou égal que l’autre outil, le nombre de cas où
les deux outils retournent les mêmes valeurs et les cas non-concluants
Outil 1/Outil 2 Outil 1 Outil 2 Egalité Non-concluant
CECP/GANGSTA 16 95 5 123
CECP/MICAN 5 129 4 99
CECP/SANA 1 173 4 58
CECP/SN 4 76 2 155
GANGSTA/MICAN 6 57 24 150
GANGSTA/SANA 5 158 10 65
GANGSTA/SN 1 43 3 227
MICAN/SANA 3 155 13 67
MICAN/SN 1 3 3 229
SANA/SN 2 4 3 227
Le tableau C.1 montre la majorité des comparaisons sont non concluantes, c’est à
dire les résultats ne sont pas comparables. Une comparaison est non-concluante si un
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alignement est plus long qu’un autre mais son RMSDc est plus élevé. Un alignement
est dit meilleur que l’autre s’il est plus long et que son RMSDc est plus faible. Ici il est
délicat de conclure sur la pertinence des outils, lequel est "meilleur" que les autres ? C’est
incertain. CECP paraît moins performant que les autres, les outils comparés retournant
plus souvent de meilleurs résultats. De même pour GANGSTA, mais entre SANA, SN
et MICAN pas vraiment de conclusion possible. SANA est souvent meilleur que MICAN
mais par rapport à SN le nombre de comparaisons non concluantes est majoritaire.
Annexe D
Résultats des analyses sur le jeu
de données MALIDUP-NS
Table D.1 – Dispersion des valeurs selon l’alignement
ALI Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 22 12 8 12 22
Q1 51 54 29 35 51
MED 69 76 48 49 75
Q3 94 100 69 65 100
MAX 259 259 250 175 250
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Table D.2 – Dispersion des valeurs selon le RMSDc
RMSDc Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.576255 0.278662 0.66662 0.458466 0.66269
Q1 1.84971 2.1443 1.72861 1.64864 1.84854
MED 2.28816 2.63931 1.99368 2.13346 2.23855
Q3 3.04191 3.07143 2.37945 2.53317 2.5423
MAX 6.85239 4.16635 3.66281 3.41188 2.92396
Table D.3 – Dispersion des valeurs selon le RMSDd
RMSDd Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.411853 0.265217 0.354096 0.320308 0.481583
Q1 1.35523 1.54498 1.27871 1.22346 1.43142
MED 1.68272 1.96814 1.55928 1.67597 1.78512
Q3 2.20339 2.27671 1.85372 2.00013 2.0527
MAX 6.24639 3.48173 2.75023 3.00406 2.40988
Table D.4 – Dispersion des valeurs selon le score MI
MI Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.054798 0.0876113 0.0346427 0.0470272 0.0859662
Q1 0.152206 0.164073 0.12889 0.129492 0.198897
MED 0.216354 0.208296 0.176914 0.173325 0.239514
Q3 0.302857 0.276554 0.224434 0.249149 0.305056
MAX 1.01033 1.01036 0.671569 0.674393 0.982048
Table D.5 – Dispersion des valeurs selon le score SI
SI Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.659851 0.659833 0.992998 0.989574 0.679258
Q1 2.20269 2.4115 3.00011 2.69574 2.18788
MED 3.10847 3.20594 3.78659 3.85516 2.78906
Q3 4.41742 4.0734 5.26036 5.23146 3.3682
MAX 12.2384 7.63344 20.2726 14.3805 7.85528
ANNEXE D. RÉSULTATS DES ANALYSES SUR LE JEU DE DONNÉES
MALIDUP-NS 193
Table D.6 – Dispersion des valeurs selon le Qscore
Q Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.0310848 0.0679224 0.00503429 0.0225962 0.0439645
Q1 0.182842 0.213739 0.0804189 0.0995714 0.259334
MED 0.301176 0.327066 0.170916 0.160228 0.350007
Q3 0.478952 0.479477 0.277348 0.260629 0.484944
MAX 0.942848 0.942848 0.829375 0.692124 0.925773
Table D.7 – Dispersion des valeurs selon le score SAS
SAS Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.325379 0.32538 0.636537 0.474121 0.352915
Q1 2.48811 2.4744 2.99969 3.11291 2.0544
MED 3.4413 3.43322 4.07009 4.21839 2.99673
Q3 4.58906 4.48724 6.38752 5.69167 3.79447
MAX 19.5977 12.3008 24.7437 12.915 10.6123
Table D.8 – Dispersion des valeurs selon le RMSD100
RMSD100 Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.523878 -4.63419 -31.2416 -14.7671 0.566596
Q1 2.32659 2.52457 2.52657 2.57069 2.11303
MED 3.01094 3.04799 3.2452 3.2949 2.63129
Q3 3.91949 3.77317 4.81455 4.2962 3.1028
MAX 16.4203 15.2582 27.4649 16.8798 9.6104
Table D.9 – Dispersion des valeurs selon la SeqID
Seqid Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 1.72414 2.43902 0 0 0
Q1 10.1449 10.1852 7.27273 8.21918 7.44681
MED 15.1899 14.4144 12.3288 12.8713 11.7647
Q3 21.4286 20.2381 18.617 19.2308 18.617
MAX 72.2467 72.2467 60 66.4706 72.1239
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Table D.10 – Dispersion des valeurs selon le TMscore (P1)
TMP1 Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.215817 0.187575 0.0711058 0.160215 0.189067
Q1 0.420531 0.451758 0.264327 0.304583 0.475495
MED 0.531154 0.565567 0.393857 0.374548 0.563084
Q3 0.652098 0.672006 0.524823 0.474194 0.664404
MAX 0.98456 0.98456 0.924186 0.805219 0.978088
Table D.11 – Dispersion des valeurs selon le TMscore (P2)
TMP2 Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.174686 0.260518 0.074299 0.166103 0.211567
Q1 0.404483 0.453126 0.276032 0.297693 0.458309
MED 0.528895 0.561771 0.394315 0.378188 0.564364
Q3 0.654036 0.685229 0.511273 0.488506 0.673927
MAX 0.98456 0.98456 0.924186 0.85267 0.978088
Table D.12 – Dispersion des valeurs selon le TMscore (moyen)
Tmmoy Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.205441 0.226683 0.0745694 0.167171 0.217337
Q1 0.418548 0.450948 0.271443 0.300017 0.467608
MED 0.525424 0.561576 0.383319 0.373527 0.562067
Q3 0.650042 0.676327 0.51019 0.478408 0.67022
MAX 0.98456 0.98456 0.924186 0.831672 0.978088
Table D.13 – Dispersion des valeurs selon le Zscore
Zscore Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN -1.7 -1.61792 -1.47033 -1.432 -0.987662
Q1 -0.705295 -0.758193 0.686734 0.442023 1.42096
MED 2.37344 0.733184 2.848 2.56741 3.89955
Q3 7.05464 3.96052 5.22517 5.88015 7.3938
MAX 90.0475 90.0474 50.7562 64.2759 86.4721
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Table D.14 – Dispersion des valeurs selon le Sscore
Sscore Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 12.6239 17.0034 8.05504 16.5033 19.7918
Q1 47.407 48.2499 30.8615 36.6896 52.3172
MED 59.6307 61.8779 47.5254 47.7718 69.0298
Q3 83.8695 83.998 66.6791 61.3463 97.7466
MAX 391.692 391.692 229.414 282.391 377.172
Table D.15 – Dispersion des valeurs selon le GSASscore
GSAS Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 0.329737 0.329737 0.640838 0.476926 0.360899
Q1 2.63134 2.59409 3.17438 3.40591 3.06359
MED 3.61276 3.65069 4.19648 4.76921 4.51598
Q3 4.96229 4.75715 6.84378 6.76311 10.7107
MAX 20.4498 12.9482 24.7437 19.618 190.959
Table D.16 – Dispersion des valeurs selon la Normsim
Normsim Reference MICAN FlexSnap TMalign ShinobiNinjas
MIN 32 27 8 21 26
Q1 59 64 34 39 65
MED 71 78 50 48 73
Q3 84 87 66 60 82
MAX 100 100 95 87 99
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Résumé
Cette thèse s’articule autour de la comparaison de protéines en trois dimensions.
Premièrement les structures sont comparées, mesurées en termes de similarité/distance
dans un but de classification supervisée. Cette classification des domaines structuraux au
sein de classifications hiérarchiques se fait par le biais de dominances et d’apprentissages
permettant d’assigner plus rapidement et de manière exacte de nouveaux domaines.
Deuxièmement, nous proposons une méthode de modélisation de comparaisons de pro-
téines au sein de graphes dont le parcours permet d’extraire les différentes sous-structures
similaires. Cette méthode repose sur des notions de compatibilités entre éléments des
structures ainsi que des critères de distances entre éléments. Ces méthodes sont capables
de détecter des événements tels que des permutations circulaires, des charnières (flexibi-
lité) et des répétitions de motifs structuraux. Finalement nous proposons une nouvelle
approche dans l’analyse fine de structures afin de faciliter la recherche de régions diver-
gentes entre structures 3D fortement similaires.
Mots-clefs
Classification supervisée de protéines, apprentissage, dominances, formalisation par
des graphes, recherche de cliques, recherche de pseudocliques, analyse d’alignements
structuraux, domaines structuraux, permutations circulaires, charnières, répétitions de
motifs.
Summary
This thesis focused on Protein Structure comparisons and meanings. First, structures
were scored, with criteria of similarity and distance in order to provide a supervised
classification. This structural domain classification inside existing hierarchical databases
was possible using dominances and learning that allow to assign new domains with
accuracy and exactly. Second we focused on local similarities and proposed a method of
protein comparison modelisation inside graphs. Graph traversal allows to find protein
similar substructures. This method is based on compatibility between elements and
criterion of distances. We wera able to detect events such that circular permutations,
hinges and structural motif repeats. Finally we propose a new approach of accurate
protein structure analysis that focused on divergences between similar structures.
Keywords
Supervised classification, learning, dominances, graph formalism, clique/pseudoclique
detection, structural alignments, structural domains, circular permutations, hinges, struc-
tural motif repeats.
