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E-mail address: qinfeng923@163.com (F. Qin).In this paper, we explore the distributive equations of implications, both independently
and along with other equations. In detail, we consider three classes of equations. (1) By
means of the section of I, we give out the sufﬁcient and necessary conditions of solutions
for the distributive equation of implication I(x,T(y,z)) = T(I(x,y), (x,z)) based on a nilpotent
triangular norm T and an unknown function I, which indicates that there are no continuous
solutions satisfying the boundary conditions of implications. Under the assumptions that I
is continuous except the vertical section I(0,y), y 2 [0,1), we get its complete characteriza-
tions. (2) We prove that there are no solutions for the functional equations I(x,T(y,z)) =
T(I(x,y), I(x,z)), I(x, I(y,z)) = I(T(x,y),z). (3) We obtain the sufﬁcient and necessary conditions
on T and I to be solutions of the functional equations I(x,T(y,z)) = T(I(x,y), I(x,z)), I(x,y) =
I(N(y),N(x)).
 2010 Elsevier Inc. All rights reserved.1. Introduction
The ability to build complex commercial and scientiﬁc fuzzy logic applications has been hampered by what is popularly
known as the combinatorial rule explosion problem, which is associated with the conventional fuzzy rule conﬁguration and
its accompanying rule matrix. Since all the rules of an inference engine are exercised during every inference cycle, the num-
ber of rules directly affects the computational duration of the overall application. To reduce complexity of fuzzy ‘‘IF-THEN”
rules, Combs and Andrews [7–9] required of the following classical tautologyðp ^ qÞ ! r ¼ ðp ! rÞ _ ðq ! rÞ:
And then, Trillas and Alsina [22], in the standard fuzzy theory, turned the about requirement into the functional equation
I(T(x,y),z) = S(I(x,z), I(y,z)) and obtained all solutions of T when I are special cases of R-implications, S-implications and
QL-implications, respectively. Along the lines, Balasubramaniam and Rao [5] investigated the other three functional equa-
tions interrelated with this equation. In order to study it in more general case, Ruiz-Aguilera and Torrens [18,19] and one
of authors [17] in their own papers generalized the above equation into uninorm.
On the other hand, from fuzzy logical angle, Tursksen et al. [23] posed and discussed the equationIðx; Tðy; zÞÞ ¼ TðIðx; yÞ; Iðx; zÞÞ; x; y; z 2 ½0;1; ð1Þ. All rights reserved.
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zynski [1] generalized some Turksen’s results into strict t-norm T and obtained the sufﬁcient and necessary conditions of
functional equations consisting of Eq. (1) and the following equationIðx; Iðy; zÞÞ ¼ IðTðx; yÞ; zÞ; x; y; z 2 ½0;1: ð2Þ
Moreover, he [2] also tried to give out the sufﬁcient and necessary conditions of the functional equations composed of Eq. (1)
and the following equationIðx; yÞ ¼ IðNðyÞ;NðxÞÞ; x; y; z 2 ½0;1: ð3Þ
But it is a pity that his results only apply for a particular case. After this, we got their full characterizations in [24]. Subse-
quently, Baczynski [4] again investigate the distributivity of fuzzy implications over nilpotent or strict triangular conorms to
answer the open problem left in [5].
In this paper, we extend Turksen’s results into nilpotent t-norm T and get the full characterizations of Eq. (1), Eqs. (1) and
(2), and Eqs. (1) and (3), respectively. In addition, it is also shown that some results of this work are different from the results
when T is a strict t-norm.
2. Preliminaries
In this section, we recall basic notations and facts used in the sequel.
Deﬁnition 2.1 ([11,12,16]). A binary function T : [0,1]2? [0,1] is called a triangular norm (t-norm for short), if it fulﬁlls, for
every x,y,z 2 [0,1], the following conditions(1) T(x,y) = T(y,x), (commutativity).
(2) T(T(x,y),z) = T(x,T(y,z)), (associativity).
(3) T(x,y) 6 T(x,z), whenever y 6 z, (monotonicity).
(4) T(x,1) = x (boundary condition).
Deﬁnition 2.2 ([12,16]). A t-norm T is said to be
(1) Archimedean, if for every x,y 2 (0,1), there exists some n 2 N such that xnT < y, where xnT ¼ Tðx; x;    ; x|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
n times
Þ;
(2) strict, if T is continuous and strictly monotone, i.e., T(x,y) < T(x,z) whenever x 2 (0,1] and y < z;
(3) nilpotent, if T is continuous and if for each x 2 (0,1) there exists some n 2 N that xnT ¼ 0.
Remark 2.1.
(1) A continuous t-norm T is Archimedeaniff it holds T(x,x) < x for all x 2 (0,1) (see Proposition 5.1.2 in [12]).
(2) If T is strict or nilpotent, then it must be Archimedean. The converse is also true when it is continuous (see Theo-
rem 2.18 in [12]).
Theorem 2.1 [14]. For a function T : [0,1]2? [0,1], the following statements are equivalent
(i) T is a continuous Archimedean t-norm.
(ii) T has a continuous additive generator, i.e., there exists a continuous, strictly decreasing function t : [0,1]? [0,1] with
t(1) = 0, which is uniquely determined up to a positive multiplicative constant, such thatTðx; yÞ ¼ tð1ÞðtðxÞ þ tðyÞÞ; x; y 2 ½0;1:
where t(1) is the pseudo-inverse of t, given by tð1ÞðxÞ ¼ t
1ðxÞ; x 2 ½0; tð0Þ;
0; x 2 ðtð0Þ;1:
Remark 2.2.
(1) Without the pseudo-inverse, the representation of a t-norm in Theorem 2.1 can be rewritten asTðx; yÞ ¼ t1ðminðtðxÞ þ tðyÞ; tð0ÞÞÞ; x; y 2 ½0;1: ð4Þ
(2) A t-norm T is strict if and only if each continuous additive generator t of T satisﬁes t(0) =1.
(3) A t-norm T is nilpotent if and only if each continuous additive generator t of T satisﬁes t(0) <1.
In some literatures we can ﬁnd several diverse deﬁnitions of fuzzy implications (see [6,12,15,21]). But, in this article, we
will use the following one, which is equivalent to the deﬁnition introduced by Fodor and Roubens (see [10]).
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I2: I is increasing with respect to the second one;
I3:Ið0;0Þ ¼ Ið0;1Þ ¼ Ið1;1Þ ¼ 1; Ið1;0Þ ¼ 0: ð5Þ
In virtue of the above deﬁnition, it is obvious that each fuzzy implication satisfy I(0,x) = I(x,1) = 1 for all
x 2 [0,1].
Deﬁnition 2.4 [6]. A continuous function u : [0,1]? [0,1] is called an order automorphism, if u fulﬁlls the following
conditions(1) u is strictly increasing;
(2) u(0) = 0, u(1) = 1.Deﬁnition 2.5 [3]. Two functions F, G : [0,1]n? [0,1], where n 2 N, are said to be conjugate, if there exists an order automor-
phism u : [0,1]? [0,1] such that G = Fu, where Fu(x1,x2, . . .,xn) = u1(F(u(x1),u(x2), . . .,u(xn))), x1,x2, . . .,xn 2 [0,1].Deﬁnition 2.6 [10]. A continuous function N : [0,1]? [0,1] is called a strong negation, if it is strictly decreasing,
involutive and satisﬁes N(0) = 1 and N(1) = 0. Specially, when N(x) = 1  x, we call it the standard negation, denoted
by N0.Theorem 2.2 [20]. A function N : [0,1]? [0,1] is a strong negation if and only if there exists an order automorphism
w : [0,1]? [0,1] such that N is conjugate with N0, i.e.,NðxÞ ¼ w1ð1 wðxÞÞ; x 2 ½0;1: ð6ÞNow, let us mention some results similar to the additive Cauchy functional equation [13]f ðxþ yÞ ¼ f ðxÞ þ f ðyÞ; ð7Þbecause they are crucial for the proofs of the main theorems.
Proposition 2.1 [4]. Fix real a,b > 0. For a function f : [0,a]? [0,b], the following statements are equivalent.(i) f satisﬁes the functional equationf ðminðxþ y; aÞÞ ¼minðf ðxÞ þ f ðyÞ; bÞ ð8Þ
for all x,y 2 [0,a] 
(ii) Either f = b, or f = 0, or f ðxÞ ¼ 0; x ¼ 0;b; x 2 ð0; a; or there exists a unique constant c 2 ½
b
a ;1Þ such thatf ðxÞ ¼minðcx; bÞ; x 2 ½0; a: ð9ÞCorollary 2.1 [4]. Fix real a,b > 0. For a continuous function f : [0,a]? [0,b], the following statements are equivalent.
(i) f satisﬁes Eq. (8) for all x,y 2 [0,a].
(ii) Either f = b, or f = 0, or there exists a unique constant c 2 ½ba ;1Þ such that f has the form of Eq. (9).Corollary 2.2. Fix real a,b > 0. For a function f : (0,a]? [0,b], the following statements are equivalent.
(i) f satisﬁes Eq. (8) for all x,y 2 (0,a].
(ii) Either f = b, or f = 0, or there exists a unique constant c 2 ½ba ;1Þ such that f has the form of Eq. (9) for all x 2 (0,a].Proof. It is obvious, since it is a special case of Proposition 2.1. h
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In this section, we characterize the fuzzy implication I satisfying Eq. (1) when T is a nilpotent t-norm.
Theorem 3.1. Let T : [0,1]2? [0,1] be a nilpotent t-norm with an additive generator t, I : [0,1]2? [0,1] a binary function.
Then the pair of functions T, I satisfy Eq. (1) if and only if for every ﬁxed x 2 [0,1], the vertical section I (x, ) has one of the following
formsIðx; yÞ ¼ 0; y 2 ½0;1; ð10Þ
Iðx; yÞ ¼ 1; y 2 ½0;1; ð11Þ
Iðx; yÞ ¼ 0; y < 1;
1; y ¼ 1

ð12Þ
Iðx; yÞ ¼ t1ðminðcxtðyÞ; tð0ÞÞÞ; y 2 ½0;1; ð13Þwith a certain constant cx 2 [1,1), having nothing to do with the actual choice of an additive generator of t-norm T.Proof. ()) Assume that a nilpotent t-norm T with an additive generator t and a binary function I are solutions to Eq. (1).
From Remarks 2.2(1) and 2.2(3), Eq. (1) can be rewritten asIðx; t1ðminðtðyÞ þ tðzÞ; tð0ÞÞÞÞ ¼ t1ðminðtðIðx; yÞÞ þ tðIðx; zÞÞ; tð0ÞÞÞ; x; y; z 2 ½0;1: ð14Þ
For arbitrarily ﬁxed x 2 [0,1], deﬁne a function Ix : [0,1]? [0,1] by the formulaIxðyÞ ¼ Iðx; yÞ; y 2 ½0;1: ð15Þ
By routine substitutions, hx = t  Ix  t1, u = t(y), v = t(z) for y,z 2 [0,1], from Eq. (14) we obtain the following functional
equationhxðminðuþ v; tð0ÞÞ ¼minðhxðuÞ þ hxðvÞ; tð0ÞÞ; u;v 2 ½0; tð0Þ;where hx : [0, t(0)]? [0, t(0)]. In virtue of Proposition 2.1, we get either hx = t(0), or hx = 0, or hxðuÞ ¼ 0; u ¼ 0;tð0Þ; u 2 ð0; tð0Þ;

or
there exists a unique constant cx 2 [1,1) such that hx(u) = min(cxu, t(0)) for u 2 [0, t(0)]. Because of the deﬁnition of the func-
tion hx we have either Ix = 0, or Ix = 1, or IxðyÞ ¼ 0; y 2 ½0;1Þ;1; y ¼ 1;

or Ix(y) = t1(jmincxt(y), t(0))) for y 2 [0,1] and with cx 2 [1,1).
We show that in the last case the constant cx is independent of an additive generator t. Let t
0
(x) = at(x) for all x 2 [0,1] and
some a 2 (0,1). By Theorem 2.1, function t0 is also a continuous additive generator of t-norm T. Further, let c0x be a constant in
Eq. (13) for t
0
.
If t1ðmin cxtðyÞ; tð0ÞÞÞ ¼ t01ðminðc0xt0ðyÞ; t0ð0ÞÞÞ, then we gett1ðminðcxtðyÞ; tð0ÞÞÞ ¼ t01 min c0xt0ðyÞ; t0ð0Þ
   ¼ t1 min c0xt0ðyÞ; t0ð0Þ
 
a
 
¼ t1 min c
0
xatðyÞ; atð0Þ
 
a
 
¼ t1 min c0xtðyÞ; tð0Þ
  
:Since t1 is strict, it holds that minðcxtðyÞ; tð0ÞÞ ¼minðc0xtðyÞ; tð0ÞÞ. Thus, we have cxtðyÞ ¼ c0xtðyÞwhenever cxt(y) < t(0). There-
fore, if y– 1, then we get cx ¼ c0x.
() Conversely, we show that the pair I, T satisﬁes the functional Eq. (1). Let us ﬁx arbitrary x 2 [0,1], then we need to con-
sider the following cases.
(A) If I(x,y) = 0 or I(x,y) = 1 for all y 2 [0,1], then we have that the left side of Eq. (1) is I(x,T(y,z)) = 0 or 1 and the right side
of Eq. (1) is T(I(x,y),I(x,z)) = 0 or 1. Hence, it follows that I(x,T(y,z)) = T(I(x,y),I(x,z)) for all y,z 2 [0,1].
(B) Let I(x,y) has the form in Eq. (12) for all y 2 [0,1]. Fix arbitrarily y,z 2 [0,1]. If y = 1, then we can see that the left side of
Eq. (1) is equal to I(x,T(1,z)) = I(x,z), while the right side of Eq. (1) is equal to T(I(x,1), I(x,z)) = T(1, I(x,z)) = I(x,z). If z = 1,
similar to the case y = 1. If y < 1 and z < 1, then T(y,z) 6min (y,z) < 1 and we can see that the left side of Eq. (1) is equal
to I(x,T(y,z)) = 0, while the right side of Eq. (1) is equal to T(I(x,y),I(x,z)) = T(0,0) = 0. So, it holds I(x,T(y,z)) = T(I(x,
y),I(x,z)) for all y,z 2 [0,1].
(C) If I(x,y) has the form in Eq. (13) for all y 2 [0,1] with some cx 2 [1,1). Fix arbitrarily y,z 2 [0,1]. If y,z 2 [0,1], then we
have that the left side of Eq. (1) is equal toIðx; Tðy; zÞÞ ¼ Iðx; t1ðminðtðyÞ þ tðzÞ; tð0ÞÞÞÞ ¼ t1ðminðcx minðtðyÞ þ tðzÞ; tð0ÞÞ; tð0ÞÞÞ
¼ t1ðminðcxðtðyÞ þ tðzÞÞ; cxtð0ÞÞ; tð0ÞÞÞ ¼ t1ðminðcxðtðyÞ þ tðzÞÞ; tð0ÞÞÞ:
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¼ t1ðminðtðt1ðminðcxtðyÞ; tð0ÞÞÞ þ tðt1ðminðcxtðzÞ; tð0ÞÞÞ; tð0ÞÞÞ
¼ t1ðminðminðcxtðyÞ; tð0ÞÞ þminðcxtðzÞ; tð0ÞÞ; tð0ÞÞÞ
¼ t1ðminðcxtðyÞ þ cxtðzÞ; cxtðyÞ þ tð0Þ; cxtðzÞ þ tð0Þ; tð0Þ þ tð0Þ; tð0ÞÞÞ ¼ t1ðminðcxtðyÞ þ cxtðzÞ; tð0ÞÞÞ
¼ t1ðminðcxðtðyÞ þ tðzÞÞ; tð0ÞÞÞ ¼ Iðx; Tðy; zÞÞ: Remark 3.1.
(1) In Theorem 3.1, some skills of proof can be traced back to Theorem 13 in Ref. [4], but there the authors only considered
these skills are applied for t-conorms not t-norms. For the sake of completeness, we give out the full proof.
(2) The representation in Eq. (13) relates to the constant cx and the actual choice of T, but has nothing to do with the addi-
tive generator of T. In other words, if t
0
(x) is another additive generator of T, then it holds I(x,y) = t1(min(cx 
t(y), t(0))) = t
01(min(cx  t0(y), t0(0))). Hence, for different constant, I maybe be different. But for the ﬁxed T and I, the
constant cx is the same for all additive generators.
(3) Even if we easily get from Theorem 3.1 the continuous solutions of Eq. (1), namely, the following Theorem 3.2. We yet
underline the difference between Theorems 3.1 and 3.2. As for Theorem 3.1, only the forms of the vertical section I(x, )
is given. Whereas, in Theorem 3.2, the whole structure of I(x,y) on [0,1]2 is described.Theorem 3.2. Let T : [0,1]2? [0,1] be a nilpotent t-norm with an additive generator t, I : [0,1]2? [0,1] a continuously binary
function. Then the pair of functions T, I satisfy Eq. (1) if and only if either I = 0, or I = 1, or there exists a continuous function
c : [0,1]? [1,1), being not dependent on the actual choice of an additive generator of t-norm T, such that I has the formIðx; yÞ ¼ t1ðminðcðxÞtðyÞ; tð0ÞÞÞ; x; y 2 ½0;1: ð16ÞCorollary 3.1. If T be a nilpotent t-norm, then there are no continuous solutions of Eq. (1) which satisfy (5).Proof. Let t be an additive generator of the nilpotent t-norm T and I a continuously binary function satisfying (5). By The-
orem 3.2, I must have the form in Eq. (16) w.r.t. the continuous function c : [0,1]? [1,1). But in this case we get
I(0,0) = t1(min (c(0)t(0), t(0))) = t1(t(0)) = 0, which is a contradiction. h
From Corollary 3.1, it is obvious that we need to look for the solutions of Eq. (1) which satisfy (5) and is continuous except
the vertical section I(0,y),y 2 [0,1). Similar to the proof of Theorem 3.1, we can prove the following result.
Theorem 3.3. Let T : [0,1]2? [0,1] be a nilpotent t-norm with an additive generator t, I : [0,1]2? [0,1] a continuously binary
function except the vertical section I(0,y), y 2 [0,1), which satisﬁes (5). Then the pair of functions T, I satisfy Eq. (1) if and only if
there exists a continuous function c : (0,1]? [1,1), being not dependent on the actual choice of an additive generator of t-norm T,
such that I has the formIðx; yÞ ¼ 1; x ¼ 0; y 2 ½0;1;
t1ðminðcðxÞtðyÞ; tð0ÞÞÞ; otherwise;

ð17Þfor all x,y 2 [0,1].Proof. ()) Let us assume that functions I and T are the solutions of Eq. (1) satisfying the required properties.
Now, ﬁx arbitrary x 2 (0,1]. By Theorem 3.1, we can get either Ix = 0, or Ix = 1, or Ix(y) = t1(min (cxt(y), t(0))) for all y 2 [0,1]
with cx 2 [1,1). From the continuity of I and the assumptions about I, the cases Ix = 0 and Ix = 1 are impossible. In fact, if we
take y = 1, then there are only two possibilities, for any x 2 (0,1], either Ix(1) = 0, or Ix(1) = 1. Because of I0(1) = I(0,1) = 1 and
the continuity of I on the ﬁrst variable (for x < 1 and y = 1) we get Ix(1) = 1 for every x 2 (0,1]. Hence, Ix– 0 for every x 2 (0,1].
On the other hand, taking y = 0, we obtain also two possibilities, for any x 2 (0,1], either Ix(0) = 0, or Ix(0) = 1. But
I1(0) = I(1,0) = 0 and from the continuity of I on the ﬁrst variable (for x > 0 and y = 0) we get Ix(0) = 0 for every x 2 (0,1]. So,
Ix– 1 for every x 2 (0,1]. Thus, we proved that for ﬁxed x 2 (0,1] there exists c(x) 2 [1,1) such that I has the form (16). Let
y0 = sup{y 2 (0,1)jc(x)t(y) < t(0),x 2 (0,1]}, then y0 < 1. Otherwise, there exists some x0 2 (0,1] such that c(x0)t(y)P t(0) for all
y 2 (0,1), which means c(x0) =1. But this is a contradiction with cx0 2 ½1;1Þ. Hence, it holds cðxÞ ¼ tðIðx;y0ÞÞtðy0Þ for all x 2 (0,1],
namely, it is a composition of continuous functions. Thus The function c is continuous.
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I(0,0) = T(I(0,y),1), which implies I(0,0) = I(0,y). So it holds I(0,y) = 1 for all y 2 [0,1].
() Conversely, the function I deﬁned by (17) is continuous except the vertical section I(0,y),y 2 [0,1] and satisﬁes (5)
since I(0,0) = 1, I(0,1) = 1, I(1,0) = t1(min (c(1) t(0), t(0))) = t1(t(0)) = 0, I(1,1) = t1(min (c(1)t(1), t(0))) = t1(0) = 1. To end
proof, we only need to show I is continuous at the point (0,1). Indeed, by lim(x, y)?(0, 1)I(x,y) = lim(x, y)?(0, 1)(t1(min
(c(x)t(y), t(0)))) = t1(0) = 1 and limy!1 Ið0; yÞ ¼ 1; we can know that I is continuous at the point (0,1). By previously general
solution, they satisfy Eq. (1) for the nilpotent t-norm T generated from t. hRemark 3.2. Using the convention c(0) = 0, the function I in Theorem 3.3 can also be written in the following formIðx; yÞ ¼ t1ðminðcðxÞtðyÞ; tð0ÞÞÞ; x; y 2 ½0;1: ð18Þ
It is pointed out that c(x) is not continuous on [0,1] but continuous in (0,1].
Additionally, by the decreasing nature of the continuous generator t we get that I is increasing with respect to the second
variable. But, we can say nothing about its monotonicity with respect to the ﬁrst variable. Next result solves this by showing
some necessary and sufﬁcient conditions.
Theorem 3.4. Let T : [0,1]2? [0,1] be a nilpotent t-norm with an additive generator t, I : [0,1]2? [0,1] a continuously fuzzy
implication except the vertical section I(0,y), y 2 [0,1). Then the pair of functions T, I satisfy Eq. (1) if and only if there exists a
continuous and increasing function c : (0,1]? [1,1), being not dependent on the actual choice of an additive generator of t-norm
T, such that I has the form (18) for x,y 2 [0,1] when the convention c(0) = 0.4. Functional equations pertaining to Eq. (1)
At ﬁrst, let us discuss the solutions to the functional equations composed of Eqs. (1) and (2). Since there are no continuous
solutions to Eq. (1), which satisfy (5), we always assume that function I satisﬁes (5) and is continuous except the vertical
section I(0,y), y 2 [0,1).
Theorem 4.1. Let T : [0,1]2? [0,1] be a nilpotent t-norm with an additive generator t, I : [0,1]2? [0,1] a continuously binary
function except the vertical section I (0,y), y 2 [0,1), which satisﬁes (5). Then the pair of functions T, I do not satisfy the functional
equations composed of Eqs. (1) and (2).Proof. In virtue of Theorem 3.3, there exists a continuous and increasing function c : (0,1]? [1,1), being not dependent on
the actual choice of an additive generator of t-norm T, such that I has the form (17). Take arbitrarily x,y 2 (0,1], z 2 [0,1], then
the left side of Eq. (2) is equal toIðx; Iðy; zÞÞ ¼ Iðx; t1ðminðcðyÞtðzÞ; tð0ÞÞÞÞ ¼ t1ðminðcðxÞtðt1ðminðcðyÞtðzÞ; tð0ÞÞÞÞ; tð0ÞÞÞ
¼ t1ðminðcðxÞminðcðyÞtðzÞ; tð0ÞÞ; tð0ÞÞÞ ¼ t1ðminðcðxÞcðyÞtðzÞ; cðxÞtð0ÞÞ; tð0ÞÞÞ
¼ t1ðminðcðxÞcðyÞtðzÞ; tð0ÞÞÞ:If x,y,z 2 [0,1], then the right side of Eq. (2) is equal to I(T(x,y),z) = I(t1(min (t(x);+ t(y),t(0))),z). Specially, we have that
I(t1(min (t(x) + t(y),t(0))),z) = I(t1(t(0)), z) = I(0,z) = 1 whenever t(x) + t(y)P t(0). According to Eq. (2), we easily know that
t1(min (c(x)c(y)t(z),t(0))) = 1. From which we can get that c(x)c(y)t(z) = 0, which means c(x) = 0 or c(y) = 1. But this is a con-
tradiction with c(x)P 1 and c(y)P 1. Hence, T, I do not simultaneously satisfy functional equations made of Eqs. (1) and
(2). hRemark 4.1. The Ref. [2] showed that the functional equations composed of Eqs. (1) and (2) have the solutions when T is
strict. While, in this work, Theorem 4.1 shows they have no solution when T is nilpotent.
Now, let’s discuss the solutions to the functional equations consisting of Eqs. (1) and (3). Note that Eq. (3) is the contra-
positive symmetry law. Therefore, the assumption of I not continuous at the point (0,0) is equivalent with that of I not con-
tinuous at the points (0,0) and (1,1). Thus, since the situation is not investigated in the third section, we need to consider the
solution to Eq. (1) under the assumption of I not continuous at the points (0,0) and (1,1) before studying the solutions to
functional equations composed of Eqs. (1) and (3).
Theorem 4.2. Let T : [0,1]2? [0,1] be a nilpotent t-norm with an additive generator t, I : [0,1]2? [0,1] a continuously binary
function except the vertical sections I (0,y), y 2 [0,1) and at the point I(1,1), which satisfy (5). Then the pair of functions T, I satisfy
Eq. (1) if and only if there exists a continuous function c : (0,1)? [1,1), being not dependent on the actual choice of an additive
generator of t-norm T, such that I has the form
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1; x ¼ 0; y 2 ½0;1 or ðx; yÞ ¼ ð1;1Þ;
0; x ¼ 1; y 2 ½0;1Þ;
t1ðminðcðxÞtðyÞ; tð0ÞÞÞ; otherwise;
8><
>: ð19Þfor all x,y 2 [0,1]Proof. ()) Now, we investigate the structure of I. First, ﬁx arbitrarily x 2 (0,1), completely similar to the proof of Theo-
rem 3.3, we easily obtain that there exists a continuous function c : (0,1)? [1, +1) such that I admits the representation
(19) for x 2 (0,1), y 2 [0,1].
If x = 0, similar to the proof of Theorem 3.3, we easily know that it holds I(0,y) = 1 for all y 2 [0,1].
If x = 1, write I1(y) = I(1,y) for all y 2 [0,1) and use it in previous proof, then we obtain the functional equationh1ðminðuþ v ; tð0ÞÞÞ ¼minðh1ðuÞ þ h1ðvÞ; tð0ÞÞ; u; v 2 ð0; tð0Þ ð20Þ
where the function h1: (0,t(0)]? [0,t(0)] is deﬁned by the formula h1 = tI1t1. By Corollary 2.2, we obtain that either h1 = 0,
or h1 = t(0), or there exists real c(1)P 1 such that h1(u) = min (c(1)u, t(0)) for u 2 (0,t(0)]. Note that h1(t(0)) = tI1
t1(t(0)) = t(I(1,0)) = t(0), hence we have that h1– 0. Since the function I is not continuous at the point (1,1), we must obtain
that both h1 = t(0) and h1(u)–min (c(1)u, t(0)) hold, which means I1(y) = 0 for all y 2 [0,1). Indeed, if it holds h1(u) = min
(c(1)u, t(0)), then we have that lim(x,y) ?(1,1)I(x,y) = lim(x,y)?(1,1)t1(min (c(x)t(y),t(0))) = t1(0) = 1 and limy!1 Ið1; yÞ ¼
limy!1 t1ðminðcð1ÞtðyÞ; tð0ÞÞÞ ¼ limy!1 t1ð0Þ ¼ 1: Thus I is continuous at the point (1,1), which contradicts with the
assumption of I not continuous at the point (1,1).
() If there exists a continuous and increasing function c : (0,1)? [1,1), being not dependent on the actual choice of an
additive generator of t-norm T, such that I has the form (19). Note that I(0,0) = 1; I(0,1) = 1; I(1,0) = 0; I(1,1) = 1, which
means that the function I satisﬁes (5). Moreover, the function I is continuous except the vertical section I(0,y), y 2 [0,1] and
I(1,y), y 2 [0,1] since it is the composition of continuous functions.
Now, we prove the continuity of I at the points (0,1) and (1,0). Similar to the proof of Theorem 3.3, we can obtain that I is
continuous at the point (0,1). Next, we must prove that I is continuous at the point (1,0). Indeed, lim(x, y)?(1, 0)I(x,
y) = lim(x, y)?(1, 0)(t1(min (c(x)t(y),t(0)))) = t1(t(0)) = 0 and limy!0þ Ið1; yÞ ¼ limy!0þ ð0Þ ¼ 0: So I is continuous at the point
(1,0).
Finally, we easily know from Theorem 3.1 that the pair I, T satisfy Eq. (1). Thus, we have completed the proof. hCorollary 4.1. Let T : [0,1]2? [0,1] be a nilpotent t-norm with an additive generator t, I : [0,1]2? [0,1] a continuously fuzzy
implication except the vertical sections I(0,y), y 2 [0,1) and at the point I(1,1). Then the pair of functions T, I satisfy Eq. (1) if
and only if there exists a continuous and increasing function c : (0,1)? [1,1), being not dependent on the actual choice of an addi-
tive generator of t-norm T, such that I has the form (19).Remark 4.1. From the representation (19), we have that I(x,0) = 0 holds for all x 2 (0,1] and I(x,1) = 1 is true for all x 2 [0,1].
So the representation (19) can also be rewritten as the following form:Iðx; yÞ ¼
1; x ¼ 0; y 2 ½0;1 or x 2 ½0;1; y ¼ 1;
0; x ¼ 1; y 2 ½0;1Þ or x 2 ð0;1; y ¼ 0;
t1ðminðcðxÞtðyÞ; tð0ÞÞÞ; otherwise;
8><
>: ð21Þfor all x,y 2 [0,1].
Now, let’s ﬁnd the solutions to functional equations consisting of Eqs. (1) and (3).
Theorem 4.3. Let T : [0,1]2? [0,1] be a nilpotent t-norm with an additive generator t, I : [0,1]2? [0,1] a continuously binary
function except the vertical sections I(0,y), y 2 [0,1) and at the point I(1,1), which satisﬁes (5), N : [0,1]? [0,1] a strong negation.
Then the triple of functions T, I, N satisfy the functional equations composed of Eqs. (1) and (3) if and only if there exists a increasing
bijectionw : [0,1]? [0,1] such that N admits the representation (6), and a constant r 2 ð 1tð0Þ ;þ1Þ such that for all x,y 2 [0,1], I has
the formIðx; yÞ ¼
1; x ¼ 0; y 2 ½0;1 or x 2 ½0;1; y ¼ 1;
0; x ¼ 1; y 2 ½0;1Þ or x 2 ð0;1; y ¼ 0;
t1ðminðr  tðw1ð1 wðxÞÞÞtðyÞ; tð0ÞÞÞ; otherwise:
8><
>: ð22ÞProof. ()) Obviously, N admits the representation (6). To ﬁnish proof of necessity, it is enough to prove that I have the form
(22). To this end, assume that x,y 2 (0,1), which means that N(x),N(y) 2 (0,1). Since w is a increasing bijection, we can also
obtain that w(x),w(y) 2 (0,1). We know from Theorem 4.2 that there exits a continuous function c : (0,1)? [1,+1) such that
I has the form (19). Thus Eq. (3) becomes
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Applying Theorem 2.2, we have from Eq. (23) that min (c(x)t(y),t(0)) = min (c(w1(1  w(y)))t(w1(1  w(x))),t(0)). If
c(x)t(y) < t(0), then we get that c(x)t(y) = c(w1(1  w(y)))t(w1(1  w(x))), which implies thatcðxÞ
tðw1ð1 wðxÞÞÞ ¼
cðw1ð1 wðyÞÞÞ
tðyÞ :Thus we see that the left side of this equation depends only on x while the right side depends only on y. Again note that
t(w1(1  w(x))) < t(0),c(x)P 1, which implies that exists a constant r > 1tð0Þ such that r ¼ cðxÞtðw1ð1wðxÞÞÞ ; that is,cðxÞ ¼ r  tðw1ð1 wðxÞÞÞ; x 2 ð0;1Þ: ð24Þ
If x = 0,y 2 [0,1], which means N(x) = 1,N(y) 2 [0,1]. Then it follows from Theorem 4.2 and Eq. (3) that I(0,y) = 1 = I(N(y),1). So
it holds I(x,y) = 1 for all x 2 [0,1], y = 1.
If x = 1,y 2 [0,1), which implies N(x) = 0,N(y) 2 (0,1]. Then we can know from Theorem 4.2 and Eq. (3) that
I(1,y) = 0 = I(N(y),0). Hence it holds I(x,y) = 1 for all x 2 (0,1], y = 0.
Thus, we have proven that I has the form (22).
() By Theorem 4.2, obviously, the pair of T, Imentioned by Theorem 4.3 satisfy Eq. (1). To ﬁnish the proof, it is enough to
check that the triple of functions T, I, N satisfy Eq. (3). On one hand, note that T, I, N clearly satisfy Eq. (3) when
(x,y) 2 [0,1]2n(0,1)2. On the other hand, if (x,y) 2 (0,1)2, then the left hand side of Eq. (3) is equal to I(x,y) = t1(min
(r  t(w1(1  w(x)))t(y), t(0))), while the right hand side of Eq. (3) is equal toIðNðyÞ;NðxÞÞ ¼ t1ðminðr  tðw1ð1 wðNðyÞÞÞÞtðNðxÞÞ; tð0ÞÞÞ
¼ t1ðminðr  tðw1ð1 wðw1ð1 wðyÞÞÞÞÞtðw1ð1 wðxÞÞÞ; tð0ÞÞÞ
¼ t1ðminðr  tðyÞtðw1ð1 wðxÞÞÞ; tð0ÞÞÞ ¼ Iðx; yÞ:So T, I, N satisfy Eq. (3). h5. Conclusion
In this work, we continued the investigation started by Turksen, et al. and answered the open problem that ‘‘ what is the
solution of functional Eq. (1) when T is nilpotent?” posed by Baczynski in [2]. In other words, we explored the distributive
equations of implications, both independently and along with other equations. In our future works we will try to concentrate
on some cases that are not considered in this paper, for example, when I is a QL-implication or D-implication induced by
uninorm.
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