Measuring the spatial variation of residual stresses often requires the solution of an elastic inverse problem such as a Volterra equation. Using a maximum likelihood estimate (least squares fit), a series expansion for the spatial distribution of stress or underlying eigenstrain can be an effective solution. Measurement techniques that use a series expansion inverse include incremental slitting (crack compliance), incremental hole drilling, a modified Sach's method, and others. This paper presents a comprehensive uncertainty analysis and order selection methodology, with detailed development for the slitting method. For the uncertainties in the calculated stresses caused by errors in the measured data, an analytical formulation is presented which includes the usually ignored but important contribution of covariances between the fit parameters. Using Monte Carlo numerical simulations, it is additionally demonstrated that accurate uncertainty estimates require the estimation of model error, the ability of the chosen series expansion to fit the actual stress variation. An original method for estimating model error for a series expansion inverse solution is presented. Finally, it is demonstrated that an optimal order for the series expansion can usually be chosen by minimizing the estimated uncertainty in the calculated stresses. 
Terminology

Variable
Matrix
Size Definition a i m × 1 Slit depth i A j n × 1 Coefficient for jth term in series expansion of stresses [B] n × m Matrix that multiplies measured strains to determine {A} C j (a i ) m × n Calibration coefficient at a = a i for P j e i m × 1 Actual error in calculated stress at x = a i i Index for number of slit depths, i = 1,m j Index for terms in series expansion, j = 1,n m Number of slit depths n Number of terms in series expansion P j (x i ) m × n jth term of series expansion evaluated at x i = a i s model,i m × 1 Uncertainty in stress at x = a i due to model error s ε,i m × 1 Uncertainty in stress at x = a i from strain measurement error s total,i m × 1 Total uncertainty in stress at x = a i t Thickness of specimen at cut location u ε,i m × 1 Uncertainty in strain measured when a = a i V n × n Matrix of covariances 
Introduction
Many methods for measuring residual stress require the solution of an elastic inverse problem in order to determine the stresses from the measured data. An increasingly popular method for solving the inverse problem is to express the spatial variation of residual stresses as a series expansion in some convenient set of basis functions. By using a least squares fit to determine the coefficients in the series expansion, the method is quite tolerant of noise in the experimental data and can provide good spatial resolution of stresses. Although briefly mentioned for application with the Sach's method [1] , the series expansion approach was first applied to residual stress measurement for the incremental hole drilling method using a power series expansion [2] and also for a sectioning method for measuring through-thickness stresses in pipe using Legendre polynomials [3] . Series expansion was soon adopted for use with the crack compliance method [4, 5] , now known as incremental slitting, where it has been used extensively. Series expansion has also been used with the ring core method [6] , to extend Sachs' boring out method to nonaxisymmetric stresses [7, 8] , with various other measurements [9, 10] , and to determine residual stress via an underlying spatial distribution of eigenstrain [11] [12] [13] [14] [15] [16] [17] .
First, the present study extends previous formulations for uncertainty analysis in series expanded inverse solutions for residual stresses. Estimates of uncertainties caused by measurement errors previously ignored the covariances between the fit parameters. These covariant terms are crucial for accurate uncertainty estimation with least squares fits, and their effects are included in this work. Also, the formulation is extended to include the individual uncertainty in each measured data point, which can also be important.
Second, this work addresses a major shortcoming in previous uncertainty estimates, which then allows for an objective selection of an optimal number of terms for a given set of experimental data. A study of uncertainty for hole drilling measurements pointed out that actual stresses, when they could not be represented by the chosen series expansion, could lie outside of the calculated probability bounds [18] . Such errors can be termed "model error," and a method for estimating model error is presented in this work. Only with an accurate estimate of model error will the choice of optimal expansion order based on minimizing the stress uncertainty [19] give the actual optimal solution. Without model error, a conventional uncertainty estimate is generally non-conservative, sometimes by more than an order of magnitude.
Uncertainty Analysis
Several residual stress measurement methods based on incremental material removal share a common mathematical formulation for the elastic inverse problem. These methods include slitting, hole drilling, ring core, layer removal and axisymmetric Sachs' boring out. Three of these methods are illustrated in Figure 1 . Since series expansion is most commonly used with the slitting method, this work presents the equations based on slitting notation.
Slitting Equations
In the slitting method, a narrow slit is incrementally cut into a part containing residual stresses. Stresses are relaxed and the part deforms, which is assumed to occur elastically. At an appropriate location strains are measured at discrete slit depths, a,
where there are m slit depths i = 1,m. Assuming that the stresses do not vary in the z-direction, the strain measured at an arbitrary cut depth is related to the residual stresses that originally existed on the plane of the cut by a Volterra equation of the first kind (2) where c is a function of the geometry and the material's elastic constants. Since a closed-form inverse solution for σ y (x) is not available, it is assumed that the stress can be approximated as an expansion of analytic basis functions,
The second equality introduces matrix notation for convenience; [P] has rows corresponding to spatial positions x i and columns corresponding to terms j in the series expansion. The stress is defined for any x value in the domain, but it is convenient to evaluate stresses and uncertainties at the x values corresponding to the slit depths, x i = a i . The solution for σ now requires choosing an expansion order n and determining the basis function amplitudes A j . The solution strategy requires determining the strain release C j (a i ) that would occur at a = a i if σ y (x) were exactly given by P j (x).
Using elastic superposition, the strain that would be measured for the σ y (x) from Eq. 3 is then given
where the subscript f refers to these calculated strains being determined by a least squares fit minimizing the difference between the measured strains, ε, and calculated strains
Using the notation [B] allows the derivations later in this paper to be applied for various modifications to the maximum likelihood estimate (least squares fit) such as a weighted fit or even to a Bayesian estimate like Tikhonov regularization. See the Appendix for the form [B] takes for such cases.
Major Sources of Uncertainty
Only the two main error sources are considered in this work. In most practical cases, these two sources make the most significant contributions to stress uncertainty. This paper will later demonstrate that model error is one of these two main error sources and give the first procedure for calculating model error. The other main error source for series expanded residual stresses is errors in the measured data, strains in this case. Strain errors have long been recognized as a main error source, and this assumption was confirmed by a more detailed study [18] . The calculation of stress uncertainty caused by random strain errors is reexamined in this work to provide a simple and accurate analytical formulation. A previous analytical approximation [18] did not include covariances, which makes the approximation increasingly inaccurate as the expansion order increases. Previous accurate analyses [19] [20] [21] used a numerically intensive Monte Carlo procedure, which is not necessary. Systematic errors in the strain data, such as a zero-shift, are less likely and also have been previously studied and shown to cause fairly small errors in the calculated stresses [22, 23] .
Other significant errors are possible and should be minimized through careful experimental procedure. Many other likely error sources can be grouped together as geometric errors. They include errors in assumed hole or slit depth, gage location and orientation, hole eccentricity, and the shape of the hole or slit compared to the assumptions used to calculate calibration coefficients (e.g.,
[C] in Eq. 4). These errors can be effectively eliminated by measuring such geometric quantities after the experiment and then calculating [C] for the actual geometry [24] . When such calculations are not possible, these errors can be significant and should be accounted for [25] . Other likely error sources include violations of the assumptions used to calculate the stresses. For example, plasticity during stress relaxation violates the elasticity assumption. Such plasticity can be a major source of errors in hole drilling measurements [26] . Another major assumption is that the method used to introduce the hole or slit does not induce stresses. Careful machining can generally limit such errors [27, 28] . In some cases with high quality data, the strain error and model error can be so low that these other errors are significant and should be included if realistic error bounds are desired.
Propagated Uncertainty
Before specifically considering random strain errors, the general error propagation formulation for series expanded stresses is presented. The derivation generally follows the notation and terminology of Bevington and Robinson [29] . The uncertainty in the calculated stress at each depth is determined from a first order expansion of the propagated uncertainty in the fit coefficients: (6) where generally u h is used for uncertainty in a parameter h, but s instead is used for uncertainty in stress in order to simplify notation later on. The covariant terms, with k ≠ l, make important contributions to the uncertainties in parameters determined by least-squares fitting [29] , so they cannot be taken as zero here as they often are in other situations. From Eq. (3)
Substituting into Eq (6), using symmetry in the covariant terms, and writing in matrix form gives
where V is the matrix of covariances and diag indicates forming a vector from the matrix elements on the diagonal. Individual s i are obtained by taking the square root of vector elements. 
Random Errors in Strain Data
For the major source of experimental uncertainty, the measured strains, the matrix of the covariances of the A i is calculated considering the uncertainty in the measured strains (9) where is the uncertainty in the strain measured when a = a i . From differentiating Eq (5) one gets (10) Substituting into Eq (9) and writing in matrix form gives (11) where DIAG indicates a diagonal matrix whose diagonal elements are the elements of the vector.
Eq. 11 can now be substituted back into Eq (8) (12) where the additional subscript ε on s indicates that the source of this stress uncertainty is the uncertainty in the measured strains. To avoid confusion with the uncertainty in the strains themselves, , this uncertainty in stress will be referred as "measurement" uncertainty.
Estimating Uncertainty in Individual Strains
To achieve the best possible estimates of stress uncertainty over a wide range of situations without relying on a priori estimates, a somewhat unconventional approach is used to supplement the estimate of the uncertainty in the measured strains to be used in Eq 12. The inherent experimental uncertainty should be the primary estimate of the strain uncertainty. However, the strain misfit, the difference between the measured strains and those calculated by the least squares fit, are used if they exceed the estimated inherent uncertainty. The assumption is that using a strain uncertainty lower than the misfit would underestimate the resulting stress uncertainty. An estimate of the standard deviation of the strain misfit, unbiased by the number of degrees of freedom in the series expansion, is given by
where the overbar indicates a root-mean-square (rms) average over all measured strains. To be consistent with this average, the uncertainty of an individual value can be taken as
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Model Error/Uncertainty
In the general case when actual stresses cannot be perfectly fit by the chosen series expansion, a conventional analysis of all the propagated uncertainties fails to adequately estimate total uncertainty [18] . The propagated uncertainty analysis implicitly assumes that the "model," the series expansion, can match the actual stress. When it cannot match, the uncertainty is underestimated as will be demonstrated. This type of error is commonly referred to as model error.
To be consistent with the rest of this paper, the analytical estimate of the model error will be referred to as model uncertainty. For too low an expansion order, one that does not adequately fit the data, the model uncertainty should represent that increasing the expansion order will better capture the stress profile. For expansion orders in the neighborhood of some optimal fit, the model uncertainty should reproduce the observation that the fit can be relatively stable in this region.
First it must be assumed that the chosen basis functions span the space of physically possible stress profiles. Such a series could in principle reproduce the actual stresses. One can then argue that the series truncation results in the error. Therefore, the expansion order, n, is treated as a parameter with inherent uncertainty. Analogous to Eq. 6, the stress uncertainty from uncertainty in n (15) where there are no covariant terms since n is a single parameter. Because n must be integer, analytical evaluation of this expression is not possible. A finite difference could be used to estimate the partial derivative, but that leaves the value of u n still somewhat problematic since n is not experimentally measured, and it is hard to estimate its uncertainty. Therefore an approach based loosely on Monte Carlo analysis is employed. Unlike in conventional Monte Carlo analysis, there is not a random distribution of n to draw from. Therefore stresses for different values of n are calculated. At each depth where stress is calculated, x i , we take a standard deviation of the stresses calculated for different order expansions (16) where the average stress at x = a i , i σ , is averaged over the expansion orders from a ≤ n ≤ b but not averaged over other depths. N is the number of stress solutions in the sum, b -a + 1. The calculation is repeated at each cut depth.
Two conflicting goals affect the choice of a and b. On one hand, the estimate should span a large range in order to draw a large number of samples from the population to get a converged estimate. For example, a two-term estimate with b = a + 1 could give a false estimate of zero model uncertainty if the data happened to be orthogonal to one term in the series. On the other hand, the estimate should span as small a range as possible in order to resolve the change in model error as a function of n.
A three-term model uncertainty works well for relatively high order expansions, like for through-thickness, slitting measurements where generally 4-11 terms in the expansion are sufficient and reasonable. Using a = n -1 and b = n + 1 provides a reasonable compromise between small and large n-ranges. A two-term model error is the best compromise for lower order expansions such as a power-series expansion of hole drilling stresses where n is usually limited to only 1 or 2 [30] .
Because of ill-conditioning of the hole-drilling results with increasing order, taking a = n and b = n + 1 helps prevent the selection of a too-high-order solution.
Total Uncertainty
The total uncertainty is obtained by pointwise combining the individual uncertainties in quadrature since they are assumed to be independent (17) from which an average uncertainty total s can be calculated using an rms average over the cut depths.
Because the errors tend to come from many independent small effects, we assume a normal distribution. Therefore, there should be a 68% probability that the actual errors are contained within the one standard deviation uncertainties used in this paper. Multiplying by 1.64 to get 90% probability bounds may be wise in practice [18] .
Discontinuous Stress Profiles
All of the measurement and model uncertainty calculations described above will work for discontinuous stress profiles if appropriate basis functions are used. Discontinuous stress profiles are most commonly encountered in layered parts. The discontinuity can be handled by using separate series expansions in each layer [31, 32] . With such an approach, the stress results are somewhat unstable near the discontinuity, which will be correctly reflected in larger uncertainty estimates. A more stable solution for the stress discontinuity can be achieved using a continuous series expansion for the underlying inherent strains [33] . Again, the approach in this paper will give appropriate uncertainty estimates. However, in the case where the stress profile is discontinuous and continuous functions are used, the uncertainty estimate will be insufficient.
Numerical Methods and Simulation
A numerical simulation was used to examine the uncertainty analysis because the sources of error could be isolated, and the uncertainty estimate could be compared to actual errors. It was desired to examine the behavior of the uncertainty estimate over a wide range of orders. Therefore, a through-thickness slitting experiment was chosen for the simulation because it allows the use of higher order expansions than hole drilling. A beam with thickness of t = 1 was simulated and the beam was 10t long. A zero-width slit was considered at the exact mid-length of the beam. The slit was extended in increments of da = 0.02t to a final depth of a = 0.98t giving m = 49 depths. The strains were calculated for a strain gage with length 0.01t centered directly opposite the slit. Since
2D solutions under applied loads and free of body forces are independent of elastic constants, the material behavior was conveniently taken as elastic with an elastic modulus of 1 and Poisson's ratio of zero.
For the series expansion inverse, the standard choice was made for the basis functions.
Legendre polynomials are used for through-thickness stresses because omitting the uniform and linear polynomials enforces equilibrium. Thus the expansion in Eq. 3 starts with the 2 nd order
Legendre polynomial,
The domain for the polynomials is the full thickness of the beam. Near-surface measurements, where equilibrium should not be enforced, often use other basis functions.
Stress Profiles
Residual-stress profiles were chosen to allow examination of model uncertainty and measurement uncertainty both in isolation and in combination. Of the many such stress profiles examined during this study, the two reported here, shown in Figure 2 , demonstrate both the strength and limitations of the uncertainty estimates and order selection process. They are similar profiles that might be produced by introducing compressive stresses on one surface of a beam to a depth about 25% of the thickness. The rest of each profile is mostly what one would expect by the reestablishment of equilibrium after the introduction of compressive stresses. The first stress profile was a polynomial distribution so it could be fit exactly by the series expansion. The second stress profile came from the Gaussian function so that it could not be fit exactly by polynomials and could therefore be expected to have significant model error. A linear term was added to the Gaussian function to establish force and moment equilibrium. Both stress profiles were normalized to give a peak compressive stress of negative one. The polynomial distribution is given by ( ) ( (19) And the Gaussian distribution is given by 
Finite Element simulation
By using the same finite element model to simulate the slitting experiment and to calculate the calibration coefficients C j (a i ), no additional error sources enter the simulation. The use of finite elements to determine calibration coefficients is commonplace and described in more detail elsewhere [34] . All calculations were carried out using the commercial code ABAQUS [35] . Using symmetry about the cut plane, half of the beam was modeled using 8-noded, quadratic shape function quadrilateral elements. On the cut plane, the mesh had 200 elements through the thickness of the beam, transitioning to a coarser mesh farther away. Incremental slit extension was simulated by removing the appropriate symmetry nodal displacement constraints on the slit plane in sequential analysis steps. To calculate the calibration coefficients, the element edges defining the exposed face of the slit were loaded with a non-uniform pressure distribution sequentially corresponding to L 2 (x) through L 16 (x) . The remaining surfaces were taken as traction free. To calculate the strains for the two stress profiles for the simulation, the analysis was repeated for pressure distributions corresponding to Eqs. 19 and 20. Finally, strain for the gage centered on the symmetry plane was calculated by computing the relative displacement of the nodes corresponding to the center and end of the strain gage and dividing by initial length between the nodes. Figure 3 shows the simulated strains for the two stress profiles.
Addition of Noise
The uncertainty analysis and order selection procedures were tested by simulating noise in the measured strain data. The simulated measured strains were randomized by adding an uncertainty
Each was selected from zero-mean normal distribution using a random number generator. To examine different magnitudes of noise, the distribution was scaled to different standard deviations.
The final stress results varied significantly between different sets of random strain added to the strain data. Therefore, to establish the average trends, each test case was repeated with 500 sets of randomized noise added to the strain data, each from the same underlying population of a given standard deviation and zero mean. 
Stress, Error and Uncertainty Calculation
Each test case was examined over a large range of expansion orders, n =1 to 15. The A j were calculated from Eq. 5, with {ε r } replacing {ε} for the cases where noise in the strain data was simulated. The resulting stresses and fit strains were calculated using Eqs. 3 and 4. The stress uncertainty from random errors in the strain data were then evaluated using Eqs. 14 and 12. The model uncertainties were evaluated for series expansions n =2 to 14 using Eq. 16 with a 3-term model uncertainty with a = n -1 and b = n + 1. For the noise-added test cases, the same set of noisy strain data was used for all 15 expansion orders before a new set was generated. Each depthaveraged error or uncertainty was then averaged over the 500 trials with different noise added to the data.
In order to best examine the numerical behavior of the calculations, the misfit strain, Eq. 14, is used for the strain uncertainty and no inherent experimental uncertainty value is considered. It will be shown that for the numerical examples considered, the misfit converges to the value of the added measurement noise. Because the stress profiles were normalized to give a peak magnitude of one, all of the stress errors and uncertainties can be considered as normalized to the maximum stress magnitude in the residual stress profile. Similar depth-averaged values were calculated for the measurement, model, and total uncertainties. The depth-averaged errors and uncertainties do not include the values at x = 0, which is considered an extrapolated value since the first data point is taken at the first cut depth.
Results and Discussion
The results from various test cases were examined to answer the most important questions. Does each error estimate accurately capture the actual error? Does selecting the expansion order based on the minimum estimated total uncertainty [19] give an optimal solution? The optimal expansion order is taken to be the one that minimizes the rms error between the calculated and actual stresses.
Polynomial no noise
The first case considered is the most straightforward but least realistic, the polynomial stress profile with no noise added to the strain data. Figure 4 shows the estimates of average uncertainty compared with the actual error over the full range of expansion orders. Until the expansion reaches four terms, covering the highest term in the polynomial, the actual errors are significant with a maximum average error of 28% of the peak stress. From four terms on, the actual error is zero to within machine precision. For n < 4, the measurement uncertainty estimated from uncertainties in the measured strains, s ε , underestimates the actual errors by more than an order of magnitude.
Underestimation was expected since the measurement uncertainty assumes that the model is correct, which it is not until n reaches 4. The model uncertainty does a very good job of estimating the actual error for n= 2 and 3. The model uncertainty overestimates the error for n = 4 because the estimate from Eq. 16 includes the n = 3 solution. Selecting the order on minimum average total uncertainty would choose any of the expansions with 5 terms or more, which all have zero uncertainty or error.
The model uncertainty analysis provides an excellent estimate of not only the depthaveraged error but also the pointwise errors. Figure 5 shows the n=2 solution plotted with the pointwise total uncertainty estimate and the known stresses. For a normal distribution, the one standard deviation uncertainty would be expected to contain a given measurement with 68% probability. In Figure 5 , the actual stress falls within the uncertainty bars at 34 of the 48 data points, or 69%. For the unplotted n=3 solution, the actual stresses fall within the uncertainty bars at only 18% of the points, which is consistent with the underestimate of average total uncertainty shown in 
Gaussian no noise
The next test case is the Gaussian stress profile with no noise added to the strain data. In this case, the Legendre series expansion cannot exactly fit the known stresses for any fit order. Figure 6 shows that the actual error is significant for low order expansion and decreases to less than 1% for n ≥ 10. The measurement uncertainty again underestimates the actual error, by about an order of magnitude. The model uncertainty does a good job of approximately capturing the actual error.
Selecting the order on minimum average total uncertainty would choose the highest available order with estimated uncertainty, n = 14. Such a selection is expected for noiseless data and a nonpolynomial stress distribution.
Polynomial with noise
The next test case is the polynomial stress with 500 sets of random noise added to the strain data. Figure 7 shows the results for noise with a standard deviation of 0.03, nearly 4% of the peak magnitude of the measured strain. The actual error drops precipitously at n = 4, the highest order term in the known stress, and then increases as higher order terms fit noise in the data. Up to n = 3, all of the uncertainty estimates are almost the same as Figure 4 since they are dominated by the inability for a lower order expansion to fit the higher order stress distribution. For n ≥ 4, the measurement uncertainty essentially matches the actual error. The model uncertainty should ideally go to zero for n ≥ 5, but it is equal to 68% of the measurement uncertainty for n = 5 decreasing to 54% at n = 14. Such behavior is an unavoidable consequence of the model uncertainty estimate.
However, it will be shown that this phantom model error is not so large in the more general case of a non-polynomial stress distribution. In this example, because of the model uncertainty, the total uncertainty exceeds the actual error by 47% to 17% for n = 5 through 14, respectively. Selecting the order on minimum average total uncertainty would choose the n = 5 solution, just as in the polynomial test case with no noise.
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A look at results for a typical single trial with noisy data shows what one might encounter with a typical real data set. Figure 8 shows the results for one of the 500 trials from Figure 7 . There is much more variation in the actual error and the model and measurement uncertainties. The actual error increases non-smoothly with increasing order. The model uncertainty is the most irregular curve, which can be expected because of trying to capture a statistical average using only three samples. The measurement uncertainty curve is the smoothest, which is typical but may not always be the case. For this particular trial, selecting the order on minimum average total uncertainty still gives a good result but with the uncertainty overestimated.
Gaussian with Noise
The next test case is the most realistic, the non-polynomial stress distribution with noise added to the strain data. Again, results are averaged over 500 trials of random noise in order to reveal the underlying behavior of the uncertainty analysis. Figure 9 shows the results for noise with a standard deviation of 0.006, 1% of the peak magnitude of the measured strain. Up to about n = 6 all of the curves are very similar to the no noise case shown in Figure 6 . After that the noise begins to have an effect and the errors tend to increase with increasing n. The actual error shows a broad minimum from n = 6 to 9. Selecting the order on minimum average total uncertainty would choose the n = 7 solution and give, somewhat fortuitously, an almost perfect estimate of total uncertainty.
At high orders, the model error should ideally follow the trend of Figure 6 but, like the polynomial stress profile with noise, shows some influence from the measurement error. This phantom model error results in only a slight overestimation of the total error.
Less ideal results are possible. Figure 10 shows results of a test case with the Gaussian stress profile and the noise raised to 0.012, 2% of the peak strains. As it should, the increased noise results in increased errors at higher orders. Unfortunately the total uncertainty now shows two minima. The absolute minimum is at n = 4 where the actual error is 3.9 times its minimum value and the total uncertainty underestimates the actual error by a factor of 3.3. The local minimum in total uncertainty at n = 7 would be a much better choice of expansion order with regards to finding the minimum actual error and estimating the uncertainty accurately. The inaccuracies arise because for this particular test case the model uncertainty is a poor estimate of the model error for n = 3 and 4.
Using more terms in the model uncertainty estimate would provide a better estimate in this case but poorer estimates in some other cases.
Individual Strain Errors
The use of individual strain uncertainties, from Eq. 14, in the calculation of measurement uncertainty is somewhat unconventional but is more powerful. The other and more commonly used option is to populate the vector with a uniform value of the average strain error, Figure 9 , and Figure 10 were repeated but using ε u . Using ε u gave higher measurement uncertainty for the expansion orders n ≥ 4 for the polynomial and n ≥ 6 for the Gaussian, by as much as 10% for the polynomial and 15% for the Gaussian. Since the calculations using match the actual errors virtually perfectly, this result does indicate that using i u , ε ε u is less accurate. However, the difference is not very significant.
The next test case is chosen to illustrate when the difference is more significant. Since the issue involves the calculation of measurement error, the polynomial stress profile is considered so that the complicating issue of model error is minimized. The effect of a bad data point is exaggerated by reducing the magnitude of the 25 th measured strain by 40%. No noise is added to the strains, so the measurement uncertainty all comes from the bad data point. Figure 11 shows the results. The oscillatory pattern in the actual error for n ≥ 4 indicates that the bad data point has a different effect on odd and even ordered expansions. Once the expansion order reaches the highest order term in the known stress polynomial, the measurement uncertainty calculated using matches the actual errors almost perfectly. The measurement uncertainty calculated using The issue of a bad data point is a practical one even though the test case was artificially constructed to best illustrate the issue. In slitting experiments, misleading data points can be encountered for deep slit depths, generally somewhere beyond a/t = 0.95. As the remaining ligament in the part becomes small, the measured strains are increasingly affected by the specimen weight rather than just the residual stresses. However, it is difficult to identify precisely at which depth the data should no longer be used. Using individual strain uncertainties make the results much less sensitive to the choice of the final data point used. Figure 12 illustrates the importance of using the covariant terms in the uncertainty analysis.
Effect of Covariant Terms
The n = 10 solution from a typical noisy trial from Figure 9 was examined. Figure 12a shows the solution compared to the known, Gaussian function plotted with uncertainty bars calculated correctly including covariances. The magnitudes of the uncertainties vary significantly with depth and correctly reflect the actual errors. The uncertainties are largest near the beginning of the cut, where the strain data had the smallest magnitudes and was more affected by noise. Figure 12b shows the uncertainty bars calculated with covariances set to zero. Although the uncertainties still vary somewhat with depth, they do not accurately reflect the actual errors. Repeating all the calculations of Figure 9 without including covariances, the estimated average measurement uncertainties exceed the actual errors by up to 30%.
Strain Fit Plateaus
An often used heuristic rule for selecting expansion order is a very useful supplement to the full uncertainty analysis but is less robust and often requires significant judgment. The order can be selected when the average strain misfit, ε u from Eq. 13, reaches a plateau as the least square fit converges [19] . Figure 13 shows ε u plotted versus n for the test cases. Values of ε u that were zero for the polynomial without added strain noise were set to 5 × 10 -6 for plotting purposes. The figure also indicates the point for each curve corresponding to the minimum in average total uncertainty.
Indeed, the minima generally occur in a plateau in the strain misfit. Because the model uncertainty for order n includes the n -1 order solution, the minima tend to occur one point beyond the beginning of the plateau. For the suboptimal choice of n = 4 from Figure 10 , Figure 13b shows that the final strain plateau is not reached until n = 6, indicating that examining the strain misfit would
give some clue about choosing a higher order fit. However, the strain plateau is somewhat subtle; therefore, such a decision would not be obvious. The plateaus in Figure 13b all occur at the level of the noise added to the strain data, as should be expected.
Other Observations
Although not reported in detail because of space limitations, this study confirmed many observations and speculations reported previously. As is well known, the least squares fit makes the series expansion approach quite robust to random noise in the strain data [22, 23] . Using a second strain gage at a well-chosen location can greatly reduce the sensitivity to errors [19, 34, 36] . The errors and uncertainties tend to decrease with an increase in the number of experimental data points m [37] . It was also found that sufficiently increasing the number of data points resulted in the optimal solution shifting to a higher n. These last two observations confirm the expectation that
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Since the optimum selection generally comes when the measurement uncertainty is the main contribution to the error, the procedure for optimizing strain gage placement based on minimizing the expected measurement uncertainty [34] is quite valid. However, a more accurate relative measure of expected global uncertainty can be achieved by replacing
DIAG ε u in Eq. 12 of this paper with the identity matrix and then root-mean-square averaging the individual s ε,i . Repeating the analysis for Figure 9 in [34] then shows that series based on Legendre polynomials, power series, or
Fourier series result in approximately equal uncertainties rather than Legendre polynomials being vastly superior [38] .
Experimental validation
Space limitations prevent the demonstration of this approach on experimental data.
Fortunately, during its development the general approach has been applied to several slitting measurements and the results reported in the literature. Those results in the literature cover a fairly wide range of applications of slitting and demonstrate the versatility of the approach presented in this paper. Some papers include through-thickness measurements using only a single strain gage located opposite the cut [11, 39] , like the numerical results in this paper. For through-thickness measurements, some use two gages in order to improve the condition of the matrix inverse [11, 36, 39, 40] , and the results show clearly that the uncertainty is reduced. A few are near-surface stress measurements that only use strain gages on the top surface where the slit begins [15, 24, 41] .
Such measurements are similar to hole drilling and show larger uncertainties than through-thickness measurements. One of the near-surface measurements included an intermediate step of finding the underlying inherent strains, and then was used to determine multiple stress components [15] . Both the model error and strain error calculations of this paper were successfully applied to the inherent strain analysis. Finally, one result in the literature was for an unusual geometry that had relatively large uncertainties, a thin sheet with strain gages on the side [34] . Many of the results described in this paragraph show 90% uncertainty bars rather than one standard deviation, and the uncertainties were sometimes augmented by other error sources.
Conclusions
• The uncertainty analysis provides not only a good estimate of average uncertainty, but also a good estimation of the pointwise distribution of the uncertainties.
• Equation 16 provides a good estimate of the never before captured phenomenon of model uncertainty. However, the reliance on only a few fit orders to capture a statistical quantity reduces the robustness of the estimate.
• Minimizing the total uncertainty is an effective way to objectively select the expansion order. However, because of the statistical nature of the problem, the optimal solution will not always be selected.
• A heuristic approach of selecting the order based on a plateau in the strain misfit and then calculating the uncertainty based only on measurement uncertainty would tend to give reasonable results but require judgment. Including model uncertainty reduces the need for judgment and provides a better uncertainty estimate.
• Using the strain misfit helps prevent a priori estimates of inherent measurement uncertainty from underestimating the actual uncertainty. When such a weighted least-squares fit is used with a series expansion the model error procedure of Section 2.4 still applies and should be used.
Similarly, when Tikhonov regularization is used [43, 44] The definition of strain uncertainty must be chosen with care in this case. Regularization is generally used not with a series expansion but with basis functions given by a uniform stress in each interval of material removal. In such a case, there can be as many unknowns as data points. For little for n=2:N-1; s_model(:,n)=std(sigma(:,n-1:n+1)')'; % Model error per Eq. 16 s_total(:,n)=sqrt(s(:,n).^2+s_model(:,n).^2); % Total error per Eq. 17 s_total_bar(n)=norm(s_total(:,n))/sqrt(m); % Avg total error end % select minimum total error : [minimum_s_total_bar,ntemp]=min(s_total_bar(2:N-1)); n_star=ntemp+1 % Because "min" starts at 2
% echo results to screen and make plots: sprintf('%s','
x stress +-') fprintf('%8.3f %8.2f %8. The points corresponding to minimum total uncertainty are indicated. a) full view; b) zoomed in on results for more realistic test cases with noise added to the strain.
