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Resumo: Implementar um algoritmo de tabela hash concorrente que extraia desem-
penho esta´ longe de ser uma tarefa computacional trivial. Neste artigo apresentamos
sete diferentes implementac¸o˜es de tabelas hash em Haskell, explorando desde modelos
de sincronizac¸a˜o de baixo nı´vel ate´ os de mais alta abstrac¸a˜o como memo´rias transa-
cionais. Nos testes realizados a implementac¸a˜o usando a biblioteca STM Haskell de
memo´ria transacional foi a que apresentou melhor desempenho.
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Comparando o Desempenho de Implementac¸o˜es de Tabelas Hash Concorrentes em Haskell
1 Introduc¸a˜o
Estruturas de dados do tipo tabela hash possuem concorreˆncia natural ja´ que o acesso
aos dados da tabela sa˜o suscetı´veis de serem disjuntos. Pore´m implementar uma tabela hash
concorrente que apresente ganho de desempenho na˜o consiste em atividade de programac¸a˜o
trivial [1]. Problemas como o tratamento de conflitos (duas ou mais threads acessando uma
mesma posic¸a˜o da tabela) e principalmente o crescimento da tabela sa˜o tarefas computaci-
onais complexas e de difı´cil soluc¸a˜o. Por exemplo, sincronizar a tabela com lock global e´
simples, pore´m ineficiente, enquanto proteger cada posic¸a˜o da hash com um lock e´ eficiente,
pore´m possui alta complexidade.
A linguagem de programac¸a˜o Haskell e´ uma linguagem funcional pura de alto nı´vel
que apresenta va´rias abstrac¸o˜es de sincronizac¸a˜o para programac¸a˜o concorrente, e.g., varia´veis
de sincronizac¸a˜o (MVars) [2], memo´rias transacionais [3] e acesso a instruc¸o˜es de baixo
nı´vel para sincronizac¸a˜o – CAS (compare and swap). Mesmo com todos estes me´todos de
sincronizac¸a˜o disponı´veis, a inexisteˆncia de tabelas hash concorrentes para Haskell ainda e´
um problema relevante para a´rea de programac¸a˜o e linguagens [4].
Este trabalho apresenta a implementac¸a˜o em Haskell de sete tipos de tabela concor-
rente com me´todos de sincronismo distintos, usando como base quatro diferentes algoritmos
de hash. Tambe´m e´ feita a comparac¸a˜o do desempenho entre elas e os resultados mostram
que a implementac¸a˜o utilizando memo´rias transacionais foi a que apresentou os melhores
resultados.
O artigo esta´ organizado da seguinte forma: a Sec¸a˜o 2 apresenta os diferentes me´todos
de sincronismo presentes em Haskell. A Sec¸a˜o 3 apresenta os diferentes algoritmos utilizados
e suas implementac¸o˜es. Na Sec¸a˜o 4 sa˜o descritos os resultados alcanc¸ados e finalmente nas
Sec¸o˜es 5 e 6, sa˜o apresentados os trabalhos relacionados e as concluso˜es.
2 Me´todos de sincronizac¸a˜o em Haskell
A linguagem funcional Haskell fornece alguns modelos para realizar a sincronizac¸a˜o
entre threads, sendo que os utilizados neste trabalho sa˜o IORef + atomicModifyIORef,
MVar e STM Haskell [5]. Estes mecanismos sa˜o brevemente descritos a seguir.
2.1 MVar
E´ o mecanismo ba´sico de comunicac¸a˜o entre threads de Haskell. Uma MVar e´ uma
espe´cie de varia´vel que pode assumir duas situac¸o˜es: cheia ou vazia. MVars sa˜o criadas a
partir da func¸a˜o newMVar :: a -> IO(MVar a) que cria uma MVar ja´ com um valor
inicial. As func¸o˜es que manipulam MVars sa˜o a takeMVar :: MVar a -> IO a e
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putMVar :: MVar a -> a -> IO(). takeMVar retorna o valor da MVar se esta
estiver cheia, ou espera (bloqueia) se estiver vazia. Ja´ putMVar opera de forma contra´ria,
bloqueia se a MVar estiver cheia e escreve se estiver vazia [2]. Assim, MVars podem operar
como os tradicionais mutexes. Neste trabalho usamos uma MVar como uma espe´cie de lock
para realizar a sincronizac¸a˜o das threads no acesso a` tabela hash.
2.2 IORef + atomicModifyIORef:
Este me´todo pode ser comparado ao CAS (Compare And Swap). Um IORef e´
uma refereˆncia a uma posic¸a˜o de memo´ria que possui as seguintes operac¸o˜es: newIORef,
readIORef e writeIORef, correspondentes a criac¸a˜o, leitura e escrita respectivamente.
Essas operac¸o˜es sozinhas na˜o garantem seguranc¸a no acesso multithread das refereˆncias,
pore´m Haskell fornece uma func¸a˜o (atomicModifyIORefCAS) que utiliza uma instruc¸a˜o
em hardware atoˆmica para modificac¸a˜o da refereˆncia [6].
2.3 STM Haskell (Software Transactional Memory):
Software Transactional Memory (STM) e´ um modelo recente de sincronizac¸a˜o en-
tre threads que simplifica a programac¸a˜o concorrente, permitindo que operac¸o˜es possam ser
compostas em uma simples operac¸a˜o atoˆmica. A ideia principal e´ fazer com que as operac¸o˜es
sejam realizadas de forma ana´loga a`s manipulac¸o˜es de transac¸o˜es em bancos de dados [7].
Neste modelo, todo o sincronismo e´ realizado pelo sistema transacional, evitando assim pro-
blemas como deadlocks e permitindo a composic¸a˜o de novas ac¸o˜es transacionais.
STM Haskell e´ uma extensa˜o da linguagem Haskell que fornece primitivas para a
programac¸a˜o usando STM [3]. Nela e´ definida um tipo de varia´vel transacional (TVar),
que e´ criada pela primitiva newTVar :: a -> STM(TVar a), e modificada pelas pri-
mitivas readTVar :: TVar a -> STM a e writeTVar :: TVar a -> a ->
STM (). Estas primitivas somente podem ser executadas dentro de uma chamada a func¸a˜o
atomically :: STM a -> IO a. STM Haskell garante que operac¸o˜es que modifi-
cam uma TVar, sejam somente realizadas dentro de uma transac¸a˜o. Assim, o programador
na˜o precisa se preocupar com o sincronismo, pois o sistema de tipos de Haskell garante que
nenhuma varia´vel TVar seja alterada fora de um bloco protegido, garantindo assim con-
sisteˆncia e facilidade no desenvolvimento de programas paralelos.
3 Tipos de algoritmos de hash concorrente
Os algoritmos utilizados neste trabalho fornecem treˆs operac¸o˜es ba´sicas de acesso a
tabela que sa˜o inserc¸a˜o (insert), consulta (contains) e remoc¸a˜o (delete). Todos os algoritmos
Rev. Inform. Teor. Apl. (Online) • Porto Alegre • v. 23 • n. 2 • p. 193-209 • novembro/2016 195
Comparando o Desempenho de Implementac¸o˜es de Tabelas Hash Concorrentes em Haskell
utilizam enderec¸amento fechado, i.e., cada posic¸a˜o da tabela pode conter um conjunto de itens
geralmente implementado usando uma lista encadeada. O crescimento da tabela depende do
nu´mero de inserc¸o˜es, se estas alcanc¸am um certo limite pre´ estabelecido, o tamanho da tabela
devera´ dobrar [8]. Cada algoritmo possui uma forma diferente de tratar o crescimento da
tabela, sendo esta operac¸a˜o caracterizada pela de maior complexidade nas implementac¸o˜es.
3.1 Hash com lock global
Neste algoritmo um u´nico lock protege a tabela hash inteira. Cada func¸a˜o adquire o
lock, realiza sua operac¸a˜o e depois o libera. Na necessidade de crescimento da tabela, como a
func¸a˜o insert ja´ possui o lock, ela pode simplesmente aumentar a tabela sem se preocupar com
conflitos. Este algoritmo e´ extremamente simples de ser implementado, pore´m na˜o explora
nenhum paralelismo devido ao gargalo serial gerado pelo lock. Para a implementac¸a˜o deste
algoritmo usaram-se duas abordagens. Uma com MVar como lock e outra usando TVar. A
estrutura da hash usando MVar foi implementada da seguinte forma:
1 type Bucke t s = Array I n t [ I n t ]
2
3 data Tab le = T {
4 b u c k e t s : : Buckets ,
5 n e l e m e n s : : Int ,
6 l e n t a b : : I n t
7 }
8
9 data HTable = TH { t a b l e : : MVar Tab le }
Quando o limite e´ alcanc¸ado, o array de entradas (buckets) e´ duplicado e armazenado
dentro da MVar que sincroniza o acesso a tabela. Os outros atributos da tabela, i.e. nu´mero
de elementos (n inserts) e tamanho (tab size), podem ser modificados com seguranc¸a,
pois tambe´m sa˜o protegidos pela sincronizac¸a˜o gerada pela MVar.
Na implementac¸a˜o usando STM Haskell, todos os atributos da tabela hash sa˜o guarda-
dos em uma TVar para garantir a consisteˆncia desses dados quando acessados por transac¸o˜es
concorrentes, como no co´digo seguinte:
1 data HTable = TH { t a b l e : : TVar Tab le }
A Estrutura Table e´ identica a usada na implementac¸a˜o usando MVar. Aqui o uso da
TVar faz com que o sistema de tipos garanta que os dados sera˜o acessados apenas em blocos
atoˆmicos (primitiva atomically).
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3.2 Hash em blocos
A implementac¸a˜o deste algoritmo utiliza dois arrays distintos, um para os buckets da
tabela hash e outro de locks. Quando a tabela hash e´ iniciada, ambos os arrays possuem o
mesmo tamanho. Ao realizar um crescimento na tabela, dobra-se o array de buckets mas
se mante´m o tamanho do de locks, assim cada lock passa a proteger 2n posic¸o˜es da tabela,
sendo n o nu´mero de vezes que a tabela dobrou. Como crescimentos na tabela hash sa˜o
raros, existem dois motivos principais para evitar o crescimento do array de locks, os quais
sa˜o brevemente descritos logo a seguir: [1]:
• Associar um lock para cada bucket da tabela ocupa muito espac¸o, especialmente quando
as tabelas sa˜o grandes e a contenc¸a˜o e´ baixa;
• Aumentar o array de buckets e´ simples, pore´m aumentar o array de locks (quando
estes esta˜o em uso) e´ mais complicado, pois e´ difı´cil de sincronizar as va´rias threads
que esta˜o acessando o array de locks ao mesmo tempo.
Nesta implementac¸a˜o os locks sa˜o representados por MVars com o tipo Unit ().
1 type Bucke t s = Array I n t ( IORef [ I n t ] )
2 type Locks = Array I n t ( MVar ( ) )
3 data HTable = TH
4 {
5 b u c k e t s : : IORef Buckets ,
6 l o c k : : Locks ,
7 n e l e m e n s : : IORef Int ,
8 l e n t a b : : IORef Int ,
9 l e n l o c k : : I n t
10 }
Quando surge a necessidade de duplicar o tamanho da tabela, a func¸a˜o de inserc¸a˜o
comec¸a a adquirir todos os locks a partir do inicio do array, seguindo sempre esta sequeˆncia
para evitar deadlocks. Apo´s a duplicac¸a˜o da tabela todos os locks sa˜o liberados. Como o atri-
buto len tab somente e´ modificado no processo de duplicac¸a˜o, este pode ficar armazenado
em uma IORef. O atributo n elements e´ alterado usando CAS, uma vez que uma thread
consegue realizar uma alterac¸a˜o na tabela. Utilizou-se o CAS com o objetivo de reduzir a
contenc¸a˜o que seria adicionada se fosse utilizado um lock para proteger este atributo. Como
o array de locks tem seu tamanho fixo, o atributo len lock pode ser uma constante.
3.3 Hash de granularidade fina
Este algoritmo tambe´m utiliza dois arrays, um de locks e outro de buckets. Pore´m
aqui, durante o processo de duplicac¸a˜o da tabela, ambos os arrays sa˜o duplicados. A tabela
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possui uma flag que serve para indicar se esta´ em processo de crescimento ou na˜o. Esta flag
indica as outras threads se os locks sa˜o va´lidos ou na˜o.
A estrutura da implementac¸a˜o e´ como o descrito abaixo:
1 type Bucke t s = Array I n t ( MVar [ I n t ] )
2 type Locks = IORef Bucke t s
3 data ThId = ThId T h r e a d I d | Nul l
4
5 data HTable = TH
6 {
7 b u c k e t s : : Locks ,
8 n e l e m e n s : : IORef Int ,
9 l e n t a b : : IORef Int ,
10 onGrow : : IORef ThId
11 }
Nesta implementac¸a˜o foi usado um u´nico array de MVars para representar os buc-
kets. Isto porque aqui ambos os arrays devem possuir o mesmo tamanho, na˜o havendo a
necessidade de arrays distintos.
Como o array de locks pode ser modificado, nesta implementac¸a˜o ele deve ser arma-
zenado em uma refereˆncia IORef. A modificac¸a˜o dessa refereˆncia e´ controlada pela flag
onGrow que armazena o id da thread que esta realizando o processo de duplicac¸a˜o, infor-
mando para as outras threads para na˜o usarem o array de locks.
Esta operac¸a˜o de alterac¸a˜o da flag fica a cargo da func¸a˜o resize:
1 r e s i z e : : IORef Bucke t s −> I n t −> IORef I n t −> IORef ThId −> T h r e a d I d −>
IO Bool
2 r e s i z e b u c k e t s o l d s i z e l e n t a b f l a g t I d = do
3 f <− r eadIORef f l a g
4 i f f == Nul l then do
5 o l d a r r a y <− r eadIORef b u c k e t s
6 ok <− atomCAS f l a g f ( ThId t I d )
7 i f ok then do
8 s i z e T a b <− r eadIORef l e n t a b
9 i f ( o l d s i z e == s i z e T a b ) then do
10 ( . . . ) −− opera c¸ a˜o de d u p l i c a c¸ a˜o
11 w r i t e I O R e f f l a g Nu l l
12 re turn True
13 e l s e do
14 w r i t e I O R e f f l a g Nu l l
15 re turn F a l s e
16 e l s e re turn F a l s e
17 e l s e re turn F a l s e
Para a duplicac¸a˜o e´ criado um novo array de MVars que recebe os dados do array
antigo (re-hash) e depois e´ armazenado no IORef buckets. Apos esta operac¸a˜o a flag recebe
um valor do tipo Null e informa a`s outras threads que podem prosseguir com o acesso ao
array de locks.
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Na implementac¸a˜o usando STM, na˜o e´ necessa´rio a flag para controle do crescimento
da tabela. O array de buckets e´ armazenado em uma TVar e a modificac¸a˜o desta varia´vel
causara´ um conflito em outras transac¸o˜es que leram esta varia´vel, e.g., para acessar um bucket.
1 type Bucke t s = Array I n t ( TVar [ I n t ] )
2 data HTable = TH
3 {
4 b u c k e t s : : TVar Buckets ,
5 n e l e m e n s : : TVar Int ,
6 l e n t a b : : TVar I n t r m d u a r t e @ i n f . u f p e l . edu . b r
7 }
3.4 Tabela hash na˜o bloqueante
A principal dificuldade na implementac¸a˜o de uma tabela hash na˜o bloqueante e´ a
realizac¸a˜o do crescimento. Na˜o basta fazer com que o array de buckets da tabela seja lock-
free, pois na necessidade de realizar o crescimento da tabela, a mudanc¸a dos dados da tabela
antiga para a nova deve ser realizada de forma atoˆmica para evitar perda ou inconsisteˆncia
de dados. Infelizmente as instruc¸o˜es para a realizac¸a˜o de CAS, sa˜o instruc¸o˜es que operam
somente com uma u´nica posic¸a˜o de memo´ria, tornando difı´cil a mudanc¸a dos dados da tabela
antiga para a nova, de forma a evitar inconsisteˆncia.
Em virtude disso, o algoritmo proposto por [9] utiliza uma te´cnica onde ao inve´s de
mover os itens atrave´s dos buckets, movem-se os buckets atrave´s dos itens. Neste algoritmo,
todos os dados sa˜o mantidos em uma lista encadeada lock-free e cada bucket e´ simplesmente
uma refereˆncia para uma determinada posic¸a˜o na lista, como pode ser visto na Figura 1.
Figura 1. Esquema da hash lock-free
Os itens da tabela sa˜o ordenados atrave´s do valor dos bits reversos do co´digo hash dos
mesmos. Esse tipo de ordenac¸a˜o permite que, quando ha´ a necessidade de crescimento da
tabela, os dados da lista encadeada sejam divididos entre dois buckets diferentes, na˜o havendo
a necessidade de moveˆ-los para uma nova tabela. Pore´m aqui, a capacidade da tabela hash
deve ser sempre uma poteˆncia de dois, para que se possa dividir a tabela de forma que a
distribuic¸a˜o dos dados seja coerente. Para cada bucket da tabela e´ criado um nodo sentinela
na lista encadeada que nunca sera´ removido. Isso se deve ao fato de que se houver uma
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remoc¸a˜o completa dos dados de um determinado bucket, o mesmo na˜o tenha que apontar
para uma posic¸a˜o inva´lida e / ou para um elemento de um outro bucket.
Para a implementac¸a˜o da lista encadeada, optou-se por utilizar o esquema proposto
em [5]. Nesta lista encadeada, o maior problema se encontra na remoc¸a˜o de elementos da
lista sem que afete a estrutura global da mesma. Remover os elementos diretamente da lista
pode causar uma inconsisteˆncia em sua estrutura, levando a quebra do encadeamento. Para
evitar este problema usa-se um esquema de lazy deletion, onde um elemento nunca e´ deletado
diretamente da lista, primeiramente o elemento e´ removido da lista logicamente ficando a
remoc¸a˜o fı´sica postergada para a pro´xima operac¸a˜o sobre a lista, como visto em [5].
A estrutura da lista encadeada e´ como segue:
1 data L i s t = Node { v a l : : Word , next : : IORef ( L i s t )}
2 | DelNode {next : : IORef ( L i s t )}
3 | Nul l
4 | Guard { v a l : : Word , next : : IORef ( L i s t )}
5 type L i s t H a n d l e = IORef L i s t
E a estrutura para a tabela hash:
1 data S l o t = L i s t a { l i s t : : L i s t H a n d l e} | N i l
2 d e r i v i n g ( Eq )
3 type Bucke t s = Array I n t ( IORef S l o t )
4 data HTable = TH
5 {
6 b u c k e t s : : IORef Buckets ,
7 n e l e m e n s : : IORef Int ,
8 l e n t a b : : IORef I n t
9 }
Quando uma tabela hash e´ criada, ela tem somente o bucket zero inicializado, ou seja,
o bucket zero aponta para a guarda zero que e´ o head da lista.
1 newHash : : I n t −> IO ( HTable )
2 newHash tam = do
3 x <− r e p l i c a t e M tam ( newIORef N i l )
4 l e t a r r a y H a s h = l i s t A r r a y ( 0 , tam−1) x
5 l e t f i r s t = a r r a y H a s h ! 0
6 h e a d L i s t <− newLis t
7 w r i t e I O R e f f i r s t L i s t a { l i s t = h e a d L i s t}
8 b u c k e t s <− newIORef a r r a y H a s h
9 n e l e m e n s <− newIORef 0
10 l e n t a b <− newIORef tam
11 re turn (TH b u c k e t s n e l e m e n s l e n t a b )
Os buckets restantes va˜o sendo inicializados conforme a requisic¸a˜o da utilizac¸a˜o dos
mesmos. Para cada bucket inicializado, uma nova guarda e´ inserida na lista encadeada e o
bucket correspondente passa a apontar para a mesma. Esta inicializac¸a˜o e´ realizada atrave´s
de um me´todo chamado split-ordered keys [9], onde cada bucket e´ inicializado atrave´s de
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chamadas recursivas ate´ encontrar um bucket que ja´ esteja inicializado. Ao encontrar tal
bucket, este insere a guarda referente na lista encadeada e passa esta guarda como refereˆncia
para a inserc¸a˜o do pro´ximo bucket.
1 i n i t i a l i z e G u a r d : : Bucke t s −> I n t −> I n t −> IO L i s t H a n d l e
2 i n i t i a l i z e G u a r d s l o t s l enTab guardVa l = do
3 x <− r eadIORef $ s l o t s ! s e a r c h P a r e n t l enTab guardVa l
4 case x of
5 L i s t a { l i s t = l i s t a } −> do
6 i n v e r s e V a l <− r e v e r s e B i t s gua rdVa l
7 a <− addGuardToLis t l i s t a i n v e r s e V a l
8 a tomicWr i t e IORef ( s l o t s ! gua rdVa l ) ( L i s t a { l i s t =a})
9 re turn a
10 N i l −> do
11 newGuard <− i n i t i a l i z e G u a r d s l o t s l enTab $ s e a r c h P a r e n t l enTab
guardVa l
12 i n v e r s e V a l <− r e v e r s e B i t s gua rdVa l
13 a <− addGuardToLis t newGuard i n v e r s e V a l
14 a tomicWr i t e IORef ( s l o t s ! gua rdVa l ) ( L i s t a { l i s t =a})
15 re turn a
Outro item importante da implementac¸a˜o e´ a utilizac¸a˜o de FFI (Haskell Foreing Func-
tion Interface) [10], para a func¸a˜o reverseBits.
1 f o r e i g n import c c a l l s a f e r e v e r s e B i t s : : I n t −> IO Word
Esta chamada a uma func¸a˜o de uma linguagem de mais baixo nı´vel tornou-se ne-
cessa´ria devido a na˜o se ter achado uma implementac¸a˜o de inversa˜o de bits em Haskell que
fosse eficiente o suficiente. Atrave´s de ana´lise do tempo de execuc¸a˜o, observou-se que algu-
mas das func¸o˜es chegavam a ocupar 66% do tempo total de execuc¸a˜o do co´digo, reduzindo
em muito o desempenho da tabela.
A implementac¸a˜o deste algoritmo usando STM foi a simples troca do tipo das varia´veis
IORef para TVar, e alguma reduc¸a˜o no algoritmo de sincronizac¸a˜o, visto que esta e´ garan-
tida pelo sistema transacional.
1 data L i s t = Node { v a l : : Word , next : : TVar ( L i s t )}
2 | DelNode {next : : TVar ( L i s t )}
3 | Nul l
4 | Guard { v a l : : Word , next : : TVar ( L i s t )}
5 type L i s t H a n d l e = TVar L i s t
1 data S l o t = L i s t a { l i s t : : L i s t H a n d l e} | N i l
2 type Bucke t s = Array I n t ( TVar S l o t )
3
4 data HTable = TH
5 {
6 b u c k e t s : : TVar Buckets ,
7 n e l e m e n s : : TVar Int ,
8 l e n t a b : : TVar I n t
9 }
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4 Resultados
Para a realizac¸a˜o dos testes foi utilizado um computador com processador core i7 de
8 cores (4 fı´sicos + 4 Hyperthreading), com 8Gb RAM e Sistema Operacional Ubuntu 14.04
64Bits. O compilador Haskell utilizado foi o ghc 7.6.3 com STM 2.4.2. Foram realizados
30 testes com cada implementac¸a˜o, variando o nu´mero de threads de 1 a 16 em poteˆncias
de 2, sendo que ate´ 8, uma thread por core. Foram realizadas 1 milha˜o de operac¸o˜es na
tabela, sendo 10% inserc¸o˜es, 10% delec¸o˜es e 80% consultas, conforme estatı´sticas de uso [1].
Tambe´m foram executados testes realizando 80% inserc¸o˜es, 10% delec¸o˜es e 10% consultas
para testar a sobrecarga de alterac¸o˜es na tabela. Os testes realizados foram sobre as seguintes
implementac¸o˜es:
• Global lock MVar: implementac¸a˜o de hash usando lock global, (Sec¸a˜o 3.1);
• Global using STM: mesma implementac¸a˜o anterior usando memo´rias transacionais.
(Sec¸a˜o 3.1);
• Block MVar: tabela usando algoritmo de lock em bloco. (Sec¸a˜o 3.2);
• Fine using MVar: algoritmo de lock fino. (Sec¸a˜o 3.3);
• Fine using STM: implementac¸a˜o de gra˜o fino usando memo´rias transacionais. (Sec¸a˜o 3.3);
• CAS: implementac¸a˜o da hash lock-free usando IORef. (Sec¸a˜o 3.4);
• CAS using STM: implementac¸a˜o onde todas as IORef foram substituı´das por TVAr.
(Sec¸a˜o 3.4).
Uma implementac¸a˜o sequencial de tabela hash foi implementada para fins de comparac¸a˜o.
Esta implementac¸a˜o usa como base o algoritmo Global lock MVar, pore´m sem nenhum meio
de sincronizac¸a˜o (i.e. MVar, IORef ou STM). Essa implementac¸a˜o sequencial e´ pura, ou
seja livre de efeitos colaterais, sendo assim livre de qualquer overhead imposto pelos meios
de sincronizac¸a˜o.
A Figura 2 apresenta os resultados dos tempos de execuc¸a˜o das aplicac¸o˜es, onde o
eixo das abscissas representa o nu´mero de cores utilizado e o eixo das ordenadas o tempo de
execuc¸a˜o em segundos em escala logarı´tmica, sendo as Figuras 2(a) os tempos de execuc¸a˜o
realizando 80% consultas e a Figura 2(b) considerando 10% de consultas. As Figuras 3(a)
e 3(b) representam os gra´ficos de escalabilidade das implementac¸o˜es, sendo o SpeedUp de
cada algoritmo com base na execuc¸a˜o do algoritmo sequencial.
Como esperado a implementac¸a˜o Global lock MVar que usa a te´cnica de lock global
com mais de uma thread apresentou perda de desempenho devido ao gargalo serial gerado
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pelo u´nico lock que protege a tabela. Ja´ a implementac¸a˜o Global using STM, quando a carga
de trabalho foi pequena, caso em que 10% eram inserc¸o˜es, a aplicac¸a˜o chegou a ganhar certo
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Figura 2. Tempos de execuc¸a˜o para todas as implementac¸o˜es de tabela hash
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desempenho ate´ 4 threads. Esse desempenho esta´ relacionado ao fato de que transac¸o˜es que
na˜o modificam o estado do programa na˜o geram conflitos. Assim como 80% das operac¸o˜es
neste caso eram consultas, as mesmas na˜o alteram o estado da tabela e assim conseguiu-se
um pouco de desempenho. Quando aumentamos a carga de trabalho para 80% de inserc¸o˜es
o desempenho desta aplicac¸a˜o ficou comprometido, isso devido ao nu´mero de conflitos ter
aumentado.
Pode-se observar pelos gra´ficos das Figuras 2(a) e (b) que, conforme aumentou-se o
nu´mero de cores, com excec¸a˜o da versa˜o utilizando lock global(Global Lock MVar), todas
as implementac¸o˜es apresentaram ganho de desempenho ate´ quatro cores. Ao chegar em oito
cores as u´nicas implementac¸o˜es que conseguiram manter um tempo de execuc¸a˜o baixo foram
Fine using MVar, Fine using STM e CAS. Nestas implementac¸o˜es ao aumentarmos o nu´mero
de inserc¸o˜es na tabela, as mesmas na˜o sofreram uma alterac¸a˜o que fosse a se considerar,
ficando todas com o tempo de execuc¸a˜o parecidos quando a carga de modificac¸o˜es na tabela
era pequena.
Na implementac¸a˜o Block MVar, o tempo de execuc¸a˜o da aplicac¸a˜o chegou a ser mais
baixo que o da te´cnica usando Fine using MVar ate´ 4 cores. Essa diferenc¸a de tempo se da´
principalmente pelo fato de o algoritmo de aquisic¸a˜o dos locks e de duplicac¸a˜o da tabela se-
rem mais simples do que os da Fine using MVar. Apos 4 cores a aplicac¸a˜o perde desempenho
devido ao gargalo gerado pelo limitado nu´mero de locks.
As implementac¸o˜es Fine using MVar e CAS apresentaram tempos de execuc¸a˜o pare-
cidos, isso se da´ pelo fato de que o overhead gerado pela complexidade do algoritmo para
a correta sincronizac¸a˜o na aplicac¸a˜o usando CAS e o overhead para a duplicac¸a˜o da tabela
na aplicac¸a˜o Fine using MVar terem sido parecidos. Ja´ na implementac¸a˜o CAS using STM,
o baixo desempenho esta´ ligado principalmente na ocorreˆncia de falsos conflitos que sa˜o
gerados na lista encadeada, o que acabou levando ao baixo desempenho da aplicac¸a˜o, este
problema pode ser visto em detalhes na Sec¸a˜o 3.3 em [11].
A aplicac¸a˜o que apresentou o menor tempo de execuc¸a˜o em ambos os testes foi a
Fine using STM. O algoritmo usado nesta aplicac¸a˜o (Sec¸a˜o 3.3), possuı´a particularidades que
permitiam que fosse implementado com caracterı´sticas que favoreciam a utilizac¸a˜o de STM,
se mostrando o de mais simples implementac¸a˜o (com exec¸a˜o das implementac¸o˜es usando a
te´cnica global) e de melhor desempenho.
Conforme pode-se observar pelos gra´ficos das Figuras 3(a) e 3(b), as implementac¸o˜es
que se apresentaram mais escala´veis foram Fine using MVar, Fine using TVar e CAS. Sendo
que estas comec¸am a apresentar escalabilidade a partir de 4 cores, isso pelo fato de a distribuic¸a˜o
do trabalho compensar o overhead imposto pelos meios de sincronizac¸a˜o.
Com excec¸a˜o das aplicac¸o˜es Global lock MVar,Global using STM, Block MVar e CAS
using STM, os testes ficaram com desvio padra˜o igual ou abaixo de 0.03, o que demostra que
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a me´dia dos valores de tempo se encontram dentro dos valores mensurados.
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Figura 3. Speedup de todas as implementac¸o˜es.
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5 Trabalhos Relacionados
No trabalho desenvolvido em [4], foi exposta a inexisteˆncia de tabelas hash concorren-
tes para Haskell. A alternativa utilizada neste trabalho foi usar um lock global para proteger
uma estrutura do tipo Data.Map, que sa˜o estruturas de dados presentes em Haskell mas que
na˜o sa˜o concorrentes. Para o trabalho em questa˜o o overhead imposto por este lock global
na˜o foi impactante. Isto porque a estrutura armazenava um quantidade mı´nima de dados.
Neste trabalho, na tentativa de reduzir a contenc¸a˜o gerada pelos locks na tabela, tentou-se au-
mentar ao ma´ximo a granularidade destes, ao ponto de explorar-se tambe´m a na˜o utilizac¸a˜o
dos mesmos, implementando uma tabela lock free.
Em [5] sa˜o implementadas listas encadeadas na abordagem de diferentes algoritmos
concorrentes e usando as mesmas primitivas apresentadas neste trabalho. Neste e´ apresentado
que a implementac¸a˜o usando IORef com atomicModifyIORef foi a que mostrou melho-
res resultados, mas que a utilizando STM e´ a mais atrativa pela facilidade de implementac¸a˜o
e pela garantia de corretude, visto que as implementac¸o˜es usando IORef sa˜o complexas e
dispendem de testes crı´ticos para provar sua corretude. A implementac¸a˜o da lista encadeada
na˜o bloqueante da Sec¸a˜o 3.4 usou como base este algoritmo mas com modificac¸o˜es, pois era
necessa´rio uma lista ordenada e com a inclusa˜o das guardas para as refereˆncias aos buckets,
o que resultou em uma modificac¸a˜o considera´vel do algoritmo original.
No trabalho de [12], e´ apresentada a implementac¸a˜o de um channel. Channel e´ uma
tipo abstrato que representa uma estrutura do tipo FIFO. Para a implementac¸a˜o deste, os
autores usam MVars para realizar a protec¸a˜o em uma espe´cie de lista encadeada. Cada
posic¸a˜o da lista e´ protegida por um MVar e cada extremidade desta lista tambe´m possui uma
MVar para acesso a lista. Neste trabalho na˜o sa˜o apresentados resultados de performace desta
channel e nem mesmo outros tipos de abstrac¸a˜o para a sincronizac¸a˜o sa˜o utilizados.
Ja´ em [13] e´ demostrada a implementac¸a˜o de um ArrayBlockingQueue, uma estrutura
de dados ja presente em Java e´ que foi implementada em Haskell usando duas abstrac¸o˜es
(MVar e STM), para comparac¸a˜o de desempenho. Os autores mostram que a implementac¸a˜o
utilizando STM foi a que apresentou melhores desempenhos. Pore´m, os autores na˜o utilizam
a te´cnica com CAS, IORef + atomicModfyIORef, onde possivelmente seriam reduzidos os
efeitos da contenc¸a˜o gerada pelo uso de MVar, com isso possivelmente apresentando melho-
res resultados.
Em [14] e´ apresentado um conjunto de benchmarks (STM Haskell Benchmark) uti-
lizados para testar a eficieˆncia de aplicac¸o˜es utilizando STM Haskell. Dentre as aplicac¸o˜es
que constam neste benchmark, duas estrutura de dados concorrentes sa˜o apresentadas, que
sa˜o uma lista encadeada e uma a´rvore de busca. Ambas as aplicac¸o˜es foram implementa-
das somente usando STM, nenhuma outra primitiva de sincronizac¸a˜o e´ utilizada para fins de
comparac¸a˜o. Em nosso trabalho usamos diferentes modelos de sincronizac¸a˜o, realizando uma
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comparac¸a˜o de qual modelo e´ mais simples de usar e qual apresenta melhor desempenho.
6 Concluso˜es e trabalhos futuros
Neste trabalho, foram exploradas diferentes alternativas para a implementac¸a˜o de ta-
belas hash em Haskell. As implementac¸o˜es de tabela hash Block MVar, Fine using MVar,
Fine using STM e CAS foram as que apresentaram melhor desempenho ate´ 4 threads isso se
da´ pelo fato destes algoritmos explorarem melhor a concorreˆncia dos recursos disponı´veis.
Na implementac¸a˜o Block MVar ganhamos desempenho porque o gargalo gerado pelo baixo
nu´mero de locks protegendo a tabela foi compensado pela baixa complexidade na duplicac¸a˜o
da tabela. A aplicac¸a˜o Fine using MVar apresentou comportamento distinto, o baixo gargalo
devido a granularidade fina nos locks foi descompensada pela complexidade na duplicac¸a˜o da
tabela, o que acabou levando a um tempo de execuc¸a˜o parecido ao da implementac¸a˜o Block
MVar.
A implementac¸a˜o CAS, devido ao custo imposto pelo algoritmo de sincronizac¸a˜o le-
vou a um desempenho parecido com as de Block MVar e Fine using MVar. Esta complexidade
se torna um item a ser ressaltado, pois implementac¸o˜es mais simples como a de Block MVar
acabaram apresentando menor tempo de execuc¸a˜o em alguns casos. Cabe salientar que a
aplicac¸a˜o CAS foi a que se apresentou melhor escalabilidade. Esta aplicac¸a˜o em um ma´quina
com mais recursos podera´ apresentar melhores resultados.
O resultado que mais se destacou foi o da implementac¸a˜o usando a te´cnica Fine using
STM que ate´ 8 threads apresentou ganho de desempenho e menor tempo de execuc¸a˜o, apesar
de na˜o ter a melhor escalabilidade. Com este resultado aliado a facilidade de implementac¸a˜o
desta aplicac¸a˜o, este algoritmo e´ um a ser relevado a sua utilizac¸a˜o.
Como trabalhos futuros pretende-se realizar mais testes variando o tamanho inicial da
tabela e tambe´m utilizando a mesma sobre diferentes condic¸o˜es. Tambe´m pretende-se publi-
car as implementac¸o˜es que apresentarem melhor desempenho como uma biblioteca de hash
concorrente para Haskell, visto que a linguagem na˜o possui tabelas hash concorrentes [4].
Os co´digos fontes das tabelas do presente trabalho e tambe´m as verso˜es polimo´rficas
podem ser encontradas em http://lups.inf.ufpel.edu.br/˜pilla/bench hash haskell.tgz.
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