ABSTRACT
INTRODUCTION
In many current applications such as multimedia, the memory system has been demonstrated to be the main power-consuming unit. Thus, a significant effort has been invested in reducing the power of CMOS RAM chips using circuit and architectural techniques. For DRAM's, the main techniques used to reduce power are partial activation of multi-divided arrays (both for word-line and bit-line), half-VDD precharging, and lowering operating voltage using external power supply reduction [4] [5]. The techniques used in SRAM's are of particular interest due to the large SRAM-based on-chip cache structures employed in current processors. Partially activating a divided bit and word lines, isolating the sense amplifier from the bit line, pulsing the word driver and column circuitry, reducing the bit/word-line swings, and charge recycling in the I10 buffer are some of the techniques that can reduce the SRAM power consumption [4] [5].
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In [1] , an automatic-power-save architecture, a pulsed word technique and an isolated bit line technique reduced the power dissipation of the cache memory to almost 60% at a frequency of 60MHz and to 20% at 10MHz by these techniques for 0.5Micron technology, 3.3V VDD. In [2] , a novel hierarchical divided bitline approach for reducing active power in SRAMs by reducing bit-line capacitance was introduced. This approach was found to reduce the power consumption by 50-60%. In this paper, we apply a combination of divided bit-line approach and the isolated bitline approach along with the pulsed word-line technique [3] in reducing the power consumption in SRAM caches. In addition, we investigate the design of low power decoder designs for the cache. Various decoder designs have been investigated [6, 7] for speed and power in the past. In this paper, we analyze six different decoder structures for their power efficiency.
The rest of the paper is organized as follows. Section 2 details the design of the different components of the SRAM structure for the different optimizations. The cache power result for the different combination of optimizations is presented in section 3. Finally, we close with conclusions.
SRAM POWER REDUCTION TECHNIQUES
The floorplan of basic cache block is shown in (Fig. 1) . The core is a matrix of standard 6-transistor SRAM cells. Rows are the word lines and columns include the bit lines. In this work the core's columns were initially divided into smaller chunks (divided bit line (DBL) (Fig. 2) ) [2, 6] ; however, the rows remained continuous. DBL enhances the read/write speed of the circuit as the long bit lines are split into shorter ones and the bit line capacitances are decreased. This eventually reduces the power consumption significantly.
DBL also allows us to split the row decoders as only one segment needs to be activated at a time and the rest of the segments can be kept idle. It will be explained later in this paper that splitting the decoder will reduce the decoder power consumption. The decoder is a multi stage structure constructed of basic blocks, which were made of dynamic 3-input hand gates. It provides pulsed outputs. This way allows controlling the word line drivers, which enables us to implement the Pulsed Word Line (PWL) scheme with no additional hardware overhead. The idea of PWL is to minimize the duration of active input on word lines by deactivating the word lines (and SRAM cells) before the bit line voltages make a full swing. This leads to a reduced power consumption and enhanced speed.
The last technique used in this work is the Isolated Bit line Scheme (IBL). Sense amplifiers are included in the memory-readcircuitry to speed up the read operation. Here, the sense amplifiers attached to the bit lines are isolated after they detect a sufficient voltage difference on the bit line and bit line/. This prevents a full swing on the entire bit line and saves energy. The sense amplifiers are also isolated from the bit lines during the entire write operation.
Decoder
The speed of the row decoder has a great impact on memory performance [6] . The row decoder drives the word lines of the SRAM array. At each read/write operation only one driver is active, making the SRAM cells connected to the corresponding word line accessible. The pulsed word line scheme (PWL) can be implemented by gating the outputs of standard decoders with a control enable pulse (from the sensing of voltage swings on the bit lines), which limits the duration of active output signals. In our design, the PWL control is integrated in the row decoder design by use of dynamic logic. 
R e a d / W rite Circuit

Basic Decoder
Using fast, low power basic gates, can greatly optimize the delay and power consumption of the decoder. (Fig. 3) shows schematics of different core 3-input gates, which were used to build basic 3x8 decoders. In (Fig. 4) comparison between the hspice simulation results of all schematics is presented. The schemes used are as follows: a) CMOS Nand, b) Dynamic Nand, c) Skewed Nand, d) CMOS Nor, e) Dynamic Nor, tf) Skewed Nor. Dynamic Nands with shared NMOS and PMOS transistors consume the least amount of power as they disconnect the direct VDD/GND path all the time [9] . Based on these results and according to dynamic gates' behavior 3X8 basic decoders were built using 3-input dynamic nand gate.
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Total Structure
The complete decoder can be implemented by cascading the basic 3X8 decoders in multi stages (based on the size of the decoder). (Fig. 5) shows a sample 6x64 decoder. Basic decoders are 3X8 decoders explained in the previous part. A zero voltage on precharge input of the first stage grounds all the outputs of the first stage connected to the precharge input of the second stage decoders and consequently all the final outputs. When the precharge is at high voltage only one output of the first stage is going high. Hence, only one single output of the final stage will be active. This keeps the other components of the second stage idle and as no switching occurs in them they consume very little power. An example is shown in (Fig. 5) . For an address ranging between 000000 and 000111 only the mentioned components are switching and the rest of the circuit sits idle. This way the dynamic power is minimized, while controllable pulses are generated at the output (for PWL). 
Memory Core: Bit Line Architecture
An overall view of the bit line structure used in this work is shown in (Fig. 6 ). Each column includes the following parts:
2.2.] SRAM
Generic 6-transistor SRAM cells (Fig. 7) [9] were used as memory core cells. They are costly and occupy large areas, but they are widely used due to important advantages including higher speed and less static current (consequently less power consumption).
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Pre charge Logic and Column MUX
A pair of pull up transistors per each column was used in the design [8] . The pull up transistors are turned on before each read/write operation precharging both the bit line and bit line/to a high voltage and then will be switched off at the beginning of the operation leaving the bit lines at the same voltage. During the operation either bit line or bit line/ will have a voltage swing while the other one will stay at precharge level voltage.
While a precharge operation is performed the column MUX's disconnect the bit lines from the read/write circuitry. This minimizes the occurrence of direct Vdd/Gnd paths in the column, which is one of the major sources of power consumption in every circuit. However, this is not the major task of the column MUX. Column MUX's are basically used to avoid duplicating the read/write circuitry for all bit lines. A simple tree MUX was used in this work,
2,2.3 Read Circuitry
Sense Amplifier: During the read operation the voltage on one of the bit line or bit line/will slightly start droping. A full swing on the line is rather a slow operation. Hence, sense amplifiers are used to sense the slight voltage difference and amplify it to a correct data value. Additional stages can boost the speed of read operation significantly [8] . A two stage sense amplifier was used (Fig. 8 ) in this work.
Isolation Transistors:
In IBL scheme a pair of isolation transistors are used to disconnect the sense amplifier from the bit lines by the time the correct data is detected. This technique reduces the read power as it prevents the complete swing on the hit lines. It also disconnects the sense amplifiers from the bit lines during write operation as they are not needed. Generally the isolation transistors can be turned off after a minimum 10% voltage difference is sensed between the lines. 
Write Circuitry
Two pass transistors controlled by WB and WB/signals are the devices used to control write operation. The two mentioned signals are assumed to be generated by a control unit not included in memory circuitry [8] . As mentioned, before the beginning of write operation both bit line and bit line/are precharged and all the word lines are grounded. During the data write operation only one of the two signals is active and the connected pass transistor grounds the relative line forcing a zero voltage to that line. Depending on whether bit line or bit line/is grounded a "zero" or "one" value will be written into the active SRAM cell respectively.
Cache Power Characterization
The layout of different memory optimizations was implemented by magic design tools in 0.35Micron technology and simulated using Avant! Hspice (100 MHz frequency and power supply voltage of 3.3 V). Initially DBL, IBL and PWL schemes were implemented. (Fig. 9) shows the percentage of average power consumed by each subcomponent during different operations. Operations are listed in (Table 1) . The results shown were averaged over simulations performed on different SRAM configurations ranging between 64, 128, 256 bits (bit line size) and 1, 2 and 4 bits (word line size). (Table 1) different schemes are 29%, 32% and 52% using (IBL+PWL), (DBL+PWL) and (DBL+IBL+PWL) respectively. The power savings obtained using the IBL and DBL techniques are much less as compared to [ 1 ] and [2] due to the smaller size of our cell array and the decoder power is more significant in our design. Also, we observe a potential for more optimizations by combination of different circuit optimizations. (Table 1) .
According to (Fig 9) the major amount of power is consumed by cell array. The amount of cell power consumption is different in each access according to the operation (Read/Write) and the values ('0'/'1'). (Fig. 10) shows the power consumed by each single cell (6-transistor SRAM) in the core during different operations. The characterizing information provided in this figure can serve as useful information for modeling high-level cache power models for the 0.35Micron designs.
POWER SAVINGS
( Fig.11) shows the average power consumed by a 256*2 SRAM with different memory power reduction schemes and compare them for different operations listed in (Tablel). PWL is initially implemented in all schemes. The average power savings gained by
CONCLUSION
The effectiveness of combinations of different low power RAM design circuit techniques that included the divided bit line (DBL), pulsed word line (PWL) and isolated bit line (IBL) strategies was investigated. A series of different size SRAM's using these techniques was implemented in 0.35Micron, 3.3V technology and simulated at 100MHz frequency. It is observed that the power reduces by 29%, 32% and 52% over an unoptimized SRAM design when (PWL+IBL), (PWL+DBL) and (PWL+IBL+DBL) are used in a 256*2 size SRAM.
