Abstract. We consider a differential model describing nonisothermal fast phase separation processes taking place in a three-dimensional bounded domain. This model consists of a viscous Cahn-Hilliard equation characterized by the presence of an inertial term χ tt , χ being the order parameter, which is linearly coupled with an evolution equation for the (relative) temperature ϑ. The latter can be of hyperbolic type if the CattaneoMaxwell heat conduction law is assumed. The state variables and the chemical potential are subject to the homogeneous Neumann boundary conditions. We first provide conditions which ensure the well-posedness of the initial and boundary value problem. Then, we prove that the corresponding dynamical system is dissipative and possesses a global attractor. Moreover, assuming that the nonlinear potential is real analytic, we establish that each trajectory converges to a single steady state by using a suitable version of the Lojasiewicz-Simon inequality. We also obtain an estimate of the decay rate to equilibrium.
Introduction
Consider a bounded domain Ω ⊂ R 3 with smooth boundary ∂Ω which contains, for any time t ≥ 0, a two-phase system subject to nonisothermal phase separation. A well-known evolution system which describes this kind of process is (see [8] , cf. also [7] ) (1.1) (ϑ + χ) t − ∆ϑ = 0, χ t − ∆(−∆χ + φ(χ) − ϑ) = 0,
in Ω × (0, ∞). Here ϑ denotes the (relative) temperature around a given critical one, χ represents the order parameter (or phase-field) and φ is the derivative of a suitable smooth double well potential (e.g., φ(r) = r 3 − ar, a > 0). For the sake of simplicity, all the constants have been set equal to one.
In the isothermal case, the following singular perturbation of Cahn-Hilliard equation has been examined in several papers (see [6, 13, 20, 21, 52 , 53] and references therein) (1.2) εχ tt + χ t − ∆(−∆χ + αχ t + φ(χ)) = 0, where ε > 0 is a small inertial parameter and α ≥ 0 is a viscosity coefficient. The inertial term εχ tt accounts for fast phase separation processes (see, e.g., [19] ), while the motivations for introducing the viscous term αχ t are detailed in [38] . The above quoted works are concerned with the analysis of the infinite-dimensional dissipative dynamical system generated by (1.2) endowed with suitable boundary conditions. We recall that the case α = 0 has been analyzed so far in one spatial dimension only, since in two and three dimensions, uniqueness and smoothness of solutions are still open issues (see however [45] ).
In this paper we consider equation (1.2) in the nonisothermal case, namely, Observe that the standard Fourier law is obtained when σ = 0. Otherwise, we have the so-called Maxwell-Cattaneo heat conduction law which entails that ϑ propagates at finite speed (see, e.g., [25, 26, 27] and their references). System (1.3) is subject to the initial conditions where n stands for the outward normal derivative and · indicates the usual Euclidean scalar product. Observe that (1.3) reduces to (1.1) when ε = α = 0. Moreover, note that (1.5) are equivalent to assume the first two conditions and ∇u · n = 0, where u = −∆χ + αχ t + φ(χ) − ϑ is the so-called chemical potential.
Here we want to demonstrate first that problem (1.3)-(1.5) is well posed. Thus we can construct a strongly continuous semigroup S σ (t) on an appropriate phase-space. This semigroup possesses a bounded absorbing set which is compact in the phase-space if σ = 0, otherwise we show the existence of a compact exponentially attracting set which entails the asymptotic compactness of S σ (t). The latter result is based on a recent decomposition of the solution semigroup devised in [39] . Therefore, for any σ ≥ 0, we deduce that S σ (t) possesses a (smooth) global attractor. Taking advantage of these results, we can also deduce that any trajectory originating from the phase-space is precompact. Then, we can proceed to analyze the asymptotic behavior of a single trajectory. More precisely, we show that if φ is real analytic, then any (weak) solution (ϑ(t), σq(t), χ(t)) converges, as t goes to ∞, to a single equilibrium, namely, to a triplet (ϑ ∞ , 0, χ ∞ ), where ϑ ∞ and χ ∞ satisfy (1.6)
This result is obtained by exploiting a well-known technique originated from some works of S. Lojasiewicz [35, 36] and then refined by L. Simon [46] . We recall that, in more than one spatial dimension, the structure of the set of solutions to (1.6) may contain a continuum of solutions if Ω is a ball or an annulus (cf., e.g., [29] and references therein). If this is the case, it is nontrivial to decide whether or not a given trajectory converges to a single stationary state. Moreover, this might not happen even for finite-dimensional dynamical systems (cf. [5] ) and there are negative results for semilinear parabolic equations with smooth nonlinearities (see [40, 41] ). During the last years, the Lojasiewicz-Simon technique has been modified and used by many authors (cf., e.g., [9, 10, 12, 17, 30, 31, 32, 33, 34, 50] ) to investigate a number of parabolic and hyperbolic semilinear equations with variational structure. More recently, this technique has also been used for problems with only a partial variational structure, like the phase-field systems. More precisely, nonconserved models (with or without memory effects) have been analyzed in [1, 2, 16, 22, 51] , while the case of a hyperbolic dynamics for the order parameter has been examined in [23, 48] . There are also results for nonlocal models (see [15, 24] ). Concerning the standard Cahn-Hilliard equation, convergence to stationary states has been examined in [11, 18, 42, 44, 49] , while the nonconstant temperature case, namely (1.1) with (1.5), has been first analyzed in [14] and then in [43] in the case of dynamic boundary conditions. The memory effects in the heat flux have been treated in [3, 4] for the Coleman-Gurtin law and, recently, in [37] for a generalization of the Maxwell-Cattaneo law. As we shall see, here we need a particular Lojasiewicz-Simon type inequality which is a refinement of the one proved in [18] (see Lemma 4.1 and its proof in Appendix).
Well-posedness and uniform bounds
Let H = L 2 (Ω) and H = (L 2 (Ω)) 3 . These spaces are endowed with the natural inner product ·, · and the induced norm · . For the sake of simplicity, we will assume |Ω| = 1 and ε = 1. Then, we set V = H 1 (Ω), V = (H 1 (Ω)) 3 and W = H 2 (Ω), both endowed with their standard inner products, and we define the subspace of H of the null mean functions H 0 = {v ∈ H : v, 1 = 0}. We also introduce the linear nonnegative operator A = −∆ : D(A) ⊂ H → H 0 with domain D(A) = {v ∈ W : ∇v · n = 0, on ∂Ω}, and denote by A 0 its restriction to H 0 . Note that A 0 is a positive linear operator; hence, for any r ∈ R, we can define its powers A r and, consequently, set V 
× H, endowed with the following norms, respectively,
if σ > 0. Otherwise, we simply set
Our assumptions on the function φ and on the potential Φ, defined by
are the following
∀ ς ∈ R, there exist c 2 > 0 and c 3 ≥ 0 such that (2.4)
for some positive constants c 0 , c 1 , c 4 . Here c 2 and c 3 continuously depend on ς.
We now rewrite system (1.3) together with (1.5) in the following form (2.6)
for all v ∈ V , v ∈ V 0 , and w ∈ D(A), endowed with initial conditions (1.4). Let us prove
the Cauchy problem (2.6)-(1.4) has a (weak) solution (θ, χ) with the following properties
and there exists a positive constant C, depending on the norms of the initial data and on φ, such that, for all t ≥ 0,
If α > 0, then the solution is unique and the following bound holds
Moreover, for any fixed
for some positive constants C(R) and K, both independent of T , where
Proof. We first show inequality (2.16) arguing formally. This argument can be made rigorous within a Faedo-Galerkin scheme and it suffices to prove the existence of a solution for all α ≥ 0. From now on C will denote a generic positive constant which depends on φ and on the spatial averages of the initial data, at most. If a solution exists, then it is easy to show the validity of (2.17), due to the boundary conditions (1.5). Moreover, we have
Let us set now
and rewrite problem (2.6) in the form
and w ∈ D(A).
Let us take v =θ in the first equation, v = q in the second equation, and w = A −1 0 (χ t + βχ), where β > 0 will be chosen small enough. Adding together the resulting identities, we get
(2.23)
Observe that, using (2.4) with ς = χ, 1 , we deduce
for some C 1 > 0, while, on account of (2.3), we infer
Hence, using (2.1), we have
Then, taking (2.17) and (2.20) into account, from (2.23) we deduce
(2.27)
Let us now test the third equation of (2.22) withχ. We obtain
Moreover, in the case σ > 0, using the first two equations of (2.22), we have
Let us discuss first the case σ > 0. Then, multiply (2.28) by γ 1 and (2.29) by −γ 2 , γ 1 > 0 and γ 2 > 0 to be chosen later, and sum both the obtained expressions to (2.27) . Note also that, by the Poincaré inequality and (2.5), for some κ 1 > 0 depending only on Ω, we have
Additionally, for some κ 2 > 0 depending also only on Ω, we get
Then, let us introduce the functional
and, recalling (2.30) and (2.31), let us choose, in turn, γ 2 so small that
and then β and γ 1 so small that β ≤ 1/2, γ 1 c 4 ≤ β/4, and (
Moreover, possibly choosing a smaller γ 2 (and consequently smaller β and γ 1 ), we find
On the other hand, on account of (2.1), (2.2) and (2.7)-(2.10), and recalling notation (2.21), we find R 0 > 0 such that
Using then [20, Lemma 2.1], we deduce that there exists
where R is independent of R 0 . Thus, recalling (2.34), we deduce that
Hσ ≤ C(R 0 ), for all t ∈ [0, ∞). On account of (2.20) and (2.35), taking β = 0 in (2.23), integrating from t to T and letting T go to ∞ we also get the integral control (2.36)
Then, using (2.35) and (2.36), from (2.29) we deduce
so that (2.16) is proved. In addition, integrating (2.33) from t to t+ 1, we then find (2.18). The case σ = 0 is simpler. We can take the functional
and observe that
Then we can argue as above.
Estimate (2.19) is standard, provided that α > 0. Indeed, it suffices to write down problem (2.6) for the difference of two solutions (ϑ i , q i , χ i ), i = 1, 2, and then multiply the first equation by ϑ 1 − ϑ 2 , the second one by q 1 − q 2 , and the third one by A
Using the Gronwall lemma and taking (2.2) into account, one easily gets the wanted estimate (see, e.g., [6] or [20] for the isothermal case).
From Theorem 2.1 and its proof we deduce that, letting
for some δ ≥ 0, endowed with the metric induced by the norm of H σ , and setting
Precompactness of trajectories and global attractor
Here we prove 4) given by Theorem 2.1, the orbit t≥0 (ϑ(t), q(t), χ(t), χ t (t)) is precompact in H σ . Moreover, there holds
as t goes to ∞, and the ω-limit set ω(ϑ 0 , q 0 , χ 0 , χ 1 ) consists only of equilibrium points of the form (ϑ ∞ , 0, χ ∞ , 0) where (ϑ ∞ , χ ∞ ) satisfies (1.6). Similar results hold when σ = 0.
Proof. On account of [39] , observe first that, thanks to (2.2), (2.5), and (2.16), we can choose ℓ ≥ c 4 large enough, and depending on the norms of the initial data, such that
for all z ∈ V and every t ≥ 0. Consequently, we set
Then, we split the solution to (2.6) in this way
where (3.5)
in Ω, and (3.6)
for all v ∈ V , v ∈ V 0 , and w ∈ D(A).
We shall prove that (ϑ
) exponentially decays at 0 in H σ as t goes to ∞, while (ϑ c , q c , χ c , χ c t ) is bounded in a space which is compactly embedded in H σ , uniformly in time.
Let us prove first that, for any t ≥ s ≥ 0 and every ̟ > 0, there holds
This estimate combined with (2.16) will allow us to use a suitable version of the Gronwall Lemma (see [39, Lemma 5] ). Let us take v =θ c in the first equation of (3.6), v = q c in the second equation, and w = A −1 0χ c t in the third one. Then we obtain
Here Ψ is a primitive of ψ. Observe first that it is not difficult to realize that an estimate similar to (2.16) holds for (ϑ c , q c , χ c , χ c t ) as well. Therefore, on account of (2.2) and (2.20), we have, for any ̟ > 0 and any t ≥ 0,
Therefore, (3.7) follows from integrating (3.8) with respect to time from s to t, using the above inequality and (2.16), recalling that α > 0, and observing that (cf. (2.20))
In order to prove the exponential decay of (ϑ 
Observe that, owing to (2.1), (2.16), and (2.20), we have
On the other hand, setting
and observing that (cf. (2.5) and (3.4))
we have that, for β and γ small enough,
Moreover, possibly choosing β and γ smaller than before, and using (3.11), from (3.10) we infer
Thus, on account of (2.16) and (3.7), we can apply [39, Lemma 5] and deduce the exponential decay of Λ d , so that (cf. (2.20) and (3.12))
Moreover, taking w = χ d in the third equation of (3.5), we obtain (cf. (2.28))
which yields, using the Young inequality, (2.23), and (3.13),
On account of (2.36) and (3.7), we have
so that the additional bound holds
We now consider (3.6). Taking v = Aϑ c in the first equation, v = −∇∇ · q c in the second one, and adding together the resulting identities, we obtain
The second equation of (3.6) can now be written in the strong form, namely,
in Ω × (0, ∞), and, since (∇ × q c )(0) = 0, we have (∇ × q c )(t) = 0 for any t ≥ 0. Consequently, thanks to (3.19) , q c (t) V is uniformly bounded as well. Summing up, we have shown that a given trajectory originating from H σ is a sum of an exponentially decaying part and a term which belongs to a closed bounded subset of V σ . Therefore the trajectory is precompact in H σ and, due to the integral controls of (2.16) and to (2.17), we infer (3.1)-(3.3) . Finally, it is not difficult to prove that
The case σ = 0 is easier. In fact, arguing as in the isothermal case (see [6] ), we can prove the bound (ϑ(t), χ(t), χ t (t))
Hence the trajectory is precompact in H 0 and we can conclude as above.
From the proof of Theorem 3.1, we deduce that the semigroup S σ (t) has a bounded attracting set in V σ , for any σ ∈ (0, 1], while S 0 (t) has a compact absorbing set. Therefore we have (see, e.g., [28, 47] ) Corollary 3.2. For each σ ∈ [0, 1], the semigroup S σ (t) has a connected global attractor A σ which is bounded in V σ .
Remark 3.3. The above result is a first, but essential, step toward the construction of a family of exponential attractors which is stable (robust) with respect to σ and, possibly, to ε (see [20] for the isothermal case). This will be the subject of a future investigation.
Convergence to stationary states
Let us set
The version of the Lojasiewicz-Simon inequality we need is the following (see Appendix)
Lemma 4.1. Suppose that φ is real analytic and assume (2.2) and (2.5). Let v ∞ ∈ V 2 0 be such that
Then there exist ρ ∈ (0, 1 2 ), η > 0, and a positive constant L such that
Then we prove Theorem 4.2. Let the assumptions of Lemma 4.1 hold and let α > 0 and σ > 0 be fixed. If (ϑ 0 , q 0 , χ 0 , χ 1 ) satisfies (2.7)-(2.10), then the trajectory (ϑ(t), q(t), χ(t), χ t (t)) originated from (ϑ 0 , q 0 , χ 0 , χ 1 ) is such that
Moreover,
and there exists t * > 0 and a positive constant C such that
If σ = 0 a similar result hold.
Proof. Let us set σ = 1 for simplicity. On account of Theorem 3.1, we consider
and we observe first that (3.1)-(3.3) hold and (ϑ ∞ , χ ∞ ) fulfills (4.5). On account of (2.17), we can rewrite (2.22) in the form (4.8)
for all v ∈ V , v ∈ V 0 , and w ∈ D(A). Here we have set (cf. (4.1))
Arguing as in the proof of Theorem 2.1 (cf. (2.23)), we find
where L(θ(t), q(t),χ(t),χ t (t)) (4.11)
Note that, due to (2.1), (2.2), (2.16) and (4.9), there holds
using also the Young inequality. Therefore, from (4.10) we deduce
for all t ≥ 0. Then, combining (2.29) with (4.10), we obtain
for some µ > 0 to be chosen below. Following a well-known strategy (see, e.g., [34, 12] ) we consider the functional
whereφ (χ) =<φ(χ), 1 >, and we observe that
Then, from (4.13) and (4.14), using the Young inequality, we find (cf. also (4.9), (4.11), and (4.15))
for µ > 0 and ν > 0 sufficiently small, where
Let us introduce the unbounded set
≤ η 3 where η is given by Lemma 4.1. Then, for every t ∈ Σ, define
and observe that τ (t) > t, for every t ∈ Σ. Recalling (3.1)-(3.3), let t 0 ∈ Σ be large enough such that
and set
From (4.16), we have that M is decreasing, therefore it is constant on ω(ϑ 0 , q 0 , χ 0 , χ 1 ). In addition, there holds
so that |M| ρ sgn M is decreasing as well. Observe now that, for every t ∈ J 1 , thanks to (4.3) and (4.19), we have
possibly choosing µ and ν even smaller than before. Then, on account of (4.16) and (4.20), we infer
where we mean that |M(τ (t 0 ))| = 0 if τ (t 0 ) = ∞. On the other hand, we easily get
Therefore χ t (·) V * is integrable over J and 0 ≤ lim sup
Notice that, for every t ∈ J,
Suppose now that τ (t 0 ) < ∞ for any t 0 ∈ Σ. Then, by definition,
Consider an unbounded sequence {t n } n∈N ⊂ Σ with the property
By compactness, we can find a subsequence {t n k } k∈N and an element
Then, owing to (4.22) and (4.23), we deduce the contradiction
Hence, τ (t 0 ) = ∞ for some t 0 > 0 large enough and, recalling (2.20), we can deduce that χ t (·) V * is indeed integrable over (t 0 , ∞). This yields (4.6) by precompactness. On the other hand, on account of (3.1)-(3.3), (4.4) holds as well. Finally, arguing as in [23] , we can prove that (4.24)
for some t * > 0. This entails (cf. (2.20) and (4.18))
Thus we have
Recalling now (2.20), setting v = 1 in the first equation of (2.6), and integrating from t to ∞, we obtain
Therefore, integrating the first equation of (2.22) with respect to time from t ≥ t * to ∞, we deduce
so that, on account of (4.18), (4.24) , and (4.25), we infer
Therefore, rate estimate (4.7) is a consequence of (4.25)-(4.27). In the case σ = 0 we can proceed in a similar (actually, simpler) way, noting that q = −∇ϑ.
Remark 4.3. The decay estimate (4.7) for ϑ can be slightly improved. Actually, using the decomposition
we see that, by (3.13), the first term decays exponentially. Concerning the latter, one can use (3.19), (4.27) and the interpolation inequality v 2 ≤ c v V v V * , holding for all v ∈ V . Thus, (4.28) eventually gives
Appendix
This section is devoted to demonstrate Lemma 4.1. Let us introduce the functional
defined on the space V 1 0 . As before, we assume |Ω| = 1. The differential operator associated with the gradient ∂E does not conserve null mean functions. Hence the version of the Lojasiewicz theorem given in [30] is not applicable directly. This problem was solved in [18] , but [18, Assumption 5] is not exactly satisfied here. Our proof, essentially given for the reader's convenience, follows the lines of [11] based on a general version of the Lojasiewicz-Simon theorem obtained in [9] .
Proof of Lemma 4.1. We begin to observe that v ∞ satisfying (4.2) is a solution to
Moreover, v ∞ is a critical point of E on V 1 0 . Indeed, it is easy to check that, owing to our hypotheses, E is continuously differentiable on V In addition, we have 
