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I. INTRODUCCIÓN 
 
El diseño de redes de comunicación de banda ancha tradicionalmente está basado en el 
transporte señales de radiofrecuencia que parten de un origen (headend) hasta un destino 
(usuarios), para lograrlo se construye un sistema con una estructura topológica acorde con 
los requerimientos exigidos, lo que implica cierto grado de complejidad. Las redes actuales 
de comunicación prestan diferentes servicios cuyo fin es el satisfacer nuevas necesidades de 
los usuarios, incluyendo más variables al modelo que hacen que la solución sea más 
compleja [1]. 
En este trabajo se han identificado variables que tienen en cuenta la percepción del usuario 
frente al servicio y al mismo tiempo establecer un equilibrio entre los costos de inversión, 
la calidad del servicio (señal) y su confiabilidad. 
En el diseño de redes de comunicación se plantea el modelo matemático buscando 
determinar la configuración óptima que satisfaga las restricciones operativas y minimizar la 
función objetivo establecida. 
Las variables identificadas en el problema del diseño de redes de comunicación están 
relacionadas entre sí, así, la adopción de una topología específica para ofrecer los servicios 
guarda relación directa con los costos de inversión necesarios en la construcción de la 
misma. Así mismo, para garantizar un servicio que cumpla los requisitos mínimos de 
operación y la disponibilidad o confiabilidad del servicio tiene una relación directa con los 
costos de inversión. Finalmente, es necesario tener en cuenta la configuración óptima para 
no caer en configuraciones con sobre diseño cuyos costos de inversión serían prohibitivos y 
es necesario tener en cuenta el caso contrario: configuraciones de menor inversión con baja 
disponibilidad en el servicio sin cumplir con los requisitos establecidos de operación. 
A continuación se explican en forma general los conceptos involucrados en el problema de 
las redes de comunicación. 
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II. RESUMEN 
 
En esta tesis se estudió el problema de las redes de comunicación por cable y de éste 
surgieron dos propuestas de modelos matemáticos. En el primero se estudia el costo de 
inversión y la calidad de la señal. En el segundo se estudia el costo de inversión y 
confiabilidad del sistema. Estos modelos son resueltos usando los algoritmos Multiobjetivo 
VEGA (Vector Evaluated Genetic Algorithm) y NSGA II (Non-Dominated Sorting Genetic 
Algorithm). Son obtenidos resultados de excelente calidad usando sistemas de prueba de la 
vida real. La tesis tiene la siguiente organización: 
En el capítulo 1 se explican las redes de comunicación, particularmente redes de banda 
ancha o CATV y se define la topología tipo BLASTER empleada en el estudio por su 
amplio uso. Se presentan los modelos matemáticos y se describe el estado del arte y 
evolución en el diseño de las redes y la inclusión de nuevos servicios dada la demanda de 
los usuarios. Finalmente, se identifican los objetivos que serán parte del problema que 
incluyen costo de inversión, calidad de la señal y factores que determinan la confiabilidad 
en la red y el modelo matemático que se va a resolver. 
En el capítulo 2 se describe la arquitectura empleada en el problema de redes de 
comunicación por cable, la cual está basada en la conformación de nodos de usuarios y en 
donde se aprovecha a los expertos para la ubicación de componentes y la definición de 
trayectorias. 
También se definen en este capítulo los objetivos que se van a estudiar teniendo en cuenta 
sus características conflictantes: costo de inversión y la calidad de la operación, costo de 
inversión y la confiablidad en el suministro, así como sus respectivos modelos 
matemáticos y restricciones. 
En el capítulo 3 se presentan las bases teóricas de los Algoritmos Evolutivos, en los cuales 
se describe el tipo de codificación, generación de la población inicial y operadores básicos 
17 
 
del Algoritmo Genético: Selección, Cruzamiento y Mutación.  Los operadores 
Cruzamiento y Mutación se han modificado obteniendo operadores especializados que 
garantizan la radialidad en cada individuo de la población. En este capítulo también se 
plantean los modelos del problema Multiobjetivo. 
En el capítulo 4 se presentan aspectos teóricos relacionados con la optimización 
Multiobjetivo. Son descritos el concepto de convexidad y frente de Pareto, así mismo se 
define el concepto de dominancia  y las metas que se desean alcanzar en la optimización 
Multiobjetivo. El frente debe ser tan cercano como sea posible al frente óptimo de Pareto y 
lo más diverso posible a fin de garantizar una búsqueda en un amplio espacio de solución. 
En este capítulo también son descritos el algoritmo VEGA que fue la primera 
implementación para resolver problemas Multiobjetivo y el algoritmo NSGA II utilizado 
ampliamente en la resolución de este tipo de problemas. 
En el capítulo 5 se explican conceptos de Confiabilidad para sistemas compuestos por 
componentes reparables en una red de comunicación por cable. Para esto fue necesario 
definir y adaptar la valoración de la confiabilidad a través de los índices de confiabilidad 
usados en sistemas eléctricos. Para estos cálculos se implementó un modelo basado en 
Frecuencia y duración de los componentes.  
En el capítulo 6 se resuelven sistemas de la vida real localizados en los barrios Gama y 
Corales de la ciudad de Pereira. Los problemas resueltos son los siguientes: 
• Optimización del diseño de la red y cantidad de señal en redes de comunicaciones con 
un enfoque Multiobjetivo solucionado con los algoritmos VEGA y NSGA II. 
• Optimización en el diseño de la red y confiabilidad en el suministro de señal en redes de 
comunicaciones con un enfoque Multiobjetivo, solucionado con el algoritmo NSGA II. 
Después de solucionados los problemas se estudian sus frentes y se seleccionan las 
soluciones de acuerdo a criterios establecidos en el diseño de dichas redes. Los resultados 
18 
 
son analizados e identificados con base en la ruta crítica, la cual establece las condiciones 
mínimas de operación. 
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CAPÍTULO 1.  CONFIABILIDAD EN REDES DE 
COMUNICACIÓN POR CABLE. 
 
La confiabilidad en las redes de comunicación se interpreta como la percepción que el 
usuario tiene del servicio que ha contratado, por lo que es una variable de difícil 
interpretación y de difícil modelamiento matemático. Para este caso en particular la 
confiabilidad de la red se estudiará desde el punto de vista de los elementos involucrados. 
En redes de comunicación, la confiabilidad garantiza la prestación de los servicios sin 
interrupción al usuario, por lo que se establece como un factor crítico. En otros casos la 
confiabilidad puede tener serias consecuencias que involucran la integridad y la vida misma 
de las personas [2]. 
El modelo matemático para la confiabilidad incluye elementos reparables y continuamente 
operados, lo que permite hacer un análisis por bloques de duración o bloques de frecuencia 
encontrando el índice que permite medir la confiabilidad o disponibilidad del sistema [3]. 
Por lo anterior no se hace un estudio directamente sobre la confiabilidad sino sobre 
disponibilidad del sistema, es decir la probabilidad en la que un componente cumpla su 
función especificada en un instante de tiempo. 
1.1 COSTO DE INVERSIÓN.  
El costo de inversión de una red de comunicación está directamente relacionado con la 
calidad y disponibilidad del servicio. El aumento de alguno de estos dos factores conlleva a 
un aumento en el costo de inversión. 
Mejorar la confiabilidad de un sistema implica mejorar la calidad de los componentes o 
mejorar en los planes de mantenimiento preventivo, lo que necesariamente equivale a 
realizar inversiones adicionales. [3] 
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Con el fin de predecir el nivel de confiabilidad que puede ser aceptado en la operación de 
las redes, se efectúa un análisis costo/disponibilidad. El análisis de esta información para la 
toma de decisiones es uno de los objetivos de este trabajo: proporcionar la información 
necesaria para la toma de la mejor decisión por parte de los expertos. 
1.2 TOPOLOGÍA DE LA RED DE COMUNICACIÓN 
Existen diferentes formas de servicio entre los que se cuentan: canales análogos o digitales 
de tv, internet, telefonía ip, tv por demanda, entre otros) requeridos por los diferentes 
usuarios.  
Debido al cambio surgido en la naturaleza de las redes de televisión, su uso fue ampliado a 
servicios adicionales, y es por esto que las redes de televisión por cable se han visto 
afectadas en su infraestructura. Inicialmente las redes de comunicación se utilizaban para 
llevar la señal de televisión por cable, es decir, canales análogos de televisión modulados en 
frecuencia, desde una estación receptora (headend) , hasta los receptores (televisores) de los 
usuarios finales, en una topología conocida como árbol [4], la que consistía en conectar 
tramos de cable satisfaciendo los requerimientos mínimos de la señal. De ser necesario, se 
conectan dispositivos activos (amplificadores de señal) que reconstruyen la señal, la 
amplifican y la distribuyen nuevamente, lo anterior hasta llegar con señal a todos los 
usuarios. Proceso similar a una red eléctrica o a una red de acueducto. En una red eléctrica 
ser busca atender con una señal de tensión adecuada y en una red de acueducto, con un 
nivel de presión. 
Con la aparición de  internet y otros servicios interactivos, el flujo de la señal pasa a ser en 
los dos sentidos, lo que implica tener en cuenta factores adicionales: el nivel de señal/ruido, 
la capacidad para transportar información bidireccional, costos de inversión, disponibilidad 
de los servicios, calidad del servicio, nuevas topologías, etc. 
Por lo anterior, en los últimos años las topologías han cambiado pasando de la topología 
tradicional árbol-ramas en donde el medio utilizado se basaba en cable coaxial a topologías 
en estrella o en anillo, o a topologías de facto como la topología BLASTER (Broadband 
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Layered Architecture Strategy to Enhance Reliability), cuyos medios se basan en fibra 
óptica y cable coaxial (redes híbridas de fibra y coaxial HFC). Estas nuevas topologías 
implican costos adicionales a ser optimizados para tener redes eficientes con un buen 
indicador de servicio. 
En este trabajo se analizan las redes con topología BLASTER ya que han tenido buena 
acogida dentro de las empresas de comunicación. 
Las redes tipo BLASTER presentan una topología radial y encontrar dicha topología 
óptima implica evaluar  implícita y/o explícitamente un gran número de topologías radiales. 
Una forma de caracterizar el problema consiste en encontrar un árbol del grafo asociado a 
la red, que minimice la inversión, y el sobrante de señal en los nodos y/o maximice la 
confiabilidad, y además que satisfaga restricciones de operación como por ejemplo, las 
asociadas a nivel de señal, capacidad de los circuitos y relaciones físicas que debe satisfacer 
la señal. Dado que la solución del problema debe ser un árbol del grafo, por causa de la 
exigencia de radialidad, la configuración final contendrá solo aquellos caminos de conexión 
candidatos que permitan satisfacer todas las condiciones del problema al tiempo que 
representan la alternativa de más bajo costo de inversión.  
1.3 PROBLEMA MATEMÁTICO. 
El modelo matemático asociado al problema de optimización hace parte de la categoría de 
problemas de programación no lineal enteros-mixtos (PNLEM), los cuales se caracterizan 
por ser no lineales, poseer variables enteras y continuas, y en los cuales aparece el 
denominado fenómeno de “explosión combinatorial”, cuando aumenta el tamaño del 
sistema. Para un número grande de alternativas resulta prohibitiva su solución a través de 
técnicas de optimización exactas, lo que convierte este problema en estos casos, en un 
problema NP-completo, es decir, un problema que no puede resolverse en tiempos de 
cómputo polinomiales. La exigencia de radialidad es un factor complicante adicional en el 
proceso de solución del problema. Para el estudio de sistemas de gran complejidad 
matemática, se requiere el uso de técnicas metaheurísticas para encontrar soluciones 
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subóptimas de buena calidad. Debe tenerse en cuenta que las técnicas metaheurísticas no 
garantizan la solución óptima global, aunque eventualmente pueden encontrarla, según el 
tipo de problema analizado.  
La mayoría de los problemas en la vida real tienen varios objetivos (posiblemente en 
conflicto) a ser satisfechos. Muchos de estos problemas son tratados como problemas de 
optimización monoobjetivo en donde todos los objetivos son transformados en restricciones 
excepto uno [5]. 
1.4 ESTADO DEL ARTE DEL DISEÑO DE REDES DE COMUNICACIÓN 
El uso tradicional de una red de comunicaciones se enfocó por varios años en ofrecer 
canales de televisión análogos para lo que era suficiente una estructura o topología basada 
en un “árbol”, en éste el transporte inicia en una cabecera y los canales modulados se 
transmiten por las “ramas” hasta llegar a los televisores de los usuarios. Sin embargo, en la 
actualidad estas redes se han convertido en una nueva y única infraestructura de 
información, es necesaria una moderna infraestructura que transporte nuevos servicios y sea 
capaz de soportar servicios futuros como el acceso a internet que requiere de servicios 
interactivos. Lo anterior requiere de una red que transporte de señales en dos sentidos [6]. 
En el diseño de este tipo de redes se debe tener en cuenta diversos factores como el empleo 
de topologías adecuadas, la disponibilidad de los servicios, y el costo de inversión de las 
mismas. 
1.4.1 Modelado de las redes 
Entre los primeros desarrollos para el diseño de redes de comunicaciones que usan 
metaheurísticas se encuentra el presentado en la referencia [7]. En éste se modela una red 
de comunicaciones y se encuentra la solución utilizando el problema del árbol mínimo de 
expansión utilizando algoritmos genéticos. Incluye restricciones específicas en los límites 
superior e inferior en el número de enlaces a un determinado nodo.  
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En el modelamiento de redes de comunicación se han tomado diferentes conceptos de las 
matemáticas entre los que se destacan el uso de grafos dirigidos (digraf) como se muestra 
en la referencia [8] en la que se modela una red como G={V,E}. Donde G es el grafo 
formado por un conjunto de vértices (V) unidos por un conjunto de enlaces (E). Una 
aplicación con este modelo teniendo en cuenta conceptos de confiabilidad se describe en la 
referencia [9].  
Los modelos más utilizados se han tomado de las redes eléctricas de las cuales se ha hecho 
analogía para formar la red y transportar una señal desde una fuente hacia un destino. Las 
soluciones a este problema son diversas como por ejemplo el empleo de la teoría de grafos 
que utiliza un grafo de mínima expansión. También se utiliza el algoritmo Prim para 
obtener una red radial con mínima energía no entregada. Los detalles de esta 
implementación se presentan en la referencia [10].  
Los estudios sobre disponibilidad de redes de comunicación se basan en la literatura 
tradicional sobre confiabilidad. En la referencia [11] se hace un análisis de confiabilidad de 
una red de comunicación que transporta señales de televisión y se identifican los factores 
que intervienen directamente con la confiabilidad. Por las características de una red de 
televisión por cable se utiliza la construcción de bloques de frecuencia. Aunque los datos 
son teóricos se plantea una metodología que define un modelo matemático que contiene 
variables de tiempo de falla (TTF) y tiempo de reparación (TTR). 
1.4.2 Optimización Multiobjetivo 
La optimización combinatorial se ha utilizado ampliamente en diversas áreas de la 
ingeniería como por ejemplo en problemas de computación distribuida, en sistemas 
eléctricos, en aplicaciones en ingeniería mecánica, en problemas de asignación de rutas 
óptimas y movilidad y en redes de comunicación entre otros. En cada uno de los ejemplos 
anteriores se definen objetivos diversos que pueden entrar en conflicto entre sí, factor que 
lo diferencia de la optimización monoobjetivo. En la optimización monoobjetivo se busca 
un punto (solución óptima), en cuanto que en la optimización Multiobjetivo se obtiene una 
familia de soluciones. Estas soluciones son escogidas y agrupadas como soluciones no 
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dominadas o soluciones Óptimas de Pareto y la escogencia de una solución única depende 
de las características propias del problema y del experto que toma la decisión.  
En los 80 las soluciones Óptimas de Pareto fueron encontradas utilizando métodos de 
optimización monoobjetivo. Un ejemplo típico consiste en ponderar cada objetivo (sumas 
ponderadas) definidos en un espacio de solución factible de cada objetivo del problema 
original, los objetivos se suman y se obtiene un solo objetivo, sin embargo, el costo 
computacional se eleva dependiendo del número de objetivos, lo que excluye varios 
problemas combinatoriales en donde existe un gran número de objetivos.  
Las técnicas metaheurísticas fueron la solución para resolver esta clase de problemas y 
pueden ser implementadas con mucha flexibilidad para resolver problemas Multiobjetivo 
de optimización combinatorial en problemas no lineales. En la actualidad estas técnicas son 
las más utilizadas para resolver los problemas de optimización Multiobjetivo. 
En 1944, John Von Neumann y Oscar Morgenstern presentaron un modelo de optimización 
Multiobjetivo para resolver problemas de economía que tiene varios objetivos en conflicto 
que no pudo ser resuelto con las herramientas matemáticas clásicas. 
En 1951 Harold W. Kuhn y Albert W. Trucker plantearon un modelo matemático 
Multiobjetivo. 
En 1961 la definición de programación por metas introducida por Abraham Charnes y 
William Wagner Cooper se convirtió en el descubrimiento más importante para consolidar 
las bases de la teoría Multiobjetivo. 
En 1984 David Shaffer en su tesis doctoral mostró la primera aplicación real usando 
algoritmos evolutivos para resolver problemas Multiobjetivo. El algoritmo VEGA (Vector-
Evaluated Genetic Algorithm) con algunas modificaciones sobre un algoritmo genético 
monoobjetivo básico, mostró que los algoritmos genéticos pueden ser utilizados para 
encontrar un conjunto de soluciones óptimas (Óptimas de Pareto) en pocas iteraciones. 
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En 1989 Goldberg propuso un algoritmo evolutivo Multiobjetivo (Multiobjtive 
Evolutionary Algorithm, MOEA) en donde se introduce el concepto de Dominancia. A 
partir de este trabajo se muestran otras propuestas como las siguientes: 
• En 1994 Srinivas y Deb (Non-Dominated Sorting Genetic Algorithm, NSGA) 
• En 1994 Horn, Nafploits y Goldberg (Niched Pareto Genetic Algorithm) 
• En 1995 Fonseca y Fleming proponen un Algoritmo Genético Multiobjetivo. 
Una definición formal sobre la optimización Multiobjetivo, será presentada posteriormente 
junto con los conceptos teóricos. 
Para este trabajo se identificaron diferentes objetivos los cuales son optimizados en un 
contexto Multiobjetivo: minimizar el costo de inversión, maximizar el nivel de señal y 
maximizar la disponibilidad del sistema. Si se requiere simultáneamente minimizar el costo 
de inversión y maximizar la disponibilidad se encuentra que mejorar la disponibilidad del 
sistema implica una mayor inversión y el caso contrario ocurre cuando se reducen los 
costos de inversión ya que esto desmejora la disponibilidad del sistema. Algo similar ocurre 
entre el costo de inversión y la calidad de la señal, ya que una topología de bajo costo, que 
conecte a todos los nodos, operará cerca de sus mínimos operativos, suministrando a los 
usuarios señales suficientes pero cerca al límite inferior. De otro lado, una señal de alta 
calidad en todos los nodos implica un mayor valor en la inversión. 
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CAPÍTULO 2.  DESCRIPCIÓN DEL PROBLEMA 
 
En este capítulo se describe inicialmente el modo de operación y la arquitectura usada en 
las redes de comunicación. Seguidamente y conforme en lo anterior se describe el modelo 
matemático. 
2.1 DESCRIPCIÓN DE LA ARQUITECTURA DE LA RED DE COMUNICACIÓN 
Una red de comunicaciones se define como la estructura instalada que permite transportar 
un servicio análogo como la señal de televisión desde un centro de concentración de señales 
hasta un grupo de usuarios en una región determinada. 
Debido a los servicios interactivos y emergentes tales como el acceso a internet, la 
televisión por demanda, los juegos interactivos, los video-conferencia, su modelo de 
operación ha venido presentando una serie de cambios entre los que se destacan el requerir 
que el transporte de dichos servicios sea llevado a cabo en los dos sentidos. Los desarrollos 
más representativos en este tipo de redes de comunicaciones se definen a continuación. 
2.1.1 Línea de suscripción digital (Digital Subscriber Line DSL). 
La tecnología DSL aun usa el mismo par telefónico y requiere un modem DSL, el concepto 
general de esta tecnología es dividir el espectro de la línea en varias regiones, la región más 
baja 4 KHz, es usada para las viejas y tradicionales líneas telefónicas, mientras las 
frecuencias más altas son usadas para las comunicaciones digitales de alta velocidad. En la 
actualidad la capacidad máxima de transmisión en esta tecnología es de 1.5 Mbps, sin 
embargo, la velocidad se ve afectada por muchas variables tales como las condiciones 
físicas de los pares telefónicos y el ruido electromagnético. Por lo anterior, estas redes 
presentan una naturaleza asimétrica, así por ejemplo, la velocidad en un sentido “aguas 
abajo” es 10 veces mayor que la velocidad en el sentido opuesto “aguas arriba”. En la 
referencia [12] se amplía esta información. 
27 
 
2.1.2 Televisión de Antena comunitaria (Community Antenna Television CATV) 
Originalmente las redes CATV fueron diseñadas para entregar canales de televisión en los 
equipos receptores. Con este objetivo, adoptaron una topología tipo árbol y dirigieron la 
mayoría de su espectro para canales análogos de televisión desde la cabecera hasta los 
receptores de televisión “aguas abajo”. Para cumplir con estos objetivos se construyeron 
redes híbridas con cable coaxial y Fibra óptica (Hybrid Fiber Coax HFC). En la parte 
coaxial de la red, se usan amplificadores, divisores y acopladores de señal. 
Con el fin de atender los nuevos servicios como el acceso a internet, las redes de CATV 
integraron estos servicios sobre sus redes HFC, esta integración requirió cambiar todos los 
dispositivos por dispositivos bidireccionales para habilitar la dirección desde los receptores 
hasta la cabecera “aguas arriba”. También se desarrolló un protocolo de acceso intermedio 
para evitar colisiones de datos transmitidos por los usuarios en forma simultánea. 
La mayor limitación de las redes CATV, es la capacidad para transmitir información, el 
ancho de banda es limitado, ya que de los 800Mhz que se utilizan aguas abajo solo 300 son 
utilizados para señales digitales, de la misma forma para la transmisión aguas arriba, se 
tienen cerca de 36 MHz que son compartidos por un rango de 500 a 2000 usuarios lo que se 
traduce en una baja velocidad en las horas pico. Para mayor información consultar [13]. Las 
señales digitales que transmite el usuario, requieren la adopción de dispositivos que 
conviertan la señal digital de un pc a radio frecuencia RF, como es el caso de los cable 
módems. Estos dispositivos permiten transmitir las señales o datos de varios usuarios en un 
solo canal de televisión sobre la red. Se utilizan diferentes técnicas de modulación para 
optimizar la velocidad de los datos que son transmitidos dentro de un canal de televisión.  
La mayoría de los cables módems usan la modulación en amplitud de cuadratura 
(Quadrature Amplitude Modulation QAM) logrando velocidades hasta de 60 Mbps, para 
una mayor información se puede consultar la referencia [14] 
 
En la actualidad las redes con mayores ventajas para transmitir servicios integrados son las 
redes HFC como se muestra en la referencia [15]. La principal ventaja de una red HFC es 
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su escalabilidad, es decir, poseen varias celdas y en este caso, es posible subdividir la celda 
en otras más pequeñas. Igualmente, servicios adicionales a los de televisión pueden ser 
añadidos como servicios de datos, internet, voz sobre IP, sin modificar los servicios 
actuales, sólo se requiere un dispositivo en el usuario haciendo notar un valor agregado sin 
mayores repercusiones económicas.  
El presente trabajo hace énfasis en la “última milla” de una red de comunicaciones o de 
banda ancha lo que según la literatura se diseña utilizando cable coaxial [16]. Para esto se 
utilizan diferentes topologías, la más utilizada es la topología BLASTER (Broadband 
Layered Architecture Strategy to Enhance Reliability). 
2.1.3 Topología BLASTER. 
En este tipo de topología se combinan sus características propias con las habilidades del 
personal de diseño y herramientas de análisis para convertirla en una estrategia innovadora 
mejorando la confiabilidad, la calidad del servicio y minimizando los costos de inversión y 
operación. 
Esta estructura se basa en la alimentación de zonas pequeñas o micro-células por medio de 
un único amplificador que será alimentado como los demás con un cable troncal coaxial 
que sale del receptor óptico utilizando para esto elementos pasivos  de división de señal 
como acopladores direccionales y divisores. 
La figura 2.1. Muestra una zona que cubre 2000 usuarios, dividida en celdas de 500 
usuarios. Los cables troncales son alimentados desde un nodo óptico. 
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Figura 2.1 Red BLASTER 
Los cables de la figura 1 tienen la siguiente interpretación: 
Amplificador distribución
Fibra óptica
Coaxial distribución
Coaxial principal
BTN Receptor óptico
 
La arquitectura propuesta facilita la implementación de estrategias de migración, reduce el 
número de activos (amplificadores) en el diseño, reduce el consumo de potencia, reduce o 
elimina las cascadas activas que pudieran existir, y disminuye los costos de operación y 
mantenimiento. La desventaja es el aumento considerable de cable en el diseño [17], siendo 
uno de los objetivos en el diseño, el minimizar la cantidad de cable requerido. 
Como ventajas del uso de esta topología, se tiene: 
• Ahorro en activos. 
• Reducción del consumo de potencia 
• Reducción de las operaciones de mantenimiento 
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• Flexibilidad para las migraciones futuras 
• La mejor topología para mantener una alta confiabilidad del sistema 
 
Como desventajas se tiene: 
• Incremento en el cable principal. 
 
Nota. La arquitectura Blaster está enmarcada en las normas FCC [18] cumpliendo con los 
siguientes parámetros. 
C/N (relación portadora ruido): mínimo 43 decibeles 
CTB (compuesto triple batido): mínimo 51 decibeles 
CSO (compuesto de segundo orden): mínimo 51 decibeles 
Nivel de señal en usuario: mínimo 3 decibeles(dBmV) 
Hum: no debe exceder el 3% 
2.1.4. Decisión de un Diseñador de Redes de Banda Ancha acerca de una zona de     
distribución 
La arquitectura BLASTER se basa en la ubicación previa de amplificadores sobre un área 
en donde se han contabilizado los receptores de señal (todas las casas que representan un 
diseño al 100%), normalmente las áreas establecidas cubren un área de 10 kms cuadrados y 
alrededor de 2000 casas (Home passed).  
En la estructura de red HFC, se seleccionan zonas de 2000 usuarios los cuales serán 
alimentados por amplificadores y cable coaxial, a través de ramas troncales que dependen 
de un nodo óptico, el cual será ubicado en el centro de un nodo. Cada una de las ramas del 
nodo óptico podrá alimentar hasta 500 usuarios con ayuda de amplificadores distribuidos en 
estas zonas. La distribución de los amplificadores puede variar dependiendo del tipo de 
arquitectura. 
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Figura 2.2 Zonas que serán abastecidas. 
En la figura 2.2, se observa una ciudad, cada zona coloreada contiene 2000 usuarios 
aproximadamente. 
Luego de realizar una ubicación preliminar de cada amplificador que permite alimentar 
entre 80 y 150 casas, se hace la conexión de los amplificadores desde el nodo óptico, esta 
tarea se hace por medio de observación y experiencia del diseñador ayudado con 
herramientas computacionales que seleccionen la mejor topología de red debido a que 
existe una infinidad de posibles topologías.  
2.2 PROPUESTA DE OPTIMIZACIÓN PARA LA ESTRUCTURA BLASTER 
La arquitectura BLASTER es concebida con el fin de mejorar la confiabilidad. En este 
estudio es propuesta una metodología matemática que maximiza la confiabilidad y la 
calidad de la señal y minimiza los costos de inversión del sistema manteniendo las variables 
operativas dentro de los límites establecidos.  
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2.2.1 Descripción del problema de optimización 
El modelamiento del problema parte de un conocimiento previo de la ubicación de los 
amplificadores troncales así como de la delimitación de las celdas tipo BLASTER las 
cuales dan señal entre 80 y 150 usuarios. 
Se implementa una base de datos que contiene la conexión entre el nodo óptico y cada uno 
de los amplificadores en las rutas posibles. Además, la base de datos contiene toda la 
información de la red que se requiere para implementar los dos objetivos: Minimizar los 
costos de inversión y Maximizar la confiabilidad junto con la calidad de la señal. El modelo 
también involucra los aspectos que se tienen en cuenta en el diseño de una celda 
BLASTER: 
 
• Radialidad: Cada amplificador debe estar conectado al nodo óptico por una sola ruta, es 
decir, debe existir un camino entre el amplificador y el nodo óptico. 
• División de señal: Cada ruta puede contener dispositivos para que permitan conducir 
señal a otros amplificadores. Esta división se hace utilizando dos tipos de dispositivos: 
Divisores de señal y Acopladores direccionales. 
• Se identifican todas las rutas posibles. Para cada una de éstas se calcula la señal de 
entrada y la señal al final de la ruta, así mismo se almacenan los valores de señal en los 
puntos intermedios de división de señal. 
• Con el fin de ofrecer un servicio adecuado, se hace necesario cumplir con los 
requerimientos mínimos de cada amplificador. En este caso, se lleva en cuenta el nivel 
mínimo de señal de entrada en los amplificadores evaluado en la frecuencia crítica. Este 
valor es determinado por los fabricantes de amplificadores. La red debe cumplir 
criterios de operación, lo que se refleja en la función objetivo, teniendo en cuenta que 
en estas redes se trabaja en forward (52 MHz a 870 MHz) y reverse (5 MHz a 40 
MHz). 
Los criterios expuestos anteriormente se ilustran en la Figura 2.3 
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Figura 2.3 Descripción red BLASTER 
El modelo matemático del problema mencionado es clasificado como un problema de 
programación no lineal entero mixto (PNLEM) con una explosión combinatorial debido al 
número de topologías posibles determinadas por las rutas entre el nodo óptico y cada uno 
de los amplificadores. La exigencia de radialidad es un factor complicante adicional en el 
modelo y la solución del problema. La figura 2.4 muestra una red de datos y televisión  por 
cable que utiliza una arquitectura tipo Blaster.  
 
Figura 2.4 Sistema de 8 nodos 10 ramas 
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Se puede observar que este sistema de 8 nodos donde 7 corresponden a los amplificadores y 
un nodo corresponde al nodo alimentador de señal, presenta muchas formas alternativas de 
configuración de árboles o topologías candidatas.  
 
El sistema de la figura 4 se puede representar a través de un grafo, donde los amplificadores 
se representan como nodos y los arcos corresponden a las rutas de cable coaxial. La red se 
modela como G = {V,E}. Donde G es el grafo formado por un conjunto de vértices (V) 
unidos por un conjunto de enlaces (E). En la referencia [19] se presentan los conceptos de 
la teoría de grafos. 
 
Con el aumento en el número de ramas de conexión del grafo de un sistema como el 
mostrado en la figura 4, el número de soluciones posibles del problema crece de forma 
exponencial  haciendo inviables las técnicas de optimización clásicas para encontrar la 
topología óptima de este problema. 
 
Generalmente este problema recibe un tratamiento mono objetivo donde la función objetivo 
es la minimización de costos de inversión  sujeto  a restricciones en la  operación, entre las 
que se cuenta la topología radial y la cantidad de señal en cada uno de los nodos, ver 
referencia [20]. En la vida real el diseño y operación de estas redes recibe un tratamiento 
Multiobjetivo y para esto debe llevarse en cuenta  varios objetivos entre los que se podría 
contar, el costo de inversión, la calidad de la operación y la confiablidad en el suministro. 
En la selección de los objetivos deberá tenerse en cuenta que los mismos tengan 
características conflictantes. En los objetivos anteriores se observa conflicto entre los 
siguientes objetivos: 
 
• Costo de inversión y la calidad de la operación: Para obtener una topología a costo 
mínimo la red es forzada a operar en regiones próximas a sus límites operacionales, 
pudiendo inclusive desatender alguna parte del nivel de señal requerido por los 
usuarios.  
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• Costo de inversión y la confiablidad en el suministro: Una topología con el mínimo 
costo implica una menor confiabilidad, ya que en este caso la confiabilidad es 
directamente proporcional con el calibre del cable utilizado para unir los diferentes 
trayectos. Así a mayor calibre, mayor costo y mayor confiabilidad. 
2.3 FORMULACIÓN MATEMÁTICA DEL PROBLEMA 
Como se mencionó en la sección anterior, se plantean tres objetivos, el primero hace 
referencia a costos de inversión, el segundo a la adecuada operación de la red  vista como la 
cantidad de señal disponible en cada uno de los nodos y el tercer objetivo representa o mide 
la confiabilidad de una topología en particular. La selección de los objetivos es el resultado 
de un estudio preliminar visualizando una correcta formación del frente de Pareto. Dicho 
frente se obtiene con los objetivos que sean conflictantes entre sí, en caso de no serlo, el 
frente resultante corresponde a una línea recta. 
Inicialmente se presenta el desarrollo matemático de  cada uno de los objetivos y 
posteriormente se planteará el modelo Multiobjetivo. 
2.3.1 Función objetivo  costo de Inversión:  
Este objetivo consiste en determinar la cantidad mínima de cable coaxial y de elementos 
para la división de señal (acopladores direccionales y divisores de señal), que permita 
conectar a todos los nodos de la red, cumpliendo con el requerimiento de radialidad exigido 
por una topología BLASTER.  
Esta función objetivo denominada  FO1, es formulada como la minimización  de costo de 
inversión en elementos de la red de comunicación. La función  matemática  que resulta de 
plantear este objetivo  es la siguiente: 
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Donde:  
• ijx : es una variable binaria que define si existe o no conexión entre los nodos i-j a 
través de cable coaxial.  
 
• ijc : Costo del cable coaxial en el tramo comprendido entre los nodos i-j.  
 
• 
l
id  es una variable binaria que define si existe o no un divisor del tipo l. 
 
• [cs]il  es el costo del divisor del tipo l localizado en el nodo i. 
 
• 
m
ie  es una variable binaria que define si existe o no un acoplador de señal del tipo m 
localizado en el nodo i. 
 
•  
m
lac ][  es el costo del acoplador de señal del tipo m localizado en el nodo i. 
 
Para cada problema se deben definir los tipos de divisores y acopladores que se van a 
considerar, así como también sus costos y sus características operativas.  
Finalmente, n es el número de nodos del sistema y Ω es el conjunto de caminos candidatos 
donde se pueden hacer conexiones usando cable coaxial 
 
2.3.2 Función objetivo  cantidad de señal.  
Este objetivo determina la cantidad de señal que aparece en la entrada de los 
amplificadores, se calcula con base en un flujo de señal. En éste se determina la cantidad de 
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señal en la entrada de cada amplificador (nodo), de tal manera  que los usuarios cuenten 
con un servicio de calidad.  
Esta función objetivo denominada  FO2, es formulada como la minimización de la cantidad 
de decibeles por encima del mínimo requerido en cada nodo (se minimiza la señal 
sobrante). La función  matemática  que resulta de plantear este objetivo es la siguiente: 
 
( )∑ Ω∈= ji irFO ,2
       (2.2) 
Donde:   
• ir  : corresponde a la cantidad de señal, en decibeles, que existe en el nodo i, por 
encima del nivel de señal mínimo requerido en dicho nodo. FO2 es el valor acumulado 
de señal sobrante en los n nodos del sistema. 
 
2.3.3 Función objetivo  Confiabilidad.  
Con este objetivo se calcula el índice de disponibilidad de la señal de una red en topología 
tipo BLASTER. 
La función objetivo aquí planteada hace parte de los índices de confiabilidad que valoran la 
confiabilidad [21]. Para su cálculo se supone que las interrupciones del servicio son vistas 
por los usuarios como fallas. El índice a tener en cuenta en este trabajo se enmarca dentro 
de los índices basados en los usuarios:  
Índice de duración de la interrupción promedio del sistema (System Average Interruption 
Duration Index SAIDI) cuya función se define como: 
 
∑
∑
=
=






=
1
1
3
i
i
n
i
ii
N
NU
FO
       (2.2) 
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Donde:  
• U: es el factor de indisponibilidad en cada nodo, definido como rU λ=
 
expresado en 
horas/año. 
 
• λ : Representa la cantidad de fallas en el año. 
 
• r : Representa la duración de las fallas en el nodo. 
 
• N : Usuarios en el nodo i. 
 
• n : Número de nodos en el sistema 
 
Los conceptos generales sobre confiabilidad y sus respectivas referencias se explicarán en 
el capítulo 5.  
 
2.3.4 Función Multiobjetivo planteada. 
En optimización Multiobjetivo se procesan las funciones objetivo directamente con sus 
respectivas dimensiones y no son necesarios parámetros de conversión y unificación de 
unidades para lograr la optimización. No existen soluciones óptimas que minimicen 
(maximicen) individualmente todos los objetivos, ya que es imposible mejorar un objetivo  
sin deteriorar  algún otro. La característica principal de la optimización Multiobjetivo es la 
existencia de un conjunto grande de soluciones. Estas soluciones que superan otras, son 
definidas en el contexto de la optimización Multiobjetivo como soluciones no dominadas o 
soluciones pareto-óptimas. La selección de una solución eficiente particular, depende de las 
características del problema y es atribuida al decisor. Para generar el conjunto de soluciones 
pareto-óptimas  se requieren algoritmos de tiempos exponenciales, así las técnicas  
metaheurísticas  resultan ser las más convenientes para tratar estos problemas. 
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Un problema de optimización  Multiobjetivo  consiste en encontrar un vector de variables 
de decisión (solución) que satisface un conjunto de restricciones de igualdad y/o 
desigualdad, y optimiza una función vectorial  cuyos elementos  representan las funciones 
objetivo. Estas funciones corresponden a los criterios de optimalidad, que usualmente son 
conflictantes. Como se mencionó en la sección 2.2.1. Se identificaron tres objetivos, con 
base en éstos, se proponen dos funciones a optimizar. 
 
• Costo de inversión y calidad de operación. 
 
)](),([min 21 xFOxFOF =
     (2.3) 
s.a.
 
 
G(dbi) = 0
H(dbi) ≥ 0
 
di
l
i=1
k1
∑ ≤1;i =1,2,...,n
 
ei
m
i=1
k2
∑ ≤1;i =1,2,...,n
      (2.4) 
λF
∀F
∏ = 1 
min
min 0
iii
ii
dbdbr
dbdb
−=
≥−
 
maxmin fff oper ≤≤  
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Donde:  
o G(dbi) corresponde a n-1 ecuaciones que describen el problema de flujo de señal y son 
de la forma (dbi – dbj atenuación i-j - pérdidas por conexión en j = 0). 
o H(dbi) corresponde a n inecuaciones de la forma (dbi ≥ 0), cantidad de decibeles en el 
nodo i. 
o n: Número de nodos 
o 1k : Tipo de divisor de señal. 
o 2k  : Tipo de acoplador de señal del acoplador. 
o λF
∀F
∏ = 1: Condición de radialidad de la trayectoria F.  
o 0min ≥− ii dbdb : muestra que en el nodo i debe existir una cantidad mínima de señal con 
la que se garantiza la calidad de la misma. 
o ir  representa el sobrante de señal en el nodo i. 
o minf : frecuencia mínima de operación. 
o maxf : frecuencia máxima de operación. 
o operf : frecuencia de la señal.  
o Ω : conjunto de caminos candidatos y F caminos entre los nodos terminales y el nodo 
fuente.  
o El modelo anterior toma en cuenta las redes que cumplan con el criterio de radialidad. 
En las referencias [21,22] se muestra un ejemplo sobre radialidad. La topología 
BLASTER exige que las conexiones entre los nodos no formen lazos y que no existan 
nodos sin conectar. 
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• Costo de inversión y confiabilidad del sistema. 
 
)](),([min 31 xFOxFOF =
    (2.5) 
s.a.
 
G(dbi) = 0
H(dbi) ≥ 0
 
di
l
i=1
k1
∑ ≤1;i =1,2,...,n
 
ei
m
i=1
k2
∑ ≤ 1;i = 1,2,...,n
      (2.5) 
λF
∀F
∏ = 1
 
min
min 0
iii
ii
dbdbr
dbdb
−=
≥−
 
maxmin fff oper ≤≤
      
 
Donde: 
o G(dbi) corresponde a n-1 ecuaciones que describen el problema de flujo de señal y 
son de la forma (dbi – dbj atenuación i-j - pérdidas por conexión en j = 0). 
o H(dbi) corresponde a n inecuaciones de la forma (dbi ≥ 0), cantidad de decibeles en 
el nodo i. 
o n: Número de nodos 
o 1k : Tipo de divisor de señal. 
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o 2k  : Tipo de acoplador de señal del acoplador. 
o λF
∀F
∏ = 1: Condición de radialidad de la trayectoria F.  
o 0min ≥− ii dbdb : muestra que en el nodo i debe existir una cantidad mínima de señal 
con la que se garantiza la calidad de la misma. 
o ir  representa el sobrante de señal en el nodo i. 
o minf : frecuencia mínima de operación. 
o maxf : frecuencia máxima de operación. 
o operf : frecuencia de la señal.  
o Ω : conjunto de caminos candidatos y F caminos entre los nodos terminales y el 
nodo fuente.  
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CAPÍTULO 3. ALGORITMOS EVOLUTIVOS 
 
Los algoritmos evolutivos toman relevancia para resolver problemas Multiobjetivo a finales 
de los 60s, siendo Rosenberg el precursor cuando en su tesis doctoral, muestra la 
posibilidad de usar algoritmos genéticos para resolver este tipo de problemas. Hasta esta 
fecha los trabajos de Holland eran enfatizados para resolver problemas monoobjetivo, 
emulando la evolución que se da en los seres vivos y en su lucha constante por la 
adaptación al medio en el que viven. 
Sin embargo la primera implementación de un algoritmo genético en este tipo de problemas 
se hizo con la creación de un algoritmo llamado VEGA (Vector Evaluated Genetic 
Algorithm) implementado por David Schaffer en su tesis doctoral en 1984. 
A partir de entonces los algoritmos genéticos son la base de los algoritmos utilizados para 
resolver el problema de optimización Multiobjetivo. 
3.1. ASPECTOS TEORICOS DE LOS ALGORITMOS GENÉTICO (AG) 
Los AG se componen de tres operadores básicos que los conforman: selección natural, 
cruzamiento o recombinación y mutación. 
3.1.1. Selección.  
Permite que las especies se adapten y sobrevivan al medio en el que se encuentran. Los 
individuos de una especie son diferentes entre sí, teniendo cada uno de ellos diferentes 
caracteres que los distinguen de los demás, algunos de estos caracteres podrían favorecer la 
supervivencia o reproducción del individuo y la transmisión de esas características a sus 
descendientes. Los caracteres que confieren mayor adaptación pueden acumularse en las 
sucesivas generaciones, logrando con esto variar la constitución genética de la población. 
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3.1.2. Cruzamiento y mutación 
Permite que las características de una especie que son favorables para su adaptación se 
transmitan a generaciones posteriores. En la actualidad se sabe que la información 
hereditaria se encuentra en secuencias de pares que existen a lo largo de las cadenas de 
ADN, que en la mayoría de organismos superiores se organiza en unidades funcionales más 
elevadas que son cromosomas. El procedimiento que emula esta situación consiste en 
modelar a los individuos de una población a través de lo que se denomina un cromosoma, 
dicho cromosoma se cruza con otro cromosoma generando nuevos individuos 
(cromosomas) que mantienen las características principales de sus progenitores. La 
mutación constituye una fuente de variación genética que se presenta en los descendientes, 
se presenta con una baja tasa de ocurrencia y permite generar variación en los individuos. 
3.2. ALGORITMOS GENÉTICOS 
Es una técnica de búsqueda a través de configuraciones y que originalmente fue el 
resultado de idealizar los mecanismos de la evolución y de la genética natural. 
Como se explica en [23] los algoritmos genéticos tienen las siguientes ventajas: 
• No necesitan información adicional sobre la convexidad de los espacios de búsqueda, 
sin importar además si los espacios de búsqueda son continuos o discretos. 
• Se disminuye el riesgo de mostrar soluciones locales (óptimos locales) en vez de la 
solución óptima global. 
• Los AG son de fácil implementación, permitiendo modelar funciones objetivo 
complejas como las del mundo real. Es posible modelar restricciones complejas y 
manejar grandes espacios de búsqueda 
Los AG presentan las siguientes desventajas: 
• Elevado costo computacional 
• Dificultad para encontrar la solución óptima global 
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• Son necesarios parámetros específicos para cada problema. 
 
El algoritmo genético está conformado por una serie de pasos que se ilustran en la figura 
3.1. 
 
Figura 3.1Esquema de un Algoritmo Genético Básico. 
En la implementación de un Algoritmo Genético se tendrán en cuenta los siguientes 
aspectos: 
• Representación del problema. La representación más utilizada es en codificación 
binaria, donde son fácilmente simulados los operadores genéticos de cruzamiento y 
mutación. 
• Tamaño de la población. 
• Función objetivo o su equivalente (fitness o Función de Adaptación).  
• Mecanismo de selección de los individuos que tendrán descendientes (nueva 
generación). 
• Operador cruzamiento, que es una transformación de alto orden que combina partes de 
las configuraciones. 
Inicio
Población Inicial
Selección 
Evaluar Soluciones
Condición 
Paro
Cont Generaciones=0  
Cruzamiento
Mutación 
No 
Fin 
Si 
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• Operador mutación. 
 
3.3. MAXIMIZACIÓN DE UNA FUNCION CON EL ALGORITMO GENÉTICO 
Para explicar el funcionamiento de los AG se propone un ejemplo en el que se busca 
maximizar el valor de su función. La función a maximizar se muestra en la figura 6 en el 
intervalo [-1,2], cuya ecuación es la siguiente: 
 
 
 
El objetivo es encontrar el valor máximo de la función en un intervalo determinado y cuya 
precisión depende del número de bits del arreglo binario que se utilice en la codificación 
del problema. La solución requiere de los siguientes pasos: 
3.3.1. Codificación.  
La codificación depende del problema a solucionar ya que existen diferentes tipos de 
variables: reales, enteras y binarias. Algunos ejemplos de variables reales son la 
temperatura, la presión, distancia, algunas variables enteras son la población de individuos 
o cantidad de objetos, y un ejemplo de variables binarias es el estado de una línea de un 
sistema de distribución que puede estar, o no estar conectada.  
El tipo de codificación facilita la implementación del Algoritmo Genético, y la 
interpretación de resultados.  
Codificación de variables reales.  Se utiliza un vector binario como cromosoma para 
representar los valores de la variable real x del problema del ejemplo; el tamaño de este 
vector binario depende de la precisión que se requiera en las respuestas. 
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En este ejemplo se utilizará una precisión de seis posiciones decimales a la derecha del 
punto.  Es decir, que en el rango [-1,2] de la variable x, se tendrán 3*106 pequeños 
intervalos de igual tamaño.   
 
La variable es codificada de forma binaria y cada intervalo requiere de 22 bits así: 
 
221 = 2097152 < 3*106 intervalos < 222 = 4194304 
 
 
Figura 3.2 Función a optimizar 
Las configuraciones *x  adoptan la siguiente forma: 
 
),...,,( 02021* bbbx =  en formato binario  donde { }1,0=ib . 
 
10
21
0
* )2*(∑
=
=
i
i
ibx  
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*x  representa el número del intervalo en formato decimal. El valor de la variable 
real x se calcula así: 
*
22 *12
30.1 xx
−
+−=
 
 
Donde 222 –1 es el número de partes en las que se divide el intervalo,  
–1.0 representa el límite inferior del intervalo y 3 es la longitud del mismo. De 
forma general, x se define así: 
*
22 *12
x
LL
Lx isi
−
−
+=
 
Li   : Límite inferior del intervalo. 
 
Ls   : Límite superior del intervalo 
 
Algunos ejemplos de cromosomas se observan en la tabla 1 
 
Tabla 1 Codificación de variables reales en base binaria. 
Cromosoma *x  Valor decimal X f(x) 
P1=(1000001010110001110000)2 2141296 0.531574 0.555029 
P2=(1000101110110101000111)2 2288967 0.637197 1.586345 
P3=(1111101000111110100000)2 4100000 1.932549 -0.649321 
P4=(1111111111111111111111)2 4194303 2.000000 1.000000 
 
Codificación de variables binarias.  Los primeros algoritmos genéticos usaron 
codificación binaria, es decir, las variables enteras y reales de un problema eran 
transformadas en variables binarias.  Para el caso de tres variables binarias se tiene que: x1, 
x2 y x3 pertenecen al conjunto {0,1}. 
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Este es el caso más trivial donde las variables son naturalmente binarias y una 
configuración cualquiera tiene la siguiente forma: 
 
X={x1, x2 ,x3} 
 
Un caso particular asumiría la siguiente forma: x=[1 0 1], la cual representa una 
configuración. El problema de la mochila es muy conocido y utiliza este tipo de 
codificación.  En este problema se tiene un conjunto limitado de objetos cada uno de ellos 
con un volumen vi y utilidad ui, se trata de encontrar una solución donde  la mayoría de 
estos objetos quepan dentro de una mochila ocupando el menor espacio y con la mayor 
utilidad posible. Suponiendo que se tienen cuatro elementos x1 ,x2, x3, x4; con utilidades u1, 
u2, u3, u4 y volumen v1, v2, v3, v4; una solución codificada en forma binaria podría tomar la 
siguiente forma: 
 
La Configuración [0 1 0 1] representa 
Volumen Total: v2 +v4 
Utilidad total: u2+ u4 
3.3.2. Población Inicial.  
Por lo general la población inicial consiste de  alternativas de soluciones (configuraciones) 
generadas aleatoriamente o a través de indicadores de sensibilidad con los que se da inicio 
al proceso de solución. El primer caso es recomendado en problemas de pequeña o mediana 
complejidad matemática, el segundo caso es recomendado en problemas de alta 
complejidad matemática. Esta población inicial debe garantizar diversidad entre 
configuraciones, factor éste de gran importancia en la determinación de soluciones de alta 
calidad. El tamaño de la población inicial es un parámetro de gran importancia en el 
proceso iterativo, si es pequeño el proceso puede quedar atrapado en óptimos locales de 
baja calidad y si es grande, el esfuerzo computacional puede llegar a ser muy alto. Sin 
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embargo, pueden obtenerse una solución de mejor calidad. Generalmente el tamaño de la 
población es constante durante el proceso de solución. 
3.3.3. Cálculo De La Función Objetivo 
La función objetivo determina la calidad de la solución, puede ser usada para minimizar o 
maximizar y puede ser clasificada como Monoobjetivo o Multiobjetivo dependiendo del 
problema a ser estudiado. 
Con el fin de proporcionar una sensibilidad adecuada a la función objetivo para el proceso 
de selección, se surte un proceso de transformación denominado función de adaptación, sin 
embargo se tienen procesos de selección que no requieren de dicha adaptación, este es el 
caso de la selección  por torneo en la cual la función objetivo es tratada directamente sin ser 
necesaria esta transformación.  
 
Función de adaptación.  La principal razón para usar un equivalente de la función 
objetivo, es la de permitir una clara diferenciación en la calidad de las configuraciones. La 
función de adaptación también convierte problemas de Minimización en problemas de 
Maximización.    
3.3.4. Selección 
Es el operador usado para seleccionar las configuraciones que de la población actual deben 
participar en la conformación de la nueva población.  
Existen diferentes tipos de selección. La implementación de un tipo particular de selección 
depende del problema a resolver. Una propiedad muy importante que debe ser llevada en 
cuenta es la selectividad, es decir una forma adecuada para diferenciar la calidad de las 
alternativas de solución. En esto también influye la rapidez de la respuesta que presenta el 
esquema de selección para el problema tratado. Algunos de los esquemas de selección son 
descritos a continuación: 
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Selección Proporcional: En esta estrategia cada configuración tiene derecho a generar un 
número de descendientes que es proporcional al valor de su función adaptación.  
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Donde Ndi  es el número de descendientes de la alternativa i, zi(x) es el valor de la función 
adaptación para la i-ésima alternativa, n es el número de configuraciones y zm(x) es el valor 
medio de las funciones de adaptación de las n alternativas de la población. 
El resultado del cálculo del número de descendientes resulta un número no entero y éstos 
deben ser enteros, se requiere el uso de técnicas aleatorias como  el esquema de selección 
por ruleta (roulette wheel selection scheme) para determinar el número de descendientes de 
cada alternativa. 
En el esquema de selección por ruleta a cada configuración le es asignada una parte de la 
ruleta que es proporcional al valor de su función de adaptación, según la siguiente relación: 
ii Nd
n
Nd
n
)1(360)1(2 ⇔pi
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Como se mencionara, el resultado del número de descendientes es un número no entero y 
por consiguiente se hace uso de alguna forma de conversión, una de estas corresponde a la 
ruleta, tal como se explica en la figura 3.3. 
 
En la tabla 2 se muestra el número de descendientes para cada configuración 
  
Tabla 2 Ejemplo selección proporcional 
Configuración 
 
Función 
Adaptación 
Número de 
Descendientes 
Porción de 
la Ruleta 
Descendientes 
enteros 
1 40 0,8 57,6° 0 
2 45 0,9 64,8° 1 
3 56 1,12 80,64° 1 
4 60 1,2 86,4° 2 
5 49 0.98 70,56° 1 
Total 250 5 360° 5 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.3 Esquema de selección de la ruleta. 
1
16%
2
18%
3
22%
4
24%
5
20%
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Conformada la ruleta, de la cual cada configuración tiene una porción, se generan 
aleatoriamente n números (n = tamaño de la población). En cada sorteo se selecciona un 
número entre 0 y 360, el proceso termina cuando han sido seleccionadas las n 
configuraciones que conforman la nueva población. 
Algunas nuevas propuestas de selección son consideradas variantes de la selección 
proporcional  porque modifican parcialmente una de las partes de la selección proporcional, 
otras propuestas tienen alguna componente de la selección proporcional pero son 
consideradas formas diferentes de hacer selección y otras propuestas son totalmente 
diferentes de la lógica de la selección proporcional. Son consideradas variantes de la 
selección proporcional: Estocástica del residuo, proporcional con número máximo de 
descendientes y la determinista.  
• Selección estocástica del residuo (stochastic remainder technique).  En esta 
propuesta cada configuración recibe en forma determinística, la parte entera del número 
de descendientes encontradas en la primera parte de la selección proporcional. La parte 
residual es completada usando el esquema de la ruleta. 
• Selección proporcional con número máximo de descendientes.  En esta propuesta se 
escoge un número máximo de descendientes que puede tener una configuración con el 
fin de mantener la diversidad de la población evitando la homogenización de la misma, 
por ejemplo, se puede decidir que el número máximo de descendientes que puede tener 
una configuración es igual a tres descendientes. 
• Selección Determinística. En esta propuesta cada configuración recibe en forma 
determinística, la parte entera del número de descendientes. La parte residual es 
completada también en forma determinística iniciando el proceso con aquellas 
configuraciones que tienen la mayor parte fraccional. Esta propuesta, es la que permite 
realizar la selección de la forma más rápida y con menor esfuerzo computacional. 
• Selección usando escalonamiento.  Buscando la diferenciación y calidad de las 
soluciones, esta propuesta modifica los valores de las funciones objetivo encontrando 
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nuevas funciones de adaptación realizando un escalonamiento lineal usando la siguiente 
relación: 
f’ = af + b 
Donde f es el valor de la función de adaptación original, f’ es la nueva función de 
adaptación, a y b son constantes que deben ser calculadas. Una forma simple de calcular los 
valores de a y b es escogiendo dos puntos característicos tales como: 
 
- El valor mayor de f’, correspondiente a la función de adaptación de mayor valor y es 
igual a un número de veces del valor medio de la población, típicamente 2 a  4 veces. 
- El valor medio en ambas poblaciones permanece constante. 
Se puede verificar que se eliminan los problemas de la selección proporcional, primero 
disminuyendo el poder de las súper configuraciones en las fases iniciales del proceso y 
aumentando la dispersión de las funciones de adaptación cuando están muy próximas en las 
fases finales del algoritmo. 
• Selección usando ordenamiento (rank based selection).  En esta propuesta el número 
de descendientes para cada configuración depende de una selección ordenada (ranking) 
de las configuraciones en orden decreciente de los valores de las funciones de 
adaptación. En el ordenamiento lineal, el número de descendientes de cada 
configuración varía linealmente y en forma decreciente con su localización en el 
ordenamiento (problema de maximización). Por lo tanto, el valor de la función 
adaptación es usada apenas para encontrar la posición de la configuración dentro del 
ordenamiento. A diferencia de la selección proporcional aquí interesa saber la posición 
relativa de la función de adaptación en relación con las otras. Así por ejemplo, si se 
tienen cuatro configuraciones con funciones de adaptación 38, 60, 75 y 360 entonces 
ellas serían tratadas de igual forma que en el caso de las funciones adaptación 110,  120, 
130 y 150. 
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La función de designación lineal para realizar el escalonamiento lineal debe cumplir 
algunas propiedades teóricas: Sea α(x) la función de designación lineal, se deben 
cumplir las siguientes propiedades: 
 
1. α(x) ε R para x ε [0,1] 
2. α (x) ≥ 0 
3. 1)(
1
0
=∫ dxxα  
La forma general de α (x) se define como xccx *)( 10 −=α
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En implementaciones prácticas se puede determinar fácilmente una regla que permite hallar 
el número de descendientes de cada configuración ordenada en forma decreciente a la 
calidad de su función de adaptación ajustada a una función lineal decreciente. 
Generalmente se puede encontrar esa relación lineal escogiendo dos parámetros por 
ejemplo el número de descendientes que debe tener la mejor configuración y el número de 
configuraciones que participan en la selección.  
• Selección usando torneo.  Esta propuesta de selección es atractiva porque es 
significativamente diferente de la selección proporcional. En esta propuesta se escogen 
las configuraciones realizando N Juegos o torneos siendo N el tamaño de la población. 
En cada juego son escogidas aleatoriamente un conjunto de k configuraciones y la 
configuración ganadora es aquella que tiene la función objetivo de mejor calidad. El valor 
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de k es generalmente pequeño, típicamente k = 2,3,4,5, dependiendo de la población. Un 
valor grande de k conduce rápidamente a soluciones locales de baja calidad. 
La selección utilizando torneo requiere de poco esfuerzo  computacional y además no se 
requiere adaptar la función objetivo. Otra ventaja es que este método de selección es 
adecuado en los dos problemas de selección proporcional porque los resultados de los 
juegos no dependen de los valores absolutos de las funciones de adaptación. Obviamente 
tampoco existe el problema de número de descendientes no entero típico de la selección 
proporcional. 
3.3.5. Cruzamiento 
Las configuraciones seleccionadas en el proceso de selección son sometidas a cruzamiento. 
La traducción de cruzamiento es un poco complicada, sin embargo, es realmente una 
palabra que fue generada del término cross-over. 
El operador de cruzamiento en algoritmos genéticos consiste en intercambiar partes de dos 
vectores para formar dos nuevos vectores donde uno de los vectores nuevos tiene parte de 
los elementos de un vector y parte de los elementos del otro vector. Así tiene sentido decir 
que dos vectores son cruzados  o recombinados para formar dos nuevos vectores. 
El operador cruzamiento consiste en escoger dos configuraciones seleccionadas y generar a 
partir de ellas dos nuevas configuraciones donde las nuevas configuraciones tienen partes 
de las configuraciones originales. Generalmente a las configuraciones seleccionadas se les 
llama padres y a las nuevas configuraciones se les llama configuraciones hijos. 
3.3.6. Descripción De Tipos De Cruzamientos 
Existen tres tipos de cruzamiento y la diferencia fundamental entre ellos es apenas en el 
número de puntos de cruzamiento. Así, se tiene: 
Cruzamiento de un simple punto.  Este  operador permite combinar las características 
genéticas de  dos configuraciones para obtener nuevos descendientes de buena calidad. El 
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Cruzamiento de simple punto, consiste en tomar aleatoriamente dos configuraciones con 
derecho a descendientes y escoger aleatoriamente un número entre 1 y (k-1)   (siendo k el 
número de casillas binarias de cada configuración), que indica donde se debe partir cada 
vector para luego intercambiar la parte derecha de las configuraciones. Aplicando esto al 
ejemplo actual se obtienen los resultados de la figura 3.4. 
 
 
Padre1 1 0 1 1 0 0 1 0 0 1 1 0 1 0 1 0 1 0 1 0 1 1 
 
Padre2 1 0 0 1 0 1 1 1 0 1 0 0 1 0 1 1 0 0 1 1 0 1 
 
Hijo 1 1 0 1 1 0 0 1 0 0 1 0 0 1 0 1 1 0 0 1 1 0 1 
 
Hijo 2 1 0 0 1 0 1 1 1 0 1 1 0 1 0 1 0 1 0 1 0 1 1 
  
Figura 3.4 Cruzamiento de punto simple. 
Es posible definir una tasa de cruzamiento Pc que puede variar entre 0.00 y 1.00, se genera 
un número aleatorio entre 0.00 y 1.00 y si este número es menor o igual a la tasa del 
cruzamiento las configuraciones son sometidas a cruzamiento, de lo contrario las 
configuraciones pasan a la siguiente generación sin cambio alguno. 
Cruzamiento multipunto.  El Cruzamiento multipunto consiste en elegir dos o más puntos 
de cruzamiento. Es necesaria cuando la configuración es de gran tamaño. Intuitivamente se 
puede concluir que el cruzamiento multipunto es la forma más eficiente de cruzamiento y el 
58 
 
número de puntos de cruzamiento debe aumentar con el número de genes de la 
configuración. 
 
Cruzamiento uniforme. Se realiza un cruzamiento bit a bit con cada uno de los elementos 
de una configuración. Para cada bit se genera un número aleatorio con el fin de saber si el 
cruzamiento es aceptado. En configuraciones de gran tamaño este tipo de cruzamiento 
afecta el desempeño del algoritmo. 
Cruzamiento Especializado en Redes Radiales.  Este tipo de cruzamiento se basa en el 
intercambio de información genética de los padres de modo que las configuraciones hijas 
hereden segmentos completamente radiales de algunos de sus alimentadores elegidos 
aleatoriamente. Esta metodología permite conservar el material genético de los padres 
evitando que se pierda diversidad haciendo que el proceso evolucione sin llegar a ser 
homogéneo. 
Es importante anotar que las configuraciones obtenidas con este tipo de cruzamiento 
conservan su topología radial y no necesita rutinas auxiliares que descarten o aprueben cada 
una de las configuraciones. 
En la referencia [20] se explica el procedimiento para este tipo especializado de 
cruzamiento. 
3.4. MUTACIÓN 
Este operador dependiendo de las necesidades en el problema puede ser operado como 
elemento de intensificación y/o diversificación dependiendo de la tasa de mutación. La 
intensificación realiza búsquedas alrededor de una alternativa, la diversificación realiza 
búsquedas en distintas regiones y de esta forma evitar quedar atrapado en óptimos locales. 
En codificación binaria el operador de mutación intercambia el valor de algunas variables 
binarias. La tasa de mutación ρm  indica la probabilidad de que una posición cambie de 
valor.  
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Por ejemplo, una tasa de mutación ρm = 0.05, establece que cada bit de la alternativa de 
solución es sometida a mutación con esta probabilidad, por lo tanto, se genera un número 
aleatorio p
 
 entre 0 y 1 y si ese número es menor que ρm  se realiza la mutación.  
En la implementación de la mutación se generan números aleatorios produciendo una nueva 
decisión de tipo aleatorio en el Algoritmo genético.  
4 vectores con 12 bits cada uno, contienen 4*12= 48 elementos. Para una tasa de mutación 
ρm =0.05 se calculan 2.4 elementos a mutar. Es decir, se determina que 2 de los 48 
elementos deben ser modificados. Una tasa de mutación más alta implica mayor número de 
elementos a modificar. 
El funcionamiento del operador mutación por bit, es descrito en la figura 3.5. 
 
       Punto de Mutación 
Configuración Inicial 
0 1 1 1 0 0 1 0 0 1 1 0 1 1 1 0 1 0 1 0 1 0 
 
        
       Punto de Mutación 
Configuración resultante 
0 1 1 1 0 0 1 0 0 1 1 0 1 0 1 0 1 0 1 0 1 0 
 
Figura 3.5 Mutación bit a bit 
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Propuestas alternativas de mutación.  La Mutación es un operador fácil de implementar, 
sin embargo el aspecto crítico es la tasa de mutación. Generalmente cuando el tamaño del 
problema crece también es típico aumentar la tasa de mutación. 
En investigaciones recientes existen propuestas de usar valores mayores de tasas de 
mutación. Otras propuestas consisten en usar tasas de mutación variables aumentando o 
disminuyendo progresivamente el valor de la tasa de mutación durante el proceso de 
optimización. Existen, todavía, propuestas más radicales en implementaciones híbridas (con 
uso de estrategias heurísticas) donde se sugiere usar mutaciones altas. Por ejemplo si es 
usada una codificación decimal se puede definir mutación simple, doble o triple lo que 
significa que el valor de una variable decimal puede aumentar o disminuir en 1, 2, 3 
unidades. Propuestas de este tipo aparecen en aplicaciones de ingeniería eléctrica 
generalmente junto con propuestas heurísticas. 
3.5. PARÁMETROS DE CONTROL DEL ALGORITMO GENETICO 
El conjunto de parámetros que define el tamaño de la población, la tasa de cruzamiento y la 
tasa de mutación define en gran parte el comportamiento de un algoritmo genético. Este 
conjunto de parámetros, es llamado programa de control del algoritmo genético. Valores 
típicos recomendados en la literatura especializada son los siguientes: 
Tamaño de la Población:  20030 ≤≤ pρ
 
Tasa de cruzamiento: 10050 ≤≤ cρ % 
Tasa de mutación: %0.51.0 ≤≤ mρ
 
3.6. CRITERIO DE PARADA 
Existen varios criterios de parada que dependen de la naturaleza del problema, los cuales se 
citan a continuación: 
 
 Fue realizado un número especificado de generaciones. 
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 La incumbente obtenida llega a un valor de calidad mínima especificada. 
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CAPÍTULO 4. CONCEPTOS TEÓRICOS: OPTIMIZACIÓN 
MULTI OBJETIVO 
 
“La mayor parte de los problemas de optimización del mundo real son naturalmente 
Multiobjetivo. Esto es, suelen tener dos o más funciones objetivo que deben satisfacerse 
simultáneamente y que posiblemente están en conflicto entre sí. Sin embargo, a fin de 
simplificar su solución, muchos de estos problemas tienden a modelarse como mono 
objetivo usando sólo una de las funciones originales y manejando las adicionales como 
restricciones”.  Carlos A Coello.  
El término optimización se refiere a encontrar una o más soluciones factibles, las cuales 
corresponden a valores extremos de uno o más objetivos. Estos valores extremos de cada 
función objetivo corresponden a los valores máximos y/o mínimos que se requieren en un 
diseño así: calcular el mínimo costo de fabricación, calcular el máximo índice de 
confiabilidad, calcular el mínimo valor en la entrada de un amplificador, calcular la 
máxima deflexión de un material, etc. Sin embargo, los problemas de ingeniería han sido 
considerados asumiendo modelos que no son realistas, por lo tanto en muchos años, la 
ingeniería ha considerado problemas monoobjetivo.  
Los problemas reales de ingeniería son problemas que involucran varios objetivos, algunos 
de ellos pueden estar en conflicto, por ejemplo la construcción de una red de 
comunicaciones busca minimizar el costo de fabricación de la misma, disminuyendo el 
calibre de cables, disminuyendo el uso de dispositivos activos y buscando la ruta más corta 
entre el nodo alimentador y el nodo de los usuarios, sin embargo este objetivo entra en 
conflicto con los otros objetivos: garantizar señales mínimas a la entrada de los receptores y 
un índice alto de confiabilidad que se ajuste con la normatividad establecida. Estos grupos 
de objetivos están en conflicto ya que por un lado bajar costos implica reducir el calibre del 
cable, por otro lado para elevar la confiabilidad del sistema es necesario aumentar el calibre 
de los cables, es decir, no es posible mejorar un objetivo sin deteriorar el otro. 
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Por lo anterior, en los problemas Multiobjetivo, se presenta una característica en la que se 
refleja el hecho de que no existe una única solución ya sea minimización o maximización, 
sino que existe un conjunto de soluciones que son mejores que las demás, este conjunto de 
soluciones son soluciones no dominadas o soluciones que pertenecen al frente de Pareto o 
Pareto óptimas. La escogencia de una solución dentro de este conjunto depende de las 
características propias del problema y es realizada por un experto.  
Actualmente existen diversidad de métodos de optimización que tratan con múltiples 
objetivos y que han sido estudiados y desarrollados por varios autores [25]. La referencia 
anterior, entrega una mirada general de varios métodos matemáticos que pueden ser útiles 
en varios problemas de diseño de ingeniería así como también, muestra algunas técnicas 
híbridas usadas en estudios empíricos. 
4.1. OPTIMIZACIÓN MULTI OBJETIVO 
El problema de optimización evolutiva Multiobjetivo (OEM) puede expresarse en forma 
general como: 
 
[ ]nxxxx ,...,, 21=r   
que satisfaga las m restricciones de desigualdad: 
 
0)( ≥xgi
r
   i=1,2, . . . m 
p restricciones de igualdad 
 
0)( =xhi
r
 i=1,2, . . . p 
y que optimice   [ ])(),...(),()( 21 xfxfxfxf k rrrr =  
La solución óptima en el ámbito Multiobjetivo hace referencia al óptimo de Pareto: 
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Un punto [ ]∗∗∗∗ = nxxxx ,...,, 21r , es un punto óptimo de Pareto si para toda xr , con 
I = 1,2,...,k}{ , existe ))()(( ∗∈ =∀ xfxf iiIi rr , o existe al menos una i ∈ I  tal que 
)()( ∗xfxf ii
r
f
r
 
Un valor óptimo para la función se define como )( ∗xfi
r
. 
Finalmente, la solución óptima para cada función objetivo i, está definida por el par 
ordenado conformado por el punto óptimo y el valor óptimo ( ))(, ∗∗ xfx i  
También es necesario tener en cuenta el concepto de dominancia de Pareto que se define 
así: 
Un vector ),...,,( 21 kuuuu =
r
 domina a otro ),...,,( 21 kvvvv =
r
 siempre y cuando u sea 
parcialmente menor que v , lo que se denota por vu p . 
Con el vector que domina, se define el frente óptimo de Pareto: 
{ }∗∗ ∈=== PxxfxffuPF k |))(),...,(( 1rr  
Para entrar en detalle en el problema de la optimización Multiobjetivo, se debe definir el 
concepto de convexidad: 
Una función ℜ→ℜnf :  es una función convexa si para cualquiera de dos pares de 
soluciones { }∗∗ ∈=== PxxfxffuPF k |))(),...,(( 1rr , la siguiente condición es 
verdadera: 
 
)()1()())1(( 2121 xfxfxxf λλλλ −+≤−+
 
 
Para todo 10 ≤≤ λ  
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Por lo anterior, una función convexa tiene las siguientes propiedades: 
1. La aproximación lineal de )(xf  en cualquier punto del intervalo [ ]21,xx  siempre 
subestima el valor actual de la función. 
 
2. La matriz Hessiana de )(xf es positiva para todo x
.
 
 
3. Para una función convexa, un mínimo local es siempre un mínimo global. 
 
En la figura 4.1 se muestra gráficamente el concepto de convexidad. 
 
Figura 4.1 Concepto de convexidad. 
4.2. PRINCIPIOS DE LA OPTIMIZACIÓN MULTIOBJETIVO 
La idea principal para tener en cuenta en la optimización Multiobjetivo, es el que no existe 
una solución única que optimice simultáneamente todos los objetivos. Existe un conjunto 
de soluciones óptimas que afectan los valores de todos conformando un frente óptimo. Este 
conjunto de soluciones se analiza con las siguientes definiciones: 
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4.2.1. Ilustración de la solución óptima de Pareto. 
Considerando dos objetivos en conflicto, por ejemplo, minimizar la función 1 y minimizar 
la función 2, y teniendo dos variables de decisión, cuyo espacio se ilustra en la figura 4.2. 
Cada solución factible en este espacio tiene su respectiva imagen en el espacio de las 
funciones.  
Espacio factible
de decisión
Espacio de 
búsqueda
Frente 
Óptimo de Pareto
 
Figura 4.2 Espacios de búsqueda. 
 
Para algunos pares de soluciones, se puede observar que una solución, es mejor que las 
otras en un objetivo, pero esta misma solución es de peor calidad para el otro objetivo. Así, 
para establecer cuáles son las soluciones óptimas con respecto a los dos objetivos, es 
posible hacer una inspección escogiendo algunas soluciones para dicho análisis.  
 
En la figura 4.3, se distinguen dos regiones: una región Óptima de Pareto y otra región No 
Óptima de Pareto.  
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Figura 4.3 Soluciones en el espacio de búsqueda de los objetivos. 
La solución A pertenece al frente de óptimo de Pareto, por lo tanto domina a la solución F 
que no hace parte de la región óptima de Pareto. Por otro lado, la solución D es mejor que 
la solución F para el objetivo 2, pero es peor que F para el objetivo 1, sin embargo D 
pertenece a la región óptima de Pareto y la solución F no pertenece a esta región. La razón 
para lo anterior está en que en el frente óptimo de Pareto, están las soluciones no 
dominadas, y F es una solución dominada por C.  
La tarea consiste en encontrar todas las soluciones que hacen parte de la región óptima de 
Pareto, las otras soluciones no son interesantes aunque pueden hacer parte de soluciones 
subóptimas.  
Más adelante se explicará un método que permite encontrar el conjunto de soluciones que 
dominan o también llamado el conjunto de soluciones no dominadas.  
4.2.2. Objetivos en Optimización Multiobjetivo 
Como se mencionó anteriormente, es necesario conocer el conjunto de soluciones que 
pertenecen a la región óptima de Pareto, si los objetivos tienen la misma importancia y 
están en conflicto no es posible mejorar un objetivo sin deteriorar los otros. Teniendo en 
cuenta lo anterior, en la optimización Multiobjetivo se tienen en cuenta los siguientes 
aspectos: 
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• Encontrar el conjunto de soluciones tan cercano como sea posible al frente óptimo 
de Pareto. 
• Que el frente de Pareto sea lo más diverso posible. 
La primera meta es obligatoria y se asemeja a encontrar la solución óptima en un problema 
mono objetivo, la segunda meta es específica en la optimización Multiobjetivo, refleja el 
hecho que además de encontrar las soluciones óptimas, éstas deben estar esparcidas a lo 
largo del frente óptimo de Pareto. Solo con un diverso conjunto de soluciones, se garantiza 
la cercanía al óptimo global de Pareto. Dos soluciones son diversas en el frente de Pareto si 
su distancia Euclidiana es grande [26]. 
4.2.3. Objetivos que no están en conflicto 
Es importante resaltar que existe un conjunto de soluciones óptimas si los objetivos están 
en conflicto entre ellos, de lo contrario, el conjunto de soluciones óptimas tiene una única 
solución, además, existen problemas en los cuales no es tan obvio saber si los objetivos 
están en conflicto o no, esto se refleja en el momento de calcular el frente de Pareto. 
4.3. DIFERENCIAS ENTRE LA OPTIMIZACIÓN MULTIOBJETIVO Y LA 
MONOOBJETIVO. 
Además de tener múltiples objetivos, se pueden distinguir las siguientes diferencias: 
• Dos metas en vez de una. 
• Dos espacios de búsqueda. 
• No se requieren pesos para la definición de las Funciones Objetivo. 
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4.3.1. Dos metas en lugar de una. 
En la optimización mono objetivo, se busca una solución óptima, sin importar las 
soluciones óptimas locales para un espacio de búsqueda relativo. En cada iteración si la 
nueva solución es mejor que la solución actual, ésta se desecha y se reemplazada por la 
nueva solución. En la optimización Multiobjetivo como se mencionó anteriormente, es 
necesario encontrar un conjunto de soluciones óptimas y además, el conjunto de soluciones 
tiene que ser diverso. Los algoritmos para resolver la optimización Multiobjetivo son 
eficientes en la medida en que busquen mantener estos dos aspectos. La aplicación de 
mecanismos explícitos o implícitos que busquen un frente óptimo de Pareto y un conjunto 
de soluciones diversas hacen parte de dichos algoritmos.  
4.3.2. Dos espacios de búsqueda. 
En la optimización monoobjetivo, solo se utiliza un espacio de búsqueda, el espacio 
formado por las variables de decisión, en el que se trabaja rechazando o aceptando una 
solución de acuerdo al valor obtenido. 
Por otra parte, en la optimización Multiobjetivo, además de trabajar con el espacio de 
variables de decisión, existe el espacio objetivo o espacio de criterio. La relación entre estos 
espacios puede ser no lineal y las propiedades de los dos espacios de búsqueda, pueden no 
ser similares, por ejemplo, la proximidad de dos soluciones en un espacio, no implica que 
sus imágenes sean próximas en el otro espacio, por lo tanto en la optimización 
Multiobjetivo, además de mantener los objetivos, también es necesario decidir estrategias 
que permitan mantener la diversidad de las alternativas. 
4.3.3. No se requieren pesos para la definición de las Funciones Objetivo. 
Debido a que los problemas de la vida real son Multiobjetivo, en el pasado para trabajar 
estos problemas como monoobjetivos, fue necesario crear novedosos métodos para 
transformar los múltiples objetivos en uno solo, el más conocido consiste en darle un peso a 
cada objetivo, luego sumarlos para obtener finalmente un solo objetivo. El manejo de este 
70 
 
objetivo compuesto siempre tiende a solucionar un solo objetivo dependiendo de la 
definición de dichos pesos. Por su parte, en la optimización Multiobjetivo, al encontrar el 
conjunto de soluciones óptimas, elimina el uso de pesos y de parámetros artificiales, 
además se entrega un conjunto de soluciones que ayuda al experto a tomar decisiones. 
Aunque la optimización Multiobjetivo es más compleja, el no tener que definir y utilizar 
parámetros artificiales permite tener control directo sobre los objetivos, lo que no es posible 
en la optimización monoobjetivo. 
4.4. DOMINANCIA Y EL FRENTE DE PARETO. 
La mayoría de los algoritmos de optimización Multiobjetivo, usan el concepto de 
dominancia para la solución del problema de optimización Multiobjetivo. En estos 
algoritmos, dos soluciones son comparadas entre sí, determinando qué solución domina. 
Para tener más claridad sobre el concepto de dominancia, se utiliza un operador que 
interpreta si una solución es mejor o peor que otra sin tener en cuenta si se busca maximizar 
o minimizar un determinado objetivo. El operador <  entre dos soluciones cualquiera i  y 
j muestra que si ji < , entonces i es mejor que j para un objetivo particular. Así mismo si 
ji > , entonces la solución i es peor que la solución j para un determinado objetivo. 
 
Así, una solución 1x domina a otra solución 2x
 
si las dos siguientes condiciones son 
verdaderas teniendo M objetivos: 
• La solución 1x no es peor que 2x
 
en todos los objetivos, o lo que es lo mismo: 
)()( 21 xfxf jj <
 
para todo Mj ,...,2,1=  
• La solución 1x es estrictamente mejor que 2x  en al menos un objetivo, o lo que es lo 
mismo: )()( 21 __ xfxf jj <  para al menos un { }Mj ,...,2,1
_
∈
 
Si cualquiera de las condiciones de arriba no se cumplen, la solución 1x  no domina la 
solución 2x . Si 1x domina a la solución 2x , también se puede definir lo siguiente: 
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• 1x es dominada por 2x  
• 1x no es dominado por 2x , o; 
• 1x no es inferior a 2x  
A manera de ilustración, en la figura 4.4 se muestra un problema de optimización con dos 
objetivos, la función 1 se maximiza y la función 2 se minimiza, utilizando la definición de 
dominancia, es posible encontrar cuáles son las mejores soluciones que cumplan con los 
dos objetivos. 
 
Figura 4.4 Ejemplo para mostrar el concepto de dominancia. 
Si se comparan las soluciones 1 y 2, se observa que la solución 1 es mejor que la solución 2 
para los dos objetivos (la solución 1 domina a la solución 2).  
Si se comparan las soluciones 1 y 5, se observa que la solución 5 es mejor que la solución 1 
para el objetivo 1, además la solución 5 no es peor que la solución 1, lo que cumple la 
definición dada anteriormente, por lo que se concluye que la solución 5, domina a la 
solución 1. 
4.5. OPTIMALIDAD DE PARETO 
En la figura 4.4, se observa que aunque la solución 5 es mejor que la solución 3 para el 
objetivo 1 y que la solución 3 es mejor que la solución 5 en el objetivo 2, ninguna de las 
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dos soluciones es dominada por la otra, es decir estas soluciones son soluciones no 
dominadas y por lo tanto pertenecen a este conjunto. 
Si se tiene un conjunto de P  soluciones, el conjunto de soluciones no dominadas se denota 
por 'P , es decir, que aquellas soluciones que están en 'P no son dominadas por ninguna 
solución que esté en P . Si P  es todo el espacio de búsqueda, o SP =  entonces 'P es 
llamado el conjunto Pareto óptimo. 
 
En la figura 4.5, se muestran los posibles casos para las dos funciones objetivo con sus 
respectivos espacios de búsqueda y sus respectivos frentes de Pareto óptimos. 
 
 
a) b)
c) d)
 
Figura 4.5 Opciones de optimización Multiobjetivo. 
Los objetivos 1f  y 2f pueden ser minimizados o maximizados indistintamente, en la figura 
4.5.a, 1f y 2f son minimizadas, se muestra también el frente óptimo de Pareto como una 
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región continua, en la figura 4.5.b, 1f  es minimizada y 2f  es maximizada, aquí la curva 
correspondiente al frente óptimo de Pareto, la conforman dos regiones desconectadas. En la 
figura 4.5.c, 1f  es maximizada y 2f  es minimizada. En la figura 4.5.d 1f  es maximizada y 
2f  es maximizada. 
  
Una solución 1x domina fuertemente a 2x   o 21 xx p , si  1x es estrictamente mejor que 2x en 
todos los objetivos. En la figura 4.4.  se observa que la solución 5 no domina estrictamente 
a la solución 1, sin embargo, la solución 3 domina fuertemente a la solución 1. 
4.5.1. Niveles de dominancia. 
Existen algoritmos que clasifican la población de soluciones en varios conjuntos, por 
ejemplo el conjunto de soluciones no dominadas y el conjunto de soluciones dominadas. 
Sin embargo otros algoritmos clasifican las soluciones en varios niveles de soluciones no 
dominadas de acuerdo a la relación de dominancia de las soluciones: MFFF ,...,, 21 . En 
estos casos, las soluciones deben ser ordenadas de acuerdo a su nivel de dominancia. Para 
encontrar estos niveles de dominancia, es necesario retirar temporalmente el conjunto de 
soluciones del nivel 1 en adelante y calcular el nuevo conjunto de soluciones no dominadas, 
luego de encontrar el 2 nivel de soluciones no dominadas, éste es retirado y se calcula el 
nuevo conjunto de soluciones no dominadas. La ilustración se muestra en la figura 4.6. 
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Figura 4.6 Niveles de dominancia 
4.5.2. Procedimiento para encontrar el conjunto de soluciones No dominadas. 
Se han sugerido varios algoritmos para encontrar el conjunto de soluciones no dominadas, 
que en principio es equivalente a encontrar el mínimo entre un conjunto de números reales 
[27]. 
En este trabajo se plantea el método más intuitivo para el cálculo de este conjunto. 
En el algoritmo planteado, cada solución i  es comparada con todas las otras soluciones 
chequeando si la solución i es dominada por alguna solución en la población de soluciones. 
Si se encuentra que la solución i  es dominada por cualquier solución, esto significa que 
existe al menos una solución en la población que es mejor que la solución i  en todos los 
objetivos, es decir que la solución i no hace parte del conjunto de soluciones no dominadas. 
Se marca esta solución para denotar que no hace parte del conjunto de soluciones no 
dominadas. Sin embargo si pasa todo lo contrario, es decir que ninguna solución domina a 
la solución i , la solución i pasa a ser parte del conjunto de soluciones no dominadas. El 
algoritmo se describe a continuación: 
Dado un conjunto  de soluciones P  de tamaño N. 
Paso 1. Contador de soluciones i=0, conjunto P’=φ. 
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Paso 2. Para una solución j Є P donde j ≠ i, verificar si la solución j domina a la solución i. 
Si lo anterior es verdadero, ir al paso 4. 
Paso 3. Si existen más soluciones en el conjunto P, incremente j en uno, e ir al paso 2, de lo 
contrario hacer P’=P’ U {i}. 
Paso 4. Incrementar i en uno, si i ≤ N, ir al paso 2; de lo contrario parar y declarar  a P’ 
como el conjunto de soluciones no dominadas. 
4.6. CLASIFICACIÓN DE MÉTODOS MULTIOBJETIVOS. 
Para la clasificación de los métodos usados en la solución de problemas Multiobjetivo, es 
necesario identificar dos aspectos: 
 
• Búsqueda de soluciones. 
• Toma de decisiones. 
 
Estos aspectos se relacionan con el experto el cual decide las mejores soluciones dentro de 
un conjunto de soluciones óptimas. Desde el punto de vista de quien toma las decisiones, 
los métodos de optimización Multiobjetivo, pueden ser clasificados en las siguientes 
categorías: 
4.6.1. Métodos a priori 
Estos métodos se caracterizan por la participación del decisor antes de la búsqueda de las 
soluciones, es decir el decisor participa antes de resolver el problema. Estos métodos 
presentan dos formas: 
 
• Los objetivos se combinan en uno solo con la ayuda de pesos refiriendo una preferencia 
por algunos objetivos. La ventaja de esta forma es que pueden aplicarse las técnicas 
clásicas para resolver problemas monoobjetivos. 
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• Los objetivos se clasifican en orden descendente de prioridades. Se resuelve el objetivo 
con mayor prioridad sin tener en cuenta los demás, en seguida se resuelve el segundo 
objetivo sujeto al valor óptimo del primer objetivo, así sucesivamente hasta resolver el 
último objetivo. 
 
4.6.2. Métodos a posteriori 
En este método se toman las decisiones después de hacer la búsqueda de las soluciones, es 
decir, todos los objetivos tienen la misma preferencia. Al final del proceso de búsqueda con 
un conjunto de soluciones óptimas o aproximadas al óptimo, el decisor selecciona una 
solución que sea la más adecuada al problema. 
 
4.6.3. Métodos iterativos. 
En estos métodos, el decisor puede intervenir durante la búsqueda de soluciones, tomando 
decisiones sobre la preferencia de objetivos, lo que conlleva a buscar regiones de 
soluciones de mayor interés. 
 
4.7. MÉTODOS TRADICIONALES DE OPTIMIZACIÓN MULTIOBJETIVO 
 
Existen varias técnicas de programación matemática para resolver los problemas de 
optimización Multiobjetivo, en [28] se muestra una revisión de las técnicas existentes. 
 
Los métodos tradicionales, usan dos formas para tratar los problemas Multiobjetivo; por un 
lado, convierten los objetivos en uno solo, por otro lado, varios objetivos se convierten en 
restricciones. 
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4.7.1. Método de suma ponderada 
 
Este método escalariza el conjunto de objetivos en uno solo multiplicando cada objetivo 
por un escalar y haciendo una suma con estos resultados, se obtiene un solo objetivo: 
 
∑
=
k
i
ii xfwMin
1
)(
 
donde iw son los coeficientes ponderados que representan una importancia relativa de los 
objetivos if
 
 
La principal ventaja de este método es que es la vía más simple para resolver un problema 
Multiobjetivo. El concepto es intuitivo y fácil para usar. Para problemas cuya solución no 
sea convexa, el método garantiza soluciones en todo el conjunto óptimo de Pareto. 
 
La principal desventaja se presenta cuando algunos objetivos son para maximizar y otros 
objetivos son para minimizar, todos los objetivos tienen que ser convertidos a un solo tipo. 
 
4.7.2. Método restricciones-ξ 
 
Para resolver las dificultades que muestra el método anterior, en los problemas que no 
tienen espacios objetivo convexos, en la referencia [29] se sugirió replantear el problema 
Multiobjetivo, manteniendo el objetivo con mayor preferencia y los demás objetivos con 
valores definidos establecidos por el decisor, es decir que el método consiste en minimizar 
el objetivo principal teniendo como restricciones los restantes objetivos. Si 1f  es el objetivo 
de mayor preferencia, el problema se plantea como: 
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Donde i∈ son los limitantes superiores de los objetivos i  
En este método se pueden encontrar diferentes soluciones óptimas de Pareto usando 
diferentes m∈ . Este método puede ser usado indistintamente para resolver problemas que 
tiene espacios objetivo convexos o espacios objetivo no convexos. 
 
La desventaja de este método se presenta en la escogencia del vector ∈ . Los valores de 
este vector dependen del conocimiento que se tenga sobre los límites de cada función 
objetivo ya que es posible caer en regiones con soluciones no factibles. Además si el 
número de objetivos incrementa, incrementan los elementos que existen en el vector ∈ , lo 
que refiere gran conocimiento sobre el problema por parte del decisor. 
4.8. ALGORITMOS EVOLUTIVOS PARA RESOLVER LOS PROBLEMAS DE 
OPTIMIZACIÓN MULTIOBJETIVO. 
Existen varias dificultades cuando se usan métodos clásicos en la solución de un problema 
Multiobjetivo. En la referencia [30] se explican con más detalle dichas dificultades. 
 
• La convergencia a una solución óptima depende de la solución inicial. 
• Los algoritmos tienden a entregar soluciones subóptimas. 
• La eficiencia de los algoritmos depende del tipo de problema que están resolviendo. 
• Los algoritmos no son eficientes en la búsqueda de las soluciones en problemas que 
tienen un espacio de búsqueda discreto 
 
Los aspectos mencionados anteriormente sugieren que la solución práctica de problemas 
Multiobjetivo exigen el cálculo y la configuración de parámetros artificiales. Los 
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algoritmos evolutivos disminuyen en alguna medida estas dificultades permitiendo un 
reemplazo paulatino de los métodos clásicos por métodos prácticos de solución de 
problemas Multiobjetivo. 
En la actualidad cerca del 70% de las metaheurísticas aplicadas al problema de 
optimización Multiobjetivo, utilizan algoritmos evolutivos permitiendo obtener soluciones 
cercanas al frente óptimo de Pareto. El primer algoritmo usado en la solución de problemas 
Multiobjetivo utilizando algoritmos genéticos fue el VEGA (Vector Evaluated Genetic 
Algorithm) presentado por David Schaffer en 1984 como tesis doctoral. Actualmente, 
existen numerosos trabajos sobre Algoritmos Evolutivos Multiobjetivo (Multi Objective 
Evolutionary Algorithms, MOEA) [31]. En este trabajo se explicarán con detalle las dos 
implementaciones usadas para resolver el problema planteado y se explicarán las 
características fundamentales de los algoritmos más comunes. 
4.9. VECTOR-EVALUATED GENETIC ALGORITHM VEGA 
VEGA  fue el primer algoritmo implementado para resolver un Problema de optimización 
Multiobjetivo 
 
David Schaffer utilizó algoritmos genéticos con algunas variaciones para obtener un 
conjunto de soluciones NO DOMINADAS (frente de Pareto óptimo). La jerarquía a la que 
pertenece el algoritmo VEGA se muestra en la figura 4.7 
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Figura 4.7 Jerarquía en la optimización Multiobjetivo 
El objetivo de la optimización Multiobjetivo es obtener el conjunto de soluciones óptimas 
de Pareto, es decir se busca encontrar el óptimo de Pareto en una sola simulación (en 
teoría), esto elimina la necesidad de utilizar parámetros que son necesarios para convertir 
un problema  Multiobjetivo en Monoobjetivo 
 
Con los Algoritmos Evolutivos es posible enfatizar las soluciones no dominadas y 
simultáneamente preservar la diversidad modificando los tres parámetros de un AG 
convencional. 
4.9.1. Descripción del algoritmo 
Dado un problema con M funciones objetivo, la población se divide en M subpoblaciones. 
A cada subpoblación se le asigna un fitness de acuerdo a una función objetivo en particular. 
Cada función objetivo es usada para evaluar algunos miembros de la población. En la 
figura 4.8 se esquematiza el procedimiento VEGA 
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Figura 4.8 Algoritmo VEGA 
Es necesario que la población sea reasignada para evitar la homogenización y la tendencia 
sobre una sola función antes de que sean obtenidas las funciones fitness. 
 
Luego de que a cada solución le sea asignado el fitness, a cada subpoblación se le aplica el 
operador de selección teniendo en cuenta la función objetivo en particular. 
 
Lo anterior es útil en funciones que toman diferentes magnitudes, ya que a todos los 
miembros en una subpoblación les es asignada una función fitness basada en un objetivo en 
particular. 
 
Restringiendo el operador de selección en cada subpoblación, se hace énfasis en buenas 
soluciones correspondientes a un objetivo en particular. 
 
Además, tener en cuenta que para pasar de min a max es posible multiplicar por -1, pero en 
algunos operadores de selección, no se pueden procesar fitness negativos. 
 
Un método común consiste en restar la función de un valor constante para evitar valores 
negativos. 
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4.9.2. Procedimiento 
 
Paso 1. Definir contador de funciones MNqyi /1 ==
 
Paso 2. Para todas las soluciones qij *)1(1 −+=
 
hasta que qij ∗= , calcular la función 
fitness como sigue: 
 
)()( jij xfxF =
 
 
Paso 3. Aplicar el operador de selección en todas las q soluciones para crear la población 
intermedia (mating pool) 
Paso 4. Si Mi = , ir al paso 5, de lo contrario incrementar i en 1 e ir al paso 2. 
Paso 5. Unir toda la población intermedia en una sola: 
U
M
i i
PP
1=
=
 
 
Aplicar el operador de cruzamiento y mutación sobre P para crear una nueva población. 
 
4.9.3. Ejemplo 
 
111 1.1)( xxfMax −=  
1
2
22
160)(
x
x
xfMax +−=
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• Codificación del problema. En este ejemplo, para encontrar las variables de decisión 
óptimas 1x  y 2x , y además que satisfagan las restricciones, se representan como 
cadenas binarias, por ejemplo si se escoge una longitud de 5 para las dos cadenas, se 
tendrán 3225 =  posibles valores para representar cada una de las variables continuas. 
 
Además, es necesario que los valores que se tienen para representar la variable continua, 
estén entre los límites inferior y superior de la misma. 
 
La ecuación que representa la variable continua x i :  
 
)(
12
minmax
min
ili
ii
ii sDV
xx
xx ∗
−
−
+=
 
 
En donde: 
 
li es la longitud de la cadena usada para codificar la i-ésima variable 
 
s i  es la cadena binaria utilizada para representar la variable x i  
 
DV(s i ) es el valor decimal de la variable s i  
 
• Población inicial. Se escogen aleatoriamente 6 soluciones, como se muestra en la 
tabla 3 
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Tabla 3 Seis soluciones iniciales escogidas en forma aleatoria 
Ind X1 X2 f1 f2 
1 0.31 0.89 0.79 53.9032258 
2 0.43 1.92 0.67 53.2093023 
3 0.22 0.56 0.88 52.9090909 
4 0.59 3.63 0.51 52.1525424 
5 0.66 1.41 0.44 56.3484848 
6 0.83 2.51 0.27 55.7710843 
 
En la figura 4.9 se muestra gráficamente las soluciones iniciales. 
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Figura 4.9 Seis soluciones iniciales. 
Conjunto de soluciones no dominadas: 1, 3 y 5  
• Procedimiento  VEGA 
 
Paso 1  Contador i=1 y q = 6/2,  q=3 
Paso 2  Para todas las soluciones, en la primera partición le será asignada una función 
fitness basada en la primera función objetivo, en la segunda partición de la población le 
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será asignada una función fitness basada en la segunda función objetivo. En la tabla 4 se 
muestran las soluciones escogidas por cada función objetivo. 
 
Tabla 4 Soluciones escogidas por cada función objetivo 
Solución x1 x2 f1 f2 Objetivo Fitness 
1 0.31 0.89 0.79 53.9 1 0.79 
2 0.43 1.92 0.67 53.2 1 0.67 
3 0.22 0.56 0.88 52.9 2 52.91 
4 0.59 3.63 0.51 52.154 2 52.15 
5 0.66 1.41 0.44 56.34 1 0.44 
6 0.83 2.51 0.27 55.77 2 55.77 
 
Paso 3 Aplicar el operador de selección en todas las q soluciones para crear la población 
intermedia (mating pool) 
Para la Subpoblación 1 se tiene =  1.9, obteniendo los resultados de probabilidad pi para 
cada solución, los que se muestran en la tabla 5. Pi muestra la probabilidad acumulada. 
 
Tabla 5 Descendientes para la subpoblación 1. 
Solución pi Pi Desc 
1 0.41578947 0.41578947 2 
2 0.35263158 0.76842105 1 
5 0.23157895 1 0 
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La solución 5 será eliminada después de la operación de selección. 
 
Paso 4: Regresar al paso 2 para la siguiente función objetivo (i=2) 
Paso 2: A las soluciones 3, 4 y 6 en la Subpoblación 1 se les asigna la función fitness de la 
segunda función objetivo. 
 
Paso 3: Se escoge la solución con mejor fitness. Para este caso, la solución 6 tiene el mejor 
fitness. 
 
De la misma forma se procede para la Subpoblación 2. 
 
Sumatoria Subpoblación 2 = 160.83. Los resultados se muestran en la tabla 6. 
 
Tabla 6 Descendientes para la subpoblación 2. 
Solución pi Pi Desc 
3 0.32898091 0.32898091 1 
4 0.32425542 0.65323634 0 
6 0.34676366 1 2 
 
 
Paso 4:  Como i=M, entonces ir al paso 5: 
Paso 5: Unir las subpoblaciones en una sola población Pob 
Pob = 
M
i 1=U
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• Operador cruzamiento: se utiliza el operador de cruzamiento único punto que se aplica 
sobre toda la población Pob. 
 
Los padres son escogidos aleatoriamente, el punto de cruzamiento se define de forma 
aleatoria. En el siguiente ejemplo se hace cruzamiento en la posición 5 de la cadena de 13 
bits que representan cada solución. Los primeros 8 bits representan el valor de la primera 
función objetivo, los restantes representan la segunda función objetivo.  
 
0 1 0 0 0 1 0 0 1 0 0 1 0 
        
     
0 1 1 0 1 0 0 1 0 0 1 0 1 
 
Descendientes: 
 
0 1 1 0 0 1 0 0 1 0 0 1 0 
             
0 1 0 0 0 0 0 1 0 0 1 0 1 
 
• Operador de mutación: Se utiliza una tasa de mutación 2%. Esto completa una 
iteración del VEGA 
4.9.4. Resultados de la Simulación. 
 
En el ejemplo anterior, se utilizaron los siguientes parámetros: 
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Tamaño de la 
población 
40 
Longitud de cadena 
binaria 
30 bits para X1 
25 bits para X2 
Selección  Torneo 
Cruzamiento Punto simple 
Mutación 2% 
 
En la figura 4.10 se muestra la población inicial (Generación: 1) 
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Figura 4.10 Población inicial. 
En la figura 4.11 se muestra la evolución para la generación 300 
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Figura 4.11 Evolución en la generación 300. 
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4.9.5. Conclusiones. 
 
El algoritmo trabajó eficientemente al inicio del proceso, sin embargo muestra tendencia a 
optimizar una única función objetivo al final del proceso. 
 
Ventajas: La principal ventaja es que se utiliza una idea básica y fácil de implementar. 
VEGA tiene tendencia a encontrar soluciones cercanas a la mejor solución de cada función 
objetivo, esto es útil en casos donde se requiera hacer énfasis en estas soluciones. 
 
Desventajas: Cada solución en VEGA es evaluada solo por una función objetivo, sin 
embargo, quedan (M-1) objetivos en donde esta solución no ha sido evaluada, la evaluación 
de una solución en todas las funciones objetivos es importante en el contexto de la 
optimización Multiobjetivo. 
Rápida homogenización, ya que es difícil mantener la diversidad en la población. 
4.10. MÉTODO PARA MEJORAR LA DIVERSIDAD EN LA POBLACIÓN. 
  
Schaffer dedujo que una de las formas para mantener soluciones diversas en la región 
óptima de Pareto era enfatizando las soluciones no dominadas, es decir favoreciendo de 
forma heurística el conjunto de soluciones no dominadas. 
Una forma para enfatizar las soluciones no dominadas es aumentar la probabilidad  en 
aquellas soluciones que pertenecen a conjunto de soluciones no dominadas. 
En el operador de selección, una solución con un valor de adaptación (fitness) f
i
 es 
seleccionado con una probabilidad: 
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La solución f
i
  puede ser enfatizada adicionando una cantidad extra ε i  a su probabilidad, 
teniendo en cuenta de restar esta cantidad de las otras soluciones de la población para 
preservar que la probabilidad total sea 1. 
Para esto, es necesario encontrar las soluciones no dominadas de la población actual. 
Después, una cantidad  ε es restada de las soluciones dominadas para disminuir la calidad 
de la solución. 
 
Para una subpoblación  de N '  individuos, teniendo ρ '  soluciones no dominadas se tiene un 
total de (N ' - ρ ' ) ε que ha sido restado de todas las soluciones dominadas, esta cantidad (N ' - 
ρ ' ) ε, será distribuida equitativamente sobre las soluciones no dominadas para dar más 
importancia. 
Se adiciona a cada solución no dominada una cantidad  
'
''
 )  - (N
ρ
ερ
 
 
ε  se toma con un valor de 0.02 como se muestra en la referencia [32] 
 
Con esta modificación, se logran dos características: 
 
• Se enfatizan las soluciones no dominadas sobre las dominadas. 
• El énfasis se distribuye equitativamente sobre las soluciones no dominadas. 
 
El resto del algoritmo es igual, todos los individuos de una subpoblación son seleccionados 
de acuerdo con su probabilidad de selección modificada. 
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En el ejemplo, tomando la primera iteración la nueva probabilidad de selección, se muestra 
en la tabla 7: 
 
ε  = 0.02,  'ρ  = 2 
 
ερ )( '' −N
 = 0.02 
 
'
''
 )  - (N
ρ
ερ
 = 0.01 
 
Tabla 7 Descendientes para la subpoblación 1 con la nueva probabilidad. 
Solución pi Pi' pi Pi' Desc 
1 0.41578947 0.42578947 0.41578947 0.42578947 2 
2 0.35263158 0.33263158 0.76842105 0.75842105 1 
5 0.23157895 0.24157895 1 1 0 
 
Para la Subpoblación 2, la solución no dominada es 3. El resultado se muestra en la tabla 8 
 
ε  = 0.02,  'ρ  = 1 
 
ερ )( '' −N
 = 0.04 
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'
''
 )  - (N
ρ
ερ
 = 0.04 
Tabla 8 Descendientes para la subpoblación 2 con la nueva probabilidad. 
Solución pi Pi' pi Pi' Desc Desc' 
3 0.32898091 0.36898091 0.32898091 0.36898091 1 2 
4 0.32425542 0.30425542 0.65323634 0.67323633 0 0 
6 0.34676366 0.32676366 1 1 2 1 
 
• Resultados. En este caso, sólo se muestra el conjunto de soluciones no dominadas 
para la generación que se indica. 
 
En la figura 4.12  se muestra el frente obtenido en la población inicial. 
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Figura 4.12 Frente correspondiente a la población inicial. 
 
En la figura 4.13 se muestra el frente en la generación 500 
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Figura 4.13 Frente en la generación 300. 
4.11. NON-DOMINATED SORTING GENETIC ALGORITHM (NSGA II). 
 
Este algoritmo es una nueva versión del algoritmo Non-Dominated Sorting Genetic 
Algorithm (NSGA)  propuesto por Kalyanmoy Deb en el año 2003. La idea de este 
algoritmo es preservar las mejores soluciones no dominadas (elitismo) para que hagan parte 
de la próxima generación, al mismo tiempo un operador de comparación utilizando una 
estrategia de vecindad (niching strategy), mantiene la diversidad de las soluciones a lo largo 
del proceso de evolución. 
 
4.11.1.  Procedimiento. 
En la figura 4.14 se muestra el diagrama de flujo del algoritmo NSGA II. 
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Figura 4.14 Diagrama de flujo del algoritmo NSGA II. 
 
Paso 1. El procedimiento inicia con una población inicial 0P  de tamaño N. 
 
Paso 2. En esta población se encuentran los diferentes conjuntos de soluciones no 
dominadas o frentes de Pareto de diferentes niveles 0iF , el frente con el nivel 1 es el mejor 
frente. El valor del frente será el valor de adaptación (fitness) de cada solución, valor que se 
utilizará para calcular los descendientes.  
 
Paso 3. Usando los operadores de selección, cruzamiento y mutación se crea la población 
0Q
 
de tamaño N. 
 
Paso 4. Iniciar el contador de iteraciones en 1, además declarar tR como una población 
vacía : 1←t
 
y Φ←tR
 
 
Paso 5. Mientras  t < gmax 
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Combinar las poblaciones 1−tP  y 1−tQ  para generar U 11 −−= ttt QPR . Encontrar para tR los 
diferentes frentes iF , ni ,...,2,1=  
Calcular los nuevos frentes  
t
iF  ← CalcularNoDominadas (Rt) 
 
Paso 6.   Hacer i←1 
 
 Mientras ( )N<1+tP   hacer 
                  CalcularDistanciaCrowding ( tiF  )  
t
itt FPP ∪← ++ 11  
Hacer  i ← i+1 
Generar 1+tQ , aplicando los operadores de  selección cruce y mutación sobre 1+tP . 
             Hacer t ← t+1 
En el paso 6, la función CalcularDistanciaCrowding, sirve para escoger los últimos 
individuos del frente Fi para completar la población con un tamaño de N individuos, los 
individuos son escogidos de acuerdo a su distancia, siendo los más opcionados aquellos que 
tengan mayor distancia. En la figura 4.15, se muestran gráficamente los pasos del algoritmo 
NSGA II. 
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Figura 4.15 Ilustración del algoritmo NSGA II 
 
Para estimar la distancia entre soluciones “vecinas”, se calcula la distancia promedio entre 
dos soluciones, tomando los lados de la solución i para todos los objetivos. El valor Di, 
identifica la distancia de las soluciones vecinas, dichas soluciones serán los vértices del 
cuboide que encierra la solución i. En la figura 4.16, se muestra el cuboide (perímetro) de la 
solución i. 
 
Cuboide
2f
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i-1
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Figura 4.16 Definición del perímetro para la solución i. 
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La función CalcularDistanciaCrowding se explica en los siguientes pasos: 
Paso 1. Llamar al número de soluciones en cada frente F como Fl = . Asignar las 
distancias de las soluciones inicialmente con un valor de cero: 0=id . 
Paso 2. Para cada función objetivo mf , ordenar el conjunto empezando por el peor valor o 
encontrar el vector de índices ordenados: ),( >mm fsortI = . 
Paso 3. Para Mm ,...,2,1= , definir una distancia muy grande para las soluciones que están 
al extremo de cada frente, es decir, ∞== m
l
m II
dd
1
. Para las demás soluciones desde 
2=j  hasta 1−= lj , calcular: 
Min
m
Max
m
I
m
I
m
II ff
ffdd
m
j
m
j
m
j
m
j
−
−
+=
−+ )()( 11
 
 
En donde jI muestra el índice de la solución j-ésima, es decir, representa el lugar que ocupa 
en el vector ordenado de peor a mejor función objetivo m. El siguiente término de la 
derecha es la diferencia de los valores de la función objetivo entre dos soluciones vecinas 
1+j  y 1−j .  
 
Los parámetros Maxmf  y Minmf  corresponden al valor máximo y mínimo de la función 
objetivo ésimam − . 
 
La característica fundamental del algoritmo NSGA II es la estrategia para mantener la 
diversidad de la población usando la función que calcula la distancia de las soluciones 
“vecinas”. No se requieren parámetros extras que necesitan los otros algoritmos 
Multiobjetivo, por ejemplo, MOGA, NSGA, NPGA. Sin embargo, la función que calcula la 
vecindad, el algoritmo pierde la propiedad de convergencia. Además, este algoritmo se 
ejecuta sobre una población de tamaño 2N, mientras que la mayoría de algoritmos similares 
utilizan una población de tamaño N. 
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CAPÍTULO 5. CONFIABILIDAD 
 
La confiabilidad juega un papel importante en el consumo de bienes y servicios. Los 
usuarios pueden llegar a percibir sentimientos de frustración o desacuerdo cuando un 
servicio y/o producto no funcionan como se espera y puede ser más crítico en donde la falta 
de confiabilidad trae serias consecuencias sobre todo en donde se involucra la vida y el 
bienestar de seres humanos. 
 
Lo cierto es que las fallas del sistema incrementan los costos y disminuye el 
funcionamiento apropiado del mismo. 
 
La confiabilidad del sistema involucra la variable del tiempo, es decir, se mide el uso de 
componentes a lo largo del tiempo. También involucra las condiciones bajo las cuales los 
componentes son utilizados por ejemplo la carga de un componente, la temperatura de 
flexión de los materiales, etc. 
 
Antes de la segunda guerra mundial, la noción de confiabilidad fue intuitiva, subjetiva y 
cualitativa [33]. La confiabilidad expresada como el promedio de fallas o la media de falla 
de un componente o sistema fue introducida en los años 30 en la industria aérea, siendo el 
ambiente militar quien le diera gran uso y tomara gran ventaja de los conceptos teóricos. 
 
Los productos y/o servicios están conformados por sistemas que a su vez están constituidos 
por una gran número de componentes, que en ocasiones dada su complejidad se agrupan de 
acuerdo a su funcionalidad. 
 
Estos componentes pueden fallar o presentar inconvenientes en los usuarios y su impacto 
puede traducirse desde una pequeña molestia hasta un gran impacto en una región, el cual 
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puede implicar peligro para los usuarios. Por lo anterior, existe una relación directamente 
proporcional entre confiabilidad y seguridad. 
Las fallas que ocurren en los componentes son aleatorias, es decir, que no posible saber con 
certeza cuándo va a ocurrir una falla ni tampoco es posible construir un componente 100 
por ciento confiable. 
5.1. DEFINICIONES 
Como se estudió anteriormente, la definición de confiabilidad involucra varios conceptos 
que se complementan [34]: 
5.1.1. Confiabilidad 
Es la probabilidad de que un componente o sistema pueda cumplir su función en las 
condiciones operativas especificadas durante un intervalo de tiempo dado. Esta definición 
aplica para los componentes o sistemas que deben operar durante un tiempo definido. 
5.1.2. Disponibilidad 
Es la probabilidad de que un componente o sistema pueda cumplir su función en las 
condiciones operativas especificadas en un instante de tiempo dado. El complemento de la 
disponibilidad se denomina indisponibilidad. 
5.1.3. Tasa de Eventos 
Mide la velocidad en la que suceden los eventos que producen la variable aleatoria, también 
se define como la probabilidad de ocurrencia de un evento en un determinado intervalo 
x∆ si otro intervalo no ha sucedido antes. En general la variable aleatoria x se da en 
unidades de tiempo. En la figura 26, se muestra gráficamente la tasa de eventos. 
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Figura 5.1 Tasa de eventos. 
 
5.1.4. Distribución de probabilidad exponencial. 
 
En probabilidad existen varias distribuciones que muestran el comportamiento de una 
variable aleatoria x que se explican en [34]. En confiabilidad la distribución más utilizada 
es la exponencial. 
 
La distribución exponencial se muestra en la figura 5.2. La figura 5.2 a), muestra la función 
de densidad definida por: 


 ≥
=
−
0
0)( xexf
xλλ
 
La figura 5.2 b), muestra la función de distribución definida por: 


 ≥−
=≤=
−
0
01)()( xexXPxF
xλ
 
La figura 5.2 c), muestra el parámetro λ  o tasa de eventos constante.
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Figura 5.2 Distribución exponencial. 
 
El valor esperado está determinado por: 
λ
1)( =xE  
La varianza para esta distribución se determina por: 
2
1)( λ=xV
 
La principal característica de esta distribución es la tasa de eventos constante, la desviación 
estándar es igual al valor esperado por lo que el coeficiente de variación es del 100%, lo 
que indica que existe una gran dispersión de los valores de la variable con respecto al valor 
esperado. 
 
Existen otras distribuciones de probabilidad utilizadas en la confiabilidad que se describen 
en la referencia [34]. 
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5.2. CONFIABILIDAD DE LOS COMPONENTES 
 
Es necesario diferenciar entre los sistemas reparables y no reparables. 
 
En sistema reparable permite ser restaurado cuando falla en alguna de sus funciones. El 
sistema no reparable se descarta una vez se presenta la falla y se toma como parte de un 
sistema mayor reparable. A su vez un sistema reparable puede tener partes, subsistemas no 
reparables. Por lo anterior, la clasificación de los sistemas depende del modelamiento y el 
tipo de estudio de confiabilidad que se haga sobre el mismo.  
 
5.3. ANÁLISIS DE CONFIABILIDAD 
Teniendo en cuenta los registros de operación de un componente o un grupo de 
componentes es posible dividir el análisis en:  
 
• Construcción de modelos probabilísticos. 
• Cálculo de índices de confiabilidad. 
 
En la construcción de modelos probabilísticos es posible hacer simulaciones sobre la 
operación presente y futura de un componente, es decir, los modelos son una representación 
del fenómeno real y no el método de solución. Más detalles de la construcción de modelos 
probabilísticos se pueden encontrar en [34] 
5.4. CÁLCULO DE ÍNDICES DE CONFIABILIDAD 
Es posible calcular diferentes estadísticas descriptivas que además de ser cuantitativas le 
permiten a los decisores evaluar el desempeño de los componentes con respecto a sus datos 
operacionales y tomar medidas para mejorar la confiabilidad del sistema. 
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En la figura 5.3 se muestra el esquema para el cálculo de los índices de confiabilidad. 
 
 
Figura 5.3 Esquema Cálculo índices de confiabilidad. 
 
5.4.1. Registros Operativos 
 
Para los componentes reparables se requiere de una muestra de n tiempos de falla ttf1, ttf2, 
…, ttfn con los correspondientes tiempos de reparación ttr1, ttr2, …, ttrn . 
 
Para los componentes no reparables se requiere una muestra de n tiempos de falla ttf1, ttf2, 
…, ttfn . 
 
Sin embargo, es común disponer de la siguiente muestra: El reporte de que un componente 
o un grupo de componentes idénticos de una población de tamaño N falló o fallaron n veces 
durante un periodo de observación T con los correspondientes tiempos para reparación para 
los componentes reparables. Esta muestra permite calcular estadísticas descriptivas en las 
cuales se asume la distribución exponencial, es decir que los componentes estarán en su 
vida útil. 
 
5.4.2. Tasas de falla de un componente. 
 
Se denomina tasa de fallas de un componente al número de fallas que presenta un 
componente en un determinado tiempo durante un periodo en el que se encuentre operando. 
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En la figura 5.4 se muestra la curva de vida de un componente. 
t
Periodo
infantil Vida Útil
Periodo
Obsolescencia
Tasa
Fallas
 
Figura 5.4 Curva de vida de un componente. 
 
En el periodo infantil, se observa una alta tasa de fallas que disminuye con el tiempo. En el 
periodo de vida útil, la tasa de fallas es constante que ocurren de manera aleatoria con un 
bajo valor de ocurrencia. El asumir que una tasa de fallas es constante implica una 
distribución exponencial. En el periodo de obsolescencia la tasa de fallas crece con el 
tiempo. 
 
5.4.3. Índices de confiabilidad estadísticos 
Como se mencionó anteriormente es posible calcular estadísticos descriptivos sobre un 
componente en el tiempo de vida útil. 
 
• Tiempo medio para falla. ∑
=
=
n
i
ifalla ttf
n
t
1
_ 1
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No se necesita conocer el tamaño de la población de componentes, este estadístico es 
eficiente cuando el tamaño de la población es muy grande, por lo tanto la calidad de este 
estimador depende del tamaño de la muestra. 
• Tasa promedio de fallas 
fallat
_
1
=λ
 
TN
n
∗
=λ
. Es útil cuando se registra el número de componentes que fallaron (n) , se 
tiene el tamaño de la población N y el tiempo de estudio T sin tener los tiempos de falla de 
cada uno de los componentes. La tasa promedio para fallas λ  también se denomina 
Frecuencia de fallas y generalmente se da en las siguientes unidades [fallas/año-
componente] o [fallas/año-km]. 
 
• Tiempo medio para reparación nttrr
nf
fallai
i /)( ∑
∈∀
=
   
Definido también como el tiempo promedio utilizado para reparar los componentes en un 
periodo T de tiempo.  
 
Así como los modelos probabilísticos representan a todos los componentes de una 
población, las estadísticas descriptivas representan a un componente promedio o típico de 
toda una población. 
 
5.5. MODELO DE FRECUENCIA Y DURACIÓN 
El componente se define como un bloque conformado por los parámetros λ
 
(tasa de fallas 
o frecuencia) y r
 
(tiempo medio para reparación) 
 
La indisponibilidad del componente en [horas/año] o porcentaje se calcula como: 
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rU ∗= λ
  
Este modelo se deriva del proceso de Markov homogéneo [34] y representa combinaciones 
serie y paralelo en la que se conectan los componentes, es usado cuando la indisponibilidad 
anual del componente es menor al 10%. 
Conexión Serie: Dos componentes se encuentran conectados en serie si el funcionamiento 
del sistema depende del funcionamiento de ambos, si un componente falla, el sistema falla.  
Cuando los componentes se conectan en serie se tienen en cuenta las siguientes 
expresiones: 
21 λλλ +=s
 
)(
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21
2211
λλ
λλ
+
+
=
rr
rs
 
 
En la figura 5.5, se muestra dos componentes conectados en serie y su equivalente. 
 
 
Figura 5.5 Componentes en serie 
 
Conexión paralelo: Dos componentes se encuentran en paralelo cuando el funcionamiento 
de alguno de los componentes es suficiente para el funcionamiento del sistema. Cuando el 
sistema falla, es debido a que todos los componentes en paralelo fallan.  
 
Cuando los componentes se conectan en paralelo se tienen en cuenta las siguientes 
expresiones: 
)( 2121 rrp += λλλ
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En la figura 5.6, se muestra dos componentes conectados en paralelo y su equivalente. 
 
 
 
Figura 5.6 Componentes en paralelo 
 
5.6. VALORACIÓN DE LA CONFIABILIDAD 
 
La confiabilidad de un sistema se evalúa a través de índices de confiabilidad tomados en los 
usuarios (puntos de conexión del usuario). Los datos individuales en los usuarios se 
acumulan para obtener el índice del subsistema, finalmente, los índices de confiabilidad de 
los subsistemas se acumulan para obtener el índice general de confiabilidad del sistema. 
 
Existen muchos índices de confiabilidad basados en los usuarios que se explican en [34], 
los cuales son adaptados en este trabajo a redes de comunicaciones: 
 
5.6.1. Índices basados en los usuarios. 
 
• Índice de frecuencia de interrupción promedio del sistema: 
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• Índice de duración de la interrupción promedio del sistema: 
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Donde:  
fN : Total de interrupciones al usuario 
N
 : Total de usuarios servidos. 
iλ : Tasa de fallas en cada punto de carga. 
iU : Indisponibilidad en cada carga. 
 
5.6.2. Índices basados en la carga instalada 
 
Estos índices se calculan en sistemas con usuarios industriales y comerciales 
 
• Índice de frecuencia de interrupción del sistema promedio: 
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• Índice de duración de la interrupción del sistema promedio:  
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Donde:  
iMVAL : Duración de la interrupción de los MVA conectados 
iMVA : Total de MVA suministrados. 
ittr : Tiempo de reparación en la carga. 
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CAPÍTULO 6. ANÁLISIS DE CASOS DE PRUEBA 
 
La metodología propuesta contempla un modelo matemático Multiobjetivo resuelto con 
métodos de optimización soportados en metaheurísticas. Los métodos contemplados son el 
VEGA y el NSGA II tal y como se describe a continuación. 
 
• Optimización del costo de la red y cantidad de señal en redes de comunicaciones con un 
enfoque Multiobjetivo solucionado con los algoritmos VEGA y NSGA II. 
• Optimización en el costo de la red y confiabilidad en el suministro de señal en redes de 
comunicaciones con un enfoque Multiobjetivo, solucionado con el algoritmo NSGA II. 
 
6.1. OPTIMIZACIÓN DEL COSTO DE LA RED DE COMUNICACIONES CON 
UN ENFOQUE MULTIOBJETIVO. 
6.1.1. Algoritmo VEGA. 
Población inicial: La población inicial se genera aleatoriamente utilizando un algoritmo 
aleatorio, teniendo en cuenta la restricción de radialidad. En la población no se permiten 
individuos cuyas topologías contengan trayectorias cerradas, tampoco se permiten nodos 
aislados. El algoritmo aleatorio aplicado para generar la población inicial se describe a 
continuación:  
 
Paso 1. Ubicar el nodo óptico (alimentador de señal)  
 
Paso 2. Mientras el número de ramas conectadas sea menor al N-1, donde N es el número 
de nodos, hacer lo siguiente: 
Paso 2.1 Conectar el nodo seleccionado. 
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Paso 3. Hacer una lista con las ramas que podrían conectarse a este nodo y que aún no estén 
conectadas. (Descartar las ramas que formen trayectorias cerradas) 
Paso 4. Si quedan aún ramas que podrían ser conectadas al nodo mencionado entonces:  
Paso 4.1 Se escoge aleatoriamente una rama de esta lista. 
Paso 4.2 Se escoge el nodo que no ha sido conectado de esta rama. 
Paso 4.3 Si este nodo puede aportar ramas, se ingresa en la lista de nodos conectados y 
se ingresa la rama escogida en el paso 4.1. Se incrementa el contador que lleva el 
número de ramas conectadas. 
Paso 5. De lo contrario: Se desconecta la rama en cuestión, y se examina si hay ramas (ir al 
Paso 4.1). 
 
Se repite todo el proceso hasta que se tenga el número de individuos de la población. 
 
Selección: En el algoritmo VEGA se divide la población de acuerdo al número de 
funciones objetivo. En este caso, la población inicial es dividida en 2 subpoblaciones. Cada 
subpoblación define la selección para generar los descendientes de acuerdo a su función 
objetivo. En la sección 2.3.4 (Costo de inversión y calidad de operación) se muestran los 
dos objetivos utilizados en este algoritmo. Para cada uno de los objetivos se utiliza la 
selección proporcional que por naturaleza maximiza la función objetivo, por lo que es 
necesario calcular la función de adaptación como sigue: oa ff /1= . Donde af  es la función 
de adaptación que se va a utilizar para la selección y of  es la función objetivo planteada 
inicialmente. Para evitar la homogenización de la población en las generaciones iniciales, 
se limita el número de descendientes.  
 
Cruzamiento: En el algoritmo VEGA, las dos subpoblaciones conforman una sola 
población. El operador cruzamiento opera sobre toda la población. Se utiliza un operador 
especializado referenciado en la sección 3.3.6.4 (Cruzamiento especializado en Redes 
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Radiales) llamado operador cruzamiento tipo II. La escogencia de los padres para generar 
descendientes se hace de forma aleatoria hasta que se completa la nueva población.  
 
Mutación: El operador mutación se aplica a toda la población de acuerdo a lo definido en 
la sección 3.4 (Mutación). El operador mutación permite salir de óptimos locales, ampliar 
el espacio de búsqueda y evitar la homogenización de la población. 
 
Diversidad: El algoritmo VEGA presenta como desventaja el que después de un número 
determinado de generaciones, la diversidad del frente se ve afectada y las soluciones 
tienden a converger sobre una sola función objetivo. Con el operador mutación es posible 
mantener algún grado de diversidad, sin embargo, se observa un compromiso con la 
convergencia. Por lo anterior se sugiere incluir una nueva estrategia a fin de mejorar la 
diversidad. La estrategia planteada fue la siguiente: Heurística de Selección No 
Dominada, el objetivo es enfatizar las soluciones no dominadas en la población asignando 
un valor adicional en ciertos individuos para mejorar la probabilidad de selección. En el 
operador de selección se adiciona un parámetro extra que cambia la probabilidad de 
selección de un individuo como se muestra en la sección 4.9.6 (Método para mejorar la 
diversidad en la población). 
 
6.1.2. Solución del Problema de Redes de Comunicación usando el Algoritmo VEGA. 
La metodología propuesta fue probada usando un sistema de Televisión por Cable de la 
vida real compuesto por 35 nodos y 154 ramas localizado en la ciudad de Pereira 
(Colombia) que se describe en los anexos 1 y 2. Los trayectos de la red consideran tres 
posibles calibres de cable coaxial. Se tomó cada trayectoria con un calibre específico como 
una nueva rama, de tal forma que el problema pasa a tener 35 nodos y 462 ramas. En la 
figura 6.1, se ilustra la inclusión de las nuevas ramas debido a los diferentes calibres. 
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Figura 6.1 Alternativas de conexión entre nodos. 
 
En las figuras que representan las topologías candidatas, se tienen las siguientes 
convenciones: 
Divisor óptico
Fibra óptica
Cable coaxial
Ruta crítica
20 Nodos coaxial
 
Parámetros de la red: 
 
Salida del receptor óptico: 50 Decibeles. 
Calibres: 0.540, 0.750, 1.00 Pulgadas. 
Frecuencia mínima de operación: 5 Megahertz 
Frecuencia máxima de operación: 870 Megahertz 
 
Parámetros del algoritmo genético: 
 
Población: 200 Individuos 
Tasa de cruzamiento: 100% 
Tasa de mutación: 3% 
Máximo Número de Generaciones: 2800 
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En la figura 6.2, se muestra el frente obtenido después de 2880 generaciones. 
1
2
fo1  ($)
fo2
 
 
(D
ec
ib
el
es
)
 
Figura 6.2 Frente obtenido con el algoritmo VEGA después de 2880 generaciones. 
 
De este estudio se analizan dos soluciones del frente que se muestran en la figura 6.2, tabla 
9. 
 
Tabla 9 Soluciones del mejor frente obtenido con VEGA. 
Solución fo1 (Miles de $) fo2 (Suma de Decibeles 
dentro de lo requerido) 
1 30891 94 
2 53716 18 
 
En la figura 6.3, se muestra la configuración del frente (figura 6.2), identificada en la tabla 
10 con el número 1 (solución más económica). Así mismo, se muestra la ruta crítica que se 
presenta en la operación de la red, observando en el nodo 21 un faltante de 12 Decibeles. 
La suma de señal en todos los nodos presenta un superávit de 94 Decibeles por encima del 
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mínimo requerido. El nodo 21 el de mayor déficit de 12 Decibeles por fuera del rango 
requerido. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6.3 Red de baja inversión y déficit de señal en un nodo. 
 
En esta solución todos los nodos son conectados con el menor calibre que representa el 
menor costo por metro entre los tres calibres propuestos y representa la mayor atenuación 
por metro de los tres calibres. El costo de esta solución se muestra en la tabla 9. 
 
En la figura 6.4 se muestra la configuración obtenida identificada en la tabla 9  con el 
número 2. Esta red requiere de mayor inversión respecto a la anterior, presenta niveles de 
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señal adecuados en todos los nodos de la red y el total de la señal presenta un superávit de 
18 decibeles. La ruta crítica en la operación se presenta en el nodo 23, con un valor de señal 
superior al mínimo establecido en 2.8 Decibles. 
 
 
 
 
 
 
 
 
 
 
 
Figura 6.4 Red de alta inversión y sin déficit de señal en los nodos. 
 
Esta solución muestra un valor de inversión 43% más alto que el referido en la solución 1.  
117 
 
6.2. OPTIMIZACIÓN EN EL COSTO DEL DISEÑO Y OPERACIÓN EN REDES 
DE COMUNICACIÓN POR CABLE CON UN ENFOQUE MULTIOBJETIVO, 
SOLUCIONADO CON EL ALGORITMO NSGA II. 
 
6.2.1. Algoritmo NSGA II. 
 
Población inicial: La población inicial es la misma que se utiliza para el algoritmo VEGA. 
 
Selección: En el algoritmo NSGA II se utiliza el operador de selección por torneo con dos 
competidores. Los competidores se escogen aleatoriamente y compiten comparando el 
nivel del frente al que pertenecen. Si dos competidores pertenecen al mismo frente, el valor 
utilizado es el indicador de densidad que favorece la diversidad de la población, el 
competidor con mayor índice de densidad es el ganador.  Como en el caso anterior, se 
controla el máximo de descendientes del mismo padre. Si los dos competidores pertenecen 
al mismo frente y tienen el mismo valor de densidad, se escoge aleatoriamente al ganador. 
Cruzamiento: En el algoritmo NSGA II se utiliza el cruzamiento tipo II referenciado en la 
sección 3.3.6.4 (Cruzamiento especializado en Redes Radiales). La escogencia de los 
padres para generar descendientes se hace de forma aleatoria hasta que se completa la 
nueva población.  
Mutación: El operador de mutación se aplica a toda la población de acuerdo a lo definido 
en la sección 3.4 (Mutación). El operador de mutación se establece en el 3%. 
Diversidad: Como se mencionó en la sección 4.10 (NSGA II), el algoritmo NSGA II 
define una función que calcula la distancia entre las soluciones en un frente, las soluciones 
con un mayor valor tendrán mayor probabilidad de pasar a la siguiente generación  
aportando la diversidad a la población. 
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6.2.2. Solución del problema de Redes de Comunicaciones usando el Algoritmo 
NSGA II 
Las pruebas y resultados se hicieron con un sistema real de televisión por cable de 35 nodos 
y 154 ramas que se describen en los anexos 1 y 2. Como en el análisis VEGA, se tiene en 
cuenta en el modelo el calibre de cada trayecto. 
Los parámetros de la red fueron los siguientes: 
Salida del receptor óptico: 50 Decibeles. 
Calibres: 0.540, 0.750, 1.00 Pulgadas. 
Frecuencia mínima de operación: 5 Megahertz 
Frecuencia máxima de operación: 870 Megahertz 
Los parámetros para el algoritmo genético fueron los siguientes: 
Población: 200 Individuos 
Tasa de cruzamiento: 100% 
Tasa de mutación: 3% 
Generaciones: 1000 
En la figura 6.5, se muestra el frente obtenido después de 1000 generaciones. 
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Figura 6.5 Frente obtenido con el algoritmo NSGA II. 
 
En este caso se analizan las soluciones identificadas con los números 1 y 2 en la figura 6.5. 
A este mismo frente pertenecen 43 soluciones. En la tabla 10 se muestran los resultados con 
el nivel de señal crítica para la solución 1. El rango crítico de señal se establece entre los 12 
y 0 Decibeles. Por encima de 12 Decibeles se considera sobre diseño y entre 12 y 0 
Decibeles a pesar de corresponder a operación factible, la señal presenta un valor crítico. 
De la tabla 10 se observa que el nodo crítico es el 2 con 0.9 Decibeles, es decir está a 11.8 
Decibeles del límite superior. Sumando en el sistema las diferencias entre el límite superior 
y el valor obtenido se obtienen 28.3 Decibeles. Este es el valor de la función objetivo que 
se desea minimizar. En otras palabras se busca minimizar el número de nodos con niveles 
de señal en este rango. 
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Tabla 10 Nodos con valores críticos para la solución 1. 
Nodo Señal (Db) Diferencia (Db) Diferencia (Db) 
2 0.9 12 - 0.9 11.8 
7 5 12 - 5 7 
22 4.4 12 - 4.4 7.6 
31 9.3 12 - 9.3 2.7 
  Total 28.3 
 
Tabla 11 Soluciones escogidas del mejor frente obtenido con NSGA II. 
Solución fo1 (Miles de $) fo2 (Decibeles) 
1 26710 28.3 
2 30336 0 
 
En la figura 6.6, se muestra la configuración de la red identificada en la tabla 11 como la 
solución 1. En ésta se observa la ruta crítica en el nodo 2 con la menor salida de señal de 
0.9 Decibeles por encima del mínimo requerido. En este caso la operación de la red es 
satisfactoria y todos los nodos cumplen con los requerimientos de señal. 
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Figura 6.6 Solución 1, Red de mínima inversión y cumplimiento de señal en todos los nodos. 
En la solución anterior, el trayecto conformado por los nodos 1, 13, 5 y 2 representan la 
ruta con la mayor atenuación.  Esta solución es una mejor alternativa si se compara con las 
soluciones obtenidas en el algoritmo VEGA. La razón para que estas soluciones sean 
mejores que las obtenidas con VEGA es el uso del criterio de diversidad utilizado en el 
algoritmo NSGA II que permite al algoritmo una mejor exploración en el espacio de 
búsqueda. 
En la figura 6.7, se muestra una segunda alternativa de solución, la cual presenta mayor 
costo de inversión pero mejores condiciones operativas. En la ruta crítica se identifica el 
nodo 31 como el de menor señal, observando en éste un sobrante de 11.8 Decibeles. 
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Figura 6.7 Solución 2 usando el algoritmo NSGA II. 
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6.3. OPTIMIZACIÓN EN EL COSTO DEL DISEÑO Y CONFIABILIDAD EN EL 
SUMINISTRO DE SEÑAL EN REDES DE COMUNICACIÓN POR CABLE 
CON UN ENFOQUE MULTIOBJETIVO Y SOLUCIONADO CON EL 
ALGORITMO NSGA II. 
 
El problema de optimización de redes de comunicaciones incluyendo criterios de 
confiabilidad fue descrito en la sección 2.3.4 (Función Multiobjetivo planteada). En éste se 
presentan dos objetivos tratados, costo en el diseño y confiabilidad en el suministro de 
señal.  
 
6.3.1. Algoritmo NSGA II para resolver el problema Multiobjetivo con Inversión y 
Confiabilidad. 
 
Población inicial: La población inicial es generada de manera aleatoria igual que en el 
modelo inicial Multiobjetivo resuelto con el algoritmo VEGA. 
 
Selección: En el algoritmo NSGA II se utiliza el operador de selección por torneo con dos 
competidores. Los competidores se escogen aleatoriamente y compiten comparando el 
nivel del frente al que pertenecen. Si dos competidores pertenecen al mismo frente, el valor 
utilizado es el indicador de densidad que favorece la diversidad de la población, el 
competidor con mayor índice de densidad es el ganador.  Como en el caso anterior, se 
controla el máximo número de descendientes por padre a 2. Si los dos competidores 
pertenecen al mismo frente y tienen el mismo valor de densidad, se selecciona 
aleatoriamente. 
 
Cruzamiento: En el algoritmo NSGA II se utiliza el cruzamiento tipo II referenciado en la 
sección 3.3.6.4 (Cruzamiento especializado en Redes Radiales) llamado operador 
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cruzamiento tipo II. La escogencia de los padres para generar descendientes se hace de 
forma aleatoria hasta que se complete la población.  
 
Mutación: El operador de mutación se aplica a toda la población de acuerdo a lo definido 
en la sección 3.4 (Mutación).  
 
Diversidad: Como se mencionó en la sección 4.10 (NSGA II), el algoritmo NSGA II 
define una función que calcula la distancia entre las soluciones en un frente, las soluciones 
con un mayor valor tendrán mayor probabilidad de pasar a la siguiente generación  
aportando la diversidad a la población. 
 
6.3.2. Solución al problema de Redes de Comunicaciones usando el Algoritmo NSGA 
II. 
Las metodologías propuestas fueron probadas con un sistema de la vida real. Para tal fin se 
usó una red de televisión por cable compuesto por 35 nodos y 154 ramas que se describen 
en el anexo 2 y 3. 
 
Los parámetros de la red de comunicaciones son los siguientes: 
 
Salida del receptor óptico: 50 Decibeles. 
Calibres: 0.540, 0.750, 1.00 Pulgadas. 
Frecuencia mínima de operación: 5 Megahertz 
Frecuencia máxima de operación: 870 Megahertz 
 
Los parámetros del algoritmo genético son los siguientes: 
 
Población: 200 Individuos 
Tasa de cruzamiento: 100% 
Tasa de mutación: 3% 
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Generaciones: 1000 
 
En la figura 6.8, se muestra el frente obtenido después de 1000 generaciones. 
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Figura 6.8 Frente obtenido con el algoritmo NSGA II. 
 
En este caso el último frente lo constituyen 150 individuos de un total de 200 que 
conforman la población. De este frente se analizan los mostrados en la tabla 12. 
 
Tabla 12 Soluciones escogidas del mejor frente obtenido con NSGA II. 
Solución fo1 (Miles de $) fo2 (Índice SAIDI) 
1 27140 4.92 
2 29985 4.75 
 
En la figura 6.9 se muestra la configuración de la red correspondiente a la solución 1. En 
éste se identifica la ruta crítica que contiene el nodo con el mínimo de señal. 
 
 
126 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6.9Figura 6.9 Solución 1 Obtenido con el algoritmo NSGA II 
(Inversión vs indisponibilidad). 
 
En la solución anterior, el trayecto conformado por los nodos 1, 13, 5 y 2 representan la 
ruta crítica con un déficit de 3 Decibeles en el nodo 2 por fuera del rango requerido. Las 
configuraciones que ofrecen mayor índice de indisponibilidad son configuraciones con 
trayectos largos, por lo que el algoritmo NSGA II tiende a conectar la mayoría de nodos del 
nodo alimentador (nodo óptico). 
En la figura 6.10, se muestra la configuración de la red correspondiente a la solución 2. 
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Figura 6.10 Solución 2 Obtenida con el algoritmo NSGA II  
(Inversión vs indisponibilidad). 
 
En esta solución es evidente la tendencia a conectar la mayoría de los nodos directamente a 
los nodos alimentadores, tal como se muestra en la figuras 6.9, y 6.10. Esta solución es más 
costosa que la anterior, pero ofrece menor índice de indisponibilidad.  
El trayecto conformado por los nodos 1, 13, 5 y 2, presenta la mayor atenuación con un 
déficit de 1 Decibel en el nodo 2 por fuera del rango requerido y el mayor índice parcial de 
indisponibilidad de  9.98 [horas/año] en el nodo 2. 
Para la escogencia de las soluciones más apropiadas se hace un análisis con las soluciones 
de la sección 6.2 y 6.3. 
Las soluciones 1 y 2 de la sección 6.2 corresponden a los límites y agrupan una serie de 
soluciones en las que se comparan la inversión y los decibles de operación. Así mismo, el 
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rango formado por las soluciones 1 y 2 de la sección 6.3 permite la comparación de la 
inversión y el índice de indisponibilidad. Las soluciones se muestran en la figura 6.11. 
 
Figura 6.11 Soluciones frontera para la toma de decisión. 
 
En las soluciones de la sección 6.2 se calcula el índice de indisponibilidad obteniendo los 
resultados mostrados en la tabla 13. 
 
Tabla 13 Soluciones de la sección 6.2 con índice de indisponibilidad. 
Solución fo1 (Miles de $) fo2 (Decibeles) Índice SAIDI 
1 26710 28 5.32 
2 30336 0 4.83 
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De la tabla 13 es posible determinar que la solución 1 aunque tiene el menor costo, los 
valores de calidad y confiabilidad no son los mejores. Por otro lado, la solución con mayor 
calidad para ser escogida es la solución 2, que aunque presenta un mayor costo, posee 
buenas características de calidad en la señal y de confiabilidad en el sistema.  
En las soluciones de la sección 6.2 se calculan los Decibeles obteniendo los resultados 
mostrados en la tabla 14. 
 
Tabla 14 Soluciones de la sección 6.2 con Decibeles. 
Solución fo1 (Miles de $) fo2 (Decibeles) Índice SAIDI 
1 27140 28 4.92 
2 29985 14 4.75 
 
De la tabla 14 es posible determinar que la mejor solución es la 2 que tiene el menor valor 
en decibeles y un menor índice de indisponibilidad.  
También es posible comparar la solución 1 de la sección 6.2 con la solución 1 de la sección 
6.3 y la solución 2 de la sección 6.2 con la solución 2 de la sección 6.3 en cuyos casos por 
sus valores similares se puede escoger cualquier solución. 
Al comparar la solución 1 de la sección 6.2 con la solución 2 de la sección 6.3 es posible 
determinar que la solución 2 de la sección 6.3 tiene mejores características, es decir, tiene 
un menor valor en Decibles y un menor índice de indisponibilidad. 
Al comparar la solución 2 de la sección 6.2 con la solución 1 de la sección 6.3 es posible 
determinar que la solución 2 de la sección 6.2 tiene mejores características. 
En la tabla 14 se muestra la matriz de comparación de las diferentes soluciones. 
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Tabla 15 Matriz de comparación. 
Soluciones 6.2.1 6.2.2 6.3.1 6.3.2 
6.2.1  6.2.2 Cualquiera 6.3.2 
6.2.2   6.2.2 Cualquiera 
6.3.1    6.3.2 
6.3.2     
 
Finalmente, de la tabla 15 tomando como criterio de escogencia el número de veces que 
aparece una solución en la matriz se concluye metodológicamente que es posible escoger 
entre la solución 2 de la sección 6.2 y la solución 2 de la sección 6.3 
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III CONCLUSIONES 
 
Fue resuelto el problema de redes de comunicación por cable usando dos técnicas de 
optimización Multiobjetivo denominadas VEGA y NSGA II. El algoritmo VEGA permitió 
comprender e implementar optimización Multiobjetivo utilizando Algoritmos Genéticos 
para resolver el problema propuesto. Con el segundo algoritmo utilizado NSGA II se 
encontró que cumple con los dos objetivos principales de una optimización Multiobjetivo: 
encontrar un conjunto de soluciones cercanas al óptimo de Pareto y mantener la diversidad 
de la población tanto como sea posible. El algoritmo NSGA II permite encontrar un amplio 
frente de Pareto final con muy buenas soluciones derivadas de los conjuntos de soluciones 
no dominadas y del factor de elitismo que posee este algoritmo. 
Para resolver el problema de redes de comunicación por cable, se definieron dos modelos 
matemáticos y sus restricciones. En el primer modelo matemático se definieron los 
objetivos  costo de inversión y calidad del sistema medida a través del nivel de señal en 
los nodos. Este modelo fue resuelto utilizando los algoritmos VEGA y NSGA II 
concluyendo que el desempeño del algoritmo NSGA II es mejor que el VEGA debido a que 
cumple con todas las características de un algoritmo Multiobjetivo. En el segundo modelo 
matemático se definieron los objetivos  costo de inversión y confiabilidad del sistema 
medida a través de un indicador de indisponibilidad del sistema. Este modelo fue resuelto 
utilizando el algoritmo NSGA II.  
Con respecto a la definición de los modelos, éstos incluyen variables identificadas que 
influyen directamente en la solución, lo que permite que los modelos sean robustos pero 
que a su vez la búsqueda de una solución óptima o de un frente óptimo sea compleja. 
Se utilizó codificación binaria en la formulación de los modelos matemáticos teniendo en 
cuenta solo configuraciones radiales para lo que fue necesario la utilización de algoritmos 
especializados. Los algoritmos especializados se utilizaron en la generación de la población 
inicial, en la recombinación y en la mutación de la población.  
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En los resultados, se observa que el frente de Pareto obtenido con el algoritmo VEGA no es 
de buena calidad debido a las pocas configuraciones que hacen parte de él, sin embargo 
sirvió como referencia  para la resolución del modelo matemático Multiobjetivo. Los 
resultados obtenidos con el algoritmo NSGA II muestran un claro frente de Pareto con el 
que es posible inferir y analizar las soluciones más convenientes. Tanto en el problema 
costo de inversión y calidad de señal como en el problema costo de inversión y 
confiabilidad del sistema las soluciones se analizaron identificando la ruta crítica en cuanto 
a la operación de la red, escogiendo en cada caso las soluciones más adecuadas.  
Finalmente, los algoritmos propuestos son una herramienta de gran utilidad en el diseño de 
las redes de comunicación por cable, al identificar configuraciones de mínimo costo con 
niveles de señal apropiados para el usuario y con indicadores de confiabilidad del sistema 
que permiten a los expertos tener argumentos validados a la hora de tomar la decisión en la 
escogencia de una solución óptima para la implementación de la red. 
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ANEXO 1. SISTEMA GAMA CORALES 35 NODOS 154 RAMAS 
 
1.1. EXPLICACIÓN DE LA CODIFICACIÓN DEL SISTEMA 
 
 
 
 
 
 
 
 
Sub nodo 1. 
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Sub nodo 2. 
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Sub nodo 3. 
 
Sub nodo 4. 
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Ramas para integrar los cuatro Subnodos en un solo sistema. 
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ANEXO 2.   UBICACIÓN GEOGRÁFICA DE LOS NODOS 
 
2.1. SUBNODOS 1 Y 2 
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2.2. SUBNODOS 3 Y 4. 
 
 
 
 
 
 
 
