The sandwich estimator, also known as the robust covariance matrix estimator, has achieved increasing use in the statistical literature as well as with the growing popularity of generalized estimating equations (GEE). A modified sandwich variance estimator is proposed, and its consistency and efficiency are studied. It is compared with other variance estimators, such as a model based estimator, the sandwich estimator and a corrected sandwich estimator. Confidence intervals for regression parameters based on these estimators are discussed. Simulation studies using clustered data to compare the performance of variance estimators are reported.
Introduction
Once the estimators of regression parameters are obtained from a generalized estimating equation (GEE) (see Diggle, Liang & Zeger,1994; Liang & Zeger,1986) , one needs the variance estimator to conduct inferences about the parameters. The sandwich estimator, also known as the robust covariance matrix estimator, has been used to achieve this goal. Its virtue is that it provides consistent estimates of the covariance matrix for parameter estimates even if the correlation structure in the parametric model is misspecified. However, the properties of the sandwich method, other than consistency, had been little discussed until Kauermann and Carroll (2001) . Further discussion about the properties will be provided, as well as a new variance estimator. This will be compared with other variance estimators: (a) a model based estimator, (b) the sandwich estimator, and (c) a corrected sandwich estimator. vectors for all k i ≠ . A bias reduced variance estimator will be provided next, and its consistency and efficiency will be discussed. Also, methods of constructing confidence intervals based on the variance estimators will be discussed. The simulation studies using clustered data to compare the performance of variance estimators will be reported.
Estimating Covariance
The main parameter of interest is 
are matrices with order p m × , m m × and m m × respectively. It is well known that the general estimating function is defined as the following (Liang & Zeger, 1986) :
( , , ) . 
where ) , 
Taking expectation on both sides of (4), under certain integral conditions, 
under the assumption that
It is hard to tell whether (8) is a good estimator, because the assumption is not always reasonable. If R(α) correctly specifies the correlation structure, the expectation of the estimator defined by (8) has the following expression:
and the estimator is biased upwards with order
. This makes it more conservative than the residual estimation. For the residual estimator of
Because 
in (10) 
Therefore, if the covariance estimator (10) was able to be used, the first order bias reduction would hold even if the correlation structure were not correctly specified. In practice, plug-in estimates are proposed ) , ( The estimator R is similar to Liang and Zeger's suggestion for estimation of correlation structure (see Zeger & Liang, 1992; Zhao & Prentice, 1990; Fahrmeir & Tutz, 2001 
If there is not a common correlation structure ) (α R across all clusters, one may classify clusters into several groups such that all subjects in the same group have the same correlation structure, and then apply (12) to obtain a correlation matrix for that group.
Estimating Covariance Matrix Of GEE Estimator
It is known that the covariance matrix of the estimator GEE βˆ has the following approximation: Mancl and DeRouen (2001) and Kauermann and Carroll (2001) , where the 
The covariance matrices of 
cov( (cov( ) )) ) cov( (cov( ) )) In summary, the estimator of the covariance matrix of regression parameters could gain some efficiency. Also it is expected that the method is more plausible for small sample sizes n than other estimators of the covariance.
For 
var( )
where the i ε 's are the same as before. Then, based on (22), the symmetric confidence interval is given by ( )
It follows from the discussion that the sandwich estimate appears to be biased downward. Therefore, the bias corrected sandwich 
Corresponding to this estimate, another symmetric confidence interval is obtained
Then, a confidence interval is obtained: (20), (22), (24) and (26). Each of these variance estimators is related to a specified correlation structure ( ) The curves shown in Figure 1 are consistent with the property that all four estimators are asymptotically unbiased. Notice that, in all these plots, the sandwich estimator 
Now, the efficiency of the variance estimators is compared. For Figure 3 , the study is based on 1000 simulations for each number of clusters being 10, 20, , 100 respectively. The variances are calculated by σ which is obtained from the formula in the last section for each simulation. The estimator can be "model", "sand", "sand u " and "new" respectively. Figure 3 illustrates Figure 4 that these facts still hold when the correlation structure is misspecified in the variance estimators in the manner of the example. Of course, the model based variance estimator should not be used in this case because it is biased, although its variance is the smallest one. If the sample size is small, the sandwich estimator performs well.
With variance estimators at hand, confidence intervals could be constructed with different variance estimators. It will be seen that the confidence intervals obtained by the new variance estimator perform better than the other three in terms of coverage probability. The problem of testing a null hypothesis 0 0 : H β ϑ ∈ will be considered. Essentially, confidence intervals are closely related with tests. The aim is to compare CI's which are related to the various estimators introduced in the third sections of this article. In the simulation study, the CI for Figure 5 that the coverage percentages with the new variance estimator are bigger; therefore, the confidence interval based on the new variance estimator is accurate for smaller sample sizes than other ones with the variance estimators 'model', 'sand' or 'sand u ' . It appears to be better to use the new variance estimator to construct confidence intervals, especially when the sample size is small. In the example of a mis-specified correlation structure in the variance estimators, the new and adjusted sandwich estimators both give accurate confidence intervals (see Figure  6) . Again, the model based variance estimator should not be used in this case. 
