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A BIJECTIVE PROOF OF LOEHR-WARRINGTON’S FORMULAS FOR THE
STATISTICS ctot q
p
AND mid q
p
.
MIKHAIL MAZIN
ABSTRACT. Loehr and Warrington introduced partitional statistics ctot q
p
(D) and mid q
p
(D)
and provided formulas for these statistics in terms of the boundary graph of the Young diagram
D. In this paper we give a bijective proof of Loehr-Warrington’s formulas using the following
simple combinatorial observation: given a Young diagram D and two numbers a and l, the
number of boxes in D with the arm length a and the leg length l is one less than the number of
boxes with the same properties in the complement to D. Here the complement is taken inside
the positive quadrant or, equivalently, a very large rectangle.
Keywords: Partition, Young diagram, Bijection, Hilbert scheme.
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1. INTRODUCTION.
Let D be a Young diagram and (p, q) be a pair of positive coprime integers such that p+ q >
|D|. Following [6] we introduce the following statistic:
Definition 1.1. For a box c ∈ D, let a(c) and l(c) denote the lengths of the arm and the leg of
c (see Figure 1). The statistic h q
p
(D) is defined by
h q
p
(D) :=
∣∣∣∣
{
c ∈ D :
l(c)
a(c) + 1
<
q
p
<
l(c) + 1
a(c)
}∣∣∣∣ .
Remark 1. The condition p + q > |D| guarantees that l(c)
a(c)+1
6= q
p
and l(c)+1
a(c)
6= q
p
for all boxes
c ∈ D. In fact, the opposite is also true: for any n ≥ p+ q there exists a diagram D with area n
c
leg
arm
FIGURE 1. On this example the leg length is l(c) = 4, and the arm length is a(c) = 5.
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and a box c ∈ D such that l(c)
a(c)+1
= q
p
. There also exists a (possibly different) diagram D′, also
of area n, and a box c′ ∈ D′ such that l(c
′)+1
a(c′)
= q
p
.
These statistics play an important role in the theory of Hilbert schemes of points on the com-
plex plane. One can show that the Hilbert scheme of |D| points on the plane can be decom-
posed into affine cells enumerated by Young diagrams of area n, so that the complex dimension
of the cell CD corresponding to the diagram D equals |D| + h q
p
(D). (This follows from the
Ellingsrud-Strømme computation of the character of the torus action on the tangent space to
the Hilbert scheme at a monomial ideal [2], and the theory of Białynicki-Birula cell decom-
positions [1].) One gets different cell decompositions for different choices of integers (p, q),
but the total number of cells of a given dimension remains the same. One gets the following
theorem:
Theorem 1.1 (e.g. [6]). Let n and h be positive integers. Then the number of Young diagrams
D of area n and such that h q
p
(D) = h is independent of the choice of positive coprime integers
(p, q), provided that p+ q > n.
For more details on the cell decompositions of Hilbert schemes, see Section 5. Although
geometrically Theorem 1.1 follows immediately from the invariance of the Borel-Moore ho-
mology groups of the Hilbert schemes of the plane, combinatorially it is quite puzzling. Loehr
and Warrington provided a purely combinatorial proof in [6]. The strategy of their proof was as
follows. Note that for a fixed diagram D, hx(D) is a locally constant integer-valued function in
x ∈ R>0\{
q
p
: p + q ≤ |D|}. There are two natural ways to extend this function to all positive
reals:
Definition 1.2 ([6], see Introduction). The statistic h+x (D) (respectively, h−x (D)) is the continu-
ous on the right (respectively, continuous on the left) extension of hx(D). In other words, these
statistics are defined by formulas:
h+x (D) :=
∣∣∣∣
{
c ∈ D :
a(c)
l(c) + 1
≤ x <
a(c) + 1
l(c)
}∣∣∣∣ ,
and
h−x (D) :=
∣∣∣∣
{
c ∈ D :
a(c)
l(c) + 1
< x ≤
a(c) + 1
l(c)
}∣∣∣∣ .
For each positive rational number x, Loehr and Warrington constructed an explicit bijection
from the set of Young diagrams of a given area to itself that interchanges the statistics h+x and
h−x . This provides a combinatorial proof of the fact that all statistics hx for all x ∈ R+ are
equally distributed on diagrams of a given area. Indeed, for a fixed area, there are only finitely
many values of x where hx might jump. By applying Loehr-Warrington’s bijections at each
such value on the interval [x, y], one gets a bijection interchanging statistics hx and hy. Let us
recall some definitions from [6].
Definition 1.3 ([6], see Chapter 3). Let D be a Young diagram. Let
c+q
p
(D) :=
∣∣∣∣
{
c ∈ D :
l(c)
a(c) + 1
=
q
p
}∣∣∣∣ ,
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FIGURE 2. Example of a boundary path B(D) and the corresponding graph M(D). Here
p = 3, q = 2, and K = 4.
c−q
p
(D) :=
∣∣∣∣
{
c ∈ D :
l(c) + 1
a(c)
=
q
p
}∣∣∣∣ ,
ctot q
p
(D) := c+q
p
(D) + c−q
p
(D),
and
mid q
p
(D) :=
∣∣∣∣
{
c ∈ D :
l(c)
a(c) + 1
<
q
p
<
l(c) + 1
a(c)
}∣∣∣∣ .
Remark 2. Note that h+q
p
(D) = mid q
p
(D) + c+q
p
(D) and h−q
p
(D) = mid q
p
(D) + c−q
p
(D).
An important step in the Loehr-Warrington’s constructions are the formulas expressing sym-
metric statistics ctot q
p
(D) and mid q
p
(D) in terms of the boundary graph of the diagram M(D).
Let us recall the construction of M(D).
Let K be a big enough integer so that D fits into the Kp ×Kq rectangle RKp,Kq under the
diagonal. Let P = Kp and Q = Kq. Consider the boundary lattice path B(D) going from the
southeast corner of the rectangle RP,Q to the northwest corner of the rectangle RP,Q along the
boundary of the diagram D. We think of B(D) as of an oriented graph with edges labeled by
N (northward) and W (westward). Let us label the vertices of B(D) by integers as follows: the
starting vertex is labeled by 0 and then each westward edge adds q, while each northward edge
subtracts p. Finally, we identify the vertices labeled by the same integer. The resulting graph
is denoted M(D). Note that the graph M(D) comes equipped with an Eulerian tour E(D),
following the path B(D). We illustrate this construction on Figure 2.
Let VM be the set of vertices of M = M(D). We identify the vertices of M with the cor-
responding integers, so that VM ⊂ Z. For a vertex v ∈ VM let Win(v) be the set of westward
edges entering v. Respectively, let Nin(v) be the set of northward edges entering v. Loehr and
Warrington proved the following formulas:
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c
leg
arm
FIGURE 3. On this example the leg length is l(c) = 4, and the arm length is a(c) = 5.
Theorem 1.2 ([6]). The following formulas for ctot q
p
(D) and mid q
p
(D) in terms of the graph
M(D) hold:
(1) ctot q
p
(D) =
∑
v∈VM
|Win(v)||Nin(v)| −K + |Nin(0)|
and
(2) mid q
p
(D) = |R+P,Q| −
∑
v,w∈VM ,v≤w
|Win(v)||Nin(w)|,
where R+P,Q ⊂ RP,Q is the set of all boxes below diagonal in RP,Q.
The objective of this paper is to give a simple combinatorial proof of these formulas, based
on the following observation. Let us think of D as of a subset in (Z≥0)2, with the southwest
corner box being (0, 0). Let D := (Z≥0)2\D be the complement to D in (Z≥0)2. The arm and
the leg lengths for boxes in D are defined in same way as for the boxes inside the diagram D
(see Figure 3).
Theorem 1.3. Let D be a Young diagram. Let a and l be non-negative integers. Then the
number of boxes c ∈ D inside the diagram such that a(c) = a and l(c) = c is one less than the
number of boxes in D with the same property.
The rest of the paper is organized as follows. Theorem 1.3 is proved in Section 2. In Section 3
we adjust the results of Section 2 to the case when the diagram is inscribed in a right triangle. In
Section 4 we apply the results of Section 3 to give a short proof of Loehr-Warrington’s formulas.
Finally, in Section 5 we discuss a geometric interpretation of the constructions described in this
paper, relating these constructions to the geometry of Hilbert schemes.
2. PROOF OF THEOREM 1.3.
Let D be a Young diagram. As before, let D := (Z≥0)2\D be the complement to D in the
non-negative quadrant, and let D̂ := Z2\D be the complement to D in the whole plane Z2 (i.e.
D̂ = D ⊔ {(c, d) ∈ Z2|c < 0 or d < 0}).
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FIGURE 4. A northwest pointing arrow which cannot be moved north or west corresponds to
a box inside the diagram D.
Consider the set of arrows A := {(a, b)→ (c, d)|(a, b) ∈ D and (c, d) ∈ D̂} pointing from a
box in D to a box in D̂. If two arrows in A differ by a translation by 1 in vertical or horizontal
directions, we say that they are equivalent. This generates an equivalence relation on A. We say
that an arrow is escaping if it is equivalent to an arrow pointing outside the positive quadrant.
Note that there are no north, northeast, or east pointing arrows, and all southwest pointing
arrows are escaping. From now on we will concentrate on the set of northwest and west pointing
arrows Anw := {[(a, b)→ (c, d)] ∈ A|c < a and d ≥ b}. The southeast pointing arrows can be
treated similarly.
The following observation can be found in [5]:
Theorem 2.1 ([5]). The equivalence classes of non-escaping northwest pointing arrows are in
natural one-to-one correspondence with the boxes of the diagram D.
Proof. Let us move a northwest pointing arrow to the north and to the west as much as possible.
If it is not escaping, there will be a unique representative in the class such that it is impossible
to further move it north or west. Indeed, two arrows with the same displacement vector v (i.e.
the same direction and length) belong to the same equivalence class if and only if their heads
can be connected by a lattice path staying inside the intersection D ∩ (D̂ + v). Note that this
intersection satisfy the following property: if it contains two boxes in the same row or column,
then it contains all the boxes between them. It follows that it is enough to consider paths that
do not contain steps in opposite directions. Therefore, two different arrows which cannot be
moved north or west cannot be equivalent.
Suppose that the resulting arrow is (r, s)→ (k,m). Since it is not escaping, we automatically
get r, s, k,m ≥ 0. Since we cannot move it north anymore, we have (k,m + 1) ∈ D. Since
we cannot move it west, we have (r − 1, s) ∈ D̂. It is not hard to see that there is exactly one
such arrow corresponding to each box (k, s) ∈ D. Indeed, we have r = k + a(k, s) + 1 and
m = s+ l(k, s). We illustrate this in Figure 4.

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FIGURE 5. A northwest pointing arrow which cannot be moved south or east corresponds to
a box outside the diagram D.
One can modify the above construction and get the following result:
Theorem 2.2. The equivalence classes of all northwest pointing arrows are in natural one-to-
one correspondence with the boxes of the complement D.
Proof. Let us now move the arrow to the south and to the east as much as possible. Suppose
that the resulting arrow is (r, s) → (k,m). Since we cannot move it east anymore, we have
(k + 1, m) ∈ D. Since we cannot move it south, we have (r, s − 1) ∈ D̂. It is not hard to see
that there is exactly one such arrow corresponding to each box (r,m) ∈ D. Indeed, we have
s = m− l(r,m) and k = r − a(r,m)− 1. We illustrate this on the Figure 5. 
Note that there is exactly one class of escaping arrows for each fixed direction and length.
Note also that direction and length of arrows in an equivalence class are prescribed by the length
of the arm and the leg of the corresponding box. More concretely, for a box c the corresponding
vector is (−a(c)−1, l(c)). This is valid both for the correspondence from Theorem 2.1 and the
correspondence from Theorem 2.2. This completes the proof of the Theorem 1.3.
3. INSIDE A RECTANGLE.
In order to apply the construction from the previous section to prove the Loehr-Warrington’s
formulas, we need to modify it to deal with the case when the diagram D is inscribed in a right
triangle. Let us recall some notations from the Introduction.
Let (p, q) be positive coprime integers. Let K be a big enough integer, so that D fits into the
P ×Q rectangle RP,Q under the diagonal, where P = Kp and Q = Kq. In other words, for all
boxes (x, y) ∈ D one has qx + py ≤ Kpq − p − q (remember that the southwest corner of D
is (0, 0)). As before, let R+P,Q := {(x, y) ∈ (Z≥0)2|qx+ py ≤ Kpq − p− q} denote the set of
boxes below the diagonal in RP,Q. We get D ⊂ R+P,Q ⊂ RP,Q.
When modifying the results of the previous section to this new setup, one runs into an im-
mediate problem: it might happen that the box c ∈ D corresponding to a class of arrows is
outside the rectangle RP,Q. This might happen in two cases. First, the arrow might be not steep
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FIGURE 6. Two arrows representing the same escaping class. The top one is (a,Q−1− l)→
(−1, Q − 1), and the bottom one cannot be moved south or east. The class corresponds to the
dark gray box in the complement RP,Q\D.
enough, so that as we move it east its tail moves outside the rectangle. And second, it might be
impossible to move an escaping arrow south enough for its head to be below the line y = Q.
Fortunately, both problems can be handled if one restricts ones attention to “steep enough”
arrows only.
Theorem 3.1. Fix non-negative integers a and l such that l
a+1
≥ q
p
. Then one has two cases:
(1) If (a,Q − 1 − l) ∈ D, then the number of boxes c inside the diagram D such that
l(c) = l and a(c) = a is equal to the number of boxes in the complement RP,Q\D with
the same property.
(2) If (a,Q− 1− l) ∈ RP,Q\D, then the number of boxes c inside the diagram D such that
l(c) = l and a(c) = a is one less than the number of boxes in the complement RP,Q\D
with the same property.
Proof. With the condition l
a+1
≥ q
p
on the slope of arrows, one cannot move a non-escaping
arrow so that its tail is outside the triangle R+P,Q. Indeed, otherwise its head is also above the
diagonal, which contradicts the condition D ⊂ R+P,Q. Therefore, the only class of arrows that
might not be represented by a box in the complement RP,Q\D is the escaping class.
Now, if (a,Q− 1 − l) ∈ RP,Q\D then the arrow (a,Q − 1 − l) → (−1, Q− 1) belongs to
the escaping class. It is easy to see that in this case the box c ∈ D representing the escaping
class is inside the rectangle RP,Q. Otherwise, the box is outside the rectangle. Indeed, if the
box is inside then one should be able to move the arrow so that its head is at (−1, Q − 1). We
illustrate the proof on the Figure 6. 
Applying Theorem 3.1 to all pairs of numbers a and l satisfying the condition l
a+1
≥ q
p
one
gets the following corollary:
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Corollary 1. The number of boxes c inside D such that l(c)
a(c)+1
≥ q
p
plus the number of boxes in
R+P,Q\D is equal to the number of boxes c′ in RP,Q\D such that l(c
′)
a(c′)+1
≥ q
p
.
Proof. Indeed, for (a,Q− 1− l) ∈ RP,Q one has
l
a+ 1
≥
q
p
⇔ (a,Q− 1− l) ∈ R+P,Q.
Therefore, the number of boxes in R+P,Q\D is equal to the number of pairs (a, l) satisfying the
second part of Theorem 3.1. 
In our joint paper with Eugene Gorsky [4], we proved this corollary by constructing an
explicit bijection in the case when K = 1.
Note that using the southeast pointing arrows instead of northwest, one obtains a similar
result about boxes c ∈ D satisfying a(c)
l(c)+1
≥ p
q
or, equivalently, l(c)+1
a(c)
≤ q
p
:
Theorem 3.2. Fix non-negative integers a and l such that l+1
a
≤ q
p
. Then one has two cases:
(1) If (P − 1 − a, l) ∈ D, then the number of boxes c inside the diagram D such that
l(c) = l and a(c) = a is equal to the number of boxes in the complement RP,Q\D with
the same property.
(2) If (P − 1− a, l) ∈ RP,Q\D, then the number of boxes c inside the diagram D such that
l(c) = l and a(c) = a is one less than the number of boxes in the complement RP,Q\D
with the same property.
Proof. The same as for Theorem 3.1 with the southeast pointing arrows instead of the north-
west. 
Similar to before, one can apply Theorem 3.2 to all pairs of numbers (a, l) satisfying the
condition l+1
a
≤ q
p
and get the following corollary:
Corollary 2. The number of boxes c inside D such that l(c)+1
a(c)
≤ q
p
plus the number of boxes in
R+P,Q\D is equal to the number of boxes c′ in RP,Q\D such that l(c
′)+1
a(c′)
≤ q
p
.
4. LOEHR-WARRINGTON’S IDENTITIES.
In this section we apply the results of the previous two sections to prove Theorem 1.2. Let
D ⊂ R+P,Q be a Young diagram. We will use the same notations as in the introduction: B(D) is
the boundary path, M(D) is the boundary graph, E(D) is the Eulerian tour on M(D) defined
by B(D), VM ⊂ Z is the set of vertices of M = M(D). For each vertex v ∈ VM , Win(v) is the
set of westward edges entering v. Respectively, Nin(v) is the set of northward edges entering v.
Note that the boxes of the rectangle RP,Q are in natural one-to-one correspondence with pairs
of edges of M(D), one northward, and one westward. Indeed, every row of RP,Q contains
exactly one northward edge of B(D), and every column contains exactly one westward edge.
Moreover, boxes inside D correspond to the pairs for which the northward edge goes before the
westward in the Eulerian tour E(D), and boxes in RP,Q\D correspond to the pairs for which
the westward edge goes first. The following Lemma follows immediately from the definitions:
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FIGURE 7. On this picture we have p = 3, q = 2. On the left we have a box c ∈ D
with a(c) = 5 and l(c) = 2. The corresponding northward arrow belongs to Nin(2), and the
corresponding westward arrow belongs to Win(8), where 8 = 2+ 6× 2− 2× 3, because there
are 6 = a(c) + 1 westward and 2 = l(c) northward arrows between the corresponding vertices.
Similarly, on right we have c ∈ RP,Q\D with a(c) = 5 and l(c) = 3. We see that there are
a(c) = 5 westward and l(c) + 1 = 4 northward arrows between the corresponding vertices.
Lemma 4.1. Let c ∈ D. Suppose that ec ∈ Win(v) is the westward edge corresponding to c,
and nc ∈ Nin(w) is the northward edge corresponding to c. Then v = w+ (a(c) + 1)q− l(c)p.
In particular,
(1) One has v = w if and only if l(c)
a(c)+1
= q
p
,
(2) One has v < w if and only if l(c)
a(c)+1
> q
p
.
Similarly, if c ∈ RP,Q\D, ec ∈ Win(v), and nc ∈ Nin(w), then w = v + a(c)q − (l(c) + 1)p.
In particular,
(1) One has v = w if and only if l(c)+1
a(c)
= q
p
,
(2) One has v < w if and only if l(c)+1
a(c)
< q
p
.
Proof. The proof is immediate from the definitions. We illustrate it on Figure 7. 
Finally, we use Lemma 4.1 and Theorem 3.1 to deduce Loehr-Warrington’s formulas. Let us
start with ctot q
p
:
c−q
p
(D) =
∣∣∣∣
{
c ∈ D :
l(c) + 1
a(c)
=
q
p
}∣∣∣∣ =
∣∣∣∣
{
c ∈ RP,Q\D :
l(c) + 1
a(c)
=
q
p
}∣∣∣∣−
− |{(x, y) ∈ RP,Q\D : qx+ py = Kpq − p− q}| .
Indeed, points (x, y) ∈ RP,Q\D such that qx+ py = Kpq − p− q are exactly those for which
the arrow (x, y)→ (P − 1,−1) has the required slope q
p
. Note that
|{(x, y) ∈ RP,Q\D : qx+ py = Kpq − p− q}| = K − |Nin(0)|.
Indeed, there are exactly gcd(P,Q) − 1 = K − 1 boxes (x, y) in RP,Q, such that qx + py =
Kpq−p−q, and |Nin(0)|−1 such boxes inside D (all such boxes correspond to the vertices of
the boundary path labeled by 0, and we always arrive at such vertices along northward edges).
Finally, we subtract one for the initial vertex of the path. We conclude,
ctot q
p
(D) = c−q
p
(D) + c+q
p
(D)
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=
∣∣∣∣
{
c ∈ RP,Q\D :
l(c) + 1
a(c)
=
q
p
}∣∣∣∣−K + |Nin(0)|+
∣∣∣∣
{
c ∈ D :
l(c)
a(c) + 1
=
q
p
}∣∣∣∣
=
∑
v∈VM
|Win(v)||Nin(v)| −K + |Nin(0)|.
The last equality follows from the Lemma 4.1.
Statistic mid q
p
(D) can be treated similarly:
mid q
p
(D) =
∣∣∣∣
{
c ∈ D :
l(c)
a(c) + 1
<
q
p
<
l(c) + 1
a(c)
}∣∣∣∣
= |D| −
∣∣∣∣
{
c ∈ D :
l(c)
a(c) + 1
≥
q
p
}∣∣∣∣−
∣∣∣∣
{
c ∈ D :
q
p
≥
l(c) + 1
a(c)
}∣∣∣∣
= |D| −
∣∣∣∣
{
c ∈ D :
l(c)
a(c) + 1
≥
q
p
}∣∣∣∣−
∣∣∣∣
{
c ∈ RP,Q\D :
q
p
≥
l(c) + 1
a(c)
}∣∣∣∣ + ∣∣R+P,Q\D∣∣
= |R+P,Q| −
∑
v,w∈VM ,v≤w
|Win(v)||Nin(w)|.
Here we first applied Theorem 3.2, then Corollary 2, and then, finally, Lemma 4.1. These
formulas were first proved by Loehr and Warrington by induction (see Chapter 5 in [6]).
5. REMARKS ON GEOMETRY.
Statistics ctot q
p
(D), c−q
p
(D), c+q
p
(D), and mid q
p
(D) have nice geometric interpretations in
terms of the toric action on the Hilbert schemes of points on the complex plane. The Hilbert
scheme Hilbn(C2) is the space of ideals of codimension n in the polynomial ring C[x, y]. It
inherits a natural action of the two-dimensional torus (C∗)2, acting by scaling on the variables
x and y. The fixed points are the monomial ideals, naturally parametrized by Young diagrams:
given a Young diagram D, the corresponding monomial ideal ID is spanned by the monomials
xkyl for (k, l) ∈ (Z≥0)2\D. The Hilbert polynomials of the tangent spaces at the fixed points
were computed by Ellingsrud and Strømme in [2]:
TIDHilbn(C2) =
∑
c∈D
(t
a(c)+1
1 t
−l(c)
2 + t
−a(c)
1 t
l(c)+1
2 ),
where D is a Young diagram and ID ⊂ C[x, y] is the corresponding monomial ideal. Let p and q
be coprime positive integers. Consider the one-dimensional subtorus Tp,q := {tp, tq} ⊂ (C∗)2.
If p + q > n, then the fixed points of the action of Tp,q coincide with the fixed points of
the action of the whole torus (C∗)2. Indeed, otherwise there should exist a monomial ideal
ID ∈ Hilbn(C2) such that at least one of the characters of the torus action on the tangent
space is orthogonal to Tp,q. In other words, according to the Ellingsrud-Strømme’s formula,
there should exist a Young diagram D with |D| = n, and a box c ∈ D, such that either
(a(c) + 1)p − l(c)q = 0 or −a(c)p + (l(c) + 1)q = 0. Since p and q are relatively prime and
positive, it follows then that n = |D| ≥ a(c) + l(c) + 1 ≥ q + p.
Note also that the orbits of the subgroup stay bounded as t→ 0. It follows that one can con-
sider the Białynicki-Birula cell decomposition of the Hilbert scheme by unstable cells (see [1]).
To compute the dimension of the unstable cell CD one should count how many summands tk1tl2
in the Ellingsrud-Strømme’s formula correspond to the repelling directions, which is equivalent
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to the inequality (k, l) · (p, q) = pk+ql > 0. Note that from each pair of summands ta(c)+11 t
−l(c)
2
and t−a(c)1 t
l(c)+1
2 at least one always satisfy this inequality. Indeed,
(a(c) + 1,−l(c)) · (p, q) + (−a(c), l(c) + 1) · (p, q) = (1, 1) · (p, q) = p+ q > 0.
Both summands satisfy the inequality if and only if one has
a(c)
l(c) + 1
<
q
p
<
a(c) + 1
l(c)
.
Therefore, the dimension of the unstable cell CD is given by
dimCD = |D|+ h q
p
(D).
If p+ q ≤ n, then the fixed points of the Tp,q-action are not isolated. Indeed, in this case it is
not hard construct a Young diagram D with |D| = n, and a box c ∈ D, such that a(c) = q and
l(c) + 1 = p. The fixed point sets are called quasihomogeneous Hilbert schemes and denoted
Hilbnp,q(C
2). They are smooth and compact, but might be reducible and, moreover, irreducible
components might have different dimensions. Similar to the above, one concludes that the
dimension of the unstable subvariety of a fixed point ID is equal to |D|+mid q
p
(D).
Lemma 5.1. The dimension of the irreducible component of the Hilbnp,q(C2) containing the
monomial ideal ID is equal to ctot q
p
(D).
Proof. Indeed, the dimension of the subspace in the tangent space at ID fixed by the subtorus
Tp,q is equal to the number of summands tk1tl2 in the Ellingsrud-Strømme’s formula, such that
(k, l) · (p, q) = 0, which is exactly ctot q
p
(D). 
The factor torus T p,q := (C2)/Tp,q acts on Hilbnp,q(C2) with isolated fixed points, which
gives rise to two Białynicki-Birula cell decompositions of Hilbnp,q(C2): into stable and into
unstable varieties of the fixed points (here one should choose a parametrization C∗ → T p,q of
the factor torus T p,q = (C∗)2/Tp,q; we choose t 7→ [(t, 1)]). One immediately sees that c−q
p
(D)
is the dimension of the stable variety of the fixed point ID ∈ Hilbnp,q(C2), and c+q
p
(D) is the
dimension of the unstable variety.
Irreducible components of Hilbnp,q(C2) were studied by Evain in [3]. He showed that two
monomial ideals ID and ID′ belong to the same connected component of Hilbnp,q(C2) if and
only if the Young diagrams D and D′ have the same weighted content, i.e. for any integer d
one has
|{(x, y) ∈ D : px+ qy = d}| = |{(x, y) ∈ D′ : px+ qy = d}| .
One can reformulate Evain’s results to show that two monomial ideals belong to the same
irreducible component of Hilbnp,q(C2) if and only if the corresponding Young diagrams share
the same graph M(D) :
Lemma 5.2. Two Young diagrams D and D′ have the same (p, q)-weighted content if and only
if M(D) = M(D′).
Proof. The proof is a manipulation with generating series. Let us use the following notations:
P
M(D)
N :=
∑
v∈VM(D)
|Nin(v)|t
v,
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P
M(D)
W :=
∑
v∈VM(D)
|Wout(v)|t
v,
and
CDp,q :=
∑
c∈D
tpx+qy.
Note that knowing the polynomials PM(D)N and P
M(D)
W is enough to recover the graph M(D)
(in fact, it is enough to know just one of these polynomials, as we will see below). On the other
side, knowing CDp,q is equivalent to knowing the (p, q)-weighted content of D. We will deduce
explicit formulas for CDp,q in terms of P
M(D)
N , and in terms of P
M(D)
W , which will be evidently
invertible. This will be enough to complete the proof.
Let e ∈ Nin(v) be a northward edge of M(D). It corresponds to a northward edge on the
boundary path B(D). It follows that the weighted content of the box immediately to the west
from the edge e is equal to Kpq − p− q − v. Therefore, the generating series for the contents
of all boxes in the half-row to the west of the edge e equals to
tKpq−p−q−v(1 + tq + t2q + . . .) =
tKpq−p−q−v
1− tq
.
To get CDp,q, one should sum up the above formula over all northward edges and subtract the
generating series of the weighted contents of all boxes in the half strip {(x, y) ∈ Z2 : x <
0 0 ≤ y < q}, which can be computed as follows:
(t−q + t−q+p + . . .+ t−q+(Kq−1)p)(1 + tq + t2q + . . .) = t−q
1− tKpq
(1− tp)(1− tq)
.
Therefore, one gets
CDp,q =
∑
v∈VM(D)
|Nin(v)|
tKpq−p−q−v
1− tq
− t−q
1− tKpq
(1− tp)(1− tq)
=
tKpq−p−q
1− tq
P
M(D)
N (t
−1)− t−q
1− tKpq
(1− tp)(1− tq)
.
Similarly, one can deduce the following formula in terms of PM(D)W :
CDp,q =
tKpq−p−q
1− tp
P
M(D)
W (t
−1)− t−p
1− tKpq
(1− tp)(1− tq)
.
Note that both formulas are invertible. 
The above consideration provides a geometric explanation of the fact that ctot q
p
(D) and
mid q
p
(D) depend only on the graph M(D) and not on the Eulerian tour E(D). Moreover, exis-
tence of the Loehr-Warrington’s bijections interchanging statistics c−q
p
and c+q
p
while preserving
the multigraph M(D), follows from the fact that the stable and the unstable cell decompo-
sitions of an irreducible component of Hilbnp,q(C2) have the same number of cells of a given
dimension. However, geometric meaning of a particular bijection constructed in [6] remains
mysterious.
A BIJECTIVE PROOF OF LOEHR-WARRINGTON’S FORMULAS 13
REFERENCES
[1] A. Białynicki-Birula. Some properties of the decompositions of algebraic varieties determined by actions of
a torus. Bull. Acad. Pol. Sci. Se´r. Sci. Math. Astron. Phys., 24 (1976), no. 9, 667–674.
[2] G. Ellingsrud, S. A. Strømme. On the homology of the Hilbert scheme of points in the plane. Invent. math.,
87 (1987), 343–352.
[3] L. Evain. Irreducible components of the equivariant punctual Hilbert schemes. Adv. Math., 185 (2004), no.
2, 328–346.
[4] E. Gorsky, M. Mazin. Compactified Jacobians and q, t-Catalan Numbers, I. Journal of Combinatorial Theory,
Series A, 120 (2013), 49–63.
[5] M. Haiman. t, q-Catalan numbers and the Hilbert scheme. Discrete Math., 193 (1998), no. 1–3, 201-224.
[6] N. Loehr, G. Warrington. A continuous family of partition statistics equidistributed with length. Journal of
Combinatorial Theory, Series A, 116 (2009), 379–403.
MATHEMATICS DEPARTMENT, KANSAS STATE UNIVERSITY. CARDWELL HALL, MANHATTAN, KS 66506
E-mail address: mmazin@math.ksu.edu
