Studies in psychology and behavioral economics have found that decision-making is replete with cognitive biases. Using examples of time-inconsistency, regret, and overconfidence, this paper investigates the implications for correcting biases of how they may offset each other. If only some biases are known, even correction of all known biases has ambiguous effects. With costly correction, the presence of some biases may be optimal. Further, if the correct decision is unknown, then the presence of biases does not imply that decision-making is suboptimal.
Introduction
Suppose you know someone who is overly confident about his prowess in some realm of endeavor. Time after time your friend has overestimated his ability on exams or his likelihood of success in business ventures. Surely, this kind of error reduces well-being, and you, as a good friend, should try to teach your friend to be less optimistic.
The theory of second best instructs that such an intervention would not necessarily help if your friend has other cognitive biases. In a system of interacting biases, the correction of any single one has ambiguous welfare implications. In their classic article on the theory of second best, Lipsey and Lancaster (1956) write, "it is not true that a situation in which more, but not all, of the optimum conditions are fulfilled is necessarily, or is even likely to be, superior to a situation in which fewer are fulfilled." If your friend's decision-making is biased in other ways, then an intervention to reduce overconfidence may well reduce his welfare. Furthermore, the excessive confidence of your friend does not imply that there are ways to make him better off or even that his decision-making is suboptimal.
Studies in psychology and behavioral economics have identified several situations in which correction of a bias may lead to worse decisions. Camerer, Loewenstein and Weber (1989) discuss the "curse of knowledge": in predicting the behavior of others, agents are unable to ignore the information they have. As a result, agents may become better off when they have less information. In a later paper, Loewenstein, O'Donoghue and Rabin (2001) find that projection bias may be counteracted by another bias in making choices about future consumption. In this setting, working to correct projection bias could lead people to make worse choices. Rabin (1999) offers an example in the context of saving, suggesting that overly high projection of consumption needs in retirement offset the under-saving problem. If so, the consumption-saving decision, though affected by cognitive biases, may still be correct. Kahneman and Lovallo (1993) consider biases and their effect within the firm. In the paper most closely related to this one, Benabou and Tirole (2002) consider a formal model in which, among other effects, overconfidence ameliorates a lack of will-power.
While the previous literature has discussed interactions among cognitive biases, it has 2 given little attention to their correction. Without either the knowledge of correct decisions or consideration of all relevant biases, interventions may reduce welfare. If there is selection on the quality of decisions made, and there are reasons to think that such selection exists, then one might even expect the decisions that emerge from the admittedly biased system to be in some sense "good." While these concerns are standard in second-best situations, their implications in a cognitive bias setting have not been addressed.
The results are formally demonstrated in the context of an optimization problem with no uncertainty. A person chooses the level of effort to expend in a project today that yields benefits at some near tomorrow. In the model presented, the individual differs from the standard neoclassical agent in that he has cognitive biases. In addition to overestimating the effects of his action, the individual is time-inconsistent and directly feels regret (or, equivalently, self-satisfaction) based on the level of effort provided. Changes in the (parameterized) strengths of these effects lead to changes in the decision of the agent's effort provision. Issues in the theory of second best arise when attempts are made to improve decision-making by ameliorating some, but not all, of the biases.
Any discussion of the second best requires a notion of the first best. For reasons given below, the first-best decision is taken to be the effort provided by an agent who is free from cognitive biases. (The parameterization of preferences admits such an agent as a special case.) Among the many biases discussed in the literature, the ones presented here were chosen not just because they are well-established, but also because of the insights they yield regarding the difficulty of welfare analysis in the presence of cognitive biases. Cognitive biases can range from problems of statistical inference and systematically incorrect expectations to preference-related issues such as reference points, framing and regret. Thus, the argument that the agent's true preferences should be considered those of the unbiased agent is strongest for the case of overconfidence: the individual is just wrong about the result of a given level of effort on the outcome. For hyperbolic discounting, one can appeal to the fact that an agent who could commit to an action some time before having to bear the costs of it would choose to act in a time-consistent manner, even though it is arbitrary to claim that the individual's 3 preferences at one time better represent his interests than those at another time. Even more questionable is ignoring the psychic cost of regret. Nonetheless, if one follows the standard formulation of utility as a function of consumption, then the full consequences of bad decisions are borne through their effects on consumption. Any other effect on utility, as through regret, is superfluous for purposes of maximizing consumption in the absence of other distortions. Considering consumption the ultimate aim of effort allows disregarding psychic payoffs and adopting the unbiased agent's utility as the true utility. Since this paper aims to demonstrate interaction effects among biases, the choice of specific ones modeled is not crucial. Further, this paper investigates the effects of correcting biases. If the cognitive biases represent the true preferences of the agent, there is no reason to change them.
Studying the interaction of cognitive biases sheds light on one of the vexing questions in the field of behavioral economics: why don't individuals correct their biases? This paper gives three related but separate answers to that question. First, it may be that individuals have limited knowledge of the system of interacting biases. In such a situation, the welfare consequences of correcting some subset of them is ambiguous. Second, when correction of biases is costless, if the dimensionality of the biases is greater than that of the decision (as in the model presented in this paper), there may be a set of biases which result in the efficient level of action. An agent whose true welfare is that of an unbiased agent will be indifferent among any elements of the bias space that maximize utility, but to an outside observer who can measure biases but does not know the efficient decision, the optimality of the agent's choice will be unrecognized. Third, even an individual with full information about the nature of the biases may rationally choose to correct them only partially when correction is costly.
A researcher could observe an individual with partially corrected biases and not be aware that the decision-maker had already made the optimal correction. Some authors have claimed that a particular bias exists in order to improve a decision.
In such a vein, Lea and Webley (1997) discuss pride as having effects very similar to regret in this paper but, of course, in the opposite direction. They model pride as part of a mechanism that ensures the consistency of decision. For example, they consider that a young girl who may find it in her short-term interest to become a prostitute will not do so because of pride.
Thus, they conclude that pride may be considered "adaptive" for the long term. Prelec (1991) makes a similar statement when he writes, "The functional role of the pain of payment is to counteract biases or 'mismatches' in the assessment of costs and benefits at the moment of purchase, biases that would otherwise lead to chronic overspending." Any such statement requires serious and careful study. The degree of simplicity with which biases are considered in this paper precludes similar conclusions. Again, this paper should not be interpreted as saying that the biases under study are adaptive in the sense that bias x exists because it counteracts bias y.
The next section reviews the relevant literatures on the existence of the cognitive biases used in the paper. The third section models the agent's decision-making as though the agent were trying to maximize a perceived utility function that incorporates cognitive biases when in actuality the utility function of the agent is that of the standard, unbiased agent. The fourth section studies optimal bias correction. The fifth section makes functional form assumptions allowing an analytic solution to illustrate the correction of offsetting. Conclusions follow.
The Biases
A burgeoning literature describes the departures of human decision-makers from rationality. Time-inconsistency, regret, and overconfidence are singled out in this paper. Endowment effects, loss aversion, failures in Bayesian updating, projection and hindsight biases, the availability and representativeness heuristics and a host of others have also been documented but are not treated here (for survey, see Camerer (1995) , Earl (1990) or Rabin (1998) ) . Such departures are not surprising if the human mind is, as biological and psychological research suggests, a "large and heterogeneous network of functionally specialized computational devices" rather than a "general purpose computer" (Cosmides and Tooby (1994) ). Although evolutionary considerations may be important in directing research, for the purpose of this 5 paper the cause of the biases is not germane.
Hyperbolic Discounting
The notion that individuals value the present more strongly than the future in ways that can lead to inconsistent action plans seems clear in informal observation. Strotz (1955) One metaphor that has been offered for hyperbolic discounting is of an individual at different times as different selves. The present self overweights current benefits and costs relative to the future. The specific functional form of discounting adopted in this paper is the (β, δ) formulation of Phelps and Pollak (1968) . Specifically the utility of a consumption stream at time t can be written as follows
with β, δ ∈ (0, 1]. In a study of the short term, an exponential discount factor (δ) near one is necessary for the medium or long term to have any effect on the agent's decision making.
Regret
In the simplest sense, bad decisions are bad decisions because they have bad consequences.
Not spending enough time with one's spouse may lead to divorce; not studying hard enough for a test may lead one to do poorly; having an additional drink may leave one with a headache the next day. People make these kinds of decisions, consider them mistakes, and regret them. But if the decisions are bad because of bad consequences, why should one suffer an additional utility loss via regret? Utility will be lower in the future because of 6 the decision. Not only is regret superfluous in a standard model of decision-making under certainty and complete information, it could only be distortionary. Thus, for regret to have a useful instrumental role, some type of second-best effect is necessary.
Nonetheless, regret is a common and powerful emotion that has been shown to affect well-being. Ritov and Baron (1992) find that people prefer a bad outcome when it is not the result of an action they have taken, even when the outcome is the same. Individuals apparently prefer errors of omission than commission, evidently because of the psychic costs imposed by the accountability for active decision-making. In the model, regret is stylized as a disutility from not working hard. (The term "self-satisfaction" is sometimes used when positive utility is discussed.) That is, regret decreases in the level of effort provided by the individual.
Overconfidence
The overconfidence of individuals in their own efforts has long been recognized. Smith 
The Model
In the situation under study, an agent takes an action that is costly in the present and provides benefits in the future. Since the temporal scope of this problem is assumed to be limited, discounting of the traditional sort (i.e., exponential) is assumed negligible. The agent's perceived preferences over levels of effort can be described by a function that depends on a scalar level of effort e and that is parameterized by the biases. The vector θ ≡ (α, β, γ) ∈ R 3 represents overconfidence, present bias, and regret, respectively. Perceived utility is expressed by
where c(·) is the cost of effort, β ∈ (0, 1], v(·, ·) is the perceived benefit of effort, and r(·, ·) is satisfaction with the choice. The subutility functions are assumed to be twice continuously differentiable. For all θ, the cost of effort is quasi-convex, and the perceived benefit and regret are quasi-concave. An additional condition is that the curvature of at least one of the three subutility functions must be strict. Furthermore, the second cross-partial derivatives are assumed to be non-negative. Intuitively, this means that the marginal effect, or perceived marginal benefit, of additional effort is monotonically increasing in each parameter.
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The parameters are anchored so that when the parameters α = β = γ = 1, the individual is equivalent to a standard, unbiased agent. For convenience, define θ 1 = (1,1,1) . Thus, for all e, v(e, 1) is the actual benefit, and, since the unbiased agent experiences no regret, r(e, 1) = 0.
The agent's problem is to maximize perceived utility, with effort assumed to be taken from some admissible range. One can think of effort as, say, the amount of time in a given period spent on the task. The agent's problem is:
U (e, θ).
The question of interest is how the agent's decision depends on the biases. The following proposition establishes a few properties of the solution to the agent's perceived problem.
Proposition 1
The maximized perceived utility function U * (θ) is continuous, and optimal effort e * (θ) is a continuous, non-decreasing function.
Proof. The curvature assumptions on the subutility functions imply that the utility function is strictly quasi-concave in e for all θ. Further, the choice set is convex-valued. By the Maximum Theorem, the maximized value function is continuous on θ, and the optimal effort e * (θ) is a continuous function on θ (see, e.g., Sundaram (1996) ). The comparative static result follows directly from Milgrom and Shannon's (1994) Theorem 5. The real line is a lattice, R 3 is partially ordered, and the positive cross-partials satisfy increasing differences.
The theorem's requirements are met, and e * (θ) is nondecreasing in θ.
The unbiased agent's solution is denoted e * (θ 1 ). For the reasons given in the introduction, this level of effort is considered optimal for all agents, even those with biases. The agent's true utility is then U (e * (θ), θ 1 ). Since in this model the optimal effort correspondence maps from R 3 to R, there are generically a large set of parametersθ ∈ Θ, albeit of measure zero, for which effort level e * (θ 1 ) is chosen and U (e * (θ), θ 1 ) = U (e * (θ 1 ), θ 1 ). Thus, the efficient action and maximal utility can be obtained even in the presence of the biases.
The effects of changes in the cognitive biases on the true welfare of the agent are described by the behavior of U (e * (θ), Proof. The parametric monotonicity of e * implies that increases in any parameter raise the agent's effort choice. By definition of a quasiconcave function, for all x, y ∈ (e,ē) with x = y and for all λ ∈ (0, 1), U (λx + (1 − λ)y, θ 1 ) > min{U (x, θ 1 ), U (y, θ 1 )}. Consider the cases in which e * (θ) ∈ {e,ē} and e * (θ) < e * (θ 1 ). Then U (e) > U (e * (θ)) for any e ∈ (e * (θ), e * (θ 1 )).
Any parametric increase that causes e * to increase without exceeding e * (θ 1 ) will thus increase welfare. Above we assumed that e * (θ) ∈ {e,ē}. The proposition holds weakly because the effort choice may be a boundary value both before and after a parametric change, in which case the true utility would not be changed. The same argument holds if e * (θ) > e * (θ 1 ) for decreases in the parameters.
Definition 1 Biases offset each other if they have opposite effects on the maximized value of the choice variable.
In this model, hyperbolic discounting offsets both overconfidence and regret. An example of offsetting biases is offered in Section 5.
Bias Manipulation
Suppose that there is a perfectly informed, benevolent educator who cares about the welfare of the decision-maker and the cost of correcting biases. The objective function for the educator is assumed to correctly characterize the real resource costs of the biases and their corrections in the following manner:
where θ 0 represents the decision-maker's original biases, d(·, ·) is distance, and C(·) is continuous and monotonically increasing. The other restrictions placed on C(·) are that C(0) = 0
The educator's problem is to choose the parameters efficiently.
Proposition 3 A solution to the educator's problem exists, and it weakly increases the agent's welfare.
Proof. Recognize first that the objective function is continuous in the choice variable, since both the benefit function and cost function are continuous by assumption. Artificially compactify the choice set in the following way. Consider the choice θ 1 which results in the value W (θ 1 , θ 0 ). Since this choice is feasible, it is a lower bound on the maximum value attainable by the educator. The cost of changing the biases to the unbiased level is
. The educator's choice can be constrained to the following admissible set
This set is bounded because of the restrictions on C(·, ·), and is closed, so it is compact. Thus a solution, possibly set-valued, to the problem exists. Since the educator can always maintain the status quo at zero cost, any change which entails costs must increase the agent's welfare by more than those costs.
The framework above assumes that the problem is known with certainty to the educator. The sophisticated agent could act as her own educator in the following two-stage game. In the first stage, the agent would choose the bias corrections to maximize her true utility given the decision that she will make in the second stage. This might correspond to "reading selfhelp books" or taking a class in decision-making. In the second stage, the agent would choose effort. When the biases affect preferences, this implies that the agent would be expending resources to change them, which is not rational. However, the true utility function can be considered meta-preferences, and the resource use as part of a plan to maximize over the meta-preferences.
Example
Assumption of functional forms for utility allows the illustration of two main points of this paper, namely, the second-best nature of the bias correction problem and the potential observational equivalence of agents with uncorrected or optimally corrected biases.
The agent's perceived problem is assumed to take the following form:
From the first-order condition of the agent's maximization, an interior solution is characterized by the following equation.
A boundary solution is also possible. Notice that the solution for the traditional agent (e * (θ 1 )) is equal to one.
Consider an arbitrary case where θ 0 = (α 0 , β 0 , γ 0 ) = (1.5, 0.5, 1.3). Equation (7) reveals that the agent's effort choice equals 0.9 < 1. In this case, even though the agent is overconfident and regrets low provision of effort, the present bias involved with hyperbolic discounting results in an effort provision below optimal. The "true" utility equals 0.495 which is less than the optimum of 0.5. The second-best nature of the problem can be seen in the context of the discussion in the introduction. Even though your friend is overconfident, reducing the overconfidence will reduce his already too-low effort provision and make him even worse off than he would otherwise have been.
The second issue is the observational obscurity of optimality. Optimal correction, either with or without correction costs, can be consistent with cognitive biases. In other words, an individual may have cognitive biases and yet still be optimizing. This can be seen in the context of the educator's problem: Note that this is still below the effort of the unbiased agent. An outside observer unaware of the costs of correction would not know that the biases had been optimally corrected.
Further, even the observer aware of the costs of correction but ignorant of the form of the agent's preferences would have no way of knowing whether the correction was optimal.
The final point is that because the biases are offsetting, an observer might not recognize that an agent was making the optimal effort provision even if the agent were doing so.
Suppose the observer could measure each of the biases, and knew that the true utility was characterized by θ 1 = (1, 1, 1) but could not calculate the optimal effort. If the observer then assayed the biases and found thatθ = (1.52, 0.55, 1.31), then he or she would think that the agent was diverging from the optimum. But, e * (θ) = 1 (and is in fact the closest point in the parameter space to θ 0 that achieves the optimum), so the agent is in fact exerting the optimal level of effort. If we define a sophisticated agent as one that knows her true utility function, then any vector in the cognitive bias space that maps to the optimal effort is as good as the unbiased one. In this example there is in the positive orthant of the bias space a two-dimensional manifold every point of which maps to the efficient effort level. Generally, a sophisticated agent, one that knows her true utility function, is indifferent between any parameter that yields the efficient solution.
Conclusion
The biases studied in this paper were selected for the strength of evidence of their existence and also because the interactions among them could be represented simply. Not only are the effects of these cognitive biases far more complicated than modeled, but there may also be other offsetting biases in effort provision. Additional real-world complexity only strengthens the importance of explicit second-best considerations.
The biases were also chosen to illustrate the subtleties involved in saying that a biased agent chooses suboptimally. As discussed in the introduction, such arguments are forthright when the agent is simply mistaken, reasonable when there are temporary preference changes, and strained when they involve true psychic costs. For the purpose of illustrating cognitive biases, one could select among pure statistical inference problems such as the misweighting of polar probabilities, the conjunctive fallacy and so on...
The system of interacting biases studied in this paper gave rise to three main points.
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First, in the presence of other biases, the correction of any single one has ambiguous welfare properties. Second, when correction of biases is costly, then full correction will generally not occur so the observation of biases does not imply potential welfare gains. Third, if agents can costlessly change their biases and know their true utility function, there is no reason for them to choose to be unbiased if there are other sets of biases that lead to the efficient effort choice. Both of the latter points suggest that an outside observer must know a great deal about cognitive biases, their effect on decision-making, and their cost of correction in order to make statements about whether a particular bias should be corrected.
Of these three points, both the first and second would continue to hold in an setting
where an agent had a multi-dimensional effort decision. While the interactions among particular biases would no longer be characterized generally, it should still be possible to define biases as offsetting with respect to specific decisions. With more dimensions of choice, the effect on welfare from changing a bias would only become more difficult to determine. Previous discussions of cognitive biases have lamented the tendency for individuals to correct a particular decision without learning a general rule to eliminate the relevant biases. The second-best perspective suggests that improving decisions one at a time may prove a useful strategy.
