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Introduction
Aprόs la thόorie de J. Leray sur les systόmes quasi linόaires & partie princi-
pale diagonale, hyperboliques stricts dans les espaces de Sobolev et hyperboli-
ques non stricts dans des espaces de Gevrey, ([14], [15]), T. Kato a rόsolu le pro-
blόme de Cauchy local dans les espaces de Sobolev pour les systόmes quasi linόai-
res symόtrisables ([13]).
Nous rόsolvons ici le problόme de Cauchy local C°° pour un type de systόmes
quasi linόaires hyperboliques non symόtrisables de trois όquations du premier
ordre lorsque les linόarisόs ont des rangs et des multiplicitόs caractόristiques
constants, sous des conditions rappelant les conditions de Mme Choquet-Bruhat
([3]) en utilisant la thόorie des systόmes hyperboliques linόaires de J. Vaillant
([17], [18]), la thόorie de Nash-Moser ([11], [16]) et une mόthode utilisόe par N.
Iwasaki pour les systόmes quasi linόaires effectivement hyperboliques ([12]).
Nous montrons dans une remarque finale qu'un autre type de systόmes
quasi linόaires hyperboliques non symόtrisables, mais de deux όquations du pre-
mier ordre cette fois, peut etre traitό de la meme maniόre et a un problόme de
Cauchy local C°° rόsoluble sous des conditions analogues sur les linόarisόs.
Ce travail a όtό rόsumό dans une Note aux Comptes Rendus de ΓAcadόmie
des Sciences ([10]). X=(xQ, x) est le point courant de Rr+l avec #0ejβ et
Ωi est un ouvert contenant Γorigine de Rr+1.
ζ=(ξo, ξ) est la variable duale, ξ0^R et ξ=(ξl9 -, ξr)<=Rr; 2=(1, 0).
I. Hypotheses et enonces des resultats




oύ H'(X, Y) et £)(-ϊ, y) s'άcrivent sous forme matricielle
IH? HP Hi\
 Q1
H'(X, Y) = Hi2 H? Hi2 (X, Y), Q(X, Y) = ρ2 (X, Y)
\Hi3 Hi3 Hi3' ^Q3'
respectivement dans R9 et R3, pour tout X<=Ω, et tout Y=f(Y\ Y2, Y2)GR3.
Soit U un ouvert de R3 contenant Γorigine. On suppose que Φ satisfait aux
hypotheses suivantes:
Support* Q(X, O)CΩ+=Ωn([0, +00 [χRr)
, r) = d*H(x, Y, ς)
oτιap(X,Y,3)=l,VX<=Ω,,VY(ΞU.
(I,) X^( F, ?)= [H0(^ , F, ζ)]3, H0(X, Y, ξ) = ξ0-Lα(X, Y, ξ),
L0(X, Y, ξ) = \i(X, Y) ξ, (VXtΞΩ, V Ye U, V f eΛ'«), λ,eCS(Ωx t7)
(^1,- .rj.1
(14) En notant H=(HB)ι^A,B&3 et A la matrice des cofacteurs de H, A est
divisible par H0; B έtant la matrice quotient de A par H0, B est une matrice
3x3 d'έlέments polynόmiaux homogenes de degrέ 1 en ζ et de classe C"°(Ω X U)
en (X, Y) de plus en appelant AAB le cofacteur de HD HE dans le developpement
de
p = del ./f, on a:
inf {\B\(X, Y;L0(X, Y , ξ ) , ξ ) \ ; X<ΞΩ, Y^U, \ξ\
inf {Mίi(^, F; L0(Jί, F, f), f)| ^ΓeΩ, YeU, \ξ\=
(15) Les polynδmes en f
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sont divisibles par H0.
(I6) Les polynόmes en ζ.
et
ί ft TJ *B ft 7?^ Ί
c =
ι^δ^8 IB \QY* l + Λ Q Y C )
(i— 0, •••, r; έ:=l, 2, 3) sont divisibles par JΪ0.
est divisible par /f0 et
i + ΣQYA y=o









REMARQUE: (I4) implique que H possede la forme reduite
dans φQ anneau localisό de R [ξ] par Γidόal premier engendrό par HQ en chaque
point (X, Y) <ΞΩ X U ([17]). (I5), (I6) et (I7) signifient que les linόarisόs Φ' de Φ
vέrifient les conditions de Levi des systέmes λ caractόristiques de multiplicitό 3
lorsque la matrice des cofacteurs s'annule sur la variόtό caractόristique ([2], [18]).
EXEMPLE d'opέrateur Φ vέrifiant les propriόtόs (Ij) & (I7).
, y);
, y) 9χ y*+d£X, y)) avec
μ et 4ε£2(Ωx R3) (l<z<3) verifiant ^(0, 0)ΦO, M = — L 8lλ93;' 2
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2) Enonce des resultats
On note
= (Y1, Y2, Y3)eΛ3, E
s
 = {a =
S = Card JB5, Y*5 = {Y









un voisinage de 0 dans C«(Ω),
= F^(ίl) X 7| (Ω) X F|(Ω) un voisinage de O dans
Le linόarisό Φ'(u) de Φ au point u^Cχ*(Ω) s'έcrit:




α>β Γouvert de R
r+1
 defini par
Considerons β0 = Ω^0>ε0 tel que Ω^0>ε0cΩ. D'aprέs (Ij)
(3) Φ:C:(Ω0)->C:(β0).
De plus, pour tout we F0= 7(β0) associό a C7 fixό prόcόdemment, en notant
(4) Φ'(w) = Φr(ί/) (X9 u, Vn, D): C:(Ω0) ^  C:(O0) dάpend "linύairement"
de Vw. Nous obtenons la proposition suivante:
Proposition 1. Soit U2 un voisinage ouvert de O dans R
3Nz dont la projec-
tion sur R3 est incluse dans U.
II existe Ω
Λ
/ f β/ tel que Ωβ/ t f/Cθ0 et un operateur differenttel linέaire de la
forme:
(5) b^X, u, Vu, D) = B(X, uy D)+B?(X, u, VK)
(resp. b2(X, uy Vu, D) - B(X} uy D)+BΪ(X, uy
pour tout we F2(Ωβ/>β/) tels que
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^(X, u, Vu, V2u, D) = ΦΌ^ (resp. 12(X, u, Vu, V2u, D) = b2oφ') soit
de la forme suivante:
(6) l(X,u,Vu,V2u,D)=[h0(X,u,D)]2I3+e1(X,u,Vu)h0(X,u,D)+e2(X,u,Vu,V2u)
ou B(X, u, D) a pour symbole B(X, Y, ζ), h0(X, u, D) a pour symbole
H0(X, Y, ζ), Bf(X, Yl) ainsi que Bf(X, Y,), e,(X, YJ et e2(X, Y2) sont des ma-




j X E/j) si et seulement si on a a lafois:
(i) JC = JC(X, y,, ζ) est divisible par #0
(ii) Jtl = <K\(X, Y!, ζ) est divisible par H
ϋ
(iii) Jtl2 = Jt\ (X, Yt, ζ) vέrifie
Jtl (X, Y, ξ, = L,(X, Y, ξ), ξ)Φθ quel que soit X(Ξfl
aM, Y2e U2, f ΦO)
(resp. (i)' JC est divisible par H0
(ii)' JC\ est divisible par HO
(iii)' Jil (X, Y,, ξ, = LQ(X, Y, ξ), ξ)*0quel que soit Xe£laM, Y2€Ξ U2, ?ΦO)
ou
(7) JC = M (X, Y, ζ)+ ± Σ &'c(X, Y, ζ) no
(8) Jci = Jcι+ ±-Σ<S'C y(c0t=0 c=l
r 3(9) tl = cι+
ί = 0 c = l
(10) y^ ) = y«-(o,-,ofi,o,-,o> (1 ^  trouvant au ί-eme rang dans
Les hypotheses (I5), (I6), (I7) et la proposition 1 conduisent & la deuxieme
proposition suivante.
Proposition 2. Sow fe hypotheses (Ij) ό (I7), ί7 ^ w^ Ωβlf8l tel que Ωβl>βlCίl
ί^ z/w ouvert U2 relativement compact de R
3N2, dont la projection sur R3 est incluse
dans U, tels que pour tout u^V2(Ωaι 8J associe a U2y le probleme de Cauchy pour
Φ'(n):




possede une solution unique j>eC+(Ω
βl>ίl) pour tout /eC~(Ωβl>gl) a support com-
pact dans Ω
βl>8l.
De plus, pour tout ouvert U
s+2 bornέ de R
3N
s+z contenant 0, dont la projection
sur R3 est incluse dans U, ίl exίste une const ante C5>0 indέpendante de
(Ω
αι>βl) associέ a Us+2 telle que
(12) \\»\\s
pour tout s:eC+(Ω





pour y solution de (11) avec /eO+(Ω
αι>8l) a support compact, oύ \\ \\s designe la
norme dans Γespace de Sobolev Ws>\Ω
a 81):
\l/2
Considόrons maintenant Ω02>82 tel que Ωβ2)β2CΩαiίβl. Comme Ω^8 admet




β2>82) et tout u<=Vs+2(Ωa2ιζ2) associέ a US+2J ||2||s όtant la
norme de Sobolev de z dans Ws'2(Ω
a2tΐ2).
On prάcise la proposition 2 sous la forme suivante, grace a Γinvariance des
propriόtέs (Iι)-(I7) lorsqu'on commute <Ac>2<* et Φ'(u).
Proposition 3. Sous les hypotheses (I
x
) a (I7), le probleme de Cauchy (11)
est bien posέ dans O+(Ω
β2β2). Uinέgalitέ (14) se prέcise sous la forme:
(15)
pour tout y^C+(Ω
a2t92) oύ a designe les coefficients de Φ'(u), \a\s dέsigne la norme
hϋlderienne d'ordre S de a sur ί\2>82 et CSo+2α> est ίndependante de




 contenant 0, dont la projection sur R3 est
incluse dans U.
On obtient alors, grace a la thέorie de Nash-Moser (cf[9], [11], [16]) le rέsul-
tat principal suίvant:
Thέorέme. Sous les hypotheses (Ij) a (I7), pour toute f^C+(Ω,), il exίste
Ω
Λ>8 tel que ΩΛ>8CΩ et j>eO~(Ωα>8) unique verifiant φ(y)=f dans ΩΛ>8.
Le dόtail des dόmonstrations des trois propositions et du thόorόme fait Γobjet
du paragraphe suivant.
II. Preuve des propositions et du theorέme
1) Preuve de la proposition 1.
Elle repose sur la definition et les lemmes suivants.
DέFiNiTiON. Nous dirons que Φ'(X> u, Vw, D)=h vάrifie la condition Cd(h)
(resp. Cg(h)) si il existe ^(resp. b2) de la forme (5) tel que Aoft^resp. b2<>h) vόrifie
(6).
Nous avons Γόgalitό suivante:
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h(y) = ± H'(X, «) Q,y+ Σ y (|2+ Σ -fy 8, «)
« =o y=ι \9z/y =o 9^ /
En posant
,Z)) = :S #'(*,«) 8,
, „, v.) -
 8, „, + a, „, + ; 8,lQul '•=» θw1 9z/2 « =o Qu2 du3 ί=o 9zτ
nous obtenons les lemmes 1 & 5 suivants:
Lemma 1. h vέrifie Cd(h) (resp. Cβ(h)) si et settlement si il existe
, u, Vu) (resp. Eξ(X, u, Vu)) et Al (resp. Λ2) tels que:
B+HBΫ+H*B- ± Q« H0 QΛ H0 13
(resp. M2= Σ Q* B3aH+BH*+Bf H- Σ 9" #o 9.05=0
soit de la forme HQ A^ (resp. H0 Λ2).
06 = 0
Lemma 2. ([2]) B\BM^B\M2B=<K,B (modulo un multiple de HQ) oύ
<X est le polynόme sous-car acteήstique de h exprimέ far (7).
Lemma 3. ([2]) Supposons <K divisible par HQ et consίdέrons N= — ?- L
alors B\ N=N\B (modulo un multiple de H0). H°
Lemma 4. ([2]) Si JC est divisible par HOJ alors
A\22[B\]2 N=[A\l]2 M JCl B=A\\ B\ N\ B (modulo un multiple de H0) oύ
ilQ BΪQtHAttΞΞAllJtl et
Σ A\2B[H*BABΐ+Q«HBAQltBΐ}=A\
1£A,B£3 06 = 0
(modulos un multiple de HQ).
Lemma 5. Supposons JC divisible par HQ et posons
„ M2B , ^ BM, . ΊC = —£— (resp. D = -7 )^; alors
HO -"o
Dl /^l Dl /^l — /112 -f/ l
t>\ O2 - -£>2 ^1=Λ12 cA2 >
A\22[B\]2 CM,= [All]2 JciJtlB,
B\D\-B\D\=A\lJt\,
A\l[B\]2 M2D=[A\I]2 Jtl JCl B
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(modulos un multiple de H0).
La proposition 1 se dόmontre alors comme suit:
La nέcessitό de (i) (ii) (iii) (resp. (i)'(ii)'(iii)') rόsulte des lemmes 1 & 5.
Pour dόmontrer la suffisance, il suffit d'aprέs le lemme 1 de rόsoudre Γόqua-
tion matricielle :
Λίiffβ = A,) = 0 (resp. M2(ξ0 = L0) = 0)
d'inconnue matricielle Bΐ=Bΐ(ξQ=LQ} (resp. B$=B?(ξQ=L0)).
En sόparant Γinconnue matricielle en colonnes (resp. en lignes) on constate
que Γon obtient un systέme linόaire de rang m~ 2=3— 2=1 dont les conditions
de compatibility sont satisfaites si et seulement si (i) (ii) (iii) (resp. (i)'(ii) '(iii)')
sont vόrifiόes, en vertu des lemmes 2 a 5 (ce qui est le cas d'aprόs les hypotheses
(1.2) & (1.7)). La proposition 1 est dόmontrόe.
2) Preuve de la proposition 2.
On utilise le lemme suivant dont la dάmonstration est aisόe.
Lemma 6. Choisissons ίV0',ε'0' et Ωβj//ftj// verifiant Ωβ$,
t8///cΩ0 et une fonction φ^C%(Rr+1) telle que
φ(X) = 0 sί
Alors il existe U'2 voisinage de 0 dans R






(X, v, D) = h0(Xφ, u(Xφ), D)
e((X, v, Vt>) = e,(Xφ, u(Xφ), Vu(Xφ))
eί(X, v, Vv, V2^) = ez(Xφ, u(Xφ], Vu(Xφ), Ψu(Xφ))
V = l'(X, v, Vt>, V2v, D) = [h!,(X, v, D)]2 13+e[(X, v, Vv) K(X, v, D)+
Γ est un opέrateur faiblement hyperbolique bien decomposable a coefficients dans
C~(ΩX V2(Rr+1)) ([5]) oil V2(Rr+ί) est associέ a U2 et Fί(ίlβ/ιt/) est associέ a U'2
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vέrίβant:
^Ίc~(Qαό,e$) = ^lc~(Qa£,ε6)
De plus hs(Xy v, D) a pour symbole
Hi(X, V, ζ) = ξ0- ± \AXφ, u(Xφ)) ξ, .
Dόsignons par /ί(resp. l£) Γopόrateur /' correspondant £ /
x
 (resp. /2).
Soit pQ une borne supόrieure de la vitesse de propagation (par rapport & XQ)
des ondes relativement & /' sur Rr+1 et Ye [/'^projection de U'2 sur R3.
', g = l } et choisissons
α0 tel que
Alors pour 60>0 suffisamment petit et pour ΩΛo>focΠβo>βoCΩΛ/ f f^ les cones
T(E) de sommet E=(eQ) e) de dάpendance de /' vis ^ vis des donnόes et du second
membre en chaque point UeΩ
β0ffo dόfinis par
(16) T(E) =
sont inclus dans Ω
βo>eo.
Considόrons Q<a1<aQ et 0<61<ε0 tels que
soit inclus dans Ω
β0(βo; on obtient le lemme suivant:
Lemme 7. Pour toute /eC+(Ω
αitβJ) a support compact, ίl existe % unique
de classe C~([— £
 λ
 alf 6λ αj X Rr) tel que
(18) /'* = / (VZ e [-ε, al9 6l a,] X Rr)
De plus supp 5rCjP
βl>fl ί^ Γon a:
(19) ||*||g W*r = \\s\\"
s
'Λ£C. ll/HΪ VJx-' = C. |
0ά C5 βίί indέpendante de u^ Vs+2 associέ a U's+2 ouvert bornέ de R
3N
s+2, dont la




Preuve du Lemme 7. L'existence et Γunicitό de #e C+([—εl a^ £j <zj X Rr) vόri-
fiant Γ z=f et le fait que supp #C.F
βlf8l rόsultent de [7] et [8]. Dόmontrons
Γestimation ^ priori.






 = -el x
λ
-eί *,+f(X) .
En posant \\DS z(x0)\\t = sup ||Z)i0*(*b> )IU -/ oύ [M|/+,-y est la norme de
Sobolev d'ordre t+s—j relativement έ. # (i.e. calculόe sur Λr), on utilise le
lemme suivant.
Lemme 8 ([8]) // existe une constante Cs>0 independante de u pourvu
que u et ses dέrivέes soient bornέes jusqu'ά Γordre S telle que:
(22)
pour tout #2e C"(Ωaι>eι) a support compact.
D'aprέs(20)(21)(22)ona:
(23) HD^WIIo^C^ Γ° [||fls/Wllo+llus^iWllo+ll^s^2Wllo] dθJo
Puisque eΊ=e{(Xφ, u(Xφ)y Vu(Xφ)) et e'2=e'2 (Xφ, u(Xφ),
V2u(Xφ)) sont d'ordre 0, (23) s'έcrit:
(24) l|Os^WIIo<C| Γ° {||Ds/Wllo+l|θ^ιWllo+llθs^)llo} ^^
•Ό
ou C| est une constante positive indόpendante de u quand {w, •••, Vs+2 u} est
bornό.
A Γaide de (22) et (24), on dόduit comme dans [8] p. 132,
(25) l|Os^0)llo<Cέ J






Γinόgalitό (19) est dέmontrέe avec C
s
=^a(el ^)
Le lemme 7 est dόmontrό.
Reprenons la dόmonstration de la porposition 2. La proposition 1, le lem-
7 et le thόorέme 4(a) de [2] p. 192 nous donnent Γexistence et Γunicitό de la
tion y de Γόquation (11). En posant
me (a) de [2] p. 192 no
solu
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puisque
le lemme 4 nous donne Γinόgalitό
Lorsque les hypotheses (I
x
) & (I6) et (Ϊ7)1 sont satisfaites, les assertions
(i) (ii) (iii) de la proposition 1 sont alors verifiόes et en appliquant Pinegalite
prόcedente έ. /'— 1{ et a l1=ΦfoblJ on a pour y=b1z oύ έ^&i (^ Γ, w, Vw, D) est
d'ordre 1, Ibl^^C's' |N|°Vl oύ C"
s
' est indόpendant de u puisque {w, •-, Vf }
est borne; d'oύ les inegalites (12) et (13).
Lorsque les hypotheses (Ij) ^ (I6) et (I7)2 sont satisfaites, les assertions
(i)' (ii)' (iii)' de la proposition 1 sont alors vόrifiόes et en appliquant Γinόgalitά
||*||°βι βι^O
s
 ll/ll^1'"1 ^ /'=/2 et a l2=b2°Φ'9 on a en remplaςant z par y et/ par
comme b2—b2(X> u, Vw, Z)) est d'ordre 1
oύ Os" est indόpendant de u puisque {#, •••, V5w)} est borne; & nouveau, nous
obtenons les inegalitόs (12) et (13).
La proposition 2 est dόmontree.
3) Preuve de la proposition 3
On effecture un raisonnement identique & celui utilise dans la preuve de la
proposition 4 de [9] (pages 39 a 42), la proposition 3 de [9] est remplacόe par le
lemme suivant:
Lemme 9. <D*>2* Φ'(Xy u, Vu, D) y=τs(X, u, V2u, V3u} D) <J)xy2«y+Ly,
oύ <D
x
y2* est Γoperateur de symbole (1+ \ζ\2)Λ, ω(X, u, V2u, V3z/, D) est un
operateur composέ d'un opέrateur differentiel lίnέaίre a coefficients dependant de
X, de u et des dέrίvees Vu, Vu2, V3u de u avec ζD
x
y~2a, faίbkment hyperbolique
de meme symbole principal que celui de Φ\X, u, Vu, D) dont le polynόme sous-
car acterίstique sc(w) et les invariants JCί2=JCί2(ω)
ί
 Jt^^JC^fa) (correspondants
aux invariants JC2, Jί\ respectifs de h=Φ') vέrifient les proprietέs (i) (ii) (iii) (resp.
(i)' (ii)' (iii)') de la proposition 1 suivant que JC,JC2, Jt\ vέrίfient (i) (ii) (iii)
(resp. (i)'(ϋ)' (iϋ)'):, Ly est une relation bilinέaίre des coefficients (notes a(X} u, Vu)
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de Φ' (X, u, Vu, D) et des dέrivέes de y [Γordre de dέrivation de a est 2a, celui de
y est 2a-2, Γordre de derivation total est 2α+l].
Preuve: Elle rόsulte de Γόgalitό.
<DI>
2




* Φ'(X, u, Vu, D) <D
Λ
>-2"
Le symbole σ(Φ') de Φ' s'όcrit:
σ (Φ') = H(X9 u, ζ)+H*(X, u, Vu) = q
oύ H(X, u, ζ) est la partie homogέne d'ordre 1 et H*(X, w, Vu) celle d'ordre 0
en ζ.
Nous avons:
Soit ω Γopάrateur de symbole
et L Γopόrateur aux dόrivόes partielles linόaire de symbole:
lpl~3 /j !
Alors Φ; et ω ont meme symbole principal H(X, u, ζ). Le polynόme
sous caractόristique de ω s'έcrit:
,^ 3 |β|=
r 3
oύ JC=c^+ Σ Σ -^ ί 9| ^c est le polynόme sous caractόristique de Φ'.
i=0 c = l
Comme Σ Hi 5f E\ =
\<.A,B&
Σ (D,t HI) Bf Bi = (2H0) (D,t H0) B\ = Q!<>AtB<$
(modulo un multiple de H0) et sc(ω) est divisible par H0 en meme temps que JC.
De plus:
Σ B},
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et
Σ A\2B[DXkHBA] , * 2 f f i ;
<U,J3<;3 * = 1 U * l+ l l l
done puisque
Σ BlB[Dgtm]A\ϊ = 0,l£A,β&
Σ Λ\2B[DX. HBA] Bf = 0 (modulo //0) d'aprέs les relations
1£4,££3
Σ HA Bι = Σ Bi #S ^ 0 (modulo (#0)?) et
!i HBA = 0 (modulo fl,) ,
JC{2 (resp JCί1) a les memes propriόtόs que JCl (resp. cίCj)
Done
σ(ω) - σ(ω) (J5Γ, u, Vu, V2uy V\ ζ) et σ(L) = σ(L) (X, u, -.-, V2Λ+1 «, f)
vόrifient le lemme
4) Preuve du theorέme
Elle s'obtient ^ Γaide des propositions 1,2 et 3 et de la thόorie de Nash-
Moser de la meme maniere que dans [9] p. 45 & 48.
III. REMARQUE.
Nous obtenons un rέsultat analogue pour les systέmes quasi linόaires faible-
ment hyperboliques non symόtrisables de deux όquations du premier ordre
dόfinis par les opόrateurs Ψ du type suivant.
(26)
oύ G*(X, Y) et P(X, Y} s'όcrivent sous forme matricielle:
(/^ίl/V V\ /^Π/v V\\Lr ι(A, y j Cr 2(A, y ) \C'^fY V\C*i2(Y V\Lr i^-Λ, J: j vj 2^-Λ) J^ J>
= ΣG'(X,y)Q,y+P(X,y)
respectivement dans Λ4 et R2 pour tout X^Ω, Y=t(Yl9





G(X, Y; ζ) = Σ G'(X, Y) ξ, on a 9(X> ϊ"; 3) = 1
. q(X, Y; ζ) = d'et G(X, Y, ξ) (V^e". Vy<Ξ U)
(J.) rt*, F; 0 = [G0(*. F; ?)]2
G0(X,Y ζ) = ξ0-L0(X, Y ξ)
L
a
(X, Y ξ) = Σ λ,.μr, F) &
(J4) En posant G = Σ G' ?,. = (Gi)^A . BSΛ et A = (ABC)^B , CS2 la matrice des
ί=0
cofacteurs de G, inf {\A\(X, Y; L0(X, Y; ξ), ξ)\ ZeΩ, Fe t7, | f | = 1}>0.
(J5) Les polynόmes en ζ
't I dGίAB\ l B I A QA? QA\ ΐ)A\ dA?
~ ~
* = 0 , .» , r ;C=l,2)et
sont divisibles par G0 (VZeΩ, V7e f7).
(Signalons que (J4) implique la forme rέduite suivante de G dans φ0 anneau
localίsέ de R [ξ] par Γideal premier engendrέ par G0, en chaque point (X, Y) ^
Ω.XU:
EXEMPLE D'OPERATEUR Ψ VERIFIANT LES HYPOTHESES (J\) A (J5) Aλnεc
w
oύ ^e^(Λ2), β(0, 0)ΦO, r et ί e££(Λ) ^  r(0)=j(0)=0.
Sous les hypotheses (J
x
) ^ (J5), il existe alors Ωα>e tel que ΩΛ>βcΩ et
ί?~(Ω
Λ>8) unique verifiant Ψ(jy)— /dans ΩΛ>8.
La preuve de ce rόsultat repose sur des considerations analogues a celles
des propositions 2 et 3 prόcόdentes introduces par le lemme suivant remplacant
la Proposition 1.
Lemme 10. Soίt Ψ'(u) (y)= £ G'(X, u) Q{ y+ ±y' (|^ + £ ^- 8, β)
«=o y=ι \du3 «=o Qu} /
le linearise de Ψ au point u et U2 un voisinage de 0 dans R
2Nz dont la projection
sur R2 est incluse dans U. II existe fXj,φ tel que Ω
β
/>8/Cθ0 et deux operateurs
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diffέrentiels lίneaires de la forme:
f a,(Xy u, Vu, D) = A(X, u, D)+Aγ(X, u, Vu)
\a2(Xίu,Vu,D) = A(X)u3D)+Aξ(X3uίVu)
tels que k1(X,uίVu>V2u)D)=ΨΌa1 et k2(X,u,Vu,V2u,D)=a2oψ' soient de la
forme suivante
(28) k(X, u, Vu, VX D) = [g^X, u, D)]2 1,+f^X, u, Vu)ogQ(X, u, D)
+f2(X,u,VuίV2u)
oύ A(X, u, D) a pour symbole A(X, Y, ζ), g0(X, u, D) a pour symbole G0(X, Y, ζ),
Af(X, YJ (i=l,2), fl(X) Yύ,f2(X, Y2) sont des matrices 2x2 de functions de
classe £~(αu X U2)} pour tout u<=
La dόmonstration de ce lemme 10 s'obtient & Γaide de [5] et [6] en remar-
quant que le polynόme sous-caractόristique JC'=M'+ Σ Σ &c 9, wc de Ψ'(w)
est divisible par G0 d'aprds (/5).
Par la suite on rόsoud dans £~(Ω
Λl>fl) le probldme de Cauchy ("a donnόes
nuUes"):
(29) V'(u)y=f
L'existence de la solution y de (29) rόsulte de lemmes 6 et 7 en remplaςant
/par k=k1=ψΌa1 et /' par k{ ("extension de V); Γunicitό de la solution y de
(29) rόsulte aussi des lemmes 6 et 7 en remplaςant / par k=k2=a2oψ/ et /' par
k'2 ("extension de k2"). On obtient aussi des estimations du type (12) et (13)
dans lesquelles Φ'(u) est remplacό par Ψ'(w). On prόcise ces estimations par
une inάgealitό du type (15) oύ Φ\u) est remplacό par Ψ'(u) et par la thόorie de
Nash-Moser comme [9] p. 45 £ 48 on obtient le rόsultat annoncό dans cette
remarque.
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