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Abstract- In this paper, we focus on an advanced space-time
system using a rate 2 quasi-orthogonal space-time block code
which enables us to achieve very good performance for an overall
throughput of up to 4.3 bits/s/Hz. This is done through the
use of a bit-mapped coded modulation structure using short
low density parity check component codes. At the receiver,
parallel interference cancellation (PIC) and belief propagation
(BP) decoding are employed. Iterative decoding is performed
between the PIC and BP decoding stages. Given a fixed total
number of decoding iterations, we investigate the frequency of
PIC updates required to achieve good performance.
I. INTRODUCTION
Alamouti introduced a simple space-time block code
(STBC) for two transmit antennas in [1]. This was generalized
to an abitrary number of transmit antennas in [2]. All these
STBCs are orthogonal STBCs (OSTBCs) and have rates of
one or less. They may be maximum-likelihood (ML) decoded
using simple linear processing.
One goal of space time coding is to increase channel
capacity. Therefore, space-time schemes which provide rates
greater than one have also been designed, including quasi-
orthogonal STBCs (QOSTBCs) [3], [4], [5], the double space-
time transmit diversity (DSTTD) scheme [6] and the Bell
Labs Layered Space-Time (BLAST) Architecture [7]. The
DSTTD scheme is essentially a QOSTBC which combines
the Alamouti OSTBC [1] with BLAST [7]. All these schemes
employ either joint detection [3] or ordered successive inter-
ference cancellation (SIC) [4], [5], [6], [7] and have detection
complexities that increase exponentially with the number of
interferers.
In this paper, we design a MIMO system which achieves
high throughput with good performance using a low com-
plexity detection scheme. To increase throughput, we use the
QOSTBC (DSTTD scheme) of [6] which has rate 2. Good
performance is achieved using bit-mapped coded modulation
(BMCM) employing low density parity-check (LDPC) codes
as component codes. Unlike bit-interleaved coded modulation
(BICM) [8], BMCM does not require interleaving and hence
has shorter delays. We employ iterative parallel interference
cancellation (PIC) [9], [10] at the receiver to minimize the
effects of interference during symbol estimation. The PIC
scheme has lower detection complexity than joint detection
or ordered SIC, especially with an increasing number of
interferers. The LDPC component codes may be decoded using
the belief propagation (BP) algorithm, which is considered to
have low decoding complexity. The BMCM structure allows
the BP decoding of each component code to be performed in
parallel, which further reduces delays.
The proposed receiver structure uses two types of iterative
processes. In the first iterative process, symbol estimates
are demodulated and passed to parallel BP decoders. The
decoded bits are re-modulated and the resulting symbols are
used to update the PIC process in the following iteration.
The idea of iterating between a PIC detector and parallel
forward error-correction decoders was considered in [10] for
a diagonal-BLAST system. The second iterative process is
performed internally by the BP decoders. We investigate the
ratio of PIC updates to BP iterations required to produce good
performance, for a fixed maximum number of BP iterations,
across all PIC updates.
In Section II, we describe the proposed BMCM-STBC sys-
tem structure and the channel model used. Section III describes
the iterative detection and decoding processes. Simulation
results are presented in Section IV and conclusions are drawn
in Section V.
II. PROPOSED SYSTEM
We consider a MIMO channel with nT transmit and nR
receive antennas. We assume a quasi-static flat Rayleigh
fading channel model. The encoding process is described next,
followed by a description of the channel model.
A. Encoding
The proposed encoder structure is shown in Fig. 1. We
consider a 2M-ary quadrature amplitude modulation (QAM)
constellation. The input data stream is demultiplexed into
M data substreams {Bm}jm . The mth data substream has
length Km. Each substream is encoded using an LDPC code to
Fig. 1. Encoder block diagram.
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obtain the set of M length-N codewords {Cm}=1, where
the ith encoded bit in Cm is denoted C,m. Note that each
substream can be encoded using LDPC codes with different
values of Km as long as all M codes produce codewords of
the same length, N. This requires careful choice of code rates
for each substream. The overall rate of the LDPC codes is
EmZ IKmRldP MN (1)
The encoding process can be written as Cm = BmGm,
where Gm is the Km-by-N generator matrix of the mth
LDPC component code. The ith bits from all M codewords
collectively select the ith 2M-ary QAM constellation point si.
A conventional rate 1 QOSTBC [3] is given by
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where each row is transmitted from a different antenna
and each colunm is transmitted in a different time slot.
This QOSTBC transmits four new constellation points
(SI, S2, S3, S4) in each block of L = 4 time slots using four
transmit antennas. The rate of a STBC is defined as
number of new symbols transmitted
Rstbc number of time slots used, L (3)
Therefore, the QOSTBC of (2) has Rstb= 1. We shall refer
to this STBC as the Rate 1 QOSTBC.
Here we consider the DSTTD scheme of [6] which can be
described by
--S* SI
44=-S4* S3
sS3 S4_
(4)
where each group of four new constellation points
(SI, S2, S3, S4) is transmitted using L = 2 time slots and four
transmit antennas. We note that the DSTTD scheme is merely
a truncated version of the Rate 1 QOSTBC in (2). If we split
the transmit antennas into Group A (Txl, Tx2) and Group
B (Tx3, Tx4), we are effectively transmitting the two groups
independently (as in BLAST systems), where each group uses
the simple Alamouti OSTBC. Therefore, the overall scheme
is quasi-orthogonal and has R,tb, = 2, so we shall refer to it
as the Rate 2 QOSTBC.
B. Channel Model
We consider a quasi-static Rayleigh flat fading channel
model. Let aoq(t) denote the complex fading coefficient af-
fecting the symbol xp(t) at time t for the subchannel between
the pth transmit antenna and the qth receive antenna for
p= 1, 2, ..., nT and q = 1, 2, ..., nR. We assume independent
subchannels. Due to the quasi-static assumption, we let the
fading coefficients remain fixed during each STBC block (of
L time slots) and vary independently from one block to the
next. We model the fading coefficients as zero-mean complex
Gaussian random variables with variance 1/2 per dimension.
We assume that we have ideal channel state information (CSI)
at the receiver.
We fix the total transmitted energy across all nT transmit
antennas to be 1, for each time slot. In the case of nT = 4,
the symbol transmitted from each antenna contains ' = 1/4
unit of energy. The signal at each receive antenna is a noisy
superposition of the transmitted signals after undergoing quasi-
static flat Rayleigh fading, and is given by
nT
rq (t) = c aqXp (t) + wq (t),
p1
where Wq(t) is the additive white Gaussian noise (AWGN)
at the qth receive antenna at time t for q = 1,2,..., nR.
The AWGN is modeled by an independent complex Gaussian
random variable with zero mean and a one-dimensional noise
variance defined as
2 No
2
nTE,
MRstbcRldpClOo SNR (6)
where Es is the average energy of a constellation point and
SNR is the signal-to-noise ratio per receive antenna and is
given in decibels (dB). The overall throughput for a system
using a 2M-ary constellation is defined as
Throughput = MR,tb,Rldp, bits/s/Hz, (7)
where R,tb, is the rate of the STBC defined in (3) and Rldp,
is the overall rate of the LDPC codes defined in (1).
III. DETECTION AND DECODING
At the receiver, linear processing [1], [2] is first applied to
the received signals to produce an estimate of the transmitted
symbols. The Rate 1 QOSTBC takes symbols SI, S2, S3, S4
and transmits them using nT = 4 antennas and L = 4 time
slots. Assuming nR = 1, linear processing at the receiver
produces the estimates [3]
Si =(a° ll2 +a10E22 + 12 + 42)Sl
+ 2(at1at4-a203)84 + noise
S2 =(aO l'2 + 10Z2 +-a3 2 + -a4)S2
+ 2(a020a3-20i4)S3 + noise
S =(a0 2 + 02 + 02 + 24)3
+ 2(a2a*3 -aOZI4)S2 + noise
84 =(aI2 + 02 + 02 + 02
+aZ2 +a3 + noi)se
+2(aia* a2a)si + noi'se.
(8)
The Rate 2 QOSTBC transmits the symbols sI, S2, S3, S4
using nT = 4 antennas and L = 2 time slots. For nR = 1,
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linear processing produces the estimates
SI =( ail' + a2 2)8
+ (a1a3 + a2a4)S3 + (a1a4 - a2a3)S4 + noise
S2 =( )2+ 22
+ (a2a4 + aia3)S4 + (a2a3 aa-aa4)S3 + noise
S3 =(a23+ a412)S3
°a4a*l)S2 + noise
a3a2*)si + noise.
(9)
In both cases, the interference is due to the non-orthogonality
of the space-time code structure. These symbol estimates are
used by either the joint detection (JD) scheme of [3] or the
proposed PIC scheme to produce better estimates. The two
schemes are explained in sections Ill-A and III-B, respectively.
A. Joint Detection
The receiver structure for the JD scheme of [3] is shown
in Fig. 2. From (8), it is clear that the Rate 1 QOSTBC
produces estimates that depend on the transmitted symbol
plus one interferer and some noise terms. The JD scheme
considers all possible pairs of constellation points between the
transmitted symbol and the interferer, and selects the best pair
based on Euclidean distance. The improved symbol estimates
are then demodulated into soft bit estimates for the M BP
decoders. The complexity of JD increases as (2M)I+1, where
I is the number of interferers. For a BMCM system using 16-
QAM and the Rate 1 QOSTBC, we need to search through
162 = 256 possible pairs of constellation points. From (9),
the Rate 2 QOSTBC produces JD estimates that depend on
the transmitted symbol, two interferers and some noise terms.
Therefore, the Rate 2 QOSTBC requires a search through
163 = 4096 possible combinations of three constellation
points.
FgSTBC Ji nt 2m-ary
Decoder Deteton Constellation
n 7 (Linear Processing) (JD)Demapper a
Fig. 2. Receiver structure using joint detection.
B. Parallel Interference Cancellation
The exponentially increasing complexity of the JD process
as I increases motivated us to find a simpler detection scheme.
We employ PIC, which is widely used in multiuser detection
and is considered to have lower complexity and shorter delay
than ordered SIC. In [10], information is iteratively shared
between the PIC block and nT convolutional decoders, via
interleaving/de-interleaving. Here, information is iteratively
exchanged between the PIC block and the M LDPC decoders,
via mapping/demapping. The receiver structure for our pro-
posed iterative PIC scheme is shown in Fig. 3.
Fig. 3. Receiver structure using parallel interference cancellation.
In the first iteration, no PIC is performed after the linear
processing. Instead the symbol estimates from the linear
processing block are demodulated and the estimated bits are
passed to the parallel LDPC decoders. The improved bit
estimates from the LDPC decoders are then re-modulated to
give improved estimates of the transmitted symbols, which
are then used together with the CSI to cancel the interference
according to (8) or (9). This generates improved symbol
estimates which are demodulated and the corresponding bits
passed to the parallel LDPC decoders. This iterative process
is repeated until there is negligible further improvement in
performance.
The LDPC decoders use the BP decoding algorithm, which
requires internal iterations. This is different from the iterations
between the PIC block and the LDPC decoders described
previously. We use the terms BP iterations and PIC updates,
respectively, to distinguish between the two iterative processes.
Unlike the SIC schemes of BLAST, no ordering is needed
and the interference cancellation is done in parallel, which
reduces processing complexity and delay. The complexity of
each PIC update increases linearly with the number of interfer-
ers I since a subtraction operation is needed for each interferer.
For example, (8) shows that the Rate 1 QOSTBC requires four
subtraction operations to cancel out the interference for each
PIC iteration. Therefore, if 5 PIC iterations were used, the
relative complexity is (I = 1)(4)(5iter) = 20 operations.
In the Rate 2 QOSTBC case, the relative complexity of PIC
increases to (I = 2)(4)(5) = 40 operations. It is difficult to
make a direct complexity comparison between the PIC scheme
and the JD scheme, since the former does not require a search
through combinations of constellation points.
IV. SIMULATION RESULTS
All the simulation results presented are for MIMO systems
with nT = nR = 4. Gray mapped 16-QAM and quadrature
phase shift keying (QPSK) constellations are used. We assume
perfect CSI at the receiver, but none at the transmitter. In
the present work, four (343,186) LDPC component codes are
used. They have an overall rate of 0.54, providing an overall
throughput of approximately 4.3 bits/s/Hz. Each simulation
point contains 100 frame errors, where each frame encom-
passes 172 or 2 time slots for the coded and uncoded schemes,
respectively. A frame is considered to be in error if and only
if any of its data bits are in error.
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Fig. 4. BER performance of the proposed scheme using four (343,186)
LDPC component codes for 1, 2, 4, 5 and 9 PIC updates and a maximum of
20 BP iterations between PIC updates. Throughput is 4.3 bits/s/Hz.
Fig. 4 illustrates the coded bit error rate (BER) performance
using the proposed 16-QAM BMCM system, LDPC compo-
nent codes and the Rate 2 QOSTBC. It shows the performance
after 1, 2, 4, 5 and 9 PIC updates. The BP decoders use a
maximumi of 20 iterations between PIC updates. The notation
BP = 20(5) indicates that a maximum of 20 BP iterations are
used between PIC updates and 5 PIC updates are used in total.
This means a maximum of 120 = 20 + 5(20) BP iterations are
used overall. The performance gain after more than 5 updates
is minimal. The BER curve after 5 PIC updates is falling at
almost 2 decades/dB and is not showing any signs of an error
floor at 10-5. Each iteration provides a diminishing increase
in coding gain.
Fig. 5 compares the uncoded BER performance of the Rate
1/2 OSTBC of [2] using linear processing and the Rate 1
QOSTBC using JD [3]. In addition, we consider the coded
BER performance for the Rate 1 QOSTBC using JD and PIC,
and the Rate 2 QOSTBCs using PIC. The modulation schemes
and LDPC codes are chosen to result in the same approximate
throughput of 2 bits/s/Hz in all cases. The uncoded Rate 1/2
OSTBC has the worst performance in the group because it
pays a big penalty for the low STBC rate, which resulted from
the use of 16-QAM and no LDPC codes. It attains a BER
of 10-4 at 13.2dB. The Rate 1 QOSTBC using JD reaches
the same BER at 9.7dB, a gain of 3.5dB over the OSTBC.
This is because the Rate 1 QOSTBC has a higher rate and is
able to use a smaller constellation (QPSK), which has a larger
minimum Euclidean distance between constellation points.
We now compare the performance in Fig. 5 of the JD and
PIC schemes when used with the Rate 1 QOSTBC, 16-QAM
and the BMCM-LDPC coded scheme. When JD is used, the
'The BP algorithm uses a stopping criterion which will terminate BP
decoding before 20 iterations if a codeword is found.
Fig. 5. BER performance comparison of coded and uncoded systems for the
same approximate throughput of 2 bits/s/Hz.
symbol estimates from the JD block are demapped to bits and
the bit estimates are passed to the parallel BP decoders. A
maximum of 200 BP iterations are used to decode each LDPC
code. Due to the high complexity of the JD detection scheme,
no soft information is passed back to the JD block from the BP
decoders. When PIC is used, the symbol estimates on the first
iteration are passed straight to the BP decoders after linear
processing. On subsequent iterations, soft information from
the BP decoders is passed to the PIC block. The coded JD
scheme achieves a BER of 10-4 at 6.4dB, a gain of 3.3dB
over the uncoded scheme using JD. The coded PIC scheme
achieves the same BER at 4.7dB, a further gain of 1.7dB over
the coded JD scheme.
When the Rate 2 QOSTBC is used in conjunction with the
same LDPC component codes and PIC, QPSK produces the
required throughput. As shown in Fig. 5 this scheme achieves
a BER of 10-4 at about 1.2dB, a gain of 3.5dB over the
coded Rate 1 QOSTBC using PIC. This also represents an
overall gain of 12dB over the uncoded Rate 1/2 OSTBC.
Fig. 6 compares the frame error rate (FER) and BER
performance of the 16-QAM BMCM scheme using the Rate 2
QOSTBC and (343,186) LDPC component codes, providing a
throughput of 4.3 bits/s/Hz. Performance is shown for different
numbers of PIC updates and BP iterations. The maximum
total number of BP iterations used is fixed at Nma- = 100.
In both the FER and BER cases, the performance generally
improves as the number of PIC updates is increased. However,
increasing the number of PIC updates beyond 9 and 19
degrades the FER and BER performances, respectively. This is
because the number of allowable BP iterations between PIC
updates decreases to such a level that the BP algorithm is
unable to converge properly. Note also that when the number
of PIC updates is too high (e.g. 49), the FER performance
degrades much more significantly than the BER performance.
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Fig. 6. FER (solid lines) and BER (dashed lines) performance of the 16-QAMBMCM scheme, using the Rate 2 QOSTBC and (343,186) LDPC componentcodes. Performance is shown for different numbers of PIC updates when an
overall maximum of 100 BP iterations is used. Throughput is 4.3 bits/s/Hz.
In Fig. 7 we compare the FER and BER performance of
the same 4.3 bits/s/Hz scheme using different numbers of PIGupdates and BP iterations, for Nma= 4uu. Similar trends
toFig. 6 (Nina3= 100) are observed. Both the FER and
BER performances generally improve as the number of PIGupdates increases. However, increasing the number of PIGup-dates beyond 9 degrades performance. The FER performancedegrades significantly more than the BER performance when
the number of PIGupdates is further increased to 79.
Comparing Fig. 6 and Fig. 7, the curves with the bestperformance reach a BER of 10-4 at 5.01dB and 4.76dB,for Nina3= 100 (BP=5(19)) and Nina3= 400 (BP=40(9)),
respectively. Therefore, increasing Nina3 from 100 to 400provides a small SNR gain of only 0.23dB. Similar gains
are observed in the FER performances. To obtain good
performance for a fixed Nina33we suggest using BP=Nia3, Nna31) as a starting point. This corresponds
toa ratio of PIGupdates to BP iterations (between updates)
ofapproximately 1.
V. CONCLUSION
We have presented a simple new space-time coding scheme,
which uses a Rate 2 QOSTBC and BMCM with LDPC
component codes. The Rate 2 QOSTBC used is a hybrid
ofthe Alamouti OSTBC and BLAST. In order to achievelow detection and decoding complexity, this scheme uses
simplePIC detection together with BP decoding. Informationisiteratively shared between thePIC detector and the parallel
BPdecoders to improve performance. We also investigated the
effects on performance of changing the ratio ofPIC updates
toBP iterations (between updates). A ratio close to 1 is found
tobe a good starting point. Simulation results show we are
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Fig. 7. FER (solid lines) and BER (dashed lines) performance of the 16-QAM
BMCM scheme, using the Rate 2 QOSTBC and (343,186) LDPC component
codes. Performance is shown for different numbers of PIC updates when an
overall maximum of 400 BP iterations is used. Throughput is 4.3 bits/s/Hz.
able to achieve a throughput of 4.3 bits/s/Hz using 16-QAM
and still maintain very good BER and FER performance.
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