Abstract. The problem of maintaining consistent representations of solids, in computer-aided design, and of giving rigorous proofs of error bounds for operations such as regularized Boolean intersection, has been widely studied for at least two decades. One of the major difficulties is that the representations used in practice are not only in error, they are fundamentally inconsistent. Such inconsistency is one of the main bottlenecks in downstream applications.
Introduction. The problem of error analysis, in the context of representation and manipulation of solids (certain subsets of R
3 ) has generated a large literature over the last two decades-overviews can be found in [1] and [2] -but the fundamental problems have not yet been resolved. Indeed, Farouki [3] observes that inconsistent geometry is ". . . the key bottleneck in the use of CFD [Computational Fluid Dynamics] as a practical design tool", and further that the " . . . lack of a robust solution to the surface intersection problem is the culprit behind most problems in CAD data (e.g., gaps/overlaps between abutting surfaces, topological inconsistencies) . . . . A satisfactory theory of how to approximate [edges and surfaces of represented solids] in a mutually consistent manner has failed to emerge". While certain solutions have been proposed [4, Ch. 20] , in the setting considered here they do not provide the satisfactory theory referred to above.
In this paper we consider the case where a certain standard representation of solids is used, and we develop a framework for error analysis in this context. To establish the framework, the idea of QuasiNURBS sets is introduced: these are regular-closed sets with boundary faces that are slight perturbations of NonUniform Rational BSplines (NURBS) patches. Such sets will be viewed as realizations in R 3 of given representational data.
In the solid-modeling and computational-geometry literature our topic is called "robustness". It is usually unclear, however, whether lack of robustness is related to ill-condition of the problem to be solved, to instability of the methods used to imple-1 ment operations on solids, to fundamental inconsistencies in the underlying representations, or to some combination of these. Indeed, the distinction between ill-condition and instability [5, 6] is seldom made, and the possibility of uncertainty in the input data is often forgotten or eliminated by hypothesis. The fundamental inconsistencies mentioned may be due to the approximation of high-degree intersection curves by lower-degree curves, or to the use of floating-point arithmetic. Thus, standard methods for the representation of solids include multiple and inconsistent descriptions of geometric entities, and these descriptions will also be inconsistent with the specified topological information. This leads to the question of exactly which subset of R 3 is defined by the inconsistent representations of the input operands. We cannot prove rigorous theorems about, say, the computed union of two solids, until this has been specified.
Another serious shortcoming of much of the literature in this area is the lack of a metric permitting us to evaluate the quality of a computed result. In fact, robustness of a numerical method, in solid-modeling operations, is often taken to mean simply that the computer program does not "crash". Such a criterion is, of course, completely inadequate (for example, it can easily be satisfied by an algorithm that always outputs the unit cube, independently of its inputs).
In Section 2 we describe the framework for error-analysis. Section 3 describes the standard approach to representing solids, and our method of specification of a welldefined subset of R 3 given well-formed data. Section 4 gives a specific proposal for the definition of a metric, and Section 5 discusses, primarily, Boolean set operations. Section 6 concludes the paper.
Error analysis in the presence of uncertainty.
A useful approach to error analysis, in the context of uncertain input operands, is to show that the numerical method produces a "slightly wrong solution to a slightly wrong problem" [7, Sec. 4] . In particular, this idea was used with great success for methods in numerical linear algebra [5] . The fact that the data is uncertain permits us to associate all or part of the computational error with the problem itself, since we must in any case tolerate the error arising from the difference between the problem to be solved and the problem submitted to the numerical method. Thus, if we have performed an analysis of the sort suggested in the above quote, then the potential size of the error will be determined by the condition of the problem. If the problem is ill-conditioned (small perturbations of the input data may cause large changes in the solution), then the error may be large, even though the method has done as well as possible, and in this case we must be prepared to accept a large error in the solution, due to the combined effect of the uncertainty in the data and the ill-condition of the problem: improving the numerical method cannot guarantee a small error.
We will examine these ideas in the context of computing regularized 1 Boolean operations between r-sets (i.e., compact, semi-algebraic, regular-closed sets [8] ).
2.1. Choice of metric. We will postpone the question of the choice of the metric d, to measure the distance between two solids, until Section 4. For now we observe only that it may or may not be appropriate to include sameness of topological form in the metric, depending upon the application.
The springclip shown in Figure 2 .1 touches the block only at the left. If the block and the springclip are considered as separate objects, then there is no ambiguity about Fig. 2.1 . A springclip on a block: the set-union problem is ill-conditioned the topological form of the objects, notwithstanding possible inconsistencies in their representations: both are 3-balls, with boundaries that are 2-spheres. If these objects are submitted to a set-union algorithm, the topological form of the output is welldefined, and if the algorithm does not produce an object with correct topological form (e.g., if it incorrectly joins the springclip to the block at the right end), then it has produced a wrong result. Furthermore, in a design application, the topological form of the result matters to the user. Thus, it is often appropriate to include sameness of topological form [9, 10] in a metric that determines whether two objects are proximate. In contrast, in applications such as collision detection, use of the Hausdorff metric [11] may be sufficient.
Condition of the problem.
Whether in the example of Figure 2 .1, above, a computer program should be expected to produce a result with the correct topological form is a completely different question. In fact, depending on the separation between the block and the righthand end of the springclip, the problem submitted to the method may be ill-conditioned: small perturbations of the input data lead to a completely different answer (a set with the wrong topological form). This is relevant, because it is quite likely that there was uncertainty in the data defining the two original objects. For example, there may have been error in decimal-binary conversion, or in the methods used to create or input the two original objects. In such circumstances, if the error metric requires sameness of topological form then it is futile, for example, to apply exact arithmetic to obtain the exact result for the given input data.
Our second example illustrates the inevitability of uncertainty in the practical context of operations on solids.
) (each of which has a rectangular face with sides of length 1 and √ 2), and suppose that S 0 and S 1 are to be joined together by rotating and translating S 1 so that its vertices are {(1, 0, z), (2, 1, z), (1, 2, z), (0, 1, z), z = 0, 1}, and computing the set union of S 0 and S 1 . In this set union, the rectangular faces, mentioned above, may or may not coincide: because of the uncertainty in the data defining S 1 , due to the original approximation of √ 2, and due to the error introduced by rotation and translation, the numerical setunion algorithm cannot tell. As in the case of the springclip, if sameness of topological form is required then the set-union problem is ill-conditioned . Small perturbations of the input data could cause the union to be either a smooth connected object, or two disjoint objects separated by a void corresponding to, say, a thin membrane or viscous fluid. The essential point is that the numerical method cannot possibly decide, using the information available, which answer is correct. An ideal set-union algorithm should not return either answer, but should instead signal that it is unable to solve the problem, due to insufficient information. Possible approaches to resolving the ambiguity are outside the domain of numerical analysis. (They are, rather, in domains like human-computer interaction: for example, we might consider a "snap-to-grid" interface.) It is not the business of the numerical analyst to add clever tricks to the algorithm so that it happens to give a particular valid solid.
The above ideas may be illustrated by discussing what may be the most widely used test of the robustness of set-intersection algorithms in the solid-modeling literature. A well-formed cube, and a slightly rotated version of the cube, are presented to a set-difference algorithm; the smaller the angle of rotation that can be tolerated, without the program "crashing", the more robust the algorithm is considered to be. Firstly, as already suggested, this criterion gives no consideration to the accuracy of the result. Secondly, even if we introduce a stringent accuracy requirement, in the presence of uncertainty it is not appropriate to judge a method by the smallness of the angle for which it can produce accurate results for the nominal input solids. Once the angle and the data uncertainty preclude well-definition of the difference set, an algorithm should not use expensive means to compute this difference; rather, it should signal that it is not possible to compute a reliable answer.
2.3.
Requirements for a stability proof . We wish to provide rigorous error bounds for implementations of operations, such as rigid motions, or regularized Boolean operations. In the latter case, a typical problem is to compute S 0 ∩ * S 1 , given solids S 0 and S 1 . According to the prescription above, if S c is the computed result, then we should show that i. there exists S 0 , and ii. there exists S 1 such that
is small, where d is the metric mentioned in Section 2.1. A satisfactory value for "small" will depend on the uncertainty in the input data, but in the context of solid-modeling applications, relative errors as large as 1% are useful and appropriate.
There is, however, a fundamental difficulty: the representations of solids, used in practice, do not rigorously define regular-closed sets. The standard approach to representing such sets, widely used in commercial software [12] and in international standards [13] , involves a finite collection of compact 2-manifolds-with-boundary in R 3 that are intended to fit together to form a topological 2-cycle, and thus define the boundary of a homogeneously three-dimensional subset of R 3 [8] . Unfortunately, the separate computations performed to obtain the boundary of each 2-manifold virtu-4 ally ensure that manifolds which are indicated as being adjacent will not meet along the two evaluations of their common boundary. Moreover, there will typically be a third representation of the boundary between two patches, namely, an explicit boundary curve, which will be inconsistent with the other two; and, the endpoints of the boundary curve may be represented explicitly by points in R 3 , inconsistently with the actual endpoints of the three curves approximating the patch boundary. The reasons for maintaining such redundant and almost-certainly-inconsistent information arise from the needs of various algorithms, such as graphical display.
As already mentioned, in order to prove theorems about operations on solids, we must define the actual subset S of R 3 defined by the inconsistent data ∆. This will be done in Section 3.1, below: we will define conditions for well-formedness of ∆, which ensure that a corresponding subset S of R 3 is well-defined , and in this case we will say that S is the realization of ∆, written S |= ∆.
Since we only want to consider well-defined subsets of R 3 , and since the distance d between two such subsets S 0 and S 1 will be defined (see Section 4) in terms of their representations ∆ 0 and ∆ 1 , we must revise the requirements given above. Suppose given (S 0 , ∆ 0 ) and (S 1 , ∆ 1 ) with S 0 |= ∆ 0 and S 1 |= ∆ 1 , and let ∆ c be the data representing the computed result. We wish to show that i. there exist S 0 and ∆ 0 such that S 0 |= ∆ 0 , ii. there exist S 1 and ∆ 1 such that S 1 |= ∆ 1 , and iii. there exists S c such that S c |= ∆ c such that
3. Well-formedness of ∆ and well-definition of S.
3.1. The standard approach to representing r-sets. More formally, the representation ∆ contains symbolic or topological data, describing how the faces, edges and vertices of the cellular decomposition of the boundary ∂S of S fit together. This data defines a topological 2-cycle 2 . Further, the representation contains geometric data. Corresponding to each 2-cell in the topological data is an oriented (as specified by an outer normal n) trimmed surface patch in R 3 . Two of these, Figure 3 .1. Here, the mappings F and F define NURBS surfaces 3 in R 3 , defined over a (triangular [14] or rectangular [15] ) domain D 0 . The patches are called trimmed NURBS patches because the spline function is restricted to a subset D of D 0 , as delineated by certain curves (so-called p-curves [12] ) in the parametric domain, which may arise, for example, from intersecting two surfaces used for the boundary of the solid.
The actual boundaries of the trimmed patches are stored implicitly, by their appropriate pre-images (p-curves such as p and p ). (Numerical algorithms [16, 17] compute these pre-images as the output for an intersection of surfaces.) The data representation for each pre-image is a collection of floating-point numbers, stored exactly, defining the control points (in u-v space) for the p-curves, and it is easy to arrange that the p-curves interpolate their exactly-stored endpoints [15] . There is an even number of p-curves corresponding to each 1-cell in the topological data, one associated with each adjacent face. There is also an explicit representation in R We would like to specify under what conditions such a representation is wellformed, and when it is, exactly which subset of R 3 it represents 4 .
3.2. Specification of a well-defined r-set S. The question of whether to give precedence to the topological information or to the geometric information in ∆ has been discussed often in the literature on robustness in solid modeling [18] . We will suppose that the topological information is correct, and modify the geometric data slightly in order to bring them into agreement with each other, and with the topological information.
In our context, it is easy to justify such slight modifications of the geometric data 5 . First of all, the geometric data provided on input cannot be considered exact: the fact that, even for solids of very simple form, the edges of F [D] and F [D ] do not coincide, shows that the geometric data is, patently, inexact. Secondly, suppose the user provides, say, a cylindrical surface as input. It may be important in practice that this surface be very nearly cylindrical, but the user does not believe that the eventually manufactured object will be an exact mathematical cylinder. Such a user should be prepared to accept that the inconsistent data, provided in ∆, models an object with surfaces varying slightly from cylindrical. Thirdly, in the case when there is uncertainty in the data provided, this uncertain data may correspond to uncertainty in the actual form of the object surfaces.
We now define the subset S of R 3 specified by the inconsistent data ∆. The boundary of S will be made up of slightly perturbed trimmed NURBS patches mutually consistent with the explicit vertices v and with slightly perturbed versions of the boundary curves b(t), and consistent with the topological information.
The collection of p-curves p k (t) defining a domain D ⊆ D 0 will do so by specifying the boundary ∂D of D. Since D may have holes, ∂D is a collection of simple closed curves, each with segments that are p-curves. Each mapping p k is supposed to be injective, each segment intersects its neighboring segments only at mutual endpoints, and distinct p-curves do not intersect. (These hypotheses can be easily verified in the case of Bézier curves [9] .) We also suppose that if part of the boundary of the trimmed patch is defined by a line segment forming part of the edge of the u-v domain D 0 , then there is an explicit p-curve that coincides with this line segment.
It will be desirable, below, that b k (t) − F (p k (t)) be small, 0 ≤ t ≤ 1, and at this point, if desired, a reparametrization [15, p. 241] of b k (t) may be introduced, to reduce the size of the difference just mentioned. This reparametrization need not be the same one that is used when other patches corresponding to b k (t) are treated. Given the explicit endpoints v and v , corresponding to t = 0 and t = 1, respectively, we map the curves b k (t) onto curves β k (t), t ∈ [0, 1], for which β k (0) = v and β k (1) = v , using linear interpolation of the endpoint differences:
It may be that β k is identical to b k (e.g., if b k is a piecewise-linear curve obtained by "curve-tracing", or a NURBS curve interpolating its initial and final control points).
Proposition 3.1. If for a single patch 1. the mapping F is injective; 2. for each k, the mapping p k is injective, neighboring p-curves intersect only at their endpoints, and distinct p-curves do not intersect; and
then, for each k, the mappings
, are well-defined and bijective (one-to-one and onto).
Proof. Since conditions 1 and 2 ensure that F • p k is injective on [0, 1], for each k, the mappings F (p k (t))) → β k (t) are well-defined. Condition 3 guarantees that for each k, β k (t) is injective, and the mappings are therefore bijective.
In order for condition 3 of Proposition 3.1 to be satisfied, b k must itself be injective, for each k. Since the mappings p k = p k (t) are injective, and distinct pcurves do not intersect, except at appropriate endpoints, we may define the mapping : ∂D → R 3 by Figure 3. 2).
.2. Defining the mapping = (p) on ∂D
We now extend to all of D, in order to define a new trimmed patch
that interpolates the modified boundary curves β at all points p ∈ ∂D. These new trimmed patches will comprise the boundary of the Quasi-NURBS set S. (This defines "Quasi-NURBS set".) Let (p) denote a component of the vector (p), and define
We can extend to a continuous function on all of R 2 that satisfies a Lipschitz condition with the same Lipschitz constant L [20] . Define
and
Any continuous function satisfying the Lipschitz condition on R 2 is bracketed by the lower function, l(p), and the upper function, u(p), and l(p) and u(p) are [21] themselves solutions to the extension problem, as is a(p). Furthermore,
We will extend (p) to D using the method suggested by (3.3): .2), and it satisfies the inequality
The Lipschitz constants for each of the components of can be used to define a Lipschitz constant for the vector-valued function .
We have now completed the task of defining a new patch F (p) + (p), defined for all p ∈ D, that interpolates the modified boundary curves β k at all points p ∈ ∂D, and if we apply the same process to each trimmed patch, they will fit together perfectly along the modified boundary curves. Furthermore, we have established bounds on the difference between β k (t) and b k (t), and bounds on the magnitude and rate of change of (p) in terms of their values on ∂D.
3.3. Well-formedness of ∆. We summarize now the conditions so-far introduced, in order that ∆ be well-formed. First of all, the topological data must define a topological 2-cycle. Secondly, the geometric data must include a trimmed patch corresponding to each 2-cell, an explicit boundary curve corresponding to each 1-cell, and an explicit corner point corresponding to each 0-cell. Furthermore, for each trimmed patch, there must be one p-curve corresponding to each 1-cell in the boundary of the 2-cell associated with the patch. Also, the geometric data must satisfy the conditions in the hypotheses of Proposition 3.1.
The remaining conditions, to be added now, ensure that the perturbed surface patches form an embedding of the 2-cycle in R 3 : each perturbed patch
must not selfintersect, adjacent perturbed patches
may intersect only at a common corner point or along a common boundary curve, and non-adjacent perturbed patches must be disjoint. If all of the above conditions are satisfied then S is well-defined, and we write S |= ∆. In simple cases, it is possible to give a priori guarantees of non-selfintersection. If q = F (p), the mapping q → q + (p) is injective provided the product of L and a Lipschitz constant for F −1 is less than 1, and consequently, under the latter condition, injectiveness of F implies that F (p) + (p) is injective in p. For example, if F is a trimmed Bézier patch defined on a subset D that is contained in a triangular subset of the triangular domain D 0 , then [9, Criteria 3.1 and 3.1*] and [22] can be used to guarantee injectiveness of F on D. On the other hand, adjacent patches sharing a common edge or vertex cannot be dealt with in this way. For this case, and for selfintersection of single non-Bézier patches, it will be necessary to rely on a posteriori (computational) verification. Algorithms to verify non-selfintersection, based on properties of the surface normals, are available [23] (but note that care is required in applying such algorithms to composite patches [24] ). If F is a rational tensor-product Bézier patch, then the Gauss map [25] of the patch can be computed by the methods of [26] . The problem of finding the Gauss map of F + , given the Gauss map of F , is discussed below.
4. Metrics for the measurement of error. Definition of a metric that adequately reflects our intuition, and practical requirements, in the context of solid modeling, is not straightforward. For example, as mentioned in Section 2.1, we must first decide whether the metric should require that two objects considered to be close have the same topological form, and if so, how demanding this requirement should be. A stringent requirement would be that the representations have equivalent topological data, and that the geometric objects be linked by an ambient isotopy 7 . The following is a possible definition.
Suppose S |= ∆ and S |= ∆ are given, that the 2-cycles associated with S and S are isomorphic, and that there is an ambient isotopy linking S and S . In this case, we define the penalty π(S, S ) to be zero; otherwise, it is infinite. Now, let
. . , n, be the embedded patches of S corresponding to the 2-cells in the topological 2-cycle, and let G i [D ] the corresponding patches of S . Then the distance between S and S may be defined by
where the symbol d has also been used to denote the Hausdorff metric (no confusion should arise). In summary, for the distance between two representations to be small, they must define topologically equivalent embeddings, and the maximum Hausdorff distance between corresponding embedded patches must be small 8 . We may envisage also the use of less demanding metrics: for example, the Hausdorff metric alone could be used to measure the distance between a true and computed solution. Which problems are ill-conditioned depends strongly on the choice of metric. Thus, the example set-union problems discussed in Section 2 are ill-conditioned if the metric requires equivalence of topological form, but well-conditioned if only the Hausdorff metric is used.
The example of set intersection or difference.
A complete error analysis of the sort suggested by the requirements of Section 2.3 is possible, at present, only for very simple representations and operations. Consider first a simpler operation than set intersection: suppose that an object is represented by a curvilinear Bézier complex (involving untrimmed triangular Bézier patches) [9] , and that the operation is rigid motion. In this case, the representation of Section 3.1 simplifies greatly. There are no p-curves other than the three boundaries of the triangular domain of each patch, and the images of the boundary segments of the parametric domain are Bézier curves; adjacent patches sharing an edge intersect in a common Bézier curve with common control points; the common curve can also play the role of b(t) and β(t); and, (p) ≡ 0. The error introduced by applying the rigid motion to the control points of the Bézier mapping F defining each face, using finite-precision arithmetic, can be estimated by standard means [5] . Provided that F has no nearly-critical points, these estimates can be used in conjunction with [9, 10] to verify that the computed solid (S c , ∆ c ) remains a well-formed Bézier complex, linked to the true transformed object by an ambient isotopy. The Hausdorff distance between the pairs of computed and true patches can also be computed. Thus, we can do a simple forward analysis: there is no need to associate any of the error with the problem data.
Even in the case of Bézier patches, however, the introduction of trimming complicates the problem greatly. The roundoff error incurred in the transformation of the control points of F can be taken into account in the application of the a priori selfintersection test described in Section 3.3, and similarly for tests of non-interference of disjoint patches, in order to verify that the computed set remains a well-formed Bézier complex. Verification of non-interference of adjacent patches would, however, depend on the use of computational methods [23, 24] .
The regularized intersection of two well-formed curvilinear objects, an operation that has occupied a central place in the robustness literature in solid modeling, is a vastly more difficult problem. We illustrate using the operations ∩ * or ∼ * , with input solids that are modified versions of those in an example used by Hoffmann [2] to illustrate how Boolean algorithms can fail. The numerical results were obtained using the DTNURBS software package [16] .
The two ideal operands are shown in Figure 5 .1. The first solid, denoted S 0 , is a tetrahedron with four planar triangular faces: one horizontal, in the plane z = 21; another vertical, in the plane x = 10/3; and, two others, partially hidden and separated by a heavy solid line partially visible in the figure. The extreme simplicity of this object means that the horizontal and vertical faces are exactly defined, in the representation of Section 3.1, by their corner vertices, which respectively have third components equal to 21, or first components equal to (the floating-point representation of) 10/3. This permits use of a simple version of the Grandine-Klein algorithm, the planar-cut algorithm described in [17] .
The second ideal mathematical solid shown in Figure 5 .1, denoted S 1 , has a curvilinear face defined by a Bézier mapping
where P 00 = (0, −10, 0), P 01 = (0, −10, 40), P 02 = (0, 10, 40), P 03 = (0, 10, 0), and P 10 = (10, −1, 0), P 11 = (10, −1, 4), P 12 = (10, 1, 4), P 13 = (10, 1, 0). This face is symmetric with respect to the plane y = 0, and intersects each of the planes z = 21 and x = 10/3, as shown in with upper boundary defined by the Bézier curve
, which has a maximum z value at (0, 0, 30), and in the plane x = 10 there is a visible face of S 1 with upper boundary defined by the Bézier curve
, which has a maximum z value at (10, 0, 3).
The interesting region [2] for this example is the region near (10/3, 0, 21). When the surface F is numerically intersected with the triangular face lying in the plane z = 21, the corresponding boundary curve may not intersect the plane x = 10/3 exactly once, as it theoretically should: it may intersect zero or two times. Similarly, when F is intersected with the triangular face lying in the plane x = 10/3, the corresponding boundary curve may intersect the plane z = 21 zero, one or two times, depending on the surface-surface intersector. We used the routines D2PCUT and D2CLXT [16, Sec. 4 ] with a tolerance of 10 −7 , to find fourth-order B-spline intersection curves b(t) lying in the z = 21 plane (see Figure 5. 2), and the corresponding pair of p-curves in (u-v)-space. The two curves shown in Figure 5 Figure 5 .2, should be merged. Commercial kernel systems [12] depend on the use of complicated (and partially undisclosed) systems of tolerances to decide these questions. The question of "topology resolution" of the boundary [17, 27] is related to this difficulty, and it is aggravated by the use of finite-precision arithmetic.
Since ill-condition is possible in the case of S 0 ∼ * S 1 , a backward error analysis will be appropriate (S 0 = S 0 and S 1 = S 1 in the notation of Section 2.3). A promising first step in this direction has been made in [27] , where it was shown, at least in special cases, how to perturb the control points of two input surfaces so that their exact intersection coincides with a given computed solution. In the context of regularized (obtained by modifying the output of D2PCUT and D2CLXT) are quadratics. It was then possible to make perturbations in the third components of the P ij which maintain the symmetry of F with respect to the plane y = 0, and for which the image of the p-curves is the exact intersection of the perturbed F and a perturbed version of the plane z = 21: The pre-image of the intersection between F and the plane x = 10/3 is the straight line u = 1 3 in (u-v)-space, and the first components of the P ij can be perturbed (simultaneously with the perturbations of the third components, described above) in order to ensure that the image of the straight-line p-curve
−5 , is the exact intersection of the perturbed F and a perturbed plane. In this case the perturbations are
and the perturbed plane remains a perfect plane. The simultaneous perturbations just described define sets S 0 and S 1 such that S 0 is close to S 0 , S 1 is close to S 1 , and the images of the p-curves in the parametric spaces define S 0 ∩ * S 1 exactly. These sets S 0 and S 1 are, however, not necessarily sets such that S 0 |= ∆ 0 and S 1 |= ∆ 1 , since we have not taken account of the computed intersection curves b(t). Nonetheless, note that the size of the Lipschitz constant obtained in the example (L = 0.01114) is promising, in the context of guaranteeing that perturbed versions F + and F + fit together seamlessly, as discussed at the end of Section 3. To obtain such guarantees we need information about the Gauss map of F + , given the Gauss map of F .
Consider for example the case where F is a planar face, and for simplicity, suppose that the parametric domain is the plane itself:
and F (p(t)) is a simple closed planar curve t → α(t). Suppose that we have also a similar curve, perturbed by (t):
where it is known that (t) ≤ max , and that for each component of
for (u 1 , v 1 ), (u 2 , v 2 ) on t → α(t), as in Section 3.2. Extending the mapping (u, v) → (u, v), which is defined on the curve t → α(t), to the region enclosed by t → α(t), as described in Section 3.2, we obtain a map G = F + :
14 Assume that we have information about the normals of the patches adjacent to F . In order to guarantee that G does not have extraneous intersections with any adjacent patch, we must bound the angle between the unit normal n = n(u, v) of G, and the unit normal (0, 0, 1) of the planar surface F .
We have The example illustrates that in order to obtain useful bounds precluding extraneous intersections between adjacent patches, it is important that the numerical method control not only the size of , but also the size of its derivative (and L).
6. Conclusion. In this paper a definition for the actual subset of R 3 , defined by the solid-model representations that are used in practice, was proposed. Such representations are not only in error, they contain intrinsic inconsistencies. The proposed definition for the subset defined by such data, which was called a QuasiNURBS set, produces patches that are perturbed by an amount smaller than the error already present along the boundaries of the given trimmed patches, and which are constrained by the same Lipschitz constants that describe the variation of the given trimmed patches along their boundaries.
The paper gave the basic results necessary to provide a framework for error analysis when using the representations referred to above. The discussion included the question of ill-condition, and when it will be appropriate to invoke methods outside the scope of numerical analysis. It also illustrated certain of the steps that must be taken to obtain a rigorous proof of stability for regularized Boolean operations on solids. The discussion and example (Section 5) showed that there remains much to be done to achieve this latter goal. On the other hand, other results may be more tractable. For example, the rigorous formulation of well-definition (Section 3.2) may make it possible to prove that well-formedness (verified a posteriori , as discussed in Section 3.3) is sufficient to guarantee the correctness of surface meshing algorithms, which are empirically very reliable when the underlying solid model does not contain errors [3] . Such a result would have significant practical importance.
