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Zusammenfassung
Seien X und S glatte, projektive k-Varietäten der Dimension dX bzw. dS und pi : X → S ein flacher,
projektiver, surjektiver Morphismus, der über einer offenen, dichten Teilmenge S′ ⊂ S glatt ist. Sind
p, q ∈ N mit p+q = dX −dS+1, so wird in dieser Arbeit für die von Bloch im glatten Fall definierte
Gm,S-Bierweiterung E von CHphom(X/S) × CHqhom(X/S) eine neue Definition über Kozykeldaten
gegeben und es werden ihre Torseure berechnet. Ist k ein algebraisch abgeschlossener Körper, so
wird darüberhinaus für S = Spec(k) gezeigt, dass der Pullback der Poincaré-Bierweiterung P von
|(Pic0X/k)red| × |Alb(X)| und E kanonisch isomorph sind. Allgemeiner wird der Zusammenhang zwi-
schen Poincaré- und Blochscher Bierweiterung auch für höhere Picardvarietäten beschrieben.
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Einleitung
Im Zentrum dieser Arbeit steht die Blochsche Bierweiterung. Dieses Objekt ist interessant,
da man mit ihm, wie S. Bloch in seiner Arbeit [Bl1] bemerkt die Möglichkeit hat Höhenpaa-
rungen zu studieren und zu reinterpretieren. Man kann Bierweiterungen analog zu [SGA 7]
in einem sehr allgemeinen Rahmen, wie etwa in der Sprache der Topoi studieren. In dieser
Arbeit soll aber eine weit konkretere Situation betrachtet werden. Sei T ein Schema und
seien A sowie B Zariski-Garben abelscher Gruppen. Eine Gm,T -Bierweiterung über A×B ist
eine Familie B := (Ba,b) von Gm,T -Torseuren über A× B zusammen mit Gruppengesetzen
+1a,a′,b : Ba,b × Ba′,b → Ba+a′,b und +2a,b,b′ : Ba,b × Ba,b′ → Ba,b+b′
über den Gruppengesetzen von A und B. Dabei sollen diese Abbildungen neben der Asso-
ziativität, der Kommutativität und der Verträglichkeit mit Restriktion auch eine gewisse
kanonische Kompatibilität untereinander erfüllen.
Das für diese Arbeit wichtigste Beispiel einer Gm,T -Bierweiterung ist die Blochsche Bier-
weiterung E. Im Weiteren betrachte man folgende Grundsituation: Seien X und S glatte,
projektive Varietäten der Dimension dX bzw. dS über einem Körper k. Weiter bezeich-
ne pi : X → S einen flachen, projektiven, surjektiven Morphismus, der über einer offenen,
dichten Teilmenge S′ ⊂ S glatt ist. Darüberhinaus fixiere man mit p, q ∈ N natürliche
Zahlen, für die p + q = dX − dS + 1 gilt. Man bezeichne mit CH∗hom(X/S) die Elemente
aus CH∗(X), die über allen Punkten von S′ homologisch trivial sind und mit Z∗hom(X/S)
die Zykel, deren Klassen in CH∗hom(X/S) liegen. Schließlich schreibe man CH
∗
hom(X/S) für
die zu CH∗hom(X/S) assoziierte Zariski-Garbe über S. Mit diesen Bezeichnungen ist E ei-
ne Gm,S-Bierweiterung über CHphom(X/S) × CHqhom(X/S). Sei in der zuvor beschriebenen
Grundsituation pi zusätzlich glatt, d. h. es gelte S = S′. Dann wird in [Bl1] die Blochsche
Bierweiterung E als Pushout einer langen exakten Homologiesequenz von höheren Chow-
gruppen konstruiert. Sei U ⊂ S offen und man bezeichne mit M(U) die Menge aller Paare
von Zykeln (W,α) mit W ∈ Zphom(X/S) und α ∈ Zqrat(X), so dass sich W und α eigentlich
und über U gar nicht schneiden. Bei der Konstruktion von E in [Bl1] wird ein nicht trivialer
Morphismus
σU,.(.) : M(U)→ Gm,S(U); (W,α) 7→ σU,W (α)(0.1)
definiert, der für (W,α) ∈M(U) und W ∈ Zprat(X) die Eigenschaft
σU,W (α) = σU,α(W )(0.2)
hat. Ein zentraler Punkt dieser Arbeit ist es zu zeigen, dass E bereits eindeutig durch die
dem System von Schnitten σU,W (α) ∈ Γ
(
U, Gm,S
)
mit (W,α) ∈M(U) zugeordneten Gm,S-
Kozykeldaten definiert ist. Da diese Kozykeldaten in der zuvor beschriebenen Grundsituation
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definiert werden, verallgemeinert dies die Konstruktion von E in [Bl1] auch auf den Fall,
dass pi nur auf einer offen, dichten Teilmenge S′ ⊂ S glatt ist.
Seien w ∈ CHphom(X/S) und z ∈ CHqhom(X/S). Es bezeichne Lw,z das kanonisch mit dem
Gm,S-Torseur Ew,z korrespondierende Geradenbündel über S. Weiterhin fixiere man mit
W ∈ Zphom(X/S) und Z ∈ Zqhom(X/S) Repräsentanten von w bzw. z, die sich eigentlich
schneiden. Gilt in der Grundsituation zusätzlich, dass pi glatt ist und handelt es sich bei S
um eine Kurve, so zeigt O. Meyer in [Me] folgende Gleichung in Z:
deg
(Lw,z) = deg(W  Z)(0.3)
Ein weiterer zentraler Punkt dieser Arbeit ist die zuvor genannte Aussage wie folgt zu
verallgemeinern: In der allgemeinen Grundsituation erhält man zum zuvor fixierten Zykel-
paar (W,Z), vermöge des Schnittprodukts mit Träger, einen eindeutig bestimmten Zykel
W Z ∈ ZdX−dS+1(X), der wz repräsentiert. Darüberhinaus zeigt man, dass das Paar (W,Z)
kanonisch einen rationalen Schnitt {Z}W von Ew,z induziert. Mit diesen Bezeichnungen wird
folgende Gleichung in Div(S) gezeigt:
div
(
Ew,z, {Z}W
)
= pi∗
(
W  Z
)
(0.4)
Auch erhält man mit dieser Formel den eingangs erwähnten Zusammenhang zwischen Bloch-
schen Bierweiterungen und Höhenpaarungen.
In der Einleitung von [Bl1] schreibt Bloch, dass er in seinem Artikel die Absicht hat, ’...to
show that one can construct ”Poincaré biextensions” for cycles of codimension > 1.’ Explizi-
te Formeln, die einen Bezug zwischen Blochschen und Poincaré-Bierweiterungen herstellen
und damit diese Bemerkung konkretisieren, werden von Bloch aber nicht angegeben. Seien
Y eine glatte, projektive Varietät über C, r, s ∈ N Zahlen mit r+s = dY +1 und J r(Y ) die
r-te Griffiths intermediär Jakobische von Y . Es bezeichne P die Poincaré-Bierweiterung von
|J r(Y )| × |J s(Y )| zu einem fixierten Poincarébündel und E die Blochsche Bierweiterung
von CHrhom(Y )×CHshom(Y ). Weiterhin hat man mit der jeweiligen Abel-Jakobi-Abbildung
einen kanonischen Morphismus von CHrhom(Y ) nach |J r(Y )|. Mit diesen Bezeichnungen gibt
S. Müller-Stach in [MS] einen Isomorphismus der zugrundeliegenden Torseure von E und P
an. Man fixiere einen Zykel W ∈ Zshom(Y ) sowie dessen Bild in |J s(Y )| und bezeichne mit
EW und PW die entsprechenden Erweiterungen. Dann zeigt Müller-Stach, dass diese Tor-
seurisomorphismen einen Isomorphismus zwischen EW und dem Pullback von PW entlang
der Abel-Jakobi-Abbildung induzieren. Dabei ist ein entscheidender Punkt im Beweis dieser
Aussage, dass die Blochsche Konstruktion von E über die Deligne-Kohomologie faktorisiert.
Denn damit kann Müller-Stach ausnutzen, dass man die intermediär Jakobischen als Quoti-
enten von geeigneten komplexen Kohomologiegruppen von Y erhält. Mit anderen Methoden
wird in dieser Arbeit eine algebraische Version dieser Aussage bewiesen. Sei K ein algebra-
isch abgeschlossener Körper und X eine glatte, projektive K-Varietät. Man bezeichne die
Elemente aus CHp(X), die algebraisch äquivalent zu Null sind, mit Ap(X) und benenne
mit EA die Einschränkung der Blochschen Bierweiterung von CH1hom(Y ) × CHdYhom(Y ) auf
A1(Y )×A0(Y ). Weiterhin schreibe man
θ1 : A1(X)→ |(Pic0X/K)red| sowie θ0 : A0(X)→ |Alb(X)|
für die beiden kanonischen Abbildungen. Bezeichnet man mit P die Poincaré-Bierweiterung
von |(Pic0X/K)red|×|Alb(X)| zu einem fixierten, rigidifizierten Poincarébündel, dann wird in
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dieser Arbeit gezeigt, dass EA und (θ1×θ0)∗P nicht nur in dem von Müller-Stach gezeigten,
schwachen Sinne kanonisch isomorph sind, sondern bereits als Bierweiterungen. Es wird also
bewiesen, dass es einen kanonischen Isomorphismus von K∗-Bierweiterungen
EA ∼→ (θ1 × θ0)∗P(0.5)
gibt.
Schließlich ist ein letzter zentraler Punkt dieser Arbeit, auch für andere Kodimensionen als
1 und dX eine algebraische Version der zuvor zitierten Aussagen von Müller-Stach zu zeigen.
Dazu betrachte man mit den p-ten höheren Picardvarietäten (p ∈ {1, ..., dX}) das algebrai-
sche Pendant der Griffiths intermediär Jakobischen. Diese wurden von H. Saito in [Sa] als
abelsche Varietäten PicpX/K zusammen mit kanonischen Morphismen θ
p : Ap(X)→ |PicpX/K |
so konstruiert, dass sie in den Fällen p = 1 und p = dX mit der Picard- bzw. der Albane-
sevarietät übereinstimmen. Seien p, q ∈ N mit p + q = dX + 1. Dann existieren weiterhin
als Verallgemeinerung von Poincarédivisoren Korrespondenzen PpX ∈ CHp(PicpX/K × X),
die Poincarézykel genannt werden. Nach [Sa] induziert tPpX : A
q(X) → A1(PicpX/K) eine
Isogenie λpX : Pic
q
X/K → (PicpX/K )ˆ. Sei nun EA die Einschränkung der Blochschen Bierwei-
terung von CHphom(X)×CHqhom(X) auf Ap(X)×Aq(X) und Pp die Poincaré-Bierweiterung
von |PicpX/K | × |(PicpX/K )ˆ | zu einem fixierten, rigidifizierten Poincarébündel. Dann hat man
einen kanonischen Isomorphismus
(PpX × id)∗EA → (θ0 × θq)∗(id× |λpX |)∗Pp(0.6)
von K∗-Bierweiterungen auf A0(Pic
p
X/K)×Aq(X).
Diese Arbeit untergliedert sich in zehn Kapitel und ist wie folgt aufgebaut:
Sei X ein separiertes Schema von endlichem Typ über dem Spektrum eines Körpers k. Dann
werden im ersten Kapitel die für diese Arbeit wesentlichen Sachverhalte aus der Schnitt-
theorie wiederholt. Unter Anderem wird dabei auf Zykel eingegangen, die sich eigentlich
schneiden und deren Schnitt studiert.
Die Blochschen Zykelkomplexe z∗(X, .) und die Blochschen Chowgruppen CH∗(X, .) einer
quasi-projektiven k-Varietät X sind die zentralen Objekte des zweiten Kapitels. Konkret
werden ihre Definitionen wiederholt und es wird an wichtige Funktorialitäten und den Bezug
zwischen CH∗(X, 0) und den gewöhnlichen Chowgruppen CH∗(X) erinnert. Schließlich wird
der von Bloch definierte Isomorphismus
ι : CH1(X, 1) ∼→ Γ(X, Gm,X)
für den Fall, dass X das Spektrum eines Körpers ist berechnet.
In Kapitel 3 liegt das Augenmerk auf dem zentralen Objekt dieser Arbeit, den Gm,T -
Bierweiterungen von A × B mit A und B (Zariski-)Garben abelscher Gruppen über einem
Schema T . Konkret wird die sehr allgemeine Definition einer Bierweiterung in [SGA 7] auf
die eben genannte Situation spezialisiert. Für k∗-Bierweiterungen abelscher Gruppen gibt
D. Mumford in [Mu] eine Charakterisierung von Bierweiterungen über Kozykeldaten. Diese
Beschreibung wird in Kapitel 3 auf den Fall einer Gm,T -Bierweiterung über A×B verallge-
meinert. Auch wird erläutert, wie man zu einem Satz von Gm,T -Kozykeldaten über A × B
eine Gm,T -Bierweiterung von A× B erhält und umgekehrt.
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Man betrachte nun die Grundsituation und die von Bloch für W ∈ Zphom(X/S) konstruierte
Abbildung
σU,W : Z
q
(.∩|W |)U=∅,rat(X)→ Gm,S(U)
aus (0.1). In Kapitel 4 wird für das System von Schnitten σU,W (α) ∈ Gm,S(U) (U ⊂ S offen)
eine axiomatische neue Beschreibung gegeben, in der unter anderem auch die Gleichung (0.2)
benutzt wird. Da Bloch beim Beweis der Formel (0.2) nicht alle Details ausführt, werden
dort auch entsprechende Punkte nachgetragen. Darüberhinaus wird für spezielle Zykel W
und α eine explizite Formel für σU,W (α) angegeben, die man noch nicht in [Bl1] findet.
Bezeichnet E die von Bloch in [Bl1] konstruierte Blochsche Bierweiterung über der Garbe
CHphom(X/S)× CHqhom(X/S), dann ist die Philosophie im Folgenden, dass diese Bierweite-
rung bereits durch die Schnitte σ.,.(.) bestimmt ist. In Kapitel 5 und 6 wird dies wie folgt
konkretisiert: Es wird zunächst mit den Schnitten σ.,.(.) ein Satz von Gm,S-Kozykeldaten
KCH über CHphom(X/S)×CHqhom(X/S) angegeben. Sei ECH die mit KCH korrespondierende
Bierweiterung. Sind U ⊂ S offen undW,Z ∈ Z∗hom(X/S) geeignet gewählt, so besitzt der mit
[W ] und [Z] korrespondierende Torseur ECH[W ],[Z] von E
CH einen kanonischen Rahmen über
U , der mit {Z}U,W bezeichnet wird. Sind W ′, Z ′ ∈ Z∗hom(X/S) weitere geeignet gewählte
Zykel, so sind die in Kapitel 5 konstruierten Kozykeldaten gerade so gegeben, dass
{Z}U,W + {Z ′}U,W = {Z + Z ′}U,W , {Z}U,W + {Z}U,W ′ = {Z}U,W+W ′
gilt. Hat man für geeignete Zykel W,W ′, Z ′, Z zusätzlich [W ]U = [W ′]U und [Z]U = [Z ′]U ,
so gilt weiterhin
{Z}U,W = σU,W (Z − Z ′) · σU,Z′(W −W ′) · {Z ′}U,W ′ .
Da diese Gleichungen die Blochsche Bierweiterung charakterisieren, erhält man E = ECH.
Um das bis hierhin erlangte Verständnis der Blochschen Bierweiterung noch weiter zu ver-
tiefen, werden in Kapitel 6 für die Torseure von E kanonische, rationale Schnitte betrachtet
und deren Divisoren berechnet. Seien dazu W,Z ∈ Z∗hom(X/S) Zykel geeigneter Kodimen-
sion, die sich eigentlich schneiden. Weiter bezeichne {Z}W den kanonisch mit W und Z
korrespondierenden, rationalen Schnitt von E[W ],[Z]. Dann wird in Kapitel 6 mit Hilfe der
Beschreibung von σ.,.(.) aus Kapitel 4
div
(
E[W ],[Z], {Z}W
)
= pi∗(W  Z)
gezeigt und damit das in (0.3) zitierte Resultat von Meyer verallgemeinert.
Der technische Grundstock für die letzten Kapitel wird in Kapitel 7 gelegt. Seien n, r ∈ N
sowie X und Y glatte, projektive k-Varietäten, die glatt, projektiv und surjektiv über der
glatten, projektiven k-Varietät S liegen. Weiterhin betrachte man v′ ∈ CHn+r+1(X ×S Y )
und die Korrespondenz v ∈ CHn+r+1(X × Y ) mit v = ϑ∗v′, wobei ϑ : X ×S Y → X × Y die
kanonische, reguläre Immersion bezeichne. Dann wird gezeigt, dass für die entsprechenden
Blochschen Bierweiterungen EX auf X und EY auf Y ein kanonischer Isomorphismus von
Gm,S-Torseuren über CHdX−n+1hom (X)× CHdY −r+1hom (Y ) der folgenden Art existiert:
(v × id)∗EY → (id× tv)∗EX ; (v × id)∗{Z}U,V (W ) 7→ (id× tv)∗{tV (Z)}U,W(0.7)
Hierbei seien U ⊂ S offen,W ∈ Z∗hom(X/S) bzw. Z ∈ Z∗hom(Y/S) Zykel und V ein Repräsen-
tant von v, so dass {Z}U,tV (W ) und {V (Z)}U,W Rahmen der entsprechenden Torseure sind.
Dieses Resultat findet man im Spezialfall S = Spec(C) und r = 1 bereits bei [MS], wobei der
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in dieser Arbeit benutzte Beweiszugang ein anderer ist. Die im vorliegenden Text verwendete
Beweisidee basiert nämlich darauf, dass die Zuordnung {Z}U,V (W ) 7→ {tV (Z)}U,W einen von
allen Wahlen unabhängigen Isomorphismus der Torseure E[V (W )],[Z] und E[W ],[tV (Z)] liefert.
Für diese Unabhängigkeit sind dabei die ebenfalls in Kapitel 7 bewiesenen Gleichungen
σU,Z
(
V (α)
)
= σU,tV (Z)
(
α
)
und σU,Z
(
Λ(W )
)
= σU,W
(
tΛ(Z)
)
mit geeigneten Wahlen von U ⊂ S offen, V,Λ ∈ Z∗(X × Y ) mit Λ ∼rat 0, α,W ∈ Z∗hom(Y )
mit α ∼rat 0 und Z ∈ Z∗hom(X) entscheidend.
In Kapitel 8 werden die wesentlichen Definitionen im Zusammenhang mit Picard- und Al-
banesevarietäten wiederholt. Dabei wird insbesondere auch auf die Begriffe des Poincarédi-
visors P und des Poincarébündels PX einer glatten, projektiven k-Varietät X eingegangen.
Es bezeichne nun X eine glatte, projektive Varietät über einem algebraisch abgeschlos-
senen Körper K. In Kapitel 9 wird die Konstruktion der Poincaré-Bierweiterung P von
|(Pic0X/K)red| × |Alb(X)| zu einem fixierten, rigidifizierten Poincarébündel P wiederholt.
Dabei wird gezeigt, dass für a ∈ |(Pic0X/K)red|, b ∈ |Alb(X)| und eine geeignete Wahl eines
rationalen Schnitts s von P
sa,b := (a, b)∗s⊗ (a, 0)∗s−1 ⊗ (0, b)∗s−1 ⊗ (0, 0)∗s
einen Rahmen von Pa,b induziert, der ebenfalls mit sa,b bezeichnet werde. Man fixiere einen
Punkt σ ∈ X(K) und benenne die zugehörige, kanonische Abbildung mit ψ : X → Alb(X).
Für w ∈ CHqhom(X) und z ∈ CH∗hom(X) setze man θ1(w) = ω und θ0(z) = ζ. Sei Z
ein Repräsentant von z und s ein nicht trivialer, rationaler Schnitt von P, dessen Divisor
P := div(s) die Zykel 0, ω, ζ und ψ∗Z geeignet schneidet. Dann ist tP
(
ψ∗Z − (ζ) + (0)
)
rational äquivalent zu Null und es existiert eine eindeutig bestimmte, rationale Funktion
fsZ ∈ K
(
Pic0X/k)red
)∗ mit fsZ(0) = 1 und div(fsZ) = tP(ψ∗Z − (ζ) + (0)). Man betrachte
P˜ := (id × ψ)∗div(s) sowie den Repräsentanten W := P˜((ω) − (0)) von w. Dann wird in
Kapitel 9 gezeigt, dass der kanonische Isomorphismus EA ∼→ (θ1 × θ0)∗P aus (0.5) durch
folgende Zuordnung induziert wird:
{Z}W 7→ fsW (ω) · (θ1 × θ0)∗sω,ζ
In Kapitel 10 wird zunächst die Definition höherer Picardvarietäten wiederholt sowie an
wesentliche Eigenschaften dieser abelschen Varietäten erinnert. Sei φ : A→ B eine Isogenie
zwischen abelschen Varietäten und es gelte (φˆ× id)∗PA = (id×φ)∗PB mit den Poincarébün-
deln PA und PB. Bezeichnen PA und PB die entsprechenden Poincaré-Bierweiterungen, so
wird als nächstes gezeigt, dass (φ× id)∗PB und (id× φˆ)∗PA auf |A|×|Bˆ| kanonisch isomorph
sind. Schließlich wird man daraus den Isomorphismus in (0.6) unmittelbar erhalten, wenn
man (0.5) und (0.7) benutzt.
An dieser Stelle möchte ich die Gelegenheit nutzen, mich ganz herzlich bei meinem Doktor-
vater Prof. Dr. K. Künnemann für die ausgesprochen gute Betreuung zu bedanken. Seine
anregende Kritik war stets Ansporn, die Probleme noch genauer zu untersuchen und da-
durch ein tieferes Verständnis zu erlangen. Auch möchte ich mich bei Gregor Schießl für das
Korrekturlesen bedanken. Ein ganz besonderer Dank geht an meine Zimmerkollegin Stefanie
Knorr, auf dass sie ihren Humor niemals verliere, mit dem sie mich durch alle Höhen und
Tiefen meiner Promotion begleitet hat.
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Kapitel 1
Grundlegende Definitionen und
Konventionen
Es sei in der ganzen Arbeit k ein fest gewählter Körper.
In diesem Kapitel wird an einige grundlegende Definitionen erinnert. Konkret werden für
Zykel die Begriffe der rationalen und homologischen Äquivalenz wiederholt. IstX ein glattes,
separiertes k-Schema von endlichem Typ, so hat man nach [Fu] ein Schnittprodukt
_  _ : CH∗(X)× CH∗(X)→ CH∗(X).
Weiterhin werden in diesen Kapitel mit W , Z ∈ Z∗(X) Zykel betrachtet, die sich eigentlich
schneiden. Für solche Zykel wird an die wohlbekannte Aussage aus [Fu] erinnert, dass man
in der Klasse [W ]  [Z] kanonisch einen Repräsentanten W Z mit Träger in |W | ∩ |Z| findet.
Schließlich werden entsprechende Aussagen aus [Fu] noch so umformuliert, dass man eine
Projektionsformel mit Träger erhält.
1.1 Definition (Varietät, abelsche Varietät)
Eine Varietät X über k ist ein integres k-Schema X, für das der Strukturmorphismus
piX : X → k separiert und von endlichem Typ (v. e. T.) ist. Weiterhin bezeichne man ei-
ne eigentliche k-Gruppenvarietät A als abelsche Varietät.
Bei einem Schema X schreibe man OX für die Strukturgarbe. Ist x ein abgeschlossener
Punkt von X, so benenne man das maximale Ideal des lokalen Rings OX,x mit mx und
schreibe κ(x) für den Restklassenkörper OX,x/mx.
Für eine Varietät oder allgemeiner ein Schema X mit äquidimensionalen irreduziblen Kom-
ponenten fixiere man darüberhinaus folgende Notation: Die Menge der irreduziblen Kom-
ponenten von X bezeichne man mit Comp(X) und die Dimension mit dX . Weiter schreibe
man X(r) für die r-kodimensionalen Punkte von X und |X| für die abgeschlossenen Punkte.
Ist schließlich X irreduzibel, so benenne man den Funktionenkörper von X mit K(X).
1.2 Definition (Zykel, rationale Äquivalenz und Chowgruppen)
Sei X ein separiertes k-Schema v. e. T. und sei p ∈ N.
i) Man bezeichne mit Zp(X) die freie abelsche Gruppe über alle p-dimensionalen, ab-
geschlossenen k-Untervarietäten von X mit Koeffizienten aus Z. Die Elemente von
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Zp(X) heißen Zykel. Ist X äquidimensional, so setze man ZdX−p(X) := Zp(X). Bei
einem Zykel Z =
∑n
i=1 niZi ∈ Zp(X) mit ni 6= 0 für i = 1, ..., n nenne man Z1, ..., Zn
die Komponenten von Z und setze Comp(Z) := {Z1, ..., Zn}. Für das Schema, beste-
hend aus den Komponenten von Z, versehen mit der induzierten, reduzierten Struktur,
schreibe man |Z|.
ii) Man bezeichne mit Zp,rat(X) ⊂ Zp(X) die Untergruppe der Zykel, die rational äqui-
valent zu Null sind und setzte
CHp(X) := Zp(X)/Zp,rat(X)
als die Chowgruppe von X zur Dimension p. Ist X äquidimensional, so setze man auch
CHdX−p(X) := CHp(X).
Konvention: Die Klasse eines Zykels aus Z∗(X) in CH∗(X) wird mit dem entsprechen-
den Kleinbuchstaben oder mit [.] bezeichnet. Man schreibe weiterhin W ∈ w, wenn
der Zykel W ein Repräsentant von w ∈ CHp(X) ist.
1.3 Notation
Seien X und S zwei äquidimensionale, separierte Schemata v. e. T. über k. Weiterhin sei
f : X → S ein flacher Morphismus, s ein Punkt von S und W =∑ni=1 ni ·Wi ein Zykel aus
Z∗(X). Dann bezeichne
Ws :=
n∑
i=1
ni · (Wi)s ∈ Z∗(Xs)
den Zykel, bei dem jede Komponente von W durch deren Faser über s ersetzt wurde.
1.4 Bemerkung (Eine alternative Definition rationaler Äquivalenz)
Im Folgenden wird eine alternative Definition der rationalen Äquivalenz aus [Fu] 1.6 wie-
derholt. Sei dazu X ein separiertes k-Schema v. e. T. und V ⊂ X × P1k bezeichne eine ab-
geschlossene (n+ 1)-dimensionale Untervarietät, die unter der Projektion p : X × P1k → P1k
dominant nach P1k abgebildet wird. Man betrachte die rationale Abbildung
f := p|V : V → P1k.
Ist P ∈ P1k(k) ein k-rationaler Punkt von P1k, so ist die schematheoretische Faser f−1(P )
ein rein n-dimensionales Unterschema von X ×{P} ∼= X, denn p|V ist dominant und damit
flach. Bezeichnet q : X × P1k → X die Projektion, so setze man
V (P ) := q∗f−1(P ) ∈ Z∗(X),
wobei die bei [Fu] 1.6 verwendeten Klammern zum kennzeichnen des Fundamentalzykels
nicht mitnotiert werden.
1.5 Proposition
Es gelte die Situation von 1.4.
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i) Ein Zykel α ∈ Zn(X) ist genau dann rational äquivalent zu Null, wenn (n + 1)-
dimensionale Untervarietäten V1, ..., Vt von X×P1k existieren, für die die Projektionen
von Vi nach P1k mit i = 1, ..., t dominant sind und für die gilt:
α =
t∑
i=1
Vi(0)− Vi(∞) ∈ Zn(X).
ii) Im Fall α = div(f) mit f ∈ K(Y )∗ und Y ⊂ X eine abgeschlossene Untervarietät
kann man eine Untervarietät V ⊂ X × P1k wie in i) direkt angeben: Sei Uf ⊂ Y der
„maximale Definitionsbereich” (vgl. [Ha] I Ex. 4.2) von f . Bezeichnet f : U → P1k auch
die durch f induzierte, rationale Funktion, so setze man Vf ⊂ X×P1k als den Abschluss
des Graphen Γf := (id, f)(Uf ) ⊂ Uf × P1k von f in X × P1k. Dann gilt:
α = Vf (0)− Vf (∞).
Beweis:
Siehe [Fu] 1.6.
1.6 Beispiel
i) Ist C eine reguläre Kurve über k, so ist wohlbekannt, dass jede rationale Funktion
f ∈ K(C) einen eindeutig bestimmten Morphismus f : C → P1k induziert. Damit
besitzt jede rationale Funktion f ∈ K(C) einen Graphen
Γf := (id, f)(C) ⊂ C × P1k.
ii) IstX ein irreduzibles Schema über k mit Dimension dX > 1, so induziert eine rationale
Funktion f ∈ K(X) i. A. keinen Morphismus von X nach P1k. Dazu betrachte man
folgendes Standardbeispiel. Sei X = A2k = Spec
(
k[x, y]
)
und f ∈ K(X) die rationale
Funktion, die auf Y := A2k\A1k×{0} durch f |Y = xy gegeben ist. Dann induziert f auf
A2k\|div(f)| den Morphismus
f˜ : A2k\|div(f)| → P1k; (x, y) 7→ [
x
y
: 1]
und besitzt somit dort einen Graphen Γf˜ . Bildet man nun Vf durch Abschließen von
Γf˜ in X × P1k, so induziert die Projektion auf X einen Morphismus ρ : Vf → X, der
über A2k\{(0, 0)} ein Isomorphismus ist. Die Faser über dem Punkt (0, 0) ist aber ganz
(0, 0) × P1k. Damit ist ρ keinesfalls endlich. Dies zeigt insbesondere, dass f im Punkt
(0, 0) nicht eindeutig bestimmt ist. Der Grund dafür ist, dass sich dort der Null- und
Polstellendivisor von f schneiden.
Man erinnere sich an dieser Stelle auch an die wohlbekannte Aussage (vgl. [Li] 7.2.11
a)), dass eine rationale Funktion auf einer normalen Varietät überall außerhalb ihres
Polstellendivisors definiert ist (Man beachte hierzu, dass ein ganz abgeschlossener Ring
gerade gleich dem Durchschnitt aller seiner Lokalisierungen bei Primidealen der Höhe
Eins ist). Insbesondere ist dies für jede glatte Varietät richtig (vgl. [Li] 4.2.16).
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1.7 Definition (Eigentliches Schneiden)
Sei X ein äquidimensionales, separiertes Schema v. e. T. über k und seien V,W ⊂ X zwei
abgeschlossene Untervarietäten der Kodimension r bzw. s. Dann schreibe man V ∩W für
das abgeschlossene Unterschema, bestehend aus dem mengentheoretischen Schnitt von V
und W , versehen mit der induzierten, reduzierten Struktur. Die Untervarietäten V und W
schneiden sich eigentlich, wenn für jede irreduzible Komponente C ∈ Comp(V ∩W ) gilt:
codimX(C) = r + s.
Ferner schneiden sich zwei Zykel Z,Z ′ ∈ Z∗(X) eigentlich, falls jede Komponente von Z
jede Komponente von Z ′ eigentlich schneidet. Die Untergruppe der Zykel aus Zp(X), die
einen vorgegebenen Zykel W ∈ Z∗(X) eigentlich schneiden, bezeichne man mit ZpW (X).
Entsprechend schreibe man Zprat,W (X) für die Gruppe Z
p
rat(X) ∩ ZpW (X).
1.8 Proposition
Ist X in der Situation von 1.7 glatt über k, so gilt stets die Ungleichung codimX(C) ≤ r+s.
Beweis:
Man erhält V ∩W , auch indem man das abgeschlossene Unterschema V ×W ⊂ X×X mit der
Diagonale 4X schneidet. Im glatten Fall ist 4X lokal von vollständigem Durchschnitt. D. h.
4X wird lokal stets durch dX = dim(X) Gleichungen beschrieben. Jede dieser Gleichungen
reduziert die Dimension von V ×W aber höchstens um Eins. 2
1.9 Bemerkung (Schnittprodukt mit Träger)
i) Ist X eine glatte Varietät über k, so existiert auf CH∗(X) ein kanonisches Schnitt-
produkt, das CH∗(X) mit der Struktur einer kommutativen, graduierten Z-Algebra
versieht.
ii) Für Zykel, die sich eigentlich schneiden, lässt sich dieses Schnittprodukt wie folgt
verfeinern: Sind V und W Primzykel, die sich eigentlich schneiden, so wird bei [Fu]
Chapter 6 bzw. 8 für die reguläre, abgeschlossene Immersion 4 : X → X × X eine
verfeinerte Gysin-Abbildung
4! : CH0(V ×W )→ CH0(V ∩W )
definiert. Mit der abgeschlossenen Immersion i : V ∩W → X setze man
V W := i∗
(4!V ×W ) ∈ Z∗(X).
Bei Zykeln Z und Z ′ auf X schreibe man Z  Z ′ für den Zykel, den man erhält, wenn
man die eben beschriebene Konstruktion komponentenweise auf Z und Z ′ anwendet.
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1.10 Lemma (Die Projektionsformel mit Träger)
Seien X und Y zwei glatte, separierte k-Schemata. Weiter bezeichne f : X → Y einen
eigentlichen Morphismus und A ⊂ X bzw. B ⊂ Y seien abgeschlossene Untervarietäten.
Man betrachte die Unterschemata f(A) ∩B ⊂ Y bzw. A ∩ f−1(B) ⊂ X und schreibe auch
f : A∩ f−1(B)→ f(A)∩B für die entsprechende Einschränkung von f . Dann ist folgendes
Diagramm kartesisch
A ∩ f−1(B) → A×B
f
y ↓ (f × id)
f(A) ∩B → f(A)×B
↓ ↓
Y → Y × Y
und es gilt die wohlbekannte Projektionsformel
f∗
(
A  f∗B
)
= f∗A B in CH∗
(
f(A) ∩B).
Schneiden sich f(A) und B sowie A und f−1(B) eigentlich, dann gilt
f∗
(
A  f∗B
)
= f∗A B in CH0
(
f(A) ∩B) = Z0(f(A) ∩B)
und damit insbesondere auch in Z∗(Y ). Man erhält also eine Projektionsformel mit Träger.
Analog gelten diese Aussagen auch in dem Fall, dass man statt der Untervarietäten A und
B allgemeiner Zykel auf X bzw. Y und deren Träger betrachtet.
Beweis:
Dies folgt unmittelbar, wenn man bei [Fu] Proposition 8.1.1c) Z = Y , X ′ = A ∩ f−1(B),
Y ′ = f(A) ∩B, g = idY und f ′ = f setzt. 2
1.11 Lemma (Klassisches Movinglemma)
Sei X eine glatte, quasi-projektive k-Varietät und seien Z,W ∈ Z∗(X) Zykel auf X. Dann
existiert in der rationalen Äquivalenzklasse z von Z stets ein Repräsentant Z ′, so dass sich
W und Z ′ eigentlich schneiden.
Beweis:
Siehe [Fu] 11.4. 2
1.12 Definition (Korrespondenz)
i) Seien X und Y zwei äquidimensionale, glatte, eigentliche k-Schemata. Dann bezeichne
man jedes Element v ∈ CHn+m(X × Y ) auch als Korrespondenz.
ii) Seien p : X×Y → X und q : X×Y → Y die beiden Projektionen. Jede Korrespondenz
v ∈ CHn+m(X × Y ) induziert wie folgt eine Operation auf den Chowgruppen:
v : CHn(X) → CHm(Y )
z 7→ v(z) := q∗(v  p∗z).
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1.13 Bemerkung (Zykelabbildung)
Sei l eine Primzahl mit l 6= char(k) und X ein glattes, projektives k-Schema. Bezeichnet k
einen separablen Abschluss von k, dann setze man X := X ×k k. Nach [La] bzw. [SGA 412 ]
hat man eine kanonische Abbildung, die sogenannte Zykelabbildung, vom Chowring von X
in die l-adischen Kohomologiegruppen von X:
clpl : CH
p(X)→ H2pét
(
X,Zl(p)
)
.
1.14 Definition (Homologisch trivial)
i) Sei X ein glattes, projektives k-Schema und bezeichne k einen separablen Abschluss
von k. Man betrachte die Abbildung clpl aus 1.13 und nenne α ∈ CHp(X) kohomo-
logisch trivial, wenn für jeden separablen Abschluss von k und für alle Primzahlen
l 6= char(k) gilt:
clpl (α) = 0.
ii) Seien X und S quasi-projektive Varietäten und sei pi : X → S ein projektiver Mor-
phismus, so dass der glatte Ort S′ von X/S dicht in S liegt. Dann definiere man die
Untergruppen CHphom(X/S) ⊂ CHp(X) und Zphom(X/S) ⊂ Zp(X) durch
CHphom(X/S) :=
{
z ∈ CHp(X)
∣∣∣ für alle Punkte s von S′ ist
zs kohomologisch tivial
}
und
Zphom(X/S) :=
{
Z ∈ Zp(X) ∣∣ z ∈ CHphom(X/S)} .
Kapitel 2
Blochsche höhere Chowgruppen
In diesem Kapitel wird die Definition der, von Bloch eingeführten, Blochschen höheren
Chowgruppen wiederholt und es werden die grundlegenden Eigenschaften dieser Gruppen
zusammengefasst. Im Fall einer glatten, quasi-projektiven k-Varietät X hat Bloch in [Bl2]
gezeigt, dass es einen kanonischen Isomorphismus ιX : CH1(X, 1) → Γ
(
X, Gm,X
)
gibt. Am
Ende dieses Kapitels wird für X = Spec(k) dieser Isomorphismus konkret berechnet.
2.1 Definition (Blochsche höhere Chowgruppen)
Im Folgenden wird die Definition der Blochschen höheren Chowgruppen angegeben. Dazu
bezeichne man für n ∈ N mit
4n := Spec
(
Z[T0, ..., Tn]/
( n∑
i=0
Ti − 1
)) ∼= AnZ
den Standard-n-Simplex und schreibe kurz 4nk statt 4n ⊗Z k. Seien n,m ∈ N mit m ≤ n.
Eine Abbildung ρ : {0, ...,m} → {0, ..., n} heißt strikt ansteigend, falls ρ(i) < ρ(i + 1) für
alle i ∈ {0, ...,m− 1} gilt. Für solch ein strikt ansteigendes ρ induziert
ξρ : Z[T0, ..., Tn]/
( n∑
i=0
Ti − 1
)→ Z[T0, ..., Tm]/( m∑
i=0
Ti − 1
)
; Ti 7→
∑
ρ(j)=i
Tj
eine abgeschlossene Immersion Spec(ξρ) : 4m → 4n. Man betrachte für feste n,m mit
m < n alle r =
(
n
m
)
strikt ansteigenden Abbildungen
ρ1n,m, ..., ρ
r
n,m : {0, ...,m} → {0, ..., n}
und bezeichne alle so erhaltenen Bilder in 4n als die m-Seiten des Simplex 4n. Die Seiten
von 4n sind die m-Seiten, wobei m die Menge {0, ..., n−1} durchläuft. Entsprechend erhält
man für k (bzw. eine k-Varietät X) nach Basiswechsel die Seiten von 4nk (bzw. X ×4nk).
Für eine quasi-projektive k-Varietät X definiere man die n-te Blochsche Zykelgruppe
z∗(X,n) ⊂ Z∗(X ×4nk)
als die Untergruppe aller Zykel auf X×4nk , die die Seiten von X×4nk eigentlich schneiden.
Man benenne für i ∈ {0, ..., n} mit ρi : {0, ..., n − 1} → {0, ..., n} die strikt ansteigende
Abbildung, die durch ρi(j) = j für j < i und ρi(j) = j + 1 für j ≥ i gegeben ist. Damit
definiere man
∂ni : z
∗(X,n)→ z∗(X,n− 1)
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im Sinne von 1.9 als den Pullback entlang id× Spec(ξρi) (d. h. als Schnitt mit der entspre-
chenden Seite von 4n). Schließlich setze man
dn :=
n∑
i=0
(−1)i∂ni : z∗(X,n)→ z∗(X,n− 1)
und erhalte einen Komplex z∗(X, .) wie folgt (vgl. [Bl2] Einleitung):
...→ z∗(X, 2) d2→ z∗(X, 1) d1→ z∗(X, 0)→ 0.
Die Homologiegruppen CH∗(X,n) := ker(dn)/im(dn+1) dieses Komplexes werden Blochsche
höhere Chowgruppen genannt.
2.2 Bemerkung
Ist X eine quasi-projektive Varietät über dem Körper k, so gilt offenbar
zp(X, 0) = Zp(X).
2.3 Definition (Die Gruppe zpW (X, .))
Sei X eine quasi-projektive Varietät über k und T ⊂ X eine abgeschlossene Untervarietät.
Man bezeichne mit
zpT (X,n) ⊂ zp
(
X,n)
die Untergruppe aller Zykel aufX×4nk , die alle Seiten vonX×4nk und von T×4nk eigentlich
schneiden. Induziert durch die di aus 2.1, erhält man auf z
p
T (X,n) Randabbildungen d
T
i ,
mit denen zpT (X, ·) ein Komplex wird (vgl. [Bl2] §2). Sind T1, ..., Tr ⊂ X Untervarietäten,
so definiere man analog dazu den Komplex zpT1,...,Tr(X, ·). Für W =
∑r
i=1 niWi ∈ Zq(X)
schreibe man auch zpW (X, ·) statt zpW1,...,Wr(X, ·).
2.4 Lemma (Moving Lemma für die Blochschen Zykelgruppen)
Sei X eine quasi-projektive Varietät über k und W ∈ Zq(X) ein Zykel. Dann ist die offen-
sichtliche Inklusion j : zpW (X, ·)→ zp(X, ·) ein Quasi-Isomorphismus.
Beweis:
Siehe [Bl2] 4.2. 2
2.5 Korollar (Verfeinertes Movinglemma)
Sei X eine quasi-projektive Varietät über k. Weiter seien γ ∈ Zq(X) und α ∈ d1
(
zp(X, 1)
)
zwei Zykel, die sich eigentlich schneiden. Dann existiert ein Urbild β ∈ zp(X, 1) von α unter
d1, so dass β den Zykel γ ×41k eigentlich schneidet.
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Beweis:
Man betrachte den Unterkomplex
(
zpγ(X, .), dγ.
)
von
(
zp(X, .), d.
)
aus 2.3. Nach 2.4 ist die
Inklusion zpγ(X, .) ↪→ zp(X, .) ein Quasi-Isomorphismus, womit
im(dγ1) = im(d1) ∩ zpγ(X)
gilt. Also ist α bereits aus dγ1
(
zpγ(X, 1)
)
. Damit existiert ein Urbild β ∈ zpγ(X, 1) ⊂ zp(X, 1)
von α wie gefordert. 2
2.6 Bemerkung (Eigenschaften der Blochschen Chowgruppen)
Es bezeichnen X und Y quasi-projektive Varietäten über dem Körper k.
i) Sei f : X → Y ein eigentlicher Morphismus der relativen Dimension d. Der in [Fu] 1.4
beschriebene, eigentliche Pushforward von Zykeln induziert einen Komplexmorphis-
mus
f∗ : zp(X, q)→ zp−d(Y, q); Z 7→ (f × id4qk)∗Z
und somit für alle p, q ∈ N einen Homomorphismus f∗ : CHp(X, q) → CHp−d(Y, q)
(vgl. [Bl2] 1.3).
ii) Ist f : X → Y flach, dann induziert der flache Pullback aus [Fu] 1.7 einen Komplex-
morphismus
f∗ : zp(X, q)→ zp(Y, q); Z 7→ (f × id4qk)
∗Z
und damit für alle p, q ∈ N einen Homomorphismus f∗ : CHp(Y, q)→ CHp(X, q) (vgl.
[Bl2] 1.3). Sei Y zusätzlich glatt über k und g : X → Y ein Morphismus. Dann findet
man bei [Bl2] 4.1 die Konstruktion einer Abbildung
g∗ : CHp(Y, q)→ CHp(X, q),
die den flachen Pullback auf die eben genannte Situation verallgemeinert.
iii) Nach [Bl2] §5 induziert das Produkt von Zykeln ein äußeres Produkt, also eine Z-
bilineare Abbildung
CHp(X, q)× CHr(Y, s)→ CHp+r(X × Y, q + s).
Ist X/k zusätzlich glatt, so wird CH∗(X, ∗) := ⊕p,q∈NCHp(X, q) vermöge des Pull-
backs entlang der Diagonalen ∆: X → X ×k X ein bigraduierter Ring ([Bl2] §5).
Sind zusätzlich X und Y beide glatt über k und ist f : X → Y ein Morphismus, dann
ist der Pullback f∗ : CH∗(Y, ∗)→ CH∗(X, ∗) sogar ein Ringhomomorphismus.
Im Folgenden wird der Beweis einer Aussage nachgetragen die Bloch in [Bl1] bereits implizit
benutzt.
2.7 Proposition
Sei X eine glatte, quasi-projektive k-Varietät und W ∈ Zq(X) ein Zykel. Dann induziert
das verfeinerte Schnittprodukt aus 1.9 einen wohldefinierten Komplexmorphismus
srW : z
p
W (X, r)→ zp+q(X, r); Z 7→ (W ×4rk)  Z.
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Beweis:
1)Wohldefiniertheit:
Sei Z ∈ zpW (X, r) ⊂ Zq(X × 4rk) und (W × 4rk)  Z ∈ Zp+q(X × 4rk) das verfeinerte
Schnittprodukt von Z undW×4rk gemäß 1.9. Um die Wohldefiniertheit von srW einzusehen,
muss man zunächst (W × 4rk)  Z ∈ zp+q(X, r) verifizieren. Es ist also zu zeigen, dass
(W × 4rk)  Z alle Seiten von X × 4rk eigentlich schneidet. Sei dazu 0 ≤ n ≤ r. Man
hat nachzurechnen, dass jede irreduzible Komponente von
∣∣(W ×4rk)  Z∣∣ ∩ (X ×4nk) die
Kodimension p + q + r − n hat. Offenbar genügt es für diese Aussage, die irreduziblen
Komponenten von (|W ×4rk| ∩ |Z|) ∩ (X ×4nk) = |W ×4nk | ∩ |Z|
zu betrachten. Diese haben aber nach Definition die passende Kodimension, da Z ∈ zqW (X, r)
alle Seiten von W × 4rk, also auch W × 4nk eigentlich schneidet. Dies zeigt die Wohldefi-
niertheit von srW .
2)Komplexmorphismus:
Es ist noch zu zeigen, dass s·W ein Komplexmorphismus ist. Man fixiere dazu eine (r − 1)-
Seite 4r−1,iX von X × 4rk mit i ∈ {0, ..., r} und beachte, dass sich die Zykel W × 4rk, Z
und 4r−1,iX paarweise in X × 4rk eigentlich schneiden. Bezeichnet ιi : 4r−1,iX ↪→ X × 4rk
die entsprechende abgeschlossene Immersion, dann hat man nach Definition (bezüglich der
Notation ιi vergleiche [Fu] 8.1):
∂ri (Z) = ι
∗
iZ = Z ιi 4r−1,iX .
Man beachte nun zunächst, dass 4r−1,iX ιi
(
(W × 4rk) id Z
)
= (W × 4r−1k ) id ∂ri (Z) als
Gleichung in Zp+q(4r−1,iX ) gilt, denn man hat:
4r−1,iX ιi
(
(W ×4rk) id Z
)
=
(4r−1,iX ιi (W ×4rk)) ιi Z ([Fu] Prop. 8.1.1 a)
= (W ×4r−1k ) ιi Z
= 4∗(id× ιi)∗
(
(W ×4r−1k )× Z
)
= 4∗((W ×4r−1k )× ι∗iZ)
= (W ×4r−1k ) id ∂ri (Z).
Damit erhält man
∂ri
(
(W ×4rk) id Z
)
= 4r−1,iX ιi
(
(W ×4rk) id Z
)
= (W ×4r−1k ) id ∂ri (Z).
Mit den Definitionen von 2.1 liefert dies
dr
(
sr+1W (Z)
)
= srW
(
dr(Z)
)
,
womit die Behauptung gezeigt ist. 2
2.8 Bemerkung
Sei X eine glatte, quasi-projektive k-Varietät und W ∈ Zq(X) ein Zykel. Betrachtet man
beim Schnittprodukt in 2.6 iii) nur Schnitte mit der Klasse von W × 4rk, so kann man
zeigen, dass diese Abbildung gerade dem von s.W auf den höheren Blochschen Chowgruppen
induzierten Morphismus entspricht.
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2.9 Definition (Die Isomorphismen ξ˜ : A1k →41k und ξ : P1k\{1} → 41k)
Man benenne den durch
k[x, y]/(x+ y − 1)→ k[z]; f(x, y) 7→ f(z, 1− z)
induzierten Isomorphismus stets mit
ξ˜ : A1k →41k.
Ist ψ : P1k → P1k der Automorphismus des P1k, der 1 und ∞ vertauscht und 0 fest lässt, so
bezeichne man weiterhin die Komposition von ξ˜ und ψ mit
ξ := ξ˜ ◦ ψ : P1k\{1} → 41k.
Nun wird der wohlbekannte Zusammenhang zwischen den gewöhnlichen und den 0-ten
Blochschen Chowgruppen wiederholt. Da mir für diese Aussage kein Beweis bekannt ist,
auf den ich verweisen könnte, wird ein solcher angegeben.
2.10 Proposition (CHp(X, 0) = CHp(X))
Ist X eine quasi-projektive k-Varietät, so entspricht die 0-te höhere Blochsche Chowgruppe
der gewöhnlichen Chowgruppe. Es gilt also
CHp(X, 0) = CHp(X).
Beweis:
Wegen 2.2 hat man lediglich d1
(
z∗(X, 1)
)
= Z∗rat(X) zu zeigen.
Zu d1
(
z∗(X, 1)
) ⊂ Z∗rat(X):
Man betrachte hierfür einen Primzykel Y ∈ z1(X, 1) und setze Y ′ = (id×ξ−1)(Y ) ⊂ P1X\{1}.
Nach Konstruktion der Abbildung d1 ist d1(Y ) ∈ Z∗(X) wie folgt gegeben:
d1(Y ) =
(
(id× ξ˜−1)(Y ))(0)− ((id× ξ˜−1)(Y ))(1) = Y ′(0)− Y ′(∞).
Man überlegt sich, dass d1(Y ) nur dann verschieden von Null ist, wenn Y ′ ⊂ X × P1k\{1}
unter der Projektion dominant auf P1k abgebildet wird. Bezeichnet Y den Abschluss von Y ′
in X × P1k, so hat man:
d1(Y ) = Y (0)− Y (∞).
Mit der alternativen Definition von rationaler Äquivalenz in 1.5 folgt d1(Y ) ∈ Z∗rat(X).
Zu Z∗rat(X) ⊂ im(d1):
Sei T ⊂ X eine abgeschlossene Untervarietät und f ∈ K(T )∗\{0, 1} eine rationale Funktion
auf T . Mit der Konvention aus 1.5 setze man
V˜f := (id× ξ)
(
Vf ∩X × (P1k\{1})
)
.
Dann überzeugt man sich, dass V˜f in z∗(X, 1) liegt. Weiterhin gilt:
d1
(
V˜f
)
= Vf (0)− Vf (∞) = div(f).
Damit ist die Behauptung gezeigt. 2
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2.11 Satz (von Bloch)
Sei X eine glatte, quasi-projektive Varietät über k. Dann existiert ein kanonischer Isomor-
phismus wie folgt:
ιX : CH1(X, 1)→ Gm,X(X).
Beweis:
Siehe [Bl2] §6. 2
In Lemma 2.15 wird der Morphismus ιX für X = Spec(k) explizit angegeben. Dazu werden
vorbereitend folgende Überlegungen angestellt: Bezeichne ∂4mk das reduzierte, abgeschlosse-
ne Unterschema, das aus allen (m−1)-Seiten von4mk besteht, Jm die zugehörige Idealgarbe
und ρ : ∂4mk →4mk die kanonische Abbildung. Damit definiere man:
(1 + Jm)∗ := ker
(O∗4mk → ρ∗O∗∂4mk ).
Bloch erhält den Morphismus ιX durch Komposition der im Weiteren noch näher beschrie-
benen Abbildungen ΦmX und ψX wie folgt:
ιX : CH1(X, 1)
Φ1X→ H1(X ×41k, (1 +OX ⊗ J1)∗) ψX→ Γ(X,Gm,X).
Um ιK konkret zu beschreiben, werden nun im Fall X = Spec(k) die Abbildungen Φmk und
ψk getrennt betrachtet.
2.12 Bemerkung (Die Konstruktion von Φmk )
Es wird im Folgenden die Blochsche Konstruktion der Abbildung Φmk wiederholt: Zunächst
betrachte man den Ring O4mk ,T := lim−→ Γ(U,O4mk ) als den direkten Limes über alle offenen
Mengen U ⊂ 4mk , die das Unterschema ∂4mk enthalten. Für diesen Ring gilt dabei: Nach 2.1
ist 4mk affin. Man schreibe also 4mk = Spec(R) für einen geeigneten Ring R. Sind P1, ...,Pr
die Primideale von R, die mit den irreduziblen Komponenten von ∂4mk korrespondieren, so
überlegt man sich leicht, dass S := R\(P1∪ ....∪Pr) multiplikativ ist und O4mk ,T = R[S−1]
gilt. Man beachte bei Letzterem, dass für alle U ⊂ 4mk offen mit ∂4mk ⊂ U die kanonische
Abbildung iU : Γ(U,O4mk )→ R[S−1] injektiv ist. Weiterhin findet man für jedes a ∈ R[S−1]
ein U mit ∂4mk ⊂ U ⊂ 4mk , so dass a in im(iU ) liegt.
Es bezeichne j : Spec(O4mk ,T )→4mk die durch R→ R[S−1] induzierte Abbildung und man
schreibe O4mk ,T für die Strukturgarbe von Spec(O4mk ,T ). Damit setze man
(1 + Jm ⊗ j∗O4mk ,T )∗ := ker
(
(j∗O4mk ,T )∗ → ρ∗O∗∂4mk ⊗
(
j∗O4mk ,T
)∗)
.
Weiterhin überlegt man sich, dass die kanonischen Abbildungen
O∗4mk → (j∗O4mk ,T )
∗ und ρ∗O∗∂4mk → ρ∗O
∗
∂4mk ⊗ (j∗O4mk ,T )
∗
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injektive Garbenmorphismen sind. Also kommutiert folgendes Diagramm exakter Sequen-
zen, wenn C, D und E die entsprechenden Quotienten bezeichnen:
0 0 0
↓ ↓ ↓
0 → (1 + Jm)∗ → j∗(1 + Jm ⊗ j∗O4mk ,T )∗ → C → 0
↓ ↓ ↓
0 → O∗4mk → (j∗O4mk ,T )
∗ → D → 0
↓ ↓ ↓
0 → ρ∗O∗∂4mk → ρ∗O
∗
∂4mk ⊗ (j∗O4mk ,T )
∗ → E → 0
↓ ↓ ↓
0 0 0.
Offenbar ist j∗O4mk ,T ⊂ K4mk eine Untergarbe der Garbe der rationalen Funktionen auf4mk , womit wegen C ⊂ D = (j∗O4mk ,T )∗/O∗4mk die Garben C und D Untergarben der Gar-
be der Cartierdivisoren K∗4mk /O
∗
4mk auf 4
m
k sind. Nun liefert die Randabbildung aus der
entsprechenden, langen, exakten Sequenz einen kanonischen Morphismus
δ : Γ(4mk , C)→ H1
(4mk , (1 + Jm)∗).
Setzt man
Z′z1(k,m) := {Z ∈ z1(k,m)| ∂mi Z = 0, i=0, ...,m− 1} und
Zz1(k,m) := {Z ∈ Z′z1(k,m)| ∂mmZ = 0},
dann hat man gemäß Bloch eine exakte Sequenz wie folgt:
Z′z1(k,m+ 1)
∂m+1m+1−→ Zz1(k,m)→ CH1(k,m)→ 0.
Weiterhin überlegt man sich, dass Zz1(k,m) und Γ(4mk , C) über die Abbildung, die einem
Z ∈ Zz1(k,m) ⊂ Z1(4mK) den entsprechenden Cartierdivisor zuordnet isomorph sind. Ist
β : Zz1(k,m)
∼=→ Γ(4mk , C) δ→ H1
(4mk , (1 + Jm)∗)
die entsprechende Komposition, so zeigt Bloch, dass
Z′z1(k,m+ 1)
∂m+1m+1−→ Zz1(k,m) β→ H1(4mk , (1 + Jm)∗)
die Nullabbildung ist. Damit erhält man über das Diagramm
Z′z1(k,m+ 1)
∂m+1m+1−→ Zz1(k,m) → CH1(k,m) → 0
0↘ βy
H1
(4mk , (1 + Jm)∗)
die folgende, kanonische Abbildung aus [Bl2] §6:
Φmk : CH
1(k,m)→ H1(4mk , (1 + Jm)∗).
Mit dieser Konstruktion ist klar, dass man Φmk kennt, sobald man β resp. δ verstanden hat.
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2.13 Proposition
Man identifiziere 41k über ξ˜ (2.9) mit A1k und setze J˜1 := ξ˜∗J1. Weiterhin schreibe man
Hˇ1(., .) für die Kohomologiegruppen zum alternierenden Čechkomplex und fixiere die offene
Überdeckung U :=
{
D(z), D(1 − z)} des A1k = Spec(k[z]). Man betrachte die beiden Un-
tergruppen
{
zn(1− z)m | m,n ∈ Z} ⊂ {czn(1− z)m | c ∈ k∗,m, n ∈ Z} von (k(z), ·). Dann
gilt:
H1
(
A1k, (1 + J˜1)∗
)
= Hˇ1
(
U, (1 + J˜1)∗
)
=
{
czn(1− z)m | c ∈ k∗,m, n ∈ Z}/{zn(1− z)m | m,n ∈ Z}.
Beweis:
Unter 41k = ξ˜(A1k) entspricht ∂41k dem affinen Schema Y := Spec
(
k[z]/(z − z2)) und für
(1 + J˜1)∗ gilt über der standardoffenen Menge D(f) ⊂ A1k mit f ∈ k[z]:
Γ
(
D(f), (1 + J˜1)∗
)
=
(
1 + (z − z2)k[z]f
)∗
.
Bezeichnet ρ : Y = Spec(k)
∐
Spec(k) → A1k die Inklusion, so hat man offenbar nach Defi-
nition von (1 + J˜1)∗ eine exakte Sequenz der Form
1→ (1 + J˜1)∗ → O∗A1k
ς→ ρ∗O∗Y → 1.(2.1)
Um die Schnitte Γ
(
D(f), (1 + J˜1)∗
)
explizit zu berechnen, betrachte man O∗A1k und ρ∗O
∗
Y .
Da die beiden Punkte von Y mit (z) und (z − 1) korrespondieren, hat man für f ∈ k[z]:
Γ
(
D(f), ρ∗O∗Y
)
=

k∗ × k∗ für (z), (z − 1) ∈ D(f)
k∗ für
(
(z) ∈ D(f) ∧ (z − 1) /∈ D(f))(
(z) /∈ D(f) ∧ (z − 1) ∈ D(f)) oder
1 für (z), (z − 1) /∈ D(f)
.
Nun gilt Γ
(
D(z),O∗A1k
)
= {czn|n ∈ Z, c ∈ k∗} und man sieht, dass für die Abbildung ς aus
der Sequenz (2.1) mit c ∈ k∗ und n ∈ Z gilt: ς(czn) = c ∈ Γ(D(z), ρ∗O∗Y ) = k∗. Damit folgt
Γ
(
D(z), (1 + J˜1)∗
)
= {zn| n ∈ Z}.
Analog erhält man Γ
(
D(1− z), (1 + J˜1)∗
)
= {(1− z)m| m ∈ Z}. Da
Γ
(
D(z2 − z),O∗A1k
)
= {czn(z − 1)m | n,m ∈ Z, c ∈ k∗} und Γ(D(z2 − z), ρ∗O∗Y ) = {1}
ist, gilt weiterhin Γ
(
D(z − z2), (1 + J˜1)∗
)
= {czn(1− z)m | c ∈ k∗, m, n ∈ Z}.
Man bezeichne mit Ci(U, .) die i-ten Koketten und mit Zi(U, .) die i-ten Kozykel zur Über-
deckung U. Mit den Ausführungen von oben macht man sich leicht klar, dass der Funktor
Γ(U, .) die Exaktheit von (2.1) erhält, wenn für U ⊂ A1k offen (z) /∈ U oder (1− z) /∈ U gilt.
Für solch ein U hat man aber:
H1
(
U, (1 + J˜1)∗
)
↪→ H1(U, O∗A1k) = Pic(U) = {0}.
Mit [Ha] III Ex 4.11 gilt dann bereits
H1
(
A1k,
(
1 + J˜1)∗
)
= Hˇ1
(
U, (1 + J˜1)∗
)
.
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Schließlich sind die 0- und 1-Koketten von der Form
C0
(
U, (1 + J˜1)∗
)
=
{
zn
∣∣ n ∈ Z}× {(1− z)m ∣∣ m ∈ Z} bzw.
C1
(
U, (1 + J˜1)∗
)
=
{
czn(1− z)m ∣∣ c ∈ k∗, m, n ∈ Z}.
Bezeichnet δ0 : C0(U, .)→ C1(U, .); (a, b) 7→ ab die Korandabbildung, so gilt wegen |U| = 2
Hˇ1
(
U, (1 + J˜1)∗
)
= C1
(
U, (1 + J˜1)∗
)/
δ0
(
C0
(
U, (1 + J˜1)∗
))
und es folgt die Behauptung. 2
2.14 Bemerkung
Nach [Bl2] 6.3 sind H1
(
A1k,
(
1 + J˜1)∗
)
und k∗ isomorph. Offenbar ist nach 2.13 die nach-
folgende, kanonische Abbildung ein Isomorphismus über den H1
(
A1k,
(
1 + J˜1)∗
)
und k∗ im
Weiteren identifiziert werden sollen:
ψ−1k := α : k
∗ → H1(A1k, (1 + J˜1)∗); a 7→ a.
2.15 Lemma
Man identifiziere erneut 41k über ξ˜ mit A1k. Sei P ∈ |A1k|\{0, 1} ein abgeschlossener Punkt,
p(x) ∈ k[x] das zu P korrespondierende, irreduzible, normierte Polynom und a ∈ κ(P ) eine
Nullstelle von p(x). Bezeichnet Nκ(P )/k : κ(P )∗ → k∗ die Norm, dann ist der Isomorphismus
ιk : CH1(k, 1)→ k∗ aus 2.11 nach linearem Fortsetzen gegeben durch
ιk
(
ξ˜(P )
)
= Nκ(P )/k
(
a
a−1
)
.
Beweis:
Es werden die Bezeichnungen von zuvor verwendet. Nach 2.12 genügt es, für die Berechnung
von Φ1k resp. ιk die Randabbildung δ : Γ
(
A1k, ξ˜∗C
)→ Hˇ1(U, (1 + J˜1)∗) zu verstehen.
1) Allgemeines zur Randabbildung δ:
Man betrachte für die Randabbildung δ folgendes Diagramm:
ker(ϑξ˜∗C)
↓
1 → C0(U, (1 + J˜1)∗) → C0(U, (1 + J˜1 ⊗ j∗OA1k,T )∗) → C0(U, ξ˜∗C) → 0
↓ ↓ ϑ ↓ ϑξ˜∗C
1 → Z1(U, (1 + J˜1)∗) → Z1(U, (1 + J˜1 ⊗ j∗OA1k,T )∗) → Z1(U, ξ˜∗C) → 0
↓
Hˇ1
(
U, (1 + J˜1)∗
)
.
(2.2)
Offenbar ist ker(ϑξ˜∗C) = Γ(A
1
k, ξ˜
∗C). Nach 2.12 gilt weiterhin Γ(A1k, ξ˜∗C) = ξ˜∗Zz1(k, 1) und
schließlich hat man wegen z1(k, 0) = 0 definitionsgemäß noch Zz1(k, 1) = z1(k, 1). Wie in
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2.13 bemerkt, gilt wegen |U| = 2, dass Z1(U, .) = C1(U, .) ist. Damit erhält man mit der
Beschreibung der Schnitte von (1 + J˜1)∗ und O41k,T folgende Gleichungen:
C0
(
U, (1 + J˜1 ⊗ j∗OA1k,T )
∗) = (1 + (z2 − z)k[z](z−1))∗ × (1 + (z2 − z)k[z](z))∗
Z1
(
U, (1 + J˜1 ⊗ j∗OA1k,T )
∗)=C1(U, (1 + J˜1 ⊗ j∗OA1k,T )∗)=(1 + (z2 − z)k(z))∗=k(z)∗.
2) Explizite Berechnung von ιk
(
ξ˜(P )
)
für P ∈ A1k(k)\{0, 1}:
Sei P ∈ A1k(k)\{0, 1} ein Punkt und (z − a) ⊂ k[z] mit a ∈ k\{0, 1} das zu P korres-
pondierende, maximale Ideal von k[z]. Zu ξ˜(P ) ∈ z1(k, 1) betrachte man den Cartierdivisor
(A1k, z − a) ∈ Γ(A1k, ξ˜∗C) bzw. dessen Bild
α :=
(
(D(z), z − a), (D(z − 1), z − a)) ∈ C0(U, ξ˜∗C).
Um ein Urbild von α unter
τ = τ1 × τ2 : C0
(
U, (1 + J˜1 ⊗ j∗OA1k,T )
∗)→ C0(U, ξ˜∗C)
zu erhalten, sind n,m ∈ Z und c, c′ ∈ k zu finden, so dass
c(z − a)zn ∈ (1 + (z2 − z)k[z](z−1))∗ bzw. c′(z − a)(z − 1)m ∈ (1 + (z2 − z)k[z](z))∗
gilt. Man betrachte hierzu
z−a
(1−a)z = 1 +
(z2−z)a
(1−a)z2 und
(1−a)z
z−a = 1 +
(z2−z)a
z(z−a)
mit τ1
(
z−a
(1−a)z
)
=
(
D(z), z − a).
Entsprechend hat man auf D(z − 1) die zueinander inversen Elemente
z−a
a(z−1) = 1 +
(z2−z)(1−a)
(z−1)2a und
a(z−1)
z−a = 1 +
(z2−z)(a−1)
(z−1)(z−a)
mit τ2
(
z−a
a(z−1)
)
=
(
D(z − 1), z − a).
Also gilt
τ
(
z−a
(1−a)z ,
z−a
a(z−1)
)
= α.
Bildet man nun das Paar
(
z−a
(1−a)z ,
z−a
a(z−1)
)
mit der Abbildung
ϑ : C0
(
U, (1 + J˜1 ⊗ j∗OA1k,T )
∗)→ C1(U, (1 + J˜1 ⊗ j∗OA1k,T )∗)
aus dem Diagramm (2.2) ab, so erhält man gemäß dem Schlangenlemma
ϑ
((
z−a
(1−a)z ,
z−a
a(z−1)
))
= a(x−1)(1−a)x ∈ C1
(
U, (1 + J˜1)∗
) ⊂ C1(U, (1 + J˜1 ⊗OA1k,T )∗).
Schließlich gilt noch
ψk
(
−a
1−a · 1−zz
)
= −a1−a ∈ k∗
und man erhält für den hier in 2) fixierten Punkt P ∈ A1k(k)\{0, 1}:
ιk
(
ξ˜(P )
)
= −a1−a .
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3) Der Fall P ∈ A1k(L)\{0, 1} mit einer endlichen Körpererweiterung L/k:
Zunächst betrachte man Z =
∑n
i=1 ri · ξ˜(Pi) ∈ z1(k, 1) mit P1, ..., Pn ∈ A1k(k)\{0, 1}. Ent-
spricht Z dem Cartierdivisor
(
A1k,
∏n
i=1(z − ai)ri
)
mit ai ∈ k für i = 1, ..., n, so erhält man
analog zu den Berechnungen in 2), dass(∏n
i=1
(
z−ai
(1−ai)z
)ri ,∏ni=1 ( z−aiai(z−1))ri) ∈ C0(U, (1 + J˜1 ⊗ j∗OA1k,T )∗)
ein Urbild von
(
(D(z),
∏n
i=1(z − ai)ri), (D(z − 1),
∏n
i=1(z − ai)ri)
)
ist. Damit folgt entspre-
chend zu vorhin:
ιk(Z) =
∏n
i=1
( −ai
1−ai
)ri .
Sei nun L/k eine endliche Körpererweiterung und sei P ein L-rationaler Punkt von A1k.
Offenbar kann man nach Übergang zur normalen Hülle ohne Einschränkung annehmen,
dass L/k normal ist. Bezeichne p(z) =
∏n
i=1(z − ai) ∈ k[z] das irreduzible Polynom, das
mit P korrespondiert (also a1, ..., an ∈ L). Ist L/k zusätzlich separabel, also galoissch mit
Galoisgruppe G, so gilt ∏
σ∈G
z−σ(a)
(1−σ(a))z =
p(z)
p(1)z ∈ k(z) bzw.∏
σ∈G
z−σ(a)
σ(a)(z−1) =
p(z)
p(0)(z−1) ∈ k(z).
Damit ist mit der Vorüberlegung (
p(z)
p(1)z ,
p(z)
p(0)(z−1)
)
ein Urbild von
((
D(z), p(z)
)
,
(
D(z − 1), p(z))) und man erhält wie zuvor
ιk
(
ξ˜(P )
)
= p(0)p(1) =
∏n
i=1
−ai
1−ai = NL/k
(
−a1
1−a1
)
.
Im rein inseparablen Fall gilt a1 = ... = an =: a und analog zu vorhin hat man(
p(z)
p(1)z ,
p(z)
p(0)(z−1)
)
als Urbild von
((
D(z), p(z)
)
,
(
D(z − 1), p(z))). Da nach [Bo] 4.7 Satz 4 die Norm im rein
inseparablen Fall dem Potenzieren mit dem Grad der Körpererweiterung entspricht und
p(z) = (z − a)n gilt, erhält man
ιk
(
ξ˜(P )
)
= p(0)p(1) =
(−a)n
(1−a)n = NL/k
(
−a
1−a
)
.
Da sich jede normale algebraische Erweiterung in eine separable und eine rein insepara-
ble Teilerweiterung zerlegen lässt ([Bo] 3.7 Satz 5), folgt mit den beiden voranstehenden
Spezialfällen die Behauptung. 2
Wie das folgende Korollar zeigen wird, ist für die Aussage von 2.15 die Normierung ξ aus
2.9 besser geeignet als die Normierung ξ˜. Weiterhin beachte man folgendes:
i) Jeder abgeschlossene Punkt R ∈ |41k| ⊂ |A2k| ist von der Form R = (P, 1 − P ) mit
P := ξ˜(R).
ii) Die Involution ψ aus 2.9 ist gegeben durch den Ringautomorphismus
Ψ: k[z1, z2]→ k[z1, z2] mit p(z1, z2) 7→ p(z1, z1 − z2).
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2.16 Korollar
Korrespondiert ein Punkt P ∈ |A1k|\{0, 1} mit dem Polynom p(z1) ∈ k[z1], so erhält man das
Polynom q(z1) ∈ k[z1], das mit dem Punkt Q := ψ(P ) ∈ |A1k|\{0, 1} korrespondiert offenbar
wie folgt: Man homogenisiere p(z1) mit der Variablen z2 zu p(z1, z2), wende den Morphismus
Ψ aus Punkt ii) der Vorbemerkung auf p(z1, z2) an und dehomogenisiere Ψ
(
p(z1, z2)
)
, indem
man z2 = 1 setzt. Da ψ ein Automorphismus des P1k ist, der a auf
a
a−1 schickt, gilt offenbar
κ(P ) = κ(Q). Ist q(z1) = zn1 + ...+ (−1)na0 und a ∈ κ(P ) eine Nullstelle von q(z1), so gilt:
ιk
(
ξ(Q)
)
= ιk
(
(P, 1− P )) = Nκ(P )/k(a) = a0.
Beweis:
Dies rechnet man mit 2.15 und der Vorbemerkung unmittelbar nach. 2
Kapitel 3
Grundlegendes zu Bierweiterungen
Sei S ein Schema. In diesem Abschnitt wird zunächst der Begriff eines Gm,S-Torseurs wieder-
holt. Bei [SGA 7] VII findet man eine sehr allgemeine Definition einer Bierweiterung. In die-
sem Kapitel wird, angelehnt an [SGA 7], der Begriff einer Gm,S-Bierweiterung von A×B mit
A und B Zariski-Garben abelscher Gruppen wiederholt. In Analogie zur Beschreibung von
Geradenbündeln durch klassische Kozykeldaten werden weiterhin auch Bierweiterungen über
Kozykeldaten charakterisiert. Am Ende dieses Kapitels wird für eine Gm,S-Bierweiterung B
von A×B und für zwei Homomorphismen abelscher Garben φ : F → A und ψ : G → B der
Pullback (φ× ψ)∗B von B entlang φ× ψ definiert.
3.1 Bemerkung
Seien L,L′ Zariski-Garben (von Mengen oder Gruppen) über einem Schema S. Die durch
(L×L′)(U) := L(U)×L′(U) für U ⊂ S offen definierte, mit den kanonischen Restriktions-
abbildungen versehene Prägarbe ist bereits eine Garbe, die mit L × L′ bezeichnet wird.
3.2 Definition (Gm,S-Torseur)
Sei T eine Garbe von Mengen über einem Schema S, pi : Gm,S×T→ T eine Gm,S-Operation
auf T und p2 : Gm,S×T→ T die Projektion. Man bezeichne T als Gm,S-Torseur über S, falls
es eine offene Überdeckung {Ui}i∈I von S gibt, so dass für alle i ∈ I die von pi induzierte
Abbildung
(pi|Ui , p2|Ui) : Gm,Ui × T|Ui → T|Ui × T|Ui
ein Isomorphismus von Garben über Ui ist. Einen Schnitt von T über solch einer offenen
Teilmenge Ui von S nenne man Rahmen oder Trivialisierung von T über Ui. Ist T′ ein
weiterer Gm,S-Torseur, so bezeichne man einen Garbenmorphismus f : T→ T′ als Torseur-
morphismus, wenn f mit den Gm,S-Operationen auf beiden Seiten in der offensichtlichen
Weise verträglich ist. Man schreibe (Gm,S − Tor/S) für die Kategorie, deren Objekte die
Gm,S-Torseure über S und deren Morphismen die Morphismen von Gm,S-Torseuren sind.
3.3 Bemerkung
Offenbar ist jeder Morphismus von Gm,S-Torseuren bereits ein Isomorphismus.
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3.4 Definition (Produkt von Gm,S-Torseuren)
Seien T und T′ zwei Gm,S-Torseure über S. Für U ⊂ S offen ist die Operation
Gm,S(U)×
(
T(U)× T′(U))→ T(U)× T′(U); (g, (t, t′)) 7→ (g(t), g−1(t′))
von Gm,S(U) auf T(U)× T′(U) frei. Damit definiere man(
T×Gm,S T′)(U) := Gm,S(U)∖(T(U)× T′(U))
als den Raum der Bahnen. Dann ist
T×Gm,S T′
ein Gm,S-Torseur, der als das (kontrahierte) Produkt von T und T′ bezeichnet wird.
Im Folgenden sei S ein Schema und A sowie B Zariski-Garben abelscher Gruppen über S.
3.5 Definition (Gm,S-Bierweiterung von A× B)
Eine kommutative Gm,S-Bierweiterung B von A × B über S ist eine (Zariski-)Garbe von
Mengen B zusammen mit einem surjektiven Garbenmorphismus p : B→ A×B, so dass die
folgenden drei Punkte gelten:
1) Man hat eine Gm,S-Operation pi auf B derart, dass wenn man A×B mit der trivialen
Gm,S-Operation versieht, p : B→ A×B ein Gm,S-äquivarianter Morphismus ist.
2) Sei U ⊂ S offen und a ∈ Γ(U, A) bzw. b ∈ Γ(U, B) jeweils ein Schnitt. Dann definiere
man eine Garbe BUa,b über U durch
BUa,b(U ′) := {w ∈ B(U ′)
∣∣ p(w) = (a|U ′ , b|U ′)}
für U ′ ⊂ U offen. Mit 1) induziert pi eine Gm,U -Operation auf BUa,b. Vermöge dieser
Operation ist BUa,b ein Gm,U -Torseur. Bezeichnet 0 jeweils das neutrale Element der
Gruppe Γ
(
S, A) bzw. Γ(S, B), so ist darüberhinaus BS0,0 ein trivialer Gm,S-Torseur.
3) Schließlich gibt es für alle offenen Teilmengen U ⊂ S und alle Schnitte a, a′ ∈ Γ(U, A)
sowie b, b′ ∈ Γ(U, B) Morphismen von Gm,S-Torseuren (die so genannten Gruppenge-
setze)
+1a,a′,b : B
U
a,b ×Gm,S BUa′,b → BUa+a′,b und +2a,b,b′ : BUa,b ×Gm,S BUa,b′ → BUa,b+b′ ,
so dass folgende Punkte erfüllt sind:
i) Assoziativität der Gruppengesetze:
Für alle a, a1, a2, a3 ∈ Γ
(
U, A) und alle b, b1, b2, b3 ∈ Γ(U, B) gilt
+1a1+a2,a3,b ◦ (+1a1,a2,b × id) = +1a1,a2+a3,b ◦ (id×+1a2,a3,b)
und
+2a,b1+b2,b3 ◦ (+2a,b1,b2 × id) = (id×+2a,b1,b2+b3) ◦+2a,b2,b3 .
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ii) Kommutativität der Gruppengesetze:
Bezeichnet v12 jeweils das Vertauschen der beiden Faktoren in einem Produkt, so gilt
+1a,a′,b = +
1
a′,a,b ◦ v12 : BUa,b ×Gm,S BUa′,b → BUa+a′,b
und
+2a,b,b′ = +
2
a,b′,b ◦ v12 : BUa,b ×Gm,S BUa,b′ → BUa,b+b′ .
iii) Verträglichkeit mit Restriktion:
Ist V ⊂ U eine offene Teilmenge, so gilt
+1a,a′,b|V = +1a|V ,a′|V ,b|V und +2a,b,b′ |V = +2a|V ,b|V ,b′|V .
iv) Verträglichkeit der Gruppengesetze untereinander:
Es bezeichne v23 die Abbildung
v23 : BUa,b×Gm,S BUa,b′ ×Gm,S BUa′,b×Gm,S BUa′,b′ → BUa,b×Gm,S BUa′,b×Gm,S BUa,b′ ×Gm,S BUa′,b′ ,
die den zweiten und dritten Faktor vertauscht. Dann sind die beiden Abbildungen
+1a,a′,b+b′ ◦
(
+2a,b,b′ ×+2a′,b,b′
)
und +2a+a′,b,b′ ◦
(
+1a,a′,b ×+1a,a′,b′
) ◦ v23
von BUa,b ×Gm,S BUa,b′ ×Gm,S BUa′,b ×Gm,S BUa′,b′ nach BUa+a′,b+b′ gleich.
3.6 Definition (Isomorphismen von Gm,S-Bierweiterungen)
Seien B und B˜ zwei Gm,S-Bierweiterungen von A×B. Ein Isomorphismus von Garben (von
Mengen) f : B→ B˜ ist ein Isomorphismus von Gm,S-Bierweiterungen, falls Folgendes gilt:
1) Isomorphismus auf den Torseuren: Der Garbenisomorphismus f ist Gm,S-äquivariant.
D. h. für alle U ⊂ S offen und alle a ∈ Γ(U, A), b ∈ Γ(U, B) bildet die Einschränkung
von f auf BUa,b einen Isomorphismus von Gm,U -Torseuren der folgenden Art:
fUa,b : BUa,b → B˜Ua,b.
2) Verträglichkeit mit den Gruppengesetzen: Man bezeichne mit +1.,.,. und +2.,.,. die Grup-
pengesetze von B sowie mit +˜1.,.,. und +˜
2
.,.,. die von B˜. Ist U ⊂ S offen und sind
a, a′ ∈ Γ(U, A), b, b′ ∈ Γ(U, B), so gilt
+˜1a,a′,b ◦ (fUa,b × fUa′,b) = fUa+a′,b ◦+1a,a′,b
und
+˜2a,b,b′ ◦ (fUa,b × fUa,b′) = fUa,b+b′ ◦+2a,b,b′ .
Für den Spezialfall von k∗-Bierweiterungen werden bei [Mu] Bierweiterungen durch geeigne-
te Kozykeldaten charakterisiert. Im Folgenden wird diese Beschreibung von Bierweiterungen
auf die Situation einer Gm,S-Bierweiterung verallgemeinert. Dabei wird die Konvention be-
nutzt: Ist I eine Indexmenge und sind Ui, Uj ⊂ S für i, j ∈ I offene Teilmengen von S, so
schreibe man im Folgenden stets Uij für Ui ∩ Uj . Analoges gelte ebenfalls für den Schnitt
von mehr offenen Mengen. Auch werden offensichtliche Einschränkungen nicht mitnotiert.
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3.7 Definition (Kozykeldaten über A× B)
Ein Satz von Gm,S-Kozykeldaten über A × B ist ein Tupel (I,U, ϕ.,., λ.,.· , ρ.,.· ), bestehend
aus einer Indexmenge I, einer zulässigen Überdeckung U, Übergangsabbildungen ϕ.,. sowie
Verknüpfungsvorschriften λ.,.· und ρ
.,.
· , wobei diese Daten wie folgt definiert sind:
1) Die Indexmenge I und die zulässige Überdeckung U:
Man fixiere eine Indexmenge I und eine Familie von Tripeln U :=
(
(Vi, ai, bi)
)
i∈I mit
∅ 6= Vi ⊂ S offen sowie Schnitten ai ∈ Γ
(
Vi, A
)
bzw. bi ∈ Γ
(
Vi, B
)
, für die gilt:
i) (Überdeckungseigenschaft)
Sei U ⊂ S offen und (a, b) ∈ Γ(U, A× B) ein Schnitt von A× B über U . Dann
existiert eine Teilmenge J ⊂ I, so dass (Vj ∩ U)j∈J die Menge U überdeckt und
aj |Vj∩U = a|Vj∩U sowie bj |Vj∩U = b|Vj∩U für alle j ∈ J gilt.
ii) (Durchschnittsstabilität)
Seien (Vi, ai, bi), (Vj , aj , bj) ∈ U. Ist weiterhin V ′ ⊂ Vij eine offene Teilmenge, auf
der ai|V ′ = aj |V ′ gilt. Dann existieren (Vk, ak, bk), (Vl, al, bl) ∈ U mit Vk = Vl und
V ′ ⊂ Vk ⊂ Vij sowie ai = aj = ak = al, bi = bk und bj = bl auf Vk.
Gilt bi|V ′ = bj |V ′ , dann existieren (Vs, as, bs), (Vt, at, bt) ∈ U mit Vs = Vt und
V ′ ⊂ Vs ⊂ Vij sowie bi = bj = bs = bt, ai = as und aj = at auf Vs.
iii) (Trivialität bei (0, 0))
Sei (0, 0) das neutrale Element der Gruppe Γ
(
S, A× B), dann gilt (S, 0, 0) ∈ U.
iv) (Reichhaltigkeit der Überdeckung)
Seien (Vi, ai, bi), (Vj , aj , bj) ∈ U mit bi|Vij = bj |Vij bzw. ai|Vij = aj |Vij , so liegt
auch (Vij , ai + aj , bi) bzw. (Vij , ai, bi + bj) in U.
2) Die Übergangsabbildungen ϕ.,.:
Ein Indexpaar (i, j) ∈ I2 heißt ϕ-zulässig, falls für (Vi, ai, bi), (Vj , aj , bj) ∈ U auf Vij
die Gleichungen ai = aj und bi = bj gelten. Für jedes ϕ-zulässige Indexpaar (i, j)
fixiere man jeweils einen Schnitt ϕi,j ∈ Γ
(
Vij , Gm,S
)
, so dass die folgenden klassischen
Kozykelbedingungen gelten:
i) Für jedes i ∈ I hat man:
ϕi,i = 1.
ii) Für i, j ∈ I so, dass (i, j) (und damit auch (j, i)) ϕ-zulässig ist, gilt:
ϕi,j =
(
ϕj,i
)−1
.
iii) Für i, j, k ∈ I so, dass (i, j), (i, k) und (j, k) ϕ-zulässig sind, gilt auf Vijk:
ϕi,k = ϕi,j · ϕj,k.
3) Die Verknüpfungsvorschriften λ.,.· und ρ
.,.
· :
Ein Tripel von Indizes (i, j, k) ∈ I3 mit (Vi, ai, bi), (Vj , aj , bj) und (Vk, ak, bk) ∈ U heißt
λ-zulässig, wenn Vij = Vk sowie ai+aj = ak und bi = bj = bk auf Vk gilt. Entsprechend
nenne man ein Indextripel (r, s, t) ∈ I3 mit (Vr, ar, br), (Vs, as, bs) und (Vt, at, bt) ∈ U
ρ-zulässig, wenn Vrs = Vt sowie ar = as = at und br + bs = bt auf Vt gilt. Man fixiere
für jedes λ-zulässige Indextripel (i, j, k) einen Schnitt λi,jk ∈ Γ
(
Vk, Gm,S
)
und für jedes
ρ-zulässige Indextripel (r, s, t) einen Schnitt ρr,st ∈ Γ
(
Vt, Gm,S
)
, so dass die folgenden
Punkte erfüllt sind:
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i) (Assoziativität von λ.,.· und ρ
.,.
· )
Sind i, j, k, l,m, n ∈ I so, dass es sich bei (i, j, l), (l, k, n), (j, k,m) und (i,m, n)
um λ-zulässige Tripel handelt, dann gilt auf Vn:
λl,kn · λi,jl = λi,mn · λj,km .
Sind i, j, k, l,m, n ∈ I so, dass es sich bei (i, j, l), (l, k, n), (j, k,m) und (i,m, n)
um ρ-zulässige Tripel handelt, dann gilt auf Vn:
ρl,kn · ρi,jl = ρi,mn · ρj,km .
ii) (Kommutativität von λ.,.· und ρ
.,.
· )
Ist (i, j, k) mit i, j, k ∈ I (und damit auch (j, i, k)) ein λ-zulässiges Tripel, so gilt:
λi,jk = λ
j,i
k .
Ist (i, j, k) mit i, j, k ∈ I (und damit auch (j, i, k)) ein ρ-zulässiges Tripel, so gilt:
ρi,jk = ρ
j,i
k .
iii) (Verträglichkeit von λ.,.· und ρ
.,.
· mit den Übergangsabbildungen)
Seien i, j, k, r, s, t ∈ I so, dass es sich bei (i, j, k) und (r, s, t) um λ-zulässige Tripel
und bei (i, r), (j, s) und (k, t) um ϕ-zulässige Paare handelt. Dann gilt auf Vkt:
ϕt,k · λr,st = λi,jk · ϕr,i · ϕs,j .
Seien i, j, k, r, s, t ∈ I so, dass es sich bei (i, j, k) und (r, s, t) um ρ-zulässige Tripel
und bei (i, r), (j, s) und (k, t) um ϕ-zulässige Paare handelt. Dann gilt auf Vkt:
ϕt,k · ρr,st = ρi,jk · ϕr,i · ϕs,j .
iv) (Verträglichkeit von λ.,.· und ρ
.,.
· untereinander)
Seien i, j, k, l,m, n, r, s, t ∈ I so, dass es sich bei (i, j, n), (k, l,m) und (r, s, t) um
λ-zulässige und bei (i, k, r), (j, l, s) und (n,m, t) um ρ-zulässige Tripel handelt.
Dann gilt auf Vt:
ρn,mt · λi,jn · λk,lm = λr,st · ρi,kr · ρj,ls .
3.8 Definition (Äquivalente Kozykeldaten)
Seien (I,U, ϕ.,., λ
.,.
· , ρ
.,.
· ) und (I˜ , U˜, ϕ˜.,., λ˜
.,.
· , ρ˜
.,.
· ) zwei Sätze von Kozykeldaten über A × B.
Man betrachte zu jedem (Vi, ai, bi) ∈ U mit i ∈ I und jedem (V˜j , a˜j , b˜j) ∈ U˜ mit j ∈ I˜
die Tripel (V ′, a′, b′) mit ∅ 6= V ′ ⊂ Vi ∩ V˜j sowie a′ = ai = a˜j und b′ = bi = b˜j auf V ′.
Weiter indiziere man all diese Tupel (V ′, a′, b′) mit einer Indexmenge I ′ durch. Dann heißen
die beiden Sätze von Kozykeldaten (I,U, ϕ.,., λ
.,.
· , ρ
.,.
· ) und (I˜ , U˜, ϕ˜.,., λ˜
.,.
· , ρ˜
.,.
· ) äquivalent, falls
man für alle Tupel (V ′r , a′r, b′r) mit r ∈ I ′ einen Schnitt Hr ∈ Γ
(
V ′r , Gm,S
)
fixieren kann, so
dass die folgenden Punkte gelten:
1) (Verträglichkeit von H· mit den Übergangsabbildungen)
Seien (i, j) ∈ I2 und (k, l) ∈ I˜2 zwei ϕ-zulässige Paare. Weiter sei ∅ 6= V ′ ⊂ Vi ∩ V˜k
eine offene Teilmenge, auf der ai = a˜k und bi = b˜k gilt, sowie ∅ 6= V ′′ ⊂ Vj ∩ V˜l eine
offene Teilmenge, auf der man aj = a˜l und bj = b˜l hat. Bezeichnet r ∈ I ′ den Index
zu (V ′, ai, bi) und s ∈ I ′ den zu (V ′′, al, bl), so gilt auf V ′ ∩ V ′′:
Hr · ϕi,j = ϕ˜k,l ·Hs.
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2) (Verträglichkeit von H· mit den Verknüpfungsvorschriften)
Seien (i, j, k) ∈ I3 und (r, s, t) ∈ I˜3 zwei Tripel. Sei ∅ 6= V ′ ⊂ Vi ∩ V˜r eine offene
Menge, auf der ai = a˜r und bi = b˜r gilt, ∅ 6= V ′′ ⊂ Vj ∩ V˜s eine offene Menge, auf
der aj = a˜s und bj = b˜s gilt, sowie ∅ 6= V ′′′ ⊂ Vk ∩ V˜t eine offene Menge, auf der
ak = a˜t und bk = b˜t gilt. Weiter bezeichne man mit l ∈ I ′ den Index von (V ′, ar, br),
mit m ∈ I ′ den von (V ′′, as, bs) und mit n ∈ I ′ den von (V ′′′, ak, bk).
Sind (i, j, k) und (r, s, t) zwei λ-zulässige Tripel, so gilt auf V ′ ∩ V ′′ ∩ V ′′′:
Hn · λi,jk = λ˜r,st ·Hl ·Hm.
Sind (i, j, k) und (r, s, t) zwei ρ-zulässige Tripel, so gilt auf V ′ ∩ V ′′ ∩ V ′′′:
Hn · ρi,jk = ρ˜r,st ·Hl ·Hm.
3.9 Satz
Man kann jedem Satz von Gm,S-Kozykeldaten überA×B kanonisch eineGm,S-Bierweiterung
von A×B zuordnen. Nach Übergang zu Äquivalenzklassen von Kozykeldaten bzw. Isomor-
phieklassen von Bierweiterungen induziert diese Zuordnung folgende kanonische Bijektion:{
Gm,S-Kozykeldaten
über A× B
}
{
äquivalente
Kozykeldaten
} −→
{
Gm,S-Bierweiterungen
von A× B
}
{
isomorphe
Bierweiterungen
}
·
Beweis:
Diese Aussage wird unmittelbar aus den nachfolgenden Lemmata folgen.
3.10 Lemma (Die kanonisch zu Kozykeldaten assoziierte Bierweiterung)
Sei (I,U, ϕ.,., λ
.,.
· , ρ
.,.
· ) ein Satz von Kozykeldaten über A× B.
i) Sei U ⊂ S offen und (a, b) ∈ Γ(U, A×B) ein Schnitt. Man bezeichne mit Ja,b ⊂ I die
Teilmenge der i ∈ I, für die man ai = a sowie bi = b auf Vi ∩ U hat. Dann bilden die
auf U eingeschränkten Daten (U, ϕ.,.) zur Indexmenge Ja,b klassische Kozykeldaten für
einen Gm,U -Torseur BUa,b (vgl. 3.7 1i)). Nach Konstruktion besitzt BUa,b über Vj ∩U für
(Vj , aj , bj) ∈ U und j ∈ Ja,b einen ausgezeichneten Rahmen rj . Ist (Vk, ak, bk) ∈ U mit
k ∈ Ja,b ein weiteres Tupel, so gilt also auf Vjk ∩ U :
rj = ϕj,k · rk.
ii) Man definiere B als die Garbe über S mit
B(U) :=
∐
(a,b)∈Γ(U,A×B)
BUa,b(U)
für U ⊂ S offen. Offenbar ist diese Definition wegen BUa,b|U ′ = BU
′
a,b für U
′ ⊂ U offen
wohldefiniert. Weiterhin induzieren die Gm,U -Torseure BUa,b eine Gm,S-Operation pi auf
B. Definiert man p : B → A× B durch p(BUa,b(U)) = (a, b), so ist dieser Morphismus
surjektiv und äquivariant (bezüglich pi und der trivialen Gm,S-Operation auf A× B).
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iii) Sei U ⊂ S offen und seien a, a′ ∈ Γ(U, A) bzw. b, b′ ∈ Γ(U, B) Schnitte. Offenbar in-
duzieren (U, ϕ.,., λ
.,.
· ) bzw. (U, ϕ.,., ρ
.,.
· ) wegen 3.7 3iii) im klassischen Sinne Morphismen
von Gm,U -Torseuren
+1a,a′,b : B
U
a,b ×Gm,U BUa′,b → BUa+a′,b und +2a,b,b′ : BUa,b ×Gm,U BUa,b′ → BUa,b+b′ .
D. h. sind (Vi, ai, bi), (Vj , aj , bj), (Vk, ak, bk) ∈ U so, dass (i, j, k) λ- resp. ρ-zulässig ist,
dann gilt auf Vk ∩ U
+1ai,aj ,bi
(
ri · rj
)
= λi,jk · rk bzw. +2ai,bi,bj
(
ri · rj
)
= ρi,jk · rk.
Mit diesen Definitionen ist B eine kanonisch zu den Kozykeldaten (U, ϕ.,., λ.,.· , ρ.,.· ) assoziierte
Gm,S-Bierweiterung von A× B.
Beweis:
Die wesentlichen Punkte sind bereits aus der klassischen Theorie der Kozykeldaten bekannt.
Einzig bleibt noch anhand der Definitionen 3.5 und 3.7 nachzuprüfen, ob B die Eigenschaften
einer Gm,S-Bierweiterung erfüllt. Dies ist aber dem Leser überlassen. 2
3.11 Lemma (Zu einer Bierweiterung assoziierte Sätze von Kozykeldaten)
Sei B eine Gm,S-Bierweiterung von A× B. Weiter bezeichne man im Folgenden mit U ⊂ S
eine offene Teilmenge und a, a′ ∈ Γ(U, A) bzw. b, b′ ∈ Γ(U, B) seien Schnitte von A bzw.
B über U . Dann gilt:
i) Trivialisieren die Gm,U -Torseure BUa,b und BUa′,b über V ⊂ U offen, so auch BUa+a′,b.
Trivialisieren entsprechend BUa,b und BUa,b′ über V , so auch B
U
a,b+b′ .
ii) Man definiere eine Indexmenge I wie folgt:
I :=
{
(U, a, b, V, t)
∣∣∣ U ⊂ S offen, a ∈ Γ(U, A), b ∈ Γ(V, B), ∅ 6= V ⊂ U offenund der Gm,U -Torseur BUa,b wird über V durch t trivialisiert
}
·
Damit setze man
U :=
{
(Vi, ai, bi) | i = (U, a, b, V, t) ∈ I, Vi = V, ai = a und bi = b
}
.
So definiert, handelt es sich bei U um eine zulässige Überdeckung.
iii) Für jedes i = (U, a, b, V, t) ∈ I setze man Ui := U sowie ti := t und bezeichne für alle
∅ 6= U ′ ⊂ Ui offen mit ti auch den durch ti induzierten Rahmen von BU ′ai,bi = B
Ui
ai,bi
|U ′
über V ∩ U ′. Ist (i, j) ∈ I2 ϕ-zulässig, so definiere man für (Vi, ai, bi), (Vj , aj , bj) ∈ U
Schnitte ϕi,j ∈ Γ
(
Vij , Gm,Uij
)
durch folgende Gleichung in Γ
(
Vij , B
Uij
ai,bi
)
ti = ϕi,j · tj .
Als klassische Übergangsabbildungen erfüllen die ϕ.,. damit die Punkte in 3.7 2).
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Ist (i, j, k) ∈ I3 λ-zulässig, so definiere man Schnitte λi,jk ∈ Γ
(
Vk, Gm,Uk
)
durch
+1ai,aj ,bi
(
ti, tj
)
= λi,jk · tk.
Ist (i, j, k) ∈ I3 ρ-zulässig, so definiere man Schnitte ρi,jk ∈ Γ
(
Vk, Gm,Uk
)
durch
+1ai,aj ,bi
(
ti, tj
)
= ρi,jk · tk.
Dann erfüllen die Schnitte λ.,.· und ρ
.,.
· die Eigenschaften von Verknüpfungsvorschriften
aus 3.7. Damit ist das Tupel (I,U, ϕ.,., λ
.,.
· , ρ
.,.
· ) ein Satz von Kozykeldaten auf A×B.
Beweis:
Zu i): Dies ist mit den Gruppengesetzen klar.
Zu ii): Ist U ⊂ S offen und (a, b) ∈ Γ(U,A×B), so ist BUa,b ein Gm,U -Torseur und damit lokal
trivial. Dies zeigt 3.7 1i). Die Eigenschaften 3.7 1ii) und iii) sind unmittelbar klar. Schließlich
folgt 3.7 1iv) auch mit den Gruppengesetzen.
Zu iii): Dies folgt unmittelbar aus den Definitionen.
2
3.12 Lemma
1) Sei B eine Gm,S-Bierweiterung von A×B. Sei (I,U, ϕ.,., λ.,.· , ρ.,.· ) ein nach 3.11 zu B as-
soziierter Satz von Kozykeldaten und B˜ die nach 3.10 zu (I,U, ϕ.,., λ.,.· , ρ.,.· ) konstruierte
Bierweiterung. Dann sind die Bierweiterungen B und B˜ isomorph.
2) Sei (I,U, ϕ.,., λ
.,.
· , ρ
.,.
· ) ein Satz von Kozykeldaten über A× B. Weiter bezeichne B die
gemäß 3.10 zu (I,U, ϕ.,., λ
.,.
· , ρ
.,.
· ) konstruierte Bierweiterung und (I˜ , U˜, ϕ˜.,., λ˜
.,.
· , ρ˜
.,.
· ) sei
ein nach 3.11 zu B assoziierter Satz von Kozykeldaten. Dann sind die Kozykeldaten
(I,U, ϕ.,., λ
.,.
· , ρ
.,.
· ) und (I˜ , U˜, ϕ˜.,., λ˜
.,.
· , ρ˜
.,.
· ) äquivalent.
3) Seien B und B˜ zwei isomorphe Gm,S-Bierweiterungen von A × B über S. Weiter
bezeichne man mit (I,U, ϕ.,., λ
.,.
· , ρ
.,.
· ) bzw. (I˜ , U˜, ϕ˜.,., λ˜
.,.
· , ρ˜
.,.
· ) die gemäß 3.11 zu B
bzw. B˜ assoziierten Kozykeldaten. Dann sind die Kozykeldaten (I,U, ϕ.,., λ.,.· , ρ.,.· ) und
(I˜ , U˜, ϕ˜.,., λ˜
.,.
· , ρ˜
.,.
· ) äquivalent.
4) Seien (I,U, ϕ.,., λ
.,.
· , ρ
.,.
· ) und (I˜ , U˜, ϕ˜.,., λ˜
.,.
· , ρ˜
.,.
· ) zwei Sätze äquivalenter Kozykelda-
ten über A × B und bezeichnen B bzw. B˜ die nach 3.10 zu (I,U, ϕ.,., λ.,.· , ρ.,.· ) bzw.
(I˜ , U˜, ϕ˜.,., λ˜
.,.
· , ρ˜
.,.
· ) konstruierten Bierweiterungen. Dann sind die Bierweiterungen B
und B˜ isomorph.
Beweis:
Dies folgt nach einfacher Rechnung unmittelbar aus den Definitionen. 2
23.9
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3.13 Definition (Der Pullback einer Bierweiterung)
Seien A, B, F und G (Zariski-)Garben abelscher Gruppen über einem Basisschema S und
φ : A → F sowie ψ : B → G Homomorphismen. Weiter bezeichne B eine Gm,S-Bierweiterung
von A× B. Man definiere die Garbe (φ× ψ)∗B über das folgende kartesische Diagramm:
(φ× ψ)∗B → F × G
↓ ↓ (φ× ψ)
B → A×B.
Dann wird offenbar, vermöge der Projektionen, durch die Bierweiterung B auf (φ×ψ)∗B in
eindeutiger Weise die Struktur einer Gm,S-Bierweiterung von F×G induziert. Man bezeichne
die somit definierte Bierweiterung (φ× ψ)∗B als den Pullback von B entlang (φ× ψ).
Kapitel 4
Die Abbildung σX,W
Im ganzen Kapitel wird stets folgende Grundsituation betrachtet: Seien X und S glatte,
quasi-projektive k-Varietäten der Dimension dX bzw. dS . Weiter bezeichne η den generischen
Punkt von S und pi : X → S einen flachen, projektiven, surjektiven Morphismus, der über
einer offenen, nicht leeren Teilmenge S′ ⊂ S glatt ist und X als S-Schema auszeichnet.
Schließlich seien p, q ∈ N natürliche Zahlen mit p+ q = dX − dS + 1.
Für W ∈ Zphom(X/S) und U ⊂ S offen bezeichne man mit Zq(.∩|W |)U=∅,rat(X) ⊂ Z
q
rat(X) die
Untergruppe der Zykel, dieW eigentlich und über U gar nicht schneiden. In dieser Situation
konstruiert Bloch in [Bl1] einen nicht trivialen Morphismus
σU,W : Z
q
(.∩|W |)U=∅,rat(X)→ Gm,S(U).
Sind α ∈ Zprat(X) und β ∈ Zqrat(X) Zykel mit (|α| ∩ |β|)U = ∅, so zeigt Bloch in [Bl1], ohne
jedoch auf alle Details einzugehen, dass für die Morphismen σU,. folgende Gleichung gilt:
σU,α(β) = σU,β(α).
In diesem Kapitel wird für das System von Schnitten σU,W (α) ∈ Gm,S(U) (U ⊂ S offen) eine
axiomatische Beschreibung gegeben. Dabei wird für spezielle Zykel W und α eine explizite
Formel für σU,W (α) angegeben, die sich noch nicht bei Bloch findet.
4.1 Satz
Man bezeichne ein Tripel (U,W,α) mit W ∈ Zphom(X/S) und α ∈ Zqrat(X) als σ-zulässig,
wenn sichW und α eigentlich und über U gar nicht schneiden. Dann existiert zur Menge der
σ-zulässigen Tripel ein System von Schnitten σU,W (α) ∈ Gm,S(U) mit (U,W,α) σ-zulässig,
das den folgenden fünf Bedingungen genügt:
1) Ist U ′ ⊂ U offen, so gilt für σ-zulässige Tripel (U,W,α) und (U ′,W, α):
σU,W (α)
∣∣
U ′ = σU ′,W (α).
2) Mit (U,W,α), (U,W,α′) σ-zulässig ist auch (U,W,α+ α′) σ-zulässig und es gilt:
σU,W (α+ α′) = σU,W (α) · σU,W (α′).
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3) Mit (U,W,α), (U,W ′, α) σ-zulässig ist auch (U,W +W ′, α) σ-zulässig und es gilt:
σU,W+W ′(α) = σU,W (α) · σU,W ′(α).
4) Ist (U, β, α) σ-zulässig und β ∼rat 0, so ist auch (U, β, α) σ-zulässig und es gilt:
σU,β(α) = σU,α(β).
5) Sei Y ⊂ X eine abgeschlossene Untervarietät der Kodimension q − 1 und g ∈ K(Y )∗
eine rationale Funktion. Weiter sei V ⊂ X × P1k eine q-kodimensionale abgeschlossene
Untervarietät, die sich dominant nach P1k abbildet und die div(g) = V
(
(0) − (∞))
erfüllt. SeiW ∈ Zp(X) ein Zykel für den gilt, dass er Y und div(g) eigentlich schneidet,
und für den sich auch V und W × P1k eigentlich schneiden. Weiter bezeichne U ⊂ S
eine offene, nicht leere Menge über der sich W und div(g) nicht schneiden. Es sei
V  (W × P1k) =
m∑
j=1
nj · Cj ∈ ZdS (X × P1k).
Dann erhält man, induziert durch die beiden Projektionen p1 : X × P1k → X und
p2 : X × P1k → P1k, für jedes j ∈ {1, ...,m} Morphismen
fj : Cj → P1k und hj : Cj → X pi→ S.
Dabei induziert jedes fj mit j ∈ {1, ...,m} eine rationale Funktion in K(Cj), die
ebenfalls mit fj bezeichnet werde. Weiter seien C1, ..., Cm ohne Einschränkung so
sortiert, dass für ein r ∈ {1, ...,m} die Morphismen h1, ..., hr dominant sind und die
hr+1, ..., hm nicht. Da dim(Cj) = dim(S) und hj dominant für j = 1, ..., r ist, stellt
K(Cj)/K(S) eine endliche Körpererweiterung dar. Bezeichnet NK(Cj)/K(S) in diesen
Fällen die entsprechende Normabbildung, so gilt:
σU,W
(
div(g)
)
=
r∏
j=1
(
NK(Cj)/K(S)(fj)
)nj ∈ Gm,S(U).
Schließlich ist solch ein System von Schnitten σU,W (α) mit (U,W,α) σ-zulässig durch die
Eigenschaften 2) und 5) bereits eindeutig bestimmt.
Die Aussagen des Satzes werden im Laufe dieses Kapitels bewiesen.
Sei Z∗(.∩W )U=∅,rat(X) ⊂ Z∗rat(X) die Untergruppe der Zykel rational äquivalent zu Null, die
einen vorgegebenen ZykelW ∈ Zphom(X/S) eigentlich und über U gar nicht schneiden. Dann
wird im Folgenden zunächst die Konstruktion der von Bloch definierten Abbildung
σU,W : Z
q
(.∩W )U=∅,rat(X)→ Gm,S(U)
wiederholt. Weiter wird gezeigt, dass die Schnitte σU,W (α) mit (U,W,α) σ-zulässig die
Eigenschaften 1) - 5) aus Satz 4.1 erfüllen. Dies zeigt die Existenz eines Systems von Schnitten
σ.,.(.), wie in 4.1 behauptet.
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4.2 Definition (Die Abbildung θw)
Sei W ∈ Zphom(X/S). Dann induzieren das Schneiden mit w und der Pushforward mit pi wie
folgt eine Abbildung (Bezüglich ιS : CH1(S, 1)
∼→ Gm,S(S) vergleiche man 2.11):
θw := θS,w : CHq(X, 1)
w→ CHdX−dS+1(X, 1) pi∗→ CH1(S, 1) = Gm,S(S)
z 7→ ιS
(
pi∗(z  w)
)
.
4.3 Bemerkung:
Für alle offenen Mengen U,U ′ ⊂ S mit U ′ ⊂ U sind die folgenden beiden Morphismen
Gm,S(U) ↪→ Gm,S(U ′) und Gm,S(U) ↪→ K(S)
injektiv. Weiß man also, dass zwei Schnitte in Gm,S(U) liegen und hat deren Gleichheit in
Gm,S(U ′) bzw. K(S) nachgerechnet, so sind die Schnitte bereits in Gm,S(U) gleich.
4.4 Satz
Sei W ∈ Zphom(X/S). Ist X über S glatt, so gilt bereits θw ≡ 1.
Beweis:
Man vergleiche dazu [Bl1] Lemma 1 bzw. [Me] Abschnitt 2.2 und beachte, dass im glatten
Fall W bereits im dortigen Sinne kohomologisch trivial ist. 2
4.5 Korollar
Sei W ∈ Zphom(X/S). Entsprechen X und S der Grundsituation, so gilt ebenfalls θw ≡ 1.
Beweis:
Es bezeichne j : S′ ↪→ S die offene Immersion des glatten Ortes von pi nach S. Da j∗ mit
eigentlichem Pushforward und dem Schnittprodukt in der offensichtlichen Weise vertauscht,
gilt
j∗ ◦ θS,w = θS′,j∗w ◦ j∗ : CHq(X, 1)→ Gm,S(S′).
Nun ist nach 4.4 θS′,j∗w ≡ 1 und j∗ ist injektiv. Dies liefert die Behauptung. 2
4.6 Konstruktion
Sei U ⊂ S offen und W ∈ Zphom(X/S) ein Zykel. Nach 2.7 und 2.6 i) sind
WU  _ : zqW (XU , ·) → zdX−dS+1(XU , ·) und
(pi|U )∗ : zdX−dS+1(XU , ·) → z1(U, ·)
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Komplexmorphismen, also gilt dies auch für ihre Komposition. Bezeichnet man diese mit θ,
dann kommutiert folgendes Diagramm von Komplexen:
· · · → zqW (XU , 2)
d2→ zqW (XU , 1)
d1→ ZqW (XU ) → 0
↓ θ ↓ θ ↓ θ
· · · → z1(U, 2) d2→ z1(U, 1) d1→ Z1(U) → 0.
Da z∗W (XU , ·)→ z∗(XU , ·) ein Quasi-Isomorphismus ist, erhält man mit dem Homomorphie-
satz, dass die folgenden beiden Sequenzen exakt sind:
0→ CHq(XU , 1)→ z
q
W (XU ,1)
d2
(
zqW (XU ,2)
) → d1(zqW (XU , 1))→ 0
0→ CHq(U, 1)→ z1(U,1)
d2
(
z1(U,2)
) → d1(z1(U, 1))→ 0.
Bezeichnen θWU , θˆWU und θ˜WU die entsprechenden, durch θ induzierten Morphismen, so
kommutiert folgendes Diagramm von exakten Sequenzen:
0 → CHq(XU , 1) → z
q
W (XU ,1)
d2
(
zqW (XU ,2)
) → d1(zqW (XU , 1)) → 0
↓ θWU ↓ θˆWU ↓ θ˜WU
0 → CH1(U, 1) → z1(U,1)
d2
(
z1(U,2)
) → d1(z1(U, 1)) → 0.
Offenbar entspricht θWU der Abbildung θU,w : CH
q(XU , 1) → CH1(U, 1) aus 4.2 und ist
damit nach 4.5 Null. Es gilt also coker(θWU ) = CH
1(U, 1). Somit erhält man mit dem
Schlangenlemma eine Abbildung
σ˜U,W : ker(θ˜WU )→ CH1(U, 1)
ιU→ Gm,S(U).
Dabei bildet σ˜U,W ein α ∈ ker(θ˜WU ) auf
ιU
(
(pi|XU )∗
(
(W ×41XU )  Vα
))
ab, wobei Vα ∈ z1W (X, 1) ein Urbild von α unter d1 ist, das W ×41XU eigentlich schneidet.
4.7 Definition (Die Abbildung σ.,W )
Sei j : U → S eine offene Immersion. Dann definiere man
σU,W : Z
q
(.∩W )U=∅,rat(X)
j∗→ ker(θ˜WU )
σ˜U,W→ Gm,S(U)
α 7→ σ˜U,W (j∗α).
Zunächst werden nun die Punkte 1) - 3) und 5) aus 4.1 für σ.,. nachgerechnet. Dass das System
der σ.,. auch dem Punkt 4.1 4) genügt, wird am Ende des Kapitels gezeigt.
4.8 Proposition
Für Schnitte σU,W (α) mit (U,W,α) σ-zulässig gelten die Eigenschaften 1)- 3) und 5) aus 4.1.
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Beweis:
Da die Abbildung σ.,.(.) ein Gruppenhomomorphismus ist, gilt offenbar 2). Die Eigenschaften
1) und 3) folgen unmittelbar aus der Definition von σ.,.(.).
Zur Eigenschaft 5):
Seien wie in 4.1 5) eine abgeschlossene Untervarietät T ⊂ X der Kodimension q − 1, eine
rationale Funktion g ∈ K(T )∗ und eine q-kodimensionale, abgeschlossene Untervarietät V
von X × P1k mit V
(
(0) − (∞)) = div(g) gegeben. Weiter sei mit W ∈ Zphom(X) ein Zykel
fixiert, so dass sich W × P1k und V , sowie W und T bzw. div(g) eigentlich schneiden. Sei
(W × P1k)  V =
∑m
j=1 nj · Cj . Man bezeichne für j ∈ {1, ...,m} mit
fj : Cj → P1k und hj : Cj → S
die durch die Projektionen von X ×P1k induzierten Abbildungen. Dabei seien die Cj so sor-
tiert, dass für ein r ∈ {1, ...,m} die Morphismen h1, ..., hr dominant sind und die hr+1, ..., hm
nicht. Ist U ⊂ S offen so, dass (|W | ∩ |div(g)|)U = ∅ ist, dann hat man zu zeigen:
σU,W
(
div(g)
)
=
r∏
j=1
(
NK(Cj)/K(S)(fj)
)nj .
Setzt man C ′j := Cj∩(X×P1k\{1}) für j = 1, ...,m, dann gilt nach Definition (Man vergleiche
bezüglich ξ : P1k\{1} → 41k 2.9)
σU,W
(
div(g)
)
= ιU
(
(pi × ξ)∗(V W × P1k\{1})
)
= ιU
(
(pi × ξ)∗(
m∑
j=1
nj · C ′j)
)
.
Damit ist klar, dass für j = r + 1, ...,m jedes C ′j unter (pi × ζ)∗ auf Null geht. Denn es gilt
dim(C ′j) = dim(S) und hj ist für j ∈ {r+1, ...,m} nicht dominant (Man beachte dabei unter
anderem: Für jede abgeschlossene Untervarietät Y ⊂ S gilt, dass d2(Y ×42k) = Y ×41k ist,
womit Y ×41k in CH1(S, 1) Null ist). Nun fixiere man einen Index j ∈ {1, ..., r}. Nach [Ha]
II Ex. 3.7 existiert eine offene, dichte Teilmenge U ′ ⊂ S so, dass (Cj)U ′ über U ′ endlich ist.
Damit kann man mit 4.3 annehmen, dass S = Spec(A) und Cj = Spec(B) affin sind.
Zwischenbehauptung: Man setze (Cj)η := Cj ×S K(S) und Xη := X ×S K(S). Dann gilt,
dass (Cj)η ein K(Cj)-rationaler Punkt von Xη ×k P1k = Xη ×K(S) P1K(S) ist, der mit Pj
bezeichnet werde. Schreibt man P ′j := (piη × id)(Pj) für das Bild von Pj unter
(piη × id) : Xη ×K(S) P1K(S) → P1K(S),
dann ist P ′j ein K(S)(fj)-rationaler Punkt von P1K(S), der in K(S)[z] mit dem Minimalpo-
lynom p(z) von fi korrespondiert. Weiter gilt
(piη × id)∗Pj = [K(Cj) : K(S)(fj)] · P ′j .
Beweis: Offenbar gilt wegen B ⊗A Quot(A) = Quot(B)
(Cj)η = Spec(B ⊗A K(S)) = Spec
(
K(Cj)
)
.
Damit ist Pj := (Cj)η ein K(Cj)-rationaler Punkt von Xη ×K(S) P1K(S). Weiter korre-
spondiert die von der Projektion induzierte Abbildung Pj → P ′j ↪→ P1K(S) affin mit
K(S)[z]→ K(S)(fj)→ K(Cj); z 7→ fj ,
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womit offenbar P ′j ein K(S)(fi)-rationaler Punkt von P1K(S) ist. Der Rest der Zwi-
schenbehauptung ist nun klar.
Mit 2.16 erhält man nun:(
σU,W
(
div(g)
))
η
= ιK(S)
(
(piη × ξ)∗
(∑r
j=1 nj · (C ′j)η
))
= ιK(S)
(
ξ∗(piη × id)∗(
∑r
j=1 nj · Pj)
)
= ιK(S)
(
ξ∗
∑r
j=1 nj · [K(Cj) :
(
K(S)
)
(fj)] · P ′j
)
=
∏r
j=1N(K(S))(fj)/K(S)
(
fj
)nj ·[K(Cj):(K(S))(fj)] (nach 2.16)
=
∏r
j=1NK(Cj)/(K(S))(fj)
(
N(K(S))(fj)/K(S)
(
fj
))nj
=
∏r
j=1NK(Cj)/K(S)
(
fj
)nj .
Damit ist die Behauptung bewiesen. 2
Als nächstes wird gezeigt, dass es genau einen Satz von Gm,S-Schnitten gibt, der 4.1 genügt.
Sei (U,W,α) ein σ-zulässiges Tripel. Dann genügt es zu zeigen, dass α eine Darstellung∑n
i=1 div(fi) mit fi ∈ K(Ti)∗ und T1, ..., Tn abgeschlossene Untervarietäten besitzt, die den
Voraussetzungen von 4.1 5) genügt. Hierzu wird folgende Vorüberlegung benötigt:
4.9 Lemma
Sei X eine glatte k-Varietät, X ′ eine glatte, eigentliche k-Varietät, q : X × X ′ → X die
Projektion und α ∈ Z∗(X). Weiter sei V ⊂ X ×X ′ eine abgeschlossene Untervarietät mit
codimX×X′(V ) = codimX
(
q(V )
)− dX′(4.1)
(d. h. dim(V ) = dim
(
q(V )
)
).
Dann gilt: Schneiden sich q∗α und V eigentlich, so auch α und q(V ).
Beweis:
1) Vorüberlegung:
Sei V ⊂ X ×X ′ eine abgeschlossene Untervarietät, die q∗α eigentlich schneidet. Weiter sei
mit C ′ eine irreduzible Komponente von |α| ∩ q(V ) fixiert. Man zeige zunächst, dass zu C ′
eine irreduzible Komponente C von |q∗α  V | = |q∗α| ∩ V mit q(C) = C ′ existiert. Dazu
bezeichne man mit Y das abgeschlossene Unterschema (C ′×X ′)∩ V von X ×X ′, versehen
mit der induzierten, reduzierten Struktur. Dann gilt q(Y ) = C ′.
„⊂” Ist x ein Punkt von q(Y ), dann existiert ein Punkt y von X ×X ′, der in C ′×X ′ und
V liegt und q(y) = x erfüllt. Damit liegt x = q(y) aber in q
(
q−1(C ′)
)
. Letzteres ist
gleich C ′, denn q ist surjektiv.
„⊃” Liegt ein Punkt x in C ′, so ist er insbesondere in q(V ). Damit existiert ein Punkt y
von X ×X ′, der in C ′ ×X ′ und V liegt und für den q(y) = x gilt. Also liegt y in Y
und folglich x in q(Y ).
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Da die induzierte Abbildung q|Y : Y → C ′ eigentlich und surjektiv ist, findet man in Y
eine irreduzible Komponente C mit q(C) = C ′. Weiter ist offenbar Y ⊂ |q∗α| ∩ V ein
abgeschlossenes Unterschema der Kodimension 0, womit C bereits eine Komponente von
q∗α  V ist.
2) Man zeige die behauptete Implikation:
Schneiden sich V und q∗α eigentlich, so findet man nach der Vorüberlegung zu jeder irre-
duziblen Komponente C ′ von |α| ∩ q(V ) eine irreduzible Komponente C von |q∗α  V | mit
q(C) = C ′. Wegen
dim(C)− dX′ ≤ dim
(
q(C)
) ≤ dim(C)
hat man offenbar folgende Abschätzung:
codimX×X′(C) ≥ codimX(C ′) ≥ codimX×X′(C)− dX′ .(4.2)
Da sich q∗α und V eigentlich schneiden, gilt weiterhin:
codimX×X′
(
C
)
= codimX×X′
(
q∗α
)
+ codimX×X′
(
V
)
.(4.3)
Aus den Gleichungen (4.1)-(4.3) folgt nun:
codimX(C ′) ≥ codimX×X′
(
C
)− dX′
= codimX×X′
(
q∗α
)
+ codimX×X′(V )− dX′
= codimX(α) + codimX
(
q(V )
)
.
Da X weiterhin ein glattes Schema ist, gilt nach 1.8
codimX(C ′) ≤ codimX(α) + codimX
(
q(V )
)
und damit
codimX(C ′) = codimX(α) + codimX
(
q(V )
)
.
Dies zeigt, dass sich α und q(V ) eigentlich schneiden und damit die Behauptung. 2
4.10 Lemma
Ein System von Schnitten wie in 4.1 ist eindeutig.
Beweis:
Sei (U,W,α) ein σ-zulässiges Tripel. Für die behauptete Eindeutigkeit genügt es, mit den
Bezeichnungen von 4.1 folgendes zu zeigen: Der Zykel α ∼rat 0 lässt sich schreiben als∑n
i=1 div(fi) mit fi ∈ K(Ti)∗ und Ti ⊂ X abgeschlossene Untervarietäten der Kodimension
q− 1, so dass folgendes gilt: Für i = 1, ..., n ist (U,W, div(fi)) ein zulässiges Tripel, und die
Zykel W und Ti sowie W × P1k und Vi schneiden sich jeweils eigentlich. Hierbei bezeichnet
Vi ⊂ X × P1k eine q-kodimensionale Untervarietät mit
Vi
(
(0)− (∞)) = div(gi).
Denn hat man eine solche Menge von Tripeln (Ti, div(fi), Vi) mit i = 1, ..., n gefunden, dann
kann man σU,W (α) gemäß 4.1 2) und 5) berechnen.
Seien mit q˜ : X×41k → X, q : X×P1k → X und p : X×P1k → P1k die Projektionen bezeichnet.
Weiter sei V˜α ∈ zqW (X, 1) ein Urbild von α unter d1, das insbesondere die Seiten von W
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eigentlich schneidet. Offenbar kann man annehmen, dass jede Komponente C von V˜α unter
der Projektion dominant nach 41k abbildet und
dim(C) = dim
(
q˜(C)
)
erfüllt. Man beachte dabei, dass Komponenten, die einer der beiden voranstehenden Bedin-
gungen nicht genügen, unter d1 auf Null abgebildet werden. Sei ξ : P1k\{1}
∼→41k der in 2.9
fixierte Isomorphismus. Weiterhin bezeichne Vα ∈ Zq(X × P1k) den Zykel, den man erhält,
wenn man die Komponenten von (id× ξ)∗V˜α ∈ Zq
(
X × (P1k\{1})
)
durch deren Abschluss in
X × P1k ersetzt. Nach 2.10 gilt dann
α = Vα(0)− Vα(∞).
Ist Vα =
∑n
i=1Ci, so setze man Ti := q(Ci) ⊂ X für i = 1, ..., n. Nach Konstruktion gilt für
i = 1, ..., n die Gleichung dim(Ti) = dim(Ci). Weiterhin schneidet Vα wegen V˜α ∈ zqW (X, 1)
den Zykel W × P1k eigentlich, womit sich nach 4.9 dann auch
∑n
i=1 Ti und W eigentlich
schneiden. Ist f˜i ∈ K(Ci)∗ für i ∈ {1, ..., n} die, durch die Projektion auf P1k induzierte,
rationale Funktion auf Ci, so definiere man eine rationale Funktion fi ∈ K(Ti) durch
fi := NK(Ci)/K(Ti)(f˜i).
Dann erhält man mit der Projektionsformel (1.10) angewendet auf qi : Ci → Ti
α = Vα(0)− Vα(∞) =
∑n
i=1(qi)∗div(f˜i) =
∑n
i=1 div
(
NK(Ci)/K(Ti)(f˜i)
)
=
∑n
i=1 div(fi).
Da V˜α die Seiten W × (0) und W × (1) von W ×41k nach Konstruktion eigentlich schneidet,
schneiden sich für a ∈ {0,∞} und i ∈ {1, ..., n} auch die drei Zykel Ci, q∗W und p∗(a)
paarweise eigentlich, und somit auch Ci  p∗(a) und q∗W . Mit 4.9 folgt, dass sich dann auch
Ci(a) und W eigentlich schneiden. Schließlich gilt
div(fi) = Ci
(
(0)− (∞))
und man erhält, dass W den Zykel div(fi) für i = 1, ..., n eigentlich schneidet. Damit leisten
die Tripel (Ti, fi, Ci) mit i = 1, ..., n das Verlangte und die in 4.1 behauptete Eindeutigkeit
ist gezeigt. 2
Es steht noch der Beweis dafür aus, dass σ.,. dem Punkt 4.1 4) genügt. Hierzu benötigt man
zunächst noch einige Vorüberlegungen.
4.11 Definition
Es sei L ein Körper und C/L eine reguläre, eigentliche Kurve. Weiter bezeichne f ∈ K(C)∗
eine rationale Funktion und D =
∑r
i=1 ni · Pi ∈ Z0(C) einen Zykel mit |D| ∩ |div(f)| = ∅.
Ist L algebraisch abgeschlossen, dann setze man:
f(D) :=
r∏
i=1
f(Pi)ni ∈ L∗.
Für einen nicht notwendig algebraisch abgeschlossenen Körper L gilt f(Pi) ∈ κ(Pi), deshalb
setze man in diesem Fall:
f(D) :=
r∏
i=1
Nκ(Pi)/L
(
f(Pi)
)ni ∈ L∗.
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4.12 Satz (Weilsches Reziprozitätsgesetz)
Sei C über k eine reguläre, eigentliche Kurve. Weiter bezeichne man mit f, g ∈ K(C)∗
rationale Funktionen auf C, für die der Schnitt |div(f)| ∩ |div(g)| = ∅ ist. Dann gilt:
f
(
div(g)
)
= g
(
div(f)
)
.
Beweis:
Diese wohlbekannte Aussage ([Si] II Ex. 2.11.) zu beweisen ist dem Leser überlassen. 2
4.13 Proposition
Sei C/k eine reguläre, eigentliche Kurve, f ∈ K(C)∗ eine rationale Funktion und P ∈ |C|
ein abgeschlossener Punkt, der nicht im Divisor von f liegt. Weiter sei t ∈ K(P1k)∗ die,
von der Identität auf dem P1k induzierte, rationale Funktion. Bezeichnet Γf ⊂ C × P1k den
Graphen von f und p : C × P1k → P1k die Projektion, so gilt:
f(P ) = t
(
p∗
(
Γf  (P × P1k)
))
.
Beweis:
Klar! 2
An dieser Stelle sei darauf hingewiesen, dass 4.14 zu dem Trugschluss einlädt, es könne sich
in der entsprechenden Situation bei den Funktionen hi (bzw. gi) und den Funktionen fi aus
4.1 5) um die selben Abbildungen handeln. Dem ist aber nicht so. Man beachte dabei, dass
dies allein schon aus Dimensionsgründen nicht möglich ist.
4.14 Proposition
Es seien für i, j ∈ {1, 2, 3} mit p˜ij die Projektionen aus P1k × X × P1k auf den i-ten und
j-ten Faktor bezeichnet und mit pij die aus P1K(S) ×Xη × P1K(S). Man betrachte weiterhin
abgeschlossene Untervarietäten T, T ′ ⊂ X der Kodimension p+1 bzw. q+1, sowie rationale
Funktionen f ∈ K(T )∗ und f ′ ∈ K(T ′)∗, so dass sich |div(f)| und |div(f ′)| eigentlich
schneiden. Weiter seien mit V˜ , V˜ ′ ⊂ X×P1k abgeschlossene Untervarietäten der Kodimension
p bzw. q fixiert, so dass sich p∗12tV˜ und p∗23V˜ ′ eigentlich schneiden und V˜
(
(0)−(∞)) = div(f)
bzw. V˜ ′
(
(0)− (∞)) = div(f ′) gilt. Für V := V˜η, V ′ := V˜ ′η ⊂ Xη ×K(S) P1K(S) gelte
(p13)∗
(
p∗12tV  p∗23V ′) =
n∑
i=1
ni · Ci ⊂ Z1(P1K(S) ×K(S) P1K(S))
und für i ∈ {1, ..., n} bezeichne pi : C˜i → Ci die Normalisierung von Ci. Weiterhin benenne
man für i = 1, ..., n die durch die beiden Projektionen von Ci ⊂ P1K(S) × P1K(S) nach P1K(S)
induzierten Morphismen mit gi und hi. Man setze noch h˜i = hi ◦ pi : C˜i → P1K(S) und
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g˜i = g ◦ pi : C˜i → P1K(S) für i = 1, ..., n, dann ist g˜i
(
div(h˜i)
) ∈ K(S)∗ eine rationale
Funktion auf S. Ist U ⊂ S offen mit (|div(f)| ∩ |div(f ′)|)U = ∅, so gilt
σU,div(f)
(
div(f ′)
)
=
n∏
i=1
(
g˜i
(
div(h˜i)
))ni ∈ Gm,S(U).
Insbesondere erhält man damit
σU,div(f)
(
div(f ′)
)
= σU,div(f ′)
(
div(f)
)
.
Beweis:
Ist ρ : X × P1k → P1k die Projektion, so gilt nach den üblichen Rechenregeln für Korrespon-
denzen:
ρ∗
(
V˜ ′ 
(
div(f)× P1k
))
= V˜ ′
(
div(f)
)
= V˜ ′
(
tV˜
(
(0)− (∞)))
= (V˜ ′ ◦ tV˜ )((0)− (∞)).
Nun kommutiert offenbar folgendes Diagramm:
X × P1k
pi × idy ↘ ρ
S × P1k → P1k.
Nach Basiswechsel mit η ↪→ S gilt (pi × id)η = ρη und man erhält
(piη × id)∗
(
V˜ ′ 
(
div(f)× P1k
))
η
=
( n∑
i=1
ni · Ci
)(
(0)− (∞)).
Bezeichnet man für i = 1, ..., n mit C ′i die Einschränkung von Ci auf P1K(S) × P1K(S)\{1}, so
gilt: (
σU,div(f)
(
div(f ′)
))
η
= ιK(S)
(
(piη × ξ)∗
(
V˜ ′  (div(f)× P1k\{1})
)
η
)
=
n∏
i=1
ιK(S)
(
ξ∗
(
C ′i((0)− (∞))
))ni
.
Für ein i ∈ {1, ..., n} hat man weiter nach 1.4 (Man beachte dabei, dass gi : Ci → P1K(S) der
Projektion entspricht):
Ci
(
(0)− (∞)) = (gi)∗(h−1i ((0)− (∞)))
= (gi)∗
(
div(hi)
)
.
Weiterhin hat man für i = 1, ..., n
(g˜i)∗
(
div(h˜i)
)
= (gi ◦ pi)∗
(
div(h˜i)
)
= (gi)∗
(
div
(
NK(C˜i)/K(Ci)(h˜i)
))
= (gi)∗
(
div(hi)
)
.
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Bezeichnet q : P1K(S) × P1K(S)\{1} → P1K(S)\{1} die Projektion, so gilt:
(
σU,div(f)
(
div(f ′)
))
η
=
n∏
i=1
ιK(S)
(
ξ∗
(
(g˜i)∗
(
div(h˜i)
))
P1
K(S)
\{1}
)ni
=
n∏
i=1
ιK(S)
(
ξ∗q∗
(
Γg˜i  div(h˜i)× P1K(S)\{1}
))ni
.
Ist t ∈ K(P1K(S))∗ wie in 4.13, so gilt nach 2.16 für jeden Punkt P ∈ |P1K(S)\{0, 1,∞}|, dass
man
t(P ) = ιK(S)(ξ∗P )
hat. Da sich aber die Zykel q∗
(
Γg˜i  (div(h˜i) × P1k\{1})
)
und Γg˜i
(
div(h˜i)
) ⊂ P1k nur um ein
Vielfaches des Zykels mit Träger 1 ∈ P1K(S) unterscheiden und t(1) = 1 ist, folgt mit 4.13(
σU,div(f)
(
div(f ′)
))
η
=
n∏
i=1
t
(
Γg˜i
(
div(h˜i)
))ni
=
n∏
i=1
(
g˜i
(
div(h˜i)
))ni
.
Da auf beiden Seiten Elemente ausK(S) stehen und die rechte Seite bereits in Gm,S(U) liegt,
zeigt dies die erste Behauptung. Der Zusatz folgt, wenn man nun auf jeder der normalen,
projektiven Kurven C˜1, ..., C˜n das Weilsche Reziprozitätsgesetz anwendet. 2
Bevor die allgemeine Situation aus 4.1 4) auf die aus 4.14 zurückgeführt wird, sind noch
Vorbereitungen nötig. Konkret wird für eine abgeschlossene Untervarietät V ⊂ X × P1k
ein Zykel Υ ⊂ X konstruiert, so dass sich für jedes W ∈ ZΥ(X) auch V und W × P1k
eigentlich schneiden. In der Sprache von Kapitel 7 wird damit in dieser speziellen Situation
der Stratifizierungzykel von V konstruiert.
4.15 Definition (Äquidimensional)
Sei f : Y ′ → Y ein flacher Morphismus von Varietäten und V ⊂ Y ′ eine q-kodimensionale,
abgeschlossene Untervarietät. Dann ist für jeden a-dimensionalen Punkt y von Y die Faser
Y ′y ⊂ Y ′ ein äquidimensionales Schema der Dimension dY ′ − a. Man bezeichne V im Punkt
y als äquidimensional über Y , wenn für jede Komponente C von Vy ⊂ Y ′y gilt
codimY ′y (C) ≥ q.
Weiterhin nenne man einen Zykel W ∈ Zp(Y ′) äquidimensional über Y im Punkt y, wenn
jede Komponente C von W äquidimensional über Y in y ist. Der Zykel W liegt äquidimen-
sional über Y , wenn er in jedem Punkt y äquidimensional über Y liegt.
4.16 Bemerkung
i) Mit den Bezeichnungen von 4.15 ist V offenbar genau dann äquidimensional über
einem abgeschlossenen Punkt y ∈ |Y |, wenn sich V und die Faser Y ′y in Y ′ eigentlich
schneiden.
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ii) In [VS] 2.1.2 wird der Begriff eines äquidimensionalen Morphismus definiert. Mit der
Notation von 4.15 überzeugt man sich leicht, dass folgendes gilt: Ist f |V : V → Y ein
äquidimensionaler Morphismus, so ist V über Y äquidimensional. Ist dim(V ) ≥ dS ,
so gilt auch: Ist V über Y äquidimensional, so ist f |V : V → Y ein äquidimensionaler
Morphismus.
4.17 Satz (Von Chevalley)
Sei f : Y ′ → Y ein Morphismus von Schemata, der lokal v. e. T. ist. Dann ist die Zuordnung
φ : Y ′ → N; y′ 7→ dim(f−1(f(y′)))
halbstetig von oben in Y ′.
Beweis:
Siehe [EGA IV] 13.1.3. 2
4.18 Bemerkung
i) In der Situation von 4.17 besteht (f−1(f(y′)) aus endlich vielen irreduziblen Kompo-
nenten C1, ..., Cn. Damit ist dim
(
f−1(f(y′))
)
wie folgt zu verstehen (vgl. [EGA IV]
4.1.1):
dim
(
f−1(f(y′))
)
= max{dim(C1), ..., dim(Cn)}.
ii) Nach [EGA IV] 13.1.5 ist es eine direkte Folgerung aus 4.17, dass für einen abgeschlos-
senen Morphismus f in der Situation von 4.17 auch
φ : Y → N; y 7→ dim(f−1(y))
halbstetig von oben in Y ist.
4.19 Definition (Der äquidimensionale Ort)
Sei f : Y ′ → Y ein flacher Morphismus von Varietäten und W ∈ Zp(Y ′) ein Zykel. Mit 4.18
ii) sind die Punkte von Y , bei denenW über Y äquidimensional ist, gerade die Punkte einer
offenen Menge UW ⊂ Y . Man bezeichne diese offene Menge UW als den äquidimensionalen
Ort von W über Y .
4.20 Proposition
Sei Y eine Varietät und V ⊂ Y ×P1k eine abgeschlossene Untervarietät. Weiter schreibe man
Z ⊂ Y für das Komplement des äquidimensionalen Ortes UV von V/Y , versehen mit der
induzierten, reduzierten Struktur. Bezeichnet Z auch den entsprechenden Fundamentalzykel
und ist p : Y ×P1k → Y die Projektion, dann schneiden sich für W ∈ Z∗Z,p(V )(Y ) auch V und
W × P1k eigentlich.
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Beweis:
Da p eigentlich ist, ist p(V ) ⊂ Y abgeschlossen. Auch gilt Z ⊂ p(V ), denn ist für einen Punkt
y von Y die Faser Vy leer, so liegt y in UV . Da p(V ) als stetiges Bild von V irreduzibel ist,
genügt es, die beiden Fälle p(V ) = Z und dim
(
p(V )
)
> dim(Z) zu betrachten.
Im ersten Fall ist V über Z = p(V ) nicht äquidimensional, womit V = Z × P1k gilt. Also
schneiden sich mit W und Z auch W × P1k und V eigentlich. Im zweiten Fall beachte man
zunächst, dass sichW×P1k und V über UV eigentlich schneiden. DennW und p(V ) schneiden
sich eigentlich und die Fasern Vy mit y ein Punkt aus UV sind entweder leer oder bestehen
nur aus endlich vielen Punkten. Da sich Z und W eigentlich schneiden, kann aber aus
Dimensionsgründen keine Komponente von V ∩ |W × P1k| komplett über Z liegen, sondern
trifft auch UV × P1k. Damit folgt die Behauptung. 2
Beweis von 4.1:
Um 4.1 vollständig zu beweisen, genügt es folgendes zu zeigen: Man kann sich bei jedem
σ-zulässigen Tripel (U,α, β) mit α ∼rat 0 ∼rat β auf die Situation aus 4.14 zurückziehen.
Zunächst findet man dazu, wie im Beweis von 4.10, eine Zerlegung von α in
∑n
i=1 div(fi) mit
fi ∈ K(Ti) und Ti ⊂ X abgeschlossene Untervarietäten für i = 1, ..., n, so dass folgendes gilt:
Für i = 1, ..., n schneiden sich β und div(fi) eigentlich. Zusätzlich findet man für i = 1, ..., n
eine abgeschlossene Untervarität Vi ⊂ X×P1k mit Vi
(
(0)−(∞)) = div(fi), so dass sich β×P1k
und Vi eigentlich schneiden. Seien p12 und p13 die beiden offensichtlichen Projektionen von
X × P1k × P1k nach X × P1k. Weiterhin bezeichne Z ∈ Z∗(X × P1k) den Fundamentalzykel
zum Komplement des äquidimensionalen Orts von p∗12
∑n
i=1 Vi über X × P1k bezüglich der
Projektion p23. Man wähle (wie im Beweis von 4.10) einen Zykel
Vβ ∈ Z∗Z,T1×P1k,...,Tn×P1k,div(f1)×((0)−(∞)),...,div(fn)×((0)−(∞))(X × P
1
k)
mit dominanten Komponenten über P1k und
Vβ
(
(0)− (∞)) = β.
Offenbar kann man wie im Beweis von 4.10 annehmen, dass keine Komponente des Zykels Vβ
von der Form Y × P1k mit Y ⊂ X ist. Dann schneiden sich nach 4.20 p∗23Vβ und p∗12
∑n
i=1 Vi
eigentlich. Darüberhinaus erhält man völlig analog wie im Beweis von 4.10 rationale Funk-
tionen f ′j ∈ K(T ′j) mit T ′j ⊂ X abgeschlossene Untervarietäten und j = 1, ...,m so, dass
β =
∑m
j=1 div(f
′
j) gilt. Weiterhin schneiden sich nach Konstruktion div(fi) und div(f
′
j) für
i = 1, ..., n und j = 1, ...,m eigentlich. Damit leisten die Zerlegungen α =
∑n
i=1 div(fi) und
β =
∑m
j=1 div(f
′
j) sowie die V1, ..., Vn und die Komponenten von Vβ das Verlangte. 2
24.1
Im Speziellen kann man mit diesen Techniken auch eine stärkere Version die Formel in 4.1
5) beweisen.
4.21 Proposition
Sei T ⊂ X eine abgeschlossene Untervarietät der Kodimension q − 1 und f ∈ K(T )∗ eine
rationale Funktion. Man bezeichne mit Uf ⊂ T den maximalen Definitionsbereich von f ,
mit Vf ⊂ T ×P1k eine Untervarietät wie in 1.5 und mit UV ⊂ X den äquidimensionalen Ort
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von Vf über X. Weiterhin schreibe man Y := T\Uf und Z := T\UV für die entsprechenden
Unterschemata, versehen mit der induzierten, reduzierten Struktur. Sei W ∈ Zphom(X) ein
Zykel, der T und div(f) sowie die Fundamentalzykel Y und Z eigentlich schneidet. Ist
W  T =
n∑
i=1
ni · Ci,
dann ist nach Konstruktion Ci ∩ Uf 6= ∅ für i = 1, ..., n, womit fi := f |Ci∩Uf ∈ K(Ci)∗
eine rationale Funktion auf Ci definiert. Ohne Einschränkung seien dabei die Komponenten
C1, ..., Cn so sortiert, dass für ein r ∈ {1, ..., n} die Komponenten C1, ..., Cr dominant und
Cr+1, ..., Cn nicht dominant über S sind. Sei U ⊂ S offen, so dass (|W | ∩ |div(f)|)U = ∅ ist.
Dann gilt mit diesen Bezeichnungen in Gm,S(U):
σU,W
(
div(f)
)
=
r∏
i=1
(
NK(Ci)/K(S)(fi)
)ni .
Beweis:
Da (Vf )Uf durch den Graphen von f |Uf gegeben ist und Uf ∩ Ci 6= ∅ ist für i = 1, ..., n,
überlegt man sich (4.20!), dass
Vf W × P1k =
n∑
i=1
ni · Vfi
gilt. Sei i ∈ {1, ..., n} fixiert. Über der offenen Teilmenge Ui := Uf ∩ Ci ⊂ Ci ist Vfi bereits
der Graph von fi|Ui . Damit überlegt man sich analog zu 4.8, dass (Vfi)η ∈ P1K(Ci) dem
Punkt entspricht, der mit (z − fi) ⊂ K(Ci)[z] korrespondiert. Dann funktioniert der Rest
des Beweises aber völlig analog zu 4.8. 2
Kapitel 5
Blochsche Kozykeldaten KCH
In der Grundsituation von Kapitel 4 mit der Zusatzvoraussetzung pi : X → S glatt kon-
struiert Bloch in [Bl1] eine Gm,S-Bierweiterung E der Garbe CHphom(X/S)× CHqhom(X/S).
Im Folgenden wird, ausgehend von den Schnitten σ.,.(.) aus Kapitel 4, ein Satz von Gm,S-
Kozykeldaten KCH über CHphom(X/S)×CHqhom(X/S) angegeben. Im weiteren Verlauf dieser
Arbeit wird erläutert (6.3), dass KCH gemäß Kapitel 3 mit der Blochschen Bierweiterung E
korrespondiert. Erneut wird in diesem Kapitel die Grundsituation aus Kapitel 4 betrachtet.
5.1 Definition (Die Garben CHp(X/S) und CHphom(X/S))
Sei U ⊂ S offen und XU := pi−1(U). Durch die Zuordnung U 7→ CHp(XU ) wird mit den
offensichtlichen Restriktionsabbildungen eine Prägarbe definiert. Man bezeichne die dazu
assoziierte Zariski-Garbe mit CHp(X/S). Analog definiere man CHphom(X/S) als die zu
CHphom(X/S) assoziierte Zariski-Garbe.
5.2 Satz
Zunächst fixiere man die in diesem Kapitel oft benötigte Indexmenge
I :=
{
i := (V,W,Z)
∣∣∣∣ V ⊂ S offen und W ∈ Zphom(X/S) sowie Z ∈ Zqhom(X/S)Zykel, die sich eigentlich und über V gar nicht schneiden
}
·
Um nicht ständig für i ∈ I das Tupel (V,W,Z) = i spezifizieren zu müssen, setze man
für i = (V,W,Z) ∈ I weiterhin Vi := V , Wi := W und Zi := Z. Offenbar gilt dann
i = (Vi,Wi, Zi) ∈ I. Damit definiere man die Überdeckung
U :=
{(
Vi, [Wi], [Zi]
) | i ∈ I } .
Dann ist U eine zulässige Überdeckung und es existiert ein eindeutig bestimmter Satz von
Gm,S-Kozykeldaten (I,U, ϕ.,., λ.,.· , ρ.,.· ) über der Garbe CHphom(X/S)×CHqhom(X/S), der den
folgenden Bedingungen genügt:
1) Sei (i, j) ∈ I2 ϕ-zulässig (d. h. nach 3.7 [Wi] = [Wj ] und [Zi] = [Zj ] auf Vij). Schneiden
sich zusätzlichWi und Zj , sowieWj und Zi eigentlich und über einer offenen Teilmenge
V ′ ⊂ Vij gar nicht, so gilt
ϕi,j
∣∣
V ′ = σV ′,Wi(Zi − Zj) · σV ′,Zj (Wi −Wj) ∈ Γ
(
V ′, Gm,S
)
.
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2) Sei (i, j, k) mit i, j,∈ I λ-zulässig (also Vij = Vk, sowie [Wi] + [Wj ] = [Wk] und
[Zi] = [Zj ] = [Zk] auf Vk). Schneidet zusätzlich Zk die Zykel Wi und Wj eigentlich
und über einer offenen Teilmenge V ′ ⊂ Vk gar nicht, so gilt
λi,jk
∣∣
V ′ = σV ′,Wi(Zi − Zk) · σV ′,Wj (Zj − Zk) · σV ′,Zk(Wi +Wj −Wk) ∈ Γ
(
V ′, Gm,S
)
.
3) Sei (i, j, k) mit i, j, k ∈ I ρ-zulässig (also Vij = Vk, sowie [Zi] + [Zj ] = [Zk] und
[Wi] = [Wj ] = [Wk] auf Vk). Schneidet zusätzlich Wk die Zykel Zi und Zj eigentlich
und über einer offenen Teilmenge V ′ ⊂ Vk gar nicht, so gilt
ρi,jk
∣∣
V ′ = σV ′,Zi(Wi −Wk) · σV ′,Zj (Wj −Wk) · σV ′,Wk(Zi + Zj − Zk) ∈ Γ
(
V ′, Gm,S
)
.
Dies Aussage wird im Rest dieses Kapitels bewiesen.
5.3 Definition
Man bezeichne den durch 5.2 eindeutig bestimmten Satz von Kozykeldaten als den Satz von
Blochschen Kozykeldaten und schreibe dafür KCH.
5.4 Proposition
Für jede offene Teilmenge U ⊂ S ist die kanonische Abbildung
CHp(X)→ CHp(XU ) w 7→ wU
surjektiv, d. h. ist s ∈ |S| und α ∈ CHp(X/S)s ein Schnitt aus dem Halm von CHp(X/S)
bei s, so existiert ein globaler Schnitt w ∈ CHp(X) von CHp(X/S) mit
ws = α.
Analoges gilt für die Garbe CHphom(X/S).
Beweis:
Die Aussage über die Surjektivität findet man bei [Fu] Proposition 1.8. Der Rest folgt
unmittelbar aus der Tatsache, dass sich die Halme einer Prägarbe beim Garbifizieren nicht
verändern. 2
5.5 Bemerkung
Man betrachte die Überdeckung U aus 5.2. Offenbar ist diese Überdeckung durchschnitts-
stabil, denn ist (V,w, z) ∈ U, so auch jedes Tripel (V ′, w, z) mit V ′ ⊂ V offen. Weiterhin ist
die Überdeckung U auch reichhaltig und (S, 0, 0) liegt in U. Um einzusehen, dass U auch die
Überdeckungseigenschaft erfüllt und damit zulässig ist, genügt es mit 5.4 folgendes zu zeigen:
Ist s ∈ |S| ein abgeschlossener Punkt, und sind w ∈ CHphom(X/S) und z ∈ CHqhom(X/S),
dann existieren Repräsentanten W und Z von w bzw. z, die sich eigentlich und lokal bei s
gar nicht schneiden. Um dies einzusehen, erinnere man sich an den Begriff des äquidimen-
sionalen Zykels aus 4.15 und beachte folgende Verallgemeinerung von [Me] I 2.3.1:
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5.6 Proposition
Sei w ∈ CHp(X) und s ∈ |S| ein abgeschlossener Punkt.
i) Es existiert ein Repräsentant W ∈ Zp(X) von w und eine offene Umgebung V ⊂ S
von s, so dass W über V äquidimensional ist.
ii) Sei z ∈ CHq(X), V ⊂ S eine offene Umgebung von s und W ∈ Zp(X) ein Zykel, der
über V äquidimensional ist. Dann existiert eine offene Umgebung V ′ ⊂ V von s und
ein über V ′ äquidimensionaler Repräsentant Z von z, so dass sich W und Z eigentlich
und über V ′ gar nicht schneiden.
Beweis:
Zu i): Man wähle einen Repräsentanten W von w aus ZpXs(X). Dann schneidet W die
Faser Xs eigentlich und ist damit im Punkt s äquidimensional. Setzt man V = UW als den
äquidimensionalen Ort von W , so folgt mit 4.19 die Behauptung.
Zu ii): Wählt man einen Repräsentanten Z von z aus ZqW,Xs,Ws(X), dann schneidet Z die
Faser Xs eigentlich, ist also im Punkt s äquidimensional. Da W bei s äquidimensional ist,
hat jede Komponente von Ws die Kodimension dS + p. Aufgrund der Tatsache, dass sich
Ws und Z eigentlich schneiden, hat jede Komponente von |Z| ∩ |Ws| die Kodimension
dS + p+ q = dX + 1 > dX .
Damit schneiden sich aber W und Z eigentlich und bei s gar nicht. 2
5.7 Proposition
Man verwende die Notation von 5.2 und fixiere für jedes ϕ-zulässige Paar (i, j) ∈ I2 (also
für i, j mit [Wi] = [Wj ] und [Zi] = [Zj ] auf Vij) einen Schnitt
ϕi,j ∈ Γ
(
Vij ,Gm,S
)
so, dass das System S dieser Schnitte folgende Eigenschaften besitzt:
i) Sei V ⊂ S eine offene Teilmenge und (i, j) ein ϕ-zulässiges Paar. Weiter seien k, l ∈ I
die Indizes mit k = (V ∩ Vi,Wi, Zi) und l = (V ∩ Vj ,Wj , Zj). Dann gilt für die
ϕ-zulässigen Paare (k, l) und (i, j):
ϕi,j
∣∣
Vkl
= ϕk,l.
ii) Für i, j, k ∈ I ist mit den Paaren (i, j) und (j, k) auch (i, k) ϕ-zulässig und es gilt:
ϕi,k = ϕi,j · ϕj,k.
iii) Ist (i, j) ein ϕ-zulässiges Paar und schneiden sich zusätzlich Wi und Zj sowie Wj und
Zi eigentlich und über Vij gar nicht, dann gilt:
ϕi,j = σVij ,Zi(Wi −Wj) · σVij ,Wj (Zi − Zj).
Mit diesen Forderungen gilt folgendes:
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1) Es existiert genau ein System S von Schnitten, das den Eigenschaften i)-iii) genügt.
2) Die Schnitte des Systems S erfüllen die Kozykelbedingungen in 3.7 (bezüglich der
zulässigen Überdeckung U aus 5.2) und die Eigenschaft 1) in 5.2.
3) Jeder Satz von Übergangsabbildungen, der 5.2 1) genügt, erfüllt die Punkte i) -iii).
Damit ist das System S die einzige Möglichkeit, Übergangsabbildungen mit den in 5.2
geforderten Eigenschaften zu definieren.
Beweis:
I) Zur Existenz eines solchen Systems S:
Offenbar genügt es, jeden Schnitt ϕi,j mit (i, j) ϕ-zulässig lokal zu definieren. Denn ist diese
lokale Definition verträglich, so verkleben die lokalen Schnitte zu ϕi,j . Sei s ∈ |Vij |. Man
wähle ZykelW0 ∈ [Wi] und Z0 ∈ [Zi], so dass sich für l ∈ {i, j, 0} die Zykel Zl undW0, sowie
Wl und Z0 eigentlich und über einer offenen Umgebung V˜ ⊂ V von s gar nicht schneiden
(vgl. 5.6). Damit definiere man den Schnitt ϕi,j lokal über V˜ wie folgt:
ϕi,j |V˜ := σV˜ ,Zi(Wi −W0) · σV˜ ,W0(Zi − Z0) · σV˜ ,Z0(W0 −Wj) · σV˜ ,Wj (Z0 − Zj).
Es ist die Verträglichkeit dieser lokalen Definition zu zeigen. D. h. sind W1 ∈ [Wi] und
Z1 ∈ [Zi] Zykel, so dass sich für t ∈ {i, j, 1} die Zykel Zt und W1, sowie Wt und Z1
eigentlich und über einer offenen Umgebung V˜ ′ ⊂ V von s gar nicht schneiden, dann muss
auf dem Durchschnitt V ′ := V˜ ∩ V˜ ′ gelten:
σV ′,Zi(Wi −W0) · σV ′,W0(Zi − Z0) · σV ′,Z0(W0 −Wj) · σV ′,Wj (Z0 − Zj)
= σV ′,Zi(Wi −W1) · σV ′,W1(Zi − Z1) · σV ′,Z1(W1 −Wj) · σV ′,Wj (Z1 − Zj).
Für die Schnitte σ.,.(.) hat man nach 4.1 2) die Gleichung
σV ′,Z0(Wi −W0) · σV ′,Z0(W0 −Wj) = σV ′,Z0(Wi −Wj)
und mit 4.1 4) gilt weiterhin
σV ′,Wi−Wj (Z0 − Z1) = σV ′,Z0−Z1(Wi −Wj) bzw.
σV ′,Wi(Z0 − Z1) · σV ′,Z1(Wi −Wj) = σV ′,Z0(Wi −Wj) · σV ′,Wj (Z0 − Z1).
Mit Gleichungen dieser Form erhält man nun (Da alle Schnitte über V ′ leben, unterdrücke
man in der Rechnung dieses Datum in der Notation und schreibe kurz σ.(.) statt σV ′,.(.)):
σZi(Wi −W0) · σW0(Zi − Z0) · σZ0(W0 −Wj) · σWj (Z0 − Zj)
=
(
σZ0(Wi −W0) · σWi(Zi − Z0)
)
· σZ0(W0 −Wj) · σWj (Z0 − Zj)
=
(
σZ0(Wi −Wj) · σZ0(Wj −W0)
)
· σWi(Zi − Z0) · σZ0(W0 −Wj) · σWj (Z0 − Zj)
= σZ0(Wi −Wj) · σWi(Zi − Z0) ·
(
σWj (Z0 − Z1) · σWj (Z1 − Zj)
)
= σZ0(Wi −Wj) · σWj (Z0 − Z1) · σWi(Zi − Z0) · σWj (Z1 − Zj)
=
(
σZ1(Wi −Wj) · σWi(Z0 − Z1)
)
· σWi(Zi − Z0) · σWj (Z1 − Zj)
= σZ1(Wi −Wj) ·
(
σWi(Zi − Z1)
)
·
(
σZ1(W1 −Wi) · σZ1(Wi −W1)
)
· σWj (Z1 − Zj)
= σWi(Zi − Z1) · σZ1(Wi −W1) ·
(
σZ1(W1 −Wj)
)
· σWj (Z1 − Zj)
=
(
σZi(Wi −W1) · σW1(Zi − Z1)
)
· σZ1(W1 −Wj) · σWj (Z1 − Zj).
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Dies zeigt, dass die zuvor gegebene lokale Definition des Schnittes ϕi,j wohldefiniert ist.
Weiterhin sind mit dieser lokalen Definition die Punkte i) und iii) für die ϕi,j klar. Offenbar
genügt es, ii) lokal über einer offenen Umgebung V ′ ⊂ S von s ∈ S nachzurechnen. Damit
kann man annehmen, dass sich alle betrachteten Zykel eigentlich und über V ′ gar nicht
schneiden - man ist also in der selben Situation wie eben. Setzt man in der Rechnung von
eben (W1, Z1) = (Wj , Zi), so erhält man sinngemäß die Aussage ii) und die Existenz eines
Systems S, wie in der Proposition behauptet, ist gezeigt.
II) Zur Eindeutigkeit eines solchen Systems S:
Seien S und S˜ zwei Systeme von Gm,S-Schnitten, die den Eigenschaften i) - iii) genügen.
Mit i) genügt es, für jedes ϕ-zulässige Paar (i, j) und jeden abgeschlossenen Punkt s ∈ |V |
eine offene Umgebung V ′ ⊂ Vij von s zu finden, und dort für ϕi,j ∈ S und ϕ˜i,j ∈ S˜
ϕi,j |V ′ = ϕ˜i,j |V ′
zu zeigen. Dazu wähle man Zykel W0 ∈ [Wi] und Z0 ∈ [Zi], so dass sich für l ∈ {i, j, 0} die
Zykel Zl und W0, sowie Wl und Z0 eigentlich und über einer offenen Umgebung V ′ ⊂ V von
s gar nicht schneiden. Dann ist k := (V ′,W3, Z3) ∈ I, und die Paare (i, k) und (k, j) sind
ϕ-zulässig. Mit Punkt ii) gilt dann
ϕi,j = ϕi,k · ϕk,j und ϕ˜i,j = ϕ˜i,k · ϕ˜k,j
und nach iii) sind die beiden rechten Seiten gleich. Dies zeigt die Eindeutigkeit des Systems
S und damit auch Punkt 1) der Proposition.
III) Zu Punkt 2) der Proposition:
Offenbar wurden die wesentlichen Punkte hierfür bereits in I) und II) gezeigt.
IV) Zu Punkt 3) der Proposition:
Dieser einfache Vergleich ist dem Leser überlassen. 2
5.8 Proposition
Man verwende die Notation von 5.2 und fixiere für jedes λ-zulässige Tupel (i, j, k) ∈ I3 (also
für i, j, k mit Vij = Vk sowie [Wi]+ [Wj ] = [Wk] und [Zi] = [Zj ] = [Zk] auf Vk) einen Schnitt
λi,jk ∈ Γ
(
Vk,Gm,S
)
.
Weiter fixiere man für jedes ρ-zulässige Tupel (r, s, t) ∈ I3 (also für r, s, t mit Vrs = Vt sowie
[Zr] + [Zs] = [Zt] und [Wr] = [Ws] = [Wt] auf Vt) einen Schnitt
ρr,st ∈ Γ
(
Vt,Gm,S
)
so, dass das System S der Schnitte λ.,.· und ρ
.,.
· folgende Eigenschaften besitzt:
i) Sei V ⊂ S offen und (i, j, k) ein λ-zulässiges Tupel. Weiter seien a, b, c ∈ I die Indizes
mit a = (V ∩ Vi,Wi, Zi), b = (V ∩ Vj ,Wj , Zj) und c = (V ∩ Vk,Wk, Zk). Dann gilt für
die λ-zulässigen Tripel (a, b, c) und (i, j, k):
λi,jk
∣∣
Vc
= λa,bc .
Ist (i, j, k) ein ρ-zulässiges Tupel und sind a, b, c ∈ I die Indizes mit a = (V ∩Vi,Wi, Zi),
b = (V ∩ Vj ,Wj , Zj) und c = (V ∩ Vk,Wk, Zk). Dann gilt für die ρ-zulässigen Tripel
(a, b, c) und (i, j, k):
ρi,jk
∣∣
Vc
= ρa,bc .
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ii) Sei (i, j, k) ∈ I3 ein λ-zulässiges Tupel sowie W ∈ [Wk] ein Zykel, der Zk eigentlich
und über Vk gar nicht schneidet. Ist l = (Vk,W,Zk) ∈ I der entsprechende Index, so
gilt für die λ-zulässigen Tripel (i, j, k) und (i, j, l) und das ϕ-zulässige Paar (k, l):
λi,jk = λ
i,j
l · ϕl,k = λi,jl · σVk,Zk(W −Wk).
Sei (i, j, k) ∈ I3 ein ρ-zulässiges Tupel und Z ∈ [Zk] ein Zykel, der Wk eigentlich und
über Vk gar nicht schneidet. Ist l = (Vk,Wk, Z) ∈ I der entsprechende Index, so gilt
für die ρ-zulässigen Tripel (i, j, k) und (i, j, l) und das ϕ-zulässige Paar (k, l):
ρi,jk = ρ
i,j
l · ϕl,k = ρi,jl · σVk,Wk(Z − Zk).
iii) Sei (i, j, k) ∈ I3 λ-zulässig, so dass zusätzlich Zk die Zykel Wi und Wj eigentlich
und über Vk gar nicht schneidet. Dann sind a = (Vk,Wi, Zk), b = (Vk,Wj , Zk) und
c = (Vk,Wi+Wj , Zk) aus I, und für die ϕ-zulässigen Paare (i, a), (j, b) und (k, c) gilt:
λi,jk = ϕi,a · ϕj,b · ϕc,k
= σVk,Wi(Zi − Zk) · σVk,Wj (Zj − Zk) · σVk,Zk(Wi +Wj −Wk).
Sei (i, j, k) ∈ I3 ρ-zulässig, so dass zusätzlich Wk die Zykel Zi und Zj eigentlich
und über Vk gar nicht schneidet. Dann sind a = (Vk,Wk, Zi), b = (Vk,Wk, Zj) und
c = (Vk,Wk, Zi+Zj) aus I, und für die ϕ-zulässigen Paare (i, a), (j, b) und (k, c) gilt:
ρi,jk = ϕi,a · ϕj,b · ϕc,k
= σVk,Zi(Wi −Wk) · σVk,Zj (Wj −Wk) · σVk,Wk(Zi + Zj − Zk).
Mit diesen Forderungen gilt folgendes:
1) Es existiert genau ein System S von Schnitten λ.,.· und ρ
.,.
· , das den Eigenschaften
i) -iii) genügt.
2) Die Schnitte des SystemsS erfüllen die Eigenschaften von Verknüpfungsvorschriften in
3.7 3) bezüglich der zulässigen Überdeckung U aus 5.2, sowie die Eigenschaften 2) und
3) aus 5.2.
3) Jedes System von Verknüpfungsvorschriften, das den Punkten 2) und 3) aus 5.2 genügt,
erfüllt die Punkte i) -iii).
Damit ist das System S der λ.,.· und ρ
.,.
· aus Punkt 1) die einzige Möglichkeit, Verknüpfungs-
vorschriften mit den in 5.2 geforderten Eigenschaften zu definieren.
Beweis:
I) Eindeutigkeit eines solchen Systems S von Schnitten:
Dies folgt mit Punkt iii) analog zur Eindeutigkeit in 5.7. Deshalb sind die Details dem Leser
überlassen.
II) Existenz eines solchen Systems S von Schnitten:
Im Folgenden wird der Existenzbeweis für die Schnitte λ.,.· geführt. Für ρ
.,.
· folgt die Aussage
analog und ist deshalb dem Leser überlassen. Offenbar genügt es, wie in 5.7 für jedes λ-
zulässige Tripel (i, j, k) mit i, j, k ∈ I den Schnitt λi,jk lokal zu definieren. Sei dazu s ∈ |Vk|.
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Man wähle einen Zykel Z ∈ [Zk], der Wi,Wj und Wk eigentlich und über einer offenen
Umgebung V˜ ⊂ Vk von s gar nicht schneidet. Bezeichnen a = (V˜ ,Wi, Z), b = (V˜ ,Wj , Z),
c = (V˜ ,Wk, Z) und d = (V˜ ,Wi +Wj , Z) die entsprechenden Indizes in I, dann definiere
man den Schnitt λi,jk |V˜ lokal über die ϕ-zulässigen Paare (i, a), (j, b), (k, c) und (c, d) wie
folgt:
λi,jk
∣∣
V˜
= ϕi,a · ϕj,b · ϕc,k · ϕd,c
= σV˜ ,Wi(Zi − Z) · σV˜ ,Wj (Zj − Z) · σV˜ ,Wk(Z − Zk) · σV˜ ,Z(Wi +Wj −Wk).
Es ist die Wohldefiniertheit dieser Definition zu zeigen. Sei also Z ′ ∈ [Zk] ein Zykel, der
die Zykel Wi,Wj und Wk eigentlich und über einer offenen Umgebung V˜ ′ ⊂ Vk von s gar
nicht schneidet. Sind r = (V˜ ′,Wi, Z ′), s = (V˜ ′,Wj , Z ′) und t = (V˜ ′,Wi + Wj , Z ′) die
entsprechenden Indizes, so muss über V˜ ∩ V˜ ′ gelten:
ϕi,a · ϕj,b · ϕd,k = ϕi,r · ϕj,s · ϕt,k.
Fasst man die Schnitte ϕ.,. entsprechend zusammen, so ist diese Aussage äquivalent zu
ϕr,a · ϕs,b = ϕt,d.
In Termen der σV ′,.(.) entspricht dies
σV ′,Wi(Z
′ − Z) · σV ′,Wj (Z ′ − Z) = σV ′,Wi+Wj (Z ′ − Z).
Letzteres gilt aber nach 4.1 3) für die Schnitte σ.,.(.). Damit ist die lokale Definition der
Schnitte λ.,.· verträglich. Die so definierten Schnitte λ
.,.
· erfüllen offenbar die Eigenschaften
i) und iii). Schließlich prüft man Punkt ii) lokal direkt nach, womit Punkt 1) gezeigt ist.
III) Zu Punkt 2) - Die Verträglichkeit von λ.,.· und ρ
.,.
· mit den ϕi,j:
Erneut wird die Behauptung nur für λ.,.· gezeigt. Die entsprechende Aussage für ρ
.,.
· folgt
analog. Seien i, j, k, r, s, t ∈ I, so dass (i, j, k) und (r, s, t) λ-zulässig, sowie (i, r), (j, s) und
(k, t) ϕ-zulässig sind. Dann ist zu zeigen:
λi,jk · ϕr,i · ϕs,j = ϕt,k · λr,st .
Da es genügt diese Gleichung lokal nachzurechnen, kann man mit Punkt ii) annehmen, dass
Vk = Vt gilt, sowie dass Zk und Zt die Zykel Wi, Wj , Wr und Ws eigentlich und über Vk
gar nicht schneiden. Bezeichnen a = (Vk,Wi, Zk), b = (Vk,Wj , Zk), c = (Vk,Wi +Wj , Zk),
l = (Vk,Wr, Zt), m = (Vk,Ws, Zt) und n = (Vk,Wr +Ws, Zt) die entsprechenden Indizes,
dann sind (a, l), (b,m), (c, n) ϕ-zulässig und auf Vk gilt:
ϕc,n = σVk,Zk(Wi +Wj −Wr −Ws) · σVk,Wr+Ws(Zk − Zt) = ϕa,l · ϕb,m.
Da auch (i, a), (j, b), (k, c), (r, l), (s,m) und (t, n) ϕ-zulässig sind, erhält man mit iii)
λi,jk = ϕi,a · ϕj,b · ϕc,k und λr,st = ϕr,l · ϕs,m · ϕn,t.
Die Behauptung folgt nun unmittelbar aus den entsprechenden Kompatibilitäten der ϕ.,..
IV) Zu Punkt 2) - Die Assoziativität von λ.,.· und ρ
.,.
· :
Seien i, j, k, l,m, n ∈ I, so dass (i, j, l), (j, k,m), (l, k, n) und (i,m, n) λ-zulässige Tupel sind.
Dann hat man zu zeigen:
λl,kn · λi,jl = λi,mn · λj,km .
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Gilt Z := Zi = Zj = Zk = Zl = Zm = Zn, l = (Vl,Wi+Wj , Z), m = (Vm,Wj +Wk, Z) und
n = (Vn,Wi +Wj +Wk, Z), so rechnet man mit iii) direkt nach, dass man
λl,kn · λi,jl = 1 = λi,mn · λj,km
hat. Schließlich kann man die allgemeine Situation lokal durch mehrmaliges Anwenden von
III) auf diese speziellen Voraussetzungen reduzieren. Prüft man noch, dass sich alle Über-
gangsabbildungen ϕ.,., die man hierbei erhält wegheben, so folgt die Behauptung für λ
.,.
· .
Die entsprechende Aussage für ρ.,.· folgt analog.
V) Zu Punkt 2) - Die Verträglichkeit von λ.,.· und ρ
.,.
· :
Seien i, j, k, l,m, n, r, s, t ∈ I, so dass die Tupel (i, j,m), (k, l, n) und (r, s, t) λ-zulässig und
(i, k, r), (j, l, s) und (m,n, t) ρ-zulässig sind. Dann ist zu zeigen
ρm,nt · λi,jm · λk,ln = λr,st · ρi,kr · ρj,ls .
Gilt Wi = Wk = Wr, Wj = Wl = Ws, Wi + Wj = Wm = Wt = Wn, Zi = Zj = Zm,
Zk = Zl = Zn und Zi + Zk = Zs = Zt = Zr, so rechnet man direkt nach, dass man
ρm,nt · λi,jm · λk,ln = 1 = λr,st · ρi,kr · ρj,ls
hat. Verfährt man nun weiter wie in IV), so folgt die Behauptung.
VI) Zu Punkt 2) - Die Kommutativität von λ.,.· und ρ
.,.
· :
Die Kommutativität von λ.,.· und ρ
.,.
· sieht man unmittelbar, sobald man die Situation lokal
betrachtet.
VII) Zu Punkt 2) - Für λ.,.· und ρ
.,.
· gilt 5.2 2) bzw. 3):
Dies ist klar.
VIII) Zu Punkt 3):
Die Punkte i) und ii) gelten offenbar für jede Verknüpfungsvorschrift. Mit 5.2 2) bzw. 3) erhält
man weiterhin gerade iii). Dies zeigt die Behauptung. 2
25.2
5.9 Bemerkung
Wie man im Beweis von 5.8 sieht, gilt für die Verkünpfungsvorschriften λ.,.· und ρ
.,.
· von
KCH folgendes: Ist V ⊂ S offen und sind W,W ′ ∈ Zphom(X/S) sowie Z,Z ′ ∈ Zqhom(X/S)
Zykel, so dass a := (V,W,Z), b := (V,W ′, Z), c := (V,W ′, Z ′), i := (V,W +W ′, Z) und
j := (V,W ′, Z + Z ′) aus der Indexmenge I sind, so gilt
λa,bi = 1 und ρ
b,c
j = 1.
Kapitel 6
Berechnung der Torseure Ew,z
Erneut betrachte man die Grundsituation aus Kapitel 4. Sei KCH der Satz von Blochschen
Kozykeldaten und ECH die dazu konstruierte Gm,S-Bierweiterung. In diesem Kapitel wird
erläutert, dass die von Bloch im Fall von pi : X → S glatt in [Bl1] konstruierte Gm,S-
Bierweiterung E und die Bierweiterung ECH kanonisch isomorph sind. Damit verallgemeinert
die hier gegebene Definition der Bierweiterung ECH den Begriff der Blochschen Bierweiterung
auf die Grundsituation aus Kapitel 4.
Sei V ⊂ S offen und seien W ∈ Zphom(X/S), und Z ∈ Zqhom(X/S) Zykel, die sich eigentlich
und über V gar nicht schneiden. Dann besitzt der Gm,S-Torseur Ew,z zum Paar (W,Z)
kanonisch einen rationalen Schnitt {Z}W . Eines der Hauptergebnisse dieser Arbeit ist, dass
sich der Divisor von {Z}W wie folgt berechnet:
div
(
Ew,z, {Z}W
)
= pi∗
(
W  Z
)
.
6.1 Definition
Im Folgenden bezeichne man die Gm,S-Bierweiterung von CHphom(X/S)×CHqhom(X/S), die
man zu den Blochschen Kozykeldaten KCH aus 5.2 gemäß 3.10 konstruieren kann mit ECH.
Sei Vi ⊂ S offen und seienWi ∈ Zphom(X/S) sowie Zi ∈ Zqhom(X/S) Zykel, die sich eigentlich
und über Vi gar nicht schneiden. Dann ist i := (Vi,Wi, Zi) ∈ I und (Vi, [Wi], [Zi]) ∈ U. Mit
der im Beweis von 3.10 benutzten Notation besitzt ES[Wi],[Zi] über V einen ausgezeichneten
Rahmen ri, der im Folgenden mit {Zi}Vi,Wi bezeichnet werde. Nach Konstruktion gilt für
ein ϕ-zulässiges Paar (i, j) ∈ I2:
{Zi}Vij ,Wi = ϕi,j · {Zj}Vij ,Wj .
Weiterhin erhält man nach 5.9, dass für ein Paar (i, j) ∈ I2 mit Vi = Vj und Zi = Zj gilt
{Zi}Vi,Wi +1wi,wj ,zi {Zi}Vi,Wj = {Zi}Vi,Wi+Wj .
Gilt dagegen Vi = Vj und Wi =Wj , so hat man analog für das zweite Gruppengesetz:
{Zi}Vi,Wi +2wi,zi,zj {Zj}Vi,Wi = {Zi + Zj}Vi,Wi .
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6.2 Bemerkung
Ist in der Situation von Kapitel 4 der Morphismus pi : X → S zusätzlich glatt (d. h. S = S′),
so konstruiert Bloch in [Bl1] eine Gm,S-Bierweiterung über CHphom(X/S) × CHqhom(X/S),
die im Folgenden mit E bezeichnet wird. Sei V ⊂ S offen, und seien w ∈ CHphom(X/S) und
z ∈ CHqhom(X/S). Weiter betrachte man einen über V äquidimensionalen Zykel W ∈ w
und einen Zykel Z ∈ z, der W eigentlich und über V gar nicht schneidet. In [Bl1] auf Seite
24 konstruiert Bloch zum Paar (W,Z) direkt einen Rahmen {Z}W von ESw,z über V . Für
die Wohldefiniertheit dieser Konstruktion ist dabei die Äquidimensionalität von W über
V essenziell. Ist W nicht äquidimensional, so kann auch Bloch {Z}W nicht mehr direkt
konstruieren, sondern muss {Z}W aus bekannten Daten zusammenkleben.
6.3 Proposition:
Unter der Zusatzbedingung, dass pi glatt ist, sind in der Situation von Kapitel 4 die Blochsche
Bierweiterung E und die in 6.1 definierte Bierweiterung ECH kanonisch isomorph.
Beweis:
Offenbar ist die Behauptung gezeigt, wenn man eingesehen hat, dass E die passenden Über-
gangsabbildungen und Gruppengesetze besitzt.
Zu den Übergangsabbildungen:
Sei V ⊂ S offen, und seien w ∈ CHphom(X/S) und z ∈ CHqhom(X/S). Weiter betrachte man
zwei über V äquidimensionale ZykelW1,W2 ∈ w sowie Zykel Z1, Z2 ∈ z, für die sichWi und
Zj mit i, j ∈ {1, 2} eigentlich und über V gar nicht schneiden. Nach [Bl1] (3.4) gilt, dass die
beiden Rahmen {Z1}W1 und {Z2}W1 von ESw,z über V wie folgt ineinander übergehen:
{Z1}W1 = σV,W1(Z1 − Z2) · {Z2}W1 .
Mit [Bl1] Proposition 4 sieht man weiterhin, dass
{Z1}W1 = σV,Z1(W1 −W2) · {Z1}W2
gilt. Zusammen folgt, dass sich die entsprechenden Rahmen von E gerade mit den Über-
gangsfunktionen von KCH transformieren.
Zu den Gruppengesetzen:
Ein Vergleich mit 6.1 liefert unmittelbar, dass die Gruppengesetze von ECH gerade den in
[Bl1] (5.2) und (5.4) angegebenen Gruppengesetzen entsprechen. 2
6.4 Notation (Die Torseure Ew,z)
Man nenne im Folgenden allgemein die in 6.1 definierte Bierweiterung die Blochsche Bier-
weiterung und bezeichne diese kurz mit E. Sind w ∈ CHphom(X/S) und z ∈ CHqhom(X/S),
so schreibe man kurz Ew,z für den Gm,S-Torseur ESw,z.
6.5 Definition (Rationale Schnitte eines Gm,S-Torseurs)
Man betrachte die konstante Zariski-Garbe abelscher Gruppen K(S)∗ auf S. Ein rationaler
Schnitt einesGm,S-Torseurs T ist ein Schnitt der Garbe der rationalen FunktionenK(S)∗⊗T.
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Ist U ⊂ S offen und f ein rationaler Schnitt von T, so nenne f über U regulär, wenn f |U
durch einen Schnitt von T|U induziert wird. Damit setze man:
R(U,T) := {rationale Schnitte von T, die über U regulär sind}.
6.6 Definition (Der Divisor eines rationalen Schnittes)
Sei s ∈ S(1) ein 1-kodimensionaler Punkt von S. Da S glatt ist, ist OS,s ein diskreter
Bewertungsring mit Quotientenkörper K(S). Man bezeichne mit
νs : K(S)∗ → Z
die korrespondierende, diskrete Bewertung von s. Sei T einGm,S-Torseur und f ein rationaler
Schnitt von T. Weiterhin bezeichne U ⊂ S eine offene Umgebung von s und t einen Rahmen
von T über U . Dann existiert ein r ∈ K(S)∗, so dass f = r · t gilt. Damit setze man
νs(T, f) := νs(r).
Dies ist offenbar wohldefiniert. Nun definiere man den Divisor von f wie folgt:
div(T, f) =
∑
s∈S(1)
νs(T, f) · s.
6.7 Lemma
Sei Vi ⊂ S offen, w ∈ CHphom(X/S) und z ∈ CHqhom(X/S). Weiter betrachte man mit
Wi ∈ w und Zi ∈ z zwei Zykel, die sich eigentlich und über Vi gar nicht schneiden. Es
bezeichne {Zi}Vi,Wi den zugehörigen Rahmen von Ew,z über Vi und {Zi}Wi den rationalen
Schnitt von Ew,z mit
{Zi}Wi |Vi = {Zi}Vi,Wi .
Sei weiterhin Vj ⊂ S offen und seien Wj ∈ w und Zj ∈ z zwei Zykel so, dass {Zj}Vj ,Wj ein
Rahmen von Ew,z über Vj ist. Mit i := (Vi,Wi, Zi) und j := (Vj ,Wj , Zj) ∈ I gilt auf Vj :
{Zi}Wi = ϕi,j · {Zj}Vj ,Wj .
Beweis:
Klar. 2
In [Me] Proposition 3.4.1 wird die Grundsituation von Kapitel 4 mit den zusätzlichen
Annahmen, dass S eine Kurve ist und pi : X → S glatt ist betrachtet. Für zwei Zykel
W ∈ Zphom(X/S) und Z ∈ Zqhom(X/S), die sich eigentlich schneiden, kann man zum Gm,S-
Torseur Ew,z kanonisch ein Geradenbündel Lw,z assoziieren. Bei [Me] wird gezeigt, dass der
Grad von Lw,z gleich der Schnittzahl von W und Z ist. Mit einem ähnlichen Beweisansatz
wird nun folgende Verallgemeinerung dieser Aussage gezeigt.
6.8 Satz
Seien W ∈ Zphom(X/S) und Z ∈ Zqhom(X/S) zwei Zykel, die sich eigentlich schneiden. Dann
gilt für den rationalen Schnitt {Z}W von Ew,z:
div(Ew,z, {Z}W ) = pi∗(W  Z).
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Beweis:
Offenbar genügt es, diese Aussage lokal auf S zu zeigen. Sei s0 ∈ S(1). Dann findet man
nach 5.6 Zykel W ′ ∈ w und Z ′ ∈ z, so dass sich W ′ und Z, sowie Z ′ und W bzw. W ′
eigentlich und bei s0 gar nicht schneiden. Ohne Einschränkung kann man S dabei durch
eine offene Umgebung von s0 so ersetzen, dass |W ′|∩|Z|, |W |∩|Z ′| und |W ′|∩|Z ′| leer sind.
Ist V ⊂ S eine offene Teilmenge, über der |W |∩ |Z| leer ist, so setze man i := (V,W,Z) und
j := (S,W ′, Z ′) ∈ I. Dann gilt:
{Z}V,W = ϕi,j · {Z ′}V,W ′ = σV,W (Z − Z ′) · σV,Z′(W −W ′) · {Z ′}V,W ′ .
Dabei ist σS,Z′(W−W ′) ·{Z ′}S,W ′ nach Konstruktion bereits ein globaler Rahmen von Ew,z.
Es gilt also
νs0(Ew,z, {Z}W ) = νs0
(
σV,W (Z − Z ′)
)
.
Um die rechte Seite zu berechnen, kann man nach 4.1 bzw. 4.10 zunächst folgendes anneh-
men: Es existieren abgeschlossene Untervarietäten T1, ..., Tn ⊂ X und rationale Funktionen
gi ∈ K(Ti)∗ mit i = 1, ..., n so, dass Z − Z ′ =
∑n
i=1 div(gi) gilt, und W die Zykel T1, ..., Tn
sowie div(g1), ..., div(gn) eigentlich schneidet. Darüberhinaus existiert für i = 1, ..., n jeweils
eine q-kodimensionale Untervarietät Vi ⊂ X × P1k, die W × P1k eigentlich schneidet und für
die Vi
(
(0)− (∞)) = div(gi) gilt. Man setze für i = 1, ..., n
Vi W × P1k =
ni∑
j=1
nij · Ci,j ,
wobei Ci,1, ..., Ci,ri dominant über S liegen und Ci,ri+1, ..., Ci,ni nicht. Sind für j ∈ {1, ..., ri}
die Projektionen von Ci,j nach P1k mit fij bezeichnet, so gilt nach 4.1 5)
σV,W (Z − Z ′) =
n∏
i=1
ri∏
j=1
NK(Ci,j)/K(S)(fij)
nij .
Damit erhält man
νs0(Ew,z, {Z}W ) =
n∑
i=1
ri∑
j=1
νs0
(
NK(Ci,j)/K(S)(fij)
nij
)
.
Es bezeichne q : X × P1k → X die Projektion. Wegen (|Z ′| ∩ |W |)S = ∅ gilt also:
pi∗(Z W ) = pi∗
(
(Z − Z ′) W )
=
n∑
i=1
pi∗
(
div(gi) W
)
=
n∑
i=1
pi∗
(
Vi
(
(0)− (∞)) W)
=
n∑
i=1
(pi ◦ p)∗
(
Vi 
(
X × ((0)− (∞)))  (W × P1k)) (mit 1.10)
=
n∑
i=1
(pi ◦ p)∗
ri∑
j=1
ni,j · Ci,j 
(
X × ((0)− (∞)))
=
∑
s∈S(1)
ns · s.
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Dabei hat man speziell
ns0 = νs0
( n∑
i=1
pi∗
ri∑
j=1
nij · Ci,j
(
(0)− (∞)))
= νs0
( n∑
i=1
ri∑
j=1
nij · pi∗div(fij)
)
(nach 1.4)
= νs0
( n∑
i=1
ri∑
j=1
nij · div
(
NK(Ci,j)/K(S)(fij)
))
(nach [Fu] Prop. 1.4)
=
n∑
i=1
ri∑
j=1
νs0
(
NK(Ci,j)/K(S)(fij)
nij
)
= νs0(Ew,z, {Z}W ).
Also gilt
pi∗(Z W ) = div(Ew,z, {Z}W ).
Dies zeigt die Behauptung. 2
Kapitel 7
Bierweiterungen und
Korrespondenzen
Für dieses Kapitel sei folgende Grundsituation fixiert: Seien X, Y und S glatte, quasi-
projektive k-Varietäten. Weiter bezeichnen piX : X → S und piY : Y → S glatte, projektive,
surjektive Morphismen, die jeweils X bzw. Y als S-Schema auszeichnen. Schließlich seien
n,m, r, s ∈ N mit dX − dS + 1 = m+ n und dY − dS + 1 = r + s.
Sei EX die Blochsche Bierweiterung von CHmhom(X/S) × CHnhom(X/S) und EY die von
CHrhom(Y/S) × CHshom(Y/S). Ist v′ ∈ CHn+r−1(X ×S Y ) ein Zykel und v := ϑ∗v′ aus
CHn+r−1+dS (X × Y ) mit ϑ := (id × id) : X ×S Y → X ×k Y eine Korrespondenz, so hat
man Morphismen v : CHmhom(X/S) → CHrhom(Y/S) und tv : CHshom(Y/S) → CHnhom(X/S).
In diesem Kapitel wird gezeigt, dass man auf CHmhom(X/S)× CHshom(Y/S) mit
(id× tv)∗EX → (v × id)∗EY
einen kanonischen Isomorphismus von k∗-Bierweiterungen hat. Sei U ⊂ S offen. Sind V ∈ v,
W ∈ Zmhom(X/S) und Z ∈ Zshom(Y/S) Zykel, die sich in einer geeigneten Weise schneiden
so, dass {Z}U, V (W ) und {tV (Z)}U,W Rahmen der entsprechenden Torseure sind. Dann ist
dieser Isomorphismus durch folgende Zuordnung induziert:(
(id× tv)∗EX)
w,z
→ ((v × id)∗EY )
w,z
; (id× tv)∗{tV (Z)}U,W 7→ (v × id)∗{Z}U, V (W ).
Wesentlich für die Existenz eines solchen Isomorphismus sind die Gleichungen
σU,Z
(
Λ(α)
)
= σU,tΛ(Z)
(
α
)
und σU,Z
(
Λ′(W )
)
= σU,W
(
tΛ′(Z)
)
.
Hierbei seien α ∈ Zmrat(X), W ∈ Zmhom(X/S), Λ ∈ Zn+r+1(X × Y ), Λ′ ∈ Zn+r+1rat (X × Y ) und
Z ∈ Zshom(Y/S) Zykel, die sich in einer geeigneten Weise eigentlich und über U ⊂ S offen
gar nicht schneiden.
7.1 Notation
Im Weiteren bezeichne man mit p : X × Y → X und q : X × Y → Y stets die beiden
Projektionen. Weiter sei an den Ausdruck eines σ-zulässigen Tupels aus 4.1 erinnert. Sind
W,Z ∈ Z∗(X) zwei Zykel, die sich eigentlich schneiden, so hat man nach 1.9 für W  Z
einen eindeutig bestimmten Zykel mit Träger in |Z| ∩ |W |, der diesen Schnitt repräsentiert.
Deshalb sage man auch, dass „W  Z als Zykel definiert ist”, um zum Ausdruck zu bringen,
dass sich W und Z eigentlich schneiden.
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7.2 Definition (Der Stratifizierungszykel)
Sei V eine abgeschlossene Untervarietät der Kodimension n von X × Y . Man betrachte ein
a ∈ N mit n ≤ a ≤ dY und bezeichne mit
V (a) :=
{
x ∈ X ∣∣ dim(Vx) = dY − a}
das nach 4.18 lokal abgeschlossene Unterschema von X, versehen mit der induzierten, redu-
zierten Struktur. Weiterhin benenne man mit
Υ[V ] :=
dY∑
a=n
∑
C∈Comp(V (a))
C
den Zykel, bestehend aus den Abschlüssen in X der einzelnen, irreduziblen Komponenten
C von V (a) mit a = n, ..., dY . Die V (a) werden im Allgemeinen auch als Strata bezeichnet.
Entsprechend nenne man in dieser Arbeit Υ[V ] den Stratifizierungszykel von V .
7.3 Bemerkung
Man verwende die Bezeichnungen von 7.2.
i) Offenbar liegt ein abgeschlossener Punkt x ∈ |X| bereits in V (a), falls in der Faser Vx
eine Komponente C mit codimX×Y (C) = dX + a, aber keine Komponente kleinerer
Kodimension liegt.
ii) Da die Kodimension aller Komponenten von Vx in X×Y mit x ∈ |X| nach oben durch
n+ dX beschränkt ist (1.8), gilt V (n) = ∅ oder V (n) = p(V ). Weiter ist V (n) ⊂ p(V )
offen und entspricht der Einschränkung des äquidimensionalen Ortes UV (4.19) auf
p(V ).
7.4 Proposition
Sei V ⊂ X × Y eine abgeschlossene Untervarietät und p : X × Y → X die Projektion.
i) Gilt für alle x ∈ |X| und alle Komponenten C von Vx, dass codimX×Y (C) ≥ r ist, so
folgt codimX×Y (V ) ≥ r − dX .
ii) Ist B ⊂ p(V ) ⊂ X eine abgeschlossene Untervarietät mit dim(Vx) ≥ a für alle x ∈ |B|,
so gilt dim(V ) ≥ dim(B) + a.
Beweis:
Zu i): Angenommen es gilt codimX×Y (V ) < r−dX . Dann gibt es offenbar nicht leere Fasern
Vx so, dass mit 1.8 für mindestens eine Komponente C von Vx = V ∩ Yx gilt:
codimX×Y (C) ≤ codimX×Y (V ) + codimX×Y (Yx) < r − dX + dX = r.
Dies ist ein Widerspruch.
Zu ii): Das ist klar. 2
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7.5 Proposition
Seien V ⊂ X × Y und Z ⊂ X abgeschlossene Untervarietäten. Schneidet Z den Stratifizie-
rungszykel Υ[V ] eigentlich, so schneiden sich auch p∗Z und V eigentlich.
Beweis:
Sei codimX×Y (V ) = n und codimX(Z) = m. Weiter sei der mengentheoretische Schnitt von
V und p∗Z gegeben durch V ∩ p∗Z = {C1, ..., Cr}, wobei C1, ..., Cr die einzelnen Kompo-
nenten seien. Offenbar ist die Behauptung bewiesen, wenn man für i = 1, ..., r
codimX×Y (Ci) = n+m
gezeigt hat. Wegen 1.8 genügt es hierfür, die Ungleichung codimX×Y (Ci) ≥ n+m zu zeigen.
1) Vorbereitung:
Man fixiere ein i ∈ {1, ..., r}. Es bezeichne ηi den generischen Punkt von Ci und a sei die
Zahl aus {n, ..., dY }, für die ηi ∈ V (a)×Y gilt (D. h. Ci ist eine abgeschlossene Untervarietät
von V (a)× Y mit Ci ∩ (V (a)× Y ) 6= ∅). Man setze weiterhin
Υa :=
∑
C∈Comp(V (a))
C ∈ Z∗(X).
Dann existiert eine Komponente α ∈ Comp(Υa ∩ Z) mit ηi aus α × Y ⊂ V (a) × Y . Setzt
man α◦ := α ∩ V (a), dann ist offenbar ηi ∈ α◦ × Y und damit ist α◦ 6= ∅. Da α irreduzibel
ist, muss α◦ nach Konstruktion dicht in α liegen. Damit gilt
codimX(α) = codimX(α◦).
2) Die Abschätzung (7.5):
Beachtet man, dass α◦ in V (a) liegt, so gilt nach Definition von V (a) für alle x ∈ |α◦| und
alle C ∈ Comp(Vx) die Ungleichung
codimX×Y (C) ≥ a+ dX .
Mit codimX(α) = codimX(α◦) ist dies äquivalent zu
codimα◦×Y (C) ≥ a+ dX − codimX(α).(7.1)
Wegen Ci ∈ Comp(V ∩ p∗Z) ist (Ci)x für jeden abgeschlossenen Punkt x ∈ |X| ein ab-
geschlossenes Unterschema von Vx. Mit der Gleichung (7.1) gilt dann offenbar für jedes
x ∈ |α◦| und jede Komponente C ′ von (Ci)x
codimα◦×Y (C ′) ≥ a+ dX − codimX(α).(7.2)
Indem man die Gleichung (7.2) benutzt erhält man mit 7.4 i):
codimα◦×Y
(
Ci ∩ (α◦ × Y )
) ≥ a+ dX − codimX(α)− dim(α◦) = a.(7.3)
Wegen ηi ∈ α× Y und ηi ∈ V (a) hat man
codimα×Y (Ci) = codimα◦×Y
(
Ci ∩ (α◦ × Y )
)
.(7.4)
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Schließlich folgt mit den Gleichungen (7.3) und (7.4):
codimX×Y (Ci) ≥ a+ codimX(α).(7.5)
3) Die Abschätzung (7.6):
Sei C ⊂ X eine Komponente von Υa, in der α liegt. Setzt man C◦ := C ∩ V (a), so liegt C◦
offen und dicht in C, womit dim
(
C◦
)
und dim
(
C
)
gleich sind. Da C◦ ⊂ V (a) ist, gilt für
alle x ∈ |C◦| die Gleichung dim(Vx) = dY − a. Mit 7.4 ii) folgt also
dim(V ) ≥ dim(C) + dY − a.
Der Übergang zur Kodimension liefert schließlich:
n = codimX×Y (V ) ≤ dY + dX −
(
dim(C) + dY − a
)
= a+ codimX
(
C
)
.(7.6)
4) Beweis der Behauptung:
Mit Υ[V ] schneidet Z auch Υa eigentlich. Damit gilt für die Komponente α von Υa Z und
jede Komponente C von Υa mit α ⊂ C die Gleichung codimC(α) = m. Man erhält:
codimX×Y (Ci) ≥ codimX(α) + a
(
nach Gleichung (7.5)
)
= codimX
(
C
)
+ codimC(α) + a
≥ n+m (nach Gleichung (7.6)).
2
Nun wird mit 7.5 die Operation von Korrespondenzen auf Zykeln definiert:
7.6 Definition (Die Operation von Korrespondenzen auf Zykeln)
Sei Λ ∈ ZdX−r+s(X × Y ) eine Korrespondenz mit den Komponenten Λ1, ...,Λn. Bezeichnen
Υ[Λ1], ...,Υ[Λn] die Stratifizierungszykel von Λ1, ...,Λn, dann setze man Υ[Λ] =
∑n
i=1Υ[Λi]
als den Stratifizierungszykel von Λ. Aus 7.5 folgt, dass sich für jedesW ∈ ZrΥ[Λ](X) die Zykel
p∗W und Λ eigentlich schneiden. Damit definiere man die Operation der Korrespondenz Λ
auf den Zykelgruppen als:
Λ: ZrΥ[Λ](X) → Zs(Y )
W 7→ Λ(W ) := q∗(Λ  p∗W ).
7.7 Proposition
Sei piX,Y : X ×S Y → S der offensichtliche Morphismus und ϑ : X ×S Y → X ×k Y der
kanonisch, durch die Identität auf den beiden Faktoren induzierte Morphismus. Dann gilt:
i) Das folgende Diagramm ist kartesisch:
X ×S Y ϑ→ X ×k Y
piX,Y
y ↓ piX × piY
S
4→ S ×k S.
ii) Der Morphismus ϑ ist eine reguläre Immersion.
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Beweis:
Zu Punkt i) vergleiche man [EGA I] 0.1.4.8. Die zweite Aussage folgt dann, da X×S Y nach
Voraussetzung ein glattes S-Schema und S eine glatte k-Varietät ist.
7.8 Lemma
In der fixierten Grundsituation betrachte man Zykel α ∈ Zmrat(X) und Z ∈ Zshom(Y/S), die
jeweils Υ[ϑ(X ×S Y )] eigentlich schneiden. Man beachte, dass damit ϑ∗p∗α und ϑ∗q∗Z in
Z∗(X ×S Y ) im Sinne von 1.9 als Zykel definiert sind. Sei Λ′ ∈ Zn+r−1(X ×S Y ) ein Zykel
und Λ := ϑ∗Λ′ sein Bild in Zn+r−1+dS (X × Y ). Dabei sei Λ′ so gewählt, dass
Λ′  ϑ∗q∗Z, Λ′  ϑ∗p∗α und Λ′  ϑ∗(p∗α  q∗Z)
als Zykel definiert sind. Dann gilt:
i) Ist U ⊂ S offen, dann hat man:
(|Λ(α)| ∩ |Z|)U = ∅ ⇔ (|α| ∩ | tΛ(Z)|)U = ∅.
ii) Ist U ⊂ S offen so gewählt, dass (|Λ(α)| ∩ |Z|)U = ∅ ist, dann sind die Tripel(
U, tΛ(Z), α
)
und
(
U, Z, Λ(α)
)
σ-zulässig und es gilt
σU,tΛ(Z)(α) = σU,Z
(
Λ(α)
)
.
Beweis:
1) Vorüberlegung:
Man beachte zunächst: Da sich α und Υ[ϑ(X×SY )] eigentlich schneiden, ist p∗α ϑ(X×SY )
als Zykel definiert und der Träger dieses Schnitts liegt bereits in ϑ(X×SY ). Identifiziert man
X×S Y mit ϑ(X×S Y ) ⊂ X×Y , so wird das Bild von p∗α unter dem Gysin-Morphismus ϑ∗
offenbar kanonisch durch den Zykel p∗α ϑ(X×S Y ), aufgefasst als Element von Z∗(X×S Y ),
repräsentiert. Analoges gilt für Z.
2) Mit Λ′ und ϑ∗p∗α schneiden sich auch Λ und p∗α eigentlich:
Identifiziert man |Λ′| ∩ |ϑ∗p∗α| mit seinem Bild in ϑ(X ×S Y ), so gilt
ϑ
(|Λ′| ∩ |ϑ∗p∗α|) = |ϑ(Λ′)| ∩ |p∗α  ϑ(X ×S Y )| = |Λ| ∩ |p∗α| ∩ |ϑ(X ×S Y )|.
Nun liegt |Λ|∩|p∗α| bereits in ϑ(X×SY ), womit man erhält, dass |Λ′|∩|ϑ∗p∗α| und |Λ|∩|p∗α|
isomorph sind. Damit folgt, dass sich mit Λ′ und ϑ∗p∗α auch Λ und p∗α eigentlich schneiden.
Entsprechendes gilt auch, wenn man anstatt p∗α den Zykel q∗Z bzw. p∗α  q∗Z betrachtet.
3) Zu i):
Da sich die entsprechenden Zykel nach Voraussetzung alle eigentlich schneiden, liefert die
Projektionsformel mit Träger (1.10)
ϑ∗
(
Λ′  ϑ∗p∗α  ϑ∗q∗Z
)
= Λ  p∗α  q∗Z.
Offenbar sind die beiden Projektionen aus X ×S Y gerade durch p ◦ ϑ und q ◦ ϑ gegeben.
Nun folgt die Behauptung in i), wenn man folgende Gleichung beachtet:
(piX ◦ p ◦ ϑ)
(|Λ′  ϑ∗p∗α  ϑ∗q∗Z|) = (piY ◦ q ◦ ϑ)(|Λ′  ϑ∗p∗α  ϑ∗q∗Z|).
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4) Vorbemerkung zum Beweis von ii):
Offenbar sind α, Z und Λ′ gerade so gewählt, dass sich Λ(α) und Z, sowie α und tΛ(Z)
eigentlich schneiden. Um die Behauptung in ii) zu zeigen, benutze man die Blochsche De-
finition der Schnitte σ.,.(.) aus 4.7. Dann benötigt man zum Einen ein Urbild Vα von α
unter d1, das tΛ(Z)×41k eigentlich schneidet. Zum Anderen braucht man ein Urbild VΛ(α)
von Λ(α) unter d1, das Z ×41k eigentlich schneidet. Weiter sollen Vα und VΛ(α) den Zykel
ϑ(X ×S Y )×41k eigentlich schneiden, um sie nach X ×S Y ×41k zurückziehen zu können.
Man wähle diese beiden Urbilder nun wie folgt:
5) Wahl eines geeigneten Zykels Vα:
Seien Υ[ϑ(X×SY )],Υ[Λ],Υ[Λq∗Z] ∈ Z∗(X) die jeweiligen Stratifizierungszykel. Man wähle
Vα gemäß 2.5 als ein Urbild von α in der Gruppe zmΥ[ϑ(X×SY )],Υ[Λ],Υ[Λq∗Z](X, 1). Offenbar
gilt
Υ[Λ  q∗Z]×41k = Υ
[
(Λ  q∗Z)×41k
] ∈ Z∗(X ×41k).
Damit schneiden sich nach 7.5 p∗Vα und (Λ  q∗Z)×41k eigentlich, und somit nach 4.9 auch
Vα und p∗
(
Λ  q∗Z
)×41k = tΛ(Z)×41k.
6) Wahl eines geeigneten Zykels VΛ(α):
Nach Konstruktion schneidet Vα auch den Stratifizierungszykel Υ[Λ]×41k eigentlich, womit
sich auch p∗Vα und Λ×41k eigentlich schneiden. Zusammen mit 5) liefert dies, dass sich die
drei Zykel
p∗Vα, Λ×41k und q∗Z ×41k
paarweise eigentlich schneiden und damit p∗Vα  (Λ×41k)  (q∗Z ×41k) unabhängig von der
Klammerung als Zykel definiert ist. Weiterhin schneiden sich nach 4.9 mit q∗Z × 41k und
(Λ×41k)  p∗Vα auch die Zykel Z ×41k und q∗
(
(Λ×41k)  p∗Vα
)
eigentlich. Damit folgt aus
d1
(
(Λ×41k)  p∗Vα
)
= Λ  p∗α (vgl. 2.7), dass
d1
(
q∗
(
(Λ×41k)  (p∗Vα)
))
= Λ(α)
gilt. Dies liefert, dass q∗
(
(Λ ×41k)  (p∗Vα)
)
ein Urbild von Λ(α) unter d1 ist, das Z ×41k
eigentlich schneidet. Man setze also
VΛ(α) := q∗
(
(Λ×41k)  (p∗Vα)
) ∈ zr(X, 1).
7) Beweis der Behauptung ii):
Nach Konstruktion schneiden sich p∗Vα und ϑ(X×S Y )×41k eigentlich, womit (ϑ× id)∗p∗Vα
als Zykel in Z1(X ×S Y ×41k) definiert ist. Die Projektionsformel (1.10) liefert nun:
p∗Vα  (Λ×41k)  (q∗Z ×41k) = (ϑ× id)∗
(
(ϑ× id)∗p∗Vα  (Λ′ ×41k)  (ϑ× id)∗q∗Z ×41k
)
.
Setzt man pX := piX ◦p und qY := piY ◦q, so gilt pX ◦ϑ = pY ◦ϑ : X×S Y → S und weiteres,
zweimaliges Anwenden der Projektionsformel mit Träger liefert:
(piX)∗
(
Vα 
(
tΛ(Z)×41k
))
= (piX ◦ p)∗
(
p∗Vα  (Λ×41k)  (q∗Z ×41k)
)
= (pX)∗(ϑ× id)∗
(
(ϑ× id)∗(p∗Vα  q∗Z ×41k)  (Λ′ ×41k)
)
= (qY )∗(ϑ× id)∗
(
(ϑ× id)∗(p∗Vα  q∗Z ×41k)  (Λ′ ×41k)
)
= (piY ◦ q)∗
(
p∗Vα  (Λ×41k)  (q∗Z ×41k)
)
= (piY )∗
(
VΛ(α)  (Z ×41k)
)
.
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Nach der Definition von σ.,.(.) erhält man damit offenbar
σU, tΛ(Z)(α) = σU,Z
(
Λ(α)
)
.
2
7.9 Lemma
In der fixierten Grundsituation betrachte man Zykel W ∈ Zmhom(X/S) und Z ∈ Zshom(Y/S),
die jeweils Υ[ϑ(X×S Y )] eigentlich schneiden. Weiterhin sei Λ′ ∈ Zn+r−1rat (X×S Y ) ein Zykel
und Λ := ϑ∗Λ′ sein Bild in Zn+r−1+dSrat (X × Y ). Dabei sei Λ′ so gewählt, dass
Λ′  ϑ∗p∗W, Λ′  ϑ∗q∗Z und Λ′  ϑ∗(p∗W  q∗Z)
als Zykel definiert sind. Dann gilt:
i) Ist U ⊂ S offen, dann hat man
(|Λ(W )| ∩ |Z|)U = ∅ ⇔ (|W | ∩ | tΛ(Z)|)U = ∅.
ii) Ist U ⊂ S offen so gewählt, dass (|Λ(W )| ∩ |Z|)U = ∅ ist, dann sind die Tripel(
U, W, tΛ(Z)
)
und
(
U, Z, Λ(W )
)
σ-zulässig und es gilt
σU,W (tΛ(Z)) = σU,Z
(
Λ(W )
)
.
Beweis:
1) Zu i):
Dies folgt offenbar völlig analog wie im Beweis von 7.8.
2) Zu ii):
Offenbar ist X ×S Y ein projektives, glattes k-Schema, womit sich die einzelnen Zusam-
menhangskomponenten C1, ..., Ca von X ×S Y nicht schneiden und somit C1, ..., Ca glatte,
projektive k-Varietäten sind. Weiterhin gilt CH∗(X ×S Y ) =
⊕a
i=1CH
∗(Ci) (vgl. [Fu]1.3.1
b)). Damit erhält man durch Betrachten jedes einzelnen Ci mit i = 1, ..., a ein ”Urbild” VΛ′
von Λ′ unter d1, das ϑ∗(p∗W q∗Z)×41k, ϑ∗p∗W ×41k und ϑ∗q∗Z×41k eigentlich schneidet.
Weiter setze man VΛ := (ϑ× id)∗VΛ′ und betrachte den Zykel
VtΛ(Z) := p∗
(
VΛ  (q∗Z ×41k)
) ∈ zn(X, 1).
Wegen d1
(
VΛ  (q∗Z ×41k)
)
= Λ  q∗Z gilt
d1
(
VtΛ(Z)
)
= tΛ(Z).
Mit 4.9 schneidet VtΛ(Z) den Zykel W ×41k eigentlich, denn nach Konstruktion schneiden
sich VΛ′  (ϑ∗q∗Z ×41k) und ϑ∗p∗W ×41k eigentlich. Damit gilt für das σ-zulässige Tripel
(U,W, tΛ(Z))
σU,W
(
tΛ(Z)
)
= ιU
(
(piX)∗
(
VtΛ(Z)  (W ×41k)
))
.
Analog dazu sieht man, dass VΛ(W ) := q∗
(
VΛ  (p∗W × 41k)
)
den Zykel Z × 41k eigentlich
schneidet und d1
(
VΛ(W )
)
= Λ(W ) erfüllt. Damit gilt
σU,Z
(
Λ(W )
)
= ιk
(
(piY )∗
(
VΛ(W )  (Z ×41k)
))
.
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Mit mehrmaligem Anwenden der Projektionsformel mit Träger 1.10 folgt nun
(piY )∗
(
VΛ(W )  (Z ×41k)
)
= (piY ◦ q)∗
(
VΛ 
(
(p∗W  q∗Z)×41k
))
= (piY ◦ q ◦ ϑ× id)∗
(
VΛ′ 
(
ϑ∗(p∗W  q∗Z)×41k
))
= (piX ◦ p ◦ ϑ× id)∗
(
VΛ′ 
(
ϑ∗(p∗W  q∗Z)×41k
))
= (piX ◦ p)∗
(
VΛ 
(
(p∗W  q∗Z)×41k
))
= (piX)∗
(
VtΛ(Z)  (W ×41k)
)
und damit offenbar die Behauptung. 2
In [MS] wird die Situation betrachtet, dass S = Spec(C) = Spec(k) gilt. Sei T := Y und
seien i,m ∈ N, so dass dX + 1 = m + i gilt. Weiter bezeichnen EX und ET die Blochsche
Bierweiterung von CHihom(X) × CHmhom(X) bzw. CHdThom(T ) × CH1hom(T ). Schließlich sei
B ∈ CHm(X × T ) eine Korrespondenz. Dann zeigt Müller-Stach im Wesentlichen (vgl. den
Beweis von 7.10), dass
(id× tB)∗EX → (B × id)∗ET
ein Isomorphismus von Bierweiterungen ist. Dabei überlässt er aber viele Details dem Leser.
Im nachfolgenden Satz wird diese Aussage von den, bei [MS] betrachteten Kodimensionen 1
und dT , hin zu beliebigen Kodimensionen r und s mit r+ s = dT − dS + 1 verallgemeinert.
Auch muss im Folgenden S nicht Spektrum eines Körpers sein. Die Idee in Müller-Stachs
Beweis ist, direkt auf die Konstruktion der Blochschen Bierweiterung in [Bl1] zurückzu-
greifen. Im Gegensatz dazu erfolgt der Zugang zum Beweis hier über die Schnitte σ.,.(.)
(durch die die Blochsche Bierweiterung bereits komplett bestimmt ist) und unterscheidet
sich damit klar von Müller-Stachs Beweis. Auch erlaubt diese Handhabe eine viel defensivere
Verwendung von Chows Movinglemma.
7.10 Satz
Seien n,m, r, s ∈ N wie in der Grundsituation und sei EX sowie EY die Blochsche Bierwei-
terung von CHmhom(X/S)×CHnhom(X/S) bzw. CHrhom(Y/S)×CHshom(Y/S). Man betrachte
ein v′ ∈ CHn+r−1(X ×S Y ), die Korrespondenzen v := ϑ∗v′ aus CHn+r−1+dS (X × Y ) sowie
die durch v induzierten Operationen
v : CHmhom(X/S)→ CHrhom(Y/S) und tv : CHshom(Y/S)→ CHnhom(X/S).
Dann sind die Pullbacks (id× tv)∗EX und (v × id)∗EY der Gm,S-Bierweiterungen EX bzw.
EY über CHmhom(X/S)× CHshom(Y/S) kanonisch isomorph, es gilt also:
(id× tv)∗EX = (v × id)∗EY .
Beweis:
1) Definition kanonischer Isomorphismen τv : EYv(w),z → EXw,tv(z):
Zunächst fixiere man Elemente w ∈ CHmhom(X/S) und z ∈ CHshom(Y/S). Man betrachte
zu w, z und v die Menge M aller Tupel (U, V ′,W,Z), bei denen W ∈ w und Z ∈ z so
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gewählt sind, dass W und Z den Zykel Υ[ϑ(X ×S Y )] eigentlich schneiden. Darüberhinaus
seien U ⊂ S offen und V ′ ∈ v′ so gewählt, dass die Schnitte V ′  ϑ∗p∗W , V ′  ϑ∗q∗Z und
V ′ ϑ∗(p∗W  q∗Z) alle als Zykel definiert und über U leer sind. Dann bilden {Z}U, V (W ) und
{tV (Z)}U,W Rahmen der k∗-Torseure EYv(w),z bzw. EXw,tv(z). Hiermit definiere man für jedes
(U, V ′,W,Z) ∈M und V := ϑ∗V ′ einen Torseurisomorphismus
τW,ZV : E
Y
v(w),z|U → EXw,tv(z)|U ; {Z}U, V (W ) 7→ {tV (Z)}U,W .
Zunächst zeige man, dass für (U1, V ′1 ,W1, Z1), (U2, V ′2 ,W2, Z2) ∈ M, V1 := ϑ∗V ′1 und
V2 := ϑ∗V ′2 die Gleichung τ
W1,Z1
V1
= τW2,Z2V2 über U12 gilt. Dazu beachte man, dass für
i :=
(
U1,W1,
tV1(Z1)
)
und j :=
(
U2,W2,
tV2(Z2)
)
das Tupel (i, j) ϕ-zulässig ist. Mit der
entsprechenden Übergangsabbildung ϕXi,j von EXw,tv(z) gilt also
τW1,Z1V1 ({Z1}U12, V (W1)) = {tV1(Z1)}U12,W1 = ϕXi,j · {tV2(Z2)}U12,W2 .
Setzt man m :=
(
U1, V1(W1), Z1
)
und n :=
(
U2, V2(W2), Z2
)
, dann ist (n,m) ϕ-zulässig.
Mit der entsprechenden Übergangsabbildung ϕYm,n von EYv(w),z gilt somit
τW2,Z2V2
({Z1}U12, V1(W1)) = τW2,Z2V2 (ϕYm,n · {Z2}U12, V2(W2)) = ϕYm,n · {tV2(Z2)}U12,W2 .
Damit genügt es
ϕXi,j = ϕ
Y
m,n
zu zeigen. Nach entsprechendem Lokalisieren und Übergang zu geeigneten, rational äquiva-
lenten Zykeln kann man analog zu Kapitel 4 annehmen, dass(
U12,W1,
tV1(Z1 − Z2)
)
,
(
U12, V1(W1), Z1 − Z2
)
,
(
U12,
tV1(Z2), (W1 −W2)
)
,(
U12, Z2, V1(W1 −W2)
)
,
(
U12,W2,
t(V1 − V2)(Z2)
)
und
(
U12, Z2, (V1 − V2)(W2)
)
σ-zulässig sind. Dann hat man
ϕXi,j = σU12,W1
(
tV1(Z1 − Z2)
) · σU12,tV1(Z2)(W1 −W2) · σU12,W2(t(V1 − V2)(Z2))
und
ϕYm,n = σU12,V1(W1)(Z1 − Z2) · σU12,Z2
(
V1(W1 −W2)
) · σU12,Z2((V1 − V2)(W2)).
Nach 7.8 und 7.9 gilt aber
σU12,W1
(
tV1(Z1 − Z2)
)
= σU12,V1(W1)(Z1 − Z2),
σU12,tV1(Z2)
(
W1 −W2
)
= σU12,Z2
(
V1(W1 −W2)
)
und
σU12,W2
(
t(V1 − V2)(Z2)
)
= σU12,Z2
(
(V1 − V2)(W2)
)
,
womit die Zwischenbehauptung gezeigt ist. Man bezeichne für v, w und z den, von Wahlen
unabhängigen, kanonischen Torseurisomorphismus mit
τw,zv : EYv(w),z → EXw,tv(z).
2)Definition kanonischer Isomorphismen tw,zv :
(
(v× id)∗EY )
w,z
→ ((id× tv)∗EX)
w,z
:
Für w ∈ CHmhom(X/S) und z ∈ CHshom(Y/S) induzieren die Morphismen τw,zv vermöge der
Projektionen
p′ :
(
(v × id)∗EY )
w,z
→ EYv(w),z und q′ :
(
(id× tv)∗EX)
w,z
→ EXw,tv(z)
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kanonische Torseurisomorphismen
tw,zv :
(
(v × id)∗EY )
w,z
→ ((id× tv)∗EX)
w,z
.
Ist dabei U ⊂ S offen, W ∈ w, Z ∈ z und V ∈ v so, dass {Z}U, V (W ) und {tV (Z)}U,W
Rahmen von EYv(w),z bzw. E
X
w,tv(z) sind. Dann gilt offenbar
tw,zv
(
(v × id)∗{Z}U,V (W )
)
= (id× tv)∗{tV (Z)}U,W .
3) Verträglichkeit der Gruppengesetze:
Dies ist mit der expliziten Beschreibung von tw,zv in 2) und der Form der Gruppengesetze
einer Blochschen Bierweiterung (vgl. 6.1) unmittelbar klar. 2
Kapitel 8
Picard- und Albanesevarietät
Im Folgenden sei k stets ein algebraisch abgeschlossener Körper. In diesem Abschnitt werden
die wichtigsten Sachverhalte bezüglich der Picard- und Albaneseverietät wiederholt. Auch
wird an die Begriffe eines (bei einem Punkt rigidifizierten) Poincarébündels und eines Poin-
carédivisors erinnert. Dabei sind die meisten Aussagen in diesem Abschnitt wohlbekannt
und man kann sich die entsprechenden Beweise schnell selbst überlegen. Falls zur Hand,
findet man diese Resultate auch in meiner Diplomarbeit wieder.
8.1 Grundsituation
Sei k ein algebraisch abgeschlossener Körper undX/k eine glatte, projektive Varietät. Weiter
fixiere man mit σ ∈ X(k) einen k-rationalen Punkt von X.
8.2 Definition (Die Picardvarietät)
Man bezeichne mit (Sch/k) die Kategorie der Schemata über k, mit (Var/k) die Kategorie
der glatten, projektiven Varietäten über k und mit (Ab) die Kategorie der abelschen Grup-
pen. Sei T ∈ (Sch/k). Bezeichnet q : X × T → T die Projektion, so wird bei [BLR] Kapitel
8 gezeigt, dass für die glatte, projektive Varietät X/k der Picardfunktor
PicX/k :
(
Sch/k
)◦ → (Ab)
T 7→ Pic(X × T )/q∗Pic(T )
darstellbar ist. Genauer wird nach [BLR] 8.2 Theorem 3 und 8.1 Theorem 1 dieser Funktor
durch ein separiertes k-Schema PicX/k v. e. T. dargestellt. Bezeichnet Pic1X/k die reduzier-
te Zusammenhangskomponente der Null von PicX/k, so wird in [BLR] 8.4 Satz 3 gezeigt,
dass Pic1X/k ein eigentliches Gruppenschema ist. Darüberhinaus kann man sich überlegen,
dass es sich bei Pic1X/k sogar um eine abelsche Varietät über k handelt. Man nenne Pic
1
X/k
die Picardvarietät von X. Dabei beachte man, dass man üblicherweise (Pic0X/k)red für die
Picardvarietät schreibt. Die hier verwendete Bezeichnung Pic1X/k fügt sich aber besser in
die Notation der höheren Picardvarietäten (Kapitel 10) ein. Betrachtet man folgende Ein-
75
76 Kapitel 8: Picard- und Albanesevarietät
schränkung von PicX/k
Pic0X/k :
(
Var/k
)◦ → (Ab)
T 7→
L ∈ Pic(X × T ) ∣∣∣
(σ × id)∗L ∼= OT und für alle
τ ∈ T (k) ist (id× τ)∗L
algebraisch äquivalent zu Null
 ,
so kann man zeigen, dass dieser Funktor durch Pic1X/k dargestellt wird. Ist A/k eine abelsche
Varietät, so schreibe man auch Aˆ anstatt Pic1A/k und nenne Aˆ die duale abelsche Varietät
von A.
8.3 Definition (Das Poincarébündel)
Aufgrund der Darstellbarkeit von Pic0X/k hat man eine Isomorphieklasse von Geradenbün-
deln [PX ] ∈ Pic0X/k(Pic1X/k), die mit id ∈ Hom(Pic1X/k,Pic1X/k) korrespondiert. Man be-
zeichne jedes Geradenbündel PX , das in der Klasse [PX ] liegt, als ein bei σ rigidifizierbares
Poincarébündel von X. Wird ein Isomorphismus (σ × id)∗PX = OPic1X/k fixiert, so bezeich-
net man das entsprechende Poincarébündel als bei σ rigidifiziert. Ist τ ∈ Pic1X/k(k) ein
k-rationaler Punkt, so ist weiterhin die Klasse von (id × τ)∗PX algebraisch äquivalent zu
Null. Darüberhinaus erfüllt PX folgende, offensichtliche universelle Eigenschaft:
Sei T ∈ (Var/k) und sei L ein Geradenbündel auf X × T mit (σ × id)∗L ∼= OT sowie
(id × τ)∗L algebraisch äquivalent zu Null für alle τ ∈ T (k). Dann existiert ein eindeutig
bestimmter Morphismus f : T → Pic1X/k, so dass auf X × T gilt:
(id× f)∗PX ∼= L.
8.4 Proposition
Seien F und G Geradenbündel über X. Ist f : F → G ein Isomorphismus, so ist dieser bereits
eindeutig durch seine Einschränkung f |σ : F|σ → G|σ von f auf σ bestimmt.
Beweis:
Man beachte für den Beweis dieser wohlbekannten Aussage, dass nach [HA] II Ex. 4.5 und
Ex. 5.1 für die eigentliche Varietät X über dem algebraisch abgeschlossenen Körper k
Hom
(F , F) = Γ(X, HomOX (F , F)) = Γ(X, OX) = k
gilt. Ist U ⊂ X offen und t ein Rahmen von F über U , so ist der mit a ∈ k korrespondierende
Garbenmorphismus gegeben durch t 7→ a · t. Insbesondere hat man bei σ die Zuordnung
t|σ 7→ a · t|σ. Offenbar erhält man damit:
Hom(F , F) = Hom(F|σ, F|σ).
Angenommen es existiert nun ein weiterer Isomorphismus g : F → G mit gσ = fσ. Dann
folgt aber aus der Vorüberlegung dass f−1 ◦ g = idF ist. Dies zeigt die Behauptung. 2
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8.5 Bemerkung
Sind F und G Geradenbündel auf X, die beide bei σ rigidifiziert sind, so besagt 8.4 gerade
folgendes: Es gibt höchstens einen Isomorphismus f : F → G, der mit den Rigidifizierungen
auf beiden Seiten verträglich ist.
8.6 Proposition (Birigidifizierung des Poincarébündels)
Sei A eine abelsche Varietät und PA ein bei 0 ∈ |A| rigidifiziertes Poincarébündel auf A× Aˆ.
Dann ist PA auch bei 0 ∈ |Aˆ| rigidifizierbar. Weiter induziert die Rigidifizierung bei 0 ∈ |A|
kanonisch eine Rigidifizierung von PA bei 0 ∈ |Aˆ|.
Beweis:
Der erste Teil ist wohlbekannt und der Beweis ist dem Leser überlassen. Für die zweite
Aussage beachte man, dass es analog zu 8.4 kanonische Isomorphismen wie folgt gibt:
Hom
(PA|A×0,OA) = Hom(PA|(0,0),OSpec(k)) = Hom(PA|0×Aˆ,OAˆ).
Nun ist mit der Rigidifizierung bei 0 ∈ |A| ein Isomorphismus in Hom(PA|0×Aˆ,OAˆ) fixiert
und damit auch einer in Hom
(PA|A×0,OA). Dieser ist aber eine Rigidifizierung für PA bei
0 ∈ |Aˆ|. 2
8.7 Definition (Der duale Morphismus)
Sei A/k eine abelsche Varietät und f : X → A ein Morphismus von Varietäten. Offenbar gilt[
(f × id)∗PA
] ∈ Pic0X/k(Aˆ). Damit existiert nach 8.3 ein eindeutig bestimmter Morphismus
fˆ : Aˆ→ Pic1X/k mit
(f × id)∗PA ∼= (id× fˆ)∗PX .
Dabei nenne man fˆ den zu f dualen Morphismus. Ist insbesondere X = B ebenfalls ei-
ne abelsche Varietät, und sind PA und PB jeweils bei 0 rigidifizierte Poincarébündel auf
A × Aˆ bzw. B × Bˆ, so kann der voranstehende Isomorphismus kanonisch (d. h. mit den
Rigidifizierungen verträglich) gewählt werden. Es gilt also
(f × id)∗PA = (id× fˆ)∗PB.
8.8 Proposition (Die Bidualitätsabbildung)
Sei A/k eine abelsche Varietät und bezeichnet ν : A × Aˆ → Aˆ × A das Vertauschen der
Faktoren. Ist PA ein fixiertes, bei 0 rigidifizierbares Poincarébündel auf A × Aˆ, dann liegt
die Klasse von ν∗PA in Pic0Aˆ/k(A). Ist PAˆ ein fixiertes, bei 0 rigidifizierbares Poincarébündel
auf Aˆ× ˆˆA, so betrachte man den nach 8.3 eindeutig bestimmten Morphismus
b : A→ ˆˆA
mit (id × b)∗PAˆ = ν∗PA. Dann ist der Morphismus b bereits ein Isomorphismus und wird
im Folgenden Bidualitätsabbildung genannt.
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Beweis:
Diese Aussage ist wohlbekannt. 2
8.9 Lemma
Sei g : Aˆ→ Pic1X/k ein Homomorphismus abelscher Varietäten.
i) Es existiert ein eindeutig bestimmter Morphismus gb : X → A mit gb(σ) = 0 so, dass
(gb)ˆ = g gilt.
ii) Bezeichnet ν : Pic1X/k×X → X×Pic1X/k das Vertauschen der beiden Faktoren, so liegt
die Klasse von L := (g×id)∗ν∗PX inPic0Aˆ/k(X). Es bezeichne g˜ : X →
ˆˆ
A den eindeutig
bestimmten Morphismus mit (id×g˜)∗PAˆ ∼= L. Dann kann man in i) gb = b−1◦g˜ setzen.
Beweis:
Im Folgenden werden kurz die wesentlichen Beweisschritte genannt. Diese auszuführen ist
dann dem Leser überlassen.
Man rechnet zunächst die Aussage
[L] ∈ Pic0
Aˆ/k
(X) aus ii) nach. Als nächstes überlegt man
sich mit der universellen Eigenschaft von PX , dass (gb)ˆ = g gilt. Schließlich zeigt man mit
Hilfe eines fixierten, bei 0 rigidifizierbaren Poincarébündels PAˆ auf Aˆ × ˆˆA, dass für jedes
f : X → A mit f(σ) = 0 auch (fˆ)b = f gilt. Hieraus folgt die Eindeutigkeit von gb in i) und
das Lemma ist gezeigt. 2
8.10 Definition (Die Albanesevarietät)
Ein Paar
(
Alb(X), ψ
)
, bestehend aus einer abelschen Varietät Alb(X) und einem Morphis-
mus ψ : X → Alb(X) mit ψ◦σ = 0: Spec(k)→ Alb(X), heißt Albanesevarietät von X (zum
Basispunkt σ), falls folgende universelle Eigenschaft erfüllt ist: Für jede abelsche Varietät
A und jeden Morphismus ϕ : X → A mit ϕ ◦ σ = 0: Spec(k) → A existiert ein eindeutig
bestimmter Morphismus abelscher Varietäten f : Alb(X)→ A so, dass folgendes Diagramm
kommutiert:
X
ψ→ Alb(X)
ϕ↘ ↙ ∃!f
A.
8.11 Proposition (Existenz und Eindeutigkeit der Albanesevarietät)
i) Eine Albanesevarietät von X zum Basispunkt σ ist bis auf kanonische Isomorphie
eindeutig bestimmt.
ii) Setzt man Alb(X) :=
(
Pic1X/k )ˆ und ψ := (idPic1X/k)
b, so ist das Paar (Alb(X), ψ) eine
Albanesevarietät von X (zum Basispunkt σ).
Beweis:
Der Punkt i) ist klar und ii) rechnet man direkt nach. 2
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8.12 Bemerkung
Im Folgenden bezeichne man mit Ap(X) ⊂ CHp(X) die Elemente des Chowrings, die gemäß
[Fu] 10.3 algebraisch äquivalent zu Null sind. Dabei hat man speziell für p = dX :
A0(X) = ker
(
CH0(X)
deg−→ Z).
8.13 Bemerkung
Die Abbildung ψ : X → Alb(X) induziert wie folgt die sogenannte Abel-Jakobi-Abbildung
θ0 = θdX : A0(X) = AdX (X)→
(
Alb(X)
)
(k);
∑n
i=1 niZi 7→
∑n
i=1 ni · ψ∗(Zi).
Dabei ist die rechte Summe als die Verknüpfung in
(
Alb(X)
)
(k) zu lesen.
Fixiert man ein Poincarébündel PX auf X × Pic1X/k, so erhält man für jedes p ∈ |Pic1X/k|
mit (id× p)∗PX eine Klasse in Pic(X), die algebraisch äquivalent zu Null ist und damit ein
Element in A1(X). Diese Zuordnung ist bijektiv und induziert folgenden Isomorphismus:
θ1 : A1(X)→ |Pic1X/k|.
8.14 Definition (Poincarédivisoren)
Sei PX ein bei σ rigidifiziertes Poincarébündel und s 6= 0 ein rationaler Schnitt von PX mit
s
(
(σ, 0)
)
= 1. Man bezeichne den Divisor
P := div(s) ∈ Z1(X × Pic1X/k)
als Poincarédivisor zum Poincarébündel PX .
8.15 Definition
Sei A eine abelsche Varietät, PA ein bei 0 rigidifiziertes Poincarébündel auf A × Aˆ und
P ein Poincarédivisor zu PA. Bezeichnen p : A × Aˆ → A und q : A × Aˆ → Aˆ die beiden
Projektionen, so nenne man P bei α ∈ Z0(A) und β ∈ Z0(Aˆ) definiert, wenn die Schnitte
P  p∗α, P  q∗β und P  p∗α  q∗β
als Zykel definiert sind.
8.16 Definition
Sei L ein Geradenbündel auf X und Z =∑ni=1 ni · Pi ∈ Z0(X) ein Zykel auf X. Bezeichnet
ζi für i = 1, ..., n den k-rationalen Punkt zu Pi, so definiere man das Geradenbündel L|Z
über Spec(k) wie folgt:
L|Z :=
n⊗
i=1
L⊗ni |Pi .
Ist s 6= 0 ein rationaler Schnitt von L mit |div(s)| ∩ |Z| = ∅, so setze man weiterhin
s|Z :=
n⊗
i=1
ζ∗i s
⊗ni ∈ Γ(Spec(k), L|Z).
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Die Poincaré-Bierweiterung
Sei A eine abelsche Varietät über dem algebraisch abgeschlossenen Körper k. Weiter fixiere
man mit PA ein bei 0 rigidifiziertes Poincarébündel auf A × Aˆ. In diesem Kapitel wird
zunächst die Definition der Poincaré-Bierweiterung P zum Poincarébündel PA wiederholt.
Dabei handelt es sich bei P um eine k∗-Bierweiterung von |A| × |Aˆ|. Sei X eine glatte,
projektive Varietät und bezeichne (i × j) : A1(X) × A0(X) ↪→ CH1hom(X) × CHdXhom(X)
die Inklusion. Man schreibe EA für den entsprechenden Pullback (i × j)∗E der Blochschen
Bierweiterung. Weiter betrachte man mit θ1×θ0 : A1(X)×A0(X)→ |Pic1X/k|×|Alb(X)| das
Produkt der kanonischen Abbildungen aus Kapitel 8. Dann wird in diesem Kapitel gezeigt,
dass die beiden Bierweiterungen EA und (θ1×θ0)∗P über A1(X)×A0(X) kanonisch isomorph
sind. Es gilt also:
EA = (θ1 × θ0)∗P.
9.1 Notation
In diesem Abschnitt bezeichne A eine abelsche Varietät über dem fixierten, algebraisch
abgeschlossenen Körper k und X über k eine glatte, projektive Varietät mit fixiertem Punkt
σ ∈ X(k). Weiterhin zeichne man ein bei 0 rigidifiziertes Poincarébündel PA auf A× Aˆ aus.
9.2 Satz (Satz vom Quadrat)
Seien b, b′ ∈ |Aˆ| abgeschlossene Punkte und PA das fixierte, bei 0 rigidifizierte Poincarébün-
del auf A×Aˆ. Dann hat man einen kanonischen Isomorphismus rigidifizierter Geradenbündel
auf A:
PA|A×b ⊗ PA|A×b′ ∼→ PA|A×b+b′ .
Entsprechend gilt für a, a′ ∈ |A|:
PA|a×Aˆ ⊗ PA|a′×Aˆ = PA|a+a′×Aˆ.
Beweis:
Nach [Mi2] 6.7. hat man für rigidifizierbare Poincarébündel Isomorphismen
PA|A×b ⊗ PA|A×b′ ∼= PA|A×b+b′ und PA|a×Aˆ ⊗ PA|a′×Aˆ ∼= PA|a+a′×Aˆ.
Mit der fixierten Rigidifizierung kann man gemäß 8.4 genau einen solchen Isomorphismus
kanonisch fixieren, der mit den Rigidifizierungen auf beiden Seiten verträglich ist. 2
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9.3 Lemma (Gm,S-Torseure und Geradenbündel)
i) Sei S ein Schema. Man bezeichne mit (GB/S) die Kategorie, deren Objekte Geraden-
bündel über S und deren Morphismen Isomorphismen von Geradenbündeln sind. Der
kovariante Funktor Φ, gegeben durch
Φ: (GB/S) → (Gm,S − Tor/S)
L 7→ IsoOS (OS ,L),
stellt eine Kategorienäquivalenz dar. Hierbei bezeichnet IsoOS (OS ,L) die Garbe mit
IsoOS (OS ,L)(U) = Iso(OS |U ,L|U ) für U ⊂ S offen.
ii) Unter dieser Kategorienäquivalenz entsprechen sich das Tensorprodukt von Geraden-
bündeln und das (kontrahierte) Produkt von Torseuren.
Beweis:
Punkt i) ist wohlbekannt und z. B. bei [Mi1] zu finden. Sich von der Gültigkeit von ii) zu
überzeugen, ist dem Leser überlassen. 2
9.4 Konstruktion
Im Folgenden wird die Konstruktion der Poincaré-Bierweiterung P von |A|× |Aˆ| zum fixier-
ten, bei 0 rigidifizierten Poincarébündel PA über A× Aˆ wiederholt.
Seien a ∈ |A| und b ∈ |Aˆ| abgeschlossene Punkte. Man bezeichne mit Pa,b den mit dem
Geradenbündel PA|(a,b) über Spec(k) korrespondierenden k∗-Torseur. Damit setze man
P :=
∐
(a,b)∈|A|×|Aˆ|
Pa,b.
Offenbar ist die Abbildung p : P→ |A|× |Aˆ|, die alle Elemente von Pa,b auf den Punkt (a, b)
schickt surjektiv. Weiter hat man, induziert durch die k∗-Torseure Pa,b, eine k∗-Operation
auf P, so dass p bezüglich der trivialen Operation auf |A| × |Aˆ| äquivariant ist. Schließlich
definiere man für P Gruppengesetze wie folgt:
Seien a, a′ ∈ |A| und b, b′ ∈ |Aˆ| abgeschlossene Punkte. Man benutze die Rigidifizierung von
PA bei A× {0}, um gemäß 9.2 einen Isomorphismus
σa,a
′
1 : PA|a×Aˆ ⊗ PA|a′×Aˆ → PA|a+a′×Aˆ
kanonisch zu fixieren. Damit definiere man
+1a,a′,b : Pa,b ×k
∗
Pa′,b −→ Pa+a′,b
als den gemäß 9.3 mit der Einschränkung von σa,a
′
1 auf (b) − (0) korrespondierenden Iso-
morphismus von k∗-Torseuren. Entsprechend setze man
+2a,b,b′ : Pa,b ×k
∗
Pa,b′ −→ Pa,b+b′
als den mit σb,b
′
1 |(a)−(0) : PA|(a,b)⊗PA|(a,b′) → PA|(a,b+b′) korrespondierenden Torseurisomor-
phismus.
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Der Beweis, dass diese Gruppengesetze assoziativ und kommutativ sind, ist dem Leser über-
lassen. Offenbar muss man lediglich noch einsehen, dass die so definierten Abbildungen +1.,.,.
und +2.,.,. miteinander verträglich sind (3.5 3 iv)). Da man für die weiteren Berechnungen
in diesem Kapitel ohnehin eine sehr genaue Beschreibung der Gruppengesetze benötigt,
wird diese Verträglichkeit in den beiden folgenden Propositionen explizit gezeigt. Mit diesen
Überlegungen ist dann die Poincaré-Bierweiterung komplett beschrieben.
9.5 Proposition
Sei p : A × Aˆ → A die Projektion und seien a, a′ ∈ |A| abgeschlossene Punkte. Man wähle
einen rationalen Schnitt s von PA mit s
(
(0, 0)
)
= 1 so, dass div(s) an den Stellen β = 0 und
α ∈ {(a)−(0), (a′)−(0), (a+a′)−(0)} definiert ist (vgl. 8.15). Damit setze man P := div(s).
Dann ist nach 9.2 P
(
(a) + (a′) − (a + a′) − (0)) ein Zykel rational äquivalent zu Null. Sei
fsa,a′ ∈ K(A)∗ die rationale Funktion, die durch fsa,a′(0) = 1 und
P
(
(a) + (a′)− (a+ a′)− (0)) = div(fsa,a′)
eindeutig bestimmt ist (Man beachte hierbei 1.6). Setzt man für x ∈ |A|
sx×Aˆ := (x× id)∗s · (0× id)∗s−1,
dann ist der Isomorphismus σa,a
′
1 wie folgt gegeben:
σa,a
′
1 : PA|a×Aˆ ⊗ PA|a′×Aˆ → PA|(a+a′)×Aˆ
sa×Aˆ · sa′×Aˆ 7→ fsa,a′ · sa+a′×Aˆ.
Entsprechendes gilt für den Isomorphismus σb,b
′
2 : PA|A×b ⊗ PA|A×b′ → PA|A×(b+b′).
Beweis:
Es bezeichne α ∈ Γ(A, PA|A×{0}) den Schnitt, der unter der Rigidifizierung dem Einsschnitt
von OA entspricht. Da div
(
sa×Aˆ · sa′×Aˆ
)
= div
(
fsa,a′ · sa+a′×Aˆ
)
gilt, ist die voranstehende
Definition von σa,a
′
1 wohldefiniert. Damit genügt es offenbar zu prüfen, dass σ
a,a′
1 mit der
Rigidifizierung verträglich ist. Man unterscheide dazu die beiden folgenden Fälle:
1. Fall: Für den ausgezeichneten Schnitt s gilt s|A×0 = α:
Da sich der Einsschnitt von OA bei weiterem Einschränken stets auf den Einsschnitt von
OSpec(k) abbildet, entsprechen α|(a)−(0) = sa×Aˆ|0, sa′×Aˆ|0 und sa+a′×Aˆ|0 jeweils dem Eins-
schnitt von OSpec(k). Nach Konstruktion ist fPa,a′(0) = 1, womit offenbar in diesem Fall σa,a
′
1
mit der Rigidifizierung verträglich ist.
2. Fall: Für den ausgezeichneten Schnitt s gilt s|A×0 6= α:
Da α ein Rahmen von PA|A×0 ist, findet man eine rationale Funktion b ∈ K(A)∗, so dass
s|A×0 = b · α gilt. Mit den Berechnungen aus Fall 1 genügt es nun offenbar zu zeigen, dass
b(a) · b(a′) = b(a+ a′) · b(0)
gilt (Man beachte dabei, dass nach Konstruktion die Punkte (a, 0), (a′, 0), (a + a′, 0) und
(0, 0) nicht im Divisor von s liegen). Dazu betrachte man die Funktion
A×A→ k; (a, a′) 7→ b(a) · b(a
′)
b(a+ a′) · b(0) .
Diese ist nach dem Rigiditätssatz ([Mi2] 2.1) konstant Eins, was die Behauptung zeigt. 2
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9.6 Proposition
Seien a, a′ ∈ |Aˆ|, b, b′ ∈ |A| abgeschlossene Punkte und P ein Poincarédivisor, der bei
α ∈ {(a)− (0), (a′)− (0), (a+a′)− (0)} und β ∈ {(b)− (0), (b′)− (0), (b+ b′)− (0)} definiert
ist (vgl. 8.15). Dann sind die Morphismen
σb,b
′
2 |(a+a′)−(0) ◦
(
σa,a
′
1 |(b)−(0) × σa,a
′
1 |(b′)−(0)
) ◦ v23
und
σa,a
′
1 |(b+b′)−(0) ◦
(
σb,b
′
2 |(a)−(0) × σb,b
′
2 |(a′)−(0)
)
von P|(a,b)⊗P|(a,b′)⊗P|(a′,b)⊗P|(a′,b′) nach P|(a+a′,b+b′) gleich, wobei v23 das Vertauschen
des zweiten und dritten Faktors bezeichnet.
Beweis:
Mit den Bezeichnungen von 9.5 reduziert man die Behauptung durch Einsetzen leicht darauf,
die Gleichung
fsa,a′(b) · fsa,a′(b′) · fsb,b′(a+ a′) = fsb,b′(a) · fsb,b′(a′) · fsa,a′(b+ b′)
zu zeigen. Betrachtet man dazu die beiden Abbildungen
(a, a′) 7→ f
s
b,b′(a) · fsb,b′(a)
fsb,b′(a+ a
′) · fsb,b′(0)
und (b, b′) 7→ f
s
a,a′(b) · fsa,a′(b′)
fsa,a′(b+ b
′) · fsa,a′(0)
,
so sieht man mit dem Rigiditätssatz, dass diese beiden Funktionen konstant Eins sind. 2
9.7 Bemerkung
Nach [SGA 7] VII 2.9.5 kann man die zu einem bei 0 rigidifizierten Poincarébündel assozi-
ierten Torseure genau auf eine Art und Weise mit der Struktur einer Poincaré-Bierweiterung
versehen. In 9.4 sieht man, wie man hierbei zu verfahren hat.
9.8 Definition (Die Bierweiterung EA)
Es bezeichne i×j : A1(X)×AdX (X) ↪→ CH1hom(X)×CHdXhom(X) die entsprechende Inklusion.
Damit definiere man folgende k∗-Bierweiterung von A1(X)×AdX (X):
EA := (i× j)∗E.
Man nenne dabei EA die Einschränkung der Blochschen Bierweiterung auf A1(X)×AdX (X).
9.9 Bemerkung
Im Weiteren betrachte man folgende Situation: Es sei EA die Einschränkung der Blochschen
Bierweiterung auf A1(Pic1X/k) × A0
(
Alb(X)
)
. Weiterhin bezeichne P ein fixiertes, bei 0
rigidifiziertes Poincarébündel auf Pic1X/k × Alb(X). Schließlich benenne man die durch P
induzierte k∗-Bierweiterung über |Pic1X/k| × |Alb(X)| mit P.
Ist ψ : X → Alb(X) die kanonische Abbildung der Albanesevarietät zum fixierten Basis-
punkt σ ∈ X(k), so überlegt man sich, dass P˜ := (id × ψ)∗P der Pullback eines bei σ
rigidifizierten Poincarébündels auf X × Pic1X/k entlang ν : Pic1X/k ×X → X × Pic1X/k ist.
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9.10 Konstruktion
Sei (w, z) ∈ A1(Pic1X/k) × A0
(
Alb(X)
)
. Im Folgenden werden zu geeigneten Wahlen (s. u.)
eines Repräsentanten Z von z und eines rationalen Schnitts s von P Torseurisomorphismen
τZ,s : EAw,z →
(
(θ1 × θ0)∗P
)
w,z konstruiert:
Man setze ω := θ1(w) und ζ := θ0(z). Weiterhin sei Z ein Repräsentant von z und s 6= 0 ein
rationaler Schnitt von P so, dass P := div(s) bei α = (ω) − (0) und β ∈ {(ζ) − (0), ψ∗Z}
definiert ist. Da ψ∗Z − ζ in
(
Alb(X)
)
(k) nach Konstruktion Null ist, gilt nach dem Satz
vom Quadrat
P|Pic1X/k×ψ∗Z−(ζ) = P|Pic1X/k×0 = OPic1X/k .
Also ist tP
(
ψ∗Z−(ζ)+(0)
)
=
(
div(s)
)(
ψ∗Z−(ζ)+(0)
)
= div(s|Pic1X/k×ψ∗Z−(ζ)+(0)) rational
äquivalent zu Null. Sei fsZ ∈ K(Pic1X/k) damit die eindeutig bestimmte, rationale Funktion
mit fsZ(0) = 1 und div(f
s
Z) =
tP
(
ψ∗Z − (ζ) + (0)
)
. Entsprechend zu P˜ := (id× ψ)∗P setze
man s˜ := (id×ψ)∗s sowie P˜ := (id×ψ)∗P. Definiert man W := P˜((ω)− (0)), so ist W ∈ w
(denn man kann sich überlegen, dass θ1(W ) = ω ist). Bezeichnet
sω,ζ :=
(
(ω)− (0), (ζ)− (0))∗s := (ω, ζ)∗s · (0, ζ)∗s−1 · (ω, 0)∗s−1 · (0, 0)∗s
den durch s induzierten Rahmen von Pω,ζ , dann setze man:
τZ,s : Ew,z →
(
(θ1 × θ0)∗P
)
w,z; {Z}W 7→ fsZ(ω) · (θ1 × θ0)∗sω,ζ .
9.11 Satz
i) Die in 9.10 konstruierten Morphismen τZ,s sind unabhängig von der Wahl des Zykels
Z ∈ z und des rationalen Schnitts s von P. Damit hat man, induziert durch die τZ,s,
für alle (w, z) ∈ A1(A)×A0(A) kanonische k∗-Torseurisomorphismen
τw,z : Ew,z →
(
(θ1 × θ0)∗P
)
w,z.
ii) Induziert durch die Torseurisomorphismen τw,z, erhält man einen kanonischen Isomor-
phismus von k∗-Bierweiterungen auf A1(X)×A0(X)
EA → (θ1 × θ0)∗P.
Beweis:
1) Die τZ,s sind unabhängig von der Wahl von s resp. P:
Man verwende die Bezeichnungen von 9.10. Sei s′ ein anderer rationaler Schnitt von P, der
an den Stellen α = (ω)− (0) und β ∈ {(ζ)− (0), ψ∗Z} definiert ist. Setzt man P′ := div(s′),
so istP−P′ ein Zykel, der rational äquivalent zu Null ist. Sei also gss′ ∈ K
(
Pic1X/k×Alb(X)
)∗
die eindeutig bestimmte Funktion mit gss′
(
(0, 0)
)
= 1 und div(gss′) = P −P′. Offenbar hat
man damit für s′ω,ζ :=
(
(ω)− (0), (ζ)− (0))∗s′
sω,ζ = gss′
(
(ω)− (0), (ζ)− (0)) · s′ω,ζ .
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Setzt man weiterhin W ′ := P˜′
(
(ω)− (0)), dann gilt (mit fs′Z analog zu fsZ gemäß 9.10)
τZ,s′
({Z}W ) = fs′Z (ω) · σZ(W −W ′) · s′ω,ζ und
τZ,s
({Z}W ) = gss′((ω)− (0), (ζ)− (0)) · fsZ(ω) · s′ω,ζ .
Damit genügt es (fsZ(0) = f
s′
Z (0) = 1!),
σZ(W −W ′) =
(
gss′
(
(ζ)− (0)) · fsZ · (fs′Z )−1)((ω)− (0))
zu zeigen. Nun gilt
gss′
(
(ζ)− (0)) · fsZ · (fs′Z )−1 = gss′(ψ∗Z).
Denn man hat
div
(
gss′(ψ∗Z)
)
= t
(
P−P′)(ψ∗Z)
= t
(
P−P′)((ζ)− (0))+ tP(ψ∗Z − (ζ) + (0))− tP′(ψ∗Z − (ζ) + (0))
= div
(
gss′
(
(ζ)− (0)) · fsZ · (fs′Z )−1).
Hiermit können sich beide Seiten nur noch um eine Konstante unterscheiden. Nach Konstruk-
tion gilt fsZ(0) = f
s′
Z (0) = 1 und der Rigiditätssatz liefert wegen ψ∗Z = ζ in
(
Alb(X)
)
(k):(
gss′(ψ∗Z)
)
(0) =
(
gss′
(
(ζ)− (0)))(0).
Damit genügt es also, σZ(W −W ′) = gss′
(
(ω)− (0), ψ∗Z
)
zu zeigen. Nach [Fu] Chapter 16
gilt für x ∈ Z∗(X):
tP˜(x) = t
(
(id× ψ)∗P)(x) = t((Alb(X)× Γψ) ◦P)(x) = tP ◦ tΓψ(x) = tP(ψ∗(x)).
Somit erhält man:
σZ(W −W ′) = σZ
((
P˜− P˜′)((ω)− (0)))
= σ(ω)−(0)
(
t(P˜− P˜′)(Z)) (nach 7.9)
= σ(ω)−(0)
(
t(P−P′)(ψ∗Z)
)
= σ(ω)−(0)
(
div
(
gss′(ψ∗Z)
))
= gss′
(
(ω)− (0), ψ∗Z
)
(nach 4.21).
Man beachte an dieser Stelle, dass rationale Funktionen f ∈ K(Pic1X/k ×Alb(X))∗ auf der
glatten Varietät Pic1X/k ×Alb(X) bereits auf ganz Pic1X/k ×Alb(X)\|div(f)| definiert sind.
2) Die τZ,s sind unabhängig von der Wahl von Z:
Sei Z ′ ein anderer Repräsentant von z. Offenbar kann man mit 1) annehmen, dass der
rationale Schnitt s von P so gewählt ist, dass P := div(s) an den Stellen α = (ω)− (0) und
β ∈ {(ζ)− (0), ψ∗Z,ψ∗Z ′} definiert ist. Dann gilt
{Z}W = σW (Z − Z ′) · {Z ′}W ,
τZ,s({Z}W ) = fsZ(ω) · sω,ζ und τZ′,s({Z ′}W ) = fsZ′(ω) · sω,ζ .
Damit genügt es also,
σW (Z − Z ′) =
(
fsZ ·
(
fsZ
)−1)(ω)
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zu zeigen. Hierzu beachte man:
σW (Z − Z ′) = σP˜((ω)−(0))(Z − Z ′)
= σ(ω)−(0)
(
tP
(
ψ∗(Z − Z ′)
))
(nach 7.8)
= σ(ω)−(0)
(
div
(
fsZ · (fsZ)−1
))
=
(
fsZ ·
(
fsZ
)−1)(ω) (nach 4.21).
4) Verträglichkeit der ersten Gruppengesetze:
Seien w, w′ ∈ A1(X) und z ∈ A0(X) mit θ1(w) = ω, θ1(w′) = ω′ sowie θ0(z) = ζ. Weiter
wähle man ein Z ∈ z und einen rationalen Schnitt s von P, so dass P := div(s) bei allen
Stellen α ∈ {0, ω, ω′, ω + ω′} und β ∈ {(ζ) − (0), ψ∗Z} definiert ist. Schließlich setze man
W := P˜
(
(ω)− (0)), W ′ := P˜((ω)− (0)) und W˜ := P˜((ω − ω′)− (0)). Nun gilt
{Z}W +1w,w’,z {Z}W ′ = {Z}W+W ′ = σZ
(
P
(
(ω) + (ω′)− (ω + ω′)− (0))) · {Z}W˜ und
sω,ζ +1ω,ω′,ζ sω′,ζ = f
s
ω,ω′(ζ) · sω+ω′,ζ ,
wobei fsω,ω′ ∈ K
(
Alb(X)
)∗ nach Definition die rationale Funktion mit fsω,ω′(0) = 1 und
div(fsω,ω′) = P
(
(ω) + (ω′)− (ω + ω′)− (0)) ist. Damit genügt es zu zeigen:
fsω,ω′(ζ) · fsZ(ω) · fsZ(ω′) = fsZ(ω + ω′) · σZ
(
P˜
(
(ω) + (ω′)− (ω + ω′)− (0))).
Analog zu 1) zeigt man σZ
(
P˜
(
(ω) + (ω′) − (ω + ω′) − (0))) = fsω,ω′(ψ∗Z). Dann folgt die
Behauptung aus
fsZ(ω) · fsZ(ω′) ·
(
fsZ(ω + ω
′)
)−1 = 1 = fsω,ω′(ψ∗Z) · (fsω,ω′(ζ))−1.
Hierbei ist Letzteres wegen ψ∗Z−ζ = 0 = ω+ω′− (ω+ω′) in
(
Alb(X)
)
(k) sowie fsZ(0) = 1
und fsω,ω′(0) = 1 eine Konsequenz aus dem Rigiditätssatz.
5) Verträglichkeit der zweiten Gruppengesetze:
Seien w ∈ A1(X) und z, z′ ∈ A0(X). Man setze ω := θ1(w), ζ := θ0(z) und ζ ′ := θ0(z′).
Weiter fixiere man Z ∈ z bzw. Z ′ ∈ z′ sowie einen rationalen Schnitt s von P für den
P := div(s) an den Stellen α = (ω) − (0) und β ∈ {0, ζ, ζ ′, ζ + ζ ′, ψ∗Z,ψ∗Z ′} definiert ist.
Schließlich setze man W := P˜
(
(ω) − (0)). Nun sind die zweiten Gruppengesetze gegeben
durch
{Z}W +2w,z,z′ {Z ′}W = {Z + Z ′}W und sω,ζ +2ω,ζ,ζ′ sω,ζ′ = fsζ,ζ′(ω) · sω,ζ+ζ′ ,
wobei fsζ,ζ′ ∈ K(Pic1X/k)∗, die Funktion mit div(fsζ,ζ′) = P
(
(ζ) + (ζ ′) − (ζ + ζ ′) − (0)) und
fsζ,ζ′(0) = 1 ist. Damit genügt es,(
fsZ · fsZ′ · fsζ,ζ′
)
(ω) = fsZ+Z′(ω)
zu zeigen. Allgemein gilt aber, dass die beiden Funktionen nicht nur bei ω den gleichen
Wert haben, sondern bereits identisch sind. Hierzu beachte man, dass der Divisor beider
Funktionen gleich P
(
ψ∗(Z + Z ′)− (ζ + ζ ′) + (0)
)
ist und beide Seiten nach Definition den
Wert Eins an der Stelle 0 haben.
Damit ist gezeigt, dass EA und (θ1 × θ0)∗P kanonisch isomorphe k∗-Bierweiterungen über
A1(Pic1X/k)×A0
(
Alb(X)
)
sind. 2
Kapitel 10
Höhere Picardvarietäten
Sei X eine glatte, projektive Varietät über k und p ∈ {1, ..., dX}. In diesem Kapitel wird zu-
nächst die Definition von p-ten höheren Picardvarietäten PicpX/k wiederholt. Das Ziel dieses
Abschnittes ist es, die Aussage EA = (θ1×θ0)∗P aus 9.11 für das Paar
(
Pic1X/k,Alb(X)
)
auf
beliebige, höhere Picardvarietäten zu verallgemeinern. Hierzu betrachte man die kanonische
Isogenie
λpX : Pic
dX+1−p
X/k →
(
PicpX/k
)ˆ
aus [Sa] sowie eine Korrespondenz PpX ∈ CHp(PicpX/k ×X), die unter der kanonischen Ab-
bildung CHp(PicpX/k × X) → Aut(PicpX/k) (s.u.) auf den Erzeuger von Aut(PicpX/k) ∩ N
abgebildet wird. Man hat mit θp : Ap(X)→ |PicpX/k| eine kanonische Abbildung. Weiter sei
EA,p die Einschränkung der Blochschen Bierweiterung auf Ap(X) × AdX+1−p(X) und Pp
die Poincaré-Bierweiterung von |PicpX/k| × |
(
PicpX/k
)ˆ | zu einem fixierten, bei 0 rigidifizier-
ten Poincarébündel PPicp
X/k
. Dann werden hier EA,p und Pp auf A0(PicpX/k)× AdX+1−p(X)
verglichen und es wird gezeigt:
(PpX × id)∗EA,p = (θ0 × θdX+1−p)∗(id× |λpX |)∗Pp.
10.1 Grundsituation
Sei k ein algebraisch abgeschlossener Körper und sei X/k eine glatte, projektive Varietät.
Weiter bezeichne σ ∈ X(k) einen stets fest gewählten, k-rationalen Punkt von X. Mit PX
sei ein bei σ rigidifiziertes Poincarébündel auf X × Pic1X/k fixiert. Darüberhinaus schreibe
man ψ : X → Alb(X) für die mit ψ(σ) = 0 normierte Abbildung aus 8.11.
10.2 Definition (Picardhomomorphismus)
SeiA/k eine abelsche Varietät. Ein Gruppenhomomorphismus h : Ap(X)→ |A| heißt Picard-
homomorphismus, falls folgendes gilt: Es existieren eine glatte, projektive Varietät Y/k, eine
Korrespondenz z ∈ CHdX−p+1(X × Y ) und eine abgeschlossene Immersion i : A → Pic1Y/k
so, dass mit dem durch PX induzierten Isomorphismus θ1 : A1(Y ) → |Pic1Y/k| aus 8.13 das
87
88 Kapitel 10: Höhere Picardvarietäten
folgende Diagramm kommutiert:
Ap(X)
z(.)→ A1(Y )
h
y ↓ θ1
|A| |i|↪→ |Pic1Y/k|.
10.3 Beispiele (Für Picardhomomorphismen)
Man kann zeigen, dass θ1 : A1(X) → |Pic1X/k| und die durch ψ : X → Alb(X) induzierte
Abel-Jakobi-Abbildung θ0 : A0(X)→ |Alb(X)| aus 8.13 Picardhomomorphismen sind.
10.4 Definition (Höhere Picardvarietäten)
Sei A/k eine abelsche Varietät und φ : Ap(X)→ |A| ein Picardhomomorphismus. Ein Paar
(A,φ) heißt p-te höhere Picardvarietät, falls für jede abelsche VarietätB und jeden Picardho-
momorphismus h : Ap(X)→ |B| ein eindeutig bestimmter Morphismus abelscher Varietäten
f : A→ B existiert, so dass folgendes Diagramm kommutiert:
Ap(X) φ→ |A|
h↘ ↙ ∃!|f |
|B|.
10.5 Beispiele (Für höhere Picardvarietäten)
Man kann sich überlegen, dass die Paare (Pic1X/k, θ
1) und (Alb(X), θ0) eine erste bzw. eine
dX -te höhere Picardvarietät sind.
Offenbar sind höhere Picardvaritäten, falls sie existieren, in jeder Kodimension p bis auf
eindeutige Isomorphie eindeutig bestimmt. Deshalb spreche man auch von der höheren p-
ten Picardvarietät und schreibe dafür (PicpX/k, θ
p).
10.6 Satz (Die Existenz höherer Picardvarietäten)
Für jedes p ∈ {1, ..., dX} existiert eine höhere Picardvarietät (PicpX/k, θp) von X über k = k.
Beweis:
Siehe [Sa]. 2
10.7 Bemerkung
Für die Picardvarietät Pic1X/k und die Albanesevarietät Alb(X) von X gilt
Alb(X) =
(
Pic1X/k
)ˆ
.
Weiterhin hat man mit der Bidualitätsabbildung einen kanonischen Isomorphismus
b : Pic1X/k →
(
Pic1X/k
)ˆˆ
=
(
Alb(X)
)ˆ
.
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Wie in der nachfolgenden Bemerkung genauer erläutert wird, hat man auch im allgemeinen
Fall für p, q ∈ N und p + q = dX + 1 einen kanonischen Morphismus PicpX/k →
(
PicqX/k
)ˆ
.
Allerdings handelt es sich bei diesem Morphismus im Allgemeinen um keinen Isomorphismus
mehr, sondern nur noch um eine Isogenie. Dies verdeutlicht die herausragende Stellung der
Picard- und Albanesevarietät unter den höheren Picardvarietäten.
10.8 Bemerkung
i) Seien p, q ∈ N, Y eine glatte, projektive Varietät über k, z ∈ CHdY −q+p(X × Y )
eine Korrespondenz, A/k eine abelsche Varietät und h : Ap(X) → |A| ein Picardho-
momorphismus. Dann kann man zeigen, dass auch h ◦ z : Aq(Y ) → |A| ein Picardho-
momorphismus ist. Damit induziert die Abbildung z : Aq(Y ) → Ap(X) mittels θp ◦ z
gemäß der universellen Eigenschaft der höheren Picardvarität PicqY/k einen eindeutig
bestimmten Morphismus [z]qp : PicqY/k → PicpX/k, so dass folgendes Diagramm kommu-
tiert:
Aq(Y )
z(.)→ Ap(X)
θq
y ↓ θp
PicqY/k
|[z]qp|→ PicpX/k.
ii) Man identifiziere im Folgenden eine abelsche Varietät ohne weitere Notation mit ihrer
Albanesevarietät. Mit i) hat man insbesondere einen Morphismus
φ : CHp(PicpX/k ×X)→ Aut(PicpX/k).
Nach [Sa] Theorem 2.2 existiert ein kpX ∈ N{0}, so dass im(Φ) ∩ N =< kpX >6= ∅ gilt.
Man bezeichne mit PpX eine Klasse in CH
p(PicpX/k ×X), für die [PpX ]0p = kpX gilt. Es
kommutiert also folgendes Diagramm:
A0(Pic
p
X/k)
PpX→ Ap(X)
θ0
y ↓ θp
|(PicpX/k )ˆˆ | = |PicpX/k|
|kpX |→ |PicpX/k|.
iii) Sei q := dX − p + 1. Man bezeichne die durch tPpX : Aq(X) → A1(PicpX/k) induzierte
Abbildung [tPpX ]
q
1 mit
λpX : Pic
q
X/k → (PicpX/k )ˆ.
Bei [Sa] Teil 4 wird folgendes für die Abbildung λpX gezeigt:
• Die Abbildung λpX hängt nicht von der Wahl des Elements PpX aus CHp(PicpX/k×X)
ab, das kpX induziert.
• Bei λpX handelt es sich um eine Isogenie.
• Für den zu λqX dualen Morphismus gilt: (λqX ◦ kpX )ˆ = λpX ◦ kqX .
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10.9 Lemma
Seien A und B abelsche Varietäten sowie φ : A → B eine Isogenie abelscher Varietäten.
Weiterhin bezeichne man mit PA und PB jeweils ein fixiertes, bei 0 rigidifiziertes Poincaré-
bündel auf A × Aˆ bzw. B × Bˆ, und mit PA sowie PB die gemäß 9.4 dazu konstruierten
Poincaré-Bierweiterungen von |A| × |Aˆ| bzw. |B| × |Bˆ|. Dann induziert der kanonische Iso-
morphismus (φ×id)∗PB = (id×φˆ)∗PA eine kanonische Isomorphie zwischen den assoziierten
k∗-Bierweiterungen derart, dass über |A| × |Bˆ| gilt:
(|φ| × id)∗PB = (id× |φˆ|)∗PA.
Beweis:
1) Zu den Torseurisomorphismen:
Offenbar induziert der kanonische Isomorphismus (φ× id)∗PB = (id× φˆ)∗PA für alle a ∈ |A|
und b ∈ |Bˆ| einen Isomorphismus ((φ× id)∗PB)(a,b) = ((id× φˆ)∗PA)(a,b), und damit einen
Isomorphismus zwischen den k∗-Torseuren PBφ(a),b und P
A
a,φˆ(b)
. Da die Poincaré-Bierweiterung
als Menge nur die Vereinigung aller Fasern Pa,b ist, erhält man damit insbesondere einen
Garbenmorphismus f : (|φ|× id)∗PB → (id×|φˆ|)∗PA. Es bleibt also noch die Verträglichkeit
von f mit den Gruppengesetzen zu zeigen.
2) Verträglichkeit mit den Gruppengesetzen:
Man betrachte dazu zunächst f etwas genauer. Als Isogenie ist φ flach ([Mi2] 8.1). Sei sA
ein rationaler Schnitt von PA mit sA
(
(0, 0)
)
= 1 und sB ein rationaler Schnitt von PB mit
sB
(
(0, 0)
)
= 1. Setzt man PA := div(sA) und PB := div(sB), dann sind (id × φˆ)∗PA und
(φ×id)∗PB wegen (φ×id)∗PB = (id×φˆ)∗PA offenbar rational äquivalent. Sei g ∈ K(A×Bˆ)∗
die eindeutig bestimmte, rationale Funktion mit g
(
(0, 0)
)
= 1 und
(id× φˆ)∗PA = div(g) + (φ× id)∗PB.
Ist PA bei (a)− (0) und
(
φˆ(b)
)− (0) sowie PB bei (φ(a))− (0) und (b)− (0) definiert, dann
überlegt man sich analog zu 9.5, dass der kanonische, mit den Rigidifizierungen verträgliche
Isomorphismus (φ× id)∗PB = (id× φˆ)∗PA gegeben ist durch
(id× φˆ)∗PA → (φ× id)∗PB
(id× φˆ)∗sA 7→ g · (φ× id)∗sB.
Dies liefert, dass der Torseurisomorphismus fa,b mit a ∈ |A| und b ∈ |Bˆ| von der folgenden
Form ist: Gilt
sA
a,φˆ(b)
:=
(
a, φˆ(b)
)∗
sA ·
(
(a, 0)∗sA · (0, φˆ(b))∗sA)−1
und
sBφ(a),b :=
(
φ(a), b
)∗
sB ·
((
φ(a), 0
)∗
sB · (0, b)∗sB
)−1
,
dann hat man:
fa,b :
(
(id× |φˆ|)∗PA)
a,b
→ ((|φ| × id)∗PB)
a,b
sA
a,φˆ(b)
7→ g(a,b)g(a,0)·g(0,b) · sBφ(a),b
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Bezeichnet +1.,.,. bzw. +˜
1
.,.,. das erste Gruppengesetz von (id× |φˆ|)∗PA bzw. (|φ| × id)∗PB, so
hat man für a, a′ ∈ |A| und b ∈ |B| zu zeigen, dass
+˜1a,a′,b ◦
(
fa,b × fa′,b
)
= fa+a′,b ◦+1a,a′,b
gilt (und Entsprechendes für das zweite Gruppengesetz). Mit der expliziten Beschreibung
von fa,b hat man im Fall, dass PA auch bei (a′) − (0) und φˆ(b) − (0) sowie PB auch bei
φ(a′)− (0) und (b)− (0)) definiert ist, offenbar folgendes zu zeigen:
g(a, b)
g(a, 0) · g(0, b) ·
g(a′, b)
g(a′, 0) · g(0, b) =
g(a+ a′, b)
g(a+ a′, 0) · g(0, b) .
Dies gilt aber erneut nach dem Rigiditätssatz, womit die Behauptung folgt. 2
10.10 Definition
Sei p ∈ {1, ..., dX} und q := dX−p+1. Im Folgenden werden oft mehrere k∗-Bierweiterungen
von abelschen Varietäten bzw. von Chowgruppen gleichzeitig betrachtet. Um den Überblick
nicht zu verlieren, erweitere man die in 9.4 und 9.8 eingeführte Notation wie folgt:
1) Für die Poincaré-Bierweiterung von |PicpX/k| × |(PicpX/k )ˆ | schreibe man Pp.
2) Die Poincaré-Bierweiterung von |(PicqX/k)ˆ | × |PicqX/k| bezeichne man mit Pˆq.
3) Für die Einschränkung der Blochschen Bierweiterung auf Ap(X) × Aq(X) schreibe
man Ep,q.
4) Schließlich bezeichne man mit Ep die Einschränkung der Blochschen Bierweiterung auf
A0(Pic
p
X/k)×A1(PicpX/k) und mit Eq die Einschränkung auf A1(PicqX/k)×A0(PicqX/k).
10.11 Bemerkung
Bei der Suche nach einer Beziehung zwischen Ep,q und Pp bzw. Pq betrachte man folgende
Situation (abkürzend schreibe man dabei Pp für PicpX/k und P
q für PicqX/k):
A0(Pp)×A1(Pp)
id×tPpX← A0(Pp)×Aq(X)
id×PqX← A0(Pp)×A0(Pq)
(1) θ0 × θ1
y θ0 × θqy ↓ θ0 × θ0
|Pp| × |(Pp)ˆ | id×|λ
p
X |← |Pp| × |Pq| id×|k
q
X |← |Pp| × |Pq|.
Entsprechend kann man dieses Diagramm auf der rechten Seite wie folgt fortsetzen:
A0(Pp)×A0(Pq)
PpX×id→ Ap(X)×A0(Pq)
tPqX×id→ A1(Pq)×A0(Pq)
(2) θ0 × θ0
y θp × θ0y ↓ θ1 × θ0
|Pp| × |Pq| |k
p
X |×id→ |Pp| × |Pq| |λ
q
X |×id→ |(Pq )ˆ | × |Pq|.
Schließlich gilt noch:
Ap(X)×Aq(X)
(3) PpX × id↗ ↖ id×PqX
A0(Pp)×Aq(X)
id×PqX←− A0(Pp)×A0(Pq)
PpX×id−→ Ap(X)×A0(Pq).
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Mit 10.8 iii) und 10.9 gilt (id × |kqX |)∗(id × |λpX |)∗Pp = (|kpX | × id)∗(|λqX | × id)∗Pˆq und es
macht Sinn, in (1) links unten Pp und in (2) rechts unten Pˆq zu betrachten. Fügt man die
beiden Seiten (1) und (2) zusammen, so passt die untere Zeile von (3) genau in die Mitte
der oberen Zeile von (1) und (2). Weiter ist Ep,q eine Bierweiterung von Ap(X) × Aq(X),
der obersten Zeile von (3), womit es Sinn macht, folgende Behauptung zu betrachten:
10.12 Satz
Mit den Bezeichnungen von oben gilt:
(PpX × id)∗Ep,q = (θ0 × θq)∗(id× |λpX |)∗Pp
und
(id×PqX)∗Ep,q = (θp × θ0)∗(|λqX | × id)∗Pˆq.
Beweis:
Zunächst hat man nach 9.11 (θ0 × θ1)∗Pp = Ep über A0(PicpX/k)×A1(PicpX/k).
Da offenbar (θ0× θ1) ◦ (id× tPpX) = (id× |λpX |) ◦ (θ0× θq) gilt, genügt es, für die Gleichung
(PpX × id)∗Ep,q = (θ0 × θq)∗(id× |λpX |)∗Pp
zu zeigen, dass
(id× tPpX)∗Ep = (PpX × id)∗Ep,q
gilt. Dies wurde aber bereits in 7.10 gezeigt. Damit folgt die erste Gleichung. Da man die
zweite Gleichung völlig analog erhält, liefert dies die Behauptung. 2
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