We introduced a nonlinear shot-noise model, a natural generalization of the ''classic'' shot-noise model, which differs markedly from the existing linear shot-noise models. This model produces a wide spectrum of stationary noise processes. Because of its intrinsic nonlinearity, the model's resulting noise processes are capable of displaying a rich variety of both amplitudal and temporal statistical behaviors. Surprisingly, the nonlinear model is amenable to mathematical analysis and yields closed-form formulae for the characterizing statistics of its resulting noise processes.
Y Stochasticity: external shots of random magnitudes hit the system randomly in time. Y Dissipation: after hitting the system the shot magnitudes decay to zero. Y Superposition: the overall effect of the shots on the system is additive.
Denoting by (t) the system's noise level at time t, the three shot-noise rules just specified imply that
⌽͑t Ϫ tЈ; x͒⌸͑dtЈ ϫ dx͒, [1] where: (i) the function ⌽ represents the shots' decay patterns. Namely, ⌽(t; x) is the magnitude, t is units of time after impact, of a shot with initial magnitude x; and (ii) the measure ⌸ represents the shots' inflow process. Informally, ⌸ (dt ϫ dx) ϭ 1 if a shot of magnitude belonging to the infinitesimal range (x, x ϩ dx) hits the system during the infinitesimal time interval (t, t ϩ dt), and ⌸(dt ϫ dx) ϭ 0 otherwise. The exact formulation of the measure ⌸ uses the probabilistic notion of point processes (14) . The integral representation of shot noise given by Eq. 1 is very general. To analyze a particular shot-noise system one has to specify the functional form of its decay patterns and the statistics of its inflow process.
The Classic Shot-Noise Model. In the classic shot-noise model it is assumed that: (i) shots arrive to the system according to a standard Poisson process; (ii) shot magnitudes are independent and identically distributed random variables (independent of the Poisson arrival process); and (iii) after impact the shots follow an exponential decay. The third assumption implies that the decay patterns are given by
where k is the exponential decay parameter (k Ͼ 0). The first two assumptions imply that the shots' inflow is a compound Poisson process. In the classic model the general integral representation of Eq. 1 reduces to
where L(t) is the level of the underlying compound Poisson process at time t (i.e., the sum of all of the initial shot magnitudes arriving to the system up to time t). Differentiating Eq. 3 with respect to the time variable t yields a dynamic representation of the shot-noise process, given by the Ornstein-Uhlenbeck linear stochastic differential equation
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[4]
Hence, the classic shot-noise dynamics are that of a particle trapped in a Harmonic potential U(x) ϭ 1 2 kx 2 and perturbed by a compound Poisson process. We emphasize that the classic shot-noise process is Markovian.
Linear Generalizations. The most straightforward generalization of the classic shot-noise model is the replacement of exponential function exp{Ϫkt}, governing the temporal decay of shots, with an arbitrary impulse-response function h(t). Applying this generalization, the decay patterns are given by ⌽͑t; x͒ ϭ h͑t͒⅐x, [5] and the integral representation of the shot noise admits the convolution form
The resulting shot-noise process is no longer Markov and can differ markedly from the classic shot noise. For example, ''fractal shot noise'' (15) and ''power-law shot noise'' (16) processes were constructed by using algebraic impulse-response functions (with or without cutoffs). Nevertheless, these generalized shot-noise models are exactly as linear as the classic model. Indeed, the decay patterns display the very same linear functional dependence on the initial shot magnitudes, whatever the choice of the impulse-response function. Moreover, this inherent linearity causes all shots to spend the same lifetime in the system. Namely, if the impulse-response function h(t) vanishes after T units of time then the lifetime of shots in the system is identically T, irrespective of their initial magnitudes. This feature is rather unrealistic, since it contradicts the rule of monotonicity, which often holds in real-world systems: the greater the shot's impact magnitude, x, the longer the shot's lifetime in the system.
The Nonlinear Shot-Noise Model
As indicated above, the specifications of a shot-noise system are given by its decay patterns and inflow process. In the classic shot-noise model the decay is exponential and the inflow is compound Poisson. We now turn to generalize the classic shot-noise model, in a natural way, from linear to nonlinear.
From Linear to Nonlinear Decay Dynamics. In the classic shot-noise model the decay patterns are given by Eq. 2. This equation implies that the shots are governed by the linear decay dynamics Ẋ ϭ ϪkX.
[
7]
The nonlinear generalization is straightforward: consider the shots to be governed by the nonlinear decay dynamics
where D(x) is a positive valued function. The decay patterns are now the solution trajectories of the nonlinear differential Eq. 8 (we implicitly assume that this differential equation admits unique solutions that decay to zero). Explicitly
where the function G(x) is a primitive § of the function 1͞D(x). If the function 1͞D(x) is nonintegrable at the origin then G(0): ϭ lim x30 G(x) ϭ Ϫϱ, and hence ⌽(t; x) is positive-valued for all t Ն 0. However, if the function 1͞D(x) is integrable at the origin, then we can take G(0) ϭ 0 and hence ⌽(t; x) is positive valued for 0 Յ t Ͻ G(x), hits zero at the time t ϭ G(x), and thereafter ''freezes'' [i.e., ⌽(t;
The decay patterns display a nonlinear functional dependence on the initial shot magnitudes. And, the decay patterns are finite-ranged or infinite-ranged depending on the integrability of the function 1͞D(x) at the origin. In the case of finite-ranged decay patterns the shots' lifetimes display a nonlinear functional dependence on the initial shot magnitudes: the lifetime of a shot with initial magnitude x is G(x). Furthermore, unlike the linear shot-noise models, in this case the rule of monotonicity does hold: the greater the shot's impact magnitude x, the longer the shot's lifetime in the system.
From Finite-Rate to Infinite-Rate Poissonian Inflows. In the classic shot-noise model the shot inflow is compound Poisson. Let r denote the shots' Poissonian arrival rate, and let F(x) denote the probability distribution function of the shots' initial magnitudes. The Poissonian rate at which shots of magnitude greater than the level x arrive to the system is given by
The rate function ⌳(x) is thus bounded and monotone decreasing to lim x3ϱ ⌳(x) ϭ 0.
The Poissonian generalization we now introduce is the consideration of unbounded rate functions. Namely, we henceforth assume that the rate function ⌳(x) starts at ⌳(0): ϭ lim x30 ⌳(x) Յ ϱ and decreases monotonically to lim x3ϱ ⌳(x) ϭ 0.
The limit ⌳(0) is the system's overall inflow rate. If finite then there are finitely many shots arriving to the system during any given time interval (this is the compound Poisson case). However, if infinite, then there are infinitely many shots arriving to the system during any given time interval. In the latter case the inflow is no longer a compound Poisson process. The rigorous formulation of the infinite case requires the probabilistic notion of Poisson point process (17) .
Conclusion and Examples.
The nonlinear shot-noise model is defined by the following decay patterns and inflow statistics:
Y The shot decay is governed by the differential equation Ẋ ϭ ϪD(X). Y Shots of magnitude greater than the level x arrive to the system according to the Poissonian rate ⌳(x).
Thus, the system parameters are the decay function D(⅐) and the rate function ⌳(⅐) (the conditions these functions are required to satisfy were specified above).
Before proceeding to analyze nonlinear shot noise we point out several special cases:
(i) If the decay is degenerate [i.e., D(x) ϵ 0] and the rate function is bounded, then the resulting shot noise is a compound Poisson process. (ii) If the decay is degenerate and the rate function is unbounded, then the resulting shot noise is a one-sided Lévy process (18) (19) (20) . Namely, it is a continuous time process whose increments are independent, stationary, and nonnegative-valued. (iii) If the decay function is constant, then the resulting shot noise is the workload process of an M͞G͞ϱ queueing system (see explanation below).
( The most fundamental model of an infinite-server queueing system is the so-called M͞G͞ϱ queue (see, for example, ref. 24 ). In this model jobs of random sizes arrive, in a Poissonian fashion, to a service system with infinitely many servers. Each job, upon arrival, receives service. A job of size x requires exactly x units of time to be served. More specifically, the residual service required by a job of initial size x, after having spent t units of time in the system, is max{0, x Ϫ t}. The system's workload at a given time epoch is defined as the aggregate of the residual service times of all of the jobs present in the system (at the given time epoch). Thus, the M͞G͞ϱ workload process is, in fact, the noise process resulting from a nonlinear shot-noise system with decay dynamics D(x) ϵ 1.
Analysis of Nonlinear Shot Noise
Although appearing complex, the nonlinear shot-noise model is fully amenable to mathematical analysis, and its resulting noise processes have a remarkably elegant statistical structure.
Equilibrium Behavior. Consider a nonlinear shot-noise system initiated at time t ϭ Ϫϱ. The resulting shot noise is a stationary non-Markov process, and its equilibrium behavior is governed by the ratio r eq ͑x͒Ϻϭ ⌳͑x͒ D͑x͒ .
That is, many equilibrium statistics of the nonlinear shot-noise process turn out to be functionals of this ratio. More specifically, if S is a statistic of interest, then its value V S is given by In particular, C eq (1) and C eq (2) are, respectively, the mean and variance of the stationary noise level.
Y Laplace transform. Let exp{Ϫ⌿ eq ()} be the Laplace transform of the stationary noise level ( Ն 0). Then
[the function ⌿ eq () is the log-Laplace transform of the stationary noise level].
Y Correlation. Let R() be the autocovariance function of the stationary noise process ( Ն 0). Then R͑͒ ϭ ͵ 0 ϱ ͑x⌽͑; x͒͒r eq ͑x͒dx.
In particular, the autocovariance function at ''lag'' ϭ 0 equals the second cumulant.
Y Range of dependence. The range of dependence of the stationary noise process, defined as the integral of its autocovariance function, is given by
Lé vy, Noah, Joseph, and Houdini. The nonlinear shot-noise process possesses an underlying Lévy structure, can display the so-called Noah effect and Joseph effect, and can also display what we coin the Houdini effect. Lé vy structure. Readers familiar with the theory of Lévy distributions would immediately recognize Eq. 9 as a Lévy-Khinchin representation and would conclude that the stationary noise level is governed by an infinitely divisible probability law (on the positive half line) with Lévy measure r eq (x)dx (18) (19) (20) . This means that the stationary noise level is equal, in law, to the sum of the points of an inhomogeneous Poisson process (on the positive half line) with rate r eq (x). Noah effect. Coined by Mandelbrot and Wallis (12) , and named after Noah's great Biblical flood, the Noah effect is used to describe exceptionally large amplitudal surges taking place in a given stationary stochastic process. Such amplitudal surges are quantitatively characterized by the notion of heavy tails (25) . A stationary stochastic process is said to be heavy-tailed of order ␣ (0 Ͻ ␣ Ͻ 1) if the probability tails of its stationary probability distribution function admit the asymptotic form l(x)͞x ␣ , where l(x) is a slowly varying function at infinity. ¶ In the case of our nonlinear shot-noise process this effect is ensured when the ratio r eq (x) admits the asymptotic form ␣⅐l(x)͞x 1ϩ␣ . Joseph effect. Coined by Mandelbrot and Wallis (12) , and named after Joseph's ''seven years of abundance followed by seven years of famine,'' the Joseph effect is used to describe exceptionally long-ranged positive temporal dependencies taking place in a given stationary stochastic process. The Joseph effect is exhibited by processes with an infinite range of dependence (27, 28) . Our nonlinear shot-noise process thus displays the Joseph effect if and only if the integral on the right side of Eq. 10 diverges. Houdini effect. In the classic shot-noise model the probability that the stationary noise level is zero equals zero, and thus the noise can never vanish. In nonlinear systems, however, the noise can vanish, a phenomena we coin the Houdini effect. The probability that the stationary noise level equals zero is given by the limit 3 ϱ of its Laplace transform. Hence, using Eq. 9, we obtain that the vanishing probability is given by
Clearly, this probability is positive if and only if the function r eq (x) is integrable. Thus, the Houdini effect can take place ʈ if and only if: (i) the shot decay is of a finite range [N the function 1͞D(x) is integrable at the origin], and (ii) the Poissonian inflow is of a finite rate [N the function ⌳(x) is bounded].
Correlation Structure. Nonlinear shot-noise processes can attain essentially any positive correlation structure desired. To illustrate this we consider the case of shot-noise systems governed by power-law decay dynamics:
where k and p are positive parameters. The qualitative behavior of the resulting shot-noise processes is determined by the sign of the parameter p. Superlinear decay dynamics. When the sign of the parameter p is positive then the decay patterns are algebraic and infinite-ranged ⌽(t; x) ϭ (x Ϫp ϩ kpt) Ϫ1/p , and the autocovariance function admits the asymptotic algebraic form
In the parameter range p Ն 1 the range of dependence is always infinite. In the parameter range p Ͻ 1 the range of dependence is given by That is, if we want a shot-noise system with decay dynamics D(x) ϭ x 1Ϫp ͞p to have the autocovariance function (Eq. 12), then the system's Poissonian inflow should be governed by the rate function (Eq. 11). Hence, shot-noise systems with sublinear decay dynamics can yield essentially any positive correlation structure desired.
Conclusions
We introduced a nonlinear shot-noise system-model in which: (i) the shots' inflow to the system is Poissonian, with possibly infinite overall arrival rate, and (ii) the shots' decay, after impacting the system, is governed by nonlinear differentialequation dynamics. The nonlinear model is characterized by the following input functions: (i) the decay function D(x), determining the system's nonlinear decay dynamics; and (ii) the rate function ⌳(x), determining the system's Poissonian inflow rates. The model was quantitatively analyzed, and closed-form formulae for the characterizing statistics of its resulting shot-noise processes were provided. The analysis showed that the nonlinear shot-noise model produces a wide spectrum of stationary noise processes, which, in turn, are capable of displaying a rich variety of both amplitudal and temporal statistical behaviors.
