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Abstract
The inefficiency of using an unbiased estimator in a Monte Carlo procedure can be quan-
tified using an inefficiency constant, equal to the product of the variance of the estimator
and its mean computational cost. We develop methods for obtaining the parameters of the
importance sampling (IS) change of measure via single- and multi-stage minimization of
well-known estimators of cross-entropy and the mean square of the IS estimator, as well as of
new estimators of such a mean square and inefficiency constant. We prove the convergence
and asymptotic properties of the minimization results in our methods. We show that if a
zero-variance IS parameter exists, then, under appropriate assumptions, minimization results
of the new estimators converge to such a parameter at a faster rate than such results of the well-
known estimators, and a positive definite asymptotic covariance matrix of the minimization
results of the cross-entropy estimators is four times such a matrix for the well-known mean
square estimators. We introduce criteria for comparing the asymptotic efficiency of stochastic
optimization methods, applicable to the minimization methods of estimators considered in
this work. In our numerical experiments for computing expectations of functionals of an Euler
scheme, the minimization of the new estimators led to the lowest inefficiency constants and
variances of the IS estimators, followed by the minimization of the well-known mean square
estimators, and the cross-entropy ones.
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1 Introduction
In this work we consider the problem of estimating an expectation of the form EQ1 (Z ), where
Q1 is a probability and Z is a Q1-integrable random variable. Such expectations are of interest
in a variety of fields. For instance, they arise as prices of derivatives in mathematical finance
[19], as committors in molecular dynamics [26, 42, 3], and as probabilities of buffer overflow
in telecommunications, system failure in dependability modelling, or ruin in insurance risk
modelling [5]. The Monte Carlo (MC) method relies on approximating such an expectation
using an average of independent replicates of Z under Q1. The inefficiency of the MC method
can be quantified using an inefficiency constant, also known as a work-normalized variance
[23, 20, 45, 6, 7]. We discuss such constants and their interpretations in more detail in Chapter
2. Efficiency improvement techniques (EITs) (the term having been proposed in [23]) try to
improve the efficiency of the estimation of the expectation of interest over the crude MC as
above, e.g. by using some MC method with a lower inefficiency constant. Popular statistical
EITs include control variates, importance sampling (IS), antithetic variables, and stratified
sampling; see e.g. [5, 20]. Control variates method relies on generating in an MC method
replicates of a control variates estimator, equal to the sum of Z and aQ1-zero-mean random
variable, called a control variate [5, 22]. In importance sampling (IS), for a probabilityQ2, called
an IS distribution, and a random variable L such that EQ2 (Z L)= EQ1 (Z ), called an IS density,
one computes in an MC method replicates of the IS estimator Z L, under Q2. IS has found
numerous applications among others to the computation of the expectations mentioned
above and is a useful tool for rare-event simulation [21, 5, 56, 10, 30, 37]. Adaptive EITs use
the information from the random drawings available to make the estimation method more
efficient, e.g. by tuning some parameter of the method from some set A ⊂ Rl . For instance,
in adaptive control variates one typically tunes the parameter in some parametrization of
the control variates, while in IS — in some parametrizations b →Q(b) of the IS distributions
and b → L(b) of the IS densities. Adaptive IS and control variates can have a two-stage form,
in the first stage of which an adaptive parameter as above is obtained and in the second a
separate IS or control variates MC procedure is performed using this parameter. Typically in
the literature adaptive control variates and IS have attempted to find a parameter optimizing
(i.e. minimizing or maximizing) some function f : A → R. Frequently, such a function was
the variance or equivalently the mean square of the adaptive estimator and it was minimized;
see e.g. [46, 30, 4, 37, 35] for adaptive IS and [22, 40, 32] for control variates. We say that two
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functions fi , i = 1,2, are positively (negatively) linearly equivalent, if f1 = a f2+b for some
linear proportionality constant a ∈ (0,∞) (a ∈ (−∞,0)) and b ∈R. In a number of adaptive IS
approaches it was proposed to maximize a certain function negatively linearly equivalent to
the cross-entropy distance (also known as Kullback-Leibrer divergence) of the zero variance IS
distribution (if it exists) from the IS distribution considered [47, 48, 43].
We define cross-entropy to be a certain function of the IS parameter, positively linearly equiva-
lent to the cross-entropy distance of the zero-variance IS distribution from the IS distribution
considered, even though this name is sometimes used in the literature as a synonym of the
cross-entropy distance [47, 14]. In addition to minimizing the mean square and such a cross-
entropy, in this work we also minimize inefficiency constant. To our knowledge, it is the first
time when inefficiency constant is being minimized for adaptive MC. One reason why many
previous works focused on the minimization of variance rather than inefficiency constant
may be that for some problems considered in these works the mean computation cost was
approximately constant in the function of the adaptive parameter and thus the inefficiency
constant and variance were approximately proportional. For instance, this is typically the case
in parametric adaptive control variates and in parametric IS for many problems of derivative
pricing in computational finance [19, 30, 37]. However, in numerous current and potential ap-
plications of IS in which the computation of a replicate of the IS estimator involves simulating
a stochastic process until a random time, the mean cost typically depends on the IS parameter
and the minimization of the variance and the inefficiency constant is no longer equivalent.
This is for instance typically the case when performing IS for pricing knock-out barrier options
in computational finance [19, 30]. Further examples are provided by the molecular dynamics
applications in which one is interested in computing expectations of various functionals of
discretizations of diffusions considered until their exit time of some set; see e.g. [56, 16] and
our numerical experiments. See also [21] and references therein for some examples from
queueing theory and dependability modelling.
Two types of stochastic optimization methods have typically been used in the literature for
optimizing some functions f as above. Methods of the first type are stochastic approximation
algorithms. These are multi-stage stochastic optimization methods using stochastic gradi-
ent descent, in which estimates of the values of gradients of such f are computed in each
stage. See e.g. [32] for an application of such methods to variance minimization in adaptive
control variates and [4, 37, 35] in adaptive IS. One problem with such methods is that their
practical performance heavily depends on the choice of step sizes, and some heuristic tuning
of them may be needed to achieve a reasonable performance [32]. Stochastic optimization
methods of the second type rely, in their simplest form, on the optimization of b → f̂ (b,ω)
for an appropriate random function f̂ : A×Ω→R (where (Ω,F ,P ) is the default probability
space andω ∈Ω is an elementary event). The function f̂ can be thought of as an estimator or a
stochastic counterpart of f , and thus the methods from this class have been called stochastic
counterpart methods, alternative names including sample path and sample average approx-
imation methods [28, 32, 34, 53]. See Chapter 6, Section 9, in [53] for a historical review of
such methods, related to M-estimation and in particular maximum likelihood estimation in
statistics [55]. The most well-known example of an application of the stochastic counterpart
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method to efficiency improvement are linearly parametrized control variates [5, 22, 40], in
which to obtain the control variates parameter one minimizes the sample variance of the
control variates estimator by solving a certain system of linear equations. See [46, 47, 48, 30]
for applications of the stochastic counterpart method to adaptive IS and [32] for an application
to nonlinearly parametrized control variates. In some works on adaptive IS it was proposed to
perform a multi-stage stochastic counterpart method (as opposed to the single-stage one as
above), in which the optimization result from a given stage is used to construct the estimator
optimized in the subsequent stage [46, 48]. As discussed heuristically in Section 2 in [46], such
an approach may be better than the single-stage one because the asymptotic distribution of
the optimization results of the estimators from its final stage may be less spread than when
using some default estimators in the single-stage case.
In this work we investigate single- and multi-stage stochastic counterpart methods minimizing
some well-known estimators of mean square [46, 30] and cross-entropy [47, 48], as well as
newly proposed estimators of mean square and inefficiency constant. In our theoretical
analysis we focus on the parametrizations of IS obtained via exponential change of measure
(ECM) and via linearly parametrized exponential tilting for Gaussian stopped sequences
(LETGS). Using IS in some special cases of the ECM and LETGS settings has been demonstrated
to lead to significant variance reductions e.g. in rare event simulation [10, 5] and when pricing
options in computational finance [30, 37]. We provide sufficient and in some cases also
necessary assumptions under which there exist unique minimum points of the cross-entropy
and mean square as well as of their estimators in the ECM and LETGS settings and we give
some sufficient conditions for these assumptions to hold in the Euler scheme case. It is well
known that for some important parametrizations of IS the minimum points of the cross-
entropy estimators can be found exactly, which makes these estimators more convenient to
minimize than the well-known mean square estimators, for the minimization of which one
typically uses some iterative methods. This is for instance the case in some special cases of the
ECM setting, in IS for finite support distributions (see examples 3.5 and 3.6 in [48]), and when
using the Girsanov transformation with a linear parametrization of IS drifts for diffusions [56].
We show that this is also the case in the LETGS setting.
An important contribution of this work is the definition of versions of single- and multi-stage
minimization methods of the above estimators in the ECM and LETGS settings whose results
enjoy appropriate strong convergence and asymptotic properties in the limit of the increasing
budget of the single-stage minimization or the increasing number of stages of the multi-
stage minimization. To ensure such properties of the multi-stage methods we use increasing
numbers of simulations in the consecutive stages and projections of the minimization results
onto some bounded sets. Furthermore, in the proofs we apply a new multi-stage strong law of
large numbers. For the cross-entropy estimators we consider their exact minimization utilising
formulas for their minimum points, and we prove the a.s. convergence of their minimization
results to the unique minimum point of cross-entropy. We show that the well-known mean
square estimators in both settings and the new mean square estimators in the ECM setting are
convex and we prove the a.s. convergence of the results of their minimization with gradient-
based stopping criteria to the unique minimum point of mean square. For the new mean
11
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square estimators in the LETGS setting and the ones of the inefficiency constant in the ECM
setting for a constant computation cost, we prove the a.s. convergence of their minimization
results to the unique minimum point of the mean square when using the following two-phase
minimization procedure. In its first phase some convex estimator of the mean square as above
can be minimized, and then, using its minimization result as a starting point, one can carry out
a constrained minimization of the considered estimator or an unconstrained minimization
but of an appropriately modified such estimator. For the inefficiency constant estimators
in the LETGS setting we propose a more complicated three-phase minimization procedure
with gradient-based stopping criteria, the first phase of which can be as above. We prove the
convergence of the minimization results in such a procedure to the set of the first-order critical
points of the inefficiency constant which have not higher values of the inefficiency constant
than in the minimum point of the variance, or even by at least some positive constant lower
such values if the gradient of the inefficiency constant in the minimum point of the variance
does not vanish.
Using the theory of the asymptotic behaviour of minimization results of random functions
from [51], we develop such a theory for the minimization results of such functions when
using gradient-based stopping criteria. We use it for proving the asymptotic properties of the
single- and multi-stage minimization methods of the estimators as above. To our knowledge,
previously in the literature only the strong convergence and asymptotic properties of the
single-stage minimization of the well-known mean square estimators were proved in [30],
but only in the limit of the increasing number of simulations, in the ECM setting for normal
random vectors, under stronger integrability assumptions than in our work, and using exact
minimization which cannot be implemented in practice as opposed to the minimization with
gradient-based stopping criteria considered in this work.
Another important contribution of this work is the definition of the first- and second-order
criteria for comparing the asymptotic efficiency of certain stochastic optimization methods
for the minimization of a given function. A method more efficient in the first-order sense
leads to lower values of the minimized function in the minimization results by at least a
fixed positive constant with probability going to one as the budget of the method increases.
The second-order asymptotic efficiency of the minimization methods in which such values
converge in probability to the same constant can be quantified using some parameters, like the
means, of some second-order asymptotic distributions of such values around such a constant.
We apply such criteria to comparing the asymptotic efficiency of the single- and multi-stage
minimization methods of the estimators discussed above. For these methods, the means of
the distributions as above can be potentially estimated and adaptively minimized.
We show that ifQ1(Z 6= 0)> 0 then there exists a unique IS distribution leading to the lowest
variance of the IS estimator, which we call the optimal-variance one. If additionally Z ≥ 0,
Q1 a.s., then the optimal-variance IS distribution leads to a zero-variance IS estimator. IS
parameters leading to such distributions are called optimal-variance or zero-variance ones
respectively. We show that if there exists an optimal-variance IS parameter for the new mean
square estimators or a zero-variance one for the inefficiency constant estimators, then under
appropriate assumptions a.s. the minimization results of the exact single- and multi-stage
12
minimization of such estimators are equal to such respective parameters for a sufficiently large
simulation budget used. Furthermore, for the single- or multi-stage minimization of these
estimators with gradient-based stopping criteria we can have a faster rate of convergence of
the minimization results to such parameters than for the well-known estimators. We also show
that if there exists a zero-variance IS parameter, then, under appropriate assumptions, the
asymptotic covariance matrix of the minimization results of the cross-entropy estimators is
positive definite and is four times such a matrix for the well-known mean square estimators.
We provide an analytical example in which all possible relations between the asymptotic
variances (i.e. equalities and both strict inequalities) of the minimization results of different
types of estimators converging to the same point are achieved for different parameters of the
example, except that using the cross-entropy estimators always leads to not lower asymptotic
variance than using the well-known mean square estimators.
In our numerical experiments we consider an Euler scheme discretization of a diffusion in a
potential. We address the problem of estimating the moment-generating function (MGF) of
the exit time of such an Euler scheme of a domain, the probability to exit it by a fixed time,
and the probabilities to leave it through given parts of the boundary, called committors. Such
quantities are of interest e.g. in molecular dynamics applications; see [17, 27, 56, 26, 42, 3].
We use IS in the LETGS setting, for which under the IS distribution we receive again an Euler
scheme but this time with an additional drift depending on the IS parameter, called an IS drift.
For the estimation of the above quantities we use a two-stage method as discussed above, in
the first stage of which to obtain the IS parameter we use simple multi-stage minimization of
various estimators. In our numerical experiments, the minimization of the new estimators of
inefficiency constant and mean square led to the lowest variances and inefficiency constants
of the IS estimators, followed by the minimization of the well-known mean square estimators,
and of the cross-entropy ones. In one case, the minimization of the inefficiency constant
estimators outperformed the minimization of the new mean square estimators by arriving at
a lower mean cost and a higher variance but so that their product, equal to the inefficiency
constant, was lower. The variances and inefficiency constants of the adaptive IS estimators in
our experiments strongly depended on the parametrization of the IS drifts used and could be
reduced by adding appropriate positive constants to the variables Z as above. For a committor
we also performed experiments comparing the spread of the IS drifts obtained from single-
stage minimization, which yielded results qualitatively and quantitatively close to the case
when a zero-variance IS parameter exists as discussed above. We provide some intuitions
supporting the observed results.
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2 Monte Carlo method and inefficiency
constant
Let us further in this work denote Np = {p, p+1, . . .}, N=N0, N+ =N1, and R+ = (0,∞). For a
set A ∈B(Rl ) for some l ∈N+, or A ∈B(R) (whereB(B) is the Borel σ-field on B), the default
measurable space which we shall consider on it is (A,B(A)), further denoted simply asS (A).
Consider a probability Q1 on a measurable space S1 = (Ω1,F1) and let Z be an R-valued
random variable onS1 (i.e. a measurable function fromS1 toS (R)), such that EQ1 (|Z |)<∞.
We are interested in the estimation of α := EQ1 (Z ). The above defined quantities shall be
frequently used further in this work. In the Monte Carlo (MC) method, for some n ∈ N+,
one approximates α using an MC average α̂n := 1n
∑n
i=1 Zi of independent random variables
Zi , i = 1, . . .n, each having the same distribution as Z underQ1, shortly called independent
replicates of Z under Q1. Variance of α̂n measures its mean squared error of approximation of
α, and for var :=VarQ1 (Z ) we have Var(α̂n)= varn .
When performing an MC procedure on a computer it is often the case that there exists a
nonnegative random variable C˙ onS1 such that for generated independent replicates (Zi ,C˙i ),
i = 1, . . .n, of (Z ,C˙ ) under Q1, C˙i are typically approximately equal to some practical costs,
like computation times, needed to generate Zi . We call such C˙ a practical cost variable (of
an MC step). Often we have C˙ = pC˙ C for some pC˙ ∈R+, which may be different for different
computers and implementations (shortly, for different practical realizations) considered and a
random variable C onS1, called a theoretical cost (of an MC step), which is common for these
practical realizations. In case when the practical costs of generating Zi are approximately
constant, one can take C = 1. A random C can be e.g. the internal duration time of a stochastic
process from which Z is computed, like its hitting time of some set. For instance, when pricing
knock-out barrier options in computational finance using the MC method [19, 30] as such C
one can typically take the minimum of the hitting time of the asset of the barrier and the expiry
date of the option. We define a mean theoretical cost c = EQ1 (C ) and a theoretical inefficiency
constant ic= c var (whenever this product makes sense, i.e. when we do not multiply zero by
infinity in it), and the practical ones c˙ = EQ1 (C˙ )= pC˙ c and i˙c= c˙ var= pC˙ ic. For c˙ and var finite,
practical inefficiency constants are reasonable measures of the inefficiency of MC procedures
as above, i.e. higher such constants imply lower efficiency. The name inefficiency constant
was coined in [6, 7], while in some other works such a constant was called a work-normalized
variance [45]. However, the idea of using a reciprocal of a practical inefficiency constant to
quantify the efficiency of MC methods was conceived much earlier, see [23] for a historical
15
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review. Glynn and Whitt [23] proposed more general criteria for quantifying the asymptotic
efficiency of simulation estimators using asymptotic efficiency rates and values and the above
practical inefficiency constant is equal to the reciprocal of their efficiency value in the special
case of an MC method, in which the efficiency rate equals 12 . See [20], Section 10 of Chapter 3
in [5], or Section 1.1.3 in [19] for accessible descriptions of their approach in the special case
of MC methods.
Further on in this chapter we provide some interpretations of inefficiency constants, both
from the literature and new ones, justifying their utility for quantifying the inefficiency of MC
procedures. The theorems introduced in the process will be frequently used further on in
this work. We focus on theoretical inefficiency constants (often dropping further the word
theoretical), but analogous interpretations hold also for the practical ones.
The following interpretation of inefficiency constants was given in Section 2.6 in [7]. The ratio
of positive finite inefficiency constants ic of different sequences of MC procedures as above
(indexed by the numbers n of replicates used in them) is equal to the limit of ratios of their
mean costs n²c corresponding to the minimum numbers of replicates n² = d var² e needed to
reduce the variances varn² of the MC averages α̂n below a given threshold ²> 0 for ²→ 0.
Consider a function f : R2+→ R+ such that for each x, y ∈ R+, f (x, y) = f (y, x) and for each
a ∈R+, a f (x, y)= f (ax, ay). Let g :R2+→ [0,∞) be such that g (x, y)= |x−y |f (x,y) , so that g (x, y)=
g (y, x) and g (ax, ay)= g (x, y), a ∈R+. For instance, f (x, y) can be equal to max(x, y), min(x, y),
or x+y2 , in which case g (x, y) can be interpreted as the relative difference of x and y . For some
δ> 0, we say that x, y ∈R+ are δ-approximately equal, which we denote as x ≈δ y , if g (x, y)≤ δ.
Note that x ≈0 y implies that x = y . The below simple interpretations of inefficiency constants
were given in sections 1.9 and 2.6 of [7] in the special case of f =min as above. For two MC
procedures for estimating α, one like above using n replicates and an analogous primed one,
assuming that ic, ic′ ∈R+, from an easy calculation we have
g (
var
n
var′
n′
,
ic
ic′
)= g (nc,n′c ′) (2.1)
and
g (
nc
n′c ′
,
ic
ic′
)= g ( var
n
,
var′
n′
). (2.2)
In particular, the ratio of positive finite inefficiency constants of these procedures is δ-
approximately equal to the ratio of the variances of their respective MC averages for δ-
approximately equal respective mean total costs and it is also δ-approximately equal to the
ratio of their average costs for δ-approximately equal variances of their MC averages.
Let (Zi ,Ci ), i ∈N+, be independent replicates of (Z ,C ) under Q1. Before providing further
interpretations of inefficiency constants, let us recall some basic facts about MC procedures
as above. From the strong law of large numbers (SLLN), for α̂n = 1n
∑n
i=1 Zi it holds a.s.
limn→∞ α̂n = α, and if var < ∞, then from the central limit theorem (CLT),
p
n(α̂n −α) ⇒
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N (0,var). Consider the following sample variance estimators
v̂arn = n
n−1 (
1
n
k∑
i=1
Z 2i − α̂2n), n ∈N2. (2.3)
If var< 0, then from the SLLN a.s. limn→∞ v̂arn = var and if further var> 0, then from Slutsky’s
lemma (see e.g. Lemma 2.8 in [55])√
n
v̂arn
(α̂n −α)⇒N (0,1), (2.4)
which can be used to construct asymptotic confidence intervals for α, as discussed e.g. in
Chapter 3, Section 1 in [5].
For n ∈N+, let ĉn = 1n
∑n
i=1 Ci and for n ∈N2, let îcn = ĉn v̂arn . Assuming that c,var<∞, from
the SLLN, a.s. limn→∞ ĉn = c and limn→∞ îcn = ic. Let Sn =∑ni=1 Ci , n ∈N (in particular S0 = 0),
so that Sn is the cost of generating the first n replicates of Z . For t ∈R+, consider
Nt = sup{n ∈N : Sn ≤ t }, (2.5)
or
Nt = inf{n ∈N : Sn ≥ t }. (2.6)
The above defined Nt are reasonable choices of the numbers of simulations to perform if we
want to spend an approximate total budget t (like e.g. some internal simulation time) on the
whole MC procedure. Definition (2.5) ensures that we do not exceed the budget t . Under
definition (2.6) we let ourselves finish the last computation started before the budget t is
exceeded and thus we do not waste the computational effort already invested in it. Note that
under (2.6) we have Nt > 0, t ∈R+, which does not need to be the case under (2.5). If C <∞,
Q1 a.s., then a.s. Ci <∞, i ∈N+, and thus under both definitions a.s.
lim
t→∞Nt =∞. (2.7)
For some subset A of some set D we denote 1A or 1(A) the indicator function of A, i.e. a
function equal to one on A and to zero on D \A. For a real-valued random variable Y we denote
Y+ = Y 1(Y > 0) and Y− =−Y 1(Y < 0). We have the following well-known slight generalization
of the ordinary SLLN (see the corollary on page 292 in [8]).
Theorem 1. If an R-valued random variable Y is such that E(Y−)<∞, then for Y1,Y2, . . ., i.i.d.
∼ Y , a.s.
1
n
n∑
i=1
Yi → E(Y ) ∈R∪ {∞}. (2.8)
Let c > 0 (in particular we can have c =∞). Then, from the above lemma a.s. limn→∞ Snn = c
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and thus
lim
n→∞Sn =∞, (2.9)
so that under both definitions a.s.
Nt <∞, t ≥ 0. (2.10)
From renewal theory (see Theorem 5.5.2 in [11]), under definition (2.5) we have a.s.
lim
t→∞
Nt
t
= 1
c
. (2.11)
Since, marking Nt given by (2.6) with a prim, we have Nt ≤N ′t ≤Nt +1, (2.11) holds also when
using definition (2.6).
Let us further consider generalN∪ {∞}-valued random variables Nt , t ∈R+. Let m ∈N+ and
Y be an Rm-valued random vector such that E(Y 2i )<∞, i = 1, . . . ,m, with mean µ= E(Y ) and
covariance matrix W = E((Y −µ)(Y −µ)T ). Let X1, X2, . . . be i.i.d. ∼ Y . Let µ̂n = 1n
∑n
i=1 Xi ,
n ∈N+. For the string λ substituted by each of the strings α, var, ic, c, and µ, for p = 2 for λ
substituted by var or ic and for p = 1 otherwise, consider an estimator λ˜t of λ corresponding
to the total budget t ∈ R+ and with an initial value λ0, where λ0 ∈ Rm for λ substituted by µ
and λ0 ∈R otherwise, defined as follows
λ˜t = λ̂Nt 1(Nt ∈Np )+λ01(Nt ∉Np ). (2.12)
We shall need the following trivial remark.
Remark 2. For each k ∈N+, let τk be an a.s. N-valued random variable (i.e. P(τk ∈N)= 1) and
let a.s. limk→∞τk =∞. Let further ak , k ∈N, be random variables such that a.s. limk→∞ ak = a.
Then, a.s. limk→∞ 1(τk ∈N)aτk = a.
When we have a.s. (2.7), (2.10), and for some λ as above, a.s. limn→∞ λ̂n =λ, then from Remark
2, a.s.
lim
t→∞ λ˜t =λ. (2.13)
Lemma 3. Let an , n ∈N+, beN+-valued random variables such that for some tn ∈R+, n ∈N+,
such that limn→∞ tn =∞, for some b ∈R+, we have antn
p→ b. Then,
∑an
i=1(Xi −µ)p
an
⇒N (0,W ). (2.14)
Proof. Using Cramér-Wold device (see page 16 in [55]) it is sufficient to consider the case of
m = 1, which let us assume. For W = 0 we have a.s. Xi =µ, i ∈N+, so that the thesis is obvious.
The general case with W > 0 can be easily inferred from the special case in which µ= 0 and
W = 1, which can be proved analogously as Theorem 7.3.2 in [11].
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Consider the following condition (which for c ∈R+ follows e.g. from (2.11) holding a.s.).
Condition 4. It holds c ∈R+ and
Nt
t
p→ 1
c
. (2.15)
For a,b ∈R, by a∧b we denote their minimum and a∨b — their maximum.
Theorem 5. Under Condition 4 we have
p
t (µ˜t −µ)⇒N (0,cW ). (2.16)
Proof. For each t ∈ R+, let Mt = (1(Nt 6= ∞)Nt )∨1, which is an N+-valued random variable,
equal to Nt when Nt ∈N+. From Condition 4, it holds
lim
t→∞P(Mt =Nt ∈N+)= 1 (2.17)
and thus
Mt
t
p→ 1
c
. (2.18)
Thus, from Lemma 3
Rt :=
√
Mt (µ̂Mt −µ)⇒N (0,W ). (2.19)
Let R˜t = 1(Nt ∈ N+)Rt = 1(Nt ∈ N+)
p
Nt (µ˜t −µ). From (2.17), Rt − R˜t p→ 0. Therefore, from
(2.19) and Slutsky’s lemma, R˜t ⇒N (0,W ), and thus
p
cR˜t ⇒N (0,cW ). (2.20)
Let Gt =
p
t(µ˜t −µ) and G˜t = 1(Nt ∈ N+)Gt . Then, Gt − G˜t p→ 0, so that to prove (2.16) it is
sufficient to prove that
G˜t ⇒N (0,cW ). (2.21)
From (2.17), the continuous mapping theorem, and Slutsky’s lemma, St := 1(Nt ∈N+)
√
t
cNt
p→
1. Thus, (2.21) follows from (2.20) and the fact that from Slutsky’s lemma
p
cR˜t −G˜t =
p
cR˜t (1−St ) p→ 0. (2.22)
In the below theorem and remark we extend the interpretations of inefficiency constants
provided at the beginning of Section 10, Chapter 3 in [5] (see also [20] and Example 1 in [23]).
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Theorem 6. If var<∞ and Condition 4 holds, then
p
t (α˜t −α)⇒N (0, ic). (2.23)
If we further have var> 0 and a.s. (2.7) and (2.10), then√
t
i˜ct
(α˜t −α)⇒N (0,1). (2.24)
Proof. Formula (2.23) follows immediately from Theorem 5 and (2.24) follows from (2.23),
(2.13) holding a.s. for λ= ic, and Slutsky’s lemma.
Remark 7. Let X ∼N (0,1) and let for β ∈ (0,1), zβ be the β-quantile of the normal distribution,
i.e. P(X ≤ zβ)=β. Let γ ∈ (0,1) and pγ = z1− γ2 , so that P(|X | ≤ pγ)= 1−γ. Assuming (2.24), for
the random interval Iγ,t = (α˜t −pγ
√
i˜ct
t , α˜t +pγ
√
i˜ct
t ) we have
lim
t→∞P(α ∈ Iγ,t )=P(|X | ≤ pγ)= 1−γ, (2.25)
i.e. Iγ,t is an asymptotic 1−γ confidence interval for α. It follows that i˜ct and α˜t can play
the same role when constructing the asymptotic confidence intervals for α for t →∞, as v̂arn
and α̂n do for n →∞ as discussed below (2.4). For C = 1, both approaches to constructing the
asymptotic confidence intervals are equivalent.
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3.1 Background on densities
Consider a measurable spaceS = (D,D), let µ1 and µ2 be measures onS , and let A ∈D. We
say that µ1 has a density L (also a called Radon-Nikodym derivative) with respect to µ2 on A,
which we denote as L = ( dµ1dµ2 )A , if L is a measurable function from S to S (R) such that for
each B ∈D, µ1(A∩B) =
∫
L1(A∩B)dµ2. If L = ( dµ1dµ2 )A , then for each measurable function f
fromS toS (R) such that that 1A f is nonnegative or µ1-integrable, it holds∫
1(A) f dµ1 =
∫
1(A) f L dµ2. (3.1)
Such an L is uniquely definedµ2 a.e. on A, i.e. for some L′ :S →S (R) we also have L′ = ( dµ1dµ2 )A
only if L′ = L, µ2 a.e. on A (i.e. if µ2({L′ = L}∩ A)= µ2(A)). Furthermore, such an L is µ2 a.e.
nonnegative on A. We say that µ1 is absolutely continuous with respect to µ2 on A, which we
denote as µ1 ¿A µ2, if for each B ∈D, from µ2(A∩B)= 0 it follows that µ1(A∩B)= 0. We say
that µ1 and µ2 are mutually absolutely continuous on A if µ1 ¿A µ2 and µ2 ¿A µ1, which we
also denote as µ1 ∼A µ2. If L = ( dµ1dµ2 )A exists, then it holds µ1 ¿A µ2. We say that a measure µ
onS is σ-finite on A if A is a countable union of sets fromD with µ-finite measure. Note that
if µ is a probability distribution then it is σ-finite on A. From the Radon-Nikodym theorem, if
µ1 and µ2 are σ-finite on A and µ1 ¿A µ2, then L = ( dµ1dµ2 )A exists.
Lemma 8. Let L = ( dµ1dµ2 )A . Then, µ1 ∼A µ2 only if µ2({L = 0}∩ A)= 0, in which case
1(L 6= 0)
L
=
(
dµ2
dµ1
)
A
. (3.2)
Proof. If µ2({L = 0}∩ A)= 0, then for B ∈D, from (3.1),∫
1(A∩B)dµ2 =
∫
L
1(L 6= 0)
L
1(A∩B)dµ2 =
∫
1(L 6= 0)
L
1(A∩B)dµ1 (3.3)
so that we have (3.2) and µ1 ∼A µ2. On the other hand, since µ1({L = 0}∩ A) =
∫
L1({L =
0}∩ A)dµ2 = 0, if µ2({L = 0}∩ A)> 0 then we cannot have µ2 ¿A µ1.
For A =D we omit A in the above notations, e.g. we write µ1 ¿µ2, µ1 ∼µ2, and L = dµ1dµ2 . We
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say that q is a random condition on S if {x ∈ D : q(x)} ∈ D. Often the event {x ∈ D : q(x)}
will be denoted simply as {q} and we shall frequently write q in the place of {q} in various
notations.
3.2 IS and zero- and optimal-variance IS distributions
If for some probability Q2 on S1, Q1 ¿Z 6=0 Q2, then for L = ( dQ1dQ2 )Z 6=0 we have α = EQ2 (Z L).
Importance sampling (IS) relies on estimating α by using in an MC method independent
replicates of such an IS estimator Z L underQ2. The variance of the IS estimator fulfills
VarQ2 (Z L)= EQ2 ((Z L)2)−α2 = EQ1 (Z 2L)−α2. (3.4)
Condition 9. It holdsQ1 ¿Z 6=0 Q2 and for some L = ( dQ1dQ2 )Z 6=0 we have VarQ2 (Z L)= 0 or equiv-
alently Q2 a.s. Z L =α.
Theorem 10. Condition 9 holds only if it holds with ’for some’ replaced by ’for each’.
Proof. Let L be as in Condition 9 and L′ = ( dQ1dQ2 )Z 6=0. Then, L = L′, Q2 a.s. on Z 6= 0 and
0= Z L = Z L′ on Z = 0. Thus, fromQ2 a.s. Z L =α it also holdsQ2 a.s. Z L′ =α.
Condition 11. It holds Q1(Z 6= 0)> 0.
Condition 12. It holds Q1(Z 6= 0)> 0 and eitherQ1 a.s. Z ≥ 0 orQ1 a.s. Z ≤ 0.
Theorem 13. If Condition 12 holds, then for a probabilityQ∗ given by
dQ∗
dQ1
= Z
α
, (3.5)
Condition 9 holds for Q2 =Q∗. Furthermore,Q∗(Z 6= 0)= 1 andQ∗ ∼Z 6=0 Q1 with
L∗ := 1(Z 6= 0)α
Z
= ( dQ1
dQ∗
)Z 6=0. (3.6)
Proof. Condition 12 implies that Q∗ is well-defined. Furthermore, Q∗(Z 6= 0) = EQ1 ( Zα ) = 1
and from Lemma 8 we have (3.6). In particular, Z L∗ =α,Q∗ a.s., that is Condition 9 holds for
Q2 =Q∗.
Lemma 14. Assuming Condition 11, if there exists a probability Q2 fulfilling Condition 9, then
Condition 12 holds and suchQ2 is equal to the probability Q∗ as in Theorem 13.
Proof. Let conditions 9 and 11 hold. Then, Q2 a.s.
1(Z 6= 0)α
Z
= 1(Z 6= 0)L = ( dQ1
dQ2
)Z 6=0. (3.7)
Thus, from Condition 11, EQ2
(
1(Z 6= 0)αZ
)=Q1(Z 6= 0)> 0, which implies that α 6= 0. From (3.7)
and Lemma 8 we have Q1 ∼Z 6=0 Q2 and Zα = ( dQ2dQ1 )Z 6=0. Thus, Q2(Z 6= 0)= EQ1 (1(Z 6= 0)
Z
α )= 1
and Zα = dQ2dQ1 . In particular,Q1 a.s. Z sgn(α)≥ 0 and thus Condition 12 holds andQ2 =Q∗.
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Theorem 15. If Condition 12 holds, then the probability Q∗ as in Theorem 13 is the unique
probabilityQ2 for which Condition 9 holds.
Proof. Since Condition 12 implies Condition 11 and Theorem 13 implies the existence ofQ2
fulfilling Condition 9, from Lemma 14,Q2 =Q∗.
We shall call the probability Q∗ as in Theorem 13 the zero-variance IS distribution. Assuming
that L = ( dQ1dQ2 )Z 6=0, from (3.4),
VarQ2 (|Z L|)= EQ1 (Z 2L)− (EQ1 (|Z |))2, (3.8)
and thus
VarQ2 (Z L)=VarQ2 (|Z L|)+ (EQ1 (|Z |))2−α2 ≥ (EQ1 (|Z |))2−α2, (3.9)
with equality holding only if Condition 9 holds for |Z | (i.e. for Z replaced by |Z | and in
particular for α replaced by EQ1 (|Z |)). Let Condition 11 hold. Then, Condition 12 holds for |Z |
and from Theorem 15,Q∗ as in Theorem 13 but for Z replaced by |Z |, i.e. such that
dQ∗
dQ1
= |Z |
EQ1 (|Z |)
, (3.10)
is the unique probability Q2 for which Condition 9 holds for |Z |. The fact that Condition 9
holds for |Z | for such a Q∗ is well-known, see e.g. Theorem 1.2 in Chapter V in [5], but the
uniqueness result is to our knowledge new. Furthermore, we have
L∗ := 1(Z 6= 0)EQ1 (|Z |)|Z | = (
dQ1
dQ∗
)Z 6=0. (3.11)
Note that from Condition 9 holding for |Z | and (3.8), Q∗ a.s. (or equivalently Q1 a.s. on Z 6= 0)
|Z |L∗ = EQ1 (|Z |)=
√
EQ1 (Z
2L∗). (3.12)
We call such a Q∗ the optimal-variance IS distribution. Under Condition 12 the optimal-
variance IS distribution is also the zero-variance one. In some places in the literature our
optimal-variance IS distribution is called simply the optimal IS distribution (see e.g. page 127
in [5]). However, since as argued in Chapter 2 it may be more optimal to minimize inefficiency
constant than variance and the optimal-variance IS distribution does not need to lead to the
lowest inefficiency constant achievable via IS, calling it optimal may be misleading.
3.3 Mean cost and inefficiency constant in IS
Let L = ( dQ1dQ2 )Z 6=0 and let C be a nonnegative (theoretical) cost variable onS1 for computing
replicates of Z L underQ2. We shall consider C to be the same for differentQ2 under consid-
eration. The mean cost under Q2 is EQ2 (C ) and such a (theoretical) inefficiency constant is
23
Chapter 3. Importance sampling
VarQ2 (Z L)EQ2 (C ) (3.13)
(assuming that it is well-defined).
Note that if the zero-variance IS distributionQ∗ exists and the mean cost EQ∗(C ) is finite, then
the inefficiency constant under Q∗ is zero.
The below theorem provides an intuition why in our numerical experiments in Chapter 10,
for some a ∈ [0,∞) and s ∈R+, for a nonincreasing function f (x)= 1(x < s)+a and a strictly
decreasing one f (x) = exp(−sx), and for Z = f (C ), we observed mean cost reduction after
changing the initial distribution to a one in a sense closer to the respective zero-variance IS
distributionQ∗.
Theorem 16. Let f :S (R)→S ([0,∞)), Z = f (C ), EQ1 (Z ) ∈R+, and EQ1 (C )<∞. LetQ∗ be the
zero-variance IS distribution.
1. If f is nonincreasing, then
EQ∗(C )≤ EQ1 (C ), (3.14)
and if further for some 0 ≤ x1 < x2 <∞ we have f (x1) > f (x2), Q1(C ∈ [0, x1]) > 0, and
Q1(C ∈ [x2,∞)) > 0 (which is the case e.g. if f is strictly decreasing and C is not Q1 a.s.
constant), then the inequality in (3.14) is sharp.
2. If f is nondecreasing, then
EQ∗(C )≥ EQ1 (C ), (3.15)
and if further for some 0 ≤ x1 < x2 <∞ we have f (x1) < f (x2), Q1(C ∈ [0, x1]) > 0, and
Q1(C ∈ [x2,∞))> 0, then the inequality in (3.15) is sharp.
Proof. From (3.5) we have
EQ∗(C )=
EQ1 ( f (C )C )
EQ1 ( f (C ))
. (3.16)
For C1 and C2 being independent replicates of C underQ1, we have
EQ1 ( f (C )C )−EQ1 (C )EQ1 ( f (C ))=
1
2
EQ1 (( f (C1)− f (C2))(C1−C2)), (3.17)
which is nonpositive if f is nonincreasing and negative under the additional assumptions of
point one, or nonnegative if f is nondecreasing and positive under the additional assumptions
of point two. From this and (3.16), the thesis easily follows.
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3.4 Parametric IS
For some nonempty set A, let us consider a family Q(b), b ∈ A, of probability distributions on
S1. Typically, we shall assume that for some l ∈N+
A ∈B(Rl ). (3.18)
Consider a function L : A×Ω1 →R, for which we denote L(b)= L(b, ·), b ∈ A. If the following
condition is fulfilled, then for each b ∈ A one can perform IS using the IS distributionQ(b) and
density L(b) as in Section 3.2.
Condition 17. It holds L(b)= ( dQ1dQ(b) )Z 6=0, b ∈ A.
For x1 and x2 being two σ-fields, measurable spaces, or measures, by x1⊗x2 we denote their
product σ-field, measurable space, or measure respectively, while for n ∈N+, by xn1 we mean
such an n-fold product of x1. The following conditions will be useful further on.
Condition 18. We have (3.18) and L is measurable fromS (A)⊗S1 toS (R).
Condition 19. We have (3.18) and a probability P1 on a measurable space C1 and ξ : C1⊗
S (A)→S1 are such that for each b ∈ A
Q(b)(B)=P1(ξ(·,b)−1[B ]), B ∈F1, (3.19)
or equivalently, for each random variable X ∼P1, ξ(X ,b)∼Q(b), b ∈ A.
Remark 20. Let conditions 17, 18, and 19 hold and let b be some A-valued random vari-
able, which can be e.g. some adaptively obtained IS parameter. Let βi ∼ P1, i ∈ N+, be i.i.d.
and independent of b. Then, from Fubini’s theorem it follows that the random variables
α̂n = 1n
∑n
i=1(Z L(b))(ξ(βi ,b)), n ∈N+, are unbiased and strongly consistent estimators of α, i.e.
E(α̂n)=α, n ∈N+, and a.s. limn→∞ α̂n =α.
In the further sections we shall often deal with families of distributions and densities satisfying
the following condition.
Condition 21. A set B1 ∈F1 is such that we haveQ(b)∼B1 Q1 and L(b)= ( dQ1dQ(b) )B1 , b ∈ A.
Let us formulate separately the special important case of the above condition.
Condition 22. Condition 21 holds for B1 = Ω1, or equivalently Q(b) ∼ Q1 and L(b) = dQ1dQ(b) ,
b ∈ A.
The following condition will be useful to avoid different technical problems like when dividing
by L or taking its logarithm.
Condition 23. It holds L(b)(ω)> 0, b ∈ A, ω ∈Ω1.
Condition 24. Condition 21 holds,Q1({Z 6= 0} \ B1)= 0, andQ(b)({Z 6= 0} \ B1)= 0, b ∈ A.
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Remark 25. Note that for Z such that Condition 24 holds, we haveQ(b)∼Z 6=0∪B1 Q1, b ∈ A, and
L(b)= ( dQ1
dQ(b)
)B1∪{Z 6=0}, b ∈ A, (3.20)
so that Condition 17 holds.
Definition 26. We say that b∗ ∈ A is a zero-variance (optimal-variance) IS parameter if Condi-
tion 12 (Condition 11) holds andQ(b∗) is the zero-variance (optimal-variance) IS distribution.
Note that in the literature the name optimal IS parameter is sometimes used for the parameter
minimizing the variance b ∈ A→VarQ(b)(Z L(b)) of the IS estimator (see e.g. [35]), which may
be not equal to an optimal-variance IS parameter in the sense of the above definition.
The below theorem characterizes the random variables Z as above for which there exists a
zero-variance IS parameter, under some of the above conditions.
Theorem 27. Let us assume Condition 21. Then, Condition 24 holds and there exists a zero-
variance IS parameter b1 (for which we denoteQ∗ =Q(b1)), only if for some b2 ∈ A,Q(b2)(B1)= 1
and for some β ∈R\ 0,
Z = 1B11(L(b2) 6= 0)
β
L(b2)
, Q1 a.s. (3.21)
Furthermore, in the latter case we have β=α andQ(b2)=Q∗.
Proof. Let us first show the right implication. From Condition 24 and Q∗ =Q(b1) it follows for
b2 = b1 that Q(b2)(B1)=Q∗(B1)=Q∗(Z 6= 0∩B1)=Q∗(Z 6= 0)−Q(b2)({Z 6= 0} \ B1)= 1. From
(3.6),Q∗ a.s. L(b2)Z = 1(Z 6= 0)α, which fromQ∗ ∼Z 6=0 Q1 holds alsoQ1 a.s. Thus, since from
Condition 12 we have α 6= 0, it holds Q1 a.s. that if Z 6= 0 then also L(b2) 6= 0. Therefore, we
have Q1 a.s. Z = 1(Z 6= 0∧L(b2) 6= 0) 1L(b2)α. Thus, from Condition 24,
Z = 1B1
1
L(b2)
1(Z 6= 0∧L(b2) 6= 0)α, Q1 a.s. (3.22)
From Condition 21, Q∗ ∼B1 Q1, and thus from Lemma 8 and (3.5), 0=Q1({L(b2)= 0}∩B1)=
Q1({Z = 0}∩B1), so that from (3.22) andQ1(Z 6= 0)> 0 we have (3.21) only for β=α.
For the left implication note that for Z as in (3.21) Condition 24 holds. Furthermore, from
Condition 21 and Lemma 8,
Q(b2)(B1∩ {L(b2) 6= 0})=Q(b2)(B1). (3.23)
From (3.21), (3.23), andQ(b2)(B1)= 1
α= EQ(b2)(Z L(b2))=βQ(b2)(B1∩ {L(b2) 6= 0)=β 6= 0, (3.24)
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so that Condition 12 holds. We have
dQ(b2)
dQ1
= 1(B1)1(L(b2) 6= 0) 1
L(b2)
= Z
β
= dQ
∗
dQ1
, (3.25)
where in the first equality we used Condition 21,Q(b2)(B1)= 1, and Lemma 8, in the second
(3.21), and in the last (3.24) and (3.5).
Remark 28. From the discussion in Section 3.2, the optimal-variance IS distribution for Z is
the zero-variance one for |Z |. Thus, from the above theorem for Z replaced by |Z |we receive a
characterization of variables Z for which there exists an optimal-variance IS parameter under
certain assumptions.
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4 The minimized functions and their
estimators
4.1 The minimized functions
For some nonempty set A, consider a family of probability distributions as in Section 3.4 for
which Condition 17 holds. Assuming Condition 23 and that
EQ1 ((Z ln(L(b)))−)<∞, b ∈ A, (4.1)
we define a cross-entropy (function) ce : A→R∪ {∞} as
ce(b)= EQ1 (Z ln(L(b))), b ∈ A (4.2)
(see the discussion in Chapter 1 regarding its name).
Remark 29. Let us discuss how ce(b) is related to a certain f -divergence of the zero-variance IS
distribution fromQ(b). For some convex function f : [0,∞)→R, the f -divergence d(P1,P2) of a
probability P2 from another one P1 such that P2 ¿P1 is given by the formula
d(P1,P2)= EP1 ( f (
dP2
dP1
)). (4.3)
Such an f -divergence is also known as Csiszár f -divergence or Ali-Silvey distance [43, 2, 38].
From Jensen’s inequality we have d(P1,P2)≥ f (1), and if f is strictly convex then the equality in
this inequality holds only if P1 =P2. For example, for the strictly convex function f (x)= x ln(x)
(which we assume to be zero for x = 0), d(P1,P2) is called Kullback-Leibler divergence or cross-
entropy distance (of P2 from P1), while for f (x)= (x2−1), d(P1,P2) is called Pearson divergence.
For d denoting the cross-entropy distance, let us assume Condition 12, so that the zero-variance
IS distribution Q∗ exists,Q∗¿Q(b), b ∈ A, and
d(Q(b),Q∗)= EQ(b)(
dQ∗
dQ(b)
ln(
dQ∗
dQ(b)
))
= EQ∗(ln( dQ
∗
dQ(b)
))
= EQ1 (
Z
α
(ln(
dQ∗
dQ1
)+ ln(L(b)))),
(4.4)
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where in the last equality we used (3.5) and
(
dQ∗
dQ(b)
)Z 6=0 = dQ
∗
dQ1
L(b). (4.5)
Assuming that Z ≥ 0, we have
EQ1 (Z ln(
dQ∗
dQ1
))= EQ1 (Z ln(Z ))−α ln(α). (4.6)
From x ln(x)≥−e−1 we have EQ1 (Z ln(Z ))≥−e−1. Assuming further that
EQ1 (Z ln(Z ))<∞, (4.7)
we receive from (4.4) that
d(Q(b),Q∗)=α−1(EQ1 (Z ln(Z ))−α ln(α)+ce(b)). (4.8)
If (4.8) holds as above for each b ∈ A, then b → ce(b) and b → d(Q(b),Q∗) are positively linearly
equivalent (see Chapter 1). Note that from the discussion leading to formula (4.8) and from
d(Q(b),Q∗)≥ 0, a sufficient assumption for (4.1) to hold is that we have Z ≥ 0 and (4.7).
We define the mean square of the IS estimator as
msq(b)= EQ(b)((Z L(b))2)= EQ1 (Z 2L(b)), b ∈ A, (4.9)
and such a variance as
var(b)=msq(b)−α2, b ∈ A. (4.10)
Remark 30. Assuming that Condition 11 holds, for Q∗ denoting the optimal-variance IS distri-
bution as in Section 3.2 and d denoting the Pearson divergence as in Remark 29, from (4.5) and
(3.10) we have for b ∈ A
d(Q(b),Q∗)= EQ(b)((
|Z |
EQ1 (|Z |)
L(b))2−1)
= 1
(EQ1 (|Z |))2
(msq(b)− (EQ1 (|Z |))2)
= 1
(EQ1 (|Z |))2
(var(b)+α2− (EQ1 (|Z |))2).
(4.11)
Thus, in such a case b ∈ A→ d(Q(b),Q∗) is positively linearly equivalent to msq and var.
Let C be some [0,∞]-valued theoretical cost variable onS1. Let c(b)= EQ(b)(C ) be the mean
cost underQ(b), b ∈ A.
Condition 31. For each b ∈ A, it does not hold c(b) = ∞ and var(b) = 0, or c(b) = 0 and
var(b)=∞.
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Assuming Condition 31, we define a (theoretical) inefficiency constant as
ic(b)= c(b)var(b), b ∈ A. (4.12)
Frequently, the proportionality constants pC˙ of the practical to the theoretical costs of the
IS MC as in Chapter 2 can be chosen the same for different IS parameters b ∈ A, so that the
practical and theoretical inefficiency constants are proportional and their minimization is
equivalent.
4.2 Estimators of the minimized functions
Consider a family of probability distributions as in Section 3.4 and let us assume that condi-
tions 17 and 18 hold. Consider a measurble function f :S (A)→S (R) and for some p ∈N+,
consider
êstn :S (A)
2⊗S n1 →S (R), n ∈Np , (4.13)
called estimators of f , where êstn(b′,b) is thought of as an estimator of f (b) under Q(b′)n ,
b,b′ ∈ A, n ∈Np . In all this work, for b′ ∈ A, we denote Q′ =Q(b′) and L′ = L(b′). We say that
some êstn as above is an unbiased estimator of f if
f (b)= E(Q′)n (êstn(b′,b)), b′,b ∈ A. (4.14)
Let us further in this section assume the following condition.
Condition 32. We have b′ ∈Rl and κ1,κ2, . . . , are i.i.d. ∼Q′ and κ˜n = (κi )ni=1, n ∈N+.
We call the estimators êstn , n ∈Np , strongly consistent for f if for each b′,b ∈ A, a.s.
lim
n→∞ êstn(b
′,b)(κ˜n)= f (b). (4.15)
For a function Y on Ω1 (like e.g. Z or L), we define such functions Y1, . . . ,Yn on Ωn1 by the
formula
Yi (ω)= Y (ωi ), ω= (ωi )ni=1 ∈Ωn1 , (4.16)
and whenever Y takes values in some linear space we denote
(Y )n =
1
n
n∑
i=1
Yi . (4.17)
For the cross-entropy as in the previous section, assuming (4.1), we have
ce(b)= EQ′(L′Z ln(L(b))), (4.18)
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so that for n ∈N+, from Theorem 1, its unbiased strongly consistent estimators are
ĉen(b
′,b)= (L′Z ln(L(b)))n =
1
n
n∑
i=1
L′i Zi ln(Li (b)). (4.19)
For mean square, we have
msq(b)= EQ′(Z 2L′L(b)), (4.20)
so that for n ∈N+, its unbiased strongly consistent estimators are
msqn(b′,b)= (Z 2L′L(b))n . (4.21)
The above mean square estimators and estimators negatively linearly equivalent to the above
cross-entropy estimators in the function of b (see Chapter 1) have been considered before
in the literature; see e.g. [46, 47, 48, 30]. Thus, we call the above estimators well-known. We
shall now proceed to define some new estimators. IfQ(b)¿Q′, then for variance, we have for
n ∈N2
var(b)=VarQ(b)(Z L(b))
= E(Q(b))n
(
1
n(n−1)
∑
i< j∈{1,...,n}
(Zi Li (b)−Z j L j (b))2
)
= 1
n(n−1)E(Q′)n
( ∑
i< j∈{1,...,n}
(
dQ(b)
dQ′
)
i
(
dQ(b)
dQ′
)
j
(Zi Li (b)−Z j L j (b))2
)
.
(4.22)
Let us further in this section assume conditions 22 and 23. Then, dQ(b)dQ′ = L
′
L(b) , and from (4.22),
we have the following unbiased estimators of var for n ∈N2
v̂arn(b
′,b)= 1
n(n−1)
∑
i< j∈{1,...,n}
L′i L
′
j
Li (b)L j (b)
(Zi Li (b)−Z j L j (b))2
= 1
n(n−1)
(
n∑
i=1
(
Z 2i L
′
i Li (b)
∑
j∈{1,...,n}, j 6=i
L′j
L j (b)
)
− ∑
i< j∈{1,...,n}
2Zi Z j L
′
i L
′
j
)
= n
n−1
(msqn(b′,b)( L′L(b)
)
n
− (Z L′)2n
)
.
(4.23)
Thus, b → v̂arn(b′,b) is positively linearly equivalent to the following estimator of mean square
msq2n(b′,b)=msqn(b′,b)( L′L(b)
)
n
, (4.24)
which can be considered also for n = 1. From the facts that from the SLLN, a.s.
lim
n→∞ (Z L
′)n(κ˜n)= EQ′(Z L′)=α (4.25)
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and
lim
n→∞
(
L′
L(b)
)
n
(κ˜n)= EQ′
(
L′
L(b)
)
= 1, (4.26)
estimators msq2n and v̂arn are strongly consistent for msq and var respectively. Let us further
in this section assume that
Q(b)(C =∞)= 0, b ∈ A. (4.27)
Then, strongly consistent and unbiased estimators of the mean cost c are
ĉn(b
′,b)= 1(i = 1, . . . ,n)
(
L′
L(b)
1(C 6=∞)C
)
n
. (4.28)
Let us further in this section assume Condition 31. Then, strongly consistent estimators of ic
are for n ∈N2,
îcn(b
′,b)= ĉn(b′,b) · v̂arn(b′,b), (4.29)
which are in general not unbiased. For each n ∈N3, defining helper unbiased estimators of
variance for k = 1, . . . ,n
v̂arn,k (b
′,b)= 1
(n−1)(n−2)
( ∑
i< j∈{1,...,n}\{k}
L′i L
′
j
Li (b)L j (b)
(Zi Li (b)−Z j L j (b))2
)
, (4.30)
we have the following unbiased estimator of ic
îc2n(b
′,b)= 1
n
n∑
k=1
(
L′
L(b)
1(C 6=∞)C
)
k
v̂arn,k (b
′,b). (4.31)
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5 Examples of parametrizations of IS
In this chapter we introduce a number of parametrizations of IS, most of which shall be used
in the theoretical reasonings or numerical experiments in this work.
5.1 Exponential change of measure
Exponential change of measure (ECM), also known as exponential tilting, is a popular method
for obtaining a family of IS distributions from a given one. It has found numerous applications
among others in IS for rare event simulation [10, 5] or for pricing derivatives in computational
finance [30, 37]. In this work by default all vectors (including gradients of functions) are
considered to be column vectors. For some l ∈ N+, consider an Rl -valued random vector
X on S1. We define the moment-generating function as b ∈ Rl → Φ(b) = EQ1 (exp(bT X )).
Let A be the set of all b ∈ Rl for which Φ(b) < ∞. Note that 0 ∈ A and from the convexity
of the exponential function, A is convex. The cumulant generating function is defined as
Ψ(b)= ln(Φ(b)), b ∈ A.
Condition 33. For each b1,b2 ∈ A such that b1 6= b2, (b1−b2)T X is not Q1 a.s. constant.
Lemma 34. Ψ is convex on A and it is strictly convex on A only if Condition 33 holds.
Proof. Let b1,b2 ∈ A and q1, q2 ∈R+ be such that q1+q2 = 1. From Hölder’s inequality
Φ(
2∑
i=1
qi bi )≤
2∏
i=1
Φ(bi )
qi (5.1)
and taking the logarithms of the both sides we receive
Ψ(
2∑
i=1
qi bi )≤
2∑
i=1
qiΨ(bi ). (5.2)
Thus, Ψ is convex. Equality in (5.1) or equivalently in (5.2) holds only if for some a ∈ R+,
Q1 a.s. exp(bT1 X )= a exp(bT2 X ) (see page 63 in [50]) or equivalently if for some c ∈ R, Q1 a.s.
(b1−b2)T X = c. Ψ is strictly convex only if there do not exist b1,b2 ∈ A, b1 6= b2, such that an
equality in (5.2) holds, and thus only if Condition 33 holds.
Condition 35. For each t ∈Rl \ {0}, t T X is not Q1 a.s. constant.
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Note that Condition 35 implies Condition 33 and if A has a nonempty interior then these
conditions are equivalent. If A contains some neighbourhood of zero, then X has finite all
mixed moments, i.e. E(
∏l
i=1 |Xi |vi )<∞, v ∈Nl . For v ∈Nl , let us denote ∂v = ∂
v1+...+vl
∂
v1
b1
...∂
vl
bl
.
Condition 36. A is open,Φ is smooth (i.e. infinitely continuously differentiable) on A, and for
each v ∈N l we have
∂vΦ(b)= EQ1 (∂v exp(bT X ))= EQ1 (exp(bT X )
l∏
i=1
X vii ). (5.3)
Remark 37. It is easy to show using inductively the mean value theorem and Lebesgue’s domi-
nated convergence theorem that Condition 36 holds when A =Rl or when Q1([0,∞)l )= 1 and
for some λ> 0, A = (−∞,λ)l .
We define the exponentially tilted family of probability distributionsQ(b), b ∈ A, corresponding
to the aboveQ1 and X by the formula
dQ(b)
dQ1
= exp(bT X −Ψ(b)), b ∈ A. (5.4)
Note thatQ(0)=Q1 and
L(b) := exp(−bT X +Ψ(b))= dQ1
dQ(b)
, b ∈ A. (5.5)
Note that conditions 18, 22, and 23 hold for the above Q(b) and L(b), b ∈ A. From Lemma
34, for each ω ∈Ω1, b ∈ A → L(b)(ω) is log-convex (and thus also convex) and if Condition
33 holds, then it is strictly log-convex (and thus also strictly convex). Let us define means
µ(b)= EQ(b)(X ) and covariance matricesΣ(b)= EQ(b)((X−µ(b))(X−µ(b))T ), for b ∈ A for which
they exist. Note that the functionsΦ,Ψ, Σ, and µ depend only on the law of X under Q1. If for
some b ∈ A it holds Σ(b) ∈Rl×l , then we have t TΣ(b)t = EQ(b)((t T (X −µ(b)))2), t ∈Rl , and thus
Σ(b) is positive definite only if Condition 35 holds. When Condition 36 holds, then we receive
by direct calculation that ∇Ψ(b)=µ(b) and ∇2Ψ(b)=Σ(b), b ∈ A.
Let U be an open subset of Rl . The following well-known lemma is an easy consequence of
the inverse function theorem.
Lemma 38. If f : U →Rl is injective and differentiable with an invertible derivative D f on U ,
then f is a diffeomorphism of the open sets U and f (U ).
By | · |we denote the standard Euclidean norm.
Lemma 39. If U is convex and a function g : U →R is strictly convex and differentiable, then
the function b ∈U →∇g (b) is injective.
Proof. If for some b1,b2 ∈U , b1 6= b2, we had ∇g (b1) = ∇g (b2), then for v = b2−b1|b2−b1| it would
hold (
d g (b1+ t v)
d t
)
t=0
= vT∇g (b1)= vT∇g (b2)=
(
d g (b1+ t v)
d t
)
t=|b2−b1|
, (5.6)
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which is impossible since t ∈ [0, |b2−b1|]→ g (b1+ t v) is strictly convex.
Theorem 40. If conditions 35 and 36 hold, then b ∈ A→µ(b)=∇Ψ(b) is a diffeomorphism of
the open sets A and µ[A].
Proof. From Condition 35 and Lemma 34, Ψ is strictly convex. From Condition 36, Dµ =
∇2Ψ = Σ, which from 35 and the above discussion is positive definite. Thus, for U = A the
thesis follows from Lemma 39 for g =Ψ and Lemma 38 for f =µ.
Some important special cases of ECM for l = 1 are when X has a binomial, Poisson, or gamma
distribution underQ(b), b ∈ A, while for general l ∈N+ — when X has a multivariate normal
distribution (see page 130 in [5]). In all these cases, from Remark 37, Condition 36 holds.
Furthermore, for the first three cases and non-degenerate multivariate normal distributions,
Condition 35 is satisfied and we have analytical formulas for µ−1. In the gamma case, for some
α,λ ∈R+, and A = (−∞,λ), for each b ∈ A, for λb =λ−b, underQ(b), X has a distribution with
a density
1
Γ(α)
λαb x
α−1 exp(−λb x) (5.7)
with respect to the Lebesgue measure on (0,∞). Furthermore, for each b ∈ A it holdsΨ(b)=
α ln( λλ−b ) and µ(b)= αλ−b , and for each x ∈µ[A]=R+, µ−1(x)=λ− αx . In the Poisson case we
have A =R and for some initial mean µ0 ∈R+, for each b ∈ A we have µ(b)=µ0 exp(b) and
Q(b)(X = k)= µ(b)
k
k !
exp(−µ(b)), k ∈N, (5.8)
i.e. X ∼ Pois(µ(b)) under Q(b). Furthermore, it holds Ψ(b) = µ0(exp(b)−1), b ∈ A, µ−1(x) =
ln( xµ0 ), x ∈µ[A]= (0,∞), andΣ(b)=µ(b), b ∈ A. In the multivariate normal case we have A =Rl
and for M ∈Rl×l being some positive semidefinite covariance matrix and µ0 ∈Rl some initial
mean, for each b ∈ A, µ(b) = µ0+Mb and under Q(b), X ∼N (µ(b), M). Moreover, it holds
Ψ(b)= bTµ0+ 12 bT Mb and Σ(b)=M , b ∈ A. An important special case are non-degenerate
normal distributions in which M is positive definite, µ[A]= A, and µ−1(x)=M−1(x−µ0), x ∈ A.
In the standard multivariate normal case we have M = Il and µ0 = 0, so that X ∼N (b, Il )
underQ(b), b ∈ A.
For an exponential tilting in which A =Rl we shall further need the following function defined
for a ∈ [0,∞)
F (a)= sup{|Ψ(b)| : b ∈Rl , |b| ≤ a}. (5.9)
For instance, in the multivariate standard normal case as above we haveΨ(b)= |b|22 and thus
F (a)= a22 , while in the Poisson case F (a)=µ0(exp(a)−1).
Remark 41. In some practical realizations of ECM, the computation times on a computer
needed to generate i.i.d. replicates of the IS estimator Z L(b) underQ(b) for different b ∈ A are
approximately equal to the same constant. This is typically the case e.g. when X ∼N (0, Il )
under Q1. In such a case one can often take the theoretical cost C = 1.
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5.2 IS for independently parametrized product distributions
Let n ∈ N+. For each i ∈ {1, . . . ,n}, consider a probability distribution Q˜1,i on a measurable
space S1,i = (Ω1,i ,F1,i ), a nonempty set Ai , and parametric families of probabilities Q˜i (bi )
and densities L˜i (bi )= dQ˜1,idQ˜i (bi ) , bi ∈ Ai . Let us define the corresponding product measure Q1 =⊗n
i=1 Q˜1,i , product parameter set A =
∏n
i=1 Ai , and families of independently parametrized
product probabilitiesQ(b)=⊗ni=1 Q˜(bi ) and densities L(b)=∏ni=1 L˜i (bi ), b = (bi )ni=1 ∈ A. Then,
Q(b)∼Q1 and L(b)= dQ1dQ(b) , b ∈ A.
Let us further consider the special case of Q˜i and L˜i as above being the exponentially tilted
probabilities and densities given by some probabilities Q˜1,i and random variables X˜i , having
moment-generating functionsΦi , and cumulant generating functionsΨi , i = 1, . . . ,n. Then,
Q(b) and L(b), b ∈ A, are the exponentially tilted probabilities and densities corresponding
to the above probability Q1 and a random variable X (ω)= (X˜i (ωi ))ni=1, ω ∈
∏n
i=1Ω1,i , with a
moment-generating functionΦ(b)=∏ni=1Φi (bi ) and a cumulant generating functionΨ(b)=∑n
i=1Ψi (bi ). If Condition 35 or 36 holds in the i th case for i ∈ {1, . . . ,n}, then such a condition
holds also in the product case. If µi is the mean function in the i th case, i = 1, . . . ,n, then
µ(b)= (µi (bi ))ni=1, b = (bi )ni=1 ∈ A, is such a mean function in the product case, and if all µ−1i
exist, then for each x = (xi )ni=1 ∈µ[A]=
∏n
i=1µi [Ai ], µ
−1(x)= (µ−1i (xi ))ni=1.
5.3 IS for stopped sequences
5.3.1 Change of measure for stopped sequences using a tilting process
Let U˜1 be a probability measure on a measurable space C˜ = (E˜ , E˜ ), let C = (E ,E ) := C˜ N+ , let
η= (ηi )i∈N+ = idE be the coordinate process on E , and let η˜k = (ηi )ki=1, k ∈N+. Let U be the
unique probability measure onC such that η1, η2, . . ., are i.i.d. ∼ U˜1 underU (see Theorem 16,
Chapter 9 in [18]). LetFk =σ(η˜k ), k ∈N+, i.e. it is the natural filtration of η, and letF0 = {;,E },
i.e. it is a trivial σ-field. For some d ∈N+ and a nonempty set B ∈B(Rd ), let conditions 18,
22, and 23 hold for A = B , Q1 = U˜1, and some probabilities Q(b) and densities L(b) denoted
further as U˜(b) and L˜(b), b ∈B . Let κ(b)= L˜(b)−1 = dU˜(b)
dU˜1
, b ∈B .
Definition 42. We define J to be the set of all S (B)-valued, (Fk )k∈N-adapted stochastic
processes λ= (λk )k∈N on C .
Processes λ as in the above definition shall be called tilting processes. The following lemma
follows from Lemma 7, Chapter 21 in [18]. See Definition 18, Chapter 21 in [18] for the
definition of Borel spaces. From Proposition 20 in that Chapter,S (B) is a Borel space.
Lemma 43. LetΨ be a measurable space,B be a Borel space, V be aΨ-valued random variable,
and Y be a B-valued, σ(V )-measurable random variable. Then, there exists a measurable
function f :Ψ→B such that Y = f (V ).
Let further in this section λ be as in Definition 42. From the above lemma there exist h0 ∈B
and hk : C˜
k →S (B), k ∈N+, such that λ0 = h0 and λk = hk (η˜k ), k ∈N+, which let us further
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consider. Let γ0 = 1 and
γn =
n−1∏
k=0
κ(λk )(ηk+1), n ∈N+. (5.10)
For a nonempty set T ⊂ [0,∞) and a filtration Gt∈T on a measurable space (Ω,G ), let G∞ :=
σ(
⋃
t∈T Gt ). A stopping time τ forGt∈T is a T∪{∞}-valued random variable such that τ≤ t ∈Gt ,
t ∈ T . For such a τ one defines a σ-field
Gτ = {A ∈G∞ : A∩ {τ≤ t } ∈Gt , t ∈ T }. (5.11)
For τ being a stopping time for the filtration (Fk )k∈N as above it also holds
Fτ = {B ∈ E : B ∩ {τ= n} ∈Fn , n ∈N}. (5.12)
For a probability S on C and such a τ we shall denote S|τ = S|Fτ . Identifying each n ∈ N+
with a constant random variable we thus have S|n =S|Fn . The following theorem is an easy
consequence of Theorem 3, Chapter 22 in [18].
Theorem 44. There exists a unique probabilityV onC satisfying one of the following equivalent
conditions.
1. UnderV, η1 has density κ(h0) with respect to U˜1 and for each k ∈N+, ηk+1 has conditional
density κ(λk ) with respect to U˜1 givenFk (see Definition 14, Chapter 21 in [18]).
2. For each n ∈N,
dV|n
dU|n
= γn . (5.13)
LetV be as in the above theorem and let τ be a stopping time for (Fn)n∈N.
Lemma 45. It holds
V|τ ∼τ<∞ U|τ, (5.14)
with
1(τ<∞)γτ =
(
dV|τ
dU|τ
)
τ<∞
. (5.15)
Proof. To prove (5.15) we notice that for each B ∈Fτ we have
EU(1(B ∩ {τ<∞})γτ)=
∞∑
n=0
EU(1({τ= n}∩B)γn)
=
∞∑
n=0
V({τ= n}∩B)=V(B ∩ {τ<∞}),
(5.16)
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where in the second equality we used (5.12) and (5.13). Now, (5.14) follows from (5.15) and
Lemma 8.
From the above lemma, if τ <∞ both V and U a.s., then V|τ ∼ U|τ. In this work, a product
over an empty set is considered to be equal one. For some ² ∈R+, considered to avoid some
technical problems as discussed above Condition 23, let us define
L = 1(τ<∞) 1
γτ
+²1(τ=∞)= 1(τ<∞)
τ−1∏
k=0
L˜(λk (ηk+1))+²1(τ=∞). (5.17)
Then, from Lemma 45 and the discussion in Section 3.1 it holds
L =
(
dU|τ
dV|τ
)
τ<∞
. (5.18)
Let Z be an R-valued,Fτ-measurable random variable such that EU(|Z |)<∞ (for short we
shall also informally describe such a Z as an R-valued element of L1(U|τ), see e.g. Chapter
20 in [18]). Let us assume that U(Z 6= 0, τ =∞) = V(Z 6= 0, τ =∞) = 0, so that from (5.14),
U|τ ∼Z 6=0∨τ<∞ V|τ and
L =
(
dU|τ
dV|τ
)
Z 6=0∨τ<∞
. (5.19)
Then, one can perform IS as in Section 3.2 for Q1 =U|τ, Q2 =V|τ, and L as above. Note that
such aQ1 is defined onS1 = (Ω1,F1)= (E ,Fτ).
Remark 46. Consider two stopping times τ1,τ2 for (Fn)n∈N, such that τ1 ≤ τ2 and an R-valued
Z ∈ L1(Uτ1 ) such that U(Z 6= 0, τ2 =∞)=V(Z 6= 0, τ2 =∞)= 0. Then, we also have Z ∈ L1(Uτ2 )
andU(Z 6= 0, τ1 =∞)=V(Z 6= 0, τ1 =∞)= 0. Furthermore, denoting L as in (5.17) for τ= τi as
Lτi , we have
EV(Z Lτ2 |Fτ1 )= Z Lτ1 . (5.20)
Indeed, for each D ∈Fτ1 and i = 1,2, from (5.19) it holds
EV(Z Lτi 1(D))= EV(Z Lτi 1(D∩ {Z 6= 0}))= EU(Z 1(D∩ {Z 6= 0})). (5.21)
From (5.20) and conditional Jensen’s inequality we have VarV(Z Lτ2 )≥VarV(Z Lτ1 ), i.e. using τ1
for IS as above leads to not higher variance than using τ2. Furthermore, EV(τ1)≤ EV(τ2), so that,
for the theoretical costs equal to the respective stopping times, using τ1 also leads to not higher
mean cost and inefficiency constant than τ2 (assuming that such constants are well-defined).
5.3.2 Parametrizations of IS for stopped sequences
For some l ∈N+ and a nonempty set A ∈B(Rl ), let us consider a function
λ : A→J (5.22)
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(see Definition 42), called a parametrization of tilting processes. For each b ∈ A, let V(b) and
V|τ(b) be given by λ(b) similarly as V and V|τ are given by λ in the unparametrized case in the
previous section. Let Q1 and S1 = (Ω1,F1) be as in the previous section. Let for each b ∈ A,
Q(b)=V|τ(b) and L(b) be defined by formula (5.17) but using λ(b) in the place of λ. Note that
such an L satisfies Condition 23.
Condition 47. For each n ∈N, (b, x)→λn(b)(x) is measurable fromS (A)⊗ (E ,Fn) toS (B).
Theorem 48. Under Condition 47, Condition 18 holds for the above L.
To prove the above theorem we will need the following lemmas.
Lemma 49. Let G be a σ-field, A ∈G , for some set T , Ct ∈G , t ∈ T , andC =σ(Ct : t ∈ T ). Then
A∩C := {A∩C : C ∈C }⊂σ(A, {A∩Ct : t ∈ T }). (5.23)
Proof. LetA = σ(A, {A∩Ct : t ∈ T }) and D = {C ∈C : A∩C ∈A }. It holds ; ∈D and Ct ∈D,
t ∈ T . If Bi ∈D, i ∈N, then A∩⋃i∈NBi =⋃i∈N A∩Bi ∈A and thus⋃i∈NBi ∈D. If B ∈D, then
A∩B ′ = A \ (A∩B) ∈A and thus B ′ ∈D. Thus,D =C and we have (5.23).
Lemma 50. Let (B ,B) be a measurable space, I be a countable set,Bi be a sub-σ-field ofB,
i ∈ I , and Bi ∈Bi , i ∈ I , be such that⋃i∈I Bi =B. Then,
K = {C ⊂B :∀i∈I C ∩Bi ∈Bi } (5.24)
is a sub-σ-field ofB. If further for each i ∈ I , for some set Ti and for some Ci , j ∈Bi , j ∈ Ti , it
holdsBi =σ(Ci ,t : t ∈ Ti ), then
K =σ(Bi , {Ci ,t ∩Bi : t ∈ Ti } : i ∈ I ). (5.25)
Proof. For each C ∈ K it holds C ∩Bi ∈ B, i ∈ I , and thus C = ⋃i∈I C ∩Bi ∈ B. It holds
;∈K , for Ai ∈K , i ∈ I , (⋃i∈N Ai )∩B j =⋃i∈N(Ai ∩B j ) ∈B j , j ∈ I , and for A ∈K , A′∩Bi =
Bi \ (Bi ∩ A) ∈Bi , i ∈ I , so thatK is a sub-σ-field ofB. For A ∈K we have A =⋃i∈I A∩Bi
and A∩Bi ∈ Bi ∩Bi , i ∈ I . Furthermore, Bi ∩Bi ⊂K , i ∈ I . Thus, K = σ(Bi ∩Bi : i ∈ I ).
Therefore, (5.25) follows from the fact that from Lemma 49
Bi ∩Bi ⊂σ(Bi , {Ci ,t ∩Bi : t ∈ Ti }), i ∈ I . (5.26)
Lemma 51. Let (D,D) be a measurable space,Fn , n ∈N, be a filtration in a measurable space
(Ω,F ), and τ be a stopping time for such a filtration. Then,
D⊗Fτ = {C ∈D×Ω :∀k∈N∪{∞}C ∩ (D× {τ= k}) ∈D⊗Fk }. (5.27)
Proof. Let us denote the right-hand side of 5.27 as K . Then, it is equal to such a K from
Lemma 50 for B =D×Ω,B =D⊗F∞, I =N∪ {∞}, and for Bi = (D× {τ= i }) andBi =D⊗Fi ,
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i ∈ I , which let us further consider. From that lemma,
K =σ(C1× (C2∩ {τ= i }) : C1 ∈D, C2 ∈Fi , i ∈ I ). (5.28)
By definition, D ⊗Fτ = σ(C1×C2 : C1 ∈ D, C2 ∈Fτ). For each C1 ∈ D, C2 ∈Fτ, and i ∈ I it
holds (C1×C2)∩(D×{τ= i })=C1×(C2∩{τ= i }) ∈D⊗Fi , so thatD⊗Fτ ⊂K . For each C1 ∈D,
i ∈ I , and C2 ∈Fi , it holds C1× (C2∩ {τ= i }) ∈D⊗Fτ, so thatK ⊂D⊗Fτ.
Let us now provide a proof of Theorem 48.
Proof. From Condition 47 and Condition 18 holding for L˜, for n ∈N, for γn(b) given by λ(b),
b ∈ A, in the way that γn is given by λ in the previous section, (b, x)→ γn(b)(x) is measurable
fromS (A)⊗ (E ,Fn) toS (R). Let B ∈B(R). For n ∈N it holds
L−1(B)∩ (A× {τ= n})= γ−1n (B)∩ (A× {τ= n}) ∈B(A)⊗Fn . (5.29)
Furthermore, L−1(B)∩ (A× {τ=∞}) is equal to A× {τ=∞} if ² ∈B and to ; otherwise. Thus,
from Lemma 51, L−1(B) ∈B(A)⊗Fτ.
Condition 52. Q1(Z 6= 0, τ=∞)= 0 andQ(b)(Z 6= 0, τ=∞)= 0, b ∈ A.
Condition 53. It holds τ<∞,Q1 a.s. andQ(b) a.s., b ∈ A.
Remark 54. From (5.14), Condition 21 is satisfied for B1 = {τ < ∞}. Thus, for such a B1,
Condition 24 is equivalent to Condition 52. In particular, Condition 22 is implied by Condition
53.
Definition 55. Let B = Rd , A = Rl , and let an Rd×l -valued process Λ= (Λk )k≥0 on C be such
that for each j ∈ {1, . . . , l }, (((Λk )i , j )di=1)k∈N ∈ J . Then, we define the corresponding linear
parametrization λ of tilting processes as in (5.22) to be such that
λk (b)=Λk b, k ∈N,b ∈ A. (5.30)
Note that for λ as in the above definition Condition 47 holds and we haveQ(0)=Q1.
5.3.3 Change of measure for Gaussian stopped sequences using a tilting process
Let U˜1 =N (0, Id ), X = idRd , and let U˜(b) and L˜(b), b ∈ B := Rd , be the exponentially tilted
distributions and densities corresponding to such X ,Q1 = U˜1, and A =B , as in Section 5.1. For
such distributions and densities, let us consider the corresponding definitions for stopped
sequences for some tilting process λ ∈J and hk , k ∈ N, as in Section 5.3.1. In particular,
κ(b)(x)= exp(−12 |b|2+bT x). Let η˙k = ηk −λk−1, k ∈N+. The following theorem is a discrete
version of Girsanov’s theorem.
Theorem 56. Under V, the random variables η˙k , k ∈N, are i.i.d. ∼N (0, Id ).
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Proof. Writing hk in the place of hk (x1, . . . , xk ), k ∈N+, for each n ∈N+ and Γ ∈ (B(Rd ))n
V((η˙i )
n
i=1 ∈ Γ)= EU(1((η˙i )ni=1 ∈ Γ)γn)
=
∫
(Rd )n
1((xk −hk−1)nk=1 ∈ Γ)
1
(2pi)nd/2
exp(−1
2
n∑
k=1
(xk −hk−1)2)dxn . . . dx1
=
∫
(Rd )n
1(y ∈ Γ) 1
(2pi)nd/2
exp(−1
2
n∑
k=1
y2k )dyn . . . dy1
=U((ηi )ni=1 ∈ Γ),
(5.31)
where we used Fubini’s theorem and a sequence of changes of variables yk (xk )= xk −hk−1,
k = 1, . . . ,n, each of which is a diffeomorphism with a Jacobian 1.
Let us consider a function pi : E → E such that pi= (η˙i )i∈N+ . Its inverse function pi−1 is given by
the formula
pi−1 = (ηk +λk−1(pi−1))k∈N+ , (5.32)
or in more detail we have pi−1 = (η¨i )∞i=1 for η¨i = ηi + λ¨i−1, i ∈ N+, where λ¨0 = h0 and λ¨k =
hk ((η¨i )
k
i=1), k ∈N+. Note that both pi and pi−1 are measurable fromUn := (E ,Fn) toUn , n ∈N,
i.e. pi is an isomorphism ofUn , n ∈N, and thus also ofU∞ := (E ,F∞)=C . From Theorem 56
we have U(B)=V(pi−1[B ]), B ∈ E , so that
U(pi[B ])=V(B), B ∈ E . (5.33)
In particular, for each random variable Y on C the distribution of Y pi−1 := Y (pi−1) under U is
the same as of Y under V.
Remark 57. For −→pi denoting the image function of pi, we have
−→pi [Fτ]= {pi[B ] : B ∈Fτ}
= {pi[B ] : B ∈F∞, B ∩ {τ= k} ∈Fk , k ∈N∪ {∞}}
= {C ∈F∞ : pi−1[C ]∩ {τ= k} ∈Fk , k ∈N∪ {∞}}
= {C ∈F∞ : C ∩ {τpi−1 = k} ∈Fk , k ∈N∪ {∞}}
=Fτpi−1 ,
(5.34)
where in the fourth equality we used the fact that pi is an isomorphism ofUn , n ∈N∪ {∞}. In
particular, if a random variable Y on C isFτ-measurable, then Y pi−1 isFτpi−1 -measurable, i.e.
it depends only on the information available until the time τpi−1.
For some parametrization λ(b), b ∈ A, of tilting processes as in (5.22), let pib be given by λ(b)
in the way that pi is given by λ above. Let further Q(b) and L(b), b ∈ A, correspond to such
a parametrization as in Section 5.3.2, and letS1 = (Ω1,F1) and Q1 be as in that section. Let
ξ : E × A→ E be such that
ξ(η,b)=pi−1b (η), b ∈ A. (5.35)
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Theorem 58. Under Condition 47 and the above definitions, Condition 19 holds for C1 =C
and P1 =U.
Proof. From (5.32) it follows by induction that ξ is measurable fromUn ⊗S (A) toUn , n ∈
N. Thus, it is also measurable from C ⊗S (A) to C and due to F1 = Fτ ⊂ E , also to S1.
Furthermore, from (5.33),
U(ξ(·,b)−1[B ])=V|τ(b)(B), B ∈Fτ, (5.36)
i.e. (3.19) holds.
For each random variable Y on C and b ∈ A, let us denote
Y (b) = Y pi−1b = Y (ξ(·,b)). (5.37)
Note that from (5.32) we have
(ξ(η,b))k = η(b)k = ηk +λk−1(b)(b), k ∈N+. (5.38)
For each b ∈ A it holds
L(b)= 1(τ<∞)exp(
τ−1∑
k=0
(
1
2
|λk (b)|2−λk (b)Tηk+1))+ 1(τ=∞)². (5.39)
From (5.38) and (5.39), for each b′,b ∈ A we have
L(b)(b
′) = 1(τ(b′) <∞)exp(
τ(b
′)−1∑
k=0
(
1
2
|λk (b)(b
′)|2−(λk (b)(b
′))T (ηk+1+λk (b′)(b
′))))+1(τ(b′) =∞)²
(5.40)
and in particular
L(b)(b) = 1(τ(b) <∞)exp(−
τ(b)−1∑
k=0
(
1
2
|λk (b)(b)|2+ (λk (b)(b))Tηk+1))+ 1(τ(b) =∞)². (5.41)
5.3.4 Linearly parametrized exponential tilting for stopped sequences
Let U˜1, C˜ = (E˜ , E˜ ), X˜ , U˜(b), L˜(b), Ψ˜(b), b ∈ B = Rd , and F˜ be as some Q1, S1 = (Ω1,F1),
X , Q(b), L(b), Ψ(b), b ∈ A = B , and F in the ECM setting in Section 5.1. Let λ be a linear
paramatrization of tilting processes corresponding to someΛ as in Definition 55 and consider
the corresponding families of probabilitiesQ(b) and densities L(b), b ∈ A, as in Section 5.3.2.
Note that we now have from (5.17), for U (b)= 1(τ<∞)∑τ−1k=0 Ψ˜(λk (b)), b ∈ A, and H =−1(τ<
∞)∑τ−1k=0(X˜ (ηk+1))TΛk , that
L(b)= 1(τ<∞)exp(U (b)+Hb)+²1(τ=∞), b ∈ A. (5.42)
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We shall call the above parametrization of IS the linearly parametrized exponentially tilted
stopped sequences (LETS) setting. Its special case in which U˜1 =N (0, Id ) and X˜ = idRd shall
be called the linearly parametrized exponentially tilted Gaussian stopped sequences (LETGS)
setting. Note that the LETGS setting is a special case of the parametrized IS for Gaussian
stopped sequences as in Section 5.3.3. In the LETGS setting H =−1(τ<∞)∑τ−1k=0ηTk+1Λk and
for G := 1(τ<∞) 12
∑τ−1
k=0Λ
T
kΛk we have U (b)= bT Gb, b ∈ A, so that
L(b)= 1(τ<∞)exp(bT Gb+Hb)+ 1(τ=∞)², b ∈ A. (5.43)
Furthermore, we have G (b
′) = 1(τ(b′) <∞) 12
∑τ(b′)−1
k=0 (Λ
(b′)
k )
TΛ(b
′)
k and
H (b
′) =−1(τ(b′) <∞)
τ(b
′)−1∑
k=0
(ηk+1+Λ(b
′)
k b
′)TΛ(b
′)
k , (5.44)
and formula (5.40) can be rewritten as
L(b)(b
′) = 1(τ(b′) <∞)exp(bT G (b′)b+H (b′)b)+ 1(τ(b′) =∞)². (5.45)
Remark 59. Note that in the LETGS setting, on τ<∞we have
inf
b∈Rl
ln(L(b))≥
τ∑
k=1
inf
y∈Rd
(
1
2
|y |2−ηTk y)=−
1
2
τ∑
k=1
|ηk |2 ∈R. (5.46)
Remark 60. In our numerical experiments performing IS for computing expectations of func-
tionals of an Euler scheme in the LETGS setting, the simulation times were roughly proportional
to the replicates of τ under Q(b). Thus, on several occasions in this work when dealing with the
LETGS setting we shall consider the theoretical cost C = sτ for some s ∈R+.
Remark 61. Consider the special case of the LETS setting in whichΛ is a sequence of constant
matrices and τ = n ∈N+ is deterministic. Then, for the above Q(b) and L(b), b ∈ A, a family
of probabilities Q′(b),b ∈ A, on C˜ n such that Q′(b)(η˜n[C ]) = Q(b)(C ), C ∈ Fn , b ∈ A, and
L′ : A× E˜ n →R such that L′(b)(η˜n)= L(b), are the exponentially tilted families of probabilities
and densities corresponding toQ′1 := U˜n1 and X ′(ω) :=
∑n
i=1Λ
T
i−1X˜ (ωi ), ω= (ωi )ni=1 ∈ E˜ n , as in
Section 5.1. Note that for each random variable Y ′ on C˜ n , Y = Y ′(η˜n) is anFn-measurable
random variable with the same distribution underQ(b) as of Y ′ underQ(b)′, b ∈ A. Note also
that if further τ= 1 andΛ0 = Id , then Q′1 := U˜1, L′(b)= L˜(b)Q′(b)= U˜(b), b ∈ A, and X ′ = X˜ .
5.4 IS for a Brownian motion up to a stopping time
Let us now briefly discuss IS for computing expectations of functionals of a Brownian motion
up to a stopping time. For some d ∈ N+, let B = (Bt )t≥0 be the coordinate process on the
Wiener space C ([0,∞),Rd ), whose measurable space let us denote as W . Let (F˜t )t≥0 be the
natural filtration of B . Let U˜ be the unique probability on W for which B is a d-dimensional
Brownian motion (see Chapter 1, Section 3 in [44]). For a probability S on W and a stopping
time τ for (F˜t )t≥0, we denote S|τ =S|F˜τ . From Girsanov’s theorem, if (λ˜t )t≥0 is a predictable
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locally square-integrable Rd -valued process on W for which
γ˜t = exp
(∫ t
0
λ˜Ts dBs −
1
2
∫ t
0
|λ˜s |2ds
)
, t ≥ 0, (5.47)
is a martingale under U˜ (for which e.g. Novikov’s condition suffices), then from Kolmogorov’s
extension theorem there exists a unique measure V˜ on W such that
dU˜|t
dV˜|t
= γ˜t , t ≥ 0. Further-
more,
B˜t =Bt −
∫ t
0
λ˜s ds, t ≥ 0, (5.48)
is a Brownian motion under V˜. From Proposition 1.3, Chapter 8 in [44], for a stopping time τ˜
for (F˜t )t≥0, we have 1(τ˜<∞)γ˜τ˜ =
(
dV˜|τ˜
dU˜|τ˜
)
τ˜<∞
and thus L˜ = 1(τ˜<∞) 1γ˜τ˜ =
(
dU˜|τ˜
dV˜|τ˜
)
τ˜<∞
, similarly as
in the discrete case. Thus, if for some R-valued Z˜ ∈ L1(U˜|τ˜) we have U˜ and V˜ a.s. that τ˜=∞
implies Z˜ = 0, then U˜|τ˜ ∼Z 6=0 V|τ˜ and we can perform IS for computing EU˜(Z˜ ) analogously as
in the discrete case. For adaptive IS, for some l ∈N+, we can use e.g. linear parametrization
λ˜t (b)= Λ˜t b, b ∈ A :=Rl of tilting processes for some Rd×l -valued predictable process (Λ˜t )t≥0
with locally square integrable coordinates.
Due to the fact that the sequence (Bk+1−Bk )k∈N has i.i.d. ∼N (0, Id ) coordinates under U˜,
under appropriate identifications the LETGS setting can be viewed as a special discrete case of
the IS for Brownian motion with a linear parametrization of tilting processes as above. In the
further sections we focus mainly on the discrete case, both for simplicity and due to it having
important numerical applications. However, many of our reasonings can be generalized to
the Brownian case.
5.5 IS for diffusions and Euler schemes
Let us use the notations for IS for a Brownian motion from the previous section. Let us
consider Lipschitz functions µ :S (Rm)→S (Rm) and σ :S (Rm)→S (Rm×d ). Then, there
exists a unique strong solution Y of the SDE
dYt =µ(Yt )d t +σ(Yt )dBt , Y0 = x0 (5.49)
(see e.g. Section 5.2 in [31]). Such a Y is called a diffusion, µ a drift, and σ a diffusion matrix.
For τ˜ being a stopping time for (F˜t )t≥0 (like e.g. some hitting time of Y of an appropriate set)
and some R-valued Z˜ ∈ L1(U˜|τ˜), one can be interested in estimating
φ˜(x0)= EU˜(Z˜ ). (5.50)
A popular way of discretizing Y , especially in many dimensions, is by using an Euler scheme
X = (Xk )k∈N with a time step h ∈ R+, which, for some η1,η2, . . . , i.i.d. ∼N (0, Im) and some
starting point x0 ∈Rm , fulfills X0 = x0 and
Xk+1 = Xk +hµ(Xk )+
p
hσ(Xk )ηk+1, k ∈N. (5.51)
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We shall sometimes need a time-extended version X ′ of such an X , defined in the below
remark.
Remark 62. For an Euler scheme X as above, X ′ = (Xk ,kh)k∈N is also an Euler scheme, in
the definition of which, in the place of m, x0, µ and σ, we use m′ = m + 1, x ′0 = (x0,0), as
well as µ′ : Rm
′ → Rm′ and σ′ : Rm′ → Rm′×d such that for each x ∈ Rm and t ∈ R we have
µ′(x, t )= (µ(x),1), σ′i , j (x, t )=σi , j (x), i ≤m, and σ′m′, j (x, t )= 0, j ∈ {1, . . . ,d}.
Let further ηi , i ∈N+, be as in Section 5.3.1 for U˜1 =N (0, Id ), so that X as above is an Euler
scheme under U as in that section. As discussed further on, in some cases, for a sufficiently
small h, for an appropriate stopping time τ for (Fn)n≥0 and an appropriate Z ∈ L1(U|τ), φ˜(x0)
can be approximated well using
φ(x0)= EU(Z ). (5.52)
For some function r : S (Rm) → S (Rd ), called an IS drift, let us consider a tilting process
λk =
p
hr (Xk ), k ∈N. Then, for
µ˜=µ+σr (5.53)
and η˙k , k ∈N, as in Section 5.3.3, we have
Xk+1 = Xk +hµ˜(Xk )+
p
hσ(Xk )η˙k+1, k ∈N, (5.54)
so that from Theorem 56, X is an Euler scheme under Vwith a drift µ˜. As discussed in Section
5.3.3, the distribution of X under V is the same as of X̂ := X (pi−1) under U. Since η˙i = ηipi, we
have η˙ipi−1 = ηi , i ∈N+, so that X̂ satisfies X̂0 = x0 and
X̂k+1 = X̂k +hµ˜(X̂k )+
p
hσ(X̂k )ηk+1, k ∈N, (5.55)
i.e. it is also an Euler scheme with a drift µ˜, but this time under U.
For a nonempty set A ∈B(Rl ), let us consider a parametrization r : A → { f : Rm → Rd } of
IS drifts, such that (b, x) → r (b)(x) is measurable from S (A)⊗S (Rm) to S (Rd ), and let
µ˜(b)=µ+σr (b), b ∈ A. Consider a parametrization λ : A→J of tilting processes such that
λ(b)= (λk (b))k∈N = (
p
hr (b)(Xk ))k∈N, b ∈ A. (5.56)
Note that Condition 47 holds for such a parametrization. Note also that, using notation (5.37),
from (5.55) we have
X (b)k+1 = X (b)k +hµ˜(b)(X (b)k )+
p
hσ(X (b)k )ηk+1, k ∈N. (5.57)
Let us now describe the linear case of the above parametrization, leading to IS in the special
case of the LETGS setting. We take A = Rl and for some functions r˜i : S (Rm) → S (Rd ),
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i = 1, . . . , l , called IS basis functions, we set
r (b)(x)=
l∑
i=1
bi r˜i (x), b ∈Rl , x ∈Rm . (5.58)
LetΘ :Rm →Rd×l be such that for i = 1, . . . , l and j = 1, . . . ,d
Θ j ,i (x)=
p
h(r˜i ) j (x). (5.59)
Then, a processΛ leading to λ(b) given by (5.30) and such that (5.56) holds, can be defined as
Λk =Θ(Xk ), k ∈N. (5.60)
An example of a stopping time τ for (Fk )k≥0 is an exit time of X of some D ∈B(Rm), that is
τ= inf{k ∈N : Xk ∉D}, for which we have τ(b) = inf{k ∈N : X (b)k ∉D}, b ∈ A.
Theorem 63. Let us consider some linear parametrization of IS drifts as above. Let τ be the exit
time of X of D ∈B(Rm) such that x0 ∈D, let B ⊂ Rl be nonempty, and let there exist v ∈ Rm ,
v 6= 0, such that
M1 := sup
x,y∈D
|vT (x− y)| <∞ (5.61)
and
M2 := sup
x∈D,b∈B
|vT µ˜(b)(x)| <∞. (5.62)
For some i ∈ {1, . . . ,d}, let there exist δi ∈ R+ and δ j ∈ [0,∞), j ∈ {1, . . . ,d}, j 6= i , such that
|(vTσ(x))i | ≥ δi and |(vTσ(x)) j | ≤ δ j , j 6= i , x ∈D. Let M =M1+hM2 and consider the following
random conditions on C for k ∈N+
qk (ω)= (|ηk,i (ω)δi | >
Mp
h
+| ∑
j∈{1,...,d}, j 6=i
ηk, j (ω)δ j |), ω ∈ E . (5.63)
Then, a random variable τ̂ on C such that τ̂(ω) = inf{k ∈ N+ : qk (ω)}, ω ∈ E, fulfills τ(b) ≤ τ̂,
b ∈B. Under U, the variable τ̂ has a geometric distribution with a parameter q =U(q1), that is
U(τ̂= k)= q(1−q)k−1, k ∈N+.
Proof. Let b ∈B . From (5.57), for each k ∈N+
(X (b)k ∉D)∧ (X (b)k−1 ∈D)= (
p
hσ(X (b)k−1)ηk ∉D−X (b)k−1−hµ˜(b)(X (b)k−1))∧ (X (b)k−1 ∈D)
⇐ (
p
hvTσ(X (b)k−1)ηk ∉ vT (D−X (b)k−1−hµ˜(b)(X (b)k−1)))∧ (X (b)k−1 ∈D)
⇐ (
p
h|vTσ(X (b)k−1)ηk | >M)∧ (X (b)k−1 ∈D)
⇐ qk ∧ (X (b)k−1 ∈D).
(5.64)
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Thus, qk ⇒ (X (b)k−1 ∉D ∨ X (b)k ∉D)⇒ τ(b) ≤ k. For ω ∈ E such that τ̂(ω) <∞ it holds qτ̂(ω)(ω),
and thus τ(b)(ω)≤ τ̂(ω).
Remark 64. Note that if for each b ∈ A the assumptions of Theorem 63 hold for B = {b}, then
from τ(b) having the same distribution under U as τ under V(b), we receive that τ has all finite
moments under V(b), b ∈ A, and in particular Condition 53 holds.
We say that a matrix- or vector-valued function f is uniformly bounded on some subset B of
its domain if for some arbitrary vector or matrix norm || · ||we have supx∈B || f (x)|| <∞.
Remark 65. Note that (5.61) holds for D bounded and arbitrary v ∈ Rm . Furthermore, if for
some v ∈Rm , vTµ, vTσ, and Θ are uniformly bounded on D (which holds e.g. when they are
continuous on Rl and D is bounded) then (5.62) holds for each bounded B.
5.6 Zero-variance IS for diffusions
To provide an intuition when the variance of the IS estimator of the expectation a functional of
an Euler scheme can be small, let us briefly describe a situation when its diffusion counterpart
has zero variance. See Section 4 in [21] for details. Using notations as in the previous section,
for τ˜ being the hitting time of Y a boundary of an open set D such that x0 ∈D , as well as for an
appropriate g :Rm →R and β :Rm →R, consider
Z˜ = 1(τ˜<∞)g (Yτ˜)exp(
∫ τ˜
0
β(Ys)ds). (5.65)
If there exists an appropriate function u :Rm →R, such that for Lu =Tr(σσT )∆u+µT∇u+βu
we have
Lu(x)= 0, x ∈D, (5.66)
and
u(x)= g (x), x ∈ ∂D, (5.67)
then, from the Feynman-Kac theorem, φ˜(x0)= u(x0). Under certain assumptions, including
u(x)> 0, x ∈D , it can be proved (see Theorem 4 in [21]) that for r equal to
r∗ := σ
T∇u
u
=σT∇(ln(u)), (5.68)
for the IS for a Brownian motion as in Section 5.4 with λ˜t = r∗(Yt ), we have Z˜ L˜ = φ˜(x0), V˜ a.s.,
i.e. the IS estimator for the diffusion case has zero variance. Furthermore, from (5.48)
dYt = (µ+σr∗)(Yt )d t +σ(Yt )dB˜t , Y0 = x0. (5.69)
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For τ being the exit time of X of some set B , a possible Euler scheme counterpart of (5.65) is
Z = 1(τ<∞)g (Xτ)exp(
τ−1∑
k=0
hβ(Xk )). (5.70)
Under appropriate assumptions for such a Z we have
lim
h→0
φ(x0)= φ˜(x0) (5.71)
for B =D; see [24, 25]. Furthermore, in [25] it was proved that in some situations the rate of
convergence in (5.71) can be increased by taking as B an appropriately shifted D . Further on
for τ as above and Z as in (5.70) we shall assume that B =D, but one can easily modify the
below reasonings to consider the shifted set instead. It seems intuitive that for some such Z ,
for r close to r∗, and for small h, we can receive low variance of the Euler scheme IS estimator
Z L. This intuition shall be confirmed in our numerical experiments in Chapter 10.
5.7 Some examples of expectations of functionals of diffusions and
Euler schemes
We shall now discuss several examples of expectations of functionals of diffusions and their
Euler scheme counterparts. As discussed in Chapter 1, these expectations can be of interest
among others in molecular dynamics, and their Euler scheme counterparts were estimated in
our numerical experiments described in Section 10. In the first two examples, for diffusions
we consider the expectations φ˜(x0)= EU˜(Z˜ ) for some Z˜ as in (5.65), and for the corresponding
Euler schemes we consider φ(x0)= EU(Z ) for the variable Z as in (5.70). In the first example,
for some p ∈ R+ we take β(x)=−p and g (x)= 1, x ∈ Rm , so that Z˜ = exp(−pτ˜)1(τ˜ <∞) and
Z = exp(−phτ)1(τ<∞). The quantities m˜gf(x0) := φ˜(x0) and mgf(x0) :=φ(x0) for this case are
called the moment-generating functions (MGFs) of τ˜ and hτ respectively. Let us consider
some a ∈R, called an added constant. For the second example let us assume that
U(τ<∞)= U˜(τ˜<∞)= 1 (5.72)
and let D ′ = Rm \ D = A∪B for two closed disjoint sets A and B from B(Rm). Let β(x) = 0,
x ∈ Rm , g (x) = a+1, x ∈ B , and g (x) = a, x ∈ A. We receive Z˜ = 1(τ˜ <∞)(a+ 1(Yτ˜ ∈ B)) and
φ˜(x0) equal to q˜AB ,a(x0) := a+ U˜(Yτ˜ ∈B)), which we shall call a translated committor. For the
added constant a = 0, we denote q˜AB ,a(x0) simply as q˜AB (x0) and call it a committor. In the
Euler scheme case we consider analogous definitions but with omitted tildes and with X in
the place of Y . Committors are of interest for instance when computing the reaction rates and
characterizing the reaction mechanisms of dynamic processes; see [26, 42, 3].
For the third example, for some D, X , τ, and τ˜ as in Section 5.6, as well for some T ∈R+, let
us now consider Z˜ = 1(τ˜≤ T )+a, p˜T,a(x0)= EU˜(Z˜ ), and p˜T (x0)= p˜T,0(x0), while for the Euler
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scheme case Z = 1(hτ≤ T )+a, pT,a(x0)= EU(Z ), and pT (x0)= pT,0(x0). Note that for
τ′ = τ∧
⌊
T
h
⌋
(5.73)
it holds Z = 1(Xτ′ ∈D ′)+a. Note also that for the time-extended process X ′ corresponding to
the above X as in Remark 62, such a τ′ is the exit time of X ′ of
D̂ =D× [0,h
⌊
T
h
⌋
). (5.74)
Such a τ′ is the stopping time which we shall further consider by default for IS in the LETGS
setting for computing pT,a(x0). A possible alternative would be to use τ, which, as discussed
in Remark 46, would lead to not lower variance and mean cost for the cost variables equal to
the respective stopping times.
Remark 66. Sufficient assumptions for (5.71) to hold for the MGFs and translated committors
as above can be derived e.g. from the discussion in Section 4 in [25] (along with appropriate
convergence rates in it), while for
lim
h→0
pT,a(x0)= p˜T,a(x0) (5.75)
— from reasonings analogous as in Section 1.2 of [24].
Let ψ̂a be an unbiased estimator ofψa equal to qAB ,a(x0) or pT,a(x0), i.e. E(ψ̂a)=ψa . Then, the
translated estimator ψ̂a,0 = ψ̂a −a is an unbiased estimator of ψ0 equal to qAB (x0) or pT (x0)
respectively, and Var(ψ̂a,0) = Var(ψ̂a). The reason why we are considering such translated
estimators of ψ0 for nonzero added constants a is that using these estimators in the adaptive
IS procedures in our numerical experiments as discussed in Chapter 10 led to lower variances
and inefficiency constants than for a = 0.
Note that we have qAB (x0)+qB A(x0)= 1 and similarly for the diffusion case, so that if q̂ is an
unbiased estimator of one of the quantities qAB (x0) or qB A(x0), then 1− q̂ is such an estimator
of the other quantity with the same variance and inefficiency constant. Therefore, given an
estimator q̂AB of qB A(x0) and q̂AB of qB A(x0), it seems reasonable to compute both quantities
as above using the estimator leading to a lower inefficiency constant.
5.8 Diffusion in a potential
We define a diffusion Y in a differentiable potential V : Rm 7−→ R and corresponding to a
temperature ² ∈R+ to be a unique strong solution of
dYt =−∇V (Yt )d t +
p
2²dBt , Y0 = x0, (5.76)
assuming that such a solution exists, which is the case e.g. if ∇V is Lipschitz. For such a
diffusion, under appropriate assumptions as in Section 5.6, an IS drift (5.68) leading to a
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zero-variance IS estimator and probability V˜ is
r∗ =p2²(∇ ln(u)). (5.77)
Let F =−² ln(u), C0 ∈R, and let us define an optimally-tilted potential
V ∗ =V +2F +C0. (5.78)
Then, (5.69) can be rewritten as
dYt =−∇V ∗(Yt )d t +
p
2²dB˜t , Y0 = x0. (5.79)
Thus, under V˜, Y is a diffusion in potential V ∗.
5.9 The special cases considered in our numerical experiments
Let D := (a1, a2)= (−3.5,3.5). Consider a smooth potential V :R→R such that
V (x)= 1
200
(0.5x6−15x4+119x2+28x+50), x ∈D, (5.80)
and ∇V is Lipschitz. Such a V restricted to D is shown in Figure 5.1. For a temperature ²= 0.5,
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Figure 5.1: The three-well potential given by (5.80) on D .
consider a diffusion Y in such a potential starting at some x0 ∈D. Let τ˜ be the hitting time
of Y of the boundary of D . Let A = (−∞, a1), B = (a2,∞), and let q˜1,a = q˜AB ,a and q˜2,a = q˜B A,a
(see Section 5.7), which for a = 0 will be denoted simply as q˜1 and q˜2, and analogously in
the Euler scheme case in which the tildes are omitted. Let us also consider m˜gf and mgf for
p = p˜ := 0.1. We computed approximations of such q˜i (x) and m˜gf(x) in the function of x using
finite difference discretizations of PDEs given by (5.66) and (5.67). The results are shown in
figures 5.2a and 5.2b. In figures 5.3a and 5.3b we show approximations of the optimally tilted
potentials (5.78) for the MGF and committors q˜i ,a for a = 0 and a = a˜ := 0.05, i = 1,2.
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Figure 5.2: The committors and MGF as in the main text.
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Figure 5.3: Optimally tilted potentials as in (5.78) for the MGF and committors. F qi and F qi a
are the functions F as in Section 5.8 for the i th committor for a = 0 and a = a˜ respectively. The
constant C0 for the i th committor for i ∈ {1,2} was chosen so that the tilted potential is equal
to the original potential in point ai and for the MGF — so that these potentials are equal in
both a1 and a2.
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In our experiments we considered an Euler scheme X with a time step h = 0.01 corresponding
to the above diffusion Y starting at x0 = 0. We focused on estimating mgf(x0) for p = p˜, qi (x0)
for i = 1,2, and pT (x0) for T = 10. For some M ∈ N2, a˜1 = −3.6, a˜2 = 3.6, d˜ = a˜2−a˜1M−1 , and
pi = a˜1+ (i −1)σ, i ∈ {1, . . . , M }, consider Gaussian functions
r˜i (x)= 1p
²
exp(− (x−pi )
2
d˜ 2
), i = 1, . . . , M . (5.81)
In our experiments we used a linear parametrization of IS drifts as in Section 5.5. For each
estimation problem we used as the IS basis functions the above Gaussian functions for M = 10.
For estimating pT,a(x0), considering a time-extended Euler scheme as in Remark 62 corre-
sponding to the above X , we additionally performed experiments using 2M time-dependent
IS basis functions
r̂i (x, t )= r˜i (x), r̂M+i (x, t )= t p r˜i (x), i = 1, . . . , M , (5.82)
for different p ∈N+, and for M = 5 and M = 10. See Section 7.1 and Chapter 10 for further
details on our numerical experiments. Note that since the above r˜i are continuous and D is
bounded, from remarks 64, 65, and Theorem 63, in which one can take v = 1 and δ1 =
p
2², it
follows that Condition 53 holds when estimating the MGF and committors as above. Using
further the fact that EU˜(τ˜) < ∞ (which follows e.g. from Lemma 7.4 in [31]), (5.72) holds.
Furthermore, from Remark 66, we have (5.71) for the MGF and tanslated committors, and
(5.75) for the exit probability.
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6 Some properties of the minimized
functions and their estimators
In this chapter we discuss various properties of the functions and their estimators from
Chapter 4 for some parametrizations of IS from the previous chapter. These properties will
be useful when proving the convergence and asymptotic properties of certain minimization
methods of such estimators further on.
6.1 Cross-entropy and its estimators in the ECM setting
Let us consider the ECM setting as in Section 5.1. We have
ĉen(b
′,b)= (Z L′(Ψ(b)−bX ))n =Ψ(b)(Z L′)n −bT (Z L′X )n . (6.1)
Let us assume Condition 36. Then,
∇b ĉen(b′,b)=∇Ψ(b)(Z L′)n − (Z L′X )n (6.2)
and
∇2b ĉen(b′,b)=∇2Ψ(b)(Z L′)n . (6.3)
Let us further assume Condition 35, so that ∇2Ψ is positive definite. Then, from (6.3), b →
ĉen(b′,b)(ω) has a positive definite Hessian and thus it is strictly convex only for ω ∈Ωn1 and
b′ ∈ A such that
(Z L′)n(ω)> 0. (6.4)
Furthermore, b∗n ∈ A is the unique minimum point of b → ĉen(b′,b)(ω) only if (6.4) holds and
∇b ĉen(b′,b∗n)(ω)= 0 (6.5)
(where by ∇b ĉen(b′,b∗n)(ω) we mean ∇b(ĉen(b′,b)(ω))b=b∗n ). Assuming (6.4), from (6.2), (6.5)
holds only if
µ(b∗n)=∇Ψ(b∗n)=
(Z L′X )n
(Z L′)n
(ω), (6.6)
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or from Theorem 40 only if (Z L
′X )n
(Z L′)n
(ω) ∈µ[A] and
b∗n =µ−1
(
(Z L′X )n
(Z L′)n
(ω)
)
. (6.7)
Let us assume that
EQ1 (|Z Xi |)<∞, i = 1, . . . , l . (6.8)
Due to X having finite all mixed moments, from Hölder’s inequality, (6.8) holds e.g. when
EQ1 (|Z |p )<∞ for some p > 1. For the cross-entropy we then have
ce(b)=αΨ(b)−bT EQ1 (Z X ), b ∈ A. (6.9)
Thus, analogously as for the cross-entropy estimator above, ce has a positive definite Hessian
everywhere only if α> 0, and ce has a unique minimum point only if α> 0 and
EQ1 (Z X )
α
∈µ[A], (6.10)
in which case such a point is
b∗ =µ−1
(
EQ1 (Z X )
α
)
. (6.11)
Remark 67. Note that we can receive analogous conditions as above for the cross-entropy and
its estimator to have negative definite Hessians or have unique maximum points by replacing Z
by −Z (and thus also α by −α) in the above conditions. The formulas for the maximum points
remain the same as for the minimum points above. With some exceptions, in the further sections
we shall focus on the minimization of cross-entropy and its estimators and will be interested in
checking the conditions as in the main text above. However, we can analogously perform their
maximization, or jointly optimization if we consider alternatives of the above conditions.
6.2 Some conditions in the LETS setting
Let || · ||∞ denote the supremum norm induced by the standard Euclidean norm | · |. Consider
the LETS setting as in Section 5.3.4. For each real matrix-valued process Y = (Yk )k∈N onC and
B ∈ E , let us define
||Y ||τ,B ,∞ = esssup
U
(1B1(0< τ<∞)max(||Y0||∞, . . . , ||Yτ−1||∞)), (6.12)
which for B =Ω1 is denoted simply as ||Y ||τ,∞. Let S be an R-valued random variable onS1.
Further on in this work we will often assume the following conditions.
Condition 68. It holds
R := ||Λ||τ,S 6=0,∞ <∞. (6.13)
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Condition 69. A number s ∈N+ is such that
1(S 6= 0)τ≤ s. (6.14)
Note that conditions 68 or 69 hold for each possible random variable S as above only if they
hold for some S such that S(ω) 6= 0, ω ∈Ω1, that is only if
||Λ||τ,∞ <∞ (6.15)
for Condition 68, or
τ≤ s ∈N+ (6.16)
for Condition 69.
Remark 70. Note that Condition 69 implies Condition 52 for Z = S, while (6.16) implies
Condition 53.
For each real matrix-valued function f onRm and B ⊂Rm , let us denote || f ||B ,∞ = supx∈B || f ||∞.
If τ is the exit time of an Euler scheme X of a set D such that X0 ∈D , then forΛ is as in (5.60)
we have ||Λ||τ,∞ ≤ ||Θ||D,∞. In particular, if
||Θ||D,∞ <∞, (6.17)
then we have (6.15). Note that from (5.59), (6.17) is equivalent to ||r˜i ||D,∞ <∞, i = 1, . . . , l .
In particular, (6.17) and thus also (6.15) hold in our numerical experiments as discussed in
Section 5.9, both when using the time-independent and time-dependent IS basis functions,
where in the time-dependent case by r˜i we mean r̂i as in Section 5.9 and we consider D equal
to D̂ as in (5.74), X equal to X ′ as in Remark 62, and τ equal to τ′ as in (5.73).
Let us discuss how one can enforce (6.16) if it is initially not fulfilled, as is the case for the
translated committors and the MGF in our numerical experiments. Analogous reasonings
as below can be applied also to more general stopped sequences or processes than in the
LETS setting. For some s ∈N+ and zs ∈R, instead of τ and Z we can consider their terminated
versions τs = τ∧ s and Zs = 1(τ ≤ s)Z + zs1(τ > s) and focus on computing αs = EU(Zs) =
EU(1(τ ≤ s)Z )+ zsU(τ > s) rather than α = EU(Z ). If U(τ = ∞) = 0, or U(Z 6= 0, τ = ∞) = 0
and lims→∞ zs = 0, then U a.s. Zs → Z , so that assuming further that limsups→∞ |zs | < ∞,
from |Zs | ≤ |Z |+ |zs | and Lebesgue’s dominated convergence theorem, lims→∞αs =α. Thus,
in such a case, for a sufficiently large s we will make arbitrarily small absolute error when
approximating α by αs . Let us provide some upper bounds on this error. If esssupU(|Z −
zs |1(τ> s))≤Ms ∈ [0,∞), then
|α−αs | = |EU((Z − zs)1(τ> s))| ≤MsU(τ> s). (6.18)
For the MGF example from Section 5.7 we can take zs = Ms = 12 exp(−ph(s +1)), while for
the translated committors we can choose zs = a+ 12 and Ms = 12 . The quantity U(τ> s) can
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be estimated using IS from the same simulations as used to estimate αs or in a separate
IS MC procedure. Alternatively, if we have τ ≤ τ̂ for some random variable τ̂ with a known
distribution, we can use the inequality U(τ > s) ≤ U(τ̂ > s) to bound the right side of (6.18)
from above. For instance, if τ̂ has a geometric distribution with a parameter q (see Theorem
63 for a situation in which this may occur), then we haveU(τ̂> s)= (1−q)s and thus |α−αs | ≤
Ms(1−q)s .
6.3 Some conditions in the LETGS setting
Let us discuss some conditions and random conditions in the LETGS setting, which, as we
shall discuss in the further sections, turn out to be necessary for the existence of the unique
minimum points of cross-entropy, mean square, and their estimators in this setting. Let Z be
an R-valuedS1-measurable random variable (whereS1 = (E ,Fτ)).
Definition 71. For b ∈ A =Rl , we define a random condition Ab onS1 as follows
Ab = (Z 6= 0, 0< τ<∞, and there exists k ∈N, k < τ, such that λk (b) 6= 0). (6.19)
Lemma 72. If Ab does not hold and Z 6= 0, then for each a ∈Rl and t ∈R
L(a+ tb)= L(a). (6.20)
Proof. From (5.39), when τ= 0 then the both sides of (6.20) are equal to 1 and when τ=∞—
to ². If Ab does not hold, Z 6= 0, and 0< τ<∞, then for each 0≤ k < τ we have λk (b)= 0, and
thus for each a ∈Rl and t ∈R, λk (a+ tb)=λk (a)+ tλk (b)=λk (a), so that (6.20) also follows
from (5.39).
Lemma 73. For n ∈N+, the following random conditions onS n1 are equivalent.
1. For each b ∈ Rl , b 6= 0, there exists i ∈ {1, . . . ,n} such that (Ab)i holds (where we use the
notation as in (4.16)).
2. For some (equivalently, for each) random variable K on Ω which is positive on Z 6= 0,
(1(Z 6= 0)GK )n is positive definite.
3. It holds N :=∑ni=1 1(Zi 6= 0, τi <∞)τi > 0. Let a matrix B ∈R(d N )×l be such that for each
i ∈ {1, . . . ,n} such that 0< τi <∞ and Zi 6= 0, for each k ∈ {0, . . . ,τi −1} and j ∈ {1, . . . ,d}
the
∑i−1
v=1 1(Z 6= 0, τv <∞)τv +kd + j th row of B is equal to the j th row of (Λk )i . Then,
the columns of B are linearly independent.
Proof. The fact that the second point above is a random condition follows from Sylvester’s
criterion. The equivalence of the first two conditions follows from the fact that for each b ∈Rl
bT (K 1(Z 6= 0)G)nb =
1
2n
n∑
i=1
(1(0< τ<∞, Z 6= 0)K
τ−1∑
k=0
|λk (b)|2)i (6.21)
and the equivalence of the first and last condition is obvious.
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Definition 74. We define rn to be one of the equivalent random conditions in Lemma 73.
Lemma 75. The below three conditions are equivalent.
1. For each b ∈Rl , b 6= 0, we haveQ1(Ab)> 0.
2. For each b ∈Rl , fromQ1(Ab)= 0 it follows that b = 0.
3. Let Λ˜ j = ((Λk,i , j )di=1)k∈N ∈J , j = 1, . . . , l (see Definition 42). Let ∼ be a relation of equiv-
alence on J such that for ψ1,ψ2 ∈J , ψ1 ∼ ψ2, only if Q1 a.s. if 0 < τ <∞ and Z 6= 0
then ψ1,i =ψ2,i , i = 0, . . . ,τ−1. Then, the equivalence classes [Λ˜1]∼, . . . , [Λ˜l ]∼ are linearly
independent in the linear spaceJ /∼ of equivalence classes of ∼, defined in a standard
way (i.e. the operations in such a linear space are defined by using in them in the place of
the equivalence classes their arbitrary members and then taking the equivalence class of
the result).
Proof. The equivalence of the first two conditions is obvious. The equivalence of the last two
conditions follows from the fact that, using notations as in the third condition, for b ∈ Rl ,∑l
i=1 bi Λ˜i is equal to the zero inJ /∼ only ifQ1(Ab)= 0.
Condition 76. We define the condition under consideration to be one of the conditions from
Lemma 75.
Remark 77. Note that for a probability S ∼τ<∞ Q1 we have S(Ab) > 0 only if Q1(Ab) > 0, so
that Condition 76 holds only if it holds for such a S in the place ofQ1.
Remark 78. Note that Q1(Ab) > 0 only if for some l ∈ N+ and k ∈ N, k < l , we have Q1(Z 6=
0, τ= l , λk (b) 6= 0)> 0.
Lemma 79. Let for some probability S∼τ<∞ Q1, a random variable K onS1 be S a.s. positive
on Z 6= 0, and let 1(Z 6= 0)KG have S-integrable entries. Then, ES(1(Z 6= 0)KG) is positive
definite only if Condition 76 holds.
Proof. For each b ∈Rl , b 6= 0,
bT ES(1(Z 6= 0)KG)b = 1
2
ES(1(Z 6= 0, 0< τ<∞)K
τ−1∑
k=0
|λk (b)|2) (6.22)
is greater than zero only if S(Ab)> 0, so that from Remark 77 we receive the thesis.
Let Symn(R) denote the subset ofR
n×n consisting of symmetric matrices, and let mn : Symn(R)→
R be such that for A ∈ Symn(R), mn(A) is equal to the lowest eigenvalue of A, or equivalently
mn(A)= inf
x∈Rn , |x|=1
xT Ax. (6.23)
Lemma 80. mn is Lipschitz from (Symn(R), || · ||∞) to (R, | · |) with a Lipschitz constant 1.
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Proof. For A,B ∈ Symn(R) and x ∈Rn , |x| = 1, we have xT Ax = xT B x+xT (A−B)x, so that
xT B x−||A−B ||∞ ≤ xT Ax ≤ xT B x+||A−B ||∞ (6.24)
and thus
mn(B)−||A−B ||∞ ≤mn(A)≤mn(B)+||A−B ||∞ (6.25)
and
|mn(B)−mn(A)| ≤ ||A−B ||∞. (6.26)
Lemma 81. If the entries of some matrices Mn ∈ Syml (R), n ∈N+, converge to the respective
entries of a positive definite symmetric matrix M ∈ Rl×l , then for a sufficiently large n, Mn is
positive definite.
Proof. This follows from the fact that A ∈ Syml (R) is positive definite only if ml (A)> 0, and
from Lemma 80, limn→∞ml (Mn)=ml (M).
Theorem 82. If Condition 76 holds, then under Condition 32, a.s. for a sufficiently large n,
rn(κ˜n) holds for rn as in Definition 74. In particular, a.s. limn→∞P(rn(κ˜n))= 1.
Proof. Let K = exp(−maxi , j=1,...,d |Gi , j |). Then, K > 0 and the entries of the matrix 1(Z 6= 0)GK
are bounded and thus Q′-integrable. Thus, from Lemma 79 for S = Q′, EQ′(1(Z 6= 0)KG) is
positive definite. Let An = (1(Z 6= 0)KG)n(κ˜n). From the SLLN, a.s.
lim
n→∞An = EQ′(1(Z 6= 0)KG). (6.27)
Thus, from Lemma 81, a.s. An is positive definite for a sufficiently large n and the thesis follows
from the second point of Lemma 73.
6.4 Discussion of Condition 76 in the Euler scheme case
Let us consider IS for an Euler scheme with a linear parametrization of IS drifts, discussed
in Section 5.5 below formula (5.57). In this section we shall reformulate Condition 76 and
provide some sufficient assumptions for it to hold in such a case.
Let us define a measure ν onS (Rm) to be such that for each B ∈B(Rm)
ν(B)= EU(1(Z 6= 0, 0< τ<∞)
τ−1∑
k=0
1(Xk ∈B))
= ∑
l∈N+
l−1∑
k=0
U(Z 6= 0, τ= l , Xk ∈B)
=
∞∑
k=0
U(Z 6= 0, k < τ<∞, Xk ∈B).
(6.28)
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Remark 83. From the second line of (6.28), Remark 78, and (5.60), Q1(Ab) = U(Ab) = 0 is
equivalent to
ν({Θb 6= 0})= 0 (6.29)
(where {Θb 6= 0}= {x ∈Rm :Θ(x)b 6= 0}).
Remark 84. Let for each i ∈ {1, . . . , l }, Θ˜i :Rm →Rd be the i th column ofΘ and [Θ˜i ]≈ be the class
of equivalence of Θ˜i with respect to the relation ≈ of equality ν a.e. on the setK of measurable
functions fromS (Rm) toS (Rd ). Then, from Remark 83, Condition 76 is equivalent to [Θ˜i ]≈,
i = 1, . . . , l , being linearly independent in the linear spaceK /≈ defined in a standard way.
Let us assume that m = n+1 for some n ∈N+. Consider the following condition concerning
the IS basis functions r˜i :Rm →Rd , i = 1, . . . , l , as in Section 5.5.
Condition 85. For some m1,m2 ∈N+, functions g1,i : R→ R, i = 1, . . . ,m1, and g2,i : Rn → Rd ,
i = 1, . . . ,m2, are such that for K1 = {kh : k ∈ {1, . . . ,m1}}, g1,i |K1 , i = 1, . . . ,m1, are linearly
independent and for each i ∈ {1, . . . ,m1}, for some open set K2,i ⊂ Rn , g2, j |K2,i , j = 1, . . . ,m2,
are continuous and linearly independent. Furthermore, we have l = m1m2, and denoting
pi(i , j )=m2(i−1)+ j , for each x ∈Rn and t ∈Rwe have r˜pi(i , j )(x, t )= g1,i (t )g2, j (x), i = 1, . . . ,m1,
j = 1, . . . ,m2.
Remark 86. As the functions g1,i as in the above condition one can take for example polynomi-
als g1,i (t )= t i−1, i = 1, . . . ,m1. For m1 = 2 one can also use g1,1(t )= 1 and g1,2(t )= t p for some
p ∈ N+. For n = 1 and arbitrary nonempty open sets K2,i ⊂ R, i = 1, . . . ,m2, as the functions
g2,i in the above condition one can take e.g. polynomials analogously as above or Gaussian
functions g2,i (x)= ai exp( (x−pi )
2
s ) for some ai ∈R\{0}, s ∈R+, and pi ∈R different for different i
(the linear independence of such Gaussian functions on each open interval can be proved by an
analogous reasoning as in [1]). In particular, for such K2,i , Condition 85 holds for the functions
r˜i equal to r̂i as in (5.82) or equal to r̂i such that r̂i (x, t )= r˜i (x), x ∈Rn , t ∈R, for r˜i as in (5.81),
where in the first case m1 = 2, in the second m1 = 1, and in both cases n = 1 and m2 is equal to
M as in Section 5.9.
Let λ denote the Lebesgue measure on Rn and δx — the Dirac measure centred on x.
Theorem 87. If Condition 85 holds and
λ⊗δi h ¿K2,i×{i h} ν, i = 1, . . . ,m1, (6.30)
then Condition 76 holds.
Proof. Let b ∈Rl be such that U(Ab)= 0. Then, from Remark 83, ν({Θb 6= 0})= 0 and thus for
i = 1, . . . ,m1, ν({(x, i h) : x ∈K2,i , Θ(x, i h)b 6= 0})= 0 and from (6.30)
λ({x ∈K2,i :Θ(x, i h)b 6= 0})= 0. (6.31)
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From (5.59) and Condition 85 we have for x ∈Rn and t ∈R
Θ(x, t )b =
p
h
m1∑
j=1
m2∑
k=1
bpi( j ,k)g1, j (t )g2,k (x). (6.32)
Denoting for i = 1, . . . ,m1 and k = 1, . . . ,m2
ai ,k =
m1∑
j=1
bpi( j ,k)g1, j (i h), (6.33)
we thus haveΘ(x, i h)b =ph∑m2k=1 ai ,k g2,k (x), x ∈Rn , and from (6.31),
λ({x ∈K2,i :
m2∑
k=1
ai ,k g2,k (x) 6= 0})= 0. (6.34)
Thus, for i = 1, . . . ,m1, from the continuity and linear independence of g2,k|K2,i , k = 1, . . . ,m2,
we have ai ,k = 0, k = 1, . . . ,m2. Therefore, from (6.33), for k = 1, . . . ,m2,
∑m1
j=1 bpi( j ,k)g1, j |K1 = 0,
so that from the linear independence of g1, j |K1 , j = 1, . . . ,m1, we have b = 0.
Let us assume the following condition.
Condition 88. We have σm,i = 0, i = 1, . . . ,d, µm = 1, (x0)m = 0, and σ˜ :Rm →Rn×d is such that
σ˜i , j =σi , j , i = 1, . . . ,n, j = 1, . . . ,d.
Note that it now holds for X˜k = (Xk,i )ni=0, k ∈N, that
Xk = (X˜k ,kh), k ∈N. (6.35)
For x ∈Rn and k ∈N for which σ˜(x,kh) has linearly independent rows, let Qk (x)= (hσ˜(x,kh)σ˜(x,kh)T )−1,
and for y ∈Rn , let
ρk (x, y)=
√
det(Qk (x))
(2pi)
m
2
exp((y −x−hµ(x))T Qk (y −x−hµ(x))). (6.36)
Theorem 89. Let k ∈N+ and sets B1,B2, . . . ,Bk ,C ∈B(Rn) have positive Lebesgue measure. Let
U a.s. the fact that X˜i ∈Bi , i = 1, . . . ,k and X˜k+1 ∈C imply that Z 6= 0 and k < τ<∞. Let further
σ˜(x, t ) have independent rows for each (x, t ) ∈ {x0}∪⋃ki=1 Bi × {i h}. Then,
λ⊗δi h ¿Bi×{i h} ν, i = 1, . . . ,k. (6.37)
Proof. It follows from the fact that for each j ∈ {1, . . . ,k}, for each D ⊂B(B j ) such thatλ(D)> 0,
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for D˜ =∏ j−1i=1 Bi ×D×∏ki= j+1 Bi ×C we have
0<
∫
D˜
k∏
i=0
ρi (xi , xi+1)dx1 dx2 . . . dxk+1
=U((X˜i )k+1i=1 ∈ D˜)
=U(Z 6= 0, k < τ<∞, (X˜i )k+1i=1 ∈ D˜)
≤U(Z 6= 0, j < τ<∞, X˜ j ∈D)
≤ ν(D× { j h}),
(6.38)
where in the last line we used (6.35) and the last line of (6.28).
Remark 90. Let us consider the problems of estimating an MGF mgf(x0), a translated committor
qAB ,a(x0), and a translated exit probability by a given time pT,a(x0) as in Section 5.7 for a 6= −1.
As x0, µ, and σ fulfilling the above Condition 88 let us consider x ′0, µ
′, and σ′ as in Remark
62, and as an Euler scheme X in the LETGS setting as above let us consider the time-extended
process X ′ as in that remark. Note that the process X as in Section 5.7 is now equal to the above
X˜ . Let k ∈ N+. Then for D and Z corresponding to the above expectations as in Section 5.7,
assuming that C ∈B(B) in the case of estimation of the translated committor, or C ∈B(D ′) for
the MGF or the exit probability, and additionally T ≥ h(k+1) in the case of the exit probability,
for each B ∈B(D) we have that X˜i ∈B , i = 1, . . . ,k and X˜k+1 ∈C implies that Z 6= 0 and τ= k+1
(where for the exit probability rather than τ we mean τ′ as in (5.73)). This holds also for Z and τ
replaced by their terminated versions Zs and τs for s ∈N+, s > k, as in Section 6.2.
From remarks 86 and 90 and theorems 87 and 89 it follows that Condition 76 holds in all the
cases considered in our numerical experiments as in Section 5.9 if for the case of the exit
probability before a given time we assume that T ≥ h(m1+1) for m1 depending on the basis
functions used as in Remark 86. Furthermore, this condition also holds in such terminated
cases as in Section 6.2 for each s ∈N+, s >m1.
6.5 Cross-entropy and its estimators in the LETGS setting
Consider the LETGS setting. From (5.43),
ĉen(b
′,b)= Z L′(bT Gb+Hb+ 1(τ=∞) ln(²))n
= bT (Z L′G)nb+ (Z L′H)nb+ ln(²)(Z L′1(τ=∞))n ,
(6.39)
so that
∇b ĉen(b′,b)= 2(Z L′G)nb+ (Z L′H)n . (6.40)
Thus, b → ĉen(b′,b)(ω) has a unique minimum point b∗n ∈ A only for ω ∈ Ωn1 for which
(Z L′G)n(ω) is positive definite, in which case for An(b′) := 2(Z L′G)n and Bn(b′) :=−(Z L′H)n
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we have
b∗n = (An(b′))−1(ω)Bn(b′)(ω). (6.41)
Note that if Z ≥ 0 then from the second point of Lemma 73 for K = Z L′, for each ω ∈ Ωn1 ,
(Z L′G)n(ω) is positive definite only if rn(ω) holds (see Definition 74).
Condition 91. ZG and Z H haveQ1-integrable (equivalently, U-integrable) entries.
Lemma 92. Let Condition 68 hold for S = Z , let for some p > 1, EU(|Z |p ) < ∞, and let for
some s ∈N+ and a random variable τ̂ with a geometric distribution under U with a parameter
q ∈ (0,1] it hold
1(Z 6= 0)τ≤ τ˜ := s+ τ̂. (6.42)
Then, for each 1 ≤ u < p, we have EU(|Z Hi |u) <∞ and EU(|ZGi , j |u) <∞, i , j ∈ {1, . . . , l }. In
particular, Condition 91 holds.
Proof. Let 1≤ u < p. For r ∈ (u,∞) such that ur + up = 1, using Hölder’s inequality and (6.42)
we have
EU(|Z ||G||∞|u)≤ EU((|Z |τ1
2
R2)u)≤ ( 1
2
R2)u(EU(|Z |p ))
u
p (EU(τ˜
r ))
u
r <∞ (6.43)
and
EU((|Z ||H ||∞|)u)≤ EU((|Z |R
τ∑
k=1
|ηk |)u)≤Ru(EU(Z p ))
u
p (EU((
τ˜∑
k=1
|ηk |)r ))
u
r . (6.44)
Furthermore,
EU((
τ˜∑
k=1
|ηk |)r )=
∞∑
l=1
EU(1(τ˜= l )(
l∑
k=1
|ηk |)r )≤
∞∑
l=1
l r−1EU(1(τ˜= l )
l∑
k=1
|ηk |r ) (6.45)
and from Schwarz’s inequality,
EU(1(τ˜= l )
l∑
k=1
|ηk |r )≤U(τ˜= l )
1
2 (EU((
l∑
k=1
|ηk |r )2))
1
2 . (6.46)
It holdsU(τ˜= s+k)= q(1−q)k−1, k ∈N+, and EU((∑lk=1 |ηk |r )2)= lEU(|η1|2r+l (l−1)(EU(|η1|r ))2.
The thesis easily follows from the above formulas.
Note that (6.42) in the above lemma holds e.g. for s = 0 and τ̂ as in Theorem 63 if the as-
sumptions of this theorem hold for B = {0}, or for τ̂= 0 for τ being an arbitrary stopping time
terminated at s as in Section 6.2.
Let us assume conditions 52 and 91. Then, from (5.43) we receive the following formula for
the cross-entropy
ce(b)= EQ1 (Z ln(L(b)))= bT EQ1 (ZG)b+EQ1 (Z H)b. (6.47)
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Let A˜ = 2EQ1 (ZG)=∇2 ce(b), b ∈Rl , and B˜ =−EQ1 (Z H ). Then, we have∇ce(b)= A˜b−B˜ . Thus,
if EQ1 (ZG) is positive definite, then ce has a unique point b
∗ ∈ A, satisfying
b∗ = A˜−1B˜ . (6.48)
If Z ≥ 0, then from Lemma 79 for K = Z , EQ1 (ZG) is positive definite only if Condition 76 holds.
Remark 67 applies also to the above discussion in the LETGS setting.
6.6 Some properties of expectations of random functions
Some of the below theorems are modifications or slight extensions of well-known results; see
the appendix of Chapter 1 in [53].
Let l ∈N+ and A ∈B(Rl ) be nonempty. A function f : A→R is said to be lower semicontinuous
in a point b ∈ A if liminfx→b f (x)≥ f (b), and it is said to be lower semicontinuous if it is lower
semicontinuous in each b ∈ A.
Lemma 93. A lower semicontinuous function f : A → R such that f > −∞ (i.e. f (b) > −∞,
b ∈ A) attains a minimum on each nonempty compact set K ⊂ A (where such a minimum may
be equal to infinity).
Proof. Let m = infb∈K f (b) and let an ∈ K , n ∈N+, be such that limn→∞ f (an)=m. Consider
a subsequence (ank )k∈N+ of (an)n∈N+ , converging to some b
∗ ∈ K . Then, from the lower
semicontinuity of f , m = liminfk→∞ f (ank )≥ f (b∗), so that f (b∗)=m.
Condition 94. A (random) function h :S (A)⊗(Ω,F )→S (R) is such that a.s. b i n A→ h(b) :=
h(b, ·) is lower semicontinuous and
E(sup
b∈A
(h(b)−))<∞. (6.49)
For such a h we denote b ∈ A→ f (b) := E(h(b)).
Lemma 95. Assuming Condition 94, we have f >−∞ and f is lower semicontinuous on A.
Proof. From (6.49), f >−∞. For each b ∈ A and an ∈ A, n ∈N, such that limn→∞ an = b, from
Fatou’s lemma (which can be used thanks to (6.49)) and the a.s. lower semicontinuity of
b → h(b),
liminf
n→∞ f (an)≥ E(liminfn→∞ h(an))≥ f (b). (6.50)
Let further in this section A ⊂ Rl be open. For x ∈ A, let dx = infy∈A′ |y − x|. For a sequence
xn ∈ A, n ∈N+, let us write xn ↑ A if max( 1dxn , |xn |)→∞ as n →∞, i.e. xn in a sense tries to
leave A. For a ∈R and f : A→R, let us denote by limx↑A f (x)= a the fact that limn→∞ f (xn)= a
whenever xn ↑ A.
Condition 96. A lower semicontinuous function f : A→R fulfills f >−∞ and limx↑A f (x)=∞.
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Condition 97. Condition 96 holds, the set B on which f is finite is nonempty and convex, and
f is strictly convex on B.
Lemma 98. Under Condition 96, f attains a minimum on A and if Condition 97 holds, then
the corresponding minimum point b∗ is unique and f (b∗)<∞.
Proof. Under Condition 96, for a sufficiently large M > 0, for a compact set
K = {b ∈ A : |b| ≤M , db ≥
1
M
}, (6.51)
we have infb∈A f (b)= infb∈K f (b). From Lemma 93 there exists a minimum point b∗ ∈K of f
on K and thus also on A. Under Condition 97 we have f (b∗)<∞ and the uniqueness of b∗
follows from the strict convexity of f .
Lemma 99. Assuming Condition 94, if with positive probability limb↑A h(b)=∞, then limb↑A f (b)=
∞.
Proof. For ak ↑ A, from Fatou’s lemma
liminf
k→∞
f (ak )≥ E(liminf
k→∞
h(ak ))=∞. (6.52)
Lemma 100. Under Condition 94, let us assume that A is convex, for some b0 ∈ A, f (b0)<∞,
and a.s. b → h(b) is convex. Then, f is convex on the convex nonempty set B ⊂ A on which it is
finite. If further with positive probability b → h(b) ∈R is strictly convex and limb↑A h(b)=∞,
then f satisfies Condition 97.
Proof. The (strict) convexity of f and the convexity of B easily follow from f (b)= E(h(b)). The
remaining points of Condition 97 follow from lemmas 95 and 99.
6.7 Some properties of mean square and its estimators
Let us consider the mean square function and its estimators as in sections 4.1 and 4.2 (under
appropriate assumptions as in these sections).
Condition 101. A is convex and b ∈ A→ L(b)(ω) ∈R is convex and continuous, ω ∈Ω1.
From (4.21), if Conditon 101 holds, then b →msqn(b′,b) is convex and continuous (for each
b′ ∈ A and when evaluated on each ω ∈Ωn1 ).
Definition 102. For A open and convex, let the random condition pmsq on S1 hold only if
Z 6= 0, b → L(b) ∈R+ is strictly convex, and limb↑A L(b)=∞.
Remark 103. If Condition 101 holds and for some n ∈N+, ω= (ωi )ni=1 ∈Ωn1 , and i ∈ {1, . . . ,n},
pmsq(ωi ) holds, then for each b′ ∈ A, b →msqn(b′,b)(ω) ∈R is strictly convex, continuous, and
limb↑Amsqn(b′,b)(ω)=∞.
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It holds
msq2n(b′,b)= 1n2 n∑i=1
(
Z 2i L
′
i Li (b)
∑
j∈{1,...,n}, j 6=i
L′j
L j (b)
)
+ 1
n
((Z L′)2)n . (6.53)
Thus, b → v̂arn(b′,b) and b →msq2n(b′,b) are positively linearly equivalent to b → fvar,n(b′,b)
for
fvar,n(b
′,b)=
n∑
i=1
(
Z 2i L
′
i
∑
j∈{1,...,n}, j 6=i
L′j Li (b)
L j (b)
)
, b′,b ∈ A. (6.54)
Condition 104. For each ω1,ω2 ∈Ω1, b → L(b)(ω1)L(b)(ω2) is convex.
Note that if Condition 104 holds, then b → fvar,n(b′,b) is convex and thus so are b → v̂arn(b′,b)
and b →msq2n(b′,b).
Remark 105. Let us assume Condition 32 and that b ∈ A → L(b)(ω) ∈ R is continuous, ω ∈
Ω1. Then, for each n ∈ N+, from msqn being nonnegative, Condition 94 holds for h(b, ·) =msqn(b′,b)(κ˜n), for which f =msq in that condition.
Lemma 106. Under Condition 101, if Q1(pmsq) > 0 and for some b ∈ A, msq(b) < ∞, then
f =msq satisfies Condition 97.
Proof. It follows from Remark 103, Remark 105 for n = 1, and Lemma 100.
6.8 Mean square and its estimators in the ECM setting
Let us consider the ECM setting as in Section 5.1 for A open. As discussed there, for each
ω ∈Ω1, b → L(b)(ω) is convex, and under Condition 35, b → L(b)(ω) is strictly convex. Thus,
under Condition 35, for each ω ∈ Ω1, pmsq(ω) holds (see Definition (102)) only if Z (ω) 6= 0
and limb↑A L(b)(ω)=∞. Note that for X having a non-degenerate normal distribution under
Q1, for each ω ∈Ω1, lim|b|→∞L(b)(ω)=∞, so that pmsq holds only if Z 6= 0. For X having the
distribution of a product of n exponentially tilted distributions from the gamma family under
Q1, we have Q1(X ∈ Rn+) = 1, and for ω ∈ Ω1 such that X (ω) ∈ Rn+, we have L(b)(ω) →∞ as
b ↑ A. Thus, for such an ω, pmsq(ω) holds only if Z (ω) 6= 0, and the condition Q1(pmsq) > 0,
appearing in Lemma 106, reduces to Q1(Z 6= 0)> 0. For X having a Poisson distribution under
Q1, we have lim|b|→∞L(b)(ω)=∞ when X (ω) ∈N+, but not when X (ω)= 0. Thus, in such a
case pmsq holds when Z 6= 0 and X ∈N+, but not when X = 0, and we haveQ1(pmsq)> 0 only
ifQ1(X ∈N+, Z 6= 0)> 0.
Remark 107. Let us assume Condition 36. Then, for each n ∈N+ and b′ ∈ A,
∇bmsqn(b′,b)= (Z 2L′(µ(b)−X )L(b))n (6.55)
and
∇2bmsqn(b′,b)= (Z 2L′(Σ(b)+ (µ(b)−X )(µ(b)−X )T )L(b))n . (6.56)
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Let us further in this remark assume Condition 35, so that Σ(b) is positive definite. Then, for
ω ∈Ωn1 such that Z (ωi ) 6= 0 for some i ∈ {1, . . . ,n}, ∇2bmsqn(b′,b)(ω) is positive definite for each
b′,b ∈ A. Indeed, in such a case for each v ∈Rl \ {0} we have
vT∇2bmsqn(b′,b)v = vTΣ(b)v(Z 2L′L(b))n + (Z 2L′L(b)((µ(b)−X )T v)2)n
≥ vTΣ(b)v(Z 2L′L(b))n > 0.
(6.57)
Note that Condition 104 holds for ECM since for each ω1,ω2 ∈Ω1 and b ∈ A we have
L(b)(ω1)
L(b)(ω2)
= exp(bT (X (ω2)−X (ω1))). (6.58)
In particular, as discussed in the previous section, the estimators of variance and the new
estimators of mean square are convex. For each n ∈ N+, ω ∈ Ωn1 , and i , j ∈ {1, . . . ,n}, let us
denote
v j ,i (ω)= X (ω j )−X (ωi ). (6.59)
For each n ∈N2, let a function gvar,n : A×Rl ×Ωn1 →R be such that for each b′ ∈ A, b ∈Rl , and
ω ∈Ωn1
gvar,n(b
′,b)(ω)=
n∑
i=1
(
(Z 2L′)(ωi )
∑
j∈{1,...,n}, j 6=i
L′(ω j )exp(bT v j ,i (ω))
)
. (6.60)
Note that for each b′ and ω as above, b ∈Rl → gvar,n(b′,b)(ω) is convex and
gvar,n(b
′,b)(ω)= fvar,n(b′,b)(ω), b ∈ A. (6.61)
For A =Rl , we have gvar,n = fvar,n , but in some cases, like for the gamma family of distributions
as in Section 5.1, we have A 6=Rl and fvar,n is only a restriction of gvar,n . For each b′, b, and ω
as above, it holds
∇b gvar,n(b′,b)(ω)=
n∑
i=1
(
(Z 2L′)(ωi )
∑
j∈{1,...,n}, j 6=i
L′(ω j )v j ,i (ω)exp(bT v j ,i (ω))
)
(6.62)
and
∇2b gvar,n(b′,b)(ω)=
n∑
i=1
(
(Z 2L′)(ωi )
∑
j∈{1,...,n}, j 6=i
L′(ω j )v j ,i (ω)v j ,i (ω)T exp(bT v j ,i (ω))
)
. (6.63)
Let n ∈N2 andω ∈Ωn1 . Let D(ω) ∈Rl×n
2
be a matrix whose (i−1)n+ j th column, i , j ∈ {1, . . . ,n},
is equal to 1(Z 6= 0)(ωi )v j ,i (ω).
Lemma 108. If D(ω) has linearly independent rows, then for each b ∈Rl and b′ ∈ A,∇2b gvar,n(b′,b)(ω)
is positive definite.
Proof. If D(ω) has linearly independent rows, then for each t ∈ Rl , t 6= 0, there exist i , j ∈
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{1, . . . ,n}, i 6= j , such that t T 1(Z 6= 0)(ωi )v j ,i (ω) 6= 0, so that from (6.63),
t T∇2b gvar,n(b′,b)(ω)t ≥ (Z 2L′)(ωi )L′(ω j )(t T v j ,i (ω))2 exp(bT v j ,i (ω))> 0. (6.64)
Let for each k ∈ {1, . . . ,n} a matrix D˜(k,ω) ∈ Rl×(n−1) have the consecutive columns equal to
vk, j (ω) for j = 1,2, . . . ,k−1,k+1,k+2, . . . ,n.
Lemma 109. D(ω) has linearly independent rows only if for some i ∈ {1, . . . ,n}, Z (ωi ) 6= 0, and
for some (equivalently, for each) k ∈ {1, . . . ,n}, D˜(k,ω) has linearly independent rows.
Proof. If Z (ωi )= 0, i = 1, . . . ,n, then D(ω) has zero rows, so that they are linearly dependent.
The dimensions of the linear spans of the columns and vectors of a matrix are the same, so
that the matrices D(ω) and D˜(k,ω), k ∈ {1, . . . ,n}, have linearly independent rows only if the
dimension of the linear span of their columns is equal to l . Thus, the thesis follows from the
easy to check fact that the linear span V of the columns of D˜(k,ω) for different k ∈ {1, . . . ,n} is
the same and if Z (ωi ) 6= 0 for some i ∈ {1, . . . ,n}, then the linear span of the columns of D(ω) is
equal to V .
For a vector v ∈Rm , by v ≤ 0 we mean that its coordinates are nonpositive.
Theorem 110. If the system of linear inequalities
DT (ω)b ≤ 0, b ∈Rl , (6.65)
has only the zero solution, then for each b′ ∈ A, gvar,n(b′,b)(ω)→∞ as |b|→∞ and∇2b gvar,n(b′,b)(ω)
is positive definite, b ∈Rl . If b is a solution of (6.65), then for each b′ ∈ A, a ∈Rl , and t ∈ [0,∞),
we have
gvar,n(b
′, a+ tb)(ω)≤ gvar,n(b′, a)(ω). (6.66)
Proof. For b ∈Rl for which (6.65) holds, for i ∈ {1, . . . ,n} such that Z (ωi ) 6= 0, for j ∈ {1, . . . ,n},
i 6= j , we have bT v j ,i (ω) ≤ 0, so that (6.66) follows from (6.60). Let further (6.65) have
only the zero solution. Then, D(ω) has linearly independent rows, and thus the positive
definiteness of ∇2b gvar,n(b′,b)(ω) follows from Lemma 108. Consider a function b ∈ Rl →
f (b) := max{bT v j ,i (ω) : Z (ωi ) 6= 0, i , j ∈ {1, . . . ,n}, i 6= j }. Then, for each b ∈ Rl , b 6= 0, it
holds f (b) > 0. Thus, from the continuity of f we have 0 < δ := min{ f (b) : |b| = 1} and for
0< a :=min{(Z 2L′)(ωi )L′(ω j ) : Z (ωi ) 6= 0, i , j ∈ {1, . . . ,n}, i 6= j }, from (6.60)
gvar,n(b
′,b)(ω)≥ a exp(δ|b|)→∞ (6.67)
as |b|→∞.
There exist numerical methods for finding the set of solutions of (6.65) and in particular for
checking if it has only the zero solution; see [33].
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Theorem 111. Let us assume that
Z (ωi ) 6= 0, i = 1. . . ,n. (6.68)
Then, (6.65) has only the zero solution only if D(ω) has linearly independent rows, which from
Lemma 109 holds only if for some (equivalently, for each) k ∈ {1, . . . ,n}, D˜(k,ω) has linearly
independent rows.
Proof. Assuming (6.68), for b ∈Rl , DT (ω)b ≤ 0 holds only if
vi , j (ω)
T b ≤ 0, i , j ∈ {1, . . . ,n}. (6.69)
Since vi , j (ω)=−v j ,i (ω), this holds only if vi , j (ω)T b = 0, i , j ∈ {1, . . . ,n}, i.e. only if DT (ω)b =
0.
6.9 Strongly convex functions and ²-minimizers
For some nonempty A ⊂Rl , consider a function f : A→R. For some ²≥ 0, we say that x∗ ∈ A
is an ²-minimizer of f , if
f (x∗)≤ inf
x∈A
f (x)+². (6.70)
Consider a convex set S ⊂ A, such that A is a neighbourhood of S (i.e. S is contained in some
open set D ⊂ A). Then, f is said to be strongly convex on S (where we do not mention S if it is
equal to A) with a (strong convexity) constant m > 0, if f is twice differentiable on S and for
each b ∈Rl and x ∈ S
bT∇2 f (x)b ≥m|b|2. (6.71)
Let us discuss some properties of strongly convex functions f on S as above (see Section 9.1.2.
in [9] for more details). It is well known that f as above is strictly convex on S, and from Taylor’s
theorem it easily follows that for x, y ∈ S
f (y)≥ f (x)+ (∇ f (x))T (y −x)+ m
2
|y −x|2. (6.72)
In particular, f (y)→∞ as |y |→∞, y ∈ S. Furthermore, if ∇ f (x)= 0, then
f (y)≥ f (x)+ m
2
|y −x|2. (6.73)
Thus, x is a unique minimum point of f|S only if ∇ f (x)= 0. The right-hand side of (6.72) in the
function of y ∈Rl is minimized by y˜ = x− 1m∇ f (x), and thus we have
f (y)≥ f (x)+ (∇ f (x))T (y˜ −x)+ m
2
|y˜ −x|2 = f (x)− 1
2m
|∇ f (x)|2. (6.74)
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Let f have a unique minimum point b∗ ∈ S. Then, from (6.74) for y = b∗, for x ∈ S we have
f (x)≤ f (b∗)+ 1
2m
|∇ f (x)|2. (6.75)
In particular, each x ∈ S is a 12m |∇ f (x)|2-minimizer of f .
6.10 Mean square and its well-known estimators in the LETGS set-
ting
Let us in this section consider the LETGS setting.
Theorem 112. Let b′,b ∈ Rl , n ∈ N+, and ω ∈ Ωn1 . Then, b ∈ Rl → f (b) :=msqn(b′,b)(ω) is
convex and if rn(ω) holds (see Definition 74), then f is strongly convex. If rn(ω) does not hold,
then there exists b ∈Rl \ {0} such that
f (a+ tb)= f (a), a ∈Rl , t ∈R. (6.76)
Proof. It holds
∇2 f (b)= (Z 2L′(2G+ (2Gb+H)(2Gb+H)T )L(b))n(ω), (6.77)
which is positive semidefinite, so that f is convex. If rn(ω) does not hold, then from the first
point of Lemma 73 there exists b ∈Rl such that for each i ∈ 1, . . . ,n,, Ab(ωi ) does not hold, so
that from Lemma 72 and (4.21) we receive (6.76). Let us assume that rn(ω) holds. Then, from
the second point of Lemma 73 for K = Z 2L′, the matrix M := (Z 2L′G)n(ω) is positive definite.
Let m1 > 0 be such that bT Mb ≥ m1|b|2, b ∈ Rl . For each i ∈ {1, . . . ,n} such that τ(ωi ) <∞,
from Remark 59 we have
m2,i := inf
b∈Rl
L(b)(ωi )= exp( inf
b∈Rl
ln(L(b)(ωi ))) ∈R+. (6.78)
Let m2 =min{m2,i : i ∈ {1, . . . ,n}, τ(ωi )<∞}. Then, m2 ∈R+ and for each a,b ∈Rl we have
aT∇2 f (b)a ≥ 2aT (Z 2L′GL(b))n(ω)a ≥ 2m2aT (Z 2L′G)n(ω)a ≥ 2m1m2|a|2. (6.79)
Theorem 113. If conditions 32 and 76 hold, then a.s. for a sufficiently large n, b →msqn(b′,b)(κ˜n)
is strongly convex. In particular, the probability of this event converges to one as n →∞.
Proof. It follows directly from theorems 82 and 112.
Theorem 114. Let Condition 52 hold. If msq(b0)<∞ for some b0 ∈Rl , then msq is convex on
the convex nonempty set B on which it is finite and if further Condition 76 holds, then f =msq
satisfies Condition 97 (in particular, from Lemma 98, it has a unique minimum point). If
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Condition 76 does not hold, then there exists b ∈Rl , b 6= 0, such that
msq(a+ tb)=msq(a), a ∈Rl , t ∈R. (6.80)
Proof. The first part of the thesis follows from theorems 112 and 113, the properties of strongly
convex functions discussed in Section 6.9, Remark 105, and, under Condition 32, from Lemma
100 for h(b, ·)=msqn(b′,b)(κ˜n) for a sufficiently large n. If Condition 76 does not hold, then
there exists b ∈Rl , b 6= 0, such that Q1(Ab)= 0, for which (6.80) follows from Lemma 72 and
formula (4.9).
6.11 Smoothness of functions in the LETS setting
In this section we provide some sufficient conditions for the smoothness and for certain
properties of the derivatives of functions defined in Section 4.1. Unless stated otherwise, we
consider the LETS setting, which contains the LETGS setting as a special case (see Section
5.3.4). From Remark 61, the ECM setting for A =Rl can be identified with the LETS setting for
τ= 1 andΛ0 = Il , so that it is easy to modify the below theory to deal also with such an ECM
setting.
Condition 115. A measurable function S :S1 →S (R) is such that conditions 68 and 69 hold
and for each θ ∈ (Rd )s
EU(|S|exp(
s∑
i=1
θTi X˜ (ηi )))<∞. (6.81)
Note that Condition 115 implies that S is U-integrable.
Remark 116. In the special case which can be identified with the ECM setting for A = Rl as
discussed above, Condition 68 holds for R = 1 and Condition 69 holds for s = 1. Thus, for
some S :S1 →S (R), a counterpart of Condition 115 in the ECM setting for A =Rl reduces to
demanding that
EU(|S|exp(θT X ))<∞, θ ∈Rl . (6.82)
Remark 117. Since for each s ∈N+ and θ ∈ (Rd )s , EU(exp(∑si=1θTi X˜ (ηi )))= exp(∑si=1 Ψ˜(θi ))<
∞, from Hölder’s inequality, (6.81) holds if we have EU(|S|q )<∞ for some q ∈ (1,∞).
Condition 118. We have t , s ∈N+ and f : (S (Rl ))t ⊗C →S (R) is such that for each M ∈ R+,
for some N ∈N+, φ ∈ ((Rd )s)N , and u ∈RN+ , we have U a.s.
sup
b∈(Rl )t :|bi |≤M , i=1,...,t
| f (b)| ≤
N∑
i=1
ui exp(
s∑
j=1
φTi , j X˜ (η j )) (6.83)
(where f (b)= f (b, ·)).
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Remark 119. Let Condition 118 hold and S satisfy Condition 115 (for the same s). Let M ∈R+
and consider the corresponding N , φ, and u as in Condition 118. Then, for each θ ∈ (Rd )s
EU( sup
b∈(Rl )t :|bi |≤M , i=1,...,t
|S f (b)exp(
s∑
j=1
θTj X˜ (η j ))|)≤
N∑
i=1
uiEU(S exp(
s∑
j=1
(φi , j+θ j )T X˜ (η j )))<∞.
(6.84)
In particular, EU(supb∈(Rl )t :|bi |≤M , i=1,...,t |S f (b)|) <∞. Furthermore, from the above M ∈ R+
being arbitrary, for each b ∈ (Rl )t , S f (b) satisfies Condition 115.
In this work we assume that x0 = 1, x ∈R.
Theorem 120. Let conditions 68 and 69 hold, let t ∈ N+, r ∈ Rt , w ∈ Nt×l , u ∈ Nt×s×d , z ∈
Nt×s×d×l , y ∈Nt×s+ , v ∈
∏t
m=1
∏s
i=1(N
l )ym,i , and q ∈∏tm=1∏si=1Nym,i . Let for each b ∈ (Rl )t
f (b)= 1(S 6= 0)|
t∏
m=1
(L(bm)
rm
l∏
i=1
b
wm,i
m,i
τ∧s∏
i=1
(
d∏
j=1
(X˜ j (ηi )
um,i , j
·
l∏
k=1
(Λi−1)
zm,i , j ,k
j ,k )
ym,i∏
j=1
(∂vm,i , j Ψ˜(λi−1(bm)))
qm,i , j ))|.
(6.85)
Then, Condition 118 holds for such an f (for the same t and s as above).
Proof. Let M ∈ [0,∞) and g (x)= ex +e−x . For p ∈R and b ∈Rl , |b| ≤M , from (5.42) we have U
a.s.
1(S 6= 0)Lp (b)≤K (p) := exp(|p|sF˜ (RM))
s∏
i=1
d∏
j=1
g (pRM X˜ j (ηi )). (6.86)
Let for x ∈ [0,∞) and a ∈Nl
Ua(x)= 1+ sup
b∈Rl , |b|≤x
|∂aΨ˜(b)|, (6.87)
which is finite thanks to Remark 37. Then, for each b ∈ (Rl )t , |bi | ≤M , i = 1, . . . ,m, we have U
a.s.
| f (b)| ≤ 1(S 6= 0)
t∏
m=1
(K (rm)M
∑l
i=1 wm,i
s∏
i=1
(
d∏
j=1
(g (X˜ j (ηi ))
um,i , j (1+R)
∑l
k=1 zm,i , j ,k )
·
ym,i∏
j=1
Uvm,i , j (RM)
qm,i , j )).
(6.88)
The right-hand side of (6.88) can be rewritten to have the form as the right-hand side of
(6.83).
Theorem 121. If conditions 68 and 69 hold, then for each t ∈N+, p1, p2 ∈Rt such that p2,i ≥ 1,
i = 1, . . . , t , M ∈ R+, v ∈ (Nl )t , and for hp1,p2 (b,ω) := (1(S 6= 0)
∏t
i=1 |∂vi (Lp1,i (bi ))|p2,i )(ω), b ∈
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(Rl )t , ω ∈ E, Condition 118 holds for f = hp1,p2 .
Proof. Since for p3 ∈ (N+)t such that p3,i ≥ p2,i , i = 1, . . . , t , we have
|hp1,p2 (b)| ≤ 1(S 6= 0)
t∏
i=1
(1+|∂vi (Lp1,i (bi ))|)p3,i , (6.89)
it is sufficient to prove the above theorem for p2 ∈ Nt+. In such a case hp1,p2 (b) is a linear
combination of a finite number of variables as in (6.85). Thus, the thesis follows from Theorem
120.
Theorem 122. If Condition 115 holds, then for each p ∈R, for g (b)= SLp (b), b ∈Rl → f (b)=
EU(g (b)) ∈R is smooth and we have ∂v f (b)= EU(∂v g (b)), v ∈Nl , b ∈Rl .
Proof. It follows from Theorem 121 for p1 = p and p2 = 1 and from Remark 119 by induction
over
∑l
i=1 vi using mean value and Lebesgue’s dominated convergence theorems.
Theorem 123. If Condition 115 holds
1. for S = 1, then 1= EU(L−1(b)) and for each v ∈Nl , v 6= 0, EU(∂v (L−1(b)))= 0, b ∈Rl ,
2. for S = Z 2, then msq is smooth and ∂v msq(b)= EU(Z 2∂v L(b)), b ∈Rl , v ∈Nl ,
3. for S =C , then b → c(b) is smooth and ∂v c(b)= EU(C∂v (L−1(b)))= EU(1(C 6=∞)C∂v (L−1(b))),
b ∈Rl , v ∈Nl ,
4. for S equal to Z 2 and C , then ic is smooth.
Proof. The first three points follow from Theorem 122 and from the fact that due to remarks
70 and 54, we have 1= EU(L(b)−1), msq(b)= EU(Z 2L(b)), and c(b)= EU(C L−1(b)) respectively,
b ∈Rl , and in the third point additionally (4.27). The last point is a consequence of points two
and three.
Theorem 124. In the ECM setting for A = Rl , let us assume that Q1(Z 6= 0)> 0, conditions 35
and 36 hold, and we have (6.82) for S = Z 2. Then, ∇2 msq(b) exists and is positive definite,
b ∈Rl .
Proof. From a counterpart of Theorem 120 and Remark 119 for ECM, W = Z 2L(b)(µ(b)−
X )(µ(b)−X )T has integrable entries. Thus, from the second point of a counterpart of Theorem
123 for ECM
∇2 msq(b)= EQ1 (Z 2L(b)(∇2Ψ(b)+ (µ(b)−X )(µ(b)−X )T ))
=∇2Ψ(b)msq(b)+EQ1 (W ).
(6.90)
For v ∈Rl , vT EQ1 (W )v = EQ1 (Z 2L(b)((∇Ψ(b)−X )T v)2), so that EQ1 (W ) is positive semidefinite.
Thus, the thesis follows from the fact that as discussed in Section 5.1, ∇2Ψ(b) is positive
definite and from msq(b) ∈R+, b ∈Rl .
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Theorem 125. In the LETGS setting, if Condition 115 holds for S = Z 2 and Condition 76 holds,
then for a positive definite matrix
M = EQ1 (2G Z 2 exp(−
1
2
τ∑
i=1
|ηi |2)) ∈Rl×l , (6.91)
∇2 msq(b)−M is positive semidefinite, b ∈ Rl . In particular, msq is strongly convex with a
constant m equal to the lowest eigenvalue of M.
Proof. From the second point of Theorem 123, we have
∇2 msq(b)= EQ1 (Z 2(2G+ (2Gb+H)(2Gb+H)T )L(b)). (6.92)
From Theorem 120 and Remark 119, Z 2G and W := Z 2(2Gb+H)(2Gb+H)T )L(b) have Q1-
intergrable entries, and from 1(Z 6= 0)|exp(−12
∑τ
i=1 |ηi |2)| ≤ 1, so does Z 2G exp(−12
∑τ
i=1 |ηi |2).
Furthermore, vT EQ1 (W )v = EQ1 (Z 2L(b)((2Gb+H )T v)2), v ∈Rl , i.e. EQ1 (W ) is positive semidefi-
nite. From Lemma 79 for K = 2Z 2 exp(−12
∑τ
i=1 |ηi |2), M is positive definite. Furthermore, from
Remark 59, for each v ∈ Rl , vT EQ1 (2G Z 2L(b))v ≥ vT M v , and thus also vT (EQ1 (2G Z 2L(b))−
M)v ≥ 0.
6.12 Some properties of inefficiency constants
Let us consider the inefficiency constant function and its estimator as in sections 4.1 and 4.2.
Condition 126. It holds infb∈A c(b)= cmi n ∈R+.
Condition 127. For some Cmi n ∈R+ we have C (ω)≥Cmi n , ω ∈Ω1.
Note that Condition 127 implies Condition 126 for cmi n =Cmi n .
Remark 128. Note that in the Euler scheme case as in Section 5.5, for τ being the exit time of
the scheme of a set D such that x0 ∈D, for s ∈R+ and C = sτ, Condition 127 holds for Cmi n = s.
Under Condition 126 we have ic≥ cmi n var and thus if further A is open and limb↑A var(b)=∞,
then limb↑A ic(b) = ∞. Note also that if c and var are lower semicontinuous (which from
Lemma 95 holds e.g. if b → L(b)(ω) is continuous, ω ∈Ω1) then ic is lower semicontinuous
as well. Thus, if further A is open and limb↑A ic(b) =∞, then from Lemma 98, ic attains a
minimum on A.
Remark 129. Let us assume that var has a unique minimum point b∗ ∈ A. If for some b ∈ A it
holds ic(b)< ic(b∗), then b 6= b∗ and thus var(b∗)< var(b), so that we must have c(b)< c(b∗).
Note that if var, c, and ic are differentiable (some sufficient assumptions for which were discussed
in Section 6.11), then a sufficient condition for the existence of b ∈ A such that ic(b) < ic(b∗)
is that ∇ ic(b∗) 6= 0. Since ∇var(b∗)= 0, we have ∇ ic(b∗)= var(b∗)∇c(b∗), so that ∇ ic(b∗) 6= 0
only if var(b∗) 6= 0 and ∇c(b∗) 6= 0.
Remark 130. Let c(b)> 0, b ∈ A, let var have a unique minimum point b∗, and let var(b∗)= 0
and c(b∗) <∞. Then, b∗ is also the unique minimum point of ic and we have ic(b∗) = 0. If
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further A is open, msq and c are twice continuously differentiable, and ∇2 msq(b∗) is positive
definite, then from
∇2 ic(b)= (∇2c(b))var(b)+c(b)∇2 msq(b)+(∇c(b))(∇msq(b))T +(∇msq(b))(∇c(b))T , (6.93)
we have
∇2 ic(b∗)= c(b∗)∇2 msq(b∗), (6.94)
and thus ∇2 ic(b∗) is positive definite.
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7 Minimization methods of estimators
and their convergence properties
7.1 A simple adaptive IS procedure used in our numerical experi-
ments
Let us describe a simple framework of adaptive IS via minimization of estimators of various
functions from Section 4.2, shown in Scheme 1. A special case of this framework was used in
the numerical experiments in this work. In the further sections we discuss some modifica-
tions of this framework which ensure suitable convergence and asymptotic properties of the
minimization results of the estimators.
Consider some estimators êstk , k ∈Np , as in (4.13). Let b0 ∈ A, k ∈N+, ni ∈N+, i = 1, . . . ,k, and
N = nk+1 ∈N+. Let bi , i = 1, . . . ,k, be some A-valued random variables, defined in Scheme 1.
Let us assume Condition 19 and let for i = 1, . . . ,k+1 and j = 1, . . . ,ni , βi , j be i.i.d. ∼P1 and
χi , j = ξ(βi , j ,bi−1). Let us denote χ˜i = (χi , j )nij=1, i = 1, . . . ,k +1 For k = 1 we call the inside of
Scheme 1 A scheme of adaptive IS
for i := 1 to k do
Minimize b → êstni (bi−1,b)(χ˜i ), e.g. using exact formulas or some numerical minimiza-
tion method started at bi−1. Let bi be the minimization result.
end for
Approximate α with
(Z L(bk ))N (χ˜k+1). (7.1)
the loop in Scheme 1 single-stage minimization (SSM) and denote b′ = b0, while for k > 1 we
call this whole loop multi-stage minimization (MSM).
Let us now consider the LETGS setting and ξ as in (5.35). Then, using the notation (5.37), (7.1)
is equal to
1
N
N∑
i=1
(Z L(bk ))
(bk )(βk+1,i ). (7.2)
From the discussion in Section 6.5, if Ani (bi−1)(χ˜i )= 1ni
∑ni
j=1 2(Z L(bi−1)G)
(bi−1)(βi , j ) is positive
definite, then for Bn(bi−1)(χ˜i )=− 1ni
∑ni
j=1(Z L((bi−1))H )
(bi−1)(βi , j ), the unique minimum point
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bi of b → ĉeni (bi−1,b)(χ˜i ) is given by the formula bi = (Ani (bi−1)(χ˜i ))−1Bn(bi−1)(χ˜i ). Thus, in
such a case, finding bi reduces to solving a linear system of equations. For est replaced by
msq, msq2, or ic, the functions b → êstni (bi−1,b)(χ˜i ) can be minimized using some numerical
minimization methods which can utilise some formulas for their exact derivatives. Let us only
provide formulas for such derivatives used in our numerical experiments. It holds
∇bmsqni (bi−1,b)(χ˜i )= 1ni
ni∑
j=1
(Z 2L(bi−1)(2Gb+H)L(b))(bi−1)(βi , j ), (7.3)
∇2bmsqni (bi−1,b)(χ˜i )= 1ni
ni∑
j=1
(Z 2L(bi−1)(2G+(2Gb+H)(2Gb+H)T )L(b))(bi−1)(βi , j ), (7.4)
∇bmsq2ni (bi−1,b)(χ˜i )=∇bmsqni (bi−1,b)(χ˜i ) 1ni
ni∑
j=1
(
L(bi−1)
L(b)
)(bi−1)(βi , j )
−msqni (bi−1,b)(χ˜i ) 1ni
ni∑
j=1
((2Gb+H) L(bi−1)
L(b)
)(bi−1)(βi , j ),
(7.5)
and for
v̂arni (bi−1,b)(χ˜i )=
ni
ni −1
(msq2ni (bi−1,b)(χ˜i )− ( 1ni
ni∑
i=1
(Z L(bi−1))(bi−1)(βi , j ))2), (7.6)
∇b îcni (bi−1,b)(χ˜i )=
1
ni −1
ni∑
j=1
(
L(bi−1)
L(b)
C )(bi−1)(βi , j )∇bmsq2ni (bi−1,b)(χ˜i )
− 1
ni
ni∑
j=1
((2Gb+H) L(bi−1)
L(b)
C )(bi−1)(βi , j )v̂arni (bi−1,b)(χ˜i ).
(7.7)
Formulas for the second derivatives of msq2ni (bi−1, ·) and îcni (bi−1, ·) can also be easily com-
puted and used in minimization algorithms, but we did not apply them in our experiments.
When evaluating the above expressions one can take advantage of formulas (5.41), (5.44), and
(5.45).
7.2 Helper strong laws of large numbers
In this section we provide various SLLNs needed further on. The following uniform SLLN is
well-known; see Theorem A1, Section 2.6 in [49].
Theorem 131. Let Y be a random variable with values in a measurable space S , let V ⊂ Rl
be nonempty and compact, and let h : S (V )⊗S → S (R) be such that a.s. x → h(x,Y ) is
continuous and E(supx∈V |h(x,Y )|)<∞. Then, for Y1,Y2, . . . i.i.d. ∼ Y , a.s. as n →∞, x ∈V →
1
n
∑n
i=1 h(x,Yi ) converges uniformly to a continuous function x ∈V → E(h(x,Y )).
For each p ∈ [1,∞] and R-valued random variable U , let |U |p denote the norm of U in Lp (P).
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We have the following well-known generalization of Hölder’s inequality which follows from it
by induction.
Lemma 132. Let n ∈N+, let Ui , i = 1, . . . ,n, be R-valued random variables, and let qi ∈ [1,∞],
i = 1, . . . ,n, be such that∑ni=1 1qi = 1. Then, it holds
|
n∏
i=1
Ui |1 ≤
n∏
i=1
|Ui |qi . (7.8)
Let further in this section ni ∈N+, i ∈N+, and r ∈N+. To our knowledge, the SLLNs that follow
are new.
Theorem 133. Let Mi ≥ 0, i ∈N+, be such that
∞∑
i=0
Mi
nri
<∞. (7.9)
Consider σ-fields Gi ⊂F , i ∈ N+, and R-valued random variables ψi , j , j = 1. . . ,ni , i ∈ N+,
which are conditionally independent given Gi for the same i and different j , and we have
E(ψ2ri , j )≤Mi <∞ and E(ψi , j |Gi )= 0. Then, for âi = 1ni
∑ni
j=1ψi , j , i ∈N+, we have a.s. limn→∞ ân =
0.
Proof. From the Borel-Cantelli lemma it is sufficient to prove that for each ²> 0
∞∑
i=1
P(|âi | > ²)<∞. (7.10)
From Markov’s inequality we have
P(|âi | > ²)≤
E(â2ri )
²2r
, (7.11)
so that it is sufficient to prove that
∞∑
i=1
E(â2ri )<∞. (7.12)
Let us consider separately the easiest to prove case of r = 1. We have for i ∈ N+, and j , l ∈
{1, . . . ,ni }, j 6= l , from the conditional independence
E(ψi , jψi ,l |Gi )= E(ψi , j |Gi )E(ψi ,l |Gi )= 0, (7.13)
and thus
E(ψi , jψi ,l )= E(E(ψi , jψi ,l |Gi ))= 0. (7.14)
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Thus, for i ∈N+
E(â2i )=
1
n2i
(
ni∑
j=1
E(ψi , j )
2+ ∑
j<l∈{1,...,n}
2E(ψi , jψi ,l ))≤
Mi
ni
. (7.15)
Now, (7.12) follows from (7.9).
For general r ∈N+, denoting Ji = {v ∈Nni :∑nij=1 v j = 2r } and for v ∈ Ji , (2rv )= (2r )!∏ni
j=1 v j !
, we have
for v ∈ Ji , from Lemma 132 for n = ni , U j =ψv ji , j , and 1qi =
vi
2r ,
E(|
ni∏
j=1
ψ
v j
i , j |)≤
ni∏
j=1
(E(ψ2ri , j ))
v j
2r ≤Mi . (7.16)
Thus,
E(â2ri )=
1
n2ri
∑
v∈Ji
(
2r
v
)
E(
ni∏
j=1
ψ
v j
i , j )<∞. (7.17)
For v ∈ Ji such that vk = 1 for some k ∈ {1, . . . ,ni }, denotingψi ,∼k =
∏
j∈{1,...,ni }, j 6=k ψ
v j
i , j , we have
that ψi ,k and ψi ,∼k are conditionally independent. Furthermore, from Lemma 132 for n = ni ,
U j =ψv ji , j for j 6= k, Uk = 1, and 1qi =
vi
2r , we have
E(|ψi ,∼k |)≤
∏
j∈{1,...,ni }, j 6=k
(E(ψ2ri , j ))
v j
2r <∞. (7.18)
Thus,
E(
ni∏
j=1
ψ
v j
i , j |Gi )= E((E(ψi ,k |Gi )E(ψi ,∼k )|Gi ))= 0, (7.19)
and E(
∏ni
j=1ψ
v j
i , j )= 0. Therefore, for J˜i = {v ∈ (N\ {1})ni :
∑ni
j=1 v j = 2r } we have
E(â2ri )=
1
n2ri
∑
v∈ J˜i
(
2r
v
)
E(
ni∏
j=1
ψ
v j
i , j ). (7.20)
Note that for v ∈ J˜i and p(v) := |{ j ∈ {1, . . . ,ni } : v j 6= 0}|, it holds p(v)≤ r , and thus for J ′i = {v ∈
{0,2,3, . . . ,2r }ni : p(v)≤ r }, we have J˜i ⊂ J ′i . Therefore,
| J˜i | ≤ |J ′i | ≤
(
ni
r
)
(2r )r ≤ nri (2r )r . (7.21)
Furthermore,(
2r
v
)
≤ (2r )!. (7.22)
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From (7.20), (7.16), (7.21), and (7.22)
E(â2ri )≤
Mi
nri
(2r )!(2r )r . (7.23)
Inequality (7.12) follows from (7.23) and (7.9).
Let l ∈N+, let A ∈B(Rl ) be nonempty, and let a family of probability distributionsQ(b), b ∈ A,
be as in Section 3.4. Let bi , i ∈N, be A-valued random variables.
Condition 134. Nonempty sets Ki ∈B(A), i ∈N+, are such that a.s. for a sufficiently large i ,
bi ∈Ki .
Condition 135. For each i ∈N+, χi , j , j = 1, . . . ,ni , are conditionally independent given bi−1
and have conditional distributionQ(v) given bi−1 = v (see page 420 in [18] or page 15 in [29]
for a definition of a conditional distribution). It holds χ˜i = (χi , j )nij=1, i ∈N+.
Condition 135 is implied by the following one.
Condition 136. Condition 19 holds and for each i ∈N+, βi , j ∼P1, j = 1, . . . ,ni , are independent
and independent of bi−1. Furthermore, χi , j = ξ(βi , j ,bi−1), j = 1, . . . ,ni , and χ˜i = (χi , j )nij=1,
i ∈N+.
Let us further in this section assume conditions 134 and 135.
Condition 137. A function h :S (A)⊗S1 →S (R) is such that for each v ∈ A, EQ(v)(h(v, ·))= 0,
and for
Mi = sup
w∈Ki−1
EQ(w)(h(w, ·)2r ), i ∈N+, (7.24)
(7.9) holds.
Theorem 138. Under Condition 137, for
b̂i = 1
ni
ni∑
k=1
h(bi−1,χi ,k ), i ∈N+, (7.25)
we have a.s.
lim
i→∞
b̂i = 0. (7.26)
Proof. Let for i ∈ N+, hi : A×Ω1 → R be such that for each x ∈ Ω1, hi (v, x) = h(v, x) when
v ∈Ki−1 and hi (v, x)= 0 when v ∈ A \ Ki−1. For
âi = 1
ni
ni∑
k=1
hi (bi−1,χi ,k ), (7.27)
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from Condition 134 we have a.s. b̂i − âi = 1(bi−1 ∉Ki−1)b̂i → 0 as i →∞. Thus, to prove (7.26)
it is sufficient to prove that a.s.
lim
i→∞
âi = 0. (7.28)
Let ψi , j = hi (bi−1,χi , j ), i ∈ N+, j = 1, . . . ,ni . From the conditional Fubini’s theorem (see
Theorem 2, Section 22.1 in [18])
E(ψ2ri , j )= E((EQ(v)(h2ri (v, ·)))v=bi−1 )
= E((1(v ∈Ki−1)EQ(v)(h2r (v, ·)))v=bi−1 )≤Mi .
(7.29)
Furthermore, ψi , j , j = 1, . . . ,ni are conditionally independent given Gi :=σ(bi−1), and from
some well-known properties of conditional distributions (see Definition 1, Section 23.1 in
[18]), we have
E(ψi , j |Gi )= (EQ(v)(hi (v, ·)))v=bi−1
= (1(v ∈Ki−1)EQ(v)(h(v, ·)))v=bi−1 = 0.
(7.30)
Thus, (7.28) follows from Theorem 133.
Theorem 139. If g :S (A)⊗S1 →S (R) is such that f (v) := EQ(v)(g (v, ·)) ∈R, v ∈ A, and for
Pi = sup
v∈Ki−1
EQ(v)(g (v, ·)2r ), i ∈N+, (7.31)
we have
∞∑
i=1
Pi
nri
<∞, (7.32)
then Condition 137 holds for h(v, y)= g (v, y)− f (v), v ∈ A, y ∈Ω1.
Proof. Clearly, EQ(v)(h(v, ·))= 0, v ∈ A. Furthermore, for v ∈ A
EQ(v)(h(v, ·)2r )≤ EQ(v)(|g (v, ·)|+ | f (v)|)2r )
≤ 22r−1EQ(v)(g (v, ·)2r + f (v)2r )
≤ 4rEQ(v)(g (v, ·)2r ),
(7.33)
where in the second inequality we used the fact that a+b2 ≤ ( a
p+bp
2 )
1
p , a,b ∈ [0,∞), p ∈ [1,∞),
and in the last inequality we used conditional Jensen’s inequality. Thus, Mi ≤ 4r Pi and (7.9)
follows from (7.32).
Condition 140. Condition 17 holds for Z replaced by some S ∈ L1(Q1) and for
Pi = sup
v∈Ki−1
EQ(v)((SL(v))
2r )= sup
v∈Ki−1
EQ1 (S
2r L(v)2r−1), i ∈N+, (7.34)
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we have (7.32).
Theorem 141. Under Condition 140, a.s.
lim
k→∞
(SL(bk−1))nk (χ˜k )= EQ1 (S). (7.35)
Proof. This follows from Theorem 139 for g (v, y)= (SL(v))(y), v ∈ A, y ∈Ω1, in which f (v)=
EQ1 (S), v ∈ A, as well as from Theorem 138.
For each R-valued random variable Y onS1 and q ≥ 1, let ||Y ||q = EQ1 (|Y |q )
1
q .
Lemma 142. Let p, q ∈ [1,∞] be such that 1p + 1q = 1, let S ∈ L2r p (Q1), let Condition 17 hold for
Z = S, and let for
Ri = sup
v∈Ki−1
||1(S 6= 0)L(v)2r−1||q , i ∈N+, (7.36)
it hold
∞∑
i=1
Ri
nri
<∞. (7.37)
Then, Condition 140 holds.
Proof. From Hölder’s inequality EQ1 (S
2r L(v)2r−1)≤ ||S2r ||p ||1(S 6= 0)L(v)2r−1||q , so that for Pi
as in (7.34) we have Pi ≤ ||S2r ||p Ri . Thus, from (7.37), (7.32) holds for such Pi .
The following uniform SLLN can be thought of as a multi-stage version of Theorem 131 and
some reasonings in its below proof are analogous as in the proof of the latter in Theorem A1,
Section 2.6 in [49].
Theorem 143. Let V ⊂Rl be a nonempty compact set and let h :S1⊗S (V )→S (R) be such that
forQ1 a.e. ω ∈Ω1, b → h(ω,b) is continuous. Let Y (ω)= supb∈V |h(ω,b)|, ω ∈Ω1, and let Con-
dition 140 hold for S = Y . Then, a.s. as k →∞, b ∈V → âk (b) := 1nk
∑nk
i=1 h(χk,i ,b)L(bk−1)(χk,i )
converges uniformly to a continuous function b ∈V → a(b) := EQ1 (h(·,b)) ∈R.
Proof. Obviously,
|h(ω,b)| ≤ Y (ω), ω ∈Ω1, b ∈V , (7.38)
and for each b ∈K0, for P1 as in (7.34) for S = Y ,
EQ1 (Y )= EQ(b)(Y L(b))≤ (EQ(b)((Y L(b))2r ))
1
2r ≤ P
1
2r
1 <∞. (7.39)
Thus, for each v ∈V and vk ∈V , k ∈N+, such that limk→∞ vk = v , from Lebesgue’s dominated
convergence theorem andQ1 a.s. continuity of b → h(·,b),
lim
k→∞
a(vk )= EQ1 ( lim
k→∞
h(·, vk ))= a(v) ∈R. (7.40)
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Thus, a is finite and continuous on V . Let ²> 0. From the uniform continuity of a on V , let
δ> 0 be such that
|a(x)−a(y)| < ², x, y ∈V , |x− y | < δ. (7.41)
For each y ∈V and n ∈N+, let Bn,y = {x ∈V : |x− y | ≤ 1n }, and let for each ω ∈Ω1
rn,y (ω)= sup{|h(ω, x)−h(ω, y)| : x ∈Bn,y }. (7.42)
ForQ1 a.e. ω for which h(ω, ·) is continuous, limn→∞ rn,y (ω)= 0, y ∈V . Furthermore,
rn,y (ω)≤ 2Y (ω), ω ∈Ω1, n ∈N+, y ∈V , (7.43)
so that from Lebesgue’s dominated convergence theorem
lim
n→∞EQ1 (rn,y )= EQ1 ( limn→∞rn,y )= 0, y ∈V. (7.44)
Thus, for each y ∈V there exists ny ∈N+, ny > 1δ , such that
EQ1 (rny ,y )< ², (7.45)
for which let us denote Wy =Bny ,y . For each x, y ∈V
|âk (x)− âk (y)| ≤
1
nk
nk∑
i=1
L(bk−1)(χk,i )|h(χk,i , x)−h(χk,i , y)|, (7.46)
so that for each y ∈V
sup
x∈Wy
|âk (x)− âk (y)| ≤
1
nk
nk∑
i=1
L(bk−1)(χk,i )rny ,y (χk,i ). (7.47)
From (7.43), Condition 140 holds for S = rny ,y , so that from Theorem 141, the right-hand side
of (7.47) converges a.s. to EQ1 (rny ,y ) as k →∞. Thus, from (7.45), for each y ∈ V , a.s. for a
sufficiently large k,
sup
x∈Wy
|âk (x)− âk (y)| < ². (7.48)
The family {Wy , y ∈V } is a cover of V . From the compactness of V there exists a finite set of
points y1, . . . , ym ∈V such that {Wyi : i = 1, . . . ,m} is a cover V , and a.s. for a sufficiently large k
we have
sup
x∈Wyi
|âk (x)− âk (yi )| < ², i = 1, . . . ,m. (7.49)
From (7.38), for each x ∈V , Condition 140 holds for S = h(·, x), so that from Theorem 141, for
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each x ∈V , a.s. limk→∞ âk (x)= a(x). Thus, a.s. for a sufficiently large k
|âk (yi )−a(yi )| < ², i = 1, . . . ,m. (7.50)
Therefore, a.s. for a sufficiently large k for which (7.49) and (7.50) hold, for each x ∈ V , for
some i ∈ {1, . . . ,m} such that |yi −x| < δ,
|âk (x)−a(x)| ≤ |âk (x)− âk (yi )|+ |âk (yi )−a(yi )|+ |a(yi )−a(x)| < 3². (7.51)
7.3 Locally uniform convergence of estimators
In this section we apply the SLLNs from the previous section to provide sufficient conditions
for the single- and multi-stage a.s. locally uniform convergence of various estimators from
Section 4.2 as well as their derivatives to the corresponding functions and their derivatives.
Such a convergence will be needed when proving the convergence and asymptotic properties
of the minimization results of these estimators in the further sections. By ⇒ we denote
uniform convergence. For some A ⊂ Rl , we say that functions fn : A → R, n ∈N+, converge
locally uniformly to some function f : A→R, which we denote as fn
loc
⇒ f , if for each compact
set K ⊂ A, fn|K ⇒ f|K , i.e. fn converges to f uniformly on K .
Lemma 144. Let l ,m ∈N+, let D ⊂Rl be nonempty and compact, let functions f : D →Rm and
s :Rm →R be continuous, and for some fn : D →Rm , n ∈N+, let fn⇒ f . Then, s( fn)⇒ s( f ). If
further sn :Rm →R, n ∈N+, are such that sn
loc
⇒ s, then sn( fn)⇒ s( f ).
Proof. For M = supx∈D | f (x)| < ∞ let K = B l (0, M + 1), and let ² > 0. Since s is uniformly
continuous on K , let us choose 0< δ< 1 such that |s(x)− s(y)| < ² when |x− y | < δ, x, y ∈ K .
Let N ∈N+ be such that for n ≥N , | fn(x)− f (x)| < δ, x ∈D . Then, for n ≥N we have |s( fn(x))−
s( f (x))| < ², x ∈D . Let further M ∈N+, M ≥N , be such that for n ≥M , |sn(y)− s(y)| < ², y ∈K .
Then, for n ≥M and x ∈D
|sn( fn(x))− s( f (x))| ≤ |sn( fn(x))− s( fn(x))|+ |s( fn(x))− s( f (x))| < 2². (7.52)
Until dealing with the cross-entropy estimators at the end of this section, we shall consider
the LETS setting. Similarly as in Section 6.11, this will allow us to cover the special case of
the LETGS setting and it is straightforward to modify the below theory to deal with the ECM
setting for A =Rl .
Theorem 145. Assuming Condition 32, if Condition 115 holds
1. for S = 1, then a.s. (as n →∞) b → (L′∂v (L−1)(b))n(κ˜n) converges locally uniformly to 0
for v ∈Nl \ {0} and to 1 for v = 0,
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2. for S = Z 2, then a.s. b → ∂vmsqn(b′,b)(κ˜n)= (Z 2L′∂v L(b))n(κ˜n) loc⇒ ∂v msq, v ∈Nl ,
3. for S =C , then a.s. b → ∂v ĉn(b′,b)(κ˜n)
l oc
⇒ ∂v c, v ∈Nl ,
4. both for S equal to Z 2 and 1, then a.s. b → ∂vmsq2n(b′,b)(κ˜k ) loc⇒ ∂v msq and b →
∂v v̂arn(b′,b)(κ˜n)
loc
⇒ ∂v var, v ∈Nl ,
5. for S =C , S = Z 2, and S = 1, then a.s. b → ∂v îcn(b′,b)(κ˜n)
loc
⇒ ∂v ic, v ∈Nl .
Proof. The first three points follow from such points of Theorem 123, Theorem 121 for p2 = 1
and appropriate p1, Remark 119, and from Theorem 131 (note that from Condition 115 for
S =C we have such a condition for S = 1(C 6=∞)C ). The fourth point follows from the first two
points, the fact that a.s. (Z L′)n(κ˜n)→ α, the last line in (4.23), (4.24), and Lemma 144. The
fifth point follows from points three, four, and Lemma 144.
Let us further in this section assume the following condition.
Condition 146. A = Rl , r ∈ N+, for each i ∈ N+, ni ∈ N+, and for each i ∈ N, Li ∈ [0,∞) and
Ki = {b ∈Rl : |b| ≤ Li }.
Consider the following conditions.
Condition 147. For each a1, a2 ∈R+
∞∑
i=1
exp(a1F˜ (a2Li−1))
nri
<∞. (7.53)
Condition 148. limi→∞Li =∞.
Remark 149. Let us discuss possible choices of ni and Li such that conditions 147 and 148 hold
for each r ∈N+, in some special cases of the LETS setting. Let A1 ∈N, A2 ∈N+, m ∈N2, 0< δ< 1,
and B1,B2 ∈ R+. Consider F˜ (x) = x22 , which corresponds to X˜ having multivariate standard
normal distribution under U˜1 (see sections 5.1 and 5.3.4). Then, one can take ni = A1+ A2mi
and Li = (B1+B2(i+1)1−δ) 12 , or alternatively ni = A1+A2i ! and Li = (B1+B2(i+1)) 12 . For some
a1, a2 ∈ R+, denoting bi = exp(a1F˜ (a2Li−1))nri , i ∈N+, in the first case we have limi→∞b
1
i
i = 1mr < 1
and in the second case, using Stirling’s formula, we have limi→∞b
1
i
i = 0. Thus, in both cases
(7.53) follows from Cauchy’s criterion. For F˜ (x) = µ0(exp(x)− 1), which corresponds to the
Poisson case with initial mean µ0, one can take e.g. Li =B1 ln(B2+ ln(i +1)) and some ni as for
the normal case above.
Lemma 150. If conditions 68 and 69 hold, then for each p ∈ [0,∞) and b ∈Rl
EQ1 (1(S 6= 0)L(b)p )≤ exp(s(pF˜ (R|b|)+ F˜ (Rp|b|))). (7.54)
In particular, if p ≥ 1 then
EQ1 (1(S 6= 0)L(b)p )≤ exp(2psF˜ (Rp|b|))). (7.55)
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Proof. From (5.42) we have Q1 a.s. that if S 6= 0 (and thus from Condition 69, τ≤ s) then
L(b)p = exp(p(U (b)+Hb))
= exp(pU (b)+U (−bp)) 1
L(−bp)
≤ exp(s(pF˜ (R|b|)+ F˜ (Rp|b|))) 1
L(−bp) .
(7.56)
Now (7.54) follows from EQ1 (1(S 6= 0) 1L(−bp) )=Q(−bp)(S 6= 0)≤ 1.
Condition 151. Conditions 68 and 69 hold and for some p ∈ (1,∞), S ∈ L2r p (Q1).
Theorem 152. If conditions 147 and 151 hold, then Condition 140 holds (for the same S, p, r ,
Ki , and ni as in these conditions and Condition 146).
Proof. From Lemma 142 it is sufficient to check that for q as in that lemma corresponding to
p from Condition 151, and for Ri as in (7.36), we have (7.37). From (7.55) in Lemma 150, it
holds
Ri = sup
b∈Ki−1
||1(S 6= 0)L(b)2r−1||q
≤ sup
b∈Ki−1
exp(2s(2r −1)F˜ (Rq(2r −1)|b|))
≤ exp(2s(2r −1)F˜ (Rq(2r −1)Li−1)),
(7.57)
so that (7.37) follows from Condition 147 for a1 = 2s(2r −1) and a2 =Rq(2r −1).
Theorem 153. If conditions 134, 135, and 147 hold and Condition 151 holds for S =U (that
is for S denoted as U ), then for each w ∈ R and v ∈ Nl , a.s. as k →∞, b ∈ Rl → f̂k (b) :=
(U L(bk−1)∂v (L(b)w ))nk (χ˜k ) converges locally uniformly to b ∈Rl → f (b) := EQ1 (U∂v (L(b)w )) ∈
R.
Proof. Let M ∈ R+, V = {x ∈ Rl : |x| ≤ M }, h(ω,b) =U (ω)∂v (L(b)w )(ω), ω ∈ Ω1, b ∈ V , and
W (ω) = supb∈V |h(ω,b)|, ω ∈ Ω1. For some 1 < p ′ < p, from Remark 117 for S =U 2r p
′
and
q = pp ′ , Condition 115 holds for such an S. Thus, from Theorem 121 for p1 =w and p2 = 2r p ′
and from Remark 119, we have
EQ1 (W
2r p ′)= EQ1 ( sup|b|≤M
(U∂v (L(b)
w ))2r p
′
)<∞. (7.58)
Furthermore, if W 6= 0 then also U 6= 0, so that Condition 151 holds for S =W and p = p ′. Thus,
from theorems 143 and 152 we receive that a.s. b → f̂k (b) converges to f uniformly on V .
Theorem 154. Let conditions 134, 135, and 147 hold. If Condition 151 holds
1. then a.s. (L(bk−1)S)nk (χ˜k ) converges to EQ1 (S) (as k →∞),
2. for S = 1, then a.s. b → (L(bk−1)∂v (L(b)−1))nk (χ˜k ) converges locally uniformly to 0 for
v ∈Nl \ {0} and to 1 for v = 0,
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3. for S = Z 2, then a.s. b → ∂vmsqnk (bk−1,b)(χ˜k ) loc⇒ ∂v msq, v ∈Nl ,
4. for S =C , then b → ∂v ĉnk (bk−1,b)(χ˜k )
loc
⇒ ∂v c, v ∈Nl ,
5. both for S = 1 and S = Z 2, and if nk ∈N2, k ∈N+, then a.s. b → ∂vmsq2nk (bk−1,b)(χ˜k ) l oc⇒
∂v msq and b → ∂v v̂arnk (bk−1,b)(χ˜k )
loc
⇒ ∂v var, v ∈Nl ,
6. for S =C , S = Z 2, and S = 1, and if nk ∈N2, k ∈N+, then a.s. b → ∂v îcnk (bk−1,b)(χ˜k )
l oc
⇒
∂v ic, v ∈Nl .
Proof. The first point follows directly from Theorem 153 for v = 0 and w = 0. Points two
to four follow from Theorem 153 and points one to three of Theorem 123 (note that from
Condition 151 for S =C we have such a condition for S = 1(C 6=∞)C ). The fifth point follows
from point one for S = Z as well as points two, three, and Lemma 144, similarly as in the proof
of the fourth point of Theorem 145. The sixth point follows from points four, five, and Lemma
144.
Let us now discuss single- and multi-stage locally uniform convergence of the cross-entropy
estimators, for which we shall consider the ECM and LETGS settings separately.
Theorem 155. In the ECM setting, let us assume Condition 32 and that we have (6.8). Then, a.s.
(Z L′)n(κ˜n)→α (7.59)
and
(Z L′X )n(κ˜n)→ EQ1 (Z X ). (7.60)
Assuming further Condition 36, we have a.s.
b → ∂v ĉen(b′,b)(κ˜n)
l oc
⇒ ∂v ce, v ∈Nl . (7.61)
Proof. Formulas (7.59) and (7.60) follow from the SLLN. Under Condition 36, from (6.1) and
(6.9) we have for v ∈Nl
∂v ce(b)−∂v ĉen(b′,b)(κ˜n)= ∂vΨ(b)(α−(Z L′)n(κ˜n))−(∂v bT )(EQ1 (Z X )−(Z L′X )n(κ˜n)). (7.62)
Thus, for each compact K ⊂ A, from (7.59) and (7.60),
sup
b∈K
|∂v ce(b)−∂v ĉen(b′,b)(κ˜n)| ≤ sup
b∈K
|∂vΨ(b)|(α− (Z L′)n(κ˜n))
+ sup
b∈K
|∂v bT |(EQ1 (Z X )− (Z L′X )n(κ˜n))→ 0.
(7.63)
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Theorem 156. In the ECM setting, let us assume that A =Rl , conditions 134, 135, and 147 hold,
and for some s > 2 we have Z ∈ Lr s(Q1). Then, a.s.
lim
k→∞
(Z L(bk−1))nk (χ˜k )=α, (7.64)
lim
k→∞
(Z X L(bk−1))nk (χ˜k )= EQ1 (Z X ), (7.65)
and assuming further Condition 36, a.s.
b → ∂v ĉenk (bk−1,b)(χ˜k )
loc
⇒ ∂v ce, v ∈Nl . (7.66)
Proof. From Hölder’s inequality, for each 2< q < s we have EQ1 (|Z Xi |r q )<∞, i = 1, . . . , l . Thus,
(7.64) and (7.65) follow from the counterpart of the first point of Theorem 154 for ECM for
S = Z and S = Z X respectively and (7.66) can be proved similarly as (7.61) in Theorem 155.
Theorem 157. In the LETGS setting, let us assume conditions 32 and 91. Then, a.s.
(ZGL′)n(κ˜n)→ EQ1 (ZG), (7.67)
(Z HL′)n(κ˜n)→ EQ1 (Z H), (7.68)
and
b → ∂v ĉen(b′,b)(κ˜n)
l oc
⇒ ∂v ce, v ∈Nl . (7.69)
Proof. Formulas (7.67) and (7.68) follow from the SLLN. From (6.39) and (6.47), ∂v ce(b) and
∂v ĉen(b′,b)(κ˜n) can be nonzero only for v ∈Nl such that∑li=1 vi ≤ 2. It is easy to check that
for such a v , from (7.67) and (7.68), a.s.
∂v ce(b)−∂v ĉen(b′,b)(κ˜n)= ∂v (bT (EQ1 (ZG)−(ZGL′)n(κ˜n))b+(EQ1 (Z H)−(Z HL′)n(κ˜n))b)
loc
⇒ 0.
(7.70)
Theorem 158. In the LETGS setting, let us assume conditions 68, 69, 134, 135, and 147, and
that for some p > 2 we have Z ∈ Lr p (Q1). Then, a.s.
(ZGL(bk−1))nk (χ˜k )→ EQ1 (ZG), (7.71)
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(Z HL(bk−1))nk (χ˜k )→ EQ1 (Z H), (7.72)
and
b → ∂v ĉenk (bk−1,b)(χ˜k )
l oc
⇒ ∂v ce, v ∈Nl . (7.73)
Proof. From Lemma 92, for each 2 < u < p and i ∈ {1, . . . , l }, we have EQ1 (|Z Hi |r u) <∞ and
EQ1 (|ZGi , j |r u) < ∞. Thus, (7.71) and (7.72) follow from the first point of Theorem 154 for
S = Z Hi and S = ZGi , j respectively, and (7.73) can be proved similarly as (7.69) in Theorem
157.
7.4 Exact minimization of estimators
In this section we define exact single- and multi-stage minimization methods of estimators,
abbreviated as ESSM and EMSM. We also discuss the possibility of their application to the
minimization of the cross-entropy estimators in the ECM and LETGS settings.
Let T ⊂ R+ be unbounded and for some l ∈ N+, let B ∈ B(Rl ) be nonempty. The ESSM
and EMSM methods can be viewed as special cases of the following abstract method for
exact minimization of random functions, which we call EM. In EM we assume the following
condition.
Condition 159. For each t ∈ T we are given a function f̂t :S (B)⊗ (Ω,F )→S (R), a set Gt ∈F ,
and a B-valued random variable dt . Random variable f̂t (b, ·) is denoted shortly as f̂t (b).
Furthermore, it assumed that for each t ∈ T and ω ∈Gt , dt (ω) is the unique minimum point of
b → f̂t (b,ω).
Let us now define ESSM and EMSM. For some nonempty set A ∈B(Rl ), A ⊂B , and p ∈N+, let
us consider functions
êstn :S (A)⊗S (B)⊗S n1 →S (R), n ∈Np . (7.74)
For B = A these can be some estimators as in (4.13). We shall further often need the following
condition.
Condition 160. For each n ∈Np , a set Dn ∈B(A)⊗Fn1 is such that for each (b′,ω) ∈Dn , the
function b ∈B → êstn(b′,b)(ω) has a unique minimum point, denoted as b∗n(b′,ω).
In ESSM and EMSM we assume the following condition.
Condition 161. Condition 160 holds and for each n ∈Np , forF ′n := {Dn ∩D : D ∈B(A)⊗Fn1 },
the function (b′,ω)→ b∗n(b′,ω) is measurable fromS ′n = (Dn ,F ′n) toS (B).
In ESSM we also assume Condition 32 and the following condition.
Condition 162. N∪ {∞}-valued random variables Nt , t ∈ T , are such that a.s. (2.7) and (2.10)
hold.
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Remark 163. In Condition 162 one can take e.g. T = N+ and Nk = k, k ∈ N+. Alternatively,
one can take T =R+ and for some nonnegative random variable U onS1, Nt can be given by
formula (2.5) or (2.6) but for Ci =U (κi ), i ∈N+ (i.e. for Sn =∑ni=1 U (κi ), n ∈N+). In such cases
sufficient conditions for (2.7) and (2.10) to hold a.s. were discussed in Chapter 2. For instance,
such an U can be some theoretical cost variable, fulfilling U˙ = pU˙U for some pU˙ ∈R+ and an
practical cost variable U˙ for generating some replicates (e.g. of Z ) under Q′ and doing some
helper computations needed for the later estimator minimization. Such U and U˙ are defined
analogously as such costs C and C˙ of an MC step in Chapter 2 and shall be called the cost
variables of a step of SSM. In such a case, some Nt as above can be interpreted as the number of
steps of SSM corresponding to an approximate theoretical budget t . Often one can take U =C ,
as is the case in our numerical experiments.
For each t ∈ T , in ESSM we define dt to be a B-valued random variable such that on the event
Gt := {(Nt = k ∈Np )∧ ((b′, κ˜k ) ∈Dk )}, (7.75)
we have
dt = b∗k (b′, κ˜k ). (7.76)
On G ′t =Ω\Gt one can set e.g. dt = b′, t ∈ T .
In EMSM we assume that conditions 134 and 135 hold for nk ∈Np , k ∈N+. Furthermore, for
each k ∈N+, dk is a B-valued random variable such that on the event
Gk := {(bk−1, χ˜k ) ∈Dnk } (7.77)
we have
dk = b∗nk (bk−1, χ˜k ). (7.78)
On G ′k one can set e.g. dk = b0 or dk = bk−1.
Remark 164. ESSM and EMSM are special cases of EM for the respective Gt and dt as above, in
ESSM for f̂t (b,ω)= 1(Nt = k ∈Np )êstk (b′,b)(κ˜k (ω)), while in EMSM for T =N+ and f̂k (b,ω)=
êstnk (bk−1,b)(χ˜k (ω)).
In EMSM the variables bk , k ∈ N, satisfying Condition 134 can be defined in various ways.
An important possibility is when we are given some K0-valued random variable b0, and bk ,
k ∈N+, are as in the below condition.
Condition 165. For each k ∈ N+, if dk ∈ Kk , then bk = dk , and otherwise bk = rk for some
Kk -valued random variable rk .
Note that if Kk ⊂ Kk+1, k ∈ N, then for each k ∈ N+, in the above condition we can take e.g.
rk = b0 or rk = bk−1.
Consider some function f : A → R and let b∗ ∈ A be its unique minimum point. We will be
interested in verifying when some of the below conditions hold for EM methods, like ESSM
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and EMSM under the identifications as in Remark 164, or for some other methods defined
further on.
Condition 166. Almost surely for a sufficiently large t ∈ T , Gt holds.
Condition 167. It holds a.s. limt→∞dt = b∗.
Condition 168. It holds a.s. limt→∞ f̂t (dt )= f (b∗).
Consider the following condition.
Condition 169. A is open and Ki ∈B(A), i ∈N, are such that for each compact set D ⊂ A, for a
sufficiently large i , D ⊂Ki .
Note that if conditions 146 and 148 hold, then Condition 169 holds.
Remark 170. For EMSM let us assume conditions 165 and 169 (for the same sets Ki ). Then, if for
some compact set D ⊂ A a.s. dk ∈D for a sufficiently large k (which happens e.g. if a.s. dk → b∗
and D is some compact neighbourhood of b∗), then a.s. for a sufficiently large k, dk = bk . In
particular, if additionally Condition 167 or 168 holds for EMSM then such a condition holds
also for dk replaced by bk .
Let us now describe how ESSM and EMSM can be used for êstn = ĉen in the ECM and LETGS
settings. Let us first consider ECM as in sections 5.1 and 6.1, assuming conditions 35 and
36, as well as that we have (6.8), α> 0, and (6.10). Then, from the discussion in Section 6.1,
Condition 160 holds for
Dn = {(b′,ω) ∈ A×Ωn1 : (Z L′)n(ω)> 0∧
(Z L′X )n
(Z L′)n
(ω) ∈µ[A]}, (7.79)
and from formula (6.7), Condition 161 holds. In ESSM, from (7.59) and (7.60) in Theorem 155
as well as from α> 0, a.s. for a sufficiently large n we have (Z L′)n(κ˜n)> 0 and a.s.
(Z L′X )n
(Z L′)n
(κ˜n)→
EQ1 (Z X )
α
. (7.80)
Thus, using further (6.10), the fact that µ[A] is open, and Condition 162, a.s. for a sufficiently
large t , Gt as in (7.75) holds (i.e. Condition 166 holds for ESSM), in which case
dt =µ−1
(
(Z L′X )k
(Z L′)k
(κ˜k )
)
. (7.81)
From Condition 162, (6.11), (7.80), (7.81), and the continuity of µ−1, Condition 167 holds. For
EMSM let us additionally make the assumptions as in Theorem 156. Then, from (7.64) and
(7.65) in that theorem, by similar arguments as above for ESSM, conditions 166 and 167 hold
for EMSM.
Consider now the LETGS setting and, using the notations as in Section 6.5, let us assume that
Condition 91 holds and A˜ is positive definite. From the discussion in that section, Condition
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160 holds for Dn = {(b′,ω) ∈ A×Ωn1 : An(b′)(ω) is positive definite}, which, for Z ≥ 0, fulfills
Dn = A× {ω ∈Ωn1 : rn(ω)}. From formula (6.41), Condition 161 holds. In ESSM, from the SLLN
a.s. An(b′)(κ˜n)→ A˜ and Bn(b′)(κ˜n)→ B˜ . Thus, from Lemma 81 and Condition 162, a.s. for a
sufficiently large t , Nt = n ∈N+ and An(b′)(κ˜n) is positive definite (i.e. Condition 166 holds),
in which case dt = (An(b′)(κ˜n))−1Bn(b′)(κ˜n). Thus, from (6.48), Condition 167 holds. For
EMSM, let us make the additional assumptions as in Theorem 158, so that from (7.71), a.s.
Ank (bk−1)(χ˜k )→ A˜, and from (7.72), a.s. Bnk (bk−1)(χ˜k )→ B˜ . Then, analogously as for ESSM
above, conditions 166 and 167 hold for EMSM.
7.5 Helper theorems for proving the convergence properties of min-
imization methods with gradient-based stopping criteria
Condition 171. For a random variable Y with values in a measurable spaceS and a nonempty
set A ∈B(Rl ), a function r : S (A)⊗S → S (R) is such that Condition 94 holds for h(b, ·) =
r (b,Y (·)), b ∈ A.
For a ∈Rl and ² ∈R+, we define a sphere Sl (a,²)= {x ∈Rl : |x−a| = ²}, a ball Bl (a,²)= {x ∈Rl :
|x−a| < ²}, and a closed ball B l (a,²)= Bl (a,²)= {x ∈ Rl : |x−a| ≤ ²}. The proof of the below
lemma uses a similar reasoning as in the proof of consistency of M-estimators in Theorem
5.14 in [55].
Lemma 172. Let Condition 171 hold, Y1,Y2, . . . be i.i.d. ∼ Y , b ∈ A → f̂n(b) := 1n
∑n
i=1 r (b,Yi ),
n ∈ N+, K ⊂ A be a nonempty compact set, and m be the minimum of f on K (which exists
due to lemmas 93 and 95). Then, for each a ∈ (−∞,m), a.s. for a sufficiently large n, f̂n(b)> a,
b ∈K .
Proof. Let Ui = Bl (0, i−1), i ∈ N+. From the a.s. lower semicontinuity of b → r (b,Y ), for
each v ∈ K , for gl ,v (x) = infb∈{v+Ul }∩A r (b, x), we have a.s. gl ,v (Y ) ↑ r (v,Y ) as l →∞. Thus,
from the monotone convergence theorem, E(gl ,v (Y )) ↑ f (v) as l →∞, v ∈ K . In particular,
E(gl ,v (Y )) > a for l ≥ lv for some lv ∈N+, v ∈ K . The family {Dv := v +Ulv : v ∈ K } is a cover
of K . From the compactness of K , let {Dv1 , . . . ,Dvm } be its finite subcover. Then, from the
generalized SLLN in Theorem 1 (which can be used thanks to (6.49)),
inf
b∈K
f̂n(b)≥ min
k∈{1,...,m}
1
n
n∑
i=1
glvk ,vk (Yi )
a.s.→ min
k∈{1,...,m}
E(glvk ,vk (Y ))> a. (7.82)
Lemma 173. Let Condition 171 hold for r equal to some nonnegative r1 and r2, for the same
Y and A. Let g (b) = E(r1(b,Y )) and E(r2(b,Y )) = 1, b ∈ A, let Y1,Y2, . . . be i.i.d. ∼ Y , and
let b ∈ A → f̂i ,n(b) := 1n
∑n
j=1 ri (b,Y j ), i = 1,2, and b ∈ A → ĝn(b) := f̂1,n(b) f̂2,n(b), n ∈N+. Let
K ⊂ A be a nonempty compact set and m be the minimum of g on K . Then, for each a ∈ (−∞,m),
a.s. for a sufficiently large n,
ĝn(b)> a, b ∈K . (7.83)
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Proof. It holds ĝn(b)≥ 0, n ∈N+, b ∈ A, so that it is sufficient to consider the case when m > 0
and 0< a <m. Let a < d <m. Then, from Lemma 172, a.s. for a sufficiently large n, f̂1,n(b)> d
and f̂2,n(b)> ad , b ∈K , in which case (7.83) holds.
Condition 174. We have b∗ ∈Rl and A ∈B(Rl ) is a neighbourhood of b∗. A function f : A→R,
f >−∞, is lower semicontinuous and b∗ is its unique minimum point (in particular, f (b∗)<
∞).
Condition 175. Condition 174 holds and B ⊂ Rl is such that A ⊂ B. Functions fn : B → R,
n ∈N+, fulfill
lim
n→∞ fn(b
∗)= f (b∗). (7.84)
Furthermore, for each compact set K ⊂ A, for m equal to the minimum of f on K , for each
a <m, for a sufficiently large n, fn(x)> a, x ∈K .
Remark 176. Let Condition 174 hold, B ⊂ Rl , A ⊂ B, and fn : B → R, n ∈ N+ be such that
fn|A
loc
⇒ f . Then, Condition 175 holds.
Remark 177. Let us assume Condition 175, let ² ∈ R+ be such that B l (b∗,²) ⊂ A and let c be
the minimum of f on Sl (b
∗,²). From the uniqueness of the minimum point b∗ of f , we have
c > f (b∗). Let δ ∈R+ be such that c > f (b∗)+δ. Then, for a sufficiently large n
fn(b)≥ f (b∗)+δ, b ∈ Sl (b∗,²) (7.85)
and
fn(b
∗)≤ f (b∗)+ δ
2
. (7.86)
Theorem 178. Let us assume that Condition 175 holds for a convex B and for fn , n ∈N+, which
are convex and continuous. Then, for a sufficiently large n, fn possesses a minimum point
an ∈B. Furthermore,
lim
n→∞an = b
∗ (7.87)
and
lim
n→∞ fn(an)= f (b
∗). (7.88)
If further B is open, fn , n ∈N+, are differentiable on B, and a sequence bn ∈B, n ∈N+, is such
that limn→∞ |∇ fn(bn)| = 0, then
lim
n→∞bn = b
∗ (7.89)
and
lim
n→∞ fn(bn)= f (b
∗). (7.90)
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Proof. Let us consider ²,δ ∈R+ as in Remark 177. From this remark, let N ∈N+ be such that
for n >N we have (7.85) and (7.86). Then, for n >N , for each b ∈B such that |b−b∗| ≥ ², from
the convexity of fn
fn(b)− fn(b∗)≥ |b−b
∗|
²
( fn(b
∗+² b−b
∗
|b−b∗| )− fn(b
∗))
≥ |b−b
∗|δ
2²
> 0.
(7.91)
For n >N , from (7.91) and the continuity of fn , fn has a minimum point an fulfilling
|an −b∗| < ². (7.92)
This proves (7.87). For n >N , from (7.86) and fn(an)≤ fn(b∗) we have
fn(an)≤ f (b∗)+ δ
2
. (7.93)
From Condition 175, for some N1 >N , for n >N1,
fn(b)≥ f (b∗)− δ
2
, b ∈B l (b∗,²). (7.94)
Thus, for n >N1, from (7.92), (7.94), and (7.93), we receive that | fn(an)− f (b∗)| ≤ δ2 . Since we
could have selected δ arbitrarily small, we receive (7.88).
Let B be open and fn be differentiable. Then, for b ∈ B such that b 6= b∗, for v = b−b∗|b−b∗| , from
the convexity of fn
|∇ fn(b)| ≥ ∇v fn(b)≥ fn(b)− fn(b
∗)
|b−b∗| . (7.95)
Thus, for each b ∈B for which |b−b∗| ≥ ², for n >N , from (7.95) and (7.91)
|∇ fn(b)| ≥ δ
2²
. (7.96)
Let N2 >N be such that for n >N2
|∇ fn(bn)| < δ
2²
. (7.97)
Then, from (7.96), for n >N2
|bn −b∗| < ², (7.98)
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which proves (7.89). For n >N1∨N2 we have
δ
2
= δ
2²
²> |∇ fn(bn)||bn −b∗| ≥ fn(bn)− fn(b∗)
≥ fn(bn)− f (b∗)− δ
2
≥−δ,
(7.99)
where in the first inequality we used (7.97) and (7.98), in the second (7.95), in the third (7.86),
and in the last one (7.94). Thus, in such a case
δ≥ fn(bn)− f (b∗)≥−δ
2
, (7.100)
which proves (7.90).
Lemma 179. Let A ⊂Rl be open. If a twice continuously differentiable function f : A→R has a
positive definite Hessian on A, then for each convex U ⊂ A such that for some compact K ⊂ A,
U ⊂K , f is strongly convex on U . If further limx↑A f (x)=∞, then for each x0 ∈ A as such a U
one can take the sublevel set S = {x ∈ A : f (x)≤ f (x0)}.
Proof. From Lemma 80, b ∈ A → ml (∇2 f (b)) is continuous and thus f is strongly convex
on U with a constant infx∈K ml (∇2 f (x)) > 0. From the convexity of f , S as above is convex.
Furthermore, if limx↑A f (x)=∞, then for a sufficiently large M , for a compact set K as in (6.51)
we have S ⊂K .
7.6 Minimization of estimators with gradient-based stopping crite-
ria
In this section we define single- and multi-stage minimization methods of estimators with
gradient-based stopping criteria, abbreviated as GSSM and GMSM respectively. We also
discuss the possibility of their application to the minimization of the well-known mean square
estimators in the LETGS setting and both the well-known and the new mean square estimators
in the ECM setting.
Consider some sets T and B as in Section 7.4 and let additionally such a B be open. GSSM
and GMSM are special cases of the following minimization method of random functions
with gradient-based stopping criteria, abbreviated as GM. In GM we assume Condition 159.
Furthermore, we assume that b → f̂t (b,ω) is differentiable, t ∈ T ,ω ∈Ω1, and that we are given
[0,∞]-valued random variables ²t , t ∈ T , such that a.s.
lim
t→∞²t = 0 (7.101)
and
|∇b f̂t (dt (ω),ω)| ≤ ²t (ω), ω ∈Gt , t ∈ T. (7.102)
We shall further need the following conditions and lemmas.
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Condition 180. Condition 160 holds, for each n ∈Np and (b′,ω) ∈Dn , b ∈B → êstn(b′,b)(ω) is
differentiable, and b∗n(b′,ω) is equal to the unique point c ∈B such that ∇b êstn(b′,c)(ω)= 0.
Lemma 181. Condition 180 implies Condition 161.
Proof. A function (b, (b′,ω)) ∈ B ×Dn → g (b, (b′,ω)) := ∇b êstn(b′,b)(ω) is measurable from
S (B)⊗ (Dn ,F ′n) to S (Rl ) and for each D ∈B(B), (b∗n)−1(D) = {(b′,ω) ∈ Dn : there exists c ∈
D, such that g (c, (b′,ω))= 0} is a projection of g−1(0)∩ (D×Dn) ∈B(B)⊗F ′n onto the second
coordinate. Thus, (b∗n)−1(D) ∈F ′n , D ∈B(B).
Condition 182. The set B is convex. Furthermore, for each n ∈Np , a set D˜n ∈Fn1 is such that
for each b′ ∈ A and ω ∈ D˜n , b ∈ B → g (b) := êstn(b′,b)(ω) is smooth with a positive definite
Hessian on B, and limb↑B g (b)=∞.
Lemma 183. Condition 182 implies Condition 180 for b∗n(b′,ω) as in Condition 160 and Dn =
A× D˜n , n ∈Np .
Proof. It follows from lemmas 39 and 98.
Except for some differences mentioned below, we define GSSM and GMSM in the same way as
ESSM and EMSM in the previous section. The first difference is that in GSSM and GMSM we
additionally assume that Condition 180 holds for B as above and we consider [0,∞]-valued
random variables ²t , t ∈ T , such that a.s. (7.101) holds. Furthermore, in GSSM, for t ∈ T , on Gt
as in (7.75), instead of (7.76) we require that |∇b êstk (b′,dt )(κ˜k (ω))| ≤ ²t , while in GMSM, for
k ∈N+, on Gk as in (7.77), instead of (7.78) we require that |∇b êstnk (bk−1,dk )(χ˜k )| ≤ ²k .
Note that GSSM and GMSM are special cases of GM under the identifications as in Remark
164. Such identifications shall be frequently considered below. From Lemma 181, for ²t = 0,
t ∈ T , GSSM and GMSM become special cases of ESSM and EMSM respectively.
Remark 184. Let us discuss how one can construct the variables dt , t ∈ T , in GSSM and GMSM,
assuming that the other variables as above are given. Let t ∈ T . From Assumption 180, on an
arbitrary event At contained in the appropriate Gt as above, like At =Gt or At =Gt ∩ {²t = 0},
we can take in GSSM dt = b∗k (b′, κ˜k ) and in GMSM dt = b∗nt (bt−1, χ˜t ). Note that from Lemma
181, in both these cases dt is measurable on At . Unfortunately, in the examples discussed below
such dt (ω), ω ∈ At , typically cannot be found in practice. Let now ω ∈Ω be such that ²t (ω)> 0.
Then, under some additional assumptions on b → g (b) := f̂t (b,ω), dt (ω) in GSSM or GMSM
can be a result of some globally convergent iterative minimization method (i.e. one in which
the gradients in the subsequent points converge to zero), minimizing g , started at x0 equal to b′
in GSSM or bt−1(ω) in GMSM, and stopped in the first point dt (ω) in which (7.102) holds. As
such an iterative method one can potentially use the damped Newton method, for the global
and quadratic convergence of which it is sufficient if g is strongly convex on the sublevel set
S := {x ∈B : g (x)≤ g (x0)}, g is twice continuously differentiable on some open neighbourhood of
such an S, and the second derivative of g is Lipschitz on S (see Section 9.5.3 in [9]). From Lemma
179, such assumptions hold in the above discussed GSSM and GMSM methods if Condition 182
holds, we consider the corresponding Dn , n ∈Np , as in Lemma 183, and we have ω ∈Gt . See
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[9] and [41] for some other examples of globally convergent minimization methods requiring
typically weaker assumptions. In Remark 188 below we discuss a situation when one can
perform some minimization method of a g as above for each ω ∈Ω such that ²(ω)> 0. For most
iterative minimization methods, including the damped Newton method, if the same method
is used for each ω in some event Bt contained in {²t > 0}, then the fact that the resulting dt is
measurable on Bt follows from the definition of the method. On G ′t one can define dt in similar
ways as for ESSM or EMSM in the previous section.
Condition 185. The above set B is an open convex neighbourhood of some b∗ ∈Rl , and ² ∈R+
is such that B l (b
∗,²) ∈B. Furthermore, for some êstn as in (7.74) for some n ∈Np , b′ ∈ A, and
ω ∈Ωn1 are such that
inf
b∈Sl (b∗,²)
êstn(b
′,b)(ω)> êstn(b′,b∗)(ω). (7.103)
The following remark will be useful for proving the convergence properties of the GM methods
in the below examples.
Remark 186. Consider the LETGS setting. Then, from Theorem 112, if Condition 185 holds for
êstn =msqn , then for a = b∗ and each b ∈Rl \ {0} we cannot have (6.76) for
t = ²|b| , (7.104)
and thus rn(ω) holds. Let us now consider the ECM setting. Then, if Condition 185 holds for
êstn = gvar,n (see (6.60)) then for a = b∗ and each b ∈Rl \ {0} we cannot have (6.66) for t as in
(7.104). Thus, from Theorem 110, in such a case system (6.65) has only the zero solution.
For the GSSM and GMSM methods in the below examples we shall discuss when Condition
182 holds in them and we consider Condition 180 holding in them as a result of Lemma 183.
For GMSM in all the below examples we assume that conditions 146 and 147 hold (where in
the ECM setting we mean the counterparts of these conditions).
Let us first discuss GSSM and GMSM for êstn =msqn , n ∈ N+, in the LETGS setting. From
Theorem 112, we can and shall take in Condition 182, D˜n = {ω ∈Ωn1 : rn(ω)}, n ∈N+. Let us
assume conditions 52 and 76 and that for some b ∈ A, msq(b)<∞, so that from Theorem 114,
we can and shall take in Condition 174, f =msq. In GSSM, from Condition 162 and Theorem
82, Condition 166 holds. From the SLLN and Lemma 172 for
r (b, x)= (Z 2L′L(b))(x), b ∈ A, x ∈Ω1, (7.105)
and Yi = κi , i ∈N+, forP a.e. ω ∈Ω, Condition 175 holds for B = A and fn(b)=msqn(b′,b)(κ˜n(ω)).
Thus, from Theorem 178, (7.102), and (7.101), conditions 167 and 168 hold. For GMSM let us
assume that Condition 151 holds for S = Z 2. Then, from the third point of Theorem 154 and
remarks 176, 177, and 186, a.s. for a sufficiently large k, rnk (χ˜k ) holds, i.e. Condition 166 holds.
Thus, from (7.101), (7.102), and Theorem 178, conditions 167 and 168 hold too.
Let us now consider the ECM setting, assuming the following condition.
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Condition 187. Conditions 35 and 36 hold and f =msq satisfies Condition 174.
From Lemma 98, f =msq satisfies Condition 174 for instance when f =msq satisfies Condi-
tion 97, which due to Lemma 106 holds e.g. if for some b ∈ A, msq(b)<∞, and
Q1(pmsq)> 0. (7.106)
Let us first consider the case of êstn =msqn , n ∈N+, for which let us assume (7.106). From re-
marks 103 and 107, we can and shall take in Condition 182, D˜n = {ω ∈Ωn1 : pmsq(ωi ) holds for some i ∈
{1, . . . ,n}}, n ∈N+. In GSSM, from the SLLN, a.s. limn→∞ (pmsq)n(κ˜n)=Q1(pmsq), so that from
(7.106) and the SLLN we have a.s. κ˜k ∈ D˜k for a sufficiently large k. Thus, from Condition 162,
Condition 166 holds. Using further Lemma 172 for r as in (7.105) and Theorem 178, conditions
167 and 168 hold too. In GMSM, let A =Rl . Since the counterpart of Condition 151 for ECM is
fulfilled for S = 1(pmsq), from the first point of Theorem 154, a.s. (L(bk−1)S)nk (χ˜k )→Q1(pmsq).
Thus, from (7.106), Condition 166 holds. Let us assume Condition 151 for S = Z 2. Then, from
the third point of Theorem 154 and Theorem 178, conditions 167 and 168 hold.
Let us now consider for each n ∈N2
êstn(b
′,b)=msq2n(b′,b) := 1n2 gvar,n(b′,b)+ 1n ((Z L′)2)n , b′ ∈ A, b ∈B =Rl (7.107)
(see (6.60)). Then, from (6.61), (6.54), and (6.53)
msq2n(b′,b)=msq2n(b′,b), b′,b ∈ A. (7.108)
Note that 1n ((Z L
′)2)n does not depend on b. Thus, from Theorem 110, we can and shall take
in Condition 182, D˜n = {ω ∈ Ωn1 : system (6.65) has only the zero solution}. In GSSM, from
the SLLN and Lemma 173 for r1(b, y) = (Z 2L′L(b))(y), r2(b, y) = L′L(b) (y), b ∈ Rl , y ∈Ω1, and
Yi = κi , i ∈N+, forP a.e. ω ∈Ω, Condition 175 holds for B = A and fn(b)=msq2n(b′,b)(κ˜n(ω)),
b ∈ A, and thus from (7.108) it holds also for B = Rl and fn(b) =msq2n(b′,b)(κ˜n(ω)), b ∈ B .
Therefore, from remarks 177 and 186 and Condition 162, Condition 166 holds. Using further
Theorem 178, conditions 167 and 168 hold as well. In GMSM, let A = Rl and let us assume
that the counterpart of Condition 151 for ECM holds for S = Z 2 (note that for S = 1 it holds
automatically). Then, from the fifth point of Theorem 154 and from remarks 177 and 186,
Condition 166 holds. Using further Theorem 178, conditions 167 and 168 hold as well.
Remark 188. Checking if Gt holds in possible practical realizations of GSSM or GMSM methods,
as it can be done when using the damped Newton method as discussed in Remark 184, may
be inconvenient. For instance, for êstn =msqn in the LETGS setting or êstn as in (7.107) in the
ECM setting as above, this typically cannot be done precisely due to numerical errors, and one
has to make a rather arbitrary decision when such a condition holds approximately. From
the below discussion, in the latter case one can avoid checking if Gt holds and perform some
minimization method of a g as in Remark 184 for each ω ∈Ω such that ²(ω) > 0. From the
Zoutendjik theorem (see Theorem 3.2 in [41]), for a number of line search minimization methods
of a function g : B →R started at x0 ∈B to be globally convergent it is sufficient if g is bounded
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from below and continuously differentiable on some open neighbourhoodN ⊂B of the sublevel
set {x ∈B : g (x)≤ g (x0)}, and if ∇g is Lipschitz onN . In particular, it is sufficient if, in addition
to the boundedness from below, g is twice differentiable and ||∇2g ||∞ is bounded on such an
N . One of the methods for which this holds is gradient descent with step lengths satisfying the
Wolfe conditions; see [41]. Note that from (6.60), (6.63), and ||v vT ||∞ = |v |2, v ∈Rl , for ω ∈Ωn1
and K =maxi , j∈{1,...,n} |v j ,i (ω)|2, we have for each b′ ∈ A and b ∈Rl
||∇2b gvar,n(b′,b)(ω)||∞ ≤
n∑
i=1
(Z 2L′)(ωi )
∑
j∈{1,...,n}, j 6=i
L′(ω j )||v j ,i (ω)v j ,i (ω)T ||∞ exp(bT v j ,i (ω))
≤K gvar,n(b′,b)(ω).
(7.109)
Thus, for êstn as in (7.107) it also holds ||∇2b êstn(b′,b)(ω)||∞ ≤ K êstn(b′,b)(ω). From this it
follows that for g as in Remark 184 corresponding to the GSSM or GMSM methods for êstn as
above, for each x0 ∈Rl and δ ∈R+, the assumptions of the Zoutendjik theorem as above hold for
N = {x ∈Rl : g (x)< g (x0)+δ}.
7.7 Helper theorems for proving the convergence properties of multi-
phase minimization methods
Theorem 189. Let U ⊂ Rl be an open ball with a center b∗ and f : U → R be strongly convex
with a constant s ∈R+. Let fn : U →R, n ∈N+, be twice differentiable and such that∇2 fn⇒∇2 f .
Then, for each 0<m < s, for a sufficiently large n, fn is strongly convex with a constant m. Let
further b∗ as above be the minimum point of f and ∇ fn⇒∇ f . Then, for a sufficiently large n,
fn possesses a unique minimum point an , which is equal to the unique point x ∈U for which
∇ fn(x)= 0, and each b ∈U is a 12m |∇ fn(b)|2-minimizer of fn . Furthermore, limn→∞ an = b∗.
Proof. Let 0 < m < s. From Lemma 80, for the sufficiently large n for which ||∇2 fn(x)−
∇2 f (x)||∞ < s−m, x ∈U , we have ml (∇2 fn(x))>m, x ∈U , so that fn is strongly convex with a
constant m. Under the additional assumptions as above, let hn = fn + f (b∗)− fn(b∗), n ∈N+.
Then, hn(b∗)= f (b∗) and ∇hn =∇ fn⇒∇ f , so that hn⇒ f . Furthermore, since ∇2hn =∇2 fn ,
n ∈N+, hn is strongly convex for a sufficiently large n. Thus, from Remark 176 and Theorem
178, for a sufficiently large n, hn and thus also fn possesses a unique minimum point an and
limn→∞ an = b∗. The rest of the thesis follows from the discussion in Section 6.9.
Condition 190. A function f : Rl → R is continuous, functions fn : Rl → R, n ∈ N+, are such
that fn
l oc
⇒ f , and for a sequence dn ∈Rl , n ∈N+, we have
lim
n→∞dn = d
∗ ∈Rl . (7.110)
We have the following easy-to-prove lemma.
Lemma 191. If Condition 190 holds, then limn→∞ fn(dn)= f (d∗).
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Theorem 192. Assuming condition 190, let for a bounded sequence sn ∈ Rl , n ∈ N+, it hold
fn(sn)≤ fn(dn), n ∈N+. Then,
limsup
n→∞
f (sn)≤ f (d∗). (7.111)
Let further d∗ ∈Rl be the unique minimum point of f . Then,
lim
n→∞ f (sn)= f (d
∗). (7.112)
If further f is convex, then
lim
n→∞ sn = d
∗. (7.113)
Proof. Let ²> 0. From the boundedness of the set D = {sn : n ∈N} and fn
loc
⇒ f , let N1 ∈N+ be
such that for n ≥N1, | fn(x)− f (x)| < ²2 , x ∈D. From Lemma 191, let N2 ≥N1 be such that for
n ≥N2, | fn(dn)− f (d∗)| < ²2 . Then, for each n ≥N2,
f (sn)< fn(sn)+ ²
2
≤ fn(dn)+ ²
2
< f (d∗)+², (7.114)
which proves (7.111). Let d∗ be the unique minimum point of f . Then, (7.112) follows from
f (sn)≥ f (d∗), n ∈N+, and (7.111). Let now f be convex and δ ∈R+. Then, from the continuity
of f , there exists x0 ∈ Sl (d∗,δ) such that f (x0)= infx∈Sl (d∗,δ) f (x). From the uniqueness of d∗,
m := f (x0)− f (d∗)> 0. From the convexity of f , for x ∈Rl such that |x−d∗| ≥ δ we have
f (x)− f (d∗)≥ |x−d
∗|
δ
( f (d∗+δ x−d
∗
|x−d∗| )− f (d
∗))≥m. (7.115)
Thus, when (7.114) holds for ²≤m, then we must have |sn −d∗| < δ, which proves (7.113).
7.8 Two-phase minimization of estimators with gradient-based stop-
ping criteria and constraints or function modifications
In this section we describe minimization methods of estimators in which two-phase mini-
mization can be used. In their first phase one can use some GM method as in Section 7.6
and in the second phase e.g. constrained minimization of the estimator considered or uncon-
strained minimization of such a modified estimator, using gradient-based stopping criteria.
The single- and multi-stage versions of these methods shall be abbreviated as CGSSM and
CGMSM respectively. We also discuss applications of these methods to the minimization of
the new mean square estimators in the LETGS setting and the inefficiency constant estimators
in the ECM setting for C = 1.
Let us further in this section assume that A =Rl and that the following condition holds.
Condition 193. For some ² ∈ R+, functions g1, g2 : Rl →B(Rl ) are such that for each x ∈ Rl ,
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g1(x) is open,
Bl (x,²)⊂ g1(x), (7.116)
g1(x)⊂ g2(x), (7.117)
and for each bounded set B ⊂Rl , the set⋃x∈B g2(x) is bounded.
CGSSM and CGMSM will be defined as special cases of the following CGM method. In CGM we
assume that for some unbounded T ⊂R+, for each t ∈ T we are given a [0,∞]-valued random
variable ²˜t , an A-valued random variable dt , a function d˜t :Ω→ A, and a random function
f˜t :S (A)⊗ (Ω,F )→S (R), such that b → f˜t (b,ω) is differentiable, ω ∈Ω, we have
d˜t ∈ g2(dt ), (7.118)
f˜t (d˜t )≤ f˜t (dt ), (7.119)
and if d˜t ∈ g1(dt ), then
|∇b f˜t (d˜t )| ≤ ²˜t . (7.120)
Furthermore, we assume that Condition 167 holds for the above variables dt , t ∈ T , and some
b∗ ∈ A.
Remark 194. Functions d˜t as above always exist, assuming that the other variables as above
are given. Indeed, without loss of generality let ²˜t = 0. Then, if d˜t fulfilling (7.118), (7.119), and
d˜t ∉ g1(dt ) does not exist, then d˜t can be chosen to be a minimum point of b ∈ g1(dt )→ f˜t (b),
which exists due to g1(dt ) being compact (see Condition 193) and f˜t (b)> f˜t (dt ), b ∈ ∂g1(dt )⊂
g2(dt ) \ g1(dt ).
Consider some functions e˜stk , k ∈Np , as in (7.74) such that b → e˜stk (b′,b)(ω) is differentiable,
b′ ∈Rl , ω ∈Ωk1 , k ∈Np .
Definition 195. CGSSM is defined as CGM in which conditions 162 and 32 hold and f˜t (b)=
1(Nt = k ∈Np )e˜stk (b′,b)(κ˜k ), t ∈ T . CGMSM is defined as CGM in which T =N+, Condition 134
holds, Condition 135 holds for nk ∈Np , k ∈N+, and we have f˜k (b)= e˜stnk (bk−1,b)(χ˜k ), k ∈N+.
The following condition is needed e.g. if we want to investigate the asymptotic properties of
d˜t , t ∈ T .
Condition 196. The functions d˜t , t ∈ T , are random variables (i.e. they are measurable func-
tions from (Ω,F ) toS (A)).
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Remark 197. Whenever dealing with some set D ∈Ω for which it is not clear if D ∈F , when
trying to prove that P(D)= 1 and in particular D ∈F , we shall implicitly assume that we are
working on a complete probability space, so that to achieve the goal it is sufficient to prove
that P(E) = 1 for some E ∈F such that E ⊂ D. Such a D will further typically appear when
considering functions g t :Ω→ Rl , like d˜t as above, without assuming that they are random
variables. For instance, for some b∗ ∈Rl , we will consider D = {ω ∈Ω : limt→∞ g t (ω)→ b∗} or
D = {ω ∈Ω : g t (ω)= b∗ for a sufficiently large t }.
Condition 198. It holds ²˜t (ω) > 0, t ∈ T , ω ∈ Ω, and we are given a function R : S (A) →
S ((²,∞)) such that sup|x|≤M R(x)<∞, M ∈R+.
As the function R in the above condition one can take e.g. R(x)= a|x|+b for some a ∈ (0,∞)
and b ∈ (²,∞).
Remark 199. Let us assume Condition 198. Then, using e.g. boxes g1(x)= {y ∈Rl : |xi − yi | <
R(x), i = 1, . . . , l }, or balls g1(x) = Bl (x,R(x)), and g2(x) = g 1(x), x ∈ A, for each t ∈ T , under
some additional regularity assumptions on b → f˜t (ω,b),ω ∈Ω (which in the case of CGSSM and
CGMSM reduce to appropriate such assumptions on e˜stk , k ∈Np ), d˜t as above can be a result
of some constrained minimization method of the respective f˜t (b), started at dt , constrained
to g2(dt ), and stopped in the first point d˜t in which the respective requirements for CGM as
above are fulfilled. See e.g. [41, 12, 13] for some examples of such constrained minimization
algorithms (also called minimization methods with bounds when box constraints are used).
In such a case (and assuming that the same minimization algorithm is used for each ω ∈Ω)
Condition 196 typically holds and can be proved using the definition of the algorithm used.
Consider the following condition.
Condition 200. It holds δ ∈R+ and h : A→ [0,∞) is a twice continuously differentiable function
such that h(x)= 0 for x ∈B l (0,1) and h(x)> 1 for |x| > 1+δ.
An example of an easy to compute function fulfilling Condition 200 is h(x)= 0 for |x| ≤ 1 and
h(x)= (|x|2−1)3
δ3
for |x| > 1.
Remark 201. Let us assume conditions 198 and 200, and let f˜t be nonnegative, t ∈ T . Let g1(x)=
Bl (x,R(x)) and g2(x)=B l (x,R(x)(1+δ)), x ∈ A. Then, under some additional assumptions on
b → f˜t (b,ω), ω ∈Ω, rather than using constrained minimization as in Remark 199, to obtain
d˜t in CGM one can use some globally convergent unconstrained minimization method the
following modification of f˜t
b → ht (b)= f˜t (b)+ f˜t (dt )h( |b−dt |
R(dt )
). (7.121)
Such a method could start at dt and stop in the first point d˜t in which
ht (d˜t )≤ ht (dt ) (7.122)
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and if d˜t ∈ g1(dt ), then
|∇bht (d˜t )| ≤ ²˜t . (7.123)
Sufficient assumptions for the global convergence of a class of such minimization methods are
given by the Zoutendjik theorem, as discussed in Remark 188. Such assumptions are fulfilled in
the above case if we have twice continuous differentiability of b → f˜t (b,ω), ω ∈Ω, and h, which
is why we assumed the latter in Condition 200.
Let us check that the assumptions of CGM are satisfied for such constructed d˜t . If f˜t (dt ) = 0,
then from f˜t being nonnegative, it holds ∇b f˜t (dt )= 0, and thus d˜t = dt and we have (7.118). If
f˜ (dt )> 0, then from (7.121) and Condition 200, ht (b)> ht (dt ) for |b−dt | > (1+δ)R(dt ), and
thus from (7.122) we also have (7.118). From (7.121) we have ht (dt )= f˜t (dt ) and f˜t (d˜t )≤ ht (d˜t ),
so that from (7.122) we have (7.119). Finally, if d˜t ∈ g1(dt ), then from (7.123) and ∇bht (x)=
∇b f˜t (x), x ∈ g1(dt ), we have (7.120). Similarly as in Remark 199, Condition 196 typically holds
for such constructed d˜t .
Consider the following condition, which will be useful for proving the asymptotic properties
of minimization results of CGSSM, CGMSM, and some further methods.
Condition 202. Almost surely for a sufficiently large t , (7.120) holds.
The following theorem will be useful for proving the convergence properties of CGM methods.
Theorem 203. Let us assume that Condition 190 holds for A =Rl and f which is convex and
has a unique minimum point d∗. Let d˜n ∈ g2(dn) be such that fn(d˜n)≤ fn(dn), n ∈N+. Then,
lim
n→∞ d˜n = d
∗ (7.124)
and
lim
n→∞ fn(d˜n)= f (d
∗). (7.125)
Let further f be twice continuously differentiable with a positive definite Hessian on A and
let fn , n ∈ N+, be twice differentiable and whose i th derivatives for i = 1,2, converge locally
uniformly to such derivatives of f . Let ²n ≥ 0, n ∈N+, be such that limn→∞ ²n = 0. Let for n ∈N+
it hold that if d˜n ∈ g1(dn) then
|∇ fn(d˜n)| ≤ ²n . (7.126)
Then, for a sufficiently large n, (7.126) holds. Let further D be a bounded neighbourhood of d∗.
Then, for a sufficiently large n, fn|D has a unique minimum point equal to a unique d˜n ∈D
such that ∇ fn(d˜n)= 0.
Proof. From (7.110) and Condition 193, the set
⋃
n∈N+ g2(dn) is bounded and so is the sequence
(d˜n)n∈N+ . Thus, (7.124) and (7.125) follow from Theorem 192. From (7.110) and (7.116), for
a sufficiently large n, dn ∈ B l (d∗, ²2 ) ⊂ g1(dn), and thus (7.126) holds. The rest of the thesis
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follows from Theorem 189, in which from Lemma 179 as U one can take any open ball with
the center d∗, such that D ⊂U , and as f and fn in that theorem use restrictions to U of the
above f and fn .
For CGMSM in the below examples we assume conditions 146 and 147. By saying that the
counterparts of conditions 167 or 168 hold for CGSSM or CGMSM or that Condition 165 holds
for CGMSM, we mean that these conditions hold for dt and f̂t replaced by d˜t and f˜t , in the
counterpart of Condition 165 additionally assuming that Condition 196 holds.
Remark 204. Note that we have a counterpart of Remark 170 with dk replaced by d˜k and
conditions 167, 168, and 165 replaced by the counterparts of such conditions for CGMSM.
In the below CGSSM methods let us assume that Condition 115 holds for S = Z 2, while for
the CGMSM methods that Condition 151 holds for S = Z 2 (where when considering the ECM
setting we mean the counterparts of these conditions), in the LETGS setting additionally
assuming these conditions for S = 1.
Let us now consider CGSSM or CGMSM in the LETGS setting, assuming conditions 52 and 76,
that b∗ as above is a unique minimum point of msq, and that e˜stn =msq2n , n ∈N+. Note that
in such a case the variables dt satisfying Condition 167 as assumed for CGM above can be e.g.
the results of GSSM or GMSM respectively for êstn =msqn as in Section 7.6. From conditions
167, 162, and the fourth point of Theorem 145 for CGSSM or the fifth point of Theorem 154 for
CGMSM, as well as from theorems 125, 203, and Remark 197, the counterparts of conditions
167 and 168 and Condition 202 hold for CGSSM and CGMSM.
Let us now consider CGSSM or CGMSM in the ECM setting for e˜stn = îcn . Let us assume
Condition 187 for b∗ as above and that C = 1 as discussed in Remark 41, so that ic= var and
b∗ is its unique minimum point. Note that in such a case the variables dt satisfying Condition
167 as above can be e.g. the results of GSSM or GMSM as in Section 7.6 respectively for
êstn =msqn or êstn =msq2n , for êstn =msqn additionally assuming (7.106) as in that section.
From Condition 167, the fifth point of Theorem 145 for CGSSM or the sixth point of Theorem
154 for CGMSM, as well as from theorems 124 and 203, the counterparts of conditions 167 and
168 and Condition 202 hold for such a CGSSM and CGMSM.
7.9 Three-phase minimization of estimators with gradient-based
stopping criteria and function modifications
In this section we define minimization methods of estimators in which three-phase mini-
mization can be used. In their first phase one can perform some GM method as in Section
7.6, in the second a search of step lengths satisfying the Wolfe conditions can be carried
out on a modification of the estimator considered, and in the third phase one can perform
unconstrained minimization of the modified estimator using gradient-based stopping criteria.
The single- and multi-stage versions of these methods shall be abbreviated as MGSSM and
MGMSM respectively. We also discuss the possibility of the application of such methods to
the minimization of the inefficiency constant estimators in the LETGS setting.
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MGSSM and MGMSM will be defined as special cases of the following MGM method. We
assume in it that Condition 200 holds, 0<α1 <α2 < 1, and A =Rl . Let d∗ ∈ A and for T as in
Section 7.4, let dt , t ∈ T , be A-valued random variables such that a.s.
lim
t→∞dt = d
∗. (7.127)
Let random functions f˜t : S (A)⊗ (Ω,F ) → S ([0,∞)), t ∈ T , be such that b → f˜t (b,ω) is
continuously differentiable, ω ∈Ω, t ∈ T . Let ²˜t , t ∈ T , be as in the previous section and such
that additionally a.s.
lim
t→∞ ²˜t = 0. (7.128)
Let for each t ∈ T , rt be an R+-valued random variable,
ht (b)= f˜t (b)+ f˜t (dt )h( |b−dt |
rt
), b ∈ A, (7.129)
and a function d˜t :Ω→ A and an A-valued random variable d ′t be such that
d˜t ,d
′
t ∈B l (dt ,rt (1+δ)). (7.130)
For each t ∈ T , let for some [0,∞)-valued random variable pt it hold
d ′t −dt =−pt∇ht (dt ), (7.131)
and let the following inequalities hold (which are the Wolfe conditions on the step length pt
when considering the steepest descent search direction, see e.g. (3.6) in [41])
ht (d
′
t )≤ ht (dt )−ptα1|∇ht (dt )|2, (7.132)
∇ht (d ′t )∇ht (dt )≤α2|∇ht (dt )|2. (7.133)
Finally, in MGM we assume that for each t ∈ T
ht (d˜t )≤ ht (d ′t ) (7.134)
and
|∇ht (d˜t )| ≤ ²˜t . (7.135)
Let e˜stk , k ∈Np , as in (7.74) be such that b → e˜stk (b′,b)(ω) ∈ [0,∞) is continuously differen-
tiable, b′ ∈Rl , ω ∈Ωk1 , k ∈Np . We define MGSSM and MGMSM as special cases of MGM in the
same way as CGSSM and CGMSM are defined as special cases of CGM in Definition 195.
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Remark 205. For a given t ∈ T , assuming that the other variables and constants as above are
given, a possible construction of pt , d ′t , and d˜t in MGM is as follows. On the event ∇ht (dt )= 0,
let us set d ′t = d˜t = dt . Let further ω ∈Ω be such that
∇ht (dt (ω),ω) 6= 0. (7.136)
Then, to obtain pt (ω) and thus also d ′t (ω), one can perform a line search of ht (·,ω) in the
steepest descent direction −∇ht (dt (ω),ω), started in dt (ω) and stopped when pt (ω) and the
corresponding d ′t (ω) (see (7.131)) start to satisfy the Wolfe conditions (7.132) and (7.133) (eval-
uated on such an ω). The line search can be performed e.g. using Algorithm 3.5 from [41]. If
this algorithm is used for each ω as above, then such constructed d ′t is a random variable. Let
further the variable d ′t as above be given. Consider now ω ∈Ω satisfying (7.136) and ²˜t (ω)> 0.
Then, under some additional assumptions on f˜t (·,ω), to construct d˜t (ω) one can use some
convergent unconstrained minimization algorithm of ht (·,ω) started in d ′t (ω) and stopped
in the first point d˜t (ω) in which (7.134) and (7.135) hold. See e.g. the assumptions of the
Zoutendjik theorem in Remark 188. Note that from (7.136) and ht being nonnegative it holds
ht (dt (ω),ω) > 0, and thus ht (x,ω) > ht (dt (ω),ω) for |x −dt (ω)| > rt (ω)(1+δ), so that from
ht (d˜t (ω),ω)≤ ht (d ′t (ω),ω)≤ ht (dt (ω),ω), (7.130) holds. If ²˜t (ω)> 0 for eachω such that (7.136)
holds, and the same unconstrained minimization algorithm is used for each such ω, then from
the definition of such an algorithm it typically follows that such constructed d˜t is a random
variable. For ω ∈Ω such that we have (7.136) and ²˜t (ω) = 0, d˜t (ω) can be e.g. some (global)
minimum point of ht (·,ω).
For x ∈Rl and B ⊂Rl , let us denote
d(x,B)= inf
y∈B
|x− y |. (7.137)
The following theorems will be useful for proving the convergence properties of MGM meth-
ods.
Theorem 206. Let K ⊂ Rl be nonempty and compact and let gn : K → R, n ∈ N+, converge
uniformly to a continuous function g : K →R. Let m be the minimum of g and B be its set of
minimum points. Then, for each sequence of points dn ∈K , n ∈N+, such that limn→∞ gn(dn)=
m, we have limn→∞d(dn ,B)= 0.
Proof. Let ² ∈ R+. From the continuity of x ∈ K → d(x,B), K2 := {x ∈ K : d(x,B) ≥ ²} is a
closed subset of K and thus it is compact. From g being continuous, it attains its infimum
w := infx∈K2 g (x) on K2, and thus we must have δ := w −m > 0. For sufficiently large n for
which |gn(x)− g (x)| < δ2 , x ∈K , and |gn(dn)−m| < δ2 , we have |g (dn)−m| ≤ |g (dn)− gn(dn)|+
|gn(dn)−m| < δ and thus dn ∉K2, i.e. d(dn ,B)< ².
Theorem 207. Let f : Rl → and fn : Rl → R, n ∈N+, be continuously differentiable and such
that fn
loc
⇒ f and ∇ fn
l oc
⇒ ∇ f . Let further for some d∗ ∈Rl , s ∈R+, and 0<w < r <∞ it hold
f (b)≥ f (d∗)+ s, b ∈Rl , |b−d∗| ≥w, (7.138)
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and let rn ∈R+, n ∈N+, be such that limn→∞ rn = r . Let for a sequence dn ∈Rl , n ∈N+, it hold
lim
n→∞dn = d
∗. (7.139)
Let for each n ∈N+, hn :Rl →R be such that
hn(b)= fn(b)+ fn(dn)h( |b−dn |
rn
), b ∈Rl . (7.140)
Let ²n ≥ 0, n ∈N+, be such that limn→∞ ²n = 0, and let for each n ∈N+, for some pn ∈ [0,∞),
points d ′n , d˜n ∈Bl (dn , (1+δ)rn) be such that
d ′n −dn =−pn∇hn(dn), (7.141)
hn(d
′
n)≤ fn(dn)−pnα1|∇ fn(dn)|2, (7.142)
∇hn(d ′n)∇ fn(dn)≤α2|∇ fn(dn)|2, (7.143)
hn(d˜n)≤ hn(d ′n), (7.144)
and
|∇hn(d˜n)| ≤ ²n . (7.145)
Then, for a sufficiently large n we have
d ′n , d˜n ∈Bl (d∗, w) (7.146)
and
|∇ fn(d˜n)| ≤ ²n . (7.147)
Let further
φ(u)=∇ f (d∗−u∇ f (d∗))∇ f (d∗)−α2|∇ f (d∗)|2, u ∈R, (7.148)
and v = inf{u ≥ 0 :φ(u)= 0}. Then, if |∇ f (d∗)| = 0 then v = 0 and if |∇ f (d∗)| 6= 0 then v ∈ (0, w).
Furthermore, for
µ= f (d∗)− vα1|∇ f (d∗)|2 (7.149)
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we have
limsup
n→∞
f (d ′n)≤µ, (7.150)
limsup
n→∞
f (d˜n)≤µ, (7.151)
for E = {x ∈Rl : f (x)≤µ}, we have
lim
n→∞d(d
′
n ,E)= 0, (7.152)
and for the set D = {x ∈Rl :∇ f (x)= 0, f (x)≤µ}⊂ E, containing the nonempty set of minimum
points of f , we have
lim
n→∞d(d˜n ,D)= 0. (7.153)
Proof. Let K =B l (d∗, w). Let N1 ∈N+ be such that for n ≥N1, |dn−d∗| ≤ r−w2 and r−rn ≤ r−w2 ,
in which case for x ∈K we have
|x−dn | ≤ |d∗−dn |+ |x−d∗| ≤ r −w
2
+w ≤ r −w
2
+w + ( r −w
2
− (r − rn))= rn , (7.154)
so that
K ⊂B l (dn ,rn). (7.155)
From the set F :=⋃∞n=1 Bl (dn , (1+δ)rn) being bounded, let N2 ≥N1 be such that for n ≥N2
| fn(x)− f (x)| ≤ s
2
, x ∈ F. (7.156)
From Lemma 191,
lim
n→∞ fn(dn)= f (d
∗), (7.157)
and thus let N3 ≥N2 be such that for n ≥N3
| fn(dn)− f (d∗)| < s
2
. (7.158)
Then, for n ≥N3 and x ∈ F such that |x−d∗| ≥w , we have
hn(x)≥ fn(x)≥ f (x)− s
2
≥ f (d∗)+ s
2
> fn(dn), (7.159)
where in the first inequality we used (7.140) and Condition 200, in the second (7.156), in the
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third (7.138), and in the last (7.158). Thus, since from (7.142) and (7.144),
hn(d˜n)≤ hn(d ′n)≤ fn(dn), (7.160)
for n ≥ N3 we have (7.146). For n ≥ N3, from (7.155) and (7.146), we have hn(d ′n) = fn(d ′n),
∇hn(d ′n) = ∇ fn(d ′n), and similarly for d ′n replaced by d˜n , so that from (7.145), (7.147) holds,
and from (7.160),
fn(d˜n)≤ fn(d ′n)≤ fn(dn). (7.161)
If ∇ f (d∗)= 0, then v = 0, in which case (7.150) and (7.151) follow from (7.161), the sequences
(d ′n)n∈N+ and (d˜n)n∈N+ being bounded, and Theorem 192. Let now ∇ f (d∗) 6= 0. Then, φ(0)=
(1−α2)|∇ f (d∗)|2 > 0 and thus from the continuity of φ, v > 0. The fact that v < w follows
from (7.138) and Lemma 3.1 in [41] about the existence of steps u > 0 satisfying the Wolfe
conditions: φ(u)≤ 0 and f (d∗−∇ f (d∗)u)≤ f (d∗)−uα1|∇ f (d∗)|2. Let 0< v ′ < v . Then, from
the continuity of φ,
inf
0≤u≤v ′
φ(u)> 0. (7.162)
For n ∈ N+, and u ∈ R, let φn(u) = ∇ fn(dn −∇ fn(dn)u)∇ f (d∗)−α2|∇ f (d∗)|2. Since from
Lemma 191
lim
n→∞∇ fn(dn)=∇ f (d
∗), (7.163)
the function u → dn −u∇ fn(dn) converges uniformly to u → d∗−u∇ f (d∗) on [0, v ′], and thus
from Theorem 144, φn converges to φ uniformly on [0, v ′]. Thus, from (7.162), let N4 ≥N3, be
such that for n ≥N4, infu∈[0,v ′]φn(u)> 0. For such an n, from (7.141) and (7.143) it must hold
pn > v ′ and from (7.142) we have
fn(d
′
n)≤ fn(dn)− v ′α1|∇ fn(dn)|2, (7.164)
and thus
f (d ′n)≤ f (d ′n)− fn(d ′n)+ fn(dn)− v ′α1|∇ fn(dn)|2. (7.165)
From (7.146) and the fact that fn converges to f uniformly on K , we have limn→∞( f (d ′n)−
fn(d ′n))= 0. Thus, from (7.165), (7.157), and (7.163),
limsup
n→∞
f (d ′n)≤ f (d∗)− v ′α1|∇ f (d∗)|2. (7.166)
Since this holds for each v ′ < v , we have (7.150), and from (7.161), we also have (7.151). Due
to (7.138), f attains a minimum. For each minimum point x0 of f we have ∇ f (x0) = 0 and
from (7.150) and f (x0) ≤ f (d ′n), n ∈N+, we have f (x0) ≤ µ. Thus, x0 ∈D. The minimum of
g := ( f ∨µ)|K is equal to µ and E ⊂ K is its set of minimum points. From (7.150), we have
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limn→∞ f (d ′n)∨µ= µ. Thus, from (7.146) and Theorem 206 for such a g and gn = g , n ∈N+,
we receive (7.152). The minimum of g := (|∇ f |+ f ∨µ)|K is µ and its set of minimum points
is D ⊂ K . From ²n → 0, (7.147), and (7.151), limn→∞(|∇ fn(d˜n)|+ f (d˜n)∨µ) = µ. Thus, from
(7.146) and Theorem 206 for such a g and gn = (|∇ fn |+ f ∨µ)|K , n ∈N+, we receive (7.153).
Let us now discuss how MGSSM and MGMSM can be applied in the LETGS setting for e˜stn =
îcn , n ∈Np , for p = 2. We assume conditions 76, 126, and Condition 115 for S = Z 2. Then, from
Theorem 125, msq has a unique minimum point d∗. The variables dt , t ∈ T , such that (7.127)
holds a.s. for such a d∗, can be obtained e.g. using GSSM or GMSM methods respectively for
êstn =msqn as in Section 7.6. Furthermore, for a positive definite matrix M and its lowest
eigenvalue m > 0 as in Theorem 125, we have from (6.73) that
var(d∗+b)≥ var(d∗)+ m
2
|b|2, b ∈Rl , (7.167)
and thus
ic(d∗+b)≥ cmi n(var(d∗)+ m
2
|b|2), b ∈Rl . (7.168)
For some σ1,σ2 ∈R+, σ1 <σ2, let us define
r =
√
2
m
(
ic(d∗)
cmi n
−var(d∗)
)
+σ2 (7.169)
and
w =
√
2
m
(
ic(d∗)
cmi n
−var(d∗)
)
+σ1. (7.170)
It holds r >w > 0 and from (7.168), for b ∈Rl , |b| ≥w ,
ic(d∗+b)≥ cmi n(var(d∗)+ mw
2
2
)= ic(d∗)+ m
2
cmi nσ1, (7.171)
so that we have (7.138) for f = ic and s = m2 cmi nσ1.
Let us assume that Condition 115 holds for S =C (in addition to this condition holding for
S = Z 2 as assumed above), so that from the fourth point of Theorem 123, ic is smooth. Let µ,
E , and D be as in Theorem 207 for f = ic and d∗ as above. Note that we have µ< ic(d∗) only if
∇ ic(d∗) 6= 0, which from Remark 129 holds only if var(d∗) 6= 0 and ∇c(d∗) 6= 0. Let for n ∈N+
and b ∈Rl
M̂n(b)=
(
2L(b)G Z 2 exp(−1
2
τ∑
i=1
|ηi |2)
)
n
, (7.172)
and let m̂n(b) = ml (M̂n(b)) for ml as in Section 6.3, i.e. m̂n(b) is the lowest eigenvalue of
M̂n(b). For n ∈Np , and b,d ∈Rl , let us define r̂n(b,d) :Ωn1 →R to be such that for ω ∈Ωn1 for
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which m̂n(b)(ω)> 0 and îc(b,d)(ω)− cmi n v̂arn(b,d)(ω)> 0
r̂n(b,d)(ω)=
√
2
m̂n(b)(ω)
(
îcn(b,d)(ω)
cmi n
− v̂arn(b,d)(ω)
)
+σ2, (7.173)
and otherwise r̂n(b,d)(ω)= a for some a ∈R+.
Let us now focus on MGSSM, for which let us assume Condition 115 for S = 1 and that rt =
1(Nt = k ∈ Np )r̂k (b′,dt )(κ˜k ), t ∈ T . Then, from Theorem 145, a.s. b → v̂arn(b′,b)(κ˜n)
loc
⇒ var
and b → îcn(b′,b)(κ˜n)
loc
⇒ ic. Thus, from Lemma 191 and Condition 162, we have a.s. 1(Nt =
k ∈ Np )v̂ark (b′,dt )(κ˜k ) → var(d∗) and 1(Nt = k ∈ Np )îck (b′,dt )(κ˜k ) → ic(d∗). Furthermore,
from the SLLN, a.s. M̂n(b′)(κ˜n)→M and thus from Lemma 80, m̂n(b′)(κ˜n)→m. Therefore,
a.s. limt→∞ rt = r . Thus, from Theorem 207 and Remark 197 we receive that the following
condition holds for MGSSM.
Condition 208. Condition 202 holds, a.s. limsupt→∞ ic(d ′t )≤µ, limsupt→∞ ic(d˜t )≤µ, limt→∞d(d ′t ,E )=
0, and
lim
t→∞d(d˜t ,D)= 0. (7.174)
Furthermore, a.s. for a sufficiently large t , d ′t , d˜t ∈Bl (d∗, w).
For MGMSM let us assume that conditions 146 and 147 hold, that Condition 151 holds for
S = Z 2, S = C , and S = 1, and that rk = r̂nk (bk−1,dk )(χ˜k ), k ∈ N+. From Theorem 154, a.s.
b → v̂arnk (bk−1,b)(χ˜k )
loc
⇒ var and b → îcnk (bk−1,b)(χ˜k )
loc
⇒ ic. From Hölder’s inequality and
Theorem 120 it easily follows that Condition 151 holds for S equal to the different entries
of M̂1(0). Thus, from the first point of Theorem 154 a.s. M̂nk (bk−1)(χ˜k ) → M , and thus
m̂nk (bk−1)(χ˜k ) → m. Therefore, we have a.s. limk→∞ rk = r . Thus, from Theorem 207 and
Remark 197 it follows that Condition 208 holds for MGMSM.
Theorem 209. Let functions var, c, and ic be as in Section 4.1 for A open, let var be lower
semicontinuous and convex and have a unique minimum point b∗ ∈ A, and let ic be continuous
in b∗. Let for some dn ∈ A, n ∈N+,
limsup
n→∞
ic(dn)< ic(b∗). (7.175)
Then,
liminf
n→∞ var(dn)> var(b
∗) (7.176)
and
limsup
n→∞
c(dn)< c(b∗). (7.177)
Proof. For some ic(b∗) > s > limsupn→∞ ic(dn), let ² ∈ R+ be such that ic(b) > s for b ∈
Bl (b
∗,²) ⊂ A. Then, dn ∈ A \ Bl (b∗,²) for a sufficiently large n. From the semicontinuity
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of var, for some b0 ∈ Sl (b∗,²), var(b0)=minb∈Sl (b∗,²) var(b)> var(b∗), and thus from the con-
vexity of var it holds var(b)≥ var(b0) for b ∈ A \ Bl (b∗,²), and we have (7.176). Note that from
(7.175), ic(b∗)> 0 and thus var(b∗)> 0. Therefore,
limsup
n→∞
c(dn)≤
limsupn→∞ ic(dn)
liminfn→∞ var(dn)
< ic(b
∗)
var(b∗)
= c(b∗). (7.178)
If ∇ ic(d∗) 6= 0, so that µ < ic(d∗), then for ct = d˜t or ct = d ′t as above for which we have a.s.
limsupt→∞ ic(ct ) ≤ µ, from Theorem 209 it also holds a.s. liminft→∞ var(ct ) > var(d∗) and
limsupt→∞ c(ct )< c(d∗).
Condition 210. D = {b∗} for some b∗ ∈Rl .
Remark 211. Note that Condition 210 holds under the assumptions as above e.g. if C is a
positive constant or if var(d∗)= 0, and in both these cases b∗ = d∗.
Remark 212. Let us assume Condition 210. Then, b∗ is the unique minimum point of ic as
above. Furthermore, under the above assumptions for MGSSM and MGMSM, from (7.174) and
Lemma 191, counterparts of conditions 167 and 168 hold in these methods (by which we mean
the same as above Remark 204).
Note that Remark 204 applies also to MGMSM.
7.10 Comparing the first-order asymptotic efficiency of minimiza-
tion methods
Let A ∈B(Rl ) be nonempty and T ⊂R+ be unbounded. Consider a function φ :S (A)→S (R)
and an A-valued stochastic process d = (dt )t∈T . For t ∈ T , dt can be an adaptive random
parameter trying to minimize φ for t being e.g. the simulation budget, the total number of
steps in SSM methods, or the number of stages or simulations in MSM methods, used to
compute dt . We describe some such possibilities in more detail in the below remark.
Remark 213. In the various SSM methods as in the previous sections, for some T as in Condition
162, we can consider dt equal to dt , d˜t , or d ′t as in these methods, t ∈ T (see Remark 163). Let
us further consider the case of the various MSM methods as in the previous sections. Then, for
variables pk equal to dk , d˜k , or d
′
k as in these methods, k ∈N+, for someN∪{∞}-valued random
variables Nt , t ∈ T , and some A-valued random variables p0 and p∞, one can set
dt = pNt 1(Nt 6=∞)+p∞1(Nt =∞), t ∈ T. (7.179)
The simplest choice would be to take T = N+ and Nk = k, so that dk = pk , k ∈ N+, i.e. k is
the number of stages of MSM in which dk is computed. If we want t ∈ T to correspond to the
number of samples generated to compute dt , then for sk :=
∑k
i=1 ni , k ∈N+, and T = {sk ,k ∈N+},
we can take Nsk = k, k ∈ N+. Alternatively, we can take T = R+ and for each t ∈ T , Nt can
be the smallest number of stages using the simulation budget t , or the highest such number
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before we exceed that budget. Let us discuss how one can model this. For some [0,∞)-valued
random variables Mi modelling the costs of the minimization algorithms in the i th stage of
MSM (we can set Mi = 0 if we do not want to consider them), i ∈N+, and U being a theoretical
cost variable analogous as of a step of SSM in Remark 163, under Condition 135 we can take e.g.
Nt = inf{k ∈N :
k∑
i=1
(Mi +
ni∑
j=1
U (χi , j ))≥ t } (7.180)
or
Nt = sup{k ∈N :
k∑
i=1
(Mi +
ni∑
j=1
U (χi , j ))≤ t }. (7.181)
Note that if we have (7.179) and a.s. (2.7) and (2.10) and one of the following holds: a.s.
pk → b∗, for some f : A→R a.s. f (pk )→ f (b∗), or for some m ∈R, a.s. limsupk→∞ f (pk )≤m,
then we have respectively that a.s. dt → b∗ (compare with Remark 2), f (dt ) → f (b∗), or
limsupt→∞ f (dt )≤m. For Nt as in (7.180) or (7.181), (2.7) holds a.s. if U <∞, Q(b) a.s., b ∈ A.
Furthermore, (2.10) holds a.s. if Condition 127 holds for C =U , or from Theorem 138, if for
some K ∈B(A) such that infb∈K EQ(b)(U )> 0, Condition 134 holds for Ki =K , i ∈N+, and the
assumptions of Theorem 139 hold for g (v, x)=U (x), v ∈ A, x ∈Ω1.
For eachR-valued stochastic process b = (bt )t∈T , let us denoteσ−(b)= sup{x ∈R : limt→∞P(bt >
x)= 1} and σ+(b)= inf{x ∈R : limt→∞P(bt < x)= 1}=−σ−(−b). Note that σ−(b)≤σ+(b) and
σ−(b)=σ+(b)= x ∈R only if bt p→ x. For b′ analogous as b we haveσ−(b′−b)≥σ−(b′)−σ+(b).
In particular, for each δ ∈R such thatσ−(b′)−σ+(b)> δ, we have limt→∞P(b′−b > δ)= 1, and
such a δ can be chosen positive if σ−(b′)>σ+(b).
For d = (dt )t∈T as above, let us denoteφ(d)= (φ(dt ))t∈T . Let d ′ be analogous as d . We shall call
d asymptotically not less efficient than d ′ for the minimization of φ if σ+(φ(d))≤σ−(φ(d ′)),
and (asymptotically) more efficient for this purpose if this inequality is strict. If φ(dt ) and
φ(d ′t ) both converge in probability to the same real number, then d and d
′ shall be called
equally efficient. We call such defined relations the first-order asymptotic efficiency relations,
to distinguish them from such second-order relations which will be defined in Section 8.3.
For instance, for some d = (dt )t∈T as above, which can be some parameters corresponding
to the single- or multi-stage minimization of some mean square estimators as in the above
remark, and d∗ being the unique minimum point of mean square, let it hold a.s. dt → d∗,
and thus assuming further that ic is continuous in d∗, also a.s. ic(dt )→ ic(d∗). Let further for
(d ′t )t∈T , which can be some parameters corresponding to the minimization of the inefficiency
constant estimators as in the above remark, it hold for µ as in Section 7.9 (for which µ≤ ic(d∗)
and if ∇ ic(d∗) 6= 0, then µ< ic(d∗)), that a.s. limsupt→∞ ic(d ′t )≤µ. Then, d ′ is asymptotically
not less efficient for the minimization of ic than d and more efficient if ∇ ic(d∗) 6= 0.
Let now some d = (dt )t∈T as above, which can be some parameters corresponding to the single-
or multi-stage minimization of the cross-entropy estimators as in the above remark, fulfill
a.s. dt → p∗ for p∗ being the unique minimum point of the cross-entropy. Let further d ′ =
114
7.11. Finding exactly a zero- or optimal-variance IS parameter
(d ′t )t∈T , which can correspond to the minimization of mean square or inefficiency constant
estimators for C = 1, fulfill a.s. dt → b∗ for b∗ being the unique minimum point of msq, which
is continuous in b∗ and convex on the set on which it is finite. Then, d ′ is asymptotically not
less efficient than d for the minimization of msq, and more efficient if b∗ 6= p∗.
7.11 Finding exactly a zero- or optimal-variance IS parameter
In this section we describe situations in which a.s. for a sufficiently large t , the minimization
results dt of our new estimators are equal to a zero- or optimal-variance IS parameter b∗
as in Definition 26. When proving that this holds in the below examples we shall impose
an assumption that we can find the minimum or critical points of these estimators exactly.
Even though such an assumption is unrealistic when minimization is performed using some
iterative numerical methods, it is a frequent idealisation used to simplify the convergence
analysis of stochastic counterpart methods, see e.g. [30, 53, 32]. Note also that such an
assumption is fulfilled for linearly parametrized control variates (at least when the numerical
errors occurring when solving a system of linear equations are ignored) when a zero-variance
control variates parameter exists (see e.g. Chapter 5, Section 3 in [5]), in which case the below
theory can be easily applied to prove that a.s. such a parameter is found by the method after
sufficiently many steps.
For a nonempty set A ∈B(Rl ), consider a function h :S (A)⊗S1 →S (R). We will be most
interested in the cases corresponding to the below two conditions.
Condition 214. Condition 18 holds and h(b,ω)= (Z L(b))(ω), ω ∈Ω1, b ∈ A.
Condition 215. Condition 18 holds and h(b,ω)= (|Z |L(b))(ω), ω ∈Ω1, b ∈ A.
Let b∗ ∈ A and consider a family of distributions as in Section 3.4, satisfying Condition 22.
Condition 216. For some β ∈R,Q1 a.s. (and thus alsoQ(b) a.s. for each b ∈ A)
h(b∗, ·)=β. (7.182)
Condition 217. Condition 214 holds and b∗ is a zero-variance IS parameter.
Condition 218. Condition 215 holds and b∗ is an optimal-variance IS parameter.
Remark 219. From the discussion in Section 3.2, under Condition 217, Condition 216 holds for
β=α= EQ1 (Z ), and under Condition 218 — for β= EQ1 (|Z |).
Remark 220. If conditions 32 and 216 hold, then a.s.
h(b∗,κi )=β, i ∈N+. (7.183)
Lemma 221. If conditions 135 and 216 hold, then a.s.
h(b∗,χk,i )=β, i ∈ {1, . . . ,nk }, k ∈N+. (7.184)
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Proof. For each k ∈N+ and i ∈ {1, . . . ,nk }
P(h(b∗,χk,i )=β)= E(Q(bk−1)(h(b∗, ·)=β))= 1, (7.185)
so that (7.184) holds a.s. as a conjunction of a countable number of conditions holding with
probability one.
Let D ∈B(A) be such that b∗ ∈D . For each n ∈N+ and ω ∈Ωn1 , let us define
Bn(ω)= {b ∈D : h(b,ωi )= h(b,ω j ) ∈R, i , j ∈ {1, . . . ,n}}. (7.186)
For some p ∈N+ and each n ∈Np , let êstn be as in (7.74). Consider the following condition.
Condition 222. For each n ∈Np , if the set Bn(ω) is nonempty, then for each d ∈ A, Bn(ω) is a
subset of the set of the minimum points of b ∈D → êstn(d ,b)(ω).
Note that if Condition 222 holds, then it holds also for D replaced by its arbitrary subset (where
D is replaced also in (7.186)).
Remark 223. Let us assume Condition 23 and let D = A. It holds for b′,b ∈ A
msq2n(b′,b)= 1n2 ∑i< j∈{1,...,n}
L′i L
′
j
Li (b)L j (b)
(|Zi |Li (b)−|Z j |L j (b))2+ ((|Z |L′)n)2. (7.187)
Thus, under Condition 215, Condition 222 is satisfied for p = 1 and êstn equal to msq2n
or msq2n (for the latter see (7.107) and (7.108)), or for p = 2 and êstn equal to v̂arn (which
is positively linearly equivalent to msq2n in the function of b as discussed in Section 4.2).
Furthermore, under Condition 214, Condition 222 is satisfied for p = 2 and êstn = îcn (see
formulas (4.23) and (4.29)) or p = 3 and êstn = îc2n (see (4.31)).
Lemma 224. If conditions 32 and 216 hold, then a.s. for each k ∈Np , b∗ ∈ Bk (κ˜k ). If further
Condition 222 holds then a.s. for each k ∈Np and d ∈ A, b∗ is a minimum point of b ∈D →
êstk (d ,b)(κ˜k ).
Proof. It follows from Remark 220 and (7.186).
Condition 225. Conditions 32 and 162 hold and functions dt :Ω→B, t ∈ T , are such that a.s.
for a sufficiently large t , b ∈D → êstNt (b′,b)(κ˜Nt ) has a unique minimum point equal to dt .
Theorem 226. If conditions 216, 222, and 225 hold, then a.s. for a sufficiently large t , dt = b∗.
Proof. It follows from Lemma 224.
Lemma 227. If Condition 135 holds for nk ∈Np , k ∈N+, and Condition 216 holds, then a.s. for
each k ∈N+, b∗ ∈Bnk (χ˜k ). If further Condition 222 holds, then a.s. for each k ∈N+ and d ∈ A,
b∗ is a minimum point of b ∈D → êstnk (d ,b)(χ˜k ).
Proof. It follows from Lemma 221 and (7.186).
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Condition 228. Condition 135 holds for nk ∈Np , k ∈N+, and functions dk :Ω→B, k ∈N+, are
such that a.s. for a sufficiently large k, b ∈D → êstnk (bk−1,b)(χ˜k ) has a unique minimum point
equal to dk .
Theorem 229. If conditions 216, 222, and 228 hold, then a.s. for a sufficiently large k, dk = b∗.
Proof. It follows from Lemma 227.
Let us consider the ECM setting and assume Condition 187 and that b∗ is an optimal-variance
IS parameter. Let us take êstn =msq2n as in (7.107), and D = A. As discussed in Section 7.6
for ESSM (that is for GSSM for ²t = 0, t ∈ T ), conditions 166 and 167 hold. Thus, a.s. for a
sufficiently large t for which κ˜Nt ∈ D˜Nt and dt ∈ A, b ∈D →msq2Nt (b′,b)(κ˜Nt ) has a unique
minimum point equal to dt , i.e. Condition 225 holds. Thus, from remarks 219, 223, and
Theorem 226, a.s. for a sufficiently large t ∈ T , dt = b∗. For EMSM, under the assumptions
as in Section 7.6 which ensure that Condition 166 holds, Condition 228 holds and thus from
remarks 219, 223, and Theorem 229, a.s. for a sufficiently large k ∈N+, dk = b∗.
Let us now consider CGSSM and CGMSM in the LETGS setting for e˜stn =msq2n and b∗ being
an optimal-variance IS parameter, or in the ECM setting for e˜stn = îcn , C = 1, and b∗ being a
zero-variance IS parameter. Let D be a bounded neighbourhood of b∗. Let us consider the
corresponding assumptions as in Section 7.8 for ²˜t = 0, t ∈ T , for the appropriate T as in that
section. Then, from Theorem 203 we receive that for dt = d˜t and êstn = e˜stn , Condition 225
holds for CGSSM and Condition 228 holds for CGMSM. Thus, from remarks 219, 223, and
theorems 226 and 229, a.s. for a sufficiently large t ∈ T , d˜t = b∗ in CGSSM and CGMSM.
Let now b∗ be a zero-variance IS parameter and consider the MGSSM and MGMSM methods
in the LETGS setting for e˜stn = îcn , n ∈ N2, and ²˜t = 0, t ∈ T , under the assumptions as in
Section 7.9. Then, from Remark 130, ∇2 ic(b∗) is positive definite. Thus, from the continuity
of ∇2 ic and from Lemma 80, ∇2 ic is strongly convex on some open ball U with center b∗.
Therefore, from theorems 207 and 189, as well as remarks 211 and 212, conditions 225 and
228 hold for such a MGSSM and MGMSM respectively for dt = d˜t , êstn = îcn , and D ⊂U being
some neighbourhood of b∗. Therefore, by similar arguments as above, a.s. for a sufficiently
large t , d˜t = b∗ in MGSSM and MGMSM.
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8 Asymptotic properties of minimiza-
tion methods
8.1 Helper theory for proving the asymptotic properties of minimiza-
tion results
For some l ∈N+, let A ⊂Rl be open and nonempty, f : A→R be twice continuously differen-
tiable, b∗ ∈ A, and H =∇2 f (b∗).
Condition 230. ∇ f (b∗)= 0 and H is positive definite.
Condition 230 is implied e.g. by the following one.
Condition 231. H is positive definite and b∗ is the unique minimum point of f .
Remark 232. Let us assume Condition 230. Then, from Lemma 80 and the continuity of ∇2 f ,
for an open or closed ball B ⊂ A with center b∗ and sufficiently small positive radius, f is
strongly convex on B and from the discussion in Section 6.9, b∗ is the unique minimum point of
f|B .
Let T ⊂ R+ be unbounded. Consider functions ft :S (A)⊗ (Ω,F )→S (R), t ∈ T , such that
b → ft (b,ω) is twice continuously differentiable, t ∈ T , ω ∈Ω. We shall denote ft (b)= ft (b, ·)
and ∇i ft (b)=∇ib ft (b, ·), i = 1,2.
Condition 233. For some neighbourhood D ∈B(A) of b∗, ∇2 ft converges to ∇2 f on D uni-
formly in probability (as t →∞), i.e. supb∈D ||∇2 ft (b)−∇2 f (b)||∞
p→ 0.
Let dt , t ∈ T , be A-valued random variables.
Condition 234. It holds dt
p→ b∗.
For g t ∈ R+, t ∈ T , we shall write X t = op (g t ) if X tg t
p→ 0 (as t →∞). Let rt ∈ R+, t ∈ T , be such
that limt→∞ rt =∞.
Condition 235. For some nonnegative random variables δt , t ∈ T , such that δt = op (r−1t ) and
for some neighbourhood U ∈B(A) of b∗, for the event At that dt is a δt -minimizer of ft |U (in
particular, dt ∈U , see Section 6.9), we have
lim
t→∞P(At )= 1. (8.1)
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Condition 236. For some Rl -valued random variable Y ,
p
rt∇ ft (b∗)⇒ Y .
The below theorem is a consequence of Theorem 2.1 and the discussion of its assumptions in
sections 2 and 4 in [51], of the implicit function theorem, and of the below Remark 239 (see
also formula (4.14) and its discussion in [52]).
Theorem 237. Under conditions 230, 233, 234, 235, and 236, we have
p
rt (dt −b∗)⇒−H−1Y . (8.2)
In particular, if Y ∼N (0,Σ) for some covariance matrix Σ ∈Rl×l , then
p
rt (dt −b∗)⇒N (0, H−1ΣH−1). (8.3)
We will need the following trivial remark.
Remark 238. Note that if for random variables a˜t and at , t ∈ T , with probability tending to
one (as t →∞) we have at = a˜t , then for each g : T →R, g (t )(a˜t −at ) p→ 0.
Remark 239. Theorem 2.1 in [51] uses T =N+ and rn = n, n ∈ T , but its proof for the general
T and rt , t ∈ T , as above is analogous. Let us assume the conditions mentioned in Theorem
237. Let from Remark 232, B be a closed ball contained in the set D as in Condition 233 and U
as in Condition 235, and such that f is strongly convex on B and b∗ is the unique minimum
point of f|B . From the generalization of Theorem 2.1 in [51] to the general T and rt as above
and the discussion of assumptions of this theorem in [51], one easily receives the thesis (8.2)
of Theorem 237 under the additional assumptions that we have dt ∈B, t ∈ T , and Condition
235 holds with At =Ω, t ∈ T . From Remark 238 and Condition 234, to prove Theorem 237 it is
sufficient to prove (8.2) with dt replaced by d˜t = 1(dt ∈B)dt +1(dt ∉B)b∗. For Ct = At ∩{dt ∈B},
let δ˜t (ω)= δt (ω), ω ∈Ct , and δ˜t (ω)=∞, ω ∈Ω \Ct . Then, from Remark 238, Condition 234,
and (8.1), for dt replaced by d˜t and δt by δ˜t , the conditions of Theorem 237 are satisfied and the
above additional assumptions hold. Thus, (8.2) with dt replaced by d˜t follows from Theorem
2.1 in [51] as discussed above.
Condition 240. On some neighbourhood K ∈B(A) of b∗, for i = 1,2, the i th derivatives of
b → ft (b) (i.e. ∇ ft and ∇2 ft ) converge to such derivatives of f uniformly in probability.
Condition 240 is implied e.g. by the following one.
Condition 241. On some neighbourhood K ∈B(A) of b∗, for i = 1,2, a.s. the i th derivatives of
b → ft (b), converge uniformly to such derivatives of f .
Condition 242. It holds |∇ ft (dt )| = op (r−
1
2
t ).
Lemma 243. If conditions 230, 234, 240, and 242 hold, then Condition 235 holds.
Proof. From Remark 232, let U be an open ball with center b∗, contained in K as in Condition
240, and such that f is strongly convex on U with a constant s ∈R+. Let m ∈ (0, s). Then, from
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Theorem 189, there exists ² ∈R+ such that for each twice differentiable function g : U →R for
which
sup
x∈U
(||∇2 f (x)−∇2g (x)||∞+|∇ f (x)−∇g (x)|)< ², (8.4)
each b ∈U is a 12m |∇g (b)|2-minimizer of g . Thus, Condition 235 for the above U and δt =
1
2m |∇ ft (dt )|2 follows from conditions 234, 240, and 242.
From the above lemma we receive the following remark.
Remark 244. The assumption that conditions 233 and 235 hold in Theorem 237 can be replaced
by the assumption that conditions 240 and 242 hold.
Consider the following composite condition.
Condition 245. Conditions 230, 234, 240, and 242 hold.
Theorem 246. Let us assume Condition 245 and that
lim
t→∞P(∇ ft (b
∗)= 0)= 1. (8.5)
Then,
p
rt (dt −b∗) p→ 0. (8.6)
Proof. From (8.5), Condition 236 holds for Y = 0, so that the thesis follows from Remark 244
and Theorem 237.
Condition 247. For some nonnegative random variables δt , t ∈ T , such that δt = op (r−
1
2
t ), with
probability tending to one (as t →∞) we have
|∇ ft (dt )| ≤ δt . (8.7)
Lemma 248. Conditions 242 and 247 are equivalent.
Proof. If Condition 242 holds, then Condition 247 holds for δt = |∇ ft (dt )|. Let us assume
Condition 247. Then, for δ˜t equal to δt if (8.7) holds and∞ otherwise, we have |∇ ft (dt )| ≤ δ˜t
and from Remark 238, δ˜t = op (r−
1
2
t ), from which Condition 242 follows.
8.2 Asymptotic properties of functions of minimization results
Let us consider T and rt , t ∈ T , as in the previous section. We shall further need the following
theorem on the delta method (see e.g. Theorem 3.1 and Section 3.3 in [55]).
Theorem 249. Let m,n ∈ N+, let D ∈B(Rm) be a neighbourhood of θ ∈ Rm , and consider a
function φ :S (D)→S (Rn). Let Yt , t ∈ T , and Y be D-valued random variables such that we
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have
p
rt (Yt −θ)⇒ Y (as t →∞). If φ is differentiable in θ with a differential φ′(θ) (which we
identify with its matrix), then
p
rt (φ(Yt )−φ(θ))⇒φ′(θ)Y . (8.8)
If φ is twice differentiable in θ with the second differential φ′′(θ) and we have φ′(θ)= 0, then
rt (φ(Yt )−φ(θ))⇒ 1
2
φ′′(θ)(Y ,Y ). (8.9)
Remark 250. For m ∈ N+, let χ2(m) denote the χ-squared distribution with m degrees of
freedom. Let m ∈N+, S ∼N (0, Im), B ∈ Symm(R), and X = ST BS. Then, X has a special case of
the generalized χ-squared distribution, which we shall denote as χ˜2(B). For B being a diagonal
matrix B = diag(v) for some v ∈Rm , χ˜2(B) will be also denoted as χ˜2(v). It holds E(X )=Tr(B).
If B = w Im for some w ∈ R, then we have X ∼ wχ2(m) (by which we mean that X ∼ wY for
Y ∼χ2(m)). Let eig(B) ∈Rm denote a vector of eigenvalues of B and let λ= eig(B). Consider an
orthogonal matrix U ∈Rm×m such that B =U diag(λ)U T . Then, for W =U T S ∼N (0, Im) we
have
X =W T diag(λ)W =
m∑
i=1
λi W
2
i , (8.10)
and thus χ˜2(B)= χ˜2(λ). LetΛ= {0}∪ {v ∈ (R\{0})k : k ∈N+, v1 ≤ v2 ≤ . . .≤ vk }, i.e. Λ is the set of
all real-valued vectors in different dimensions with ordered nonzero coordinates or having only
one zero coordinate. Let for v ∈ Rm , ord(v) ∈Λ be equal to 0 ∈ R if v = 0 and otherwise result
from ordering the coordinates of v in nondecreasing order and removing the zero coordinates.
Then, we have χ˜2(v) = χ˜2(ord(v)). For Y ∼ χ2(1) we have a moment-generating function
MY (t ) := E(exp(tY ))= (1−2t )− 12 , t < 12 . Thus, for each k ∈N+, v ∈Λ∩Rk , Y ∼ χ˜2(v), and t ∈R
such that 1−2vi t > 0, i = 1, . . . ,k, we have MY (t )=∏ki=1(1−2vi t )− 12 . Such an MY is defined on
some neighbourhood of 0 and it is a different function for different v ∈Λ. Thus, for v1, v2 ∈Λ
such that v1 6= v2, we have χ˜2(v1) 6= χ˜2(v2). It follows that for two real symmetric matrices B1,
B2, we have χ˜2(B1)= χ˜2(B2) only if ord(eig(B1))= ord(eig(B2)).
Remark 251. Using notations as in Theorem 249, let Y ∼N (0, M) for some covariance matrix
M ∈Rm×m . Then, (8.8) implies that
p
rt (φ(Yt )−φ(θ))⇒N (0,φ′(θ)Mφ′(θ)T ). (8.11)
Let further n = 1. Then, (8.9) is equivalent to
rt (φ(Yt )−φ(θ))⇒R := 1
2
Y T∇2φ(θ)Y . (8.12)
For S ∼N (0, Il ) we have Y ∼M
1
2 S. Thus, from Remark 250, for
B = 1
2
M
1
2∇2φ(θ)M 12 , (8.13)
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we have R ∼ χ˜2(B) and
E(R)=Tr(B)= 1
2
Tr(∇2φ(θ)M). (8.14)
Note that if θ is a local minimum point of φ, then ∇2φ(θ) is positive semidefinite and so is B.
Remark 252. If we have assumptions as in Theorem 237 leading to (8.3), then from Remark
251, for M =H−1ΣH−1 and
B = 1
2
M
1
2 H M
1
2 = 1
2
H−
1
2ΣH−
1
2 , (8.15)
we have
rt ( f (dt )− f (b∗))⇒ χ˜2(B). (8.16)
Note that for R ∼ χ˜2(B) it holds
E(R)=Tr(B)= 1
2
Tr(ΣH−1). (8.17)
8.3 Comparing the second-order asymptotic efficiency of minimiza-
tion methods
For some T and rt , t ∈ T , as in Section 8.1, let φ and d = (dt )t∈T be as in Section 7.10 and such
that for some probability µ on R and y ∈Rwe have
rt (φ(dt )− y)⇒µ. (8.18)
Let further for some analogous d ′ = (d ′t )t∈T and µ′ it hold rt (φ(d ′t )− y)⇒µ′. Then, φ(dt )
p→ y
and similarly in the primed case, so that the processes d and d ′ are equivalent from the
point of view of the first-order asymptotic efficiency for the minimization of φ as discussed
in Section 7.10. Their second-order asymptotic efficiency for this purpose can be compared
by comparing the asymptotic distributions µ and µ′. For instance, if µ = µ′, then they can
be considered equally efficient. If for each x ∈ R, µ((−∞, x])≥ µ′((−∞, x]), then it is natural
to consider the unprimed process to be not less efficient and more efficient if further for
some x this inequality is strict. The second-order asymptotic efficiency as above can be also
compared using some moments like means or some quantiles like medians of the asymptotic
distributions, where the process corresponding to lower such parameter can be considered
more efficient. For µ= χ˜2(B) and µ′ = χ˜2(B ′) for some symmetric matrices B and B ′, which
can arise e.g. from situations like in remarks 251 or 252, it may be convenient to compare the
second-order efficiency of the corresponding processes using the means Tr(B) and Tr(B ′) of
these distributions. In situations like in remarks 251 or 252, such means can be alternatively
expressed by formula (8.14) or (8.17) respectively, using which in some cases they can be
estimated or even computed analytically (see e.g. Section 8.9). For a number of stochastic
optimization methods from the literature we do not have formulas like (8.18) and some other
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ways of comparing the second-order asymptotic efficiency of such methods are needed; see
[54] for some ideas.
Remark 253. Under the assumptions as above, let µ([0,∞))= 1 and let for some X ∼µ and s ∈
[1,∞) it hold µ′ ∼ sX . Note that from Remark 250 this holds e.g. if for some symmetric positive
semidefinite matrices B and B ′ we have µ= χ˜2(B), µ′ = χ˜2(B ′), and ord(eig(B ′))= s ord(eig(B)).
If further rt = t , t ∈ T = R+, then t(φ(dt )− y) and t(φ(d ′st )− y) both converge in distribution
to µ, but computing d ′st requires s times higher budget than dt , t ∈ T (assuming that such
interpretation holds). Thus, the unprimed process can be called s times (asymptotically) more
efficient for the minimization of φ. Similarly, if M ′ = sM for some nonzero covariance matrix
M ∈Rl×l , and for some θ ∈ A,pt (dt −θ)⇒N (0, M) and
p
t (d ′t −θ)⇒N (0, M ′), then d can be
said to converge s times faster to θ than d ′. In such a case, if additionallyφ is twice differentiable
in θ with a zero gradient and a positive definite Hessian in this point, then from Remark 251,
for B as in (8.13) we have t (φ(dt )− y)⇒ χ˜2(B) and similarly for the primed process for B ′ = sB.
Thus, the unprimed process is s times more efficient for the minimization of φ.
Remark 254. Analogously as we have discussed certain properties of minimization results
in Section 8.1 and their functions in Section 8.2, or proposed how to compare the asymptotic
efficiency of stochastic minimization methods in Section 7.10 and this section, one can formulate
such a theory for maximization methods. It is sufficient to notice that maximization of a
function is equivalent to the minimization of its negative, so that it is sufficient to apply the
above reasonings to the negatives of appropriate functions.
8.4 Discussion of some conditions useful for proving the asymptotic
properties in our methods
Let us discuss when, under appropriate identifications given below, Condition 245 holds in
the LETGS and ECM settings for the different SSM methods from the previous sections, i.e.
for ESSM, GSSM, CGSSM, and MGSSM, and for such MSM methods, i.e. for EMSM, GMSM,
CGMSM, and MGMSM. We consider in this condition f equal to ce, msq, or ic, each defined
on A =Rl . Furthermore, we take T as for the minimization methods in the previous sections,
in particular for the MSM methods we take T = N+. For the EM and GM methods we take
ft = f̂t and dt as in these methods, while for the CGM and MGM methods ft = f˜t and dt = d˜t ,
assuming Condition 196.
Sufficient conditions for the smoothness of such functions f follow from the discussion
in sections 6.1, 6.5, and 6.11. The smoothness of such b → ft (b,ω), ω ∈ Ω, t ∈ T , in the
LETGS setting is obvious and in the ECM setting it holds under Condition 36, which follows
from A =Rl as discussed in Remark 37. Sufficient assumptions for Condition 231, implying
Condition 230, to hold for f equal to ce, in the ECM setting were provided in Section 6.1, and
in the LETGS setting — in Section 6.5. From the discussion in Section 6.9, for A =Rl as above,
Condition 231 follows from the strong convexity of f , sufficient assumptions for which for f
equal to msq or var in the LETGS setting were provided in Theorem 125. For f equal to msq in
the ECM setting, sufficient conditions for it to have a unique minimum point were discussed
in sections 6.7 (see e.g. Lemma 106) and 5.1, and for ∇2 f to be positive definite — in Theorem
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124. For f = ic, if C is a positive constant, then Condition 231 follows from such a condition for
f = var, and some other sufficient assumptions for Condition 231 to hold were discussed in
Remark 130. From the discussion in Section 7.3 we receive assumptions for which Condition
241, implying Condition 240, holds in the MSM methods as well as in the SSM methods for
T =N+ and Nk = k, and thus from Condition 162 also in the general case. For dt as above,
Condition 234 follows from Condition 167 and its counterparts.
Recall that from Lemma 248, conditions 242 and 247 are equivalent. For the EM methods,
if b → êstn(b′,b)(ω) is differentiable, b′ ∈ A, ω ∈Ωn1 , n ∈Np , and if Condition 166 holds, then
Condition 247 holds in these methods even for δt = 0, t ∈ T . For the GM methods, if Condition
166 holds and ²t = op (r−
1
2
t ) (which holds e.g. if ²t = r−qt for some 12 < q <∞), then Condition
247 holds for δt = ²t . In the CGM and MGM methods, if Condition 202 holds and ²˜t = op (r−
1
2
t ),
then Condition 247 holds for δt = ²˜t .
8.5 Asymptotic properties of single-stage minimization methods
Let T ⊂R+ be unbounded, conditions 17, 18, 23, 32, and 162 hold, A be open, b∗ ∈ A, and b ∈
A→ L(b)(ω) be differentiable, ω ∈Ω1. For some function u ∈ A→ [0,∞] such that u(b′) ∈R+,
let us assume that
Nt
t
p→ 1
u(b′)
, (t →∞). (8.19)
Remark 255. Let Nt be given by some U as in Remark 163, and let u(b)= EQ(b)(U ), b ∈ A. For
such an U being the theoretical cost variable of a step of SSM as in Remark 163, u(b′) is such
a mean cost. If u(b′) ∈R+, then, as discussed in Chapter 2 (see (2.11)), we have a stronger fact
than (8.19), namely that a.s. Ntt → 1u(b′) . For the special case of U = 1, we have u(b)= 1, b ∈ A.
Below we shall prove that for g substituted by ce, msq, msq2, or ic, under appropriate assump-
tions, for some covariance matrix Σg (b′) ∈Rl×l and
ft (b)= 1(Nt = k ∈N+)ĝk (b′,b)(κ˜k ), t ∈ T, (8.20)
we have
p
t∇ ft (b∗)⇒N (0,u(b′)Σg (b′)). (8.21)
Remark 256. Let (8.21) hold for some g as above and let Condition 245 hold for the corre-
sponding ft as above and rt = t , t ∈ T , as well as for the minimized function f equal to msq if
g =msq2, and to g otherwise. Then, from Theorem 237, denoting H f =∇2 f (b∗) and
Vg (b
′)=H−1f Σg (b′)H−1f , (8.22)
we have
p
t (dt −b∗)⇒N (0,u(b′)Vg (b′)). (8.23)
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Furthermore, from Remark 252, for
Bg (b
′)= 1
2
H
− 12
f Σg (b
′)H−
1
2
f , (8.24)
it holds
t ( f (dt )− f (b∗))⇒ χ˜2(u(b′)Bg (b′)). (8.25)
Let u(b′) be interpreted as the mean theoretical cost of a step of SSM as in Remark 255. Let us
consider different processes d = (dt )t∈T from SSM methods for which (8.25) holds for possibly
different b′ and g , and whose SSM methods have the same proportionality constant pU˙ of
the theoretical to the practical cost variables of SSM steps (see Remark 163). Then, from the
discussion in Section 8.3, for R ∼ χ˜2(u(b′)Bg (b′)), the second-order asymptotic efficiency of such
processes for the minimization of f can be compared using the quantities
E(R)= u(b
′)
2
Tr(Σg (b
′)H−1f ). (8.26)
For the SSM methods having different constants pU˙ , one can compare such quantities multiplied
by such a pU˙ .
Let p(b)= 1L(b) , let us define the likelihood function l (b)= ln(p(b))=− lnL(b), and the score
function
S(b)=∇l (b)= ∇p(b)
p(b)
=−∇L(b)
L(b)
, (8.27)
b ∈ A, where such a terminology is used in maximum likelihood estimation; see [55]. Then,
ĉen(b′,b)=−(Z L′l (b))n and ∇b ĉen(b′,b)=−(Z L′S(b))n . Thus, if
EQ′((Z L
′Si (b∗))2)= EQ1 (L′(Z Si (b∗))2)<∞, i = 1, . . . , l , (8.28)
(for which to hold in the LETS setting, from Theorem 121 and Remark 119, it is sufficient if
Condition 115 holds for S = Z 2), and ∇ce(b∗)=−EQ1 (Z S(b∗))= 0, then, from Theorem 5, for
Σce(b
′)= EQ′((Z L′)2S(b∗)S(b∗)T )= EQ1 (L′Z 2S(b∗)S(b∗)T ), (8.29)
we have (8.21) for g = ce (and ft as in (8.20) for such a g ).
It holds
∇bmsqn(b′,b)= (Z 2L′∇L(b))n . (8.30)
Thus, if
EQ′(Z
4(L′∂i L(b∗))2)= EQ1 (Z 4L′(∂i L(b∗))2)<∞, i = 1, . . . , l , (8.31)
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and
∇msq(b∗)= EQ1 (Z 2∇L(b∗))= 0, (8.32)
then, from Theorem 5, for
Σmsq(b
′)= EQ1 (L′Z 4∇L(b∗)(∇L(b∗))T ), (8.33)
we have (8.21) for g =msq.
Let us further in this section assume Condition 22 and let
1̂n(b
′,b)=
(
L′
L(b)
)
n
, n ∈N+ (8.34)
(see (4.26)). Consider now the case of g =msq2. We have msq2n =msqn 1̂n and thus
∇bmsq2n = (∇bmsqn)1̂n +msqn∇b 1̂n . (8.35)
Let
Tt (b
′)=pt1(Nt = k ∈N+)(∇bmsqk (b′,b∗)+msq(b∗)∇b 1̂k (b′,b∗))(κ˜k )
=pt1(Nt = k ∈N+)(L′∇L(b∗)(Z 2−msq(b∗)L(b∗)−2))k (κ˜k )
(8.36)
and
Zt (b
′)=pt1(Nt = k ∈N+)∇bmsq2k (b′,b∗)(κ˜k )−Tt (b′)
= 1(Nt = k ∈N+)(((1̂k −1)
p
t∇bmsqk )(b′,b∗)
+ (msqk (b′,b∗)−msq(b∗))pt∇b 1̂k (b′,b∗))(κ˜k ).
(8.37)
Let
0= EQ1 (∇b(L−1(b∗))) (8.38)
(see the first point of Theorem 123 for sufficient conditions for this in the LETS setting) and
EQ1 (L
′L(b)−4(∂i L(b))2)<∞, i = 1, . . . , l . Then, from Theorem 5,
p
t1(Nt = k ∈N+)∇b 1̂k (b′,b)(κ˜k )⇒N (0,u(b′)EQ1 (L′L(b)−4∇L(b)(∇L(b))T )). (8.39)
Assuming further (8.31) and (8.32), from (8.21) for g =msq, (4.26), (8.39), the fact that from
the SLLN and Condition 162, a.s. 1(Nt = k ∈N+)msqk (b′,b∗)(κ˜k )→msq(b∗), as well as from
(8.37) and Slutsky’s lemma,
Zt (b
′)
p→ 0. (8.40)
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Let
Σmsq2(b
′)= EQ1 (L′(Z 2−msq(b∗)L(b∗)−2)2∇L(b∗)(∇L(b∗))T ). (8.41)
From Theorem 5, Tt (b′)⇒N (0,u(b′)Σmsq2(b′)), so that from (8.40), the first line of (8.37), and
Slutsky’s lemma, we receive (8.21).
Let us finally consider the case of g = ic. We have for n ∈N2
∇b îcn = (∇b ĉn)v̂arn + ĉn∇b v̂arn , (8.42)
where
∇b v̂arn =
n
n−1 ((∇bmsqn(b′,b))1̂n +msqn(b′,b)∇b 1̂n) (8.43)
Let for D = (R×Rl )3×R and n ∈N+, Un(b′) :Ωn1 →D be equal to
(ĉn(b
′,b∗),∇b ĉn(b′,b∗),msqn(b′,b∗),∇bmsqn(b′,b∗), 1̂n(b′,b∗),∇b 1̂n(b′,b∗), (Z L′)n) (8.44)
and let
θ := (c(b∗),∇c(b∗),msq(b∗),∇msq(b∗),1,0,α)= EQ′(U1(b′)) ∈D. (8.45)
Let the coordinates of U1(b′) be square-integrable underQ′ and
Ψ := EQ′((U1(b′)−θ)(U1(b′)−θ)T ). (8.46)
Then, from Theorem 5,
p
t1(Nt = k ∈N+)(Uk (κ˜k )−θ)⇒N (0,u(b′)Ψ). (8.47)
For φ : D →Rl such that
φ((xi )
7
i=1)= x2(x3x5−x27)+x1(x4x5+x3x6), (8.48)
we have for n ∈N2
∇b îcn(b′,b∗)=
n
n−1φ(Un(b
′)) (8.49)
and ∇ ic(b∗)= nn−1φ(θ). Let us assume that
∇ ic(b∗)=φ(θ)= 0. (8.50)
Using the delta method from Theorem 249, as well as Remark 251 and (8.47), we receive that
for
Σic(b
′)=φ′(θ)Ψ(φ′(θ))T (8.51)
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we have
p
t1(Nt = k ∈N+)φ(Uk (b′)(κ˜k ))⇒N (0,u(b′)Σic(b′)). (8.52)
From limn→∞ nn−1 = 1, (8.49), (8.52), and Slutsky’s lemma, we thus have (8.21). From (8.46) and
(8.51), for W (b′) :=φ′(θ)(U1(b′)−θ)
Σic(b
′)= EQ′(W (b′)W (b′)T ). (8.53)
We have
φ′(θ)((xi )7i=1)=∇msq(b∗)x1+var(b∗)x2+∇c(b∗)x3
+ c(b∗)x4+ (∇c(b∗)msq(b∗)+ c(b∗)∇msq(b∗))x5
+ c(b∗)msq(b∗)x6−2∇c(b∗)αx7,
(8.54)
so that
W (b′)=∇msq(b∗)(C L′L(b∗)−1− c(b∗))+var(b∗)(−C L′L−2(b∗)∇L(b∗)−∇c(b∗))
+∇c(b∗)(Z 2L′L(b∗)−msq(b∗))+ c(b∗)(Z 2L′∇L(b∗)−∇msq(b∗))
+ (∇c(b∗)msq(b∗)+ c(b∗)∇msq(b∗))(L′L−1(b∗)−1)
− c(b∗)msq(b∗)L′L(b∗)−2∇L(b∗)−2∇c(b∗)α(Z L′−α).
(8.55)
Remark 257. Let us make assumptions as above and that C = 1. Then, we have c(b) = 1,
∇c(b)= 0, and ic(b)= var(b), b ∈ A, and from (8.50), ∇msq(b∗)=∇var(b∗)= 0, so that from
(8.55),
W (b′)= L′∇L(b∗)(Z 2− (var(b∗)+msq(b∗))L(b∗)−2), (8.56)
and thus
Σic(b
′)= EQ1 (L′(Z 2− (var(b∗)+msq(b∗))L(b∗)−2)2∇L(b∗)(∇L(b∗))T ). (8.57)
8.6 A helper CLT
For some l ∈N+, consider a nonempty set A ∈B(Rl ) and a corresponding family of proba-
bility distributions as in Section 3.4. Let m ∈N+, u :S (A)⊗S1 →S (Rm), and B ∈B(A) be
nonempty.
Condition 258. For
f (b, M) := EQ(b)(|u(b, ·)|1(|u(b, ·)| >M)), b ∈B , M ∈R, (8.58)
and R(M) := supb∈B f (b, M), M ∈R, we have
lim
M→∞
R(M)= 0. (8.59)
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Note that the above condition is equivalent to saying that for random variables ψb ∼Q(b),
b ∈ B , the family {|u(b,ψb)| : b ∈ B} is uniformly integrable. In particular, similarly as for
uniform integrability, using Hölder’s inequality one can prove the following criterion for the
above condition to hold.
Lemma 259. If for some p > 1,
sup
b∈B
EQ(b)(|u(b, ·)|p )<∞, (8.60)
then Condition 258 holds.
For some T ∈N+∪∞, R-valued random variables (ψi )Ti=1 are said to be martingale differences
for a filtration (Fi )Ti=0, if Mn =
∑n
i=1ψi , n ∈N, is a martingale for (Fi )Ti=0, that is if E(|ψi |)<∞,
ψi isFi -measurable, and E(ψi |Fi−1)= 0, i = 1, . . . ,T . The following martingale CLT is a special
case of Theorem 8.2 with conditions II, page 442 in [39].
Theorem 260. For each n ∈N+, let mn ∈N+, (Fn,k )mnk=0 be a filtration, and (ψn,k )
mn
k=1 be mar-
tingale differences for it such that E(ψ2n,k )<∞, k = 1, . . . ,mn . Let further
1. for each δ> 0,∑mnk=1E(ψ2n,k1(|ψn,k | > δ)|Fn,k−1) p→ 0 (as n →∞),
2. for some σ ∈ [0,∞),∑mnk=1E(ψ2n,k |Fn,k−1) p→σ2.
Then,
mn∑
k=1
ψn,k ⇒N (0,σ2). (8.61)
Let r :S (A)⊗S1 →S (Rm) be such that for each b ∈ A,
EQ(b)(r (b, ·))= 0. (8.62)
Consider a matrix
Σ(b)= EQ(b)(r (b, ·)r (b, ·)T ) (8.63)
for b ∈ A for which it is well-defined. Note that under Condition 258 for u = |r |2, from (8.59)
we have R(M)<∞ for some M > 0, and thus R(0)≤M +R(M)<∞ and Σ(b) ∈Rm×m , b ∈B .
Theorem 261. Let us assume that Condition 135 holds and we have
lim
k→∞
nk =∞. (8.64)
Let further B as above be a neighbourhood of b∗ ∈ A,
bn
p→ b∗, (8.65)
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Condition 258 hold for u = |r |2, and b ∈B →Σ(b) be continuous in b∗. Then,
1p
nk
nk∑
i=1
r (bk−1,χk,i )⇒N (0,Σ(b∗)). (8.66)
Proof. Let Wk = 1pnk
∑nk
i=1 r (bk−1,χk,i ) and Dk = 1(bk−1 ∈ B)Wk , k ∈N+. From (8.65) we have
Wk −Dk = 1(bk−1 ∉ B)Wk p→ 0, so that from Slutsky’s lemma it is sufficient to prove that
Dk ⇒N (0,Σ(b∗)). Furthermore, using Cramér-Wold device it is sufficient to prove that for
each t ∈ Rl , for v(b) := t TΣ(b)t , b ∈ B , and Sk := t T Dk , we have Sk ⇒N (0, v(b∗)). For t = 0
this is obvious, so let us consider t 6= 0. It is sufficient to check that the assumptions of Theorem
260 hold for mk = nk , Fk,i = σ(bk−1; χk, j : j ≤ i ), ψk,i = 1pnk 1(bk−1 ∈ B)t
T r (bk−1,χk,i ), and
σ2 = v(b∗). From Condition 258 (for u = |r |2),
E(ψ2k,i )=
1
nk
E((EQ(b)(1(b ∈B)(t T r (b, ·))2))b=bk−1 )
≤ |t |
2
nk
E((EQ(b)(1(b ∈B)|r (b, ·)|2))b=bk−1 )
≤ |t |
2
nk
E(1(bk−1 ∈B) f (bk−1,0))
≤ |t |
2
nk
R(0)<∞.
(8.67)
For δ> 0, from Condition 258 and (8.64),
mk∑
i=1
E(ψ2k,i 1(|ψk,i | > δ)|Fk,i−1)= (1(b ∈B)EQ(b)(|t T r (b, ·)|21(t T r (b, ·)>
p
nkδ)))b=bk−1
≤ |t |2(1(b ∈B)EQ(b)(|r (b, ·)|21(|t ||r (b, ·)| >
p
nkδ)))b=bk−1
= |t |21(bk−1 ∈B) f (bk−1,nk (
δ
|t | )
2)
≤ |t |2R(nk (
δ
|t | )
2)→ 0, k →∞.
(8.68)
To prove the second point of Theorem 260 let us notice that
mk∑
i=1
E(ψ2k,i |Fk,i−1)= (1(b ∈B)EQ(b)(|t T r (b, ·)|2))b=bk−1
= (1(b ∈B)v(b))b=bk−1
p→ v(b∗),
(8.69)
where in the last line we used (8.65) and the continuity of b → 1(b ∈B)v(b) in b∗.
We will be most interested in the IS case in which we shall assume the following condition.
Condition 262. For some Rm-valued random variable Y on S1, Condition 17 holds for Z
replaced by Y , and we have
r (b,ω)= (Y L(b))(ω), b ∈ A, ω ∈Ω1. (8.70)
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Lemma 263. Let us assume Condition 262 and that for F = supb∈B 1(Y 6= 0)L(b) we have
EQ1 (|Y |2F )<∞. (8.71)
Then, Condition 258 holds for u = |r |2. If furtherQ1 a.s. b → L(b) is continuous, then b ∈B →
Σ(b) is continuous.
Proof. For each M ∈R and b ∈B
f (b, M)= EQ(b)(|Y L(b)|21(|Y L(b)| >
p
M))
= EQ1 (|Y |2L(b)1(|Y L(b)| >
p
M))
≤ EQ1 (|Y |2F 1(|Y F | >
p
M)),
(8.72)
so that
R(M)≤ EQ1 (|Y |2F 1(|Y F | >
p
M))≤ EQ1 (|Y |2F )<∞. (8.73)
From (8.71) we have 0=P(|Y |2F =∞)=P(|Y |F =∞). Therefore, as M →∞, we have 1(|Y F | >p
M)→ 0 and thus from Lebesgue’s dominated convergence theorem also EQ1 (|Y |2F 1(|Y F | >p
M))→ 0 and R(M)→ 0, i.e. Condition 258 holds. We have
Σi , j (b)= EQ(b)(Yi Y j L(b)2)= EQ1 (Yi Y j L(b)) (8.74)
and |Yi Y j L(b)| ≤ |Y |2F , b ∈ B . Thus, the continuity of b ∈ B → Σi , j (b) (and thus also of
b ∈B →Σ(b)) follows from Lebesgue’s dominated convergence theorem.
Remark 264. From Theorem 121 and Remark 119, in the LETS setting, for B bounded, under
Condition 262, and for F as in Lemma 263, (8.71) holds if Condition 115 holds for S = |Y |2.
8.7 Asymptotic properties of multi-stage minimization methods
Consider the following conditions.
Condition 265. We have d∗ ∈ A ∈B(Rl ) and A-valued random variables bk , k ∈N, are such
that
bk
p→ d∗. (8.75)
Remark 266. From Remark 170 and its counterparts for CGMSM and MGMSM as discussed
in Remark 204, under conditions 165 and 167 for EMSM and GMSM or their counterparts for
CGMSM and MGMSM as discussed above Remark 204, as well under Condition 169, we have a.s.
for a sufficiently large k, bk = dk for EMSM and GMSM, and bk = d˜k for CGMSM and MGMSM.
In particular, a.s. limk→∞bk = b∗ and thus Condition 265 holds for d∗ = b∗.
Let us further in this section assume conditions 135 and 265. Using analogous reasonings and
assumptions as in Section 8.5, but using CLT from Theorem 261 for b∗ replaced by d∗ instead
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of Theorem 5, we receive that under the appropriate assumptions as in that theorem we have
for g in the below formulas substituted by ce, msq, or ic, that for fk (b)= ĝnk (bk−1,b)(χ˜k )
p
nk∇ fk (b∗)⇒N (0,Σg (d∗)). (8.76)
To prove (8.76) for g =msq2 using a reasoning analogous as in Section 8.5 we additionally
need the facts thatmsqnk (bk−1,b∗)(χ˜k ) p→msq(b∗) and 1̂nk (bk−1,b∗)(χ˜k ) p→ 1. Under appro-
priate assumptions, such convergence results follow from the convergence in distribution
of
p
nk (msqnk (bk−1,b∗)(χ˜k )−msq(b∗)) and pnk (1̂k (bk−1,b∗)(χ˜k )−1), which can be proved
using Theorem 261 as above. For different g as above, assuming (8.76) and that Condition 245
holds for T =N+, rk = nk , fk as above, and f corresponding to g as in Remark 256 (see Section
8.4 for some sufficient assumptions), for Vg and Bg as in that remark we have from Theorem
237
p
nk (dk −b∗)⇒N (0,Vg (d∗)), (8.77)
and from Remark 252
nk ( f (dk )− f (b∗))⇒ χ˜2(Bg (d∗)). (8.78)
If for sk denoting the number of samples generated till the kth stage of MSM, i.e. sk :=
∑k
i=1 ni ,
k ∈N+, we have
lim
k→∞
sk
nk
= γ ∈ [1,∞), (8.79)
then from (8.77) it follows that
p
sk (dk −b∗)⇒N (0,γVg (d∗)), (8.80)
while from (8.78) — that
sk ( f (dk )− f (b∗))⇒ χ˜2(γBg (d∗)). (8.81)
For instance, for nk = A1 + A2mk as in Remark 149, we have sk = A1k + A2 m
k+1−1
m−1 , so that
γ= mm−1 . For nk = A1+ A2k ! as in that remark, we have
sk
nk
≤ sk
A2k !
= A1
A2(k−1)!
+1+ 1
k
+ 1
k(k−1) + . . .+
1
k !
≤ A1
A2(k−1)!
+1+ 2
k
, (8.82)
so that γ= 1.
Remark 267. Let us assume that (8.81) holds and let psk = dk , k ∈N+, i.e. p is the process of
MSM results but indexed by the total number of the generated samples rather than the number
of stages. Consider now dk as in SSM in Section 8.5 for T = N+, Nk = k, k ∈ T , and b′ = d∗,
so that we have (8.19) for u(b′)= u(d∗)= 1. Let us assume that (8.25) holds for such dk , and
let p ′sk = dsk , k ∈N+. Let further T = {sk : k ∈N+}. Then, t( f (pt )− f (b∗))⇒ χ˜2(γBg (d∗)) and
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t ( f (p ′t )− f (b∗))⇒ χ˜2(Bg (d∗)), t →∞, t ∈ T . Thus, for γ= 1 or Bg (d∗)= 0, the processes p and
p ′ can be considered asymptotically equally efficient for the minimization of f in the second-
order sense as discussed in Section 8.3, while for γ> 1 and Bg (d∗) 6= 0 the process from SSM can
be considered more efficient than the one from MSM in such sense.
Remark 268. From the discussion in Section 8.3 for T = N+ and rk = nk , k ∈ T , for R ∼
χ˜2(Bg (d∗)), the second-order asymptotic inefficiency for the minimization of f of processes
d = (dk )k∈N+ from MSM satisfying (8.78) like above, e.g. for different g or d∗ but for the same b∗
and nk , can be quantified using
E(R)= 1
2
Tr(Σg (d
∗)H−1f ). (8.83)
Let (8.81) hold and consider a process psk = dk , k ∈N+, as in Remark 267. Then, the asymptotic
inefficiency of p for the minimization of f can be quantified using
γ
1
2
Tr(Σg (d
∗)H−1f ). (8.84)
Using (8.84) one can compare the asymptotic efficiency of such a process p from MSM with that
of a process p ′ from SSM as in Remark 268, but this time without assuming that b′ = d∗, so
that the inefficiency of p ′ is quantified by 12 Tr(Σg (b
′)H−1f ). In particular, if γTr(Σg (d
∗)H−1f )<
Tr(Σg (b′)H−1f ) then p can be considered asymptotically more efficient for the minimization of f
than p ′.
Consider further the mean theoretical cost u of MSM steps, analogous as in Remark 255 for
SSM. For two MSM processes d as above for which u is continuous in the corresponding points
d∗, (8.83) is positive and not higher for the first process than for the second one, and u(d∗)
is lower for the first process than for the second one if the constants pU˙ as in Remark 163 for
these processes are the same, or the mean practical cost pU˙ u(d
∗) of this process is lower if these
constants are different, it seems reasonable to consider the first process asymptotically more
efficient for the minimization of f . More generally, by analogy to formula (8.26) for SSM, rather
than using (8.83), one can quantify the asymptotic inefficiency of MSM processes d as above by
u(d∗)
1
2
Tr(Σg (d
∗)H−1f ), (8.85)
or such a quantity multiplied by pU˙ respectively.
A more desirable possibility than having Condition 265 satisfied for d∗ = b∗ as discussed in
Remark 266 (where for the minimization methods from the previous sections such a b∗ is
equal to the unique minimum point of the minimized function f ), may be to have it fulfilled
for d∗ minimizing some measure of the asymptotic inefficiency of dk for the minimization of
f , like (8.83) or (8.85) (assuming that such a d∗ exists). See Chapter 11 for further discussion
of this idea. From Remark 278 in Section 8.9 it will follow that for g =msq, the minimum point
of msq does not need to be the minimum of (8.83) in the function of d∗.
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8.8 Asymptotic properties of the minimization results of the new es-
timators when a zero- or optimal-variance IS parameter exists
Condition 269. We have the assumptions as in Section 7.11 above Condition 222, D as in that
section is a neighbourhood of b∗, conditions 216 and 222 hold, and for each b′ ∈ A, k ∈Np , and
ω ∈Ωk1 , b → êstk (b′,b)(ω) is differentiable in b∗.
Theorem 270. Let conditions 32 and 269 hold, T ⊂ R+ be unbounded, Nt , t ∈ T , be N∪ {∞}-
valued random variables, and b ∈ B → ft (b) := 1(Nt = k ∈ Np )êstk (b′,b)(κ˜k ), t ∈ T . Then, it
holds a.s.
∇ ft (b∗)= 0, t ∈ T. (8.86)
If further Condition 245 holds for such ft , then
p
rt (dt −b∗) p→ 0, t →∞. (8.87)
Proof. From Lemma 224 we receive (8.86). Thus, (8.87) follows from Theorem 246.
Theorem 271. Let Condition 135 hold for nk ∈ Np , k ∈ N+, let Condition 269 hold, and let
b ∈B → fk (b) := êstnk (bk−1,b)(χ˜k ), k ∈ T :=N+. Then, we have a.s. (8.86). If further Condition
245 holds for such fk , then (8.87) holds.
Proof. From Lemma 227 we have (8.86), so that (8.87) follows from Theorem 246.
Remark 272. Let conditions 18, 22, and 23 hold, A be a neighbourhood of b∗, and b → L(b)(ω)
be differentiable, ω ∈Ω1. Let êstn be equal to msq2n and b∗ be an optimal-variance IS pa-
rameter, or êstn be equal to îcn and b∗ be a zero-variance IS parameter. Let further for SSM
Condition 32 hold and T and Nt , t ∈ T , be as in Theorem 270, while for MSM let Condition
135 hold for nk ∈ Np , k ∈ T := N+, for p = 1 for êstn =msq2n or p = 2 for êstn = îcn . Then,
from remarks 219, 223, and the above theorems, we have a.s. (8.86) for ft as in Theorem 270
for SSM, and as in Theorem 271 for MSM. If further Condition 245 holds (see Section 8.4 for
some sufficient assumptions), then we also have (8.87) in these methods. If we have (8.87) for
rt growing to infinity faster than t for SSM or than nt for MSM, i.e. such that lim
t
rt
→ 0 or
lim ntrt → 0 respectively, then we have in a sense faster rate of convergence of dt to b∗ than in
Section 8.5 for SSM or in Section 8.7 for MSM respectively.
8.9 Some properties of the matrices characterizing the asymptotic
distributions when a zero- or optimal-variance IS parameter ex-
ists
Let us further in this section assume conditions 22 and 23. Consider matrix-valued functions
Σg , Vg , and Bg , given by the formulas from Section 8.5 and considered on the subsets of A on
which these formulas make sense.
From the reasonings in Section 8.5, for each b′ ∈ A, under Condition 32, for g replaced by msq2
or ic, for fn(b)= ĝn(b′,b)(κ˜n), n ∈N+, under appropriate assumptionsΣg (b′) is the asymptotic
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covariance matrix of
p
n∇ fn(b∗). Under appropriate assumptions as in Remark 272, including
b∗ being an optimal-variance IS parameter in the case of g =msq2 or a zero-variance one
for g = ic, we have a.s. ∇ fk (b∗) = 0, k ∈N+. Thus, in such cases Σg (b′) = 0, b′ ∈ A. This can
be also verified by the following more generally valid direct calculations. For b∗ being an
optimal-variance IS parameter, from (3.12), Q1 a.s. (and thus from Condition 22 also Q(b) a.s.,
b ∈ A)
(Z L(b∗))2 =msq(b∗), (8.88)
and thus from (8.41), Σmsq2 = 0. Let now b∗ be a zero-variance IS parameter. Then, we have
var(b∗)= 0 and under appropriate differentiability assumptions ∇msq(b∗)= 0. Using further
(8.88) and the fact thatQ1 a.s. Z L(b∗)=α, from (8.55) we receive that for each b′ ∈ A,Q′ a.s.
W (b′)=∇c(b∗)(Z 2L′L(b∗)−msq(b∗)+msq(b∗)(L′L−1(b∗)−1)−2α(Z L′−α))
+ c(b∗)∇L(b∗)L′(Z 2−msq(b∗)L(b∗)−2)= 0.
(8.89)
Thus, from (8.53), Σic = 0. Using the notations as in Remark 256, if Hmsq is positive definite for
g =msq2 or Hic is positive definite for g = ic, and we have Σg = 0 as above, then it also holds
Vg =Bg = 0.
Let us further use the notations p(b), l (b), and S(b) as in Section 8.5. We define the Fisher
information matrix as
I (b)= EQ(b)(S(b)S(b)T ), b ∈ A (8.90)
(assuming that it is well defined). It is well known that under appropriate assumptions,
allowing one to move the derivatives inside the expectations in the below derivation, we have
I (b)=−EQ(b)(∇2l (b)). (8.91)
The following derivation is as on page 63 in [55]. From EQ1 (p(b))= 1, b ∈ A, we have EQ1 (∇p(b))=
0, b ∈ A, and 0= EQ1 (∇2p(b))= EQ(b)(∇
2p(b)
p(b) ), b ∈ A, so that taking the expectation with respect
to Q(b) of
∇2l (b)= ∇
2p(b)
p(b)
− ∇p(b)(∇p(b))
T
p2(b)
, (8.92)
we receive (8.91).
Let us define
R(a,b)= EQ(a)( L(b)
L(a)
S(a)S(a)T ), a,b ∈ A, (8.93)
Note that
R(b,b)= I (b). (8.94)
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Remark 273. For some a,b ∈ A, let R(a,b) and I (a) have real-valued entries. Then, R(a,b)
is positive definite only if for each v ∈ Rl , v 6= 0, EQ(a)( L(b)L(a) |ST (a)v |2) > 0, which holds only if
Q(a)(|ST (a)v | 6= 0)> 0, v ∈Rl , v 6= 0, and thus only if I (a) is positive definite.
Let b∗ be an optimal-variance IS parameter. Then, from (8.88)
Σce(b)= EQ1 (Z 2L(b)S(b∗)S(b∗)T )
=msq(b∗)EQ1 (
L(b)
L(b∗)2
S(b∗)S(b∗)T )
=msq(b∗)R(b∗,b)
(8.95)
and
Σmsq(b)= EQ1 (Z 4L(b)L(b∗)2S(b∗)S(b∗)T )
=msq(b∗)2EQ1 (
L(b)
L(b∗)2
S(b∗)S(b∗)T )
=msq(b∗)2R(b∗,b).
(8.96)
For the cross-entropy, let us assume that b∗ is a zero-variance IS parameter, so thatQ1 a.s. we
have Z L(b∗)=α. Then
ce(b)=−EQ1 (Z l (b))=−αEQ1 (L(b∗)−1l (b)). (8.97)
Thus, assuming that one can move the derivatives inside the expectation
∇2 ce(b)=−αEQ1 (L(b∗)−1∇2l (b))=−αEQ(b∗)(∇2l (b)), (8.98)
in which case from (8.91)
Hce =∇2 ce(b∗)=αI (b∗). (8.99)
Assuming that I (b∗) is positive definite and α 6= 0, from msq(b∗)=α2, (8.22), (8.95), and (8.99)
we have
Vce(b)=H−1ce Σce(b)H−1ce = I (b∗)−1R(b∗,b)I (b∗)−1, (8.100)
which is positive definite from Remark 273.
Remark 274. Under the assumptions as above, from (8.94) and (8.100) we have Vce(b∗) =
I (b∗)−1. Note that this is the asymptotic covariance matrix of maximum likelihood estimators
for b∗ being the true parameter, see e.g. page 63 in [55]. This should be the case, since under
Condition 32 for b′ = b∗, a.s.
ĉen(b
∗,b)(κ˜n)= (Z L(b∗) ln(L(b)))n(κ˜n)
=−αln(p(b)))n(κ˜n),
(8.101)
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and b → ln(p(b)))n(κ˜n)= 1n
∑n
i=1 ln(p(b)(κi )) is maximized in such maximum likelihood esti-
mation (note that for α> 0 we should minimize (8.101) while for α< 0 — maximize it).
Under the assumptions as above and for α> 0, from (8.24), (8.95), and (8.99)
Bce(b)= 1
2
H
− 12
ce Σce(b)H
− 12
ce =
1
2
αI (b∗)−
1
2 R(b∗,b)I (b∗)−
1
2 , (8.102)
which is positive definite. Note that Bce(b∗)= 12αIl and Tr(Bce(b∗))= lα2 .
For the mean square, let us assume that b∗ is an optimal-variance IS parameter. Then, from
(8.88)
msq(b)= EQ1 (Z 2L(b))=msq(b∗)EQ1 (
L(b)
L(b∗)2
) (8.103)
Thus, assuming that one can move the derivatives inside the expectation we have
∇2 msq(b)=−msq(b∗)∇EQ1 (
L(b)
L(b∗)2
S(b)T )
=msq(b∗)EQ1 (
L(b)
L(b∗)2
(S(b)S(b)T −∇2l (b))).
(8.104)
In such a case, from (8.91),
Hmsq =msq(b∗)EQ1 (
L(b)
L(b∗)2
(S(b∗)S(b∗)T −∇2l (b∗)))
=msq(b∗)2I (b∗).
(8.105)
Remark 275. Under the appropriate assumptions as in Remark 29, when b∗ is a zero-variance
IS parameter, then, for d denoting the cross-entropy distance, b → d(Q(b∗),Q(b)) and ce are
linearly equivalent with a linear proportionality constant α (see (4.8)). Thus, in such a case
(8.99) follows from the well-known fact that under appropriate assumptions
(∇2b d(Q(b∗),Q(b))b=b∗ = I (b∗). (8.106)
Furthermore, from Remark (30), when b∗ is an optimal-variance IS parameter, then, for d
denoting the Pearson divergence, b → d(Q(b∗),Q(b)) and msq are linearly equivalent with a
linear proportionality constant msq(b∗) (see (4.11) and (3.12)). Thus, in such a case (8.105) is
equivalent to the fact that
(∇2b d(Q(b∗),Q(b))b=b∗ = 2I (b∗). (8.107)
Assuming that I (b∗) is positive definite and msq(b∗) 6= 0, from (8.22), (8.96), and (8.105),
Vmsq(b)=H−1msqΣmsq(b)H−1msq
= 1
4
I (b∗)−1R(b∗,b)I (b∗)−1,
(8.108)
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which is positive definite from Remark 273. Thus, assuming further that b∗ is a zero-variance
IS parameter and we have (8.100), it holds
Vmsq(b)= 1
4
Vce(b). (8.109)
From (8.108), we have Vmsq(b∗)= 14 I (b∗)−1. Furthermore, from (8.24)
Bmsq(b)= 1
2
H
− 12
msqΣmsq(b)H
− 12
msq
= msq(b
∗)
4
I (b∗)−
1
2 R(b∗,b)I (b∗)−
1
2 ,
(8.110)
which is positive definite. Note that Bmsq(b∗)= msq(b
∗)
4 Il and Tr(Bmsq(b
∗))= l msq(b∗)4 .
Remark 276. Let A, T , dt , and rt be as in Section 8.1, let b ∈ A, and u : A → R be such that
u(b) ∈R+ and rt (dt −b∗)⇒N (0,u(b)Vce(b)) (see Section 8.5 for sufficient conditions for this to
hold for b = b′ and rt = t for the SSM of the cross-entropy estimators and Section 8.7 for b = d∗,
u(d∗)= 1, and rk = nk for the MSM of such estimators). Let further msq be twice differentiable
in b∗ with ∇msq(b∗)= 0 and Hmsq =∇2 msq(b∗). Then, from Remark 251, for
Bce,msq(b) := 1
2
Vce(b)
1
2 HmsqVce(b)
1
2 , (8.111)
we have
rt (msq(dt )−msq(b∗))⇒ χ˜2(u(b)Bce,msq(b)). (8.112)
For b∗ being a zero-variance IS parameter, I (b∗) being positive definite, and α 6= 0, from (8.111),
(8.105), (8.100), and (8.110)
Bce,msq(b)=msq(b∗)I (b∗)−
1
2 R(b∗,b)I (b∗)−
1
2
= 4Bmsq(b).
(8.113)
Remark 277. Consider the LETS setting and let Condition 115 hold for S = 1. Then, from
EQ(a)(| L(b)L(a) Si (a)S j (a)|)= EQ1 (| L(b)L(a)2 Si (a)S j (a)|), Theorem 121, and Remark 119, we have R(a,b) ∈
Rl×l ,a,b ∈ A, and thus also I (b) ∈Rl×l , b ∈ A. Furthermore, from Theorem 122, the above deriva-
tion leading to (8.91) can be carried out. From these theorems and remark we can also move the
derivatives inside the expectation in (8.104), and using analogous reasoning as in the proof of
Theorem 122 - also in (8.98).
Consider now the ECM setting as in Section 5.1, assuming Condition 36. Then, from (8.90)
I (b)= EQ(b)((X −µ(b))(X −µ(b))T )=Σ(b). (8.114)
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Furthermore,
R(a,b)= EQ1 (
L(b)
L(a)2
S(a)S(a)T )
= exp(Ψ(b)−2Ψ(a))EQ1 (exp((2a−b)T X )(X −µ(a))(X −µ(a))T )
= exp(Ψ(b)+Ψ(2a−b)−2Ψ(a))EQ(2a−b)((X −µ(a))(X −µ(a))T )
= exp(Ψ(b)+Ψ(2a−b)−2Ψ(a))(Σ(2a−b)
+ (µ(2a−b)−µ(a))(µ(2a−b)−µ(a))T ).
(8.115)
For a positive definite matrix B ∈ Syml (R) and b ∈Rl , let |b|B =
p
bT Bb. Then, | · |B is a norm
on Rl . For X ∼N (µ0, M) underQ1 for some positive definite covariance matrix M , we have
from (8.115) and discussion in Section 5.1
R(a,b)= exp(|a−b|2M )(M +M(a−b)(a−b)T M). (8.116)
In particular, for b∗ being a zero-variance IS parameter, from (8.100) and (8.109) we have
Vce(b)= exp(|b∗−b|2M )(M−1+ (b∗−b)(b∗−b)T )= 4Vmsq(b), (8.117)
and
Bmsq(b)= msq(b
∗)
4
exp(|b∗−b|2M )(Il +M
1
2 (b∗−b)(b∗−b)T M 12 ). (8.118)
Thus, the mean of χ˜2(Bmsq(b)) is
Tr(Bmsq(b))= msq(b
∗)
4
exp(|b∗−b|2M )(l +|b∗−b|2M ). (8.119)
Note that b∗ is the unique minimum point of b → Tr(Bmsq(b)). From the below remark it
follows that for X having a different distribution underQ1 this may be not the case.
Remark 278. Consider the ECM setting for A =R. Then, R(a,b)= EQ(a)( L(b)L(a) (S(a))2) and
(∇bR(a,b))b=a =−EQ(a)(S(a)3)
=−EQ(a)((X −µ(a))3).
(8.120)
From the convexity of b →R(a,b) (which follows from the convexity of b → L(b)), a necessary
and sufficient condition for b = a to be its minimum point (and thus for a zero-variance IS
parameter b∗ = a to be the minimum point of b →Bmsq(b) as in (8.110)), is that X has a zero
third central moment underQ(a). This does not hold e.g. for X ∼ Pois(µ(a)) underQ(a) as in
Section 5.1, for which EQ(a)((X −µ(a))3)=µ(a)> 0.
In the LETGS setting, assuming Condition 53, that for some b ∈ A, G has Q(b)-integrable
entries, and that we have (8.91), from (5.43)
I (b)= 2EQ(b)(G), (8.121)
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which from Lemma 79 is positive definite only if Condition 76 holds for Z = 1.
8.10 An analytical example of a symmetric three-point distribution
Let us consider ECM as in Section 5.1 for l = 1, assuming that Q1(X = −1) = Q1(X = 0) =
Q1(X = 1)= 13 . Then, we have A =R, Φ(b)= e
b+e−b+1
3 , L(b)=Φ(b)exp(−bX ),Ψ(b)= ln(Φ(b)),
µ(b)=∇Ψ(b)= eb−e−b
eb+e−b+1 , and∇2Ψ(b)= e
b+e−b+4
(eb+e−b+1)2 . For some d ∈R, let Z = 1(X = 0)+d1(X 6= 0).
We have α= 1+2d3 and
msq(b)= EQ1 (Z 2L(b))=
1
9
(1+eb +e−b)(1+d 2(eb +e−b)). (8.122)
The unique minimizer of msq is 0, which corresponds to crude MC. It holds msq(0)= 1+2d 23
and var(0)= 1+2d 23 − ( 1+2d3 )2 = 29 (1−d)2. Thus, there exists a zero-variance IS parameter only
if d = 1, in which case such a parameter is b∗ := 0. We have EQ1 (Z X )= 0, so that from (6.9),
ce(b) = αΨ(b). Thus, if d 6= −12 , then ce has a unique optimum point 0 = b∗, which is a
minimum point if α> 0 and a maximum point if α< 0. We have ∇2Ψ(0)= 23 and
Hce =∇2 ce(0)=α∇2Ψ(0)= 2(1+2d)
9
. (8.123)
It holds ∇L(b)=−X exp(−bX )Φ(b)+exp(−bX ) eb−e−b3 , so that ∇L(0)=−X . Thus, from (8.29),
for
g (b) := (1+eb +e−b)(eb +e−b), (8.124)
we have
Σce(b)= EQ1 (Z 2L(b)X 2)=
d 2
9
g (b) (8.125)
and for d 6= −12
Vce(b)=H−2ce Σce(b)=
(
3d
2(1+2d)
)2
g (b). (8.126)
We have
Hmsq =∇2 msq(0)= 2
9
(1+5d 2), (8.127)
from (8.33)
Σmsq(b)= EQ1 (L(b)Z 4X 2)=
d 4
9
g (b), (8.128)
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and thus
Vmsq(b)=H−2msqΣmsq(b)=
(
3d 2
2(1+5d 2)
)2
g (b). (8.129)
From (8.41)
Σmsq2(b)= EQ1 ((Z 2−msq(0))2L(b)X 2)=
1
34
(d 2−1)2g (b), (8.130)
so that
Vmsq2(b)=H−2msqΣmsq2(b)=
(
d 2−1
2(1+5d 2)
)2
g (b). (8.131)
From (8.57)
Σic(b)= EQ1 ((Z 2−msq(0)−var(0))2L(b)X 2)=
1
36
((d −1)(d +5))2g (b), (8.132)
and thus
Vic(b)=H−2msqΣic(b)=
(
(d −1)(d +5)
6(1+5d 2)
)2
g (b). (8.133)
For s substituted by ce, msq, msq2, and ic, let us further write Vs(b,d) rather than Vs(b)
to mark its dependence on d . Let for such different s, fs(d) = 2(1+ 5d 2)
√
Vs (b,d)
g (b) , so that
fce(d)= |3d(1+5d
2)
1+2d |, fmsq(d)= 3d 2, fmsq2(d)= |d 2−1|, and fic(d)= 13 |(d−1)(d+5)|. For different
substitutions of s1 and s2 as for s above, it holds
Vs1
Vs2
(b,d)= ( fs1fs2 (d))
2 whenever fs2 (d) 6= 0. The
graphs of functions fs for different s are shown in Figure 8.1. Note that b → g (b) is positive and
has a unique minimum point in 0= b∗. Thus, if fs(d) 6= 0, then b →Vs(b,d)= g (b)( fs (d)2(1+5d 2) )2
also has a unique minimum point in b∗. It holds fce(0)= fmsq(0)= 0. For d ∈ R \ {−12 ,0}, let
r (d)= fcefmsq (d)= |
1+5d 2
d(1+2d) |. One can easily show that this function assumes a unique minimum
in d = 1, in which r (d)= 2. In particular, for d ∈R\ {−12 } we have fce(d)≥ 2 fmsq(d) and thus
Vce(b,d)≥ 4Vmsq(b,d), b ∈R, with equalities holding only for d equal to 0 and 1, the latter being
in agreement with the theory in Section 8.9 since for d = 1, b∗ is a zero-variance IS parameter.
From an easy calculation we receive that fs1 < fs2 on D , fs1 = fs2 on ∂D , and fs1 > fs2 otherwise
for s1 =msq, s2 =msq2, and D = (−12 , 12 ), s1 =msq, s2 = ic, and D = (−2−3
p
2
10 ,
−2+3p2
10 ), as well
as s1 =msq2, s2 = ic, and D = (−2,1). Since for s equal to msq2 or ic, fs is continuous and
fs(0)> 0, such fs are higher than fce (and thus also than fmsq) on some neighbourhood of 0.
Note that in agreement with the theory in Section 8.9, for d = 1, for which b∗ is a zero-variance
IS parameter, for s = ic, Vs(b,d) = 0, b ∈ R, and for s =msq2, this holds also for d = −1, for
which b∗ is an optimal-variance IS parameter. For Bs(b,d)= 12Vs(b,d)Hmsq for s equal to msq,
msq2, or ic, and for Bce,msq(b,d)= 12Vce(b,d)Hmsq for s = ce, we have analogous relations as
for the different Vs(b,d) above.
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Figure 8.1: Functions fs as in the main text for s equal to ce, msq, msq2, and ic.
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9 Two-stage estimation
In this chapter we shortly discuss a two-stage adaptive method for estimation, in the first
stage of which some parameter vector d is computed, with the help of which in the second
stage an estimator of the quantity of interest α ∈R is calculated. For a nonempty parameter
set A ∈B(Rl ) and a family of distributions as in Section 3.4, let a measurable function h :
S (A)⊗S1 →S (R) be such that for each b ∈ A,
EQ(b)(h(b, ·))=α. (9.1)
Let var(b) = VarQ(b)(h(b, ·)), b ∈ A. Consider some cost variable C and functions c and ic as
in Section 4.1, but in the definition of ic using the above var (in particular, for ic we assume
Condition 31). In the IS case conditions 17 and 214 hold, but the above setting is more general
and can also describe e.g. control variates or control variates in conjunction with IS. The
parameter vector d computed in the first stage is an A-valued random variable, which can be
obtained e.g. using some adaptive algorithm like single- or multi-stage minimization method
of some estimators described in the previous sections. This can be done in many different
ways as discussed in the below remark.
Remark 279. One possibility is to use as d some parameter dt corresponding to some first-stage
budget t as in Remark 213. Alternatively, in methods in which to compute some parameter
pk one first needs to compute pl , l = 1, . . . ,k −1, like in the MSM methods from the previous
sections for pk as in Remark 213, one can set d = pτ1(τ 6=∞)+p∞1(τ=∞) for some p∞ ∈ A and
some a.s. finite N+∪ {∞}-valued stopping time τ for the filtrationFn = σ{pl : l ≤ n}, n ∈N+.
For instance, if a.s. pk → b∗ ∈ A, then τ can be the moment when the change of pk from pk−1, or
such a relative change if b∗ 6= 0, becomes smaller than some ² ∈R+ (see e.g. Remark 10 in [43]).
For the various pk from MSM methods as in Remark 213, the fact that a.s. pk → b∗ follows
from Condition 167 or its counterparts. When for some functions fk :S (A)⊗ (Ω,F )→S (R),
k ∈N+, (which can be e.g. the minimized estimators) and f : A→Rwe have a.s. fk (pk )→ f (b∗),
then such a stopping time can be based on the behaviour of fk (pk ), similarly as for pk above.
Assuming that a.s. fk
loc
⇒ f (see Section 7.3 for sufficient assumptions), if a.s. pk → b∗, then from
Lemma 191 a.s. fk (pk )→ f (b∗).
One way to model the second stage of a two-stage estimation method is to consider it on
a different probability space than the first one, for a fixed computed value v of the variable
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d from the first stage. In such a case, for some κ1,κ2, . . . , i.i.d. ∼ Q(v), in the second stage
we perform an MC procedure as in Chapter 2 but using Zi = h(v,κi ), i ∈ N+, e.g. using a
fixed number of samples or a fixed approximate budget. We can also construct asymptotic
confidence intervals forα as in that chapter. From the discussion in Chapter 2, the inefficiency
of such a procedure can be quantified using the inefficiency constant ic(v). This justifies
comparing the asymptotic efficiency of methods for finding the adaptive parameters in the
first stage of a two-stage method as above by comparing their first- and, if applicable, second-
order asymptotic efficiency for the minimization of ic as discussed in sections 7.10 and 8.3.
An alternative way to model the second stage of a two-stage method is to consider its second
stage on the same probability space as the first one. Let us assume the following condition.
Condition 280. Random variables φi , i ∈N+, are conditionally independent given d and have
the same conditional distribution Q(b) given d = b.
Condition 280 is implied by the following one.
Condition 281. Condition 19 holds, and for β1,β2, . . ., i.i.d. ∼P1 and independent of d we have
(φi )i∈N+ = (ξ(d ,βi ))i∈N+ .
In the second stage of the considered method one computes an estimator
α̂n = 1
n
n∑
i=1
h(d ,φi ). (9.2)
Similarly as above, the number n of samples can be deterministic or random. In the first case
the resulting estimator is unbiased, while in the second this needs not to be true. Random n
can correspond e.g. to a fixed approximate computational budget and be given by definition
(2.5) or (2.6) but for Ci replaced by C (φi ), i ∈N+.
Remark 282. A possible alternative to the above discussed two-stage estimation method is the
same as its second model above except that for the computation of α̂n in the second stage one
uses the variables φi = ξ(d ,βi ) as in Condition 281 but without assuming that βi , i ∈N+, are
independent of d. In such a case, Condition 280 may not hold. For example, one could reuse
the i.i.d. random variables with distribution P1 generated for the estimation of d in the first
stage as some (potentially all) the variables βi used for the computation of α̂n , which could
save the computation time. Under appropriate identifications, such an approach using exactly
the same βi , i = 1, . . . ,n in ESSM to compute d and then (9.2) is used in the multiple control
variates method (see [5, 22]), while for IS it was considered in [30]. In such a reusing approach,
α̂n as in (9.2) needs not to be unbiased even for n deterministic. Furthermore, one needs to store
a potentially large random number of the generated values of random variables, which may be
more difficult to implement and requires additional computer memory. Finally, in a number
of situations, like in the case of our numerical experiments, generating the required parts of
the variables βi forms only a small fraction of the computation time needed for computing the
variables h(d ,φi )= (Z L(d))(ξ(d ,βi )) in the second stage, so that reusing some βi from the first
stage would not lead to considerable time savings.
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Our numerical experiments were carried out using programs written in matlab2012a and
run on a laptop. Unless stated otherwise, we used the simulation parameters, variables, and
IS basis functions as for the problems of estimation of the expectations mgf(x0), q1,a(x0),
q2,a(x0), and pT,a(x0) in Section 5.9. In some of our experiments we performed the single-
or multi-stage minimization of estimators êst (where for short we write êst rather than êstn ,
n ∈Np , for appropriate p) equal to ĉe,msq, msq2, and îc, as discussed in Section 7.1. In the
MSM we used in each case b0 = 0. For the minimization of msq2 and îc in these methods
we used the matlab fminunc unconstrained minimization function with the default settings
and exact gradients, for msq additionally using their exact Hessians, as discussed Section
7.1. The minimum points of ĉe were found by solving the linear systems of equations as in
that section. Both for the crude MC (CMC) and when using IS, the computation times of the
MC replicates in our experiments were typically approximately proportional to the replicates
of the exit times τ for the MGF and translated committors, and to the replicates of τ′ as in
(5.73) for pT,a(x0). Thus, we consider the theoretical cost variables C equal to hτ for the MGF
and translated committors and to hτ′ for pT,a(x0). The proportionality constants pC˙ of the
replicates of such C to the simulation times as in Chapter 2) were different for CMC and when
using different basis functions in IS.
The remainder of this chapter is organized as follows. In Section 10.1 we discuss some methods
for testing statistical hypotheses, which are later used for interpreting the results of our
numerical experiments. In Section 10.2 we describe two-stage estimation experiments as
in Section 7.1, performing MSM in the first stages and in the second stages estimating the
expectations of the functionals of the Euler scheme as above. In the second stages we also
estimated some other quantities, like inefficiency constants, variances, mean costs, and the
proportionality constants pC˙ as above. We use these quantities to compare the efficiency of
applying in a IS MC method the IS parameters obtained from the MSM of different estimators,
as well as of using different added constants a and IS basis functions in such adaptive IS
procedures. In Section 10.3 we compare the spread of the IS drifts coming from the SSM
of different estimators and using different parameters b′. In Section 10.4 we provide some
intuitions behind the results of our numerical experiments.
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10.1 Testing statistical hypotheses
Let µX ,µY ∈R, σX ,σY ∈R+, and R-valued random variables Xn and Yn , n ∈N+, be such that
X˜n :=
p
n(Xn −µX )⇒N (0,σ2X ), Y˜n :=
p
n(Yn −µY )⇒N (0,σ2Y ), and for each j ,k ∈N+, X j is
independent of Yk . Let σ̂X ,n and σ̂Y ,n , n ∈N+, be [0,∞)-valued random variables such that
σ̂X ,n
p→σX and σ̂Y ,n p→σY . Let an ,bn ∈N+, n ∈N+, be such that limn→∞ an = limn→∞bn =∞
and
lim
n→∞
an
bn
= ρ ∈R+. (10.1)
Let
tn =
Xan −Ybn√
σ̂2X ,an
an
+ σ̂
2
Y ,bn
bn
=
p
an(Xan −Ybn )√
σ̂2X ,an
+ anbn σ̂2Y ,bn
(10.2)
and Hn =
p
an (µY −µX )√
σ̂2X ,an+
an
bn
σ̂2Y ,bn
.
Lemma 283. Under the assumptions as above, we have
tn +Hn =
X˜an −
√
an
bn
Y˜bn√
σ̂2X ,an
+ anbn σ̂2Y ,bn
⇒N (0,1). (10.3)
Proof. From the asymptotic properties of X˜i and Y˜ j as above and their independence, we
receive, e.g. using Fubini’s theorem and the fact that convergence in distribution is equivalent
to the pointwise convergence of characteristic functions, that
X˜an −
p
ρY˜bn ⇒N (0,σ2X +ρσ2Y ). (10.4)
Thus, from Gn := Y˜bn (
p
ρ−
√
an
bn
)
p→ 0,
X˜an −
√
an
bn
Y˜bn = X˜an −
p
ρY˜bn +Gn ⇒N (0,σ2X +ρσ2Y ). (10.5)
Furthermore, from the continuous mapping theorem,√
σ̂2X ,an
+ σ̂2Y ,bn
an
bn
p→
√
σ2X +ρσ2Y . (10.6)
Now, (10.3) follows from (10.5), (10.6), and Slutsky’s lemma.
If µX ≤µY , then from (10.3) and Hn ≥ 0, n ∈N+, for each α ∈ (0,1) and z1−α as in Remark 7,
limsup
n→∞
P(tn > z1−α)≤ lim
n→∞P(tn +Hn > z1−α)=α, (10.7)
i.e. the tests of the null hypothesis µX ≤µY with the regions of rejection tn > z1−α, n ∈N+, are
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pointwise asymptotically level α (see Definition 11.1.1 in [36]). We shall further use such tests
for z1−α = 3, so that α≈ 0.00270. If for some selected n we have tn ≥ 3, i.e. the null hypothesis
as above can be rejected, then we shall informally say that the estimate Xan ± σ̂X ,anpan of µX is
(statistically significantly) higher than such an estimate Ybn ± σ̂Y ,bnpbn of µY .
Most frequently, for some i.i.d. square integrable random variables X ′i , i ∈ N+, and such
variables Y ′i , i ∈N+, independent of X ′j , in such tests we shall use Xn = 1n
∑n
i=1 X
′
i and σ̂X ,n =√
1
n−1
∑n
i=1(X
′
i −Xn)2, and analogously for Yn and σ̂Y ,n . In such a case
σ̂X ,np
n
shall be called an
estimate of the standard deviation of the mean Xn .
10.2 Estimation experiments
We first performed k-stage minimization methods of the different estimators and for the
different estimation problems, using ni = 50 · 2i−1 samples in the i th stage for i = 1, . . . ,k
for various k ∈N+ (see Section 7.1). We chose k = 3 for the problem of estimating q1,a(x0),
k = 5 for mgf(x0), and k = 6 for pT,a(x0) and q2,a(x0). We first used a = 0.05 and M = 10 time-
independent IS basis functions as in (5.81). For i = 1,2, . . . ,6, the IS drifts r (bi ) corresponding to
the minimization results bi from the i th stage of the MSM of different estimators for estimating
the translated committor q2,a(x0) are shown in Figure 10.1. The IS drifts corresponding to the
final results of MSM for the estimation of all the expectations are shown in Figure 10.2. In
figures 10.1 and 10.2 we also show for comparison approximations of the zero-variance IS drifts
r∗ for the diffusion problems for the translated committors and MGF, computed from formula
(5.77) using finite differences instead of derivatives and finite difference approximations of u
in that formula computed as in Section 5.9. In Figure 10.1, the IS drifts from the consecutive
stages of the MSM of msq2 and îc seem to converge the fastest to some limiting drift close
to (the approximation of) r∗, from the MSM ofmsq — slower, and of ĉe — the slowest. See
Section 10.4 for some intuitions behind these results.
Consider a numerical experiment in which, for a given IS parameter v ∈ A, we compute
unbiased estimates of the mean cost c(v) as well as of the variance var(v) and the (theoretical)
inefficiency constant ic(v) of the IS estimator of the expectation of the functional of the Euler
scheme of interest, using estimators (4.28), (4.31), and (4.23) respectively for b = b′ = v and
n = 10. For some β1, . . . ,βn i.i.d. ∼U, these estimators are evaluated on (ξ(βi , v))ni=1 (for ξ as
in (5.35)), so that the computations involve simulating n independent Euler schemes with
an additional drift r (v) as in (5.57). Such experiments for the different estimation problems
and for v equal to the final results of the MSM of ĉe, msq, msq2, and îc as above, and for
v = 0 for CMC, were repeated independently K times in an outer MC loop for different K . For
the problem of the estimation of q2,a(x0) we additionally used as v the minimization result
from the third step of MSM. For the MGF we made in all the cases K = 75000 repetitions.
For the translated committors, when using CMC or IS with a parameter v from the 3-stage
MSM of estimators other than ĉe, we took K = 2000, while in the other cases we chose K =
5000. For pT,a we made K = 20000 repetitions both for the CMC and when using v from
the MSM of ĉe, and K = 2 ·105 repetitions for v from the MSM of msq, msq2, and îc. The
MC means of the inefficiency constant and variance estimators from the outer loops for
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Figure 10.1: IS drifts from different stages of MSM for estimating q2,a , minimizing ĉe in (a),msq in (b), msq2 in (c), and îc in (d). ’Optimal’ denotes an approximation of the zero-variance
IS drift r∗.
the translated committors and MGF are given in Table 10.1, along with the estimates of
the standard deviations of such means. For pT,a(x0), such outer MC loop estimates of the
inefficiency constants, variances, and mean costs are given in Table 10.2.
Remark 284. Note that due to Remark 64, the variables C as above have all moments (and thus
also variance) finite under Q(v), v ∈ A. For v = 0 (i.e. for CMC), from the boundedness of the
considered Z , we have the finiteness of the mean costs and of the variances and inefficiency
constants of the estimators of the Euler scheme expectations of interest as well as of the variances
of the utilized estimators of such quantities. For the general v and bounded stopping times (as
is the case for such times equal to τ′ as in (5.73) when estimating pT,a), the finiteness of the
quantities as in the previous sentence follows from the corresponding Z being bounded, as well
as from Theorem 121 and Remark 119. In cases when the stopping time is not bounded (like
for such a time equal to τ for the MGF and translated committors as above), one can ensure
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Figure 10.2: Final IS drifts from the MSM experiments minimizing different estimators,
for q1,a(x0) in (a), q2,a(x0) in (b), mgf(x0) in (c), and pT,a(x0) in (d). “Optimal“ denotes an
approximation of the zero-variance IS drift.
such boundedness by terminating the simulations at some fixed time as discussed in Section
6.2. We did not terminate our simulations, but still our results can be interpreted as coming
from simulations terminated at some time larger than any of the exit times encountered in our
experiments.
From tables 10.1 and 10.2 we can see that using the IS parameters from the MSM of îc andmsq2
led in each case to the lowest estimates of variances and (theoretical) inefficiency constants,
followed by the ones from using the parameters from the MSM ofmsq, and finally ĉe. Using
CMC led in each case to the highest such estimates. For q2,a(x0) and each of ĉe, msq, andmsq2, using the IS parameter from the sixth stage of MSM led to a lower estimate of variance
and inefficiency constant than using such a parameter from the third stage. Note also that the
estimates of the inefficiency constants and variances for q2,a(x0) when using the IS parameters
from the third stage of the MSM of msq2 and îc are lower than when using the parameters
151
Chapter 10. Numerical experiments
CMC ĉe msq msq2 îc
Estimates of inefficiency constants (·10−3)
q1,a 7204±92 4855±649 507±10 129.1±3.8 132.9±3.5
q2,a , k = 3 7300±88 553±26 60.8±1.2 53.4±1.0 50.5±1.1
q2,a , k = 6 73.1±1.0 56.10±0.69 48.78±0.59 47.99±0.61
mgf 2041±15 6.276±0.055 3.691±0.035 3.177±0.029 3.163±0.028
Estimates of variances (·10−3)
q1,a 174.0±1.7 126±14 12.36±0.20 3.155±0.083 3.208±0.073
q2,a , k = 3 177.43±1.7 16.35±0.79 1.437±0.021 1.268±0.019 1.223±0.020
q2,a , k = 6 1.794±0.021 1.347±0.013 1.164±0.011 1.169±0.012
mgf 49.41±0.32 0.9040±0.0072 0.3732±0.0029 0.3195±0.0024 0.3209±0.0024
Table 10.1: Estimates of the inefficiency constants and variances of the estimators of the
translated committors for a = 0.05 and the MGF when using CMC or IS with IS parameters
from the MSM of different estimators. For q2,a we consider using the IS parameters from the
kth stages of MSM for k ∈ {3,6}.
CMC ĉe msq msq2 îc
ic (·10−3) 1391±5 65.22±0.30 63.332±0.09 62.677±0.090 61.863±0.091
var (·10−3) 150.78±0.58 10.258±0.042 10.036±0.013 9.8937±0.0126 9.9491±0.0130
c 9.227±0.004 6.3608±0.0066 6.3117±0.0021 6.3355±0.0021 6.2173±0.0021
Table 10.2: Estimates of the inefficiency constants and variances of the estimators of pT,a for
a = 0.05 as well as of the mean costs, when using CMC or IS with the IS parameters from the
MSM of different estimators.
from the sixth stage of the MSM of ĉe andmsq (though for the estimates of the inefficiency
constants for msq2 and msq we cannot confirm this at the desired significance level as in
Section 10.1). For pT,a(x0), the estimate of the inefficiency constant, variance, and mean
cost is respectively lower, higher, and lower when minimizing îc than msq2. Some intuitions
behind these results are given by Theorem 209 and Remark 129, see also the discussion in
Section 10.4.
Using the IS parameters v from the MSM of îc as above and averaging the estimates from the
nK simulations available in each case we computed the IS MC estimates of the quantities of
interest: mgf(x0), and using the translated estimators as in Section 5.7 also of pT (x0) and qi (x0),
i = 1,2. The results are presented in Table 10.3. Note that we have q1(x0)= 1−q2(x0)≈ 0.78
and the estimates of the inefficiency constants in Table 10.1 for estimating the lower value
committor q2(x0) are lower. Thus, it seems reasonable to use the translated IS estimator for
q2(x0) also for computing q1(x0) as discussed in Section 5.7.
q1(x0) q2(x0) mgf(x0) pT (x0)
0.7751±0.0004 0.22597±0.00025 0.16682± (6 ·10−5) 0.18396± (7 ·10−5)
Table 10.3: Estimates of different expectations obtained from IS MC using IS parameters from
the MSM of îc.
In the above experiments utilising nK simulations we also computed the MC estimates of the
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mean costs c(v). For comparison we also computed an estimate of the mean cost in CMC
(equal to c(0) = EU(τ)), using an MC average of such costs from 7.5 ·105 simulations. The
results are provided in Table 10.4. Note that the estimates of the mean costs in tables 10.2 and
10.3 are lower for IS using the IS parameters v from the MSM methods for computing mgf(x0)
and pT,a(x0) than for the respective CMC methods. As discussed in Section 3.3, an intuition
behind these results is provided by Theorem 16.
q1,a(x0) q2,a(x0) mgf(x0) CMC
c 41.26±0.28 41.18±0.28 9.89±0.03 41.44±0.15
Table 10.4: Estimates of the mean costs when using the IS parameters from the MSM of îc and
for CMC, for the problems of computing the translated committors for a = 0.05 and MGF.
We also performed two-stage experiments similar as above for q2,a(x0) and pT,a(x0) for several
different added constants a ∈R+ other than a = 0.05 considered above. For q2,a(x0) we used
the IS basis functions as above, while for pT,a(x0) also the time-dependent basis functions as
in (5.82) for M = 5 and M = 10 and various p ∈N+. This time in the first stages we performed
the MSM only of îc for k = 3 and ni = 400 ·2i−1, i = 1, . . . ,k, so that the number of samples
nk = 1600 used in the final stages of MSM was the same as for a = 0.05 above. In the second
stages we estimated the inefficiency constants, mean costs, and variances in an external loop
like above. For q2,a(x0) we made K = 3000 repetitions in such a loop, while for pT,a(x0) —
K = 10000 for the basis functions as in (5.81), as well as K = 50000 for the basis functions as in
(5.82) for M = 5 and K = 30000 for M = 10. The results are presented in tables 10.5, 10.6, and
10.7, along with the results for the case of a = 0.05 considered before. The smallest estimates
of the inefficiency constants and variances for q2,a(x0) were obtained for a = 0.05. For pT,a(x0)
and the basis functions as in (5.81), we obtained the smallest variance for a = 0.2 and the
lowest inefficiency constants for a = 0.1 and a = 0.2. Among all the cases for pT,a , the smallest
variances and theoretical inefficiency constants were received for a = 0 and when using the
time-dependent IS basis functions (5.82) for M = 10 and p = 3.
a = 0 0.05 0.1 0.2
ic (·10−3) 82.6±2.3 47.99±0.61 51.89±0.80 55.52±0.86
var (·10−3) 2.008±0.058 1.169±0.012 1.252±0.016 1.359±0.016
Table 10.5: Estimates of the inefficiency constants and variances of the IS estimators of q2,a
for different a, corresponding to IS with the parameters from the MSM of îc.
a = 0 0.05 0.1 0.2 0.3
ic (·10−3) 100.8±0.7 61.86±0.09 55.95±0.35 56.44±0.39 61.43±0.48
var (·10−3) 17.88±0.10 9.949±0.013 8.224±0.047 7.544±0.050 7.794±0.058
c 5.641±0.009 6.2173±0.0021 6.803±0.009 7.489±0.009 7.874±0.009
Table 10.6: Estimates of the inefficiency constants and variances of the estimators of pT,a for
different a, and estimates of the mean costs, corresponding to IS with the parameters from
the MSM of îc and using M = 10 time-independent IS basis functions as in (5.81).
153
Chapter 10. Numerical experiments
M = 5 M = 10, a = 0
p = 1, a = 0 p = 1, a = 0.05 p = 2, a = 0 p = 3, a = 0 p = 1 p = 2 p = 3
ic (·10−3) 63.01±0.39 93.44±0.45 48.18±0.28 46.52±0.23 34.11±0.16 22.95±0.17 17.34±0.12
var (·10−3) 10.544±0.064 13.60±0.06 7.975±0.045 7.629±0.036 5.714±0.025 3.899±0.027 2.951±0.019
c 5.978±0.003 6.871±0.004 6.037±0.003 6.086±0.003 5.966±0.004 5.878±0.004 5.887±0.004
Table 10.7: Estimates of the inefficiency constants and variances of IS estimators of pT,a for
different a, as well as of the mean costs, corresponding to IS with the parameters from the
MSM of îc, using the time-dependent IS basis functions as in (5.82) for different M and p.
In our experiments, when using CMC and IS MC with different sets of IS basis functions, the
proportionality constants pC˙ as in Chapter 2 were considerably different. Thus, to compare
the efficiency of the MC methods using estimators corresponding to these different bases, one
should compare their practical rather than theoretical inefficiency constants. We performed
separate experiments approximating some pC˙ as above and computing the corresponding
practical inefficiency constants (equal to the products of such pC˙ and the respective theoretical
inefficiency constants). For n = 105, we ran n-step CMC and IS MC procedures for estimating
q2,0.05(x0) using the IS basis functions as in (5.81), and for estimating pT,a : for a = 0.05 for
IS basis functions as in (5.81) for M = 10, and for a = 0 for IS basis functions as in (5.82): for
M = 5 and p = 1, and for M = 10 and p ∈ {1,3}. When performing the IS MC we used the IS
parameters from the final stages of the corresponding MSM procedures as above. For Ci being
the theoretical cost of the i th step of a given MC procedure and C˙i being its practical cost equal
to its computation time calculated using the matlab tic and toc functions, as an approximation
of pC˙ we used the ratio p̂C˙ ,n =
∑n
i=1 C˙i∑n
i=1 Ci
. Treating (C˙i ,Ci ), i = 1,2, . . . , as i.i.d. random vectors with
square-integrable coordinates, for pC˙ := E(C˙1)E(C1) , from the delta method it easily follows that for
σ := pC˙
√
Var(C1)
(E(C1))2
+ Var(C˙1)
(E(C˙1))2
−2 Cov(C1,C˙1)
E(C˙1)E(C1)
(10.8)
we have
p
n(p̂C˙ ,n −pC˙ )⇒N (0,σ2). For σ̂n being an estimate of σ in which instead of means,
variances, and covariances one uses their standard unbiased estimators computed using
(Ci ,C˙i )ni=1, we have a.s.
σ̂n
σ → 1. Thus, from Slutsky’s lemma,
p
n
σ̂n
(p̂C˙ ,n −pC˙ )⇒N (0,1), which
can be used for constructing asymptotic confidence intervals for pC˙ . In Table 10.8 we provide
the computed estimates in form p̂C˙ ,n ± σ̂npn . It can be seen that these approximations of pC˙ are
close for q2,a(x0) and pT,a(x0) when using in both cases CMC or IS with the basis functions as
in (5.81), and for pT,a(x0) when using the basis functions as in (5.82) for M = 10 and different
p. However, such pC˙ differ significantly for the other pairs of MC methods. In Table 10.8 we
also provide the estimates of practical inefficiency constants i˙c obtained by multiplying the
corresponding estimates of the theoretical inefficiency constants computed earlier by the
received approximations of pC˙ . From this table we can see that using IS in the considered
cases led to considerable practical inefficiency constant reductions over using CMC.
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q2,a pT,a
CMC M = 10 CMC M = 10 M = 5, p = 1 M = 10, p = 1 M = 10, p = 3
pC˙ (·10−6s) 33.612±0.003 137.06±0.01 33.998±0.004 138.75±0.01 96.36±0.01 148.92±0.01 149.74±0.01
i˙c (·10−3s) 245.4±3.0 6.578±0.084 47.3±0.2 8.584±0.013 6.072±0.038 5.080±0.024 2.597±0.018
Table 10.8: Estimates of pC˙ and i˙c for computing q2,a and pT,a for various a and IS basis
functions as discussed in the main text.
10.3 Experiments comparing the spread of IS drifts.
In the experiments described in this section we consider the assumptions as for the estimation
of q2,a(x0) in Section 5.9. For the estimators êst equal to each of ĉe,msq, msq2, and îc, we
performed 20 independent SSM experiments for n1 = 100 and b′ = 0 as in Section 7.1, i.e. mini-
mizing b → êstn1 (b′,b)(χ˜1) for some χ˜1 as in that section. For each such experiment for êst= îc,
for the same χ˜1 as in that experiment, we additionally carried out a two-phase minimization,
in its first phase minimizing b →msqn(b′,b)(χ˜1) and in the second b → îcn(b′,b)(χ˜1), using
the first-phase minimization result as a starting point. The IS drifts corresponding to the
IS parameters computed in the above experiments are shown in Figure 10.3, in which we
also show an approximation of the zero-variance IS drift r∗ for the corresponding diffusion
problem as in the previous section.
From Figure 10.3 (d) it can be seen that ordinary (i.e. single-phase) SSM using îc yielded
in three experiments IS drifts far from r∗, while in the other 17 experiments and in all 20
experiments when using two-phase minimization we received drifts close to r∗. In the experi-
ments in which ordinary minimization led to drifts far from r∗, the value of îcn(b′,b)(χ˜1) in
the minimization result b was several times smaller than when using two-phase minimization,
while in the other cases these values were very close (e.g. the absolute value of difference of
such values divided by the smaller of them was in each case below 1%). In Figure 10.3, the IS
drifts from the SSM of msq2 and the two-phase minimization minimizing îc in the second
phase as above seem to be the least spread, followed by the ones from the minimization ofmsq, and finally ĉe.
From the below remark it can be expected that for a sufficiently large n, the IS drifts from SSM
experiments like above should have approximately normal distribution in each point.
Remark 285. Let A, T , dt , and rt be as in Section 8.1 and let for some covariance matrix
D ∈Rl×l it hold
p
rt (dt −b∗)⇒N (0,D). (10.9)
This holds e.g. for dt being the SSM or MSM results of the estimators ĝ for g replaced by ce, msq,
msq2, or ic, for the SSM under the assumptions as in Section 8.5 for D = u(b′)Vg (b′) and rt = t ,
t ∈ T , while for the MSM under the assumptions as in Section 8.7 for D =Vg (d∗), T =N+, and
rk = nk , k ∈ T . Let us assume a linear parametrization of the IS drifts as in (5.58), let x ∈ Rm ,
and let B ∈Rl×d be such that Bi , j = (r˜i ) j (x), i = 1, . . . , l , j = 1. . . ,d. Then, r (dt )(x)=B T dt , t ∈ T ,
and from (10.9)
p
rt (r (dt )− r (b∗))(x)⇒N (0,B T DB). (10.10)
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Figure 10.3: The IS drifts from SSM for estimating q2,a , minimizing ĉe in (a), msq in (b),msq2 in (c), and îc in (d). The ”optimal“ IS drift is a finite-difference approximation of the
zero-variance IS drift r∗. The label ’msqic’ in (d) corresponds to the two-phase minimization
and ’ic’ to the single-phase minimization as discussed in the main text.
In the further experiments, to be able to carry out more simulations in a reasonable time,
we changed the model considered by increasing the temperature 10 times. For such a new
temperature we received an estimate 1.468±0.002 of the mean cost hEU(τ) in CMC, as com-
pared to 41.44±0.15 under the original temperature as in Table 10.3. We carried out an MSM
procedure of msq2 for k = 6 and ni = 50 ·2i−1, i = 1, . . . ,k, receiving the final minimization
result bMSM . For êst equal to each of the different estimators as above and for b′ = 0 and
b′ = bMSM , we carried out independently N = 5000 times the SSM of êst for n1 = 200, in the i th
SSM receiving a result ai and then computing r (ai )(0), i.e. the corresponding IS drift at zero,
i = 1, . . . , N . The histograms of such IS drifts at zero for b′ = 0, with fitted Gaussian functions,
are shown in Figure 10.4. This figure suggests that the distributions of the IS drifts at zero are
approximately normal, as could be expected from Remark 285. Furthermore, the (empirical)
distribution of the IS drifts at zero for b′ = 0 seems to be in a sense the least spread when
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Figure 10.4: Histograms of the IS drifts at zero from the SSM for computing q2,a , minimizing
ĉe in (a),msq in (b), msq2 in (c), and îc in (d).
minimizing msq2 and îc, followed bymsq, and finally ĉe. The same observations can be made
from the inspection of histograms for the case of b′ = bMSM , which are not shown. We shall
now compare quantitatively the spread of empirical distributions of the IS drifts at zero in the
above experiments for the different estimators and b′ used, using interquartile ranges (IQRs),
the definition and some required properties of which are provided in the below remark.
Remark 286. For i.i.d. random variables X1, X2, . . ., and k,n ∈N+, let Xk:n be the kth coordinate
of X˜n := (Xi )ni=1 in the nondecreasing order. For n ≥ 4, let us define the interquartile range (IQR)
of the coordinates of X˜n as ÎQRn = Xb 3n4 c:n −Xb n4 c:n . Let further X1 ∼N (µ,σ
2) for some µ ∈ R
and σ ∈ R+, and let q denote the IQR of N (µ,σ2) (i.e. the difference of its third and first
quartile). Then, for a certain d ≈ 1.36 we havepn(ÎQRn−q)⇒N (0,d q2) (see page 327 in [15]).
Thus, for σ̂n =
p
d ÎQRn we have
p
n
σ̂n
(ÎQRn −q)⇒N (0,1), which can be used for constructing
asymptotic confidence intervals for q. For some µ′ ∈R and σ′ ∈R+, consider further X ′1, X ′2 . . . ,
i.i.d. ∼ N (µ′, (σ′)2), such that (X ′i )i∈N+ is independent of (Xi )i∈N+ , and let q ′ ∈ R+ be the
IQR ofN (µ′, (σ′)2). Then, for ÎQR′n analogous as above but for the primed variables we have
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(ÎQRn − q, ÎQR′n − q ′)⇒N (0,d diag(q2, (q ′)2)). Thus, for R = qq ′ , R̂n =
ÎQRn
ÎQR
′
n
, and σR = R
p
2d,
from the delta method we have
p
n(R̂n −R)⇒N (0,σ2R ). Therefore, for σ̂R,n = R̂n
p
2d we havep
n
σ̂R,n
(R̂n −R)⇒N (0,1).
For Xi = r (ai )(0), i = 1, . . . , N , received from the SSM of different estimators as above, we
computed the estimates ÎQRN of the IQRs of drifts at zero and the values
σ̂Np
N
as in Remark 286.
The results are provided in Table 10.9.
ĉe msq msq2 îc
b′ = 0 0.736±0.012 0.3770±0.0062 0.1039±0.0017 0.1006±0.0017
b′ = bMSM 0.546±0.009 0.2910±0.0048 0.0932±0.0015 0.0929±0.0015
Table 10.9: Estimates of the IQRs of the IS drifts at zero and the values σ̂Np
N
from the SSM of
various estimators.
From this table we can see that for the both values of b′ the computed estimates of IQRs
from the minimization of îc and msq2 are the lowest, followed by such estimates from the
minimization ofmsq, and finally ĉe. The ratio of the estimates of IQRs from the minimization
of ĉe to msq is 1.951±0.045 for b′ = 0 and 1.8771±0.044 for b′ = bMSM (where the results
are provided in the form R̂n ± σ̂R,NpN under appropriate identifications with the variables from
Remark 286). Note that these ratios are close to 2. Intuitions supporting the above results are
given in Section 10.4. Note also that the estimates of IQRs are lower when using b′ = bMSM
than b′ = 0.
10.4 Some intuitions behind certain results of our numerical exper-
iments
Recall that in the numerical experiments in Section 10.2 we observed the fastest convergence
of the IS drifts in the MSM results and in Section 10.3 the lowest spreads of such drifts in the
SSM results when minimizing msq2 and îc, followed bymsq, and finally ĉe. Furthermore, in
Section 10.3 the IQRs of the values at zero of the IS drifts corresponding to the SSM results were
approximately two times higher when minimizing ĉe thanmsq. In this section we provide
some intuitions behind these and some other of our experimental results. We will need the
following remark.
Remark 287. Let us assume that, similarly as in Section 8.9, for b∗ being a zero-variance IS
parameter, for each b ∈ Rl we have Vmsq2(b) = Vic(b) = 0, Vce(b) = 4Vmsq(b), and Vce(b) is
positive definite. Let further, similarly as in Remark 285, for d = 1, for g replaced by each
of ce, msq, msq2, and ic, for x ∈ Rm and B = ((r˜i )(x))li=1, for u(b′) ∈ R+, rt = t , and vg =
u(b′)B T Vg (b′)B for SSM or rk = nk and vg =B T Vg (d∗)B for MSM, the IS drifts corresponding
to the SSM or MSM results dt of the estimators ĝ respectively fulfill
p
rt (r (dt )− r (b∗))(x)⇒N (0, vg ). (10.11)
Then, for g replaced by msq2 or ic we have vg = 0 and the distributionN (0, vg ) has zero IQR.
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If further r˜i (x) 6= 0 for some i ∈ {1, . . . , l }, then 0< vce = 4vmsq, so thatN (0, vce) has a positive
IQR, which is exactly two times higher than the IQR ofN (0, vmsq).
A possible reason why we received the above mentioned experimental results is that we can
have approximately the same relations as in the above remark between the matrices Vg (b) for
the appropriate b in our experiments, that is the entries of Vg (b) can be much smaller for g
equal to msq2 and ic than msq and ce, and we can have Vce(b)≈ 4Vmsq(b). This would lead to
approximately the same relations between the asymptotic variances of the IS drifts in different
points and the IQRs of their asymptotic distributions as as in the above remark.
Such approximate relations between the matrices Vg (b) can be a consequence of the IS
distributions and densities corresponding to the minimum points of the minimized functions
being close to the zero-variance ones, in the sense that the derivations as in Section 8.9 can be
carried out approximately. For the estimation problems for whose diffusion counterparts there
exist zero-variance IS drifts, like for the case of the translated committors and MGF, we also
have the following possible intuition behind the hypothesized approximate relations between
the matrices Vg (b) as above. For the diffusion counterparts of these estimation problems, the
zero-variance IS drifts minimize the mean square, inefficiency constant, and cross-entropy
among all the appropriate drifts. Furthermore, as evidenced in Figure 10.2, the diffusion
zero-variance IS drifts can be approximated very well using linear combinations of the IS basis
functions considered. Thus, the diffusion IS drifts corresponding to the minimizers of the
functions considered are likely to be close to the zero-variance ones. Therefore, using such
drifts in the place of the zero-variance ones, the derivations as in Section 8.9 can be carried out
approximately and we should have approximately the same relations between the matrices
Vg (b) for the diffusion case as in Remark 287. For small stepsizes h, like the ones used in our
numerical experiments, the matrices Vg (b) for the Euler scheme case can be expected to be
close to their diffusion counterparts and thus we should also have approximately the same
relations between them as above.
For small stepsizes we can also expect the IS drifts corresponding to the minimizers of the
functions considered for the Euler scheme case to be close to their diffusion counterparts,
and thus, from the above discussion, also close to the diffusion zero-variance IS drifts. This
would provide an intuition why in Figure 10.2 the IS drifts from the minimization of various
estimators of the functions considered are close to the approximations of the zero-variance IS
drifts for the diffusion case.
In the experiments from Section 10.2 for computing pT,a(x0), the MSM results of îc led to a
lower estimate of the inefficiency constant than these of msq2, at the same time yielding a
higher estimate of the variance and a lower of the mean cost. A possible intuition behind these
results is provided by Theorem 209, from which it follows that under appropriate assumptions
a.s. we eventually should have such relations for the corresponding functions evaluated
on some parameters converging a.s. to the minimum point of the mean square and the
ones minimizing the inefficiency constant (see Section 7.9 for some sufficient assumptions).
Note, however, that this intuition fails when comparing the estimates of the variances in
the minimization results of msq and îc, as the latter were smaller in all of our estimation
experiments. A possible factor that could have contributed to the fact that in Section 10.2 we
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obtained the lowest estimates of the inefficiency constants and variances when minimizing
the new estimators îc and msq2, followed bymsq, and ĉe, is that, from the above hypothesis
on the approximate relations of the matrices Vg (b), we may have the lowest spread of the
distributions of the minimization results of the new estimators around the minimum points
of variances and inefficiency constants, followed by such results formsq, and ĉe. We suspect
that if sufficiently long minimization methods are performed (i.e. for a sufficiently large n1
for SSM or k for MSM), so that the distributions of the minimization results of the estimators
considered become much less spread around the minimum points of their corresponding
functions, then, as suggested by Theorem 209, the minimization results ofmsq should typically
lead to lower variance than these of îc. However, if the above hypothesis on the entries of
Vmsq(b) being much smaller than these of Vmsq2(b) is correct, then, for a longer minimization,
the minimization results of msq2 should still typically lead to lower variance than these ofmsq. This is because such results dt for msq2 would be asymptotically much more efficient
for the minimization of variance in the different second-order senses discussed in Section 8.3.
For instance, in the sense of the mean of the asymptotic distribution of rt (msq(dt )−msq(b∗))
(for the appropriate rt ), equal to
u(b′)
2 Tr(Vg (b
′)Hmsq) for SSM or 12 Tr(Vg (d
∗)Hmsq) for MSM,
being much smaller for g equal to msq2 than msq. Apart from the highest spread of the
distributions of the minimization results when minimizing ĉe, another factor that could have
contributed to the higher estimates of the variances in the minimization results of ĉe than
for the mean square estimators in our experiments is that the minimum points of the cross-
entropy functions are likely to be different from the ones of the mean square functions, so
that, as discussed in Section 7.10, in such cases minimizing the mean square estimators can
be more efficient for the minimization of variance in the first-order sense.
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In this work we developed methods for obtaining the parameters of the IS change of measure
adaptively via single- and multi-stage minimization of well-known estimators of cross-entropy
and mean square, as well as of new estimators of mean square and inefficiency constant,
ensuring their various convergence and asymptotic properties in the ECM and LETGS settings.
It would be interesting to prove such properties of our methods, or some their modifications,
using some other parametrizations of IS; see e.g. [37, 48] for some examples.
We proposed criteria for comparing the first- and second-order asymptotic efficiency of
certain stochastic optimization methods of functions, which for such functions being equal to
inefficiency constants can be used for comparing the efficiency of methods for finding the
adaptive parameters in the first stage of a two-stage estimation method as in Chapter 9. We
also derived formulas for measures of the second-order asymptotic inefficiency of the above
minimization methods of estimators.
Let us now discuss some problems which one can face when trying to use in practice the
minimization methods for the results of which we proved strong convergence and asymptotic
properties, as well as possible solutions to these problems. When using gradient-based
stopping criteria in some of these methods, one has to choose some nonnegative random
bounds ²i or ²˜i on the norms of the gradients in the minimization results, converging to zero
a.s. (or, equivalently, ensure that these gradients converge to zero a.s.). If chosen too large,
such bounds can make the minimization algorithm perform in practice no steps at all, and if
taken too small, they can make the algorithm run longer than it can be afforded. To ensure
the a.s. convergence of the gradients to zero in the MSM methods and that a reasonable
computational effort is made by the minimization algorithm in each stage, for some q ∈ (1,∞),
one can perform at least a fixed number of steps of the minimization algorithm plus an
additional number of steps needed to make the norm of the gradient at least q times smaller
than in the most recent step in which the final gradient was nonzero (assuming that such a
step exists).
As discussed in Remark 266, under appropriate assumptions, to ensure that bi
p→ b∗ in the
MSM methods one can choose appropriate sets Ki containing the variables bi and such that
bi is equal to the i th minimization result di whenever di ∈Ki . If for some m ∈N+ the sets Ki
contain b∗ only for i ≥m, then the convergence of bi to b∗ may be very slow until i exceeds
such an m. One can try to deal with this problem by performing some preliminary SSM or
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MSM until the sequence of the minimization results has approximately converged to b∗ and
then taking in a new MSM all the sets Ki containing some neighbourhood of the computed
approximation of b∗.
As discussed in Section 8.7, as an alternative to using in MSM methods variables bi converging
to b∗ minimizing the function f considered, it may be reasonable to choose such bi converging
to some d∗ minimizing some measure of the second-order asymptotic inefficiency of dk for
the minimization of f , assuming that such a d∗ exists. Such variables bi could be potentially
obtained by minimizing some estimators of such a measure. A similar idea is to use as the
parameter b′ in SSM methods an estimate of d∗ minimizing the measure of inefficiency (8.26).
For IS in which the mean theoretical cost is not constant in the function of the IS parameter,
minimizing the inefficiency constant estimator can be asymptotically the best option as
under appropriate assumptions it can outperform the minimization of the other estimators
in terms of the first-order asymptotic efficiency for the minimization of the inefficiency
constant (see Section 7.10). However, if the mean cost does not depend on the IS parameter,
so that the inefficiency constant is proportional to the variance, then the minimization results
of all the mean square and inefficiency constant estimators considered can converge to
the minimum point of variance, in which case minimizing them is asymptotically equally
efficient for the minimization of variance in the first-order sense. In such a case it may be
reasonable to minimize the estimators whose minimization results are the most efficient
for the minimization (e.g. using SSM or MSM) of the variance in the second-order sense,
as discussed in Section 8.3. A possible idea is to estimate the measures of the second-order
asymptotic inefficiency of different estimators for the minimization of variance, which can be
combined with the estimation of the parameters d∗ minimizing such measures as discussed
above. The estimators, and potentially also the estimate of d∗ as above, leading to the lowest
estimates of the inefficiency measure, can be later used in a separate SSM or MSM procedure.
In our numerical experiments, using different IS basis functions and added constants a led
to considerably different inefficiency constants of the adaptive IS estimators. It would be
interesting to develop adaptive methods for choosing such basis functions and constants. For
instance, the added constant a can be chosen adaptively via minimization of the estimators of
variance or inefficiency constant in which such an a is treated as an additional minimization
parameter.
In MSM, an alternative approach to the minimization of the estimators constructed using
only the samples from the last stage, as in this work, would be to minimize some weighted
average of such estimators from all the previous stages. In our initial numerical experiments,
minimizing such averages typically yielded drifts farther from the approximations of the zero-
variance IS drifts for the corresponding diffusions than the approach from this work (data not
shown), which is why we focused on the current approach. Similarly, the mean α of interest
could be estimated using a weighted average of the estimators from all the stages, which
closely resembles the purely adaptive approach used in stochastic approximation methods
[32, 4, 37, 35]. For instance, under the assumptions as in Section 7.1 and denoting sk =
∑k
i=1 ni ,
such an estimator of α from the kth stage could be 1sk
∑k
l=1
∑nl
i=1(Z L(bl−1))(χl ,i ). An SLLN and
CLT for such an estimator can be proved similarly as in [35].
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The model which we used for the numerical experiments in this work is only a toy one. It
would be interesting to test and compare the performance of our minimization methods of
different estimators on some realistic molecular models, as well as on models arising in some
other application areas of IS sampling, like computational finance and queueing theory. When
using our methods for rare event simulation in practice one should take care to choose the
IS parameter b equal to b′ in SSM or b0 in MSM so that the considered event is not too rare
under the IS distribution Q(b). This is because if such an event was too rare, then it would
typically not occur at all in a reasonable simulation time. To find such a b adaptively one can
use e.g. some MSM method in which the problem is modified in the initial stages to make the
considered event less rare in these stages as in [47, 48, 56].
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