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ASYMPTOTICS OF GROUND STATES FOR FRACTIONAL HÉNON SYSTEMS
DAVID G. COSTA, OLÍMPIO H. MIYAGAKI, MARCO SQUASSINA, AND JIANFU YANG
Dedicated to Professor Djairo G. de Figueiredo on the occasion of his 80th birthday
Abstract. We investigate the asymptotic behavior of positive ground states for Hénon type systems
involving a fractional Laplacian on a bounded domain, when the powers of the nonlinearity approach the
Sobolev critical exponent.
1. Introduction and main results
Let s ∈ (0, 1), N > 2s and B = {x ∈ RN : |x| < 1}. Consider the fractional system of Hénon type
(1.1)

(−∆)su = 2p
p+ q
|x|αup−1vq in B,
(−∆)sv = 2q
p+ q
|x|αupvq−1 in B,
u > 0, v > 0 in B,
u = v = 0 in ∂B,
where (−∆)s stands for the fractional Laplacian. Recently, a great attention has been focused on the study
of nonlinear problems involving the fractional Laplacian, in view of concrete real-world applications. For
instance, this type of operators arises in the thin obstacle problem, optimization, finance, phase transitions,
stratified materials, crystal dislocation, soft thin films, semipermeable membranes, flame propagation, con-
servation laws, ultra-relativistic limits of quantum mechanics, quasi-geostrophic flows, multiple scattering,
minimal surfaces, materials science and water waves, see [17]. In a smooth bounded domain B ⊂ RN , the
operator (−∆)s can be defined by using the eigenvalues {λk} and corresponding eigenfunctions {ϕk} of
the Laplace operator −∆ in B with zero Dirichlet boundary values, normalized by ‖ϕk‖L2(B) = 1, for all
k ∈ N, that is,
−∆ϕk = λkϕk in B, ϕk = 0 on ∂B.
We define the space Hs0 (B) by
Hs0(B) :=
{
u =
∞∑
k=1
ukϕk in L
2(B) :
∞∑
k=1
u2kλ
s
k <∞
}
,
equipped with the norm
‖u‖Hs
0
(B) :=
( ∞∑
k=1
u2kλ
s
k
)1/2
.
Thus, for all u ∈ Hs0(B), the fractional Laplacian (−∆)s can be defined as
(−∆)su(x) :=
∞∑
k=1
ukλ
s
kϕk(x), x ∈ B.
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We wish to point out that a different notion of fractional Laplacian, available in the literature, is given
by (−∆)su = F−1(|ξ|2sF(u)(ξ)), where F denotes the Fourier transform. This is also called the integral
fractional Laplacian. This definition, in bounded domains, is really different from the spectral one. In the
case of the integral notion, due to the strong nonlocal character of the operator, the Dirichlet datum is given
in RN \B and not simply on ∂B. Recently, Caffarelli and Silvestre [10] developed a local interpretation of
the fractional Laplacian given in RN by considering a Dirichlet to Neumann type operator in the domain
{(x, t) ∈ RN+1 : t > 0}. A similar extension, in a bounded domain with zero Dirichlet boundary condition,
was established, for instance, by Cabrè and Tan in [9], Tan [26], Capella, Dàvila, Dupaigne, and Sire [12],
and by Bra¨ndle, Colorado, de Pablo, and Sànchez [6]. For any u ∈ Hs0(B), the solution w ∈ H10,L(CB) of
(1.2)

−div(y1−2s∇w) = 0 in CB := B × (0,∞),
w = 0 on ∂LCB := ∂B × (0,∞),
w = u on B × {0},
is called the s-harmonic extension w = Es(u) of u, and it belongs to the space
H10,L(CB) =
{
w ∈ L2(CB) : w = 0 on ∂LCB :
∫
CB
y1−2s|∇w|2dxdy <∞
}
.
It is proved (see [6, Section 4.1-4.2]) that
−ks lim
y→0+
y1−2s
∂w
∂y
= (−∆)su,
where ks = 2
1−2sΓ(1 − s)/Γ(s). Here H10,L(CB) is a Hilbert space endowed with the norm
‖u‖H1
0,L
(CB) =
(
ks
∫
CB
y1−2s|∇w|2dxdy
)1/2
.
In the local case, the so-called Hénon problem
(HP )

−∆u = |x|αup−1 in B,
u > 0 in B,
u = 0 on ∂B,
was first studied in [24] after being introduced by Hénon in [21] in connection with the research of rotating
stellar structures. This problem has been studied by several authors, e.g. [3, 11, 25] and references therein.
For this class of problems, moving plane methods [19] cannot be applied, and numerical calculations [13]
suggest that the existence of non-radial solutions is in fact possible. In [11] the authors have shown that the
maximum point xp of a ground state solution for the Hénon equation (HP ) approaches a point x0 ∈ ∂B as
p→ 2∗, where 2∗ = 2N/(N − 2). This result was extended to local Hénon type variational systems in [27],
as well as for scalar nonlocal Hénon type equations in [14]. The main goal of this paper to get a similar
result for the nonlocal Hénon system (1.1). We reformulate the nonlocal systems (1.1) into a local system,
by using the local reduction, that is, we set
(LS)

−div(y1−2s∇w1) = 0 in CB = B × (0,∞),
−div(y1−2s∇w2) = 0 in CB = B × (0,∞),
w1 = w2 = 0 on ∂LCB = ∂B × (0,∞),
w1 = u ≥ 0 on B × {0},
w2 = v ≥ 0 on B × {0},
ksy
1−2s ∂w1
∂ν =
2p
p+q |x|αup−1vq on B × {0},
ksy
1−2s ∂w2
∂ν =
2q
p+q |x|αupvq−1 on B × {0}.
Here u(x) = w1(x, 0), v(x) = w2(x, 0), and the outward normal derivative should be understood as
y1−2s
∂w
∂ν
= − lim
y→0+
y1−2s
∂w
∂y
.
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Let us define the space H := H10,L(CB)×H10,L(CB) and the functional I : H → R,
I(w1, w2) =
ks
2
∫
CB
y1−2s(|∇w1|2 + |∇w2|2)dxdy − 2
p+ q
∫
B
|x|αw1(x, 0)pw2(x, 0)qdx.
A weak solution to system (LS) is a vector (w1, w2) ∈ H verifying I ′(w1, w2)(h, k) = 0 for all (h, k) ∈ H ,
I ′(w1, w2)(h, k) = ks
∫
CB
y1−2s(∇w1 · ∇h+∇w2 · ∇k) dxdy
− 2p
p+ q
∫
B
|x|αw1(x, 0)p−1w2(x, 0)qhdx− 2q
p+ q
∫
B
|x|αw1(x, 0)pw2(x, 0)q−1kdx.
For the nonlocal scalar problem
(1.3)

(−∆)su = |x|αup in B,
u > 0 in B,
u = 0 in ∂B,
we have
(LE)

−div(y1−2s∇w) = 0 in CB = B × (0,∞),
w = 0 on ∂LCB = ∂B × (0,∞),
ksy
1−2s ∂w
∂ν = |x|αup−1 on B × {0}.
For this problem consider the associated minimization problem
Sαs,p(CB) = inf
w∈H1
0,L
(CB)
ks
∫
CB
y1−2s|∇w|2dxdy( ∫
B
|x|α|w(x, 0)|pdx
)2/p .
Then S0s,2∗s (CB), where 2∗s := 2N/(N − 2s), is never achieved [6] and S0s,2∗s (R
N+1
+ ) is attained by the w
which are the s-harmonic extensions of
uε(x) =
ε
N−2s
4
(ε+ |x|2)N−2s2
, ε > 0, x ∈ RN .
Let U(x) = (1 + |x|2) 2s−N2 and let W be the extension of U , namely
W(x, y) = Es(U) = cy2s
∫
RN
U(z)
(|x− z|2 + y2)N+2s2
dz.
For the system (LS) consider the following minimization problem
(1.4) Sαs,p,q(CB) = inf
w1,w2∈H10,L(CB)
ks
∫
CB
y1−2s(|∇w1|2 + |∇w2|2)dxdy(∫
B
|x|α|w1(x, 0)|p|w2(x, 0)|qdx
) 2
p+q
Theorem 1.1. For any α > 0, Sαs,p,q(CB) is achieved if 2 < p+ q < 2∗s .
Proof. Since B is bounded and α > 0 we have |x|α|u|r ≤ C|u|r. The trace operator from H10,L(CB) to
Lr(B) is continuous if 1/r ≥ 1/2 − s/N, and compact if strict inequality holds, see [6, Theorem 4.4] see
also [4, 9]. Then the trace operator tr : H
1
0,L(CB) → Lr(|x|α, B) is compact for r < 2N/(N − 2s). Taking
a minimizing sequence (w1,n, w2,n), there is (w1, w2) ∈ H with wi,n ⇀ wi, as n→∞. Then
w1,n → w1 in Lp+q(|x|α, B), p+ q < 2∗s,
w2,n → w2 in Lp+q(|x|α, B), p+ q < 2∗s.
By Young inequality we conclude that∫
B
|x|α|w1,n(x, 0)|p|w2,n(x, 0)|qdx→
∫
B
|x|α|w1(x, 0)|p|w2(x, 0)|qdx, as n→∞.
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This implies that Sαs,p,q(CB) is achieved if 2 < p+ q < 2∗s. 
Remark 1.2. If (w1,n, w2,n) is a minimizing sequence to Sαs,p,q(CB), then it is readily seen that the sequence
(|w1,n|, |w2,n|) is minimizing too. Thus, we can assume that the minimizer (w1, w2) is non negative, that
is, w1,n, w2,n ≥ 0. By maximum principle we have w1,n, w2,n > 0. Finally, invoking the regularity theory
we infer that w1,n, w2,n ∈ Cγ(CB), for some γ ∈ (0, 1). Notice that (w1, w2) is a weak solution for (LS).
Indeed, by Lagrange multiplier theorem, considering the constraint
M :=
{
(w1, w2) ∈ H :
∫
B
|x|αw1(x, 0)pw2(x, 0)qdx = 1
}
,
there exists λ ∈ R such
F ′(w1, w2)(h, k) = λG
′(w1, w2)(h, k), ∀(h, k) ∈ H,
where
F (w1, w2) =
ks
2
∫
CB
y1−2s(|∇w1|2 + |∇w2|2)dxdy,
G(w1, w2) =
∫
B
|x|αw1(x, 0)pw2(x, 0)qdx− 1.
Then, for all (h, k) ∈ H, we have
ks
∫
CB
y1−2s(∇w1 · ∇h+∇w2 · ∇k)dxdy
= λp
∫
B
|x|αw1(x, 0)p−1w2(x, 0)qhdx+ λq
∫
B
|x|αw1(x, 0)pw2(x, 0)q−1kdx.
By choosing (h, k) = (w1, w2), we get
ks
∫
CB
y1−2s(|∇w1|2 + |∇w2|2)dxdy = λ(p+ q)
∫
B
|x|αw1(x, 0)pw2(x, 0)qhdx = λ(p+ q).
Therefore λ > 0 and (wˆ1, wˆ2) = (βw1, βw2) with β =
(λ(p+q)
2
) 1
p+q−2 is a weak solution of (LS).
Now, we state the asymptotic behavior of ground states when p+ q → 2∗s.
Theorem 1.3. Let α > 0, pε, q > 1 with pε+ q < 2∗s, pε → p as ε→ 0 and p+ q = 2∗s. Let (w1,ε, w2,ε) ∈ H
be a solution to the minimization problem (1.4). Then there exists x0 ∈ ∂B such that
i): ksy1−2s(|∇w1,ε|2 + |∇w2,ε|2)⇀ µδ(x0,0) in the sense of measure,
ii): |u1,ε|pε |u2,ε|q ⇀ γδx0 in the sense of measure,
where µ > 0, γ > 0 satisfy µ ≥ Sγ2/2∗s and δx0 is the Dirac mass at x0.
Let (w1,ε, w2,ε) be a minimizer of Sαs,pε,q(CB) which exists because 2 < pε + q < 2∗s. By regularity results
(see e.g. [6, 8, 12]), (w1,ε, w2,ε) is Hölder continuous. We will show that there exists xε, yε ∈ B with
Mi,ε = wi,ε(xε, 0) = max
(x,y)∈B×(0,∞)
wi,ε(x, y).
Let λε > 0 and λ¯ε > 0 be such that λ
N−2s
2
ε M1,ε = 1 and λ¯
N−2s
2
ε M2,ε = 1, where
λε, λ¯ε → 0, as pε + q → 2∗s.
We state another description of the phenomenon exhibited in Theorem 1.3.
Theorem 1.4. There hold
i) M1,ε = Oε(1)M2,ε as ε→ 0, hence, λε = Oε(1)λ¯ε as ε→ 0.
ii) dist(xε, ∂B)→ 0 and dist(xε, ∂B)
λε
→∞ as pε + q → 2∗s;
iii) lim
pε+q→2∗s
ks
∫
CB
y1−2s(|∇T1,ε|2 + |∇T2,ε|2)dxdy = 0,
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where we have set Ti,ε(x, y) := w1,ε(x, y)− λ
2s−N
2
ε W
(
x−xε
λε
, yλε
)
, for i = 1, 2.
2. Preliminaries
For any ui ∈ Hs0(B), there is a unique extension wi = Es(ui) ∈ H10,L(CB) of ui. The extension operator is
an isometry between Hs0 (B) and H
1
0,L(CB), that is (see [4, 6, 14])
‖Es(ui)‖H1
0,L
(CB) = ‖ui‖Hs0(B), i = 1, 2.
Let us set
x0 :=
(
1− 1| ln ε| , 0, . . . , 0
)
∈ RN , z0 := (x0, 0) ∈ RN+1.
Let us denote Bρ := {x ∈ RN : |x− x0| < ρ} and
Aρ := {(x, y) ∈ RN+1 : |(x, y)− z0| < ρ}, Bρ := {(x, y) ∈ RN+1 : |(x, y)| < ρ}.
Let ϕ ∈ C∞0 (CB) be a cut-off function satisfying
ϕ(x, y) :=
{
1 if (x, y) ∈ A 1
2| ln ε|
0 if (x, y) 6∈ A 1
| ln ε|
,
with 0 ≤ ϕ(x, y) ≤ 1 and |∇ϕ(x, y)| ≤ C| ln ε|, for (x, y) ∈ CB. If W is the extension of the function U
previously introduced, we have (see [4]) |∇W(x, y)| ≤ Cy−1W(x, y), for (x, y) ∈ RN+1+ . The extension of
Uε(x) = (ε+ |x|2)(2s−N)/2 has the form
Wε(x, y) = ε
2s−N
2 W
(x− x0√
ε
,
y√
ε
)
, ε > 0.
Notice that ϕWε ∈ H10,L(CB) for ε small enough. The following lemma is proved in [14, Lemma 3.1]
Lemma 2.1. There holds ∫
CB
ksy
1−2s|∇(ϕWε)|2dxdy( ∫
B
|x|α|ϕ(x, 0)Wε(x, 0)|pdx
)2/p = S0s,2∗s (CB) + oε(1),
as p→ 2∗s, and ε→ 0.
A minimizer of Sαs,p,q(CB) exists as 2 < p+ q < 2∗s and arguing as in [1, Theorem 5] we have
(2.1) Sαs,p,q(CB) = Cp,q Sαs,p+q(CB), Cp,q :=
[(p
q
) q
p+q
+
(p
q
)− p
p+q
]
,
where we have set
Sαs,p+q(CB) := inf
w∈H1
0,L
(CB)
∫
CB
ksy
1−2s|∇w|2dxdy( ∫
B
|x|α|w(x, 0)|p+qdx
)2/(p+q) .
In particular
Ss,p,q(CB) := S0s,p,q(CB) = Cp,qS0s,p+q(CB) = Cp,qSp+q(CB).
Furthermore, if w0 realizes Sαs,p+q(CB) then (u0, v0) = (Bw0, Cw0) realizes Sαs,p,q(CB), for
B,C > 0, B =
√
p/q C.
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Setting uˆε =
√
pεϕWε and vˆε = √qϕWε and applying identity (2.1), we have∫
CB
ksy
1−2s(|∇uˆε|2 + |∇vˆε|2)dxdy( ∫
B
|x|α|uˆε(x, 0)|pε |vˆε(x, 0)|qdx
)2/(pε+q) = Cpε,q
∫
CB
ksy
1−2s|∇(ϕWε)|2dxdy(∫
B
|x|α|ϕ(x, 0)Wε(x, 0)|pε+qdx
)2/(pε+q)(2.2)
= Cpε,qS0s,2∗s (CB) + oε(1),
as pε + q → 2∗s for ε→ 0. Following [14, Lemma 3.2], we have
Lemma 2.2. Let (uε, vε) be a minimizer of Sαs,pε,q(CB) and pε + q → 2∗s for ε→ 0. Then we have
lim
ε→0
∫
CB
ksy
1−2s(|∇uε|2 + |∇vε|2)dxdy(∫
B
|x|α|uε(x, 0)|pε |vε(x, 0)|qdx
)2/(pε+q) = Cp,qS0s,2∗s (CB) = Cp,qS0s,2∗s (RN+1+ ),
lim
ε→0
∫
CB
ksy
1−2s(|∇uε|2 + |∇vε|2)dxdy( ∫
B
|uε(x, 0)|pε |vε(x, 0)|qdx
)2/(pε+q) = Cp,qS0s,2∗s (CB) = Cp,qS0s,2∗s (RN+1+ ).
Proof. We already know that S0s,2∗s (CB) = S0s,2∗s (R
N+1
+ ). Notice that, by (2.1), we get by Lemma 2.1∫
CB
ksy
1−2s(|∇uε|2 + |∇vε|2)dxdy( ∫
B
|uε(x, 0)|pε |vε(x, 0)|qdx
)2/(pε+q) ≤
∫
CB
ksy
1−2s(|∇uε|2 + |∇vε|2)dxdy(∫
B
|x|α|uε(x, 0)|pε |vε(x, 0)|qdx
)2/(pε+q)
≤ Cpε,q
∫
CB
ksy
1−2s|∇(ϕWε)|2dxdy(∫
B
|x|α|ϕ(x, 0)Wε(x, 0)|pε+qdx
)2/(pε+q)(2.3)
= Cpε,qS0s,2∗s (CB) + o(ε),
as pε + q → 2∗s, for ε→ 0. On the other hand, we infer that∫
CB
ksy
1−2s(|∇uε|2 + |∇vε|2)dxdy(∫
B
|uε(x, 0)|pε |vε(x, 0)|qdx
)2/(pε+q) ≥ S0s,pε,q(CB) = Cpε,qS0s,pε+q(CB) ≥ Cpε,qS0s,2∗s (CB).
The last inequality is due to Hölder inequality. This concludes the proof. 
Corollary 2.3. Let p+ q = 2∗s. Then the infimum Sαs,p,q(CB) cannot be achieved.
Proof. Observe that, for all α ≥ 0, there holds Sαs,p,q(CB) = Cp,q Sαs,2∗s (CB). Suppose, by contradiction,
that Sαs,p,q(CB) is achieved by a function (w1, w2) ∈ H. Without loss of generality, we may assume that
w1 ≥ 0 and w2 ≥ 0. By Lemma 2.2, we get
Cp,qS0s,2∗s (CB) = S
α
s,p,q(CB) =
∫
CB
ksy
1−2s(|∇w1|2 + |∇w2|2)dxdy(∫
B
|x|αw1(x, 0)pw2(x, 0)qdx
)2/(p+q)
≥
∫
CB
ksy
1−2s(|∇w1|2 + |∇w2|2)dxdy( ∫
B
w1(x, 0)
pw2(x, 0)
qdx
)2/(p+q) ≥ S0s,p,q(CB) = Cp,qS0s,2∗s (CB),
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so that S0s,2∗s (CB) is achieved at (w1, w2) ∈ H , being
Cp,qS0s,2∗s (CB) =
∫
CB
ksy
1−2s(|∇w1|2 + |∇w2|2)dxdy(∫
B
w1(x, 0)
pw2(x, 0)
qdx
)2/(p+q) .
By setting w˜i(x, t) := wi(x, t) for (x, t) ∈ B × (0,∞) and w˜i(x, t) := 0 for (x, t) ∈ RN \B × (0,∞) we get
the minimizer (w˜1, w˜2) ∈ S02∗s (R
N+1
+ ). A contradiction, since wi > 0, by the maximum principle. 
Definition 2.4. A sequence (w1,n, w2,n) ⊂ H is said to be tight if, for all η > 0, there is ρ0 > 0 with
sup
n∈N
∫
{y>ρ0}
∫
B
ksy
1−2s(|∇w1,n|2 + |∇w2,n|2)dxdy ≤ η.
The following concentration compactness principle [23] can be adapted from [4, Theorem 5.1]
Proposition 2.5. Let (w1,n, w2,n) ⊂ H be tight and weakly convergent to (w1, w2) in H. Let us denote
ui,n = Tr(wi,n) and ui = Tr(wi), p+ q = 2
∗
s. Let µ, ν be two nonnegative measures such that
i) ksy
1−2s(|∇w1,n|2 + |∇w2,n|2) ⇀ µ in the sense of measure,
ii) |u1,n|p|u2,n|q ⇀ ν in the sense of measure.
Then there exist an at most countable set I and points {xi}i∈I ⊂ B such that
(2.4) µ ≥ ksy1−2s(|∇w1|2 + |∇w2|2) +
∑
k∈I
µkδ(xk,0), ν = |u1|p|u2|q +
∑
k∈I
νkδxk ,
with µk > 0, νk > 0 and µk ≥ Cp,qS0s,2∗sν
2/2∗s
k .
Finally, we give an explicit form to the solutions of the problem
(2.5)

(−∆)su = 2p
p+ q
up−1vq in RN ,
(−∆)sv = 2q
p+ q
upvq−1 in RN ,
u > 0, v > 0 in RN ,
where p+ q = 2∗s. Let u, v ∈ L2
∗
s (RN ) be solutions of the following problem
(2.6)

u =
2p
p+ q
∫
RN
up−1(y)vq(y)
|x− y|N−2s dy,
v =
2q
p+ q
∫
RN
up(y)vq−1(y)
|x− y|N−2s dy.
u > 0, v > 0 in RN .
Denote by
u˜(x) :=
1
|x|N−2s u
( x
|x|2
)
, v˜(x) :=
1
|x|N−2s v
( x
|x|2
)
,
the Kelvin transform of u and v, respectively. Hence, (u˜, v˜) is also a solution of (2.6). We may prove as
in [15, Theorem 4.5] that problems (2.5) and (2.6) are equivalent, that is if (u, v) with u, v ∈ Hs(RN ) is a
weak solution of (2.5), then (u, v) is a solution of (2.6), while if (u, v) with u, v ∈ L 2NN−2s (RN ) solves (2.6),
then (u, v) is a solution of (2.5). Now we show that L
2N
N−2s (RN ) solution (u, v) of the following problem is
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radially symmetric.
(2.7)

u(x) =
∫
RN
up−1(y)vq(y)
|x− y|N−2s dy,
v(x) =
∫
RN
up(y)vq−1(y)
|x− y|N−2s dy.
u > 0, v > 0 in RN .
Let Σλ = {x = (x1, · · · , xN ) : x1 > λ}, xλ = (2λ− x1, x2, · · · , xN ) and uλ(x) = u(xλ).
Lemma 2.6. Let (u, v) be a solution of (2.7). Then (u, v) is radially symmetric with respect to some point.
Proof. The result is proved by the moving plane methods developed for integral equations, see [2]. The
argument is now standard, we sketch the proof. For details, we refer to similar arguments in [29]. We have
uλ(x) − u(x) =
∫
Σλ
( 1
|x− y|N−2s −
1
|xλ − y|N−2s
)(
up−1λ (y)v
q
λ(y)− up−1(y)vq(y)
)
dy
and
vλ(x)− v(x) =
∫
Σλ
( 1
|x− y|N−2s −
1
|xλ − y|N−2s
)(
upλ(y)v
q−1
λ (y)− up(y)vq−1(y)
)
dy.
Next, we claim that there exist K ≥ 0, such that if λ < −K, there holds
u(x) ≥ uλ(x) and v(x) ≥ vλ(x).
Indeed, define
Σuλ = {x ∈ Σλ : u(x) ≤ uλ(x)}, Σvλ = {x ∈ Σλ : v(x) ≤ vλ(x)}
and Σ−λ = Σλ \
(
Σuλ ∪ Σvλ
)
, we can deduce as [29] that
uλ(x)−u(x) ≤
∫
Σv
λ
1
|x− y|N−2su
p−1
λ (y)
(
vqλ(y)− vq(y)
)
dy+
∫
Σu
λ
1
|x− y|N−2s v
q
λ(y)
(
up−1λ (y)−up−1(y)
)
dy.
By the Hardy-Littlewood-Sobolev inequality,
‖uλ(x) − u(x)‖L2∗s (Σu
λ
) ≤ C‖up−1λ vq−1λ (vλ − v)‖
L
2∗sN
N+2s2∗s (Σv
λ
)
+ C‖up−2λ vqλ(uλ − u)‖
L
2∗sN
N+2s2∗s (Σu
λ
)
.
By Hölder’s inequality,
‖uλ(x) − u(x)‖L2∗s (Σu
λ
)
≤ C‖uλ‖p−1L2∗s (Σv
λ
)
‖vλ‖q−1L2∗s (Σv
λ
)
‖(vλ − v)‖L2∗s (Σv
λ
) + C‖uλ‖p−2L2∗s (Σu
λ
)
‖vλ‖qL2∗s (Σu
λ
)
‖(uλ − u)‖L2∗s (Σu
λ
).
Choose K > 0 large and for λ < −K, we have
‖uλ(x)− u(x)‖L2∗s (Σu
λ
) ≤
1
4
‖uλ(x) − u(x)‖L2∗s (Σu
λ
) +
1
4
‖vλ(x) − v(x)‖L2∗s (Σv
λ
).
Similarly,
‖vλ(x) − v(x)‖L2∗s (Σu
λ
) ≤
1
4
‖uλ(x)− u(x)‖L2∗s (Σu
λ
) +
1
4
‖vλ(x)− v(x)‖L2∗s (Σv
λ
).
The claim follows easily. Now, we may proceed as the proof of [29, Theorem 1.1]. 
It is known [15] that a positive solution U ∈ L2∗s (RN ) of the problem
(2.8) (−∆)su = uN+2sN−2s in RN ,
is given by
U(x) = C
( t
t2 + |x− x0|2
)N−2s
2
,
for some constant C = C(N, s) > 0, some t > 0 and x0 ∈ RN .
Lemma 2.7. Let (u, v) be a nontrivial weak solution of problem (2.5). There exist A,B > 0 such that
u = AU and v = BU .
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Proof. We known that the solutions (u, v) of (2.5) are solutions of (2.6). By Lemma 2.6, any solution
(u, v) of (2.6) is radially symmetric and monotone decreasing about some point. Let (u˜, v˜) be the Kelvin
transform of (u, v) with the pole p 6= 0
u˜(x) =
1
|x− p|N−2su
( x− p
|x− p|2 + p
)
, v˜(x) =
1
|x− p|N−2s v
( x− p
|x− p|2 + p
)
.
We remark that (u˜, v˜) is a solution of (2.6) too, and then (u˜, v˜) is radially symmetric with respect to some
point q. Following the argument on page 280 in [20], we can see that if p = q, then (u, v) is constant, which
is not true in our case. Hence, p 6= q. Now, using the Kelvin transform
K(f)(x) =
1
|x|N−2s f
( x
|x|2
)
,
we deduce as in [5, proof of Lemma 7] that u = AU and v = BU . 
3. Proof of Theorem 1.3.
Choose pk such that pk + q → 2∗s, as k→∞. Let (w1,k, w2,k) ∈ H be a nonnegative solution to
(3.1) Sαs,pk,q(CB) =
ks
∫
CB
y1−2s(|∇w1,k|2 + |∇w2,k|2)dxdy(∫
B
|x|α|w1,k(x, 0)|pk |w2,k(x, 0)|qdx
) 2
pk+q
.
Up to the factor ((pk + q)λk/2)
1/(pk+q−2) depending upon the Lagrange multiplier λk, (w1,k, w2,k) solves
(3.2)

−div(y1−2s∇w1,k) = 0, −div(y1−2s∇w2,k) = 0, in CB ,
ksy
1−2s ∂w1,k
∂ν =
2pk
pk+q
|x|αw1,k(x, 0)pk−1w2,k(x, 0)q, on B × {0},
ksy
1−2s ∂w2,k
∂ν =
2q
pε+q
|x|αw1,k(x, 0)pkw2,k(x, 0)q−1, on B × {0},
w1,k = w2,k = 0, on ∂LCB .
In particular, we get
(3.3)
∫
CB
ksy
1−2s(|∇w1,k|2 + |∇w2,k|2)dxdy = 2
∫
B
|x|αw1,k(x, 0)pkw2,k(x, 0)qdx.
One may now set, for every x ∈ B and y > 0,
(3.4) w˜i,k(x, y) := Ckwi,k(x, y), Ck =
( ∫
B
w1,k(x, 0)
pkw2,k(x, 0)
qdx
)− 1
pk+q , i = 1, 2.
We have ∫
B
w˜1,k(x, 0)
pk w˜2,k(x, 0)
qdx = 1, for all k ∈ N,
and by (3.1) and Lemma 2.2, we have∫
CB
ksy
1−2s(|∇w˜1,k|2 + |∇w˜2,k|2)dxdy = Cp,qS0s,2∗s + ok(1), as k→∞.
The sequence Ck converges to some C > 0, whenever k →∞. This can be proved by comparison with the
term
∫
B
|x|αw1,k(x, 0)pkw2,k(x, 0)qdx, which converges to a constant in view of formulas (3.1), (3.3) and
Lemma 2.2. In fact, taking into account the Sobolev trace inequality, we have
0 < σ ≤
∫
B
|x|αw1,k(x, 0)pkw2,k(x, 0)qdx ≤ C−pk−qk ≤ C‖w1,k‖pkL2∗s (B)‖w2,k‖
q
L2
∗
s (B)
≤ C.
The sequence (w˜1,k, w˜2,k) is bounded in H . Furthermore, it is tight. This fact can be proved by arguing
as in [4, Lemma 3.6]. By Proposition 2.5, there exist nonnegative measures µ, ν, a pair of functions
(w1, w2) ∈ H, an at most countable set J and points with {xi}i∈J ⊂ B such that
i) w˜i,k ⇀ wi, i = 1, 2,
ii) ksy
1−2s(|∇w˜1,k|2 + |∇w˜2,k|2)⇀ µ in the sense of measure,
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iii) |w˜1,k(x, 0)|p|w˜2,k(x, 0)|q ⇀ ν in the sense of measure,
and (2.4) holds with νk > 0 and µk ≥ Cp,qS0s,2∗sν
2/2∗s
k . It follows that
lim
k
∫
R
N+1
+
ksy
1−2s(|∇w˜1,k|2 + |∇w˜2,k|2)ϕdxdy =
∫
R
N+1
+
ϕdµ, ∀ϕ ∈ L∞ ∩ C(RN+1+ ),
lim
k
∫
RN
|w˜1,k(x, 0)|p|w˜2,k(x, 0)|qϕdx =
∫
RN
ϕdν, ∀ϕ ∈ L∞ ∩ C(RN ).
In particular, we infer that
lim
k
∫
R
N+1
+
ksy
1−2s(|∇w˜1,k|2 + |∇w˜2,k|2)dxdy = µ(RN+1+ ),
lim
k
∫
RN
|w˜1,k(x, 0)|p|w˜2,k(x, 0)|qdx = ν(RN ).
Claim: I 6= ∅.
Verification: if I = ∅, we would have ∫B |w1(x, 0)|p|w2(x, 0)|qdx = 1 and
Cp,qS0s,2∗s = limk
∫
CB
ksy
1−2s(|∇w˜1,k|2 + |∇w˜2,k|2)dxdy
≥
∫
CB
(ksy
1−2s(|∇w1|2 + |∇w2|2))dxdy,
yielding Cp,qS0s,2∗s =
∫
CB
ksy
1−2s(|∇w1|2 + |∇w2|2)dxdy, namely a contradiction to Corollary 2.3.
Claim: I contains only one point and w1 = w2 = 0.
Verification: We argue by contradiction and consider the following three cases:
i) w1 6= 0 and w2 6= 0;
ii) w1 6= 0 and w2 = 0;
iii) w1 = 0 and w2 6= 0.
In the case i), we have
∑
j∈J νj ∈ (0, 1). Notice that
Cp,qS0s,2∗s = limk
∫
CB
ksy
1−2s(|∇w˜1,k|2 + |∇w˜2,k|2)dxdy
≥
∫
CB
(ksy
1−2s(|∇w1|2 + |∇w2|2))dxdy + Cp,qS0s,2∗s
∑
j∈I
ν
2/2∗s
j ,
as well as
1 = ν(RN ) =
∫
B
|w1(x, 0)|p|w2(x, 0)|qdx+
∑
j∈I
νj .
These facts imply that∫
CB
ksy
1−2s(|∇w1|2 + |∇w2|2)dxdy ≤ Cp,qS0s,2∗s
(
1−
∑
j∈I
ν
2/2∗s
j
)
≤ Cp,qS0s,2∗s
(
1−
∑
j∈I
νj
)2/2∗s
= S0s,p,q
(∫
B
|w1(x, 0)|p|w2(x, 0)|qdx
)2/2∗s
,
which is a contradiction. In the case ii) or iii), we have
∑
j∈J νj = 1. Notice that
Cp,qS0s,2∗s ≥
∫
CB
(ksy
1−2s(|∇w1|2 + |∇w2|2))dxdy + Cp,qS0s,2∗s
∑
j∈I
ν
2/2∗s
j .
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This implies, as above, that∫
CB
ksy
1−2s(|∇w1|2 + |∇w2|2)dxdy ≤ Cp,qS0s,2∗s
(
1−
∑
j∈I
νj
)2/2∗s
= 0,
which is a contradiction. Then w1 = w2 = 0. We claim that J is singleton. Notice again
1 ≥
∑
j∈I
ν
2/2∗s
j ≥
(∑
j∈I
νj
)2/2∗s
= 1,
so there is at most one j∗ ∈ I such that νj∗ 6= 0, proving the claim. Hence there exists x0 ∈ B with
(3.5) ksy
1−2s(|∇w˜1,k|2 + |∇w˜2,k|2)⇀ µ0δx0 , |w˜1,k(x, 0)|p|w˜2,k(x, 0)|q ⇀ ν0δx0 ,
in the sense of measure with µ0 ≥ Cp,qS0s,2∗sν
2/2∗s
0 . Taking into account the relation (3.4) between w˜i,k and
wi,k the same conclusion follows for the wi,k.
Assume by contradiction that x0 ∈ B. Then it follows dist(x0, ∂B) = σ, for σ ∈ (0, 1). Notice that
|w1,k(x, 0)|pk ≤ |w1,k(x, 0)|p+ok(1). By the concentration behavior of the sequence |w1,k(x, 0)|p|w2,k(x, 0)|q
stated in (3.5), there exists ϕ ∈ L∞ ∩ C(RN ) with ϕ(x0) = 0 and
(3.6)
∫
RN
|w1,k(x, 0)|p|w2,k(x, 0)|qχB\B(x0,σ/2)(x)dx ≤
∫
RN
|w1,k(x, 0)|p|w2,k(x, 0)|qϕ(x)dx = ok(1).
Since
∫
B
|w2,k(x, 0)|qdx ≤ C by the Sobolev inequality [4, formula (2.11)], then we conclude∫
B
|x|α|w1,k(x, 0)|pk |w2,k(x, 0)|qdx =
∫
B(x0,σ/2)
|x|α|w1,k(x, 0)|pk |w2,k(x, 0)|qdx
+
∫
RN
|x|α|w1,k(x, 0)|pk |w2,k(x, 0)|qχB\B(x0,σ/2)(x)dx
≤ (1 − σ/2)α
∫
B(x0,σ/2)
|w1,k(x, 0)|pk |w2,k(x, 0)|qdx(3.7)
+
∫
RN
|w1,k(x, 0)|p|w2,k(x, 0)|qχB\B(x0,σ/2)(x)dx + ok(1)
≤ Λ(σ)2∗s/2
(∫
B
|w1,k(x, 0)|pk |w2,k(x, 0)|qdx+ ok(1)
)
,
where Λ(σ) := (1 − σ/2)2α/2∗s ∈ (0, 1). By formula (3.7), on account of by Lemma 2.2, it follows that
Cp,qS0s,2∗s = limk
∫
CB
ksy
1−2s(|∇w1,k|2 + |∇w2,k|2)dxdy(∫
B
|x|α|w1,k(x, 0)|pk |w2,k(x, 0)|qdx
)2/(pk+q)
≥ 1
Λ(σ)
lim
k
∫
CB
ksy
1−2s(|∇w1,k|2 + |∇w2,k|2)dxdy(∫
B
|w1,k(x, 0)|pk |w2,k(x, 0)|qdx
)2/(pk+q) > Cp,qS0s,2∗s ,
which is a contradiction, since Λ−1(σ) > 1. The proof of Theorem 1.3 is complete. 
4. Proof of Theorem 1.4
Let (w1,ε, w2,ε) ∈ H be a nonnegative solution to (3.1). Then, up to a multiplicative constant depending
upon the Lagrange multiplier, we may assume that (w1,ε, w2,ε) solves the system (3.2). In particular,
identity (3.3) follows. Hence, from Lemma 2.2, we infer
(4.1) lim
ε→0
∫
CB
ksy
1−2s(|∇w1,ε|2 + |∇w2,ε|2)dxdy =
(S0s,p,q(CB))
N
2s
2
N−2s
2s
=
(S0s,p,q(RN+1+ ))
N
2s
2
N−2s
2s
.
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We know that (w1,ε, w2,ε) is a solution of the system
−div(y1−2s∇w1,ε) = 0, −div(y1−2s∇w2,ε) = 0, x ∈ CB,
ksy
1−2s ∂w1,ε
∂ν =
2pε
pε+q
|x|αw1,ε(x, 0)pε−1w2,ε(x, 0)q, x ∈ B,
ksy
1−2s ∂w2,ε
∂ν =
2q
pε+q
|x|αw1,ε(x, 0)pεw2,ε(x, 0)q−1, x ∈ B,
w1,ε = w2,ε = 0, x ∈ ∂LCB.
Then, we can assume wi,ε ∈ Cτ (B), for some τ ∈ (0, 1). There exist x1,ε, x2,ε ∈ B such that
(4.2) Mi,ε = wi,ε(xi,ε, 0) = sup
(x,y)∈B×(0,∞)
wi,ε(x, y), i = 1, 2.
In fact, let x1,ε, x2,ε ∈ B be such that
Mi,ε := sup
x∈B
wi,ε(x, 0) = wi,ε(xi,ε, 0), i = 1, 2.
Then the second equality in (4.2) holds, since we have the following maximum principle
Lemma 4.1. wi,ε(x, y) ≤Mi,ε for a.e. (x, y) ∈ B × (0,∞), for i = 1, 2.
Proof. Define τi(x, y) := (wi,ε(x, y)−Mi,ε)+ for (x, y) ∈ B × (0,∞). Then, testing in (LS), we obtain
ks
∫
CB
y1−2s|∇τ1(x, y)|2dxdy = 2pε
pε + q
∫
B
|x|αw1,ε(x, 0)pε−1w2,ε(x, 0)qτ1(x, 0)dx = 0,
ks
∫
CB
y1−2s|∇τ2(x, y)|2dxdy = 2q
pε + q
∫
B
|x|αw1,ε(x, 0)pεw2,ε(x, 0)q−1τ2(x, 0)dx = 0.
Then τi ≡ 0 for i = 1, 2, yielding he conclusion. 
Lemma 4.2. For all i = 1, 2, we have Mi,ε → +∞ as pε + q → 2∗s.
Proof. Suppose by contradiction that there exist C > 0 and a sequence {εn} ⊂ R+ such that pεn + q → 2∗s
andM2,εn ≤ C, for all n ∈ N. Since (wi,εn ) is bounded inH10,L(CB), up to a subsequence, by the conclusions
of Theorem 1.3 we get wi,εn ⇀ 0 weakly in H
1
0,L(CB) and wi,εn → 0 in Lr(B), for every r < 2∗s. Then,
from identity (3.3) and formula (4.1), there exists a positive constant σ independent of εn such that
0 < σ ≤
∫
B
|x|α|w1,εn(x, 0)|pε |w2,εn(x, 0)|qdx ≤ ‖w2,εn(x, 0)‖q∞‖w1,εn(x, 0)‖pεnLpεn (B) ≤ Con(1),
which yields a contradiction. 
Now we want to recall some general Pohožaev type identity. Consider the following system
(LG)

−div(y1−2s∇w1) = 0, in CB = B × (0,∞),
−div(y1−2s∇w2) = 0, in CB = B × (0,∞),
w1 = w2 = 0, on ∂LCB = ∂B × (0,∞),
ksy
1−2s ∂w1
∂ν = C1w1(x, 0)
p−1w2(x, 0)
q, on B × {0},
ksy
1−2s ∂w2
∂ν = C2w1(x, 0)
pw2(x, 0)
q−1, on B × {0},
where ∂∂ν denotes the outward normal derivative, and ν is exterior normal vetor to ∂B. For the scalar case,
the next result was obtained in [6], while for the system we refer to [16].
Theorem 4.3. Let p+ q = 2∗s. Then system (LG) does not admit any nontrivial nonnegative solution.
The following non existence result is crucial for our argument. Consider the following problem
(LS)

−div(y1−2s∇w1) = 0, in RN+1++ ,
−div(y1−2s∇w2) = 0, in RN+1++ ,
w1 = w2 = 0, on {xN = 0, y > 0},
ksy
1−2s ∂w1
∂ν = C1w1(x, 0)
p−1w2(x, 0)
q, on {xN > 0, y = 0},
ksy
1−2s ∂w2
∂ν = C2w1(x, 0)
pw2(x, 0)
q−1, on {xN > 0, y = 0},
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where C1, C2 > 0,
∂
∂ν denotes the outward normal derivative, p+ q = 2
∗
s and
R
N+1
++ := {(x1, x2, . . . , xN−1, xN , y) ∈ RN+1 : xN > 0, y > 0}.
Proposition 4.4. Let w1, w2 ∈ H10,L(RN+1++ ) be a bounded solution of (LS). Then (w1, w2) = (0, 0).
Proof. Since (x, y) · ν = 0 on ∂RN+1++ , one cannot apply directly Pohožaev identities. Whence, we use the
Kelvin transformation as in [16,18] to study a new system set in a ball. Let wi ∈ H10,L(RN+1++ ) be a solution
to system (LS). Then, the Kelvin transformation of wi is defined by
w˜i(z) = |z|2s−Nwi
( z
|z|2
)
, z ∈ RN+1++ .
and from [18, Proposition 2.6] we infer that w˜i is also a solution to (LS). By [22, Corollary 2.1, Proposition
2.4], there exists γ ∈ (0, 1) with w˜i(z) ≤ C|z|γ , for z ∈ B1(0). Then there exists C > 0 such that
(4.3) |wi(z)| ≤ C(1 + |z|2)−
N−2s+γ
2 , for all z ∈ RN+1++ .
Arguing as in [14], denote by B 1
2
( eN2 ) ⊂ RN the ball centered at eN2 with radius 12 . Define
vi(z) := |z|2s−Nwi
(− (eN , 0) + z|z|2 ), for all z ∈ CB 12 ( eN2 ) \ {0}.
By means of (4.3), for a positive constant C and for |z| small enough, we have
vi(z) ≤ C|z|γ , for all z ∈ RN+1++ \ {0}.
Therefore, we may extend vi by 0 at 0. Then, as above, (v1, v2) is a weak solution of the system
(LSB)

−div(y1−2s∇v1) = 0, in CB 1
2
(
eN
2
),
−div(y1−2s∇v2) = 0, in CB 1
2
(
eN
2
),
v1 = v2 = 0, on ∂LCB 1
2
(
eN
2
),
ksy
1−2s ∂v1
∂ν = C1v1(x, 0)
p−1v2(x, 0)
q , on B 1
2
( eN2 )× {0},
ksy
1−2s ∂v2
∂ν = C2v1(x, 0)
pv2(x, 0)
q−1, on B 1
2
( eN2 )× {0}.
Now, applying Theorem 4.3 to system (LSB) we infer that vi = 0, i = 1, 2, that is, wi = 0, i = 1, 2. 
We are now ready to complete the proof. By Lemma 4.2, we may assume
M1,ε = w1,ε(x1,ε, 0) = sup
(x,y)∈B×(0,∞)
w1,ε(x, y)→ +∞,
We may assume M1,ε ≥M2,ε. Let λε > 0 be such that
λ
N−2s
2
ε M1,ε = 1, 0 ≤ λ
N−2s
2
ε M2,ε ≤ 1,
where λε → 0, as pε + q → 2∗s. Define the scaled functions
w˜1,ε(x, y) := λ
N−2s
2
ε w1,ε(λεx+ x1,ε, λεy),
w˜2,ε(x, y) := λ
N−2s
2
ε w2,ε(λεx+ x1,ε, λεy),
Bε := {x ∈ RN : λεx+ x1,ε ∈ B1(0)} and CBε := Bε × (0,∞). Then (w˜1,ε(x, y), w˜1,ε(x, y)) satisfies
−div(y1−2s∇w˜1,ε) = 0, −div(y1−2s∇w˜2,ε) = 0, x ∈ CBε
0 < w˜1,ε ≤ 1, 0 < w˜2,ε ≤ 1, w˜1,ε(0, 0) = 1, x ∈ CBε
ksy
1−2s ∂w˜1,ε
∂ν =
2pε
pε+q
|λεx+ x1,ε|αλN−
N−2s
2
(pε+q)
ε w˜1,ε(x, 0)
pε−1w˜2,ε(x, 0)
q, x ∈ Bε,
ksy
1−2s ∂w˜2,ε
∂ν =
2q
pε+q
|λεx+ x1,ε|αλN−
N−2s
2
(pε+q)
ε w˜1,ε(x, 0)
pε w˜2,ε(x, 0)
q−1, x ∈ Bε,
w˜1,ε = 0, w˜2,ε = 0, x ∈ ∂Bε ∩ ∂LCBε .
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Suppose x1,ε → x0 for some x0 ∈ B¯1(0). We claim that x0 ∈ ∂B1(0). By contradiction, assume that
x0 ∈ B1(0) and let d := 12dist(x0, ∂B1(0)). Denote B(0, r) = {z ∈ RN+1 : |z| < r}. For ε > 0 small, both
w˜1,ε and w˜2,ε are well defined in B(0, d/λε) ∩ RN+1+ , and
sup
(x,y)∈B(0, d
λε
)∩RN+1
+
w˜1,ε(x, y) = w˜1,ε(0, 0) = 1, sup
(x,y)∈B(0, d
λε
)∩RN+1
+
w˜2,ε(x, y) ∈ (0, 1].
Since M1,ε → +∞, we have 0 ≤ λε ≤ 1, for ε > 0 small. Let
h(ε) := λ
N−N−2s
2
(pε+q)
ε and h(0) := lim
pε+q→2∗s
h(ε).
Hence, 0 ≤ h(ε) ≤ 1. Three possibilities may occur, namely
(1) h(0) = 0,
(2) h(0) = β ∈ (0, 1),
(3) h(0) = 1.
We show that any of these cases yields a contradiction. We observe that, for any R > 0, BR(0) ⊂ Bd/λε(0)
for ε > 0 small enough. By Schauder estimates [6, 10, 12, 22] there are C > 0 and 0 < ϑ < 1 with
‖w˜1,ε‖C0,ϑ(B(0,2R)∩RN+1
+
) ≤ C, ‖w˜2,ε‖C0,ϑ(B(0,2R)∩RN+1
+
) ≤ C
for ε small enough. By Arzelà-Ascoli’s Theorem, there exist subsequences {w˜i,εk} such that w˜i,εk → wi as
k →∞, for i = 1, 2, in C0,ϑ0loc for some ϑ0 ∈ (0, ϑ). Then, we derive that (w1, w2) satisfies
(4.4)

−div(y1−2s∇w1) = 0, −div(y1−2s∇w2) = 0, in RN+1+ ,
ksy
1−2s ∂w1
∂ν =
2p
2∗s
|x0|αh(0)wp−11 (x, 0)wq2(x, 0), on RN × {0},
ksy
1−2s ∂w2
∂ν =
2q
2∗s
|x0|αh(0)wp1(x, 0)wq−12 (x, 0), on RN × {0},
and w1(0, 0) = 1, 0 ≤ w2 ≤ 1. Moreover, wi ∈ H10,L(RN+1+ ). If x0 = 0 or h(0) = 0 or w2 = 0, we have
w1 ≡ 0, which is impossible since w1(0, 0) = 1. Suppose x0 6= 0, w2 6≡ 0 and h(0) = β ∈ (0, 1]. Then
(4.5)

−div(y1−2s∇w1) = 0, −div(y1−2s∇w2) = 0, in RN+1+ ,
ksy
1−2s ∂w1
∂ν =
2p
2∗s
Λwp−11 (x, 0)w
q
2(x, 0), on R
N × {0},
ksy
1−2s ∂w2
∂ν =
2q
2∗s
Λwp1(x, 0)w
q−1
2 (x, 0), on R
N × {0},
where Λ = |x0|αβ ∈ (0, 1). Setting
w¯1 := Λ
1
2∗s−2w1, w¯2 := Λ
1
2∗s−2w2,
we have 0 < w¯1 ≤ Λ
1
2∗s−2 , 0 < w¯2 ≤ Λ
1
2∗s−2 , w¯1(0, 0) = Λ
1
2∗s−2 and (w¯1, w¯2) satisfies
(4.6)

−div(y1−2s∇w¯1) = 0, −div(y1−2s∇w¯2) = 0, in RN+1+ ,
ksy
1−2s ∂w¯1
∂ν =
2p
2∗s
w¯p−11 (x, 0)w¯
q
2(x, 0), on R
N × {0},
ksy
1−2s ∂w¯2
∂ν =
2q
2∗s
w¯p1(x, 0)w¯
q−1
2 (x, 0), on R
N × {0},
Define S := S0s,p,q(RN+1+ ) and observe that∫
R
N+1
+
ksy
1−2s(|∇w¯1|2 + |∇w¯2|2)dxdy = 2
∫
RN
w¯p1(x, 0)w¯
q
2(x, 0)dx.
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Then, by formula (4.1), we have
S N2s ≤ 2N−2s2s
∫
R
N+1
+
ksy
1−2s(|∇w¯1|2 + |∇w¯2|2)dxdy
= Λ
N−2s
2s 2
N−2s
2s
∫
R
N+1
+
ksy
1−2s(|∇w1|2 + |∇w2|2)dxdy
≤ ΛN−2s2s lim inf
ε→0
2
N−2s
2s
∫
CBε
ksy
1−2s(|∇w˜1,ε|2 + |∇w˜2,ε|2)dxdy(4.7)
= Λ
N−2s
2s lim inf
ε→0
2
N−2s
2s
∫
CB
ksy
1−2s(|∇w1,ε|2 + |∇w2,ε|2)dxdy
= Λ
N−2s
2s S N2s < S N2s ,
a contradiction. Then x0 ∈ ∂B1(0). We can straighten ∂B in a neighborhood of x0 by a non-singular C1
change of coordinates. Let xN = ψ(x
′) be the equation of ∂B, where x′ = (x1, x2, . . . , xN−1), ψ ∈ C1.
Define new coordinate system given by zi = xi for i = 1, . . . , N − 1, zN = xN − ψ(x′) and zN+1 = y. Let
dε = dist(xε, ∂B). For pε + q → 2∗s as ε → 0, w˜i,ε are well defined in B(0, δλε ) ∩ R
N+1
+ ∩ {zN > − dελε } for
some δ > 0 small enough. Moreover
sup
B(0, δ
λε
)∩RN+1
+
∩{zN>−
dε
λε
}
w˜1,ε(x, y) = w˜1,ε(0, 0) = 1, sup
B(0, δ
λε
)∩RN+1
+
∩{zN>−
dε
λε
}
w˜2,ε(x, y) ∈ (0, 1].
We now have the following
Claim: dε/λε → +∞ as ε→ 0.
Verification: Suppose by contradiction that dε/λε remains bounded and dε/λε → s for some s ≥ 0. By the
previous argument, since |x0| = 1, we get w˜i,ε → w˜i in C0,γloc , w˜1(0, 0) = 1 and
(4.8)

div(y1−2s∇w˜1) = 0, div(y1−2s∇w˜2) = 0, in {(z1, . . . , zN , zN+1) : zN > −s, zN+1 > 0},
ksy
1−2s ∂w˜1
∂ν = Λ
2p
2∗s
w˜p−11 (x, 0)w˜
q
2(x, 0), on {(z1, . . . , zN , zN+1) : zN > −s, zN+1 = 0},
ksy
1−2s ∂w˜2
∂ν = Λ
2p
2∗s
w˜p1(x, 0)w˜
q−1
2 (x, 0), on {(z1, . . . , zN , zN+1) : zN > −s, zN+1 = 0},
w˜1(z) = w˜2(z) = 0, on {(z1, . . . , zN , zN+1) : zN = −s, zN+1 > 0},
w˜1(z), w˜2(z) ∈ (0, 1], in {(z1, . . . , zN , zN+1) : zN > −s, zN+1 > 0}.
By a translation, (w˜1, w˜2) verifies
(4.9)

div(y1−2s∇w˜1) = 0, div(y1−2s∇w˜2) = 0, in RN+1++ ,
ksy
1−2s ∂w˜1
∂ν = Λ
2p
2∗s
w˜p−11 (x, 0)w˜
q
2(x, 0), on {(z1, . . . , zN , zN+1) : zN > 0, zN+1 = 0},
ksy
1−2s ∂w˜2
∂ν = Λ
2p
2∗s
w˜p1(x, 0)w˜
q−1
2 (x, 0), on {(z1, . . . , zN , zN+1) : zN > 0, zN+1 = 0},
w˜1(z) = w˜2(z) = 0, on {(z1, . . . , zN , zN+1) : zN = 0, zN+1 > 0},
w˜2(z) ∈ (0, 1], w˜1(0, . . . , s, 0) = 1, in RN+1++ .
Since w˜i ∈ H10,L(RN+1++ ), by Proposition 4.4, (w˜1, w˜2) = (0, 0), which violates w˜1(0, . . . , s, 0) = 1. Then the
claim follows and CBε converges to the entire R
N+1
++ as ε→ 0.
Claim. Λ = |x0|h(0) = h(0) = 1. We can assume (w˜1,ε, w˜2,ε)→ (w˜1, w˜2), as ε→ 0, and (w˜1, w˜2) satisfies
(4.10)

div(y1−2s∇w˜1) = 0, div(y1−2s∇w˜2) = 0, in RN+1++ ,
ksy
1−2s ∂w˜1
∂ν = Λ
2p
2∗s
w˜p−11 (x, 0)w˜
q
2(x, 0), on R
N × {0},
ksy
1−2s ∂w˜2
∂ν = Λ
2p
2∗s
w˜p1(x, 0)w˜
q−1
2 (x, 0), on R
N × {0},
w˜1(z) = w˜2(z) = 0, on {0} × (0,∞),
w˜i(z) ∈ (0, 1], w˜i(0, 0) = 1, in RN+1++ .
If w˜2 ≡ 0 or 0 ≤ Λ < 1, we reach the contradiction either as in (4.7) or by Proposition 4.4. Hence, Λ = 1
and w˜2 6≡ 0. This implies M−11,ε w˜2,ε(λεx+ xε)→ v(x) 6= 0, and then 1 ≥M−11,εM2,ε → σ > 0 as ε→ 0, that
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is M1,ε = O(1)M2,ε. This is (i) of Theorem 1.4.
Let yε ∈ B1(0) be such that w2,ε(yε) = maxB1(0) w2,ε(y). We define w˜2,ε(x) = (λ¯ε)(N−2s)/2w2,ε(λ¯εx + yε),
where λ¯
(N−2s)/2
ε w2,ε(yε) = 1. Suppose yε → y0. Again, using a blow up argument, we get y0 ∈ ∂B1(0).
Then, in light of Lemma 2.7, we have
w˜1(x, y) = aW1(x, y), w˜2(x, y) = bW1(x, y)
for some positive numbers a, b such that a/b =
√
p/q. Let v˜i,ε = w˜i,ε − w˜i. Then v˜i,ε ⇀ 0 weakly in
H10,L(Cω) for any ω ⊂ RN+1+ and
(4.11)

div(y1−2s∇v˜1,ε) = 0, div(y1−2s∇v˜2,ε) = 0, in CBε ,
κ2sy
1−2s ∂v˜1,ε
∂ν =
2pε
pε+q
Qεw˜
pε−1
1,ε (x, 0)w˜
q
2,ε(x, 0)− p(N−2s)N wp−11 wq2 on Bε × {0}
κ2sy
1−2s ∂v˜2,ε
∂ν =
2q
pε+q
Qεw˜
pε
1,ε(x, 0)w˜
q−1
2,ε (x, 0)− q(N−2s)N wp1wq−12 on Bε × {0}
v˜i,ε = −w˜i, on ∂LCBε ,
where we have set Qε := |λεx + x1,ε|αh(ε). Multiplying the first equation in (4.11) by v˜1,ε and v˜2,ε,
respectively, integrating by parts, and applying Brézis-Lieb Lemma, as pε + q → 2∗s, we have
ks
∫
CBε
y1−2s(|∇v˜1,ε|2 + |∇v˜2,ε|2)dxdy
=
∫
Bε
( 2pε
pε + q
Qεw˜
pε−1
1,ε (x, 0)w˜
q
2,ε(x, 0)−
p(N − 2s)
N
w˜p−11 (x, 0)w˜
q
2(x, 0)
)
v˜1,ε(x, 0)dx
− ks
∫
∂LBε
y1−2s
∂v˜1,ε
∂ν
w1dS
+
∫
Bε
( 2q
pε + q
Qεw˜
pε
1,ε(x, 0)w˜
q−1
2,ε (x, 0)−
q(N − 2s)
N
w˜p1(x, 0)w˜
q−1
2 (x, 0)
)
v˜2,ε(x, 0)dx
− ks
∫
∂LBε
y1−2s
∂v˜2,ε
∂ν
w2dS
=
p(N − 2s)
N
∫
Bε
Qε
(
w˜pε−11,ε (x, 0)w˜
q
2,ε(x, 0)− w˜p−11 (x, 0)w˜q2(x, 0)
)
v˜1,ε(x, 0)dx
− ks
∫
∂LBε
y1−2s
∂v˜1,ε
∂ν
w˜1dS +
p(N − 2s)
N
∫
Bε
(Qε − 1)w˜p−11 (x, 0)w˜q2(x, 0)dx
+
q(N − 2s)
N
∫
Bε
Qε
(
w˜pε1,ε(x, 0)w˜
q−1
2,ε (x, 0)dx − w˜p1(x, 0)w˜q−12 (x, 0))
)
v˜2,ε(x, 0)dx
− ks
∫
∂LBε
y1−2s
∂v˜2,ε
∂ν
w˜2dS +
q(N − 2s)
N
∫
Bε
(Qε − 1)w˜p1(x, 0)w˜q−12 (x, 0)dx + oε(1),
since Qε → 1 as ε→ 0. Recalling that Wε decay at infinity, we obtain
ks
∫
CBε
y1−2s(|∇v˜1,ε|2 + |∇v˜2,ε|2)dxdy
=
p(N − 2s)
N
∫
Bε
Qε
(
(v˜1,ε + w˜1)
pε−1(x, 0)(v˜2,ε + w˜2)
q(x, 0)− w˜p−11 (x, 0)w˜q2(x, 0)
)
v˜1,ε(x, 0)dx
+
q(N − 2s)
N
∫
Bε
Qε
(
(v˜1,ε + w˜1)
pε(x, 0)(v˜2,ε + w˜2)
q−1(x, 0)− w˜p1(x, 0)w˜q−12 (x, 0)
)
v˜2,ε(x, 0)dx + oε(1).
Inserting w˜i,ε = v˜i,ε = w˜i, and using the following inequalities (cf. [7, 28])
||a+ b|p − |a|p − |b|p − pab(|a|p−2 + |b|p−2|)| ≤ C
{ |a||b|p−1 if |a| ≥ |b|,
|a|p−1|b| if |a| ≤ |b|, 1 ≤ p ≤ 3,
||a+ b|p − |a|p − |b|p − pab(|a|p−2 + |b|p−2|)| ≤ C(|a|p−2|b|2 + |a|2|b|p−2), p ≥ 3,
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we infer that
ks
∫
CBε
y1−2s(|∇v˜1,ε|2 + |∇v˜2,ε|2)dxdy
=
p(N − 2s)
N
∫
Bε
Qεv˜
p
1,ε(x, 0)v˜
q
2,ε(x, 0)dx+
q(N − 2s)
N
∫
Bε
Qεv˜
p
1,ε(x, 0)v˜
q
2,ε(x, 0)dx+ oε(1)(4.12)
= 2
∫
Bε
Qεv˜
p
1,ε(x, 0)v˜
q
2,ε(x, 0)dx + oε(1).
By definition of Sαs,pε,q and recalling that Sαs,pε,q = S + oε(1), we get
ks
∫
CBε
y1−2s(|∇v˜1,ε|2 + |∇v˜2,ε|2)dxdy ≥ S
( ∫
Bε
Qεv˜
p
1,ε(x, 0)v˜
q
2,ε(x, 0)dx
) 2
pε+q
+ oε(1).
Assume by contradiction that
lim
ε→0
ks
∫
CBε
y1−2s(|∇v˜1,ε|2 + |∇v˜2,ε|2)dxdy = ρ > 0.
Then, we have
ks
∫
CBε
y1−2s(|∇v˜1,ε|2 + |∇v˜2,ε|2)dxdy = 2
∫
Bε
Qεv˜
p
1,ε(x, 0)v˜
q
2,ε(x, 0)dx + o(1) ≥
S N2s
2
N−2s
2s
+ oε(1).
By using a Brézis-Lieb type Lemma and arguments similar to the ones above, we get
I(w˜1,ε, w˜2,ε) =
∫
CBε
ks
2
y1−2s(|∇v˜1,ε|2 + |∇v˜2,ε|2)dxdy − 2
pε + q
∫
Bε
Qεv˜1,ε(x, 0)
pv˜2,ε(x, 0)
qdx
+
∫
R
N+1
+
ks
2
y1−2s(a2 + b2)|∇W1|2dxdy − 2
pε + q
∫
RN
|aW1(x, 0)|pε |bW1(x, 0)|qdx + oε(1)
≥ 2s
N
S N2s
2
N−2s
2s
+ oε(1).
On the other hand,
I(w˜1,ε, w˜2,ε) :=
ks
2
∫
CBε
y1−2s(|∇w˜1,ε|2 + |∇w˜2,ε|2)dxdy − 2
p+ q
∫
Bε
Qεw˜
p
1,ε(x, 0)w˜
q
2,ε(x, 0)dx
=
s
N
S N2s
2
N−2s
2s
+ oε(1),
a contradiction. Hence ρ = 0, proving also Theorem 1.4(ii).
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