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Al Irkhis, Luay A. . Ph.D., Electrical Engineering Ph.D. Program, Department of Electrical Engi-
neering, Wright State University, 2018. Wideband DoA and Parameter Estimation of Chirp Sources
using DCFT and Compressive Sensing.
Direction of Arrival (DoA) estimation of chirp sources has many applications in radar,
sonar and medical imaging. This work considers DoA and parameter estimation of wide-
band chirp sources by the use of Discrete Chirp Fourier Transform (DCFT), its Compres-
sive Sensing formulation (CS-DCFT) and Distributed CS.
DCFT is similar to traditional Discrete Fourier Transform (DFT) but with chirp ba-
sis and two-dimensional search over chirp rate and chirp frequency. For chirp parame-
ters estimation, the proposed Compressive Sensing (CS) formulation uses the parametric
DCFT basis to achieve superior estimator performance in polynomial time using Orthog-
onal Matching Pursuit (OMP) for fast recovery. Simulation results show superior perfor-
mance as compared to original DCFT.
For chirp DOA estimation, three different wide band chirp-model based DoA algo-
rithms have been proposed. The first approach is a novel idea utilizing CS-DCFT for
DOA parameter estimation where frequency-shift is used instead of typical phase shifts
to measure the signal time-delays between sensors. Mathematical formulation of this new
approach has been given, and the effectiveness has been studied via simulation. The pro-
posed novel frequency-shift based approach eliminates certain limitations that arise due to
phase ambiguity such as, Nyquist spatial sampling, which in turn limits the DoA resolution
to theoretical Rayleigh limit. This is because in this case, the distance between sensors can
be increased to more than Nyquist spatial sampling criteria limits because the estimation
process is not affected by phase ambiguity. The proposed approach eliminates the need for
correlation, iterations, time-frequency analysis, and θ-quantization. Comparison with well-
established DoA algorithms has been performed via simulations and it has shown superior
performance.
iii
The second DoA algorithm is formulated in the typical array signal processing form of
solving Ax = b, where A is the steering matrix as defined in all classical DoA techniques
except, the steering vectors are defined specifically for chirp sources considered in this
work. Our steering matrix is a function of unknown chirp parameters, f, β and θ. Results
showed better performance when compared with that of the first algorithm.
The third algorithm is meant for DoA estimation in active signaling scenario, where
prior knowledge of f and β are assumed to be available as would be the case in active
signaling. It can be considered as chirp transforms across the spatial array and this feature
helped to achieve single snapshot DoA estimation, a result that would be important for real
time DoA and/or energy saving mode applications.
For distributed-CS, a fourth DoA Algorithm has been developed by utilizing the dis-
tributed network principle, where a new message passing (sum, count) distributed algo-
rithm was introduced. A new CS-recovery algorithm, named distributed-GAMP, was de-
veloped and implemented. Simulation results show excellent performance and convergence
compared to the original algorithms. For this case also, it is possible to estimate DoAs
with a single measurement per sensor, and results showed accurate DoA estimation. The
distributed-CS algorithm developed in this part of the work can be used in other parallel
processing and wireless sensor network applications as well as in the case of fusion center
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Chirp or Linear Frequency Modulated (LFM) signals have a wide range of applications,
varying from wireless communication to radar and medical [9] [10]. Direction of arrival
(DoA) estimation of airborne or underwater sources has also seen extensive need since
World War II, especially in warfare involving radar and sonar. Many civilian applications
have also found their way in direction of source signal identification, seismic exploration
and air-traffic controls. It is also used for wireless users and networks to determine direction
of users or its location by triangulation of its direction relative to several base stations [11]
[12] [13]. In radar, DoA can be used to identify both elevation and azimuth angles of
airplanes or any flying object. One of the important parameters of DoA performance is the
resolution, or the ability to resolve multiple closely-spaced targets. Many algorithms have
been developed to address this requirement.
DoA estimation algorithms can be categorized according to the bandwidth of the
source signals: narrow-band and wideband. Each category has different signal model to
account for bandwidth and usually the wideband case is the more complicated one to solve.
Usually, the wide bandwidth is approximated by decomposing the entire band into multiple
smaller sub-bands, and then narrow-band DoA algorithms are used [14] [15] [16] [17] [18].
Chirp signal direction of arrival is a special case of general wideband DoA estimation
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problem since most radar and sonar use chirp signaling [9] [19] [20]. In radar it has been
recognized that resolution depends on the transmitted pulse bandwidth. The wideband
characteristic of chirp signals can provide high resolution with long range applications. In
this dissertation, the primary focus will be on developing advanced techniques for DoA
estimation of chirp sources by exploiting the chirp signal specific model instead of general
wideband signal models used by traditional wideband DoA estimation methods [14] [15]
[16] [17] [18].
1.1 The DoA Estimation Problem [9] [19] [21] [22]
DoA estimation algorithms utilize basic physics to estimate the time-delays associated with
the signals received at the array of sensors, and then apply trigonometric relations to find
the angles of arrival.
Figure 1.1: DoA sensor array system with M sensors, L sources and d is distance between
sensor elements.
Figure 1.1 shows a Uniform Linear Array (ULA) of sensors used to estimate time
delays encountered by different signals in traversing through the sensors. ULA has been
used in this dissertation for theoretical formulation and simulation studies. However, the
2
proposed approach can be extended for non-ULA structures as well. Here, θ` represents
the angle of arrival for the `-th target of interest, L is the number of sources and M is the
number of sensors.
The received array output signal at mth sensor from L far-field sources located at




sl(t− tm) + nm(t) (1.1)
where
tm =
d (m− 1) cos(θ)
c
(1.2)
and θ = θ` is the angle of arrival of the `-th source, d is the distance between sensor
elements and λ is the operating wavelength. The corresponding frequency-domain model





−j2πfktm +Nm(fk); k = 0, 1, 2, . . . K. (1.3)
For narrow-band case, k = 1, whereas, for wideband DoA, K sub-bands are processed
in traditional wideband DOA estimation algorithms [14] [15] [16] [17] [18]. The sensor
output can be written in matrix form as,
X(fk) = A(fk,Θ)S(fk) + N(fk), k = 1, . . . , K, (1.4)








S(fk) is a vector formed with L source spectrum,
S(fk) =
[
S1(fk) S2(fk) . . . SL(fk) k = 1, . . . , K.
]T
(1.6)
The steering matrix and its elements are defined as,
A(fk,Θ) =
[














where θl is the angle of arrival of the l-th source.
In the narrow-band case this model is written as,
X(f0) = A(Θ) S(f0) +N(f0) (1.9)
where f0 is a single frequency.
In this work, wideband DoA estimation is addressed for chirp sources. As such, chirp
basis spaces will be invoked to form the steering vectors in the space-time domain without
converting to frequency domain as typically done in classical wideband DOA methods,
[15] [16] [23] [24]. This enables exploiting sparsity in the chirp domain as will be shown
in later chapters.
1.2 Applications of Wideband DOA Estimation of Chirp
Sources
Potential application of the CS based-chirp DoA estimation are discussed below.
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1.2.1 Mass Drones as Sensor-Crafts [1]
Development of sensor-crafts can be very expensive because of special requirements (mostly
military or remote sensing). Targets are usually located very far in distance from the sensor-
crafts, hence very expensive sensor equipment needs to be utilized because of the high
power RF devices needed. The ability to use multiple lower cost drones that can be closer
to the target can provide a better economic solution. Sensor equipment for small drones can
be less expensive and small in size to be held on board. Several drones can perform the job
of a sophisticated sensor-craft. The need of a small number of measurements for recovery
of signal information can be useful in separating our system model into two parts: the first
part to be held on-board the drones which would include sensors and random measurement
matrix, and the recovery process can be performed on the remote base station with pow-
erful processing capabilities. The need of 15 % or 30 % of original measurements for CS
implementation can reduce the requirements of transmission bandwidth between drones
and the base station. The possibility that the distance between sensors can be larger than
half the wavelength, as demonstrated in this dissertation, would allow drones to be placed
at a safe distance from each other.
Figure 1.2: Mass drones sensor-crafts
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Figure 1.2 shows the suggested platform functionality. Advantages of such a structure
include significantly lower cost of sensor drone platforms and rapid development cycle as
sensors can be easily modified, upgraded and redeployed. Several other platform structures
can be suggested based on system applications and theater requirements.
1.2.2 Remote Sonar [2]
A similar approach as described for radar in section 1.2.1 can be used for sonar sensors,
since sonar is also another type of chirp signal with a lower frequency range. A chain
of sonar sensors can be installed in remote locations with each transmitter collecting and
transmitting compressed measurements to the main processing base station. Other such
applications can be applied for locating marine life, such as whales that use chirp-like
signals for communication. Sonar array DoA estimation can be difficult because of the
low frequencies involved in the process are also generated by other sources. In traditional
narrow-band sensor array, distance between sensors should be less than or equal to half the
wavelength of the operating frequency,
d ≤ λ/2 (1.10)
which leads to
d ≤ vs/(2f) (1.11)
where, vs is the speed in water and equal to 1500 m/sec. This type of spatial sampling
is used to prevent grating waves or aliasing. Reducing the distance between sensors will
limit the ability to identify and separate closely spaced targets. Equation (1.11) illustrates
that for wide band signals lower frequencies will have the worst resolution separation,
while high frequencies will suffer from aliasing [2] for selected distance between sensors.
The proposed algorithms would overcome this issue since aliasing is not important as it
only affects phase information, whereas Algorithm-1 uses frequency difference between
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sensors to determine the angles and the other proposed algorithms use Compressive Sensing
principles that can process sparse samples. Therefore, the distance between sensors can be
increased to attain better resolution at lower frequencies while higher frequencies will not
suffer from aliasing.
As an example, if the distance between sensors is 0.5 meters, then the maximum
frequency for operation fmax = vs/(2 ∗ d) = 1500/(2 ∗ 0.5) = 1500Hz. But with our
algorithms larger operating frequencies can be accommodated.
Figure 1.3: Remote sonar system basic setup
1.2.3 Medical Wireless Capsule Endoscopy (WCE) [3] , [4]
Another application that could suit chirp DoA is the Wireless Capsule Endoscopy or WCE
introduced originally by Iddah [25]. WCE is among a relatively new class of specialized
medical devices that use advanced wireless and sensors technologies for diagnosing gas-
trointestinal (GI) disorders. It is essentially a tiny medical device in the size of a pill that
contains small sensors, a battery and a wireless transmitter. Because of its small size, the
device can move through a human intestine while collecting data such as images, videos
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or any other sensing process. The data is then transmitted wirelessly to external receivers
located outside the human body for further processing and information extraction. The pre-
cise positioning of the WCE is critical for identifying and locating the diseases that would
be difficult to diagnose via other external means. Earlier versions of WCE used Inertial
Measurement Unit (IMU) to localize the device but other options like RF emitters were
also used. Figure 1.4 shows an active WCE arrangement where it sends RF signal to an ar-
ray of sensors to determine its location and direction. Chirp signaling can be deployed and
chirp DoA algorithm can work effectively in such an active system for precise localization.
Many algorithms have been introduced to provide high resolution localization using WCE
or similar medical probes such as the work reported in [3] and [4].
Figure 1.4: Wireless Capsule Endoscopy
1.3 Motivation for the Proposed Chirp-DOA Approach
Wideband chirp signals or LFM signals have a broad range of applications, especially in
radar [9], sonar [20], and medical imaging [26]. Also, chirp signal parameter estimation is
an active research area with many published work [10] [23] [24] [27].
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Existing chirp signal parameter estimation algorithms typically use time-frequency
analysis or statistical optimization algorithms [28] [29]. Chirp signals are not naturally
sparse either in the time or the frequency domain if traditional Fourier transform is used,
which makes it difficult to use traditional time domain or frequency domain based formu-
lation to estimate the unknown chirp parameters [29]. Instead, in the proposed work chirp
signals received at each sensor will be processed by Discrete Chirp Fourier Transform
(DCFT) that has the capabilities to produce peaks at the correct chirp signal coefficients
[30]. DCFT was introduced in [30] to provide a non-iterative method for chirp signal pa-
rameter estimation. It may be noted that DCFT is not a time-frequency analysis tool, but
an alternative to DFT with chirp basis. Also, DCFT will work perfectly regardless the
bandwidth of the signal. The effectiveness of DCFT transformation lies in the proper se-
lection of coarse or fine transformation resolution of the parameters to be estimated. More
accurate estimation for starting frequency f and chirp rate β in DCFT requires finer search
to cover all possible values of f and β. This can be overcome by applying CS, as pro-
posed in this work, since the transformed domain is sparse in nature as DCFT will exhibit
peaks in the frequency (f) and chirp rate (β) domain [30] [31]. Also, to reduce the com-
putational expense to achieve super-resolution using large DCFT transformation matrices,
an algorithm was introduced using multi-atom DCFT [7] which will be explained later in
numerical consideration section.
The sparsity properties of chirp signals in the DCFT domain will also be exploited in
this work for DoA estimation of chirp sources. Specifically, the DCFT domain processing
of spatial array data will have peaks at the intended chirp signal parameters (starting fre-
quency (f0) and chirp rate (β0)) and the DoAs (θ). Superresolution is a key factor for good
DoA estimation performance [32]. The sparsity feature in DCFT coefficients will be used
to apply Compressed Sensing (CS) [32] [33] [34] to reduce the number of measurements
required.
DoA estimation of wideband multiple chirp signals is also an active research topic [2]
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[29] [35] [36]. The crucial limitations in these and classical DoA algorithms is due to phase
ambiguity. In order to avoid grating waves, distance between sensors cannot be larger than
λ/2. This spacing limits the resolution of angle difference between targets according to the
Rayleigh resolution limit [37]. Proposed Algorithm I applies CS-DCFT to data received
at each sensor of the array to find frequency shift of each source received at a pair of
sensors, and then use trigonometric relations between the parameters to estimate the DoAs.
This novel frequency-shift based approach essentially exploits basic physics of array based
sensing of chirp sources in particular to find the true time delays associated with the chirp
sources.
Algorithm II is a passively sensed joint array processing algorithm that utilizes the
entire array data simultaneously to estimate the DoAs as well as the unknown chirp param-
eters. In this case, a single steering matrix with quantized (f, β, θ) will be used. Algorithm
III is also a joint spatial array processing algorithm that assumes active sensing where prior
knowledge of (f, β) is available and only the DoAs are estimated, as is typical in classical
DOA estimation algorithms. In this case, the steering matrix is created as function of θ
quantization only. Simulation results demonstrate that accurate DoA estimation with sin-
gle snapshot is achievable in this case with further improvement in estimates at low SNR if
multiple snapshots are used.
Finally, Algorithm IV is based on distributed network concepts, where sensors col-
laborate with each other with no need for a centralized fusion center. A new distributed
compressed sensing algorithm based on GAMP [38] was introduced and tested for DoA
estimation applications.
1.4 Contributions and Organization
In this study, we introduce novel and original results on DoA estimation for wideband
chirp sources. Mathematical derivation and proof-of-concept verification with computer
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simulations have been conducted as part of this study.
The main contributions of this work are as follows:
1. A new algorithm for estimating the parameters of multiple chirp signals in noise is
introduced first in Chapter 4. The proposed chirp-model-based algorithmic frame-
work uses Compressive Sensing (CS) formulation of the Modified-DCFT (MDCFT)
basis to achieve superior estimator performance [39],[40]. Unlike Fourier or time-
frequency based approaches or iterative methods, DCFT [41] and MDCFT incor-
porate the underlying chirp signal model parameters in formulating the transform.
DCFT and MDCFT are similar to DFT but with chirp basis and requires two dimen-
sional searches. MDCFT is more generally applicable than DCFT [39],[40] and it
is used throughout this work. The CS formulation exploits the parametric MDCFT-
basis for fast recovery to achieve highly accurate parameter estimation results in
polynomial time using Orthogonal Matching Pursuit (OMP). Simulation results show
enhanced performance as compared to the original MDCFT when compared with
other existing chirp parameter estimation algorithms. Details of this approach and
simulation results are given in Chapter 4.
2. Since the 40’s [19] [21] all DoA estimation techniques are based on exploiting the
trigonometric relationship between DoAs and signal phases which in turn are related
to the time delays of arrival (TDOA). The first DoA algorithm developed in this dis-
sertation (Algorithm I) is a novel approach for finding the DoAs for wideband chirp
sources, where frequency shift between sensor pairs rather than phase shift is utilized
to estimate the signal time delays between sensors. The use of frequency-shift as op-
posed to phase-shift eliminates many known limitations caused by phase ambiguity
like spatial sampling, leading to finer angular resolution between multiple sources.
The use of frequency instead of phase for DoA estimation appears to be novel, and to
the best of our knowledge no previous work has used this approach. The proposed al-
gorithm processes the data at each sensor using MDCFT that invokes the exact chirp
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model in the signal leading to more precise estimates compared to general wide-
band DoA methods that do not exploit the chirp model. Use of Compressed Sensing
(CS) enables exploitation of the sparsity in the DCFT-domain for highly accurate
DoA estimation. Reduced number of measurements can be used for CS optimiza-
tion processing by making use of the sparsity of the DCFT coefficients in the DCFT
domain. The proposed approach eliminates the need for correlation, iterations, and
time-frequency analysis needed by many classical DoA estimation algorithms. The
algorithm also eliminates the need for steering matrix and θ quantization, which is
important to overcome θ quantization error. Theoretical derivation is given and sim-
ulation results for the new algorithm for single and multiple wideband chirp sources
show significant performance enhancement even in highly noisy environment. Com-
parison with many well-known wideband DoA estimation algorithms has been per-
formed via simulation studies and superior performance was observed. Details of
this approach and simulation results are given in Chapter 5.
3. The rest of the DoA estimation algorithms presented in this work use typical array
steering structure except chirp signal basis is used in forming the steering vectors
in the space-time domain, without converting to frequency-domain, as required by
many existing wideband algorithms. The second DoA estimation algorithm (Algo-
rithm II) processes the data from all sensors using single steering matrix, with quan-
tized (f, β, θ). The process is analogous to wideband classical DoA that uses DFT
basis steering matrix. This formulation will help to develop Algorithm III and Algo-
rithm IV. Simulation comparison show better performance than Algorithm I. Large
steering matrix needs to be generated, and computation requirements are higher in
this case. Details of this approach are given in Chapter 5.
4. Algorithm III also uses spatial array data processing by making use of chirp sig-
nal model in spatial domain, except in this case prior knowledge of (f, β) is as-
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sumed. This algorithm is appropriate in active sensing environment where the chirp
frequencies are known although the sensor array may receive data passively. This
leads to smaller sized steering matrices and one-dimensional search instead of three-
dimensional search in Algorithm II. The process is analogous to narrowband DoA
estimation with DFT basis steering matrix, except here MDCFT basis is used for
chirp sources. Simulation results showed high resolution DoA estimation is feasible
by processing a single snapshot or a small number of snapshots with relatively few
sensors. Details of this approach are given in Chapter 5.
5. The fourth DoA algorithm (Algorithm IV) uses a distributed CS approach that elimi-
nates the need for a fusion center for CS processing and increases efficiency and im-
munity of the CS algorithm. This result is important for applications where a fusion
center is not feasible, or communications to a fusion center are costly or unsecured.
A new message passing algorithm for a distributed network that can reduce message
passing between network entities and distribute count and sum of entities among all
elements was developed. This algorithm can be used in many other wireless sensor
networks or parallel processing applications. The proposed approach combines this
algorithm with generalized approximate message passing (GAMP) to produce a new
distributed GAMP algorithm, called D-GAMP, for distributed CS reconstruction. See
Section 7.2 for details.
6. Use of compressive sensing by all the proposed algorithms enables significant reduc-
tion in the number of measurements or sensors required for processing and estimation
without sacrificing accuracy even at low SNR levels. See sections 4.4 and 6 .
7. As noted above, high resolution DoA estimation can be achieved by processing only
a single snapshot using Algorithm III. This can be contrasted with typical use of
thousands of observations used by typical frequency-domain wideband DoA estima-
tion methods because these methods rely on large amount of samples for conversion
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of time-domain array data to the frequency domain before processing. This can be
very important for real-time and/or energy saving requirements in DoA applications.
8. All of the DoA estimation algorithms developed in this dissertation process array
sensor data as received without requiring any pre-processing steps such as formation
of Correlation or Co-variance matrix, or subspace processing or beamforming, etc..
Details are given in Chapter 5.
9. All algorithms achieve very high resolution DoA estimates of closely-spaced sources
even at low SNR levels and with relatively few sensors.
10. All the proposed DOA algorithms are capable of estimating a wide range of DoAs
spanning from 0 to 180 degrees, where other classical methods tend to fail. See Table
6.2 and Table 6.3.
11. All the CS-based algorithms developed in this dissertation work well even at low
SNR when the distance between sensors is larger than (λ/2). Hence, existing sensor
architectures deployed based on Rayleigh limit are expected to attain even better
resolution capability than current performance limits.
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Chapter 2
Background: DCFT and CS
2.1 Discrete Chirp Fourier Transform (DCFT)
Linear chirp signals can be defined using three parameters [42]: fundamental frequency (or
start frequency), chirp rate, and stop frequency. Estimating the first two of these parameters
will be sufficient to recover the signal. The start frequency and chirp rate are considered
the main parameters to be estimated in this work. A linear chirp signal is defined as
s(t) = a ej2π(f0t+β0t
2), (2.1)
where β0 is the chirp rate and f0 is the start frequency. Using a compressive sensing (CS)
[33, 43] strategy and any of its recovery techniques, such as basic matching pursuit or or-
thogonal matching pursuit, can add a significant step forward in physical data measurement
requirements for chirp signal parameter estimation.
The continuous chirp signal model in (2.1) can be represented in the discrete domain
as
s (n) = a ej
2π
N (β0n2+f0n), (2.2)
where a unity sampling period has been assumed, without loss of generality. A uniform
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truncated time window can be assumed for the start and end of signal measurements at
n = 0...N − 1.
The forward discrete chirp Fourier transform (DCFT) [8, 30]









can be applied to obtain coefficients β and f . Unlike the DFT, the DCFT has two variables
β and f . When s(n) is a chirp as in (2.2), the results of the DCFT magnitude should be a
peak at β = β0 and f = f0. Side-lobes will be formed according to an error expression
when β 6= β0 or f 6= f0 as will be shown next. An example chirp signal and its DCFT
coefficients are shown in Figure 2.1. As discussed further in Section 4.3, chirp and chirp-
like signals which are sparse in the DCFT domain yield efficient CS recovery with sub-
Nyquist sampling.
Figure 2.1: chirp signal presentation in time domain and its DCFT coefficients
From equation (2.3), it can be shown [30] that the main-lobe and side-lobe values of
S (f, β) are




N when f = f0 and β = β0
|a| when β 6= β0
0 when f 6= f0 and β = β0
(2.4)
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when N is a prime number. Equation (2.4) shows that DCFT coefficients will be sparse as
peaks are formed at S (f0, β0) of amplitude |a|
√
N and maximum side-lobes of values |a|
[30] when N is prime. In case when N is not a prime, a modified DCFT (MDCFT) has
been suggested by [31], and in this work this modified version will be used. Additional
details on MDCFT are given below and will be further discussed in Section (4.1).














where β is an arbitrarily fixed integer.







where L is the number of chirp signals, and ai is the amplitude of the ith chirp signal. Since
the DCFT is linear [30], the DCFT of multiple chirps is the sum of individual DCFTs
St (f, β) =
L∑
i=1
Si (f, β) , (2.7)
where Si (f, β), defined in (2.3), is the DCFT of the ith chirp signal and has main-lobes
at (fi, βi), for i = 1, 2, ..., L, and side-lobes as stated by Equation (2.4). At the jth chirp
signal location (fj, βj), the main-lobe components of Sj (fj, βj) are expressed as
St (fj, βj) = Sj (fj, βj) +
L∑
i=1,i 6=j
Si (fj, βj) . (2.8)
Using results from equation (2.4), we have







The bounds of the maximum side-lobes for f 6= fj and β 6= βj are




We can conclude that the DCFT for multi-chirp signals is less sparse than a single
chirp since the main-lobe is affected by
∑L
i=1,i 6=j Si (fj, βj) representing side-lobes due to
other chirp signals at (fj, βj). At the same time, side-lobes tend to be higher because they
are the sum of contributions from all side-lobe components.
Modified Discrete Chirp Fourier Transform: It is important to note that the original DCFT
in (2.3) is not restricted to prime N [39], however it performs optimally when N is prime.
An exchange of letters between Gao et al. [40] and Xia [39] recommended some use-
ful modifications to (2.3) wherein they suggested increasing the chirp rate resolution by
increasing the sampling rate n/N , n = 1, 2, . . . N − 1 [40]. With this modification, the
discretization of the chirp signal in Equation (2.2) becomes






Then, the Modified DCFT is given by [40]











which overcomes the DCFT’s limitation of N to be a prime number. In the case of non-
prime samples, the DCFT would have higher side-lobes and lower main-lobe to side-lobe
ratios which limit the ability to exploit sparsity of chirp signals in the β − f domain. A
modified DCFT was proposed in [31] that maintains the same ratio of main-lobe to side-
lobe as the original DCFT. Additional modifications of DCFT for sampling the chirp rate
by n/2 were considered in [39]. There, results reported that increasing the denominator
will increase chirp rate detection resolution and reduce chirp rate error.
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Modified DCFT performance, as reported in [40], indicates that side-lobes in the MD-
CFT near main-lobe peaks tend to be higher than the original DCFT. However, the Modified
DCFT managed to solve non-primeN and non-integer β problems and still provide distinct
peaks for intended chirp signals. The disadvantage of the MDCFT is that increasing the
sampling rate of the quadratic term increases side-lobe levels and limits the application for
multi-chirp signals and low SNR settings [39]. In this work, this limitation will be over-
come by the use of compressive sensing which acts as a time-variant filter to reduce the
side-lobes and increase the detection resolution of the chirp rate parameters of the DCFT
transformation. CS has the added advantage of reducing the number of measurements re-
quired by using a DCFT-based transformation matrix.
2.2 Compressive Sensing
In this subsection, we briefly review general concepts from compressive sensing (CS)
which will then later be combined with the DCFT in Chapter 4 for chirp parameter es-
timation and used for DOA estimation in Chapter 5.
Measurements in the CS framework may be expressed as [33, 43]
y = Φx = ΦΨα, (2.13)
where y (Ms × 1) is a vector measurement, Φ (Ms × N) is a random projection matrix,
Ψ (N × Nα) is a matrix of (potentially overcomplete) basis vectors (FFT, DCT, wavelet,
DCFT, etc.), and α (Nα× 1) is a K-sparse vector of basis coefficients. See Figure 2.2. We
wish to reconstruct the signal x = Ψα, or equivalently estimate the coefficients α. Be-
causeMs < N ≤ Nα, standard linear inversion of (2.13) is not possible, and CS algorithms
exploiting the sparsity of α must be used. It has been shown that when A = ΦΨ satisfies
the Restricted Isometry Property (RIP) [44], perfect reconstruction of α is possible with
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Figure 2.2: Basic compressed sensing formulation
high probability.
Compressive sensing performance depends on signal structure because higher sparsity
signal results in more efficient and less physical cost of measurement, collection, and pro-
cessing [33, 43]. One commonly used sparse estimate is given by the convex optimization
α̂ = argmin
α
‖α‖1 s.t. y = ΦΨα, (2.14)
where || · ||1 denotes the `1 norm. Orthogonal matching pursuit (OMP) [45, 46] is another
popular sparse recovery algorithm that has much lower computational requirements than
convex optimization approaches such as (2.14). OMP can reliably recover a length-Nα
signal withK nonzero entries givenO(K lnNα) random linear measurements of that signal
[46].
From estimates of the sparse coefficients α̂, the signal estimate may be computed as
x̂ = Ψα̂.
In the current work, we choose Φ = I , and let the dictionary, Ψ, be formed from





The proposed work considers DoA parameter estimation of wideband chirp signals using
DCFT and CS. This Chapter reviews different categories of related previous work and their
connection to the new contributions, if any.
3.1 DOA estimation (non-CS) : General (non-chirp) and
Chirp only sources
DoA estimation remains a very active research topic and many different algorithms have
been proposed and implemented over the past four decades. The primary challenge is to
estimate the Directions of Arrival (DoA) of multiple closely spaced sources using array
of sensors with high accuracy. The basic physics of DoA estimation is based on using an
array of sensors as explained earlier in section 1.1. In this chapter, we will discuss several
well-established methods for DoA estimation. Since our work uses Compressed Sensing
for DoA estimation of wide band chirp signals, we will focus on methods that use CS as a
basic concept to reduce the number of measurements as well as methods that are applied
for general wideband sources.
Existing DoA estimation methods can be broadly categorized based on the spectral
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footprint of the sources, namely, narrow-band and wide-band techniques. Narrow-band
techniques are less complex and include spatial filtering or beam-forming [13] [47], Mini-
mum Variance Distortionless Response (MVDR) [48], Multiple Signal Classification (MU-
SIC) [22], and many other techniques [49], [50] and [51] [52].
For wide-band signals the narrow-band methods are applied after sub-banding the
wide-band into multiple narrowband components. The Incoherent Signal Subspace (ISSM)
divides the wide-band signals into smaller bands and apply narrow-band techniques such
as MUSIC [50] on each subspace, and finally combining the results. This is not an optimal
solution and this approach performs poorly at low SNR. Later Wang and Kaveh introduced
Coherent Signal Subspace method (CSS) [16]. In CSS, the covariance matrix is estimated
at every frequency bin, followed by a focusing step performed by certain transformation
matrices [18]. Then MUSIC is used on a single narrowband covariance matrix obtained by
coherent integration of all the focused (or frequency-translated) narrow-band covariance
matrices. Preliminary DoA estimates are needed to form the focusing matrices and CSS
uses a small number of iterations to converge to acceptable DoA estimates. CSS remains
one of the best performing methods for the wide band case.
To overcome initial estimates required for CSS, Shaw and Kumaresan suggested a
Bilinear transformation approach [53] which requires dense array spacing. Other well-
known techniques include Weighted Average of Signal Subspaces (WAVES) [17] and Test
of Orthogonality of Projected Subspaces (TOPS) [15]. The WAVES method also uses
focusing matrices generated by a weighted subspace, but initial DoA estimates are still
needed [17]. TOPS does not require initial DoA estimates, but it only performs well at mid
or higher SNR [15]. Shaw suggested a modified-TOPS approach [14] that overcomes the
limitations of original TOPS. In [54] Agrawal and Prasad generate the covariance matrix by
spatial information only but assume that the source signals have flat band-pass spectrum.
The work in [51] [52] describe a time frequency analysis for chirp signal DoA, where
the covariance matrices are replaced with time-frequency distribution matrices that estimate
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signal subspace and noise subspace followed by MUSIC algorithm for DoA estimation.
The comparison of TF-MUSIC and traditional MUSIC showed MUSIC is little better in
terms of DoA (θ) variance.
Wide-band DoA estimation for chirp sources was discussed in the work of [27], [28],
[29] and [55]. Wang [29] presented an Iterative MUSIC method that was deployed in as-
sociation with Maximum Likelihood estimation of initial chirp signal parameters (adaptive
chirplet estimation). In their work the chirp rates and other parameters were estimated iter-
atively using conventional time-frequency analysis. However, their approach requires good
initial DoA estimates to initiate the iterative process. The results show improvement over
the traditional MUSIC algorithm for multiple wideband chirp signals.
The work of Gershman [27] [28] present a new Spatial Time Frequency Distribution
(STFD) based wide-band root-MUSIC estimator. They extend Wang and Kaveh’s CSS
approach [16] where a pre-selected set of time-frequency points are coherently averaged
instead of frequency-only averaging procedure used in the original CSS algorithm. This
work an extension to their previous work on narrow-band chirp signal DoA TF-MUSIC
in [51], [52]. This work was developed specifically for linear chirp type signals since it’s
time-frequency spectrum signature is already known to be linear. The method is shown to
outperform both the conventional CSS algorithm and the iterative root-MUSIC technique
in case of chirp sources.
In [55] a hybrid technique is presented that take advantage of both time-frequency
distribution principles (TFD) and beamspace processing. It utilizes the time-frequency sig-
natures of the outputs of the beams, instead of processing the data received at the sensors
directly. Two techniques were proposed - in one case, joint block-diagonalization of mul-
tiple TF points was employed whereas in the other case, averaging over time-frequency
regions is done before subspace estimation. The results showed improvement over tradi-
tional MUSIC.
The work of Wang [29] might have potential to combine DCFT (or DFT) and CS,
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and because Time frequency analysis and LS are used to estimate chirp signal parameters,
DCFT can perform that same task. Then applying CS for the steering vector generation
might reduce the number of array elements required and reduce number of signal samples
needed for similar algorithm. The same concept may be extended to the work of Amin
[52], ı.e., DCFT can replace time frequency estimation and CS would be used in steering
vector generation.
3.2 CS-based Narrowband DOA Estimation
Compressive Sensing concept was used for narrow-band DoA estimation in [56] [57], [5]
[58] [6] [59] [7]. Most of the work are constrained on the formation of array manifold
matrix as sparse vectors with non-zero values at the direction of arrival of source signals
and zeros at the null angles.
The work in [57] was one of the earliest studies that considers CS-DoA based beam-
forming approach. The work was based on beam-steering matrix sparsity in the (θ) domain,
and the transformation matrix (Ψ) was built using delayed versions of the signal received
in one of the sensors. In their work no assumption is made on whether the signal type is
wide-band or narrow-band. A comparison was made with MVDR results.
All other related work utilizes the concept of sparse array and sparse steering matrix.
In case of sparse array, the inter-distance between sensors greater than λ/2 has been used
in linear or non-linear array sensor positioning. The sparse array can provide large array
aperture and hence, lower angular separation resolution between targets without producing
grating waves effect or aliasing, i.e., use of CS overcomes both Rayleigh resolution limit
and Nyquist sampling. Guo’s work [5] deploys a non-uniform linear array spacing, as
in Figure 3.1 that shows a 10-element ULA, a 32-element ULA and a 10-element non-
uniform array with same larger aperture as the 32-element ULA. The goal is to achieve
larger aperture array size with fewer number of non-uniformly spaced elements.
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Figure 3.1: Guo Model for non uniform sparse array configuration [5]
Zhang’s work [58] compared two types of sparse sonar arrays, uniform and randomly-
spaced for narrow band DOA estimation. Both use sparse steering vectors with distance
between elements being more than (λ/2). They demonstrated good performance with a
minimum separation angle of (2◦) with 16 array elements, which is better than many equiv-
alent classical DoA methods that use the same number of sensors. Neither of these two
publications consider wide band sources. It may be emphasized here that larger separation
between sensors and non-uniform sensor can also be deployed in our proposed algorithms
as well.
Biswas’ work [6] focuses on the performance of CS based DoA algorithms for nar-
rowband sources to achieve off-grid angular resolution by deploying circular uniform array
as shown in Figure 3.2. A recursive method for DoA estimation is proposed. Based on
the fact that the random measurements matrix is limited to certain quantized (θ) resolu-
tion, increasing (θ) resolution will lead to more computational cost. Instead, they propose
recursive CS stages that use measurement matrix with shift in angular grid resolution that
rotates in both clockwise and counterclockwise directions by 1/2 the grid quantization in-
terval. Therefore, in case DoA comes in at an angle that lies between two quantized angle
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Figure 3.2: Biswas Model for circular uniform sparse array configuration [6]
resolutions, CS method will fail to detect it. But the recursive method should be able to
find it in a more accurate manner and with zero quantization error. Biswas’ work [6] uses
inter-distance between sensors equal to λ/2. Off-grid angles can be resolved, as per their
statements and results.
Wang [59] proposed an Alternating Direction Method of Multiplier (ADMM) to re-
duce the computational efforts in CS-DoA based methods. In [56] a new hybrid method
based on Matching Pursuit (MP)-MUSIC and `1,2 MUSIC named M`1,2-MUSIC is devel-
oped for narrowband DOA estimation. Their method has lower complexity compared to
`1,2-MUSIC, and higher resolution and resolvability in contrast with MP-MUSIC.
In [7] [60] Malioutov introduced the concept of bin spatial separation and proposed
to use `1-SVD and angular grid refinement based on a simple iterative method as in Fig-
ure 3.3 to achieve fine resolution and reduced computation cost. For narrowband DoA
estimation they proposed a steering vector that would provide a sparse spatial spectrum.
For the wideband case they added beamforming and applied the same narrow band `1-
SVD. For narrowband signals good performance was reported with a minimum separation
of about 5 degrees with 8 sensors. Also, M −1 sources can be identified using M elements
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array under moderate SNR and enough snapshots, which in their case was 200 snapshots.
Figure 3.3: Malioutov Model for angular refinement [7]
3.3 CS-based Wideband DOA Estimation: General and
Chirp-only sources
Wide-band DOA estimation using Compressive Sensing have been reported previously in
[2],[7], [34] and [61]. The work in [2] proposed using a modified Minimum Variance Dis-
tortionless Response (MVDR) beamformer. A likelihood function that combines probabil-
ity from all sub-bands are introduced. It has been shown experimentally that the maxima of
the combined log-likelihood function has superior accuracy than the maxima of the com-
bined MVDR spectra [62]. An adaptive Greedy Recursive Least Square (GRLS) [63] was
used.
In [34], Kang proposed to form the CS sensing matrix using an over-complete array
manifold matrix parameterized by the DoAs and operating frequencies. Convex optimiza-
tion is used to recover peak locations in the sparse (θ) domain. Their results showed better
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performance as compared to MVDR.
In the work of [61] they proposed what they call a group sparse array, where instead
of estimating DoA for all frequency bins and combining them to get final DoA, wideband
DoA is estimated across the whole frequency band just like the narrow band case by using
the group sparsity concept they proposed. The only drawback in group sparsity is that it is
computationally expensive.
The work of Malioutov [7] discussed in the narrowband section was also extended to
the wideband case in [60], where they introduced two approaches. The first one involved
independent processing in each frequency band and the other is joint-frequency processing.
For the first case, filter bank is used to decompose the wideband signal into several narrow
bands and then apply their narrowband `1-SVD approach to each band for wideband DOA
estimation. In the other case, parallel processing is done by stacking all the frequency
vectors, as well as by stacking the steering matrices and then solving this joint-frequency
model to enforce sparsity both spatially and in frequency. The performance was evaluated
by simulating rather simplistic wideband sources consisting of two harmonics each. It is
not obvious if this approach will work for truly wideband chirp sources considered in this
research.
The review paper by Shen [61] and the original work by the same author [64] de-
scribe several narrowband and wideband CS based DoA estimation algorithms. The work
in [64] is based on difference co-prime array concept that was originally proposed in [65].
Discrete Fourier Transform (DFT) was used to first decompose the received echo signals
into different frequency bins, which were further divided into several pairs to increase the
degree of freedom (DoF). Based on regrouping of the frequency bins of the received signal
spectrum into pairs of correlated pairs, a group-sparsity [66] based signal reconstruction
approach was used to estimate the DoAs across multiple frequency pairs. To ensure the
correlation between pairs, the transmitted signal was suggested to be chirp signal or Linear
Frequency Modulated Continuous Wave (LFMCW). In other words, instead of estimating
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DoA for each frequency bin alone and then combining the overall DoA into one result,
DoA is estimated over all frequency pairs in one or several snapshots. The steering vector
was derived with co-prime ULA and CS was deployed based on spatial sparsity. Similar
topology of extended co-primes ULA was used in [67] in combination with CS. Co-prime
ULA can provide higher DoF necessary for the DoA application, especially when the num-
ber of signals is larger than the number of sensors. The main drawback is that some sensor
positions are either redundant and/or contain holes [65].
To the best of our knowledge there is no published work on CS-based wideband DOA




In this chapter we will discuss chirp signal parameter estimation. This part is important as
a first step to non-joint DoA estimation whereby ambiguities of multiple received signals
may be resolved. First, we will review literature on chirp parameter estimation using both
classical (non-CS) and CS-based techniques. Then our CS formulation and results will be
presented.
4.1 Chirp Parameter estimation (non-CS)
Chirp signal, or LFM signal, parameter estimation has been studied in the literature [24]
[10] [68] [69] [70] and [71] . In [10], phase unwrapping is performed first, followed by
a linear regression technique that is applied by using recursive time samples to obtain the
estimates of the chirp signal parameters. Many algorithms have been developed based on
time-frequency analysis [24] [71]. Other works are based on statistical estimation tech-
niques, such as maximum likelihood (ML) or least squares (LS) [68] [69] [70]. In [68],
instantaneous frequencies are estimated using global Hankel rank reduction, and Total
Least-Squares (TLS) fitting is used to estimate the initial parameters. These initial esti-
mates are used as starting point for the subsequent maximum likelihood search. Zhong’s
work [69] uses signal reconstructing least-squares (SRLS)for the estimation of starting fre-
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quency and chirp rate by first unwrapping the phase using successive time samples and uses
least squares to estimate initial values for these parameters. Results show that at low SNR
the algorithm achieves the Cramér-Rao bound (CRB). The work in [70] uses a de-chirp
method based on the initial guess of estimated parameters, followed by a multistage least
squares approach to refine the initial coarse estimates. Ding’s work [24] uses short time
Fourier transform (STFT) and zoom-fractional Fourier transform (FRFT) in a multi-stage
process to estimate the starting frequency and chirp rate. Their work uses time-frequency
analysis tools, but they also make use of the linear characteristic of frequency modulation
in chirp signals as an initial guess for the STFT for multi-component chirp signals.
The work in [71] is based on the fractional Fourier transform. This work involves a
study of practical chirp signals pulse and the importance of the starting time of the chirp
signal should be within the FRFT observing window for effective FRFT performance.
As for chirp signals parameter estimation that uses DCFT related transforms, [30] [8]
[72] and [73] deployed DCFT and modified DCFT called discrete linear chirp transform
(DLCT) for estimating chirp rate and initial frequency. Xia’s work was proposed in 2000
[30] and extended later in [39] as a tool similar to the discrete Fourier transform (DFT) but
developed specifically for chirp signals. The work shows that for prime signal lengths (N ),
the output of the transformation side-lobes magnitude is 1, and the main lobe magnitude is
√
N , as shown in Equation (2.4). A modified DCFT was proposed in [31] to circumvent
the prime length limitation. Also, letters that were exchanged between [40] and Xia [39]
suggested a modification to DCFT to increase the chirp rate resolution and overcome the
prime samples issue by increasing the sample rate of the quadratic term. The Modified
DCFT is











The work of Alkishriwo [8] shows a modification of the DCFT to enable utilization of
FFT processing to make the DCFT transformation implementation faster and to increase
resolution accuracy. Their work introduced a new approximation for β to overcome non-
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integer values by defining
β ≈ `C, −L
2
≤ ` ≤ L
2
−1 (integer `), (4.2)
where C = 2Λ
L







(C`n2+fn); 0 ≤ f ≤ N − 1,−L
2
≤ ` ≤ L
2
− 1. (4.3)
The MDCFT overcomes the non integer values as seen before. It can also be seen that
DLCT is special case of MDCFT where C = 1/N in MDCFT. While implementing DLCT,
we noticed that optimizing C parameter is crucial for the performance and no optimal
values where given.
Figure 4.1: DLCT [8].
From Figure 4.1, the DLCT shows similar performance to MDCFT (Figure 4.3a).
32
The DLCT shows better performance than DCFT as peaks form distinctly at the intended
chirp source values. Detection of chirp rate resolution is higher than DCFT, but side-lobes
in the DLCT tend to be higher close to the peaks than DCFT. Alkishriwo also discusses
the sparsity of the DLCT and suggested CS as future work. A simulated comparison to
DCFT is also presented in [8] as in Figure 4.1. Furthermore, Alkishriwo’s dissertation [72]
employs another form of DCFT named Discrete Chirp Cosine Transform (DCCT), which
is the real part of the DLCT. The work also contains a comparison of CS performance
between DCCT and DLCT with real bat and bird signals that will be discussed in section
4.2. Also, they produce a new compression model using DLCT. Work in [73] proposes a
robust DCFT, which uses real and imaginary parts of the DCFT transformation associated
with weighted coefficients. This “robust DCFT” as they named it, performs better in the
case of impulse noise, but it performs slightly worse in Gaussian noise environment.
4.2 CS-Based Chirp Parameter Estimation using DCFT
and Related Transforms
Chirp signal parameter estimation using CS was discussed in literature [32] [42] [74] [75]
[76] [77]. We will review some of the recent works done on this part using CS-DCFT and
CS-non DCFT.
The work of Sward et al. [74] introduced an iterative sparse reconstruction method
to estimate the parameters of linear or harmonically related chirp signals. The algorithm,
named Sparse MUlti-component CHirp EStimator (SMUCHES) obtains high-resolution
estimates by using a reweighted group sparsity approach followed by a relaxation-based
iterative refinement step. The work in [32] used a transformation matrix similar to the
DCFT with a down chirp embedded in it. Also, they introduced a recursive down chirp
method to reduce the computational requirements. Simulation results illustrated RMSE for
different SNR values, and computational times were compared for 1 and 2 recursive search
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processes. The algorithm performed well at low SNR.
Guo’s work [75] uses a Gabor dictionary as a sparse representation, and then the chirp
parameters are estimated using a Hough Transform (HT) without any need to compute the
time-frequency distribution. This can be done by first decomposing into Gabor atoms. The
Gabor Atoms will form a line in the time-frequency domain, and the chirp rate is estimated
using the slope of the.
The work in [42] by Applebaum et al. uses a recursive least squares of de-chirp and
DFT to find minimum energy changes and estimate the initial frequency and chirp rate.
This work also confirmed that their chirp-based measurement matrix satisfied the restricted
isometry property (RIP) of compressive sensing. The Applebaum algorithm is summarized
in 1.
Algorithm 1 Applebaum Algorithm [42]
(1) Choose a T ∈ ZN , T 6= 0, and a stopping error ε.
(2) form f(l) = ȳ(l)y(l + T ) and take length N FFT.
(3) Find location of the peak in the FFT as 2βiT mod N and record the unique βi corre-
sponding to the location.
(4) Multiply y(l) by exp(−j2πβil2/N) and take length N FFT.
(5) Find the location of the peak and record as fi. Use the value to recover amplitude of
first chirp signal si.




(7) Repeat steps 2-6 until error < ε or have iterated K times (the number of chirp sig-
nals).
The work in [76] built a CS-based model for chirp signals in narrow-band noise. The
measurement matrix was constructed based on three parts (multi-component dictionary).
The first part is the chirplet bases or down chirp matrix with the narrow-band noise model
atoms. The second part is a Fourier bases or DFT matrix, and the third part is the random
measurements part. All these parts construct the final measurement matrix. The goal of
their work is to effectively represent coefficients of LFM signals with narrowband jam-
ming. One of the major advantages is that good estimates are obtained with fewer samples.
However, the computational complexity due to the large quantities of atoms needed to form
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the multi-component dictionary is a practical disadvantage. The objective of the work in
[77] is to separate a stationary sinusoidal signal corrupted by a chirp signal that is inher-
ently non-stationary. They employ two transformation matrices; the first one is based on
short time Fourier transformation (STFT), and the second is based on the local polynomial
Fourier transform (LPFT). Both methods are time-frequency based analysis tools.
The CS-based DCFT has appeared in [8] and [78]. In [78], a recursive DCFT is used to
find the nonzero locations of chirp signal parameters, then an updated least square solution
is used to find the magnitude of the nonzero (f, β) pairs. Their algorithm was applied to
medical MRI images with good sparsity properties using a chirp transformation basis.
The work of Alkishriwo [8] discusses the sparsity of their modified DCFT approach
(named DLCT). An extension to CS was pointed out as future work. Also, Alkishriwo’s
dissertation [72] contains CS and non-CS work, where the non-CS work has been discussed
in the previous section. Their CS work was applied using DCCT and DLCT on real signals,
including bat and bird signals. A study of sparsity between DCCT and DLCT was also
reported which had shown that DLCT provides sparser spectrum than DCCT. A comparison
of CS-compression performance using DCCT and DLCT as transformation basis was also
introduced.
4.3 CS-DCFT formulation
As seen in the literature review section, many CS-DoA based methods facilitate better
resolution performance than classical DoA estimation techniques, albeit at the cost of com-
putational complexity. With that motivation, here we consider the use of CS to estimate
chirp parameters via a DCFT basis. Note that we use “DCFT” generically to also include
modified DCFT samplings of the chirp rate parameter, as in (2.12).
We adapt the general CS measurement expression y = ΦΨα given in Equation (2.13)












where, f ∈ [f1, . . . , fU ] and β ∈ [β1, . . . , βV ] are viable frequency and chirp rate param-
eters, and X(f, β) is the DCFT indicating the amplitude of the (f, β) component of x.
Note that U is the number of frequency samples and V is the number of chirp rate samples,
which may be increased for greater resolution. Generally, when x is only made up of a
small number of chirps,X(f, β) will be sparse.
Hence, in the CS framework we have α = X(f, β) for the unknown sparse coeffi-
cients. Elements of the overcomplete basis Ψ are given by the inverse DCFT elements:
Ψ = [ψ(f1, β1) . . .ψ(f1, βV ) | ψ(f2, β1) . . .ψ(f2, βV ) |












(N−1)2]]T ∈ CN (4.6)
represents a chirp basis element with starting frequency f and chirp rate β. With UV >>
N , the chirp is already over parameterized making further dimensionality reduction via
the random projection matrix Φ unnecessary. Hence, we let Φ = I such that noiseless
multi-chirp measurements are written
x = ΨX(f, β). (4.7)
In 4.7, we adopt a slight abuse of notation whereX(f, β) is treated as an UV -dimensional
vector, such that the ith element ofX(f, β) corresponds to the ith f -β pair/column of Ψ.
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However, the MDCFT does not exploit known sparsity, and indeed X̂(f, β) from (2.12) is
generally not sparse, as discussed in Section 2.1. While a number of sparse reconstruction
algorithms are available to estimate X sparsely, in this dissertation we use orthogonal
matching pursuit (OMP) [45, 46] to sparsely estimateX from x, Ψ, and model order K.
In case of the DCFT, side-lobes can lead to poor estimation of chirp parameters and
limit DCFT performance [39], especially at low SNR. CS had been shown in simulation to
perform as a time varying filter for chirp signal DCFT coefficients by suppressing DCFT
side-lobes. This phenomenon can be observed again in Figure 4.2 which shows a 3D plot of
coefficients for one source received at one sensor. Figure 4.3 shows superimposed 3D plots
for the DCFT coefficients of a single chirp as received by six sensors within a uniform linear
array. It is clear that CS has reduced the side-lobes and enhanced detection probability of
the chirp signal parameters. Note that the chirp rates observed in Figure 4.3 are the same at
all sensor positions, but the starting frequency at each sensor is shifted by an amount that
is related to the angle of arrival. This observation will be utilized in Chapter 5 to develop a
novel DoA estimation algorithm.
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(a) MDCFT coefficients for a single source and
one sensor
(b) Recovered MDCFT coefficients with CS for a
single source and one sensor
Figure 4.2: 3-D plots of |X (f, β) |. Both cases use same range for β and f . Note the
side-lobe suppression using CS.
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(a) MDCFT coefficients without CS for one
source and six sensors
(b) Recovered DCFT coefficients with CS for one
source and six sensors
Figure 4.3: 3-D plots of superimposed |X (f, β) | from six sensors. Both cases use same
range for β and f . Note the side-lobe suppression for CS.
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4.3.1 Original DCFT with Compressive Sensing and Motivation for
using MDCFT
It may be recalled that the original forward discrete chirp Fourier transform (DCFT) in-
troduced in [30] require prime number of samples to work as otherwise the sidelobes can
be significant. In this section we study the CS extension of the original DCFT by using
the regular DCFT basis according to equation 2.3 to evaluate its performance. Simulation
with 127 samples of sum of three chirp sources with, β = [20, 30, 50] and starting fre-
quency = [10, 20, 30] at SNR = −4 dB. Figures 4.4 and 4.5 show the results for regular
DCFT and CS-DCFT, respectively. It can be seen that regular DCFT couldn’t manage to
detect the chirp signal at this level SNR, but using the powerful sparsity enforcing prop-
erty of compressive sensing CS-DCFT produced precise peaks at correct locations and cor-
rectly estimated the chirp signals parameters even at this low SNR. It should be emphasized
though that neither of these two algorithms worked with regular DCFT basis in equation
2.3 if the number of samples is not a prime number, limiting the general applicability of
this approach. Therefore, throughout this dissertation the Modified DCFT in equation 4.1
introduced in [31], [39], and Xia [40] to circumvent the prime length limitation, will be
used.
The term DCFT and MDCFT have been used interchangeably throughout this work to














































Figure 4.5: Recovered CS-DCFT coefficients for a three chirp sources.
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4.4 Simulation Results: Chirp Parameter Estimation
4.4.1 Qualitative Evaluation
We first consider a length N = 200 signal consisting of three chirp signals with start fre-
quencies f1 = 6.0 MHz, f2 = 10.0 MHz, f3 = 15.0 MHz and chirp rates β1 = 4.0 MHz/µs,
β2 = 10.0 MHz/µs, β3 = 3.0 MHz/µs. The sample rate was Fs = 50 MHz. Results are
presented in Figure 4.6. Figure 4.6(a) shows the original signal without noise and part (b)
shows with noise at SNR=-7dB. The magnitude of X (f, β) or MDCFT coefficients are
shown in Figure 4.6(c), which contain significant side-lobes at this low SNR. Notice that
because of the sidelobes, the three peaks which represent the three chirps of the test signal
are not distinguishable. The recovered coefficients |X̂ (f, β) | produced by CS-DCFT is
given in Figure 4.6(d) and it shows all three peaks. It should be emphasized here that the
side-lobes are almost suppressed in CS-DCFT magnitude coefficients |X̂ (f, β) |. In case
of the regular DCFT, the side-lobes can lead to poor estimation of chirp parameters and
limit DCFT performance [39], especially at low SNR.
A related example is given in Figure 4.7 for a 3-chirp noiseless case (top) and 3-chirp
noisy case (bottom) for both DCFT and sparse CS-DCFT recovered signals. In the noise-
less case, the proper peaks are easily localized in the (f, β) domain by both algorithms.
However, in the noisy case only CS-DCFT sufficiently suppresses side lobes in order to
correctly estimate the underlying parameters of the three source chirp signals.
4.4.2 Quantitative Evaluation
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Figure 4.7: Above,3D noiseless original and recovered X̂ (f, β). Lower, noisy case (-7 dB)
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Figure 4.8: RMSE versus CS ratio for single and multiple chirp signals
to quantify the error of an estimate x̂(n). Figure 4.8 depicts the RMSE from the recovery
of one, three and four chirp signals, all while the number of samples was fixed at N = 200
and with no noise. The CS ratio is defined as
CS ratio =
length of measurement vector





and expresses how underdetermined the measurement system is. We observe the expected
result that more measurements are required to estimate larger numbers of chirp parameters,
which is reasonable as stated before because signal sparsity is reduced from UV − 1 to
UV − L, where L is the number of chirp signals. Also, side-lobes were increased due to
other signals’ components. These results endorse Equation (2.10).
Finally we compare the CS-DCFT method against the Applebaum algorithm [42] for
chirp parameter estimation. A signal with three chirp sources was generated with N =
127, and we plot RMSE vs. SNR in Figure 4.9. Each point in the figure is the result of
averaging 20 Monte Carlo runs for the given SNR. The CS-DCFT method outperforms the
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Applebaum algorithm overall all SNRs considered, however the performance difference is
greatest for low SNR. The Applebaum algorithm is also limited in that the signal length N
must be prime and performance degrades when two or more signals have the same chirp
rates, as demonstrated in Figure 4.10.













Applebaum vs CSDCFT 127 samples
Applebaum
CSDCFT
Figure 4.9: CS-DCFT parameter estimation compared to the Applebaum algorithm.
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Applebaum vs CSDCFT 127 samples
applebaum
CSDCFT
Figure 4.10: CS-DCFT parameter estimation compared to the Applebaum algorithm when




In this Chapter we will discuss the theory and formulation of three algorithms for chirp
signal DoA estimation. Some of the algorithms introduced here can be extended to further
applications. The first algorithm is a non-joint method were each sensor is handled sepa-
rately, and its measurements are processed individually and only combined in a later stage.
The second algorithm adopts a joint estimation process where all sensor measurements and
unknown parameters are handled simultaneously. It is similar to classic DoA problems
where Ax = y is solved with a new A matrix dedicated specifically for chirp sources to
be the steering matrix. The third algorithm is a spatially joint method that also solves a
system of linear equations, yet with particular A matrix that is less in size than the second
algorithm. In this algorithm we make use of the prior knowledge of chirp parameters (f, β)
to reduce the size of the A matrix. In fact, it can be considered as a chirp transform across
the spatial array, and it is analogous to narrowband DoA were the steering matrix is simply
a DFT matrix.
A fourth algorithm, to be discussed in Chapter 7, is the distributed-joint method, which
proposes a new message passing strategy to solve a joint sparse reconstruction problems
in a distributed way that does not depend on transmitting all measurements to a common
fusion center.
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All of these algorithms use compressive sensing to increase efficiency, and all four
methods have advantages over signal-agnostic DoA methods as subsequently demonstrated
in Chapter 6 and Chapter 7.
5.1 Algorithm I: Frequency-Shift Based (Non-Joint) Method
5.1.1 Analytical Formulation of Delayed Chirp Signals
Consider M sensors and a single source signal. At the mth sensor, the general representa-
tion of the received signal is
xm(t) = s(t− tm), (5.1)
where s(t) is the signal received at a reference sensor, and tm is the time required for the
signal to travel from the reference sensor and sensor m. For a uniform linear array, as





where d is the spacing between sensors, c is the propagation velocity, and θ represents the
direction of arrival. Unlike general wideband sources, the mathematical model for chirp
sources takes a specific form. A chirp signal is mathematically represented as
s(t) = a ej2π(f0t+β0t
2), (5.3)
where f0 is the starting frequency in Hz, and β0 is the chirp rate. Substituting Equation
(5.3) in Equation (5.1), the received chirp signal at each sensor m is given by
xm(t) = a e
j2π(f0(t−tm)+β0(t−tm)2). (5.4)
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Expanding the equation, we have








The first factor is the original signal s(t). The second factor is a constant, as it does not
depend on time. We define the constant factor as,
e−j2π(f0tm) ej2πβ0t
2
m = ejγm . (5.6)
In the proposed method, we will use the third factor e−j4πβ0tmt to estimate tm as explained
later. First, let us consider an example of a received chirp signal at two sensors. Assume
that the received signal at the first sensor (the reference sensor) where m = 1 and t1 = 0 is
x1(t) = s(t), (5.7)
i.e, the received signal at the first sensor is merely the reference signal without any delay.









where t2 is the time required to travel from sensor 1 to sensor 2. This yields
x2(t) = s(t) e
−j4πβ0t2t ejγ2 . (5.9)
A simple intuitive explanation is that the received signal at the second sensor is the signal
at reference or the first sensor that was frequency-shifted by −4πβ0tm, and multiplied by a
constant term. This interpretation matches the physics of chirp signals traversing through
an array of sensors. As time passes, the frequency is increased by chirp rate multiplied
by the time delay. In traditional phased array, γm or the phase term which changes with
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sensor number m, is exploited in estimation of direction of arrival, while in the case of a
chirp signal, our method seeks the use of the linearly varying frequency term in e−j4πβ0tmt
to estimate the time-delay, tm, and then the angle of arrival using (5.2).
In general, the received signal at the mth sensor is given by,
xm(t) = s(t) e
−j4πβ0tmt ejγm . (5.10)
To verify the intuitive argument above, we next apply the Fourier transform to (5.10) to
analyze xm(t) in the frequency domain. Using the frequency-shift property of the Fourier
transform yields
Xm(f) = S(f + 2β0tm) e
jγm , (5.11)
where xm(t)↔ Xm(f) and s(t)↔ S(f) are respective Fourier transform pairs.
Frequency-Shift Property of MDCFT: In this work, the MDCFT will be used instead of
the Fourier Transform, and it is necessary to verify that the frequency-shift property holds
for the MDCFT. Recall that the discrete version of a single chirp signal received at the
reference sensor is defined in (2.11) and its MDCFT S(f, β) is given in (2.12). Applying
the MDCFT transformation to the discrete version of (5.10) results in






















), using the linearity prop-
erty of the MDCFT, and considering that ejγm is constant, we have























which can be rewritten as




















From the definition of S(f, β), the MDCFT of the signal received at the mth sensor is seen
to be
Xm(f, β) = S(f + 2β0tm, β) e
jγm , (5.15)
which exhibits the same frequency shift as observed in the Fourier domain from (5.11).
Interestingly, (5.13) can be further rewritten as


















which, along with (5.3) and (5.15), also reveals that the starting frequency of the chirp
signal received at the mth sensor is f0 − 2β0tm. It can be easily shown that the frequency-
shift and start-frequency properties analyzed above for the MDCFT are valid for the regular
DCFT as well.
Equation (5.16) demonstrates that the received signal at mth sensor is a replica of the
transmitted signal, with a shift in starting frequency by the amount equal to 2β0tm and with
amplitude multiplied by a unity magnitude constant phase term. Hence, we can estimate
tm from the frequency shift of the starting frequency of the chirp signal at each sensor. This
is to be contrasted with traditional narrowband approaches which are based on changes in
the phase of the signal across the sensor array.
5.1.2 Example
To illustrate the frequency shift property, we consider a 6-element ULA where the chirp
parameters at the reference sensor are (f0 = 22.3 MHz, β0 = 60 MHz/µs) and N = 512
samples are measured. We evaluate the MDCFT Xm(f, β) at each sensor m = 1, . . . , 6
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using a frequency grid spanning 0–50 MHz in 0.1 MHz increments, and a chirp rate grid
spanning 50–100 MHz/µs in 1 MHz/µs increments. In Figure 5.1 we plot the composite





The six strong peaks correspond to the distinct chirps at each of the six sensors. Con-
sistent with (5.15), the chirp rate of these signals are all the same and equal to the reference
rate (60 MHz/µs in this case), while the starting frequency shifts according to 2β0tm across
the array. Since the array elements are uniformly spaced, the delays {tm}, and therefore
the starting frequencies, are also uniformly spaced.
5.1.3 Angle Estimation
The results of Section 5.1.1 indicated that if sensorm experiences a delay of tm, the starting
frequency of the chirp impinging on sensor m experiences a frequency shift of 2β0tm.
Hence, by estimating the chirp starting frequencies at each sensor, we may find tm and thus
the DoA via (5.2). Chirp parameters may be estimated by the MDCFT
(f̂0(m), β̂0(m)) = arg max
f,β
|Xm(f, β)|, (5.18)
or the CS-MDCFT as presented in Chapter 4.
Let (f̂0(m), β̂0(m)), m = 1, . . . ,M denote estimated start frequencies and chirp rates
for all sensors. The difference δ̂f(m) = f̂0(m−1) − f̂0(m) in the starting frequency estimates
at consecutive sensors may be used to estimate the time delay difference





Figure 5.1: Composite MDCFT illustrating uniformly spaced start frequencies across a
uniform linear array.
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In the case of uniform linear arrays, we can use the mean or median to estimate a common
δt since the sensor spacings are all equal
δ̂t = avg(δ̂t(m)). (5.20)
Similarly, β̂0 may be found by the mean or median of all the β̂0(m) values. The averaging
approach will not be valid for non-ULA array structures or for sparse array sampling. A
more sophisticated statistical optimization method including least square (LS) estimation
may be used in such cases to estimate δt from multiple peaks instead of the suggested mean
or median process.
For the far field array model shown in Figure 1.1, we have from (5.2) that the DoA θ












Multiple source DoAs are considered in the subsequent sections.
5.1.4 Algorithm Overview
Using a ULA of sensors, Figure 5.2 shows the proposed system block diagram. Starting
from the received signals at each sensor, we construct the MDCFT measurement matrix
Ψ. Then the CS-DCFT (see Chapter 4) sparse recovery process is applied at each sensor
to estimate a series of start frequency and chirp rate parameters (f̂1, β̂1), . . . , (f̂K , β̂K) at
each sensor. Consecutive differential frequency pairs are then identified and passed to the
DoA Estimation subroutine. The DoA Estimation box is the numerical process that will
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Figure 5.2: Block diagram for the proposed non-joint DoA estimation method.
be described in the next section (Numerical Considerations) which details how the DoAs
of multiple sources will be identified and (f̂ , β̂) are estimated. This non-joint process was
published in [79].
5.1.5 Numerical Considerations for the Non-Joint Method
The range and resolution of the start frequency grid [f1, . . . , fU ] and chirp rate grid [β1, . . . , βV ]
used in the formation of the DCFT transformation matrix (4.5) play a crucial role in estima-
tion performance. Larger values of U and V increase resolution, but the increased size adds
a burden to the CS recovery process. Figure 5.3 shows effect of transformation resolution
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Table 5.1: Simulation results.
Process Ns size Memory GB processing time (s)
direct 16000 3.84 130.35
Suggested stage-wise process 4000+8000 0.96 9.93
on transformation coefficients.
To overcome this grid resolution issue, a grid refinement strategy, as in [7], may be
used within the CS-DCFT. These steps would generate prior knowledge of the signals of
interest using a low resolution grid DCFT matrix. A later step would use higher grid reso-
lution DCFT transformation matrix with smaller range of scope search. This process would
reduce the time required for CS to recover a signal by a significant factor, as seen by the
example in Table 5.1.
In the example, U = 200, the number of frequency bins is fixed, while letting chirp
rate resolution grid be V1 = 20 for the first stage and V2 = 40 in the second stage within
the proposed stage-wise method. In the direct method, V = 80 is fixed. The total number
of parameters to be estimated in any given reconstruction is Ns = UV . In this example, β
is fixed to show effect of changing grid resolution on DCFT performance, but later we will
change both range of f and β to minimize search scope in the second iteration based on the
output of the first iteration. Figure 5.3 illustrates multiple resolutions.
From Figure 5.2, starting with the received signal xm(t) at each sensorm = 1, . . . ,M ,
the steps below can be used in sequence for DoA estimation.
1. Provide chirp parameter range information of starting frequency f1 ≤ f ≤ fU and
chirp rate β1 ≤ β ≤ βV (based domain knowledge of the application) that set the
starting grid resolutions in both domains for search.
2. Construct the transformation matrix Ψ of size (N × UV ) defined in Equation (4.5)
with the range of values of (f) and (β) from Step 1 and compute the DCFT transfor-





















































Figure 5.3: Example DCFT coefficients X(f, β) for an equivalent range of f and β. Upper
left: low resolution (V = 20), Upper right: medium resolution (V = 40), Bottom: high
resolution (V = 80).
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3. Detect the peak (f̂ , β̂) = arg maxf,β |X̂(f, β)| and provide a new smaller range for
f1 ≤ f ≤ fU and β1 ≤ β ≤ βV based on the peak locations (f̂ , β̂) of different
sources. Multiple signals can be separated if their chirp rates are different. If source
signals share the same chirp rate, the closest frequency component can be selected in
sequence.
4. Repeat step 2 with new information from Step 3 using the finer resolution search over
f and/or β.
Alternatively, the CS-DCFT method of Chapter 4 may be used within Steps 2 and 3 to
generate sparsified estimates of f and β at each sensor.
5. Use {f̂0} and {β̂0} at each sensor to calculate the time differences between sensors
using Equation (5.19).
6. Estimate the overall time delay δ̂t by Equation (5.20).
7. Estimate the direction of arrival θ̂ using Equation (5.22).
For multiple signal DoA estimation, we begin with chirp parameter estimation as
above. When each source signal has a unique chirp rate β, the sources may be separated
on this basis and the process above is repeated for each unique chirp rate. When sources
share the same chirp rate, the start frequencies observed at a given sensor are sorted before
being associated with the observed frequencies at other sensors. For a common β, this
separation strategy will be successful when the start frequencies for a given source do not
overlap the start frequencies of other sources. Mathematically, for a common chirp rate β0,




For a ULA, with sensor m = 1 as the reference, the maximal relative delay is always
experienced by sensor m = M . Hence, in this case we require ∆f ≥ |2β0tM |. Figure 5.4
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Figure 5.4: Multi signal separation in Non-Joint method
illustrates the (f, β)-domain for an example with four source signals and six sensors. Each
signal has six shifted versions in the frequency domain according to Equations (5.11) and
(5.15). The case were two signal shares same β but not same f are shown and marked with
∆f separation requirements.
Also, |2βtM | should be greater than the minimum frequency resolution of the search
grid, otherwise peaks from sequential array elements will not be detected. Another numer-
ical consideration is that the sampling rate should be greater than the minimum delay time
required between any two adjacent sensors.
This algorithm was initially published in [80].
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5.2 Algorithm II: Spatio-Temporal Joint Array Process-
ing for Passive Sensing with Unknown Chirp Parame-
ters
Algorithm I in the previous section operates as a sequential algorithm that first estimates
chirp parameters at each sensor and then produces DoA estimates in a second step. Here we
present a joint algorithm that simultaneously considers all sensor data and jointly estimates
chirp parameters and DoA values. The algorithm extends the linear CS-DCFT method of
Chapter 4 to now consider multiple sensors and directions of arrival.
Let











denote the length-N signal received at sensor m corresponding to a sample rate of Fs with
an initial chirp frequency of f and chirp rate of β. The incoming DoA is θ, which induces
a relative (to the reference sensor) delay of tm(θ) at sensor m. For a ULA, tm is given by
(1.2).
As before, we consider discretized grids of U start frequencies [f1, . . . , fU ] and V
chirp rates [β1, . . . , βV ]. Additionally, we now considerD potential DoA values [θ1, . . . , θD].
Accordingly, the sensing matrix for sensor m takes the form
Ψm = [ψm(f1, β1, θ1), . . . ,ψm(fU , βV , θD)] ∈ CN×UV D, (5.25)
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such that
xm = ΨmX (5.26)
represents the length-N multi-chirp signal received at sensor m. Here, X ∈ CUV D×1 gen-
eralizes the DCFT coefficients of (4.7) to also include DoA values. The non-zero elements
ofX express the amplitudes of incoming signals at particular (f, β, θ) triples.













 ∈ CNM×UV D (5.28)
to produce the system-wide model
x = ΨX. (5.29)
We define the “spatial spectrum” as the estimate
X̂ = ΨHx, (5.30)
which is analogous to the DCFT of (4.9), extended to also include spatial (angular) infor-
mation.
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Figure 5.5: Joint CS-chirp-DoA Process
Since X is generally sparse, and capturing sufficient resolution among (f, β, θ) re-
quires many grid elements, it is frequently the case that NM << UVD, i.e., the mea-
surement vector x is compressive. As such, we propose applying a sparse reconstruction
algorithm to (5.29) in order to estimate X . In this work, we utilize OMP (see Section 2.2)
and refer to this algorithm as the joint CS-chirp-DoA method. The advantage of the joint
process is to apply a single step of CS recovery in order to process all sensors measure-
ments, as in Figure 5.5, instead of the multi-stage approach used in the non-joint method
depicted in Figure 5.2.
A brief example of the spatial spectrum is shown in Figure 5.6 for three sources with
different angles of arrival (θ = [31◦, 71◦, 72◦]). Quantitative numerical evaluations are
given in Chapter 6.
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Figure 5.6: Spatial spectrum of Joint DoA process.
5.3 Algorithm III: Spatial-Joint Array Processing for Ac-
tive Sensing with Known Chirp Parameters
Here we consider the estimation of L chirp source DoAs for the special case where the
source parameters (f1, β1), . . . , (fL, βL) are known—as would be the case in an active sens-
ing scenario. In formulating a linear model, the development is identical to Algorithm II,
except there are now only L possible (f, β) pairs, instead of UV .
Using (5.24) and a DoA grid [θ1, . . . , θD], we form the measurement matrix for sensor
m,
Ψm = [ψm(f1, β1, θ1), . . . ,ψm(f1, β1, θD),ψm(f2, β2, θ2), . . . ,ψm(fL, βL, θD)] ∈ CN×LD.
(5.31)
As before, we have xm = ΨmX for the measurement vector at sensor m, however now
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X ∈ CLD×1 is significantly smaller owing to the known L parameter pairs. The system-
wide model remains












 ∈ CNM×LD. (5.33)
As in (5.30), we let
X̂ = ΨHx (5.34)
denote the “spatial spectrum” of this model, which contains spatial (angular) information.
Also, as motivated in Section 5.2, we propose sparse reconstruction ofX using OMP.
5.3.1 Special Case: Single Snapshot
In the case of a single temporal snapshot (N = 1), the measurement vector
x =
[
x1[0], . . . , xM [0]
]T ∈ CM×1 (5.35)
consists of a single sample at each spatial position across the array. For a single source with



























is a spatial chirp frequency, and βs =
β0d2 cos2(θ)
c2
is a spatial chirp rate. As












is a spatial chirp signal where both the initial frequency fs and chirp rate βs are dependent
on the unknown DoA θ. Hence, in this case, an MDCFT could be applied to the spatial data




Simulation Results on DoA Estimation
of Chirp Sources
This section is devoted to studying the performance of the algorithms developed in this
dissertation for estimating the DoAs of multiple wideband chirp signals in noisy environ-
ment in a variety of operating scenarios. In all cases for convex programming recovery, `1
basic pursuit and Orthogonal Matching Pursuit (OMP) were used as recovery algorithms.
OMP showed faster and adequate performance. Some key metrics were used to evaluate










and detection rate which is defined as the percentage of DoA estimates that are within
±0.5◦ of true angles. Additive White Gaussian noise (AWGN) samples have been used
as observation noise in simulations. For multiple signal simulation, simulated observation
noise was added to the sum of the source signals.
Simulation results for the Frequency-Shift based (non-joint) method (Algorithm-I)
and two joint DoA methods (Algorithm II and Algorithm III) are presented and compared
with the performance of several well established wideband DoA algorithms.
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6.1 Algorithm I: Frequency-Shift based (Non-Joint) Method
In this subsection, Algorithm I performance was studied for different operating scenarios,
array structures and chirp sources parameters.
6.1.1 Estimator Performance with Sub-Nyquist Sampling
A wide-band chirp signal source at bearing angle 12◦ is simulated with the starting fre-
quency f0 = 32.4MHz and chirp rate β0 = 63MHz/ µ sec. The sampling rate is
Fs = 512 MHz and 1024 snapshots are sampled with an array of 6 equally spaced sen-
sors with 10(λ/2) separation between each sensor, i.e., sub-Nyquist sampling is used. Data
collected at each sensor is processed by CS-DCFT transformation in equation-(2.12) to
find f̂0 and β̂0 using equation (5.18), and then the time delay (t̂) is estimated using equa-
tion (5.20) by averaging over the estimates obtained for 5 adjacent pairs of sensors. For CS
recovery, Orthogonal Matching Pursuit (OMP) minimization algorithm is used. OMP is a
fast greedy algorithm that finds sub-optimal local minimum [46]. Target signal recovery
can be carried out through inverse DCFT using the estimated parameters produced by the
CS process, if needed.
Figure 6.1 shows average RMSE over 1024 independent noise realizations with the
signal parameters as noted above vs. different SNR values. SNR breakdown at -12 dB
demonstrates very good performance in severely noisy environments.
Figure 6.2 shows average RMSE vs DoA of a single source located at various direc-
tions between 5◦ and 85◦ at SNR = -6 dB in steps of 5◦. The plot exhibits the capability
of the algorithm to perform well over a wide range of DoAs. The RMSE at low angles is
relatively high because due to the non-linearity of the inverse-cosine operation in equation
(5.22), even a relatively small error in the estimate of time-delay may result in large error
in the angle of arrival estimate θ̂.
68





















Figure 6.1: RMSE vs SNR


















RMSE at SNR= -6 dBno of sensors= 6 angle spacing= 1 degreeFs= 512 Mhz Snap shots= 1023
Figure 6.2: RMSE vs angle of arrival for one chirp signal
69
Figure 6.3 shows probability of detection for the same signal parameters of Figure 6.2
with a detection threshold of±0.5◦, i.e., a source is declared to be detected if the estimated
angle is within ±0.5◦ of the true DoA.






















DR at angle= 81 no of sensors= 6 Fs= 512 Mhz Snap shots= 1023
Figure 6.3: Detection Ratio vs SNR
Next, two chirp sources were simulated with the same starting frequency, f0 = 32.4MHz.
The first signal had a chirp rate of β1 = 63MHz/ µ sec and the second signal has a chirp
rate, β2 = 56MHz/µ sec, and the respective bearing angles are 9◦ and 11◦. All other
parameters are the same as the single-chirp simulation case described above. Figure 6.4
shows RMSEs of the estimated directions of the two sources vs. SNR. Note that for two
signals RMSE breaks down at around SNR = -8 dB while for the single-chirp case it broke
down at SNR = -12 dB.
Figure 6.5 shows estimated DoA RMSE vs. several pairs of DoAs ranging from 5◦
to 85◦ with 1◦ separation between the two signals at -6 dB SNR. Results indicate excellent
performance over a broad range of angles even at this low SNR level, and even with low
angular separation between the sources. Comparing the results in Figure 6.1 vs. 6.4 and
Figure 6.2 vs. Figure 6.5 for single and two chirps, respectively, the performance is largely
similar except for a slight rightward shift in both cases for two sources. This should be
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expected because in the case of two sources, DCFT coefficients are less sparse and hence
CS can be expected to suffer from some degradation in performance.

















RMSE at angle= 81 and 2nd angle79no of sensors= 6 degreeFs= 512 Mhz Snap shots= 1023
signal1
signal2
Figure 6.4: RMSE vs SNR for two chirp signals 2◦ apart


















RMSE at SNR= -6 dBno of sensors= 6 angle spacing= 1 degreeFs= 512 Mhz Snap shots= 1023
signal1
signal2
Figure 6.5: RMSE vs angle of arrival for two chirp signals 2◦ apart
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6.1.2 Comparison with Existing Methods
The performance of the proposed CS-DCFT method has been compared with several exist-
ing wideband DoA methods, CSS focused MUSIC [16], TOPS [15], WAVES [17], Bilinear
[53], Bi-CSSM [82] and True Time-Delay (TTD) [83]. CSS and WAVES implementations
require prior knowledge of the DoAs, and the classical Capon method [48] was used to
obtain the initial DOA estimates for the first iteration of these two methods. For CSS
and WAVES, N = 4096 samples of xm(n) at each sensor is segmented into KCSS = 64
non-overlapping segments for frequency domain processing using FFTs. For Bi-CSSM
[82] and TTD [83], a field-of-view (FOV) of 50◦ to 130◦ was used to design the invari-
ant beamspace. The Bilinear [53] and TOPS [15] methods do not require any initial angle
estimates or beamforming. All the performance results given here used half-wavelength
spacing of the array elements, as needed by the original wideband DoA algorithms. =
6.1.3 Performance Comparison for Two Closely-Spaced Sources
Figure 6.6 shows performance comparison for one simulation run with two chirp sources
located at 70◦ and 73◦, i.e., separated by 3◦. M = 16 sensor elements and SNR = −6dB
were used in generating the plots. It can clearly seen that at this low SNR level, other than
CSS [16] and WAVES [17] all the current algorithms fail to resolve the two sources. It
should be noted that both CSS and WAVES requires good initial DoA estimates supplied
by the Capon method and that the estimates are more biased. The proposed frequency-
shift based approach using MDCFT can be seen to produce excellent DoA estimates and
outperforms all the methods at this low SNR level.
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Figure 6.6: Comparison of Frequency-Shift based method using CS-DCFT with existing
methods: Two sources separated by minimum 3◦
Figure 6.7 shows comparison for another simulation run with a similar set up as in the
previous case, except the two source signals are located at 73◦ and 75◦, i.e., separated by
only 2◦ in this case. It can be seen from the figures that other than the proposed method all
of the current algorithms fail to resolve the two very closely-spaced sources.
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Figure 6.7: Comparison of Frequency-Shift based method using CS-DCFT with existing
methods: Two sources separated by minimum 2◦
6.1.4 Performance Comparison for Three Closely-Spaced Sources
Figure 6.8 shows typical spectrum of three chirp source signals that depicts the overall
broadband nature of chirp sources being considered in this dissertation. Top three plots of
Figure 6.8 are the magnitude spectrum of the individual sources whereas the bottom figure
is the combined spectrum as received by one sensor. No noise was added to generate these
spectrums.
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Bandwidth of signal at one of the sensor
Figure 6.8: Spectrum of three chirp signals (top) and sum of chirps at receiver (bottom)
Figures 6.9 shows the performance comparison for one simulation run with three
chirp sources located at 60◦, 64◦ and 68◦, i.e., with minimum separation of 4◦ between
the sources. 16 array elements and SNR = 0dB was used in generating the plots. It can be
seen that CSS[16] and WAVES [17] methods that require good initial DoA estimates had
three biased peaks. The other methods found two or less highly biased peaks at this low
SNR level. The proposed frequency-shift based approach using CS-MDCFT can be seen
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to produce excellent DoA estimates and outperforms all the methods at this low SNR level.







































Figure 6.9: Comparison of Frequency-Shift based method using CS-DCFT with existing
methods: Three sources separated by minimum 4◦
Figure 6.10 shows comparison for another simulation run with a similar set up as in
the previous case, except the three source signals are located at 112◦, 114◦ and 116◦, i.e.,
with a minimum separation of only 2◦ between the sources. It can be seen from the figures
that other than CSS and the proposed method all of the current algorithms failed to detect
the three very closely-spaced sources or had merged peaks. Note also that two of the CSS
peaks are highly biased.
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Figure 6.10: Comparison of Frequency-Shift based method using CS-DCFT with existing
methods: Three sources separated by minimum 2◦
6.1.5 Comparison of Performance over a Wide Range of Arrival An-
gles
In typical DoA algorithms DoAs of boresight sources, i.e., those located at within around
±45◦ of the perpendicular to the array line are estimated more accurately than sources in
the broadside of the array, limiting the effective Field of View (FOV) of the algorithms. In
this section, the performance of the proposed frequency-shift based CS-DCFT algorithm is
tested over a wide range of DoAs, 18◦, 62.5◦, 78◦ and 148◦. The parameters used to simu-
late the signal source are given in Table 6.1. The DoA estimator performance is compared
for one simulation run with a number of established existing wideband DoA algorithms
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Table 6.1: Signal parameters
No. of samples 4096
Bandwidth v 400 MHz
fc 1 GHz
Angle (θ) 78
SNR - 6 dB
number of sensors 16
distance between sensors λ/2
Table 6.2: Comparison results (in degrees)
CS-DCFT WB-MUSIC WAVES TTD Bilinear TOPS RSS-MUSIC CSS
True θ 18 18 18 18 18 18 18 18
θ̂ 16.8108 54.1 55.7 90 91.2 NaN 67.1 50.8
True θ 62.5 62.5 62.5 62.5 62.5 62.5 62.5 62.5
θ̂ 63.6122 62.5 62.9 62.7 88.6 62.4 125 62.9
True θ 78 78 78 78 78 78 78 78
θ̂ 78.163 78 78.2 77.9 78.4 78.1 78.4 78.2
True θ 148 148 148 148 148 148 148 148
θ̂ 147.5639 110.1 115.9 89.8 90 89 50.9 71.9
and the comparison results are given in Table 6.2.
As can be observed from the table, all the existing algorithms perform well in the bore-
sight angles, 62.5◦ and 78◦, however, their performance is uniformly poor at the broadside
angles, 18◦ and 148◦. The proposed algorithm performs quite well over a wide range of
angles.
Further simulation analysis indicates that Algorithm-I can perform better than other
algorithms even with a fewer number of sensors and also at larger separations between sen-
sors (i.e., more than λ/2 ). However, for the purpose of comparing with existing methods
in preparing Table (6.2), same number of sensors (= 16) and half-wavelength spacing was
used as required by these algorithms for fair comparison.
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6.1.6 Performance of Frequency-Shift based Chirp DoA Estimation
Without Compressive Sensing:
It should be noted that larger processing time is required for implementing the CS-based
algorithms developed in this work because CS recovery and fine grid search resolution
required in the DCFT transformation process. This large processing time was reduced
significantly by applying the process of fast DCFT described in the numerical consideration
section 5.1.5 [80]. In this section it is shown that MDCFT by itself, i.e., without any
compressive sensing is a relatively powerful estimator of Chirp parameters and can be used
directly to estimate the frequency shifts between sensors for DoA estimation.
Figure 6.11 shows the performance comparison for one simulation run with three chirp
sources located at 112◦, 114◦ and 116◦, i.e., with minimum separation of 2◦ between the
sources. 16 array elements and SNR = 4dB was used in generating the plots. It can
be seen that most existing methods found merged or highly biased peaks at this low SNR
level. The proposed frequency-shift based approach using MDCFT without CS can be seen
to produce excellent DoA estimates at SNR=4dB and it outperforms all the methods at this
low SNR level.
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Figure 6.11: Performance comparison of Frequency-Shift based method using DCFT with-
out Compressive Sensing for three sources separated by 2◦
It may be noted that the use of CS does improve performance. For example, the per-
formance of MDCFT-only approach as shown in Figure 6.12 is more biased than the cor-
responding performance with CS as shown earlier in Figure 6.10. However, the frequency-
shift based approach without CS still outperformed all the other existing wideband methods
at this low SNR level.
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Figure 6.12: Performance comparison of Frequency-Shift based method using DCFT with-
out Compressive Sensing for three sources separated by 2◦
6.1.7 Performance of Frequency-Shift based Approach with Large Sep-
aration Between Sensors:
To further study the general effectiveness of the proposed frequency-shift based chirp DoA
algorithm a non-traditional array structure was considered next. Figure 6.13 shows the
average RMSEs for two chirp sources separated by 2◦ processed using 6 sensors with inter-
element spacing of (10λ/2). 512 samples were used in each simulation run and the RMSE
values were calculated for 50 independent noise realizations. Figure 6.14 shows the corre-
sponding RMSE vs. SNR performance without CS. Comparing the figures it can be seen
that when CS was used both sources were estimated very well down to about -6dB SNR
whereas, when MDCFT is used without CS there is some degradation of performance at
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SNR below 18dB. However, it is important to emphasize that none of the existing wideband
DoA estimation algorithms will work for such well-separated sensors.



















RMSE at angle= 81 and 2nd angle 79 vs SNR
signal1
signal2
Figure 6.13: DOA RMSE with CS deployed, no of sensors= 6, Fs= 256 MHz, 512 Snap-
shots
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RMSE at angle= 81 and 2nd angle 79 vs SNR
signal1
signal2
Figure 6.14: DoA RMS with No CS, no of sensors= 6 ,Fs= 256 MHz, 512 Snapshots
6.2 Algorithm II: Spatio-Temporal Joint Array Process-
ing for Passive Sensing with Unknown Chirp Parame-
ters
Based on the theory developed in section 5.2, in this subsection, Algorithm II performance
is studied for different operating scenarios, array structures and chirp sources parameters.
6.2.1 Estimator Performance with Sub-Nyquist Sampling
Three wide-band chirp signals were simulated with starting frequencies, f01 = 22.0, f02 =
23.0, f03 = 25.0MHz and chirp rate, β01 = 53MHz/, β02 = 56MHz/, and β03 =
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58MHz/ µ sec and DoAs, at 35◦, 56◦ and 77◦. The received signals were sampled at
the sensors with a sampling rate of Fs = 256 MHz. The equispaced sensors are sepa-
rated by 10(λ
2
), i.e., sub-Nyquist sampling was used and 256 snapshots were collected and
processed at each sensor. The received signal was corrupted by simulated AWGN with
SNR = 0 dB. FASTA [84] and OMP were used as CS recovery algorithms. Figure 6.15
shows the spatio-temporal spectrum of the joint array data and the equivalent recovered
spatial spectrum using CS with 256 random samples per node, i.e., no under-sampling is
applied. The figure clearly shows three distinct peaks at correct DoA locations of the three
chirp sources when MDCFT is used without CS (in blue) and with CS (in red).
Figure 6.15: Joint process sparse spatial Spectrum and CS recovered Spatial spectrum
It can be seen from Figure 6.15 that although the non-CS case (blue lines) have large
number of sidelobes, the three strongest peaks are at the correct DoA locations, and it is
necessary to know the exact number of sources to choose the correct peaks. However, the
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large number of sidelobes can be detrimental in certain situations, and one such case is
shown in Figure 6.16 which shows that many sidelobes of the strongest peak are higher
than the highest peak of two other true angles. Hence, an automated peak-picking routine
will miss the true DoAs and choose some sidelobes as False Alarms. The effectiveness
of the CS-based approach can be seen in the same Figure where the sparse red spectral
lines are at the correct DoA locations without any presence of significant sidelobes for the
identical dataset.














Figure 6.16: Joint process sparse spatial Spectrum and CS recovered Spatial spectrum
6.2.2 Failure Rate Analysis
Next, 6 sensors collected 256 samples each of three wideband chirp signals with DoAs at
79◦, 80◦ and 81◦. When all samples are processed using Algorithm II, Figure 6.17 shows
the failure rate defined as (1 - probability of detection) with a detection threshold of ±0.5◦,
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i.e., a source is declared to be detected if the estimated angle is within ±0.5◦ of the true
DoA. Clearly, the algorithm performs very well even at very low SNR.





















Figure 6.17: Joint process Failure rate Vs. SNR with 6 sensors for three sources
6.2.3 RMSE Analysis without and with Under-sampling
For the same signal parameters of Figure 6.17, RMSE vs. SNR is shown in Figure 6.18 for
three estimated signals. 50 independent Monte-Carlo runs were performed to obtain the
average RMSE.
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Figure 6.18: Joint process RMSE Vs. SNR with 6 sensors for three sources
Figure 6.19 shows RMSE of the joint method when half the original signal samples
were used for CS reconstruction. In this case 128 random samples out of 256 samples
collected at each sensor were used to estimate the DoAs using Algorithm II. Comparing
Figure 6.18 and Figure 6.19, it can be seen that there is about 3dB performance loss when
half the samples were used for processing.
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Figure 6.19: Joint process RMSE Vs. SNR with 6 sensor and 128 snapshot
6.2.4 Comparison with Algorithm I
In this section, the performance of Joint processing of Algorithm II is compared with the
performance of the Frequency-Shift based Non-Joint approach presented in Section 6.1.
Figure 6.20 shows the RMSE of the Frequency-Shift based approach when the same full
dataset as used in generating results in Figure 6.18 was used for apples-to-apples compari-
son. Notice that the vertical axis of Figure 6.20 is 10 times larger than that of Figure 6.18
signifying considerably degraded performance of the frequency-shift based method when
compared with the Algorithm II’s joint method, especially at low SNR.
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Figure 6.20: Algorithm-I Frequency-Shift based (non-Joint) result, RMSE vs. SNR with 6
sensors
For the next comparison experiment, three chirp sources with 1◦ separation with ex-
actly identical chirp and DoA parameters were simulated and 100 Monte-Carlo indepen-
dent realizations at each SNR were processed using both algorithms. The average RMSEs
of the DoA estimates were averaged in each case. Figure 6.21 shows breakdown threshold
vs. number of sensors for Algorithm I and Algorithm II, where the breakdown threshold
is defined as the SNR value at which the RMSE of the recovered DoA is less than 0.5◦.
Figure 6.21 clearly shows that the breakdown threshold of the Joint method (Algorithm
II) is about 8-10 dB lower than those of the non-joint (Algorithm I) method in all cases
indicating Algorithm II’s clear superiority over the frequency-shift based Algorithm I.
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Joint vs non Joint method
Non Joint
Joint
Figure 6.21: Joint vs.non-joint process gain.
6.2.5 Performance Comparison of Joint Approach With and Without
Compressive Sensing:
It was observed in Figure 6.15 that MDCFT by itself, i.e., without any compressive sensing
is a relatively powerful estimator of Chirp parameters. It was shown that in moderate to
high SNR levels, the strongest peaks of MDCFT spectrum indicate correct DoA locations
and sidelobes are not very significant to cause incorrect DoA estimates. In this section it is
shown this phenomenon can be used to estimate DoAs using MDCFT without CS to avoid
significant processing required for CS optimization over a wide SNR range.
Figure 6.22 shows the average RMSEs for three chirp sources separated by 2◦ pro-
cessed using 6 sensors with inter-element spacing of (10λ/2). 256 samples were used in
each simulation run and the RMSE values were calculated for 50 independent noise real-
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izations. Figure 6.23 shows the corresponding RMSE vs. SNR performance without CS.
Comparing the figures it can be seen that when CS was used both sources were estimated
very well down to about -14dB SNR when RMSE was less than 0.5. In case of MDCFT
without CS there is some degradation of performance at SNR below around 2dB. However,
it is important to emphasize that none of the existing wideband DoA estimation algorithms
will work for such well-separated sensors.






















Algorithm-II, Joint-CS RMSE, Angles= 79°,  80°,  81°; 6 sensors, Fs= 256 Mhz, Samples= 1536
Mean RMSE
Figure 6.22: Joint DoA RMSE using CS-DCFT, 6 sensors, Fs= 256 MHz, 256 Snapshots
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Algorithm-II, No CS, Joint RMSE,  Angles= 79°,  80°,  81°; 6 sensors
mean RMSE
Figure 6.23: DoA RMSE without CS, 6 sensors, Fs= 256 MHz, 256 Snapshots
6.2.6 Performance of Joint Approach for Coherent Sources
Figure 6.24 shows superimposed spatial spectrum for the case of two coherent chirp sources,
where, f0 = f1 and β0 = β1, but the directions of arrival are different, specifically, θ1 = 15◦
and θ1 = 85◦ were used for this simulation for demonstration of principles. 512 snapshots
in AWGN with SNR = 0dB at 6 sensors were used to generate the spectral plots. The
figures shows spatial spectrum for MDCFT only (blue line) and CS-MDCFT spectrum
(in red). Both spectral plots had strong peaks at correct DOA locations, but with Algo-
rithm II Joint-CS processing the sidelobes are eliminated. These results for the coherent
case demonstrate that the proposed Joint approach can be used in wireless communica-
tion applications, where multi-path reflection can produce coherent signals from different
directions of arrival at the receiver.
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Figure 6.24: Joint method spatial spectrum with two coherent sources and different angle
of arrival
6.2.7 Performance Comparison for Three Closely-Spaced Sources
Figures 6.25 shows the performance comparison for one simulation run with three chirp
sources located at 112◦, 114◦ and 116◦, i.e., with a minimum separation of only 2◦ between
the sources. 16 array elements and SNR = −3dB was used in generating the plots.
In implementing the existing DoA methods 4096 samples were used whereas in case of
Algorithm II, only 512 snapshots were used. It can be seen from the figures that all of
the current algorithms failed to detect the three very closely-spaced sources or had merged
peaks. The other methods found two or less highly biased peaks at this low SNR level. The
proposed Joint-Array based approach using MDCFT can be seen to produce perfect DoA
estimates and outperforms all the methods at this low SNR level.
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Figure 6.25: Comparison of Algorithm II CS-DCFT with existing methods: Three sources
separated by minimum 2◦. 512 snapshots used for Algorithm II and 4096 snapshots for the
other methods.
Since Algorithm II produced perfect DoA estimates with 512 snapshots at -3dB SNR,
it was further explored if the number of snapshots could be further reduced for reason-
able DoA estimates. Figures 6.26 shows the performance comparison for one simulation
run with same set up as in the previous example but with only 32 snapshots processed at
SNR = 0dB. The estimates are slightly biased but the bias level was less than 0.5◦ for
all the DoAs. Further simulation analysis indicated that if number of snapshots are further
reduced to less than 32, Algorithm II is able to separate the sources, but some estimates are
more biased.
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Figure 6.26: Comparison of Algorithm II CS-DCFT with existing methods: Three sources
separated by minimum 2◦. 32 snapshots used for Algorithm II and 4096 snapshots for the
other methods.
6.3 Algorithm III: Spatial-Joint Array Processing for Ac-
tive Sensing with Known Chirp Parameters
In this subsection, the performance of Algorithm III developed in section 5.3 is studied for
different operating scenarios, array structures and chirp sources parameters.
6.3.1 Analysis of Spatial Spectrum for Single and Multiple Snapshots
To evaluate Algorithm III on Spatial array processing with known chirp parameters, first a
single chirp signal with incident angle θ=33◦ at SNR= 6 dB is generated and Figure 6.27
shows the spatial spectrum before and after recovering with OMP. A distinct peak can
be seen at angle 33◦ in both cases at this low SNR level, although there are significant
sidelobes that can lead to incorrect DoA estimation when MDCFT is applied to a single
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snapshot of array data without any CS (red lines). The CS counterpart (blue lines) uses the
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Spatial spectrum
Figure 6.27: Spatial Joint array spectrum, with single snapshot and 16 sensors
Figure 6.28 shows the average spectrum repeated trials with number of snapshots
increased to 100. It can be seen that the sidelobes for the non-CS case is significantly lower
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Spatial spectrum recovered with OMP
Spatial spectrum
Figure 6.28: Spatial Joint array spectrum, with 100 snapshot and 16 sensors
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Enhanced performance in terms of lower sidelobes with one snapshot can be achieved
without CS by increasing the number of sensors as shown in Figure 6.29 where 64 sensors


























0 10 20 30 40 50 60 70 80
  degrees
Spatial spectrum recovered with OMP
Spatial spectrum
Figure 6.29: Spatial Joint array spectrum, with one snapshot and 64 sensors
Figure 6.30 shows the case for three sources, 16 Sensors, d=10(λc/2), with one snap-
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  degrees
Figure 6.30: Spatial Joint array spectrum,Three sources, 1 snapshot, 16 sensors
For more performance evaluation three chirp sources were generated with DoAs at
θ = [37◦, 38◦ and 39◦], i.e., with minimum separation of 1◦. The three wide-band chirp
signals were simulated with the starting frequency f01 = 22.0, f02 = 23.0, f03 = 25.0MHz
and chirp rate β01 = 53MHz/, β02 = 56MHz/, β03 = 58MHz/ µ sec, respectively. A
sampling rate Fs = 256 MHz with 16 ULA array sensors equally spaced with 10 ∗ λ were
used in this case. For single snapshot, the Mean RMSE of the recovered (θ̂) are plotted for
the three signals vs. SNR in Figure 6.31 for 1000 Monte-Carlo runs at each SNR value.
Figure 6.31 with one snapshot shows performance breakdown at around 25 dB with 16
sensors (one sample per sensor). Figure 6.32 shows performance by increasing the number
of snapshots, which clearly shows enhanced performance compared to the single snapshot
case. With 5 snapshots, the performance breakdown occurs at around 15 dB SNR which is
about 10dB enhancement compared to the single snapshot case.
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Snapshots = 1, no of sensors= 16
Mean RMSE-theta
Figure 6.31: Spatial Joint process RMSE vs SNR using single snapshot




















Snapshots = 5, no of sensors= 16
Mean RMSE-theta
Figure 6.32: Spatial Joint process RMSE vs SNR using 5 snapshots
Comparing Figure 6.31 and Figure 6.32 it is clear that increasing the number of snap-
shots can improve performance. Figure 6.33 plots mean-RMSE vs. number of snapshots
99
for the same three sources to show the effect of increasing number of snapshots on perfor-
mance. AWGN was fixed at SNR = 10dB for this experiment. It can be observed from
the plot that 7 or more snapshots are needed to achieve reasonable RMSE performance in
this case.


















SNR = 10, no of sensors= 16
Mean RMSE-theta
Figure 6.33: Spatial Joint process RMSE vs Snapshots with SNR=10dB.
6.3.2 Performance of Spatial Approach With and Without Compres-
sive Sensing
It was observed in the spatial spectral plots in Figures 6.28 through 6.30 that MDCFT by
itself, i.e., without any compressive sensing may be used to estimate the spectral Chirp
parameters. Figure 6.34 shows the average RMSEs for three chirp sources separated by
1◦ processed using 6 sensors with inter-element spacing of (10λ) using spatial MDCFT
without compressive sensing. The RMSE values were calculated for 50 independent noise
realizations. Figure 6.31 shows the corresponding RMSE vs. SNR performance with CS.
Comparing the figures 6.31 and 6.34, it can be seen that when CS was used all three closely
100
spaced sources were estimated down to about 22dB SNR with a single snapshot. However,
when MDCFT alone is used with single snapshot without any CS there is significant degra-
dation of performance at all SNR values below 48dB. Hence, it can be concluded that
in general, single snapshot may not be a viable option if no CS is used for spatial array
processing and multiple snapshots must be used to attain reasonable DoA estimation per-
formance.

















Snapshots = 1, no of sensors= 16
Mean RMSE-theta
Figure 6.34: DoA RMSE without CS, 16 sensors, Fs= 256 MHz, Single Snapshot
6.3.3 Performance of Spatial DoA Estimation Approach for Coherent
Sources
Figure 6.35 shows superimposed spatial spectrum for the case of two coherent chirp sources,
where, f0 = f1 and β0 = β1, but the source DoA are, θ1 = 15◦ and θ1 = 85◦. One snapshot
in AWGN with SNR = 10dB at 16 sensor ULA was used to generate the spectral plots. The
figures shows spatial spectrum for MDCFT only (red lines) and CS-MDCFT spectrum (in
blue). Both spectral plots had strong peaks at correct DOA locations, but with Algorithm
III Spatial-CS processing the sidelobes are eliminated. These results for the coherent case
demonstrate that the proposed spatial processing approach can be used in wireless com-
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munication applications, where multi-path reflections can produce coherent signals from
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Figure 6.35: Spatial Joint process spectrum with two coherent sources but different angles
of arrival
6.3.4 Performance Comparison for Two Sources with a Single Snap-
shot
Figures 6.36 shows the performance comparison for one simulation run with two chirp
sources located at 68◦, and 72◦, i.e., with a minimum separation of only 4◦ between the
sources. 16 array elements at 10(λ) spacing and SNR = 20dB was used in generating
the plot for Algorithm III. In implementing the existing DoA methods 4096 samples were
used whereas in case of Algorithm III, a single snapshot was used. It can be seen from the
figure that all of the current algorithms were highly aliased at this higher sensor separation.
The proposed Spatial-Array based approach using MDCFT can be seen to produce perfect
DoA estimates and outperforms all the methods at this SNR level. Note that at SNR levels
lower than 20dB, the proposed CS-based Algorithm III did not produce viable results. This
102
is consistent with the single snapshot RMSE plot in Figure 6.32.


































Spatial CS-DCFT, Algorithm III
True DoA-1
True DoA-2
Figure 6.36: Comparison of Algorithm III Spatial CS-DCFT with existing methods: Two
sources separated by 4◦. 1 snapshot was used for Algorithm III and 4096 snapshots for the
other methods.
6.3.5 Performance for Three Sources with a Single Snapshot
Figures 6.36 shows the performance comparison for one simulation run with three chirp
sources located at 112◦, 114◦ and 116◦, i.e., with a minimum separation of only 2◦ between
the sources. 16 array elements at 10(λ) spacing was used in generating the plot for Algo-
rithm III, i.e., aperture size is large. SNR = 20dB. In implementing the existing DoA
methods 4096 samples were used whereas in case of Algorithm III, only one snapshot was
used. It can be seen from the figure that all of the current algorithms were highly aliased at
this higher sensor separation. The proposed Spatial-Array based approach using MDCFT
can be seen to produce perfect DoA estimates and outperforms all the methods at this SNR
level. Note that at lower SNR levels (less than 20dB) the proposed CS-based Algorithm III
did not produce viable results. This is consistent with the single snapshot RMSE plot in
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Figure 6.32.





































Figure 6.37: Comparison of Algorithm III Spatial CS-DCFT with existing methods: Three
sources separated by minimum 2◦. A single snapshot was used for Algorithm III and 4096
snapshots for the other methods.
6.3.6 Performance for Three Sources with Multiple Snapshots
Figures 6.38 shows the performance comparison for one simulation run with three chirp
sources located at 112◦, 114◦ and 116◦, i.e., with a minimum separation of only 2◦ between
the sources. 16 array elements at (λ
2
) spacing and SNR = 3dB was used in generating
the plot. In implementing the existing DoA methods 4096 samples were used whereas in
case of Algorithm III, 36 snapshots were used. It can be seen from the figure that all of
the current algorithms failed to detect the three very closely-spaced sources or had merged
peaks. Some of the existing methods found two or less highly biased peaks at this low
SNR level. The proposed Spatial-Array based approach using CS-MDCFT can be seen
to produce perfect DoA estimates and outperforms all the methods at this low SNR level.
Note that in this case, using single snapshot did not produce viable results for the proposed
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CS-based Algorithm III.





































Figure 6.38: Comparison of Algorithm III Spatial CS-DCFT with existing methods: Three
sources separated by minimum 2◦. 36 snapshots were used for Algorithm III and 4096
snapshots for the other methods.
6.3.7 Comparison of Performance over a Wide Range of Arrival An-
gles
As shown in Table 6.2, Algorithm I outperformed all the existing DoA algorithms when
the sources are in the broadside of the array. In this section, the performance of Algorithm
II and Algorithm III is studied at low and high angles of arrival. All three algorithms
were simulated at SNR= 0 dB and number of elements = 16 and spacing (λ
2
) and angles at
θ = [18◦, 148◦]. In implementing Algorithm I and Algorithm II, 512 samples were used
whereas in case of Algorithm III, 50 snapshots were used. Table 6.3 shows that all three
algorithms can perform well at high and low angles of arrival where other algorithms tend
to fail even with thousands of samples. Although not shown in Table 6.3, Algorithms II
and III performed as well as Algorithm I at the boresight angles, as shown in Table 6.2.
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This analysis shows that the proposed CS-based algorithms have larger FOV compared to
all existing wideband DoA algorithms.
Table 6.3: Comparison results for three algorithms (in degrees)
θ Algorithm I Algorithm II Algorithm III
True θ 18 18 18
θ̂ 16.8108 18 18
True θ 148 148 148
θ̂ 147.5639 148 148
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Chapter 7
Distributed CS and DoA Applications
7.1 Introduction
Thus far, we have considered the use of existing centralized compressive sensing algorithms
to perform DoA estimation from a set of measurements collected by multiple sensors across
a distributed array. Application of traditional CS algorithms requires the transmission of
all measurements to a “fusion center” where a centralized algorithm can perform sparse
estimation of an unknown vector x. However, in many applications, a fusion center repre-
sents a single point of failure that is undesirable. In other applications, it is inefficient to
transmit all measured data to a single node, or privacy concerns may prohibit the sharing
of raw measurements. Finally, for very large problems, storing the entire sensing matrix on
a single compute node may not be possible.
In this chapter, we develop a distributed sparse reconstruction algorithm to estimate
x ∈ CN from measurements y = Ax. We assume that the measurements and sensing
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where ym is a length-Nm measurement vector obtained by sensor m through its own sens-
ing matrix Am ∈ CNm×N . Sensor-dependent measurement matrices are frequently en-
countered in distributed sensing applications where the sensed quantity depends on the
physical location of the sensor. The distributed algorithm precedes by having sensor nodes
efficiently exchange messages with their neighbors until a certain level of convergence is
obtained and all nodes share a common estimate x̂ of x.
Previous work in distributed compressive sensing [85] considers a taxonomy of sens-
ing models to capture various correlation properties among distributed source signals, i.e.
spatially varying x-vectors. In contrast, we consider distributed reconstruction of a single
sparse vector from multiple distributed projections as in (7.1). Previous algorithms in this
category include the ADMM-based distributed solution of LASSO [86], distributed basis
pursuit [87], and distributed ISTA [88].
7.2 Algorithm IV: Distributed GAMP
The generalized approximate message passing (GAMP) algorithm [38] is a centralized
algorithm that solves linear unmixing problems as shown in Figure 7.1. An unknown signal
vector x, described by a separable prior p(x), is mixed via the sensing matrixA to produce
z = Ax. Observations y are described by the conditional probability p(y|z). GAMP uses
y, A, p(x) and p(y|z) to produce approximate minimum mean-squared error (MMSE)
and maximum a posteriori (MAP) estimates of x in a centralized way. In a typical CS
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usage scenario, p(x) is a sparsifying prior, e.g. a Bernoulli-Gaussian distribution, and
p(yi|zi) = N (yi; zi, σ2) for an additive white Gaussian noise (AWGN) output channel.
In this work, we develop a distributed version of the GAMP algorithm to solve the
problems described above in a distributed way. The resulting algorithm, called D-GAMP,
is more general than existing distributed CS approaches.
The original GAMP algorithm from [38] is summarized in Algorithm 2. In the al-
gorithm, aij denotes the (i, j)th element of the sensing matrix A, and the scalar functions
gin() and gout() are determined by the prior p(x) and output p(y|z) distributions, respec-
tively, as described in [38]. At iteration t, the estimate of the jth element of x is denoted
x̂j(t) and is computed via line (A2.8) of Algorithm 2.
In developing D-GAMP, the objective is to confine the use of ym andAm to sensorm,
and to develop an efficient algorithm to estimate x while only allowing nodes to communi-
cate messages with their neighbors in a communication graph. At convergence, each node
in the network should obtain an equivalent copy of the estimate x̂. The variables produced
during the output steps of GAMP can be straightforwardly computed on a per-sensor basis.
In addition to the indices i (used to index measurements) and j (used in index x) used in
the GAMP algorithm, we introduce m = 1, . . . ,M to index the sensors. For example, amij
is the (i, j)th element of the the mth sensing matrixAm, and ymi is the ith entry of ym.
The D-GAMP algorithm is presented in Algorithm 3. As shown in (A3.1)–(A3.5), the
output step elements are now computed on a per-sensor basis. However, the input steps are

















= β−1j (t), (7.4)
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mi(t) is computed at each sensor m and then fused across
sensors to form βj(t) =
∑
m βmj(t). Similarly, we write r̂j(t) in (A2.7) as



















i=1 amij ŝmi(t) is a new per-sensor quantity, and γj =
∑
m γmj is summed
across sensors.
The above is used to form steps (A3.6)–(A3.11) of D-GAMP. The distributed sums
in (A3.8) and (A3.9) are the only instances where information is shared between different
sensors. In Section 7.3 we present our distributed exact-summation method to be used in
this step. Finally, the input nonlinear steps, (A3.12) and (A3.13), within D-GAMP are
unchanged from GAMP, except that they are executed at each sensor in order to produce a
local estimate of x at every sensor.
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Algorithm 2 Original GAMP Algorithm [38]
1) Initialization Set t = 0 and let x̂j(t) and µxj (t) > 0 be some initial sequences.















where initially, we take ŝ(−1) = 0
3) Output nonlinear step: For each i, compute
ŝi(t) = gout(t, p̂i(t), yi, µ
p
i (t)) (A2.4)
µsi (t) = −
∂
∂p̂
gout(t, p̂i(t), yi, µ
p
i (t)) (A2.5)















5) Input nonlinear step: For each i, compute
x̂j(t+ 1) = gin(t, r̂j(t), qj , µ
r
j(t)) (A2.8)





gin(t, r̂j(t), qj , µ
r
j(t)) (A2.9)
Then increment t = t + 1 and return to Step 2 until a sufficient number of iterations have
been performed.
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Algorithm 3 Distributed GAMP Algorithm
1) Initialization: Set t = 0 and let x̂mj(t) and µxmj(t) > 0 be some initial sequences for all
sensors. Initialize ŝmi(−1) = 0.















3) Output nonlinear step: For each sensor m and measurement i, compute



















4) Distributed summation step: Use the distributed summation method from Section 7.3 to













r̂j(t) = x̂j(t) + µ
r
j(t)γj (A3.11)
6) Input nonlinear step: For each input i, compute
x̂j(t+ 1) =gin(t, r̂j(t), qj , µ
r
j(t)) (A3.12)





gin(t, r̂j(t), qj , µ
r
j(t)) (A3.13)
Then increment t = t + 1 and return to Step 2 until a sufficient number of iterations have
been performed.
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7.3 Distributed Count, Summation, and Average using Sum-
Product Messaging
Steps (A3.8) and (A3.9) of the D-GAMP algorithm developed above and presented in Al-
gorithm 3 require the ability to sum values residing in nodes distributed across a network
and return that sum to each node. Here, we develop this approach for tree-structured com-
munication graphs using the sum-product algorithm.
7.3.1 Model
Consider a scalar variable x and N noisy observations
yi = x+ wi, i = 1, . . . , N, (7.8)








If x is random, with prior x ∼ N (0, σ2x), (7.9) is also the MAP estimate in the non-
informative limit σ2x →∞.
Now we will represent the system of measurements (7.8) using a Gaussian Markov
random field (MRF) whose structure is equal to a given communication graph G = (V,E)
with vertices V = {1, . . . , N} and set of (unordered) edges E. Examples are shown in
Figure 7.2. The existence of an edge (i, j) ∈ E indicates that nodes i and j are in commu-
nication range. We denote the neighbors of node i ∈ V as N(i) = {j|(i, j) ∈ E}.
Each node i ∈ V is associated with a variable xi and a potential function φi(xi), while
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(xi−yi)2 , and (7.10)
ψij(xi, xj) = δ(xi − xj) (7.11)
yields a probability model







that is equivalent to (7.8) when conditioned on the observations {yi}. The potential func-
tions model the N Gaussian observations, and the compatibility functions constrain all of
the x’s to be equal.
We will use belief propagation [89] to compute the marginal posterior distribution of
each node. Since we know the mode of each node is given by (7.9), this will effectively
provide a distributed way of computing the sample mean (assuming the graph has no cy-
cles).
7.3.2 Message passing
Let mtij(xj) denote the message passed to node j from node i at iteration t. Following the






mt−1ki (xi)ψij(xi, xj) dxi. (7.13)
Since the MRF is Gaussian, all of the messages are also Gaussian, meaning that each
message could be parameterized by a scalar mean and variance. Alternatively, we will
adopt a different parameterization based on polynomial coefficients. Let q(x) = cx2− 2sx
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denote a quadratic polynomial, then
p(x) ∝ e−q(x) (7.14)
represents an (un-normalized) Gaussian PDF. The exact (normalized) Gaussian correspond-







As such, all potentials and messages may be represented by a parameter pair (c, s).
Since the compatibility function (7.11) is a Dirac delta function, the integral in (7.13)
is trivial. As such, the challenge in evaluating (7.13) is the computation of (Gaussian)
message products. Consider the product of two messages m1(x), with parameters (c1, s1),




Hence, multiplying Gaussian messages is equivalent to adding associated c- and s-coefficients.
We let (ctij, s
t
ij) denote the parameters of message m
t
ij(xj), and (ci, si) denote the
parameters of φi(xi). The noise variance σ2 is immaterial and set to 12 for convenience.
From (7.8), this gives
(ci = 1, si = yi), i = 1, . . . , N. (7.17)
Combining (7.17) with the update rule (7.13), we find that the parameters of message
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Figure 7.2: Example communication topologies for distributed networks of sensors include
the star (A) and tree (B).
mtij(xj) are computed as








After convergence of messages, say, at time t = ∗, the posterior of node i is computed
as



















j ,∀ i, j ∈ V .
7.3.3 Summary
At convergence, from (7.15), we have







Because of the equivalence of the Gaussian MRF to (7.8), the mode of this (Gaussian)
posterior is equal to the sample mean (7.9). In general, the parameters c and s represent
counts of nodes and sums of observations contributing to a given message or potential.
At convergence, c∗i represents the total number of nodes (counted) in the system, and s
∗
i
represents the sum of all the observed values
∑
i yi. In the distributed compressive sensing
application, we only need the sums; the entire distribution (7.23), and in particular the
counts, need not be computed.
Hence, for distributed summation, as needed by D-GAMP, we need only use Equa-
tion (7.19) for the messages, and Equation (7.22) to compute the sum at each node. Both
equations are straightforwardly extended to vector summation via element-wise operations.
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7.4 Distributed GAMP Results
7.4.1 Messaging Efficiency
To explore the messaging efficiency of the distributed algorithm, we consider the number
of individual node transmissions required to perform a single distributed sum over an M
node network. We considered a number of different network sizes and communication
architectures. Figure 7.2 illustrates two example networks: a star configuration on the left,
and a tree on the right. Note that a star configuration is a type of tree and thus is compatible
with the distributed summation algorithm presented in Section 7.3.
For a given network, we quantify the relative message passing cost by considering the
ratio of the number of node transmissions required in the distributed summation algorithm
to the number of transmissions required in a naive implementation consisting of a fully
connected network where all nodes transmit their values to all other nodes,
Relative message passing cost =
# of transmissions for distributed summation algorithm
# of transmissions in fully connected network
.
(7.24)
For an M node network, the denominator of (7.24) is M(M − 1). In Figure 7.3 we plot
the relative message passing cost for a star network as a function of the number of nodes,
M . The results show that the relative cost goes down with the number of nodes, and at 20
nodes the number of transmissions is only 10% of that required in an all-to-all scheme.
7.4.2 Reconstruction Results
The distributed GAMP algorithm (Algorithm 3) was designed to produce estimates iden-
tical to the original GAMP method. Here, we validate that claim for two different sensor-
measurement configurations. This first is an M = 5 node network with Nm = 5,∀m
measurements per sensor, and the second is an M = 25 node network with Nm = 1,∀m
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Figure 7.3: Relative message passing cost for the star network
measurements per sensor. Both networks are star-shaped. The signal and measurement
parameters where identical, including a signal x of length N = 200 with a Bernoulli-
Gaussian prior p(xi) = 195200δ(xi) +
5
200
N (xi; 0, 1), and Nmeas =
∑
mNm = 25 total mea-
surements. In both cases, elements of the mixing matrices were drawn N (0, 1/Nmeas) and
white Gaussian noise was added to the measurements such that SNR=40 dB.
Sample reconstruction results for the first network are shown in Figure 7.4, where we
observe that GAMP (using concatenated measurements andA-matrices) and the proposed
D-GAMP produce identical estimates. Both algorithms were run for 20 iterations. The
same results holds in Figure 7.5 for the second network (M = 25).
Next, we consider performance as a function of the total number of measurements,
Nmeas. We again consider two star-shaped network configurations. In the first, the number
of sensors is fixed at M = 5. In the second, M = Nmeas. Hence, in the second configu-













Figure 7.4: GAMP and the proposed D-GAMP algorithm produce identical estimates: 5












Figure 7.5: GAMP and the proposed D-GAMP algorithm produce identical estimates: 25
sensors with 1 measurement per sensor.
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Figure 7.6: Normalized reconstruction error for a sensor network with M = 5 nodes.
ment. All other signal and measurement details are the same as in the above experiment.





for the two scenarios are shown in Figures 7.6 and 7.7. First, in both plots, we observe
the well known threshold effect in compressive sensing where, below a certain number of
measurements, reconstruction generally fails and error is high. We observe the threshold
for good performance to be around Nmeas = 20, which is independent of the network
configuration. Second, we observe that the actual error for a given number of measurements
is identical in both configurations. This is to be expected because the distributed summation
algorithm (and therefore D-GAMP as a whole) produces identical results for any tree-
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Figure 7.7: Normalized reconstruction error for a sensor network with number of nodes
equal to number of measurements (one measurement per sensor).
structured configuration.
Finally, we consider the application of D-GAMP to a distributed direction of arrival
estimation problem using chirp sources. In this case,Am, the sensing matrix for sensor ar-
ray element m, is given by Ψm in Equation (5.25). We consider a 10 element sensor array
in a star configuration with an unknown frequency grid spanning 20–30 MHz in 1 MHz in-
crements, an unknown chirp rate grid spanning 50–60 MHz/µs in 0.5 MHz/µs increments,
and an unknown DoA grid spanning 50◦–60◦ in 1◦ increments. Each sensor made 10 sam-
ples at a sample rate of Fs = 50 MHz/s, and AWGN yielding SNR=10 dB was added to
each measurement.
The spatial pseudo-spectrum x̂ resulting from 20 iterations of the D-GAMP algorithm
is plotted in Figure 7.8. The true DoAs were θ = [51◦, 56◦, 58◦], and we see that the
distributed algorithm successfully identified these angles as the dominant responses in the
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Figure 7.8: The spatial pseudo-spectrum produced by the distributed GAMP algorithm





This dissertation focused on developing new algorithms for processing sensor array data
specifically from chirp sources. There were three areas of contribution. First, we devel-
oped a new compressive sensing-based algorithm for estimating chirp parameters, second
we developed three new algorithms for direction of arrival estimation of chirp sources, and
third we developed a novel distributed algorithm for sparse reconstruction that was subse-
quently applied to the DoA problem. We summarize each of these below.
For chirp signal parameter estimation, a new algorithm that combines CS and the
DCFT was introduced. Applying CS recovery with a proper chirp transformation dictio-
nary that provides sparsity for chirp signals proved a very suitable solution. The MDCFT,
with a modified search grid resolution, was demonstrated to perform very well when com-
bined with sparse processing to reduce the number of measurements required for chirp
parameter estimation. The case of multiple chirp signals behaved similarly to single chirp
recovery, with the only difference being that the number of required measurements de-
pended on the separation or distance between the closest two chirp signals, and the number
and difference in amplitude of chirp signals in use. Here, the CS-DCFT algorithm showed
superior performance at low SNR.
In the first DoA algorithm, referred to as the “non-joint” method, we proposed an ap-
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proach based on estimating the start-frequency shift of chirp signals observed between adja-
cent sensors. The frequency shifts may then be translated into time delays and subsequently
used to estimate unknown DoAs. To our knowledge, the use of exploiting frequency shifts
for chirp DoA estimation is novel. Classical DoA estimation algorithms typically use phase
shifts between sensors to estimate the DoAs, and these methods have certain known lim-
itations, such as grating waves and Rayleigh resolution limits. These limitations affect
the performance of any DoA estimator. It should be noted here that this approach is ef-
fective only for chirp signals with a linear time-varying spectrum. The new method can
help eliminate these limitations and was shown to exhibit significantly better performance.
The proposed DoA estimation approach employs the above CS-DCFT for sparse chirp pa-
rameter estimation. Compared to existing algorithms, the proposed DoA algorithm allows
increased distance between sensor elements without causing aliasing. Further, larger array
aperture sizes may be feasible with a smaller number of sensors to enable improved target
resolution and more efficient processing.
The case of multiple chirp signals for the non-joint method is largely similar to that
of the single chirp case because each source can be processed separately; however, more
measurements, or higher SNR, are required to achieve equivalent performance as that of
the single chirp case. As presented, the algorithm works on a pair of sensors at a time to
estimate the chirp rates and differential frequencies, and then averaging is done to obtain
the final estimates. Results were compared to well-known DoA algorithms including TOPS
[15], WAVES [17], Bilinear [53], RSS-MUSIC [18] and Bi-CSSM [82]. As quantified by
the studies in Chapter 6, the proposed method showed superior performance.
In the second DoA algorithm, or the joint-DoA approach, we generated a steering
matrix to process multiple sensors over a range of unknown DoAs and chirp source param-
eters. This steering matrix is a function of three parameters, (f, β, θ), and the estimation
process is analogous to classical DoA in that it involves inverting a system of linear equa-
tions Ax = b. The joint method eliminated the two-step approach in the first method
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and demonstrated increasingly superior performance as the number of sensors increased.
Further, this method formed the basis of the coherent DoA and distributed DoA algorithms
that followed. Compared to existing approaches, the two primary achievements of the first
two DoA algorithms were a reduction in the number of required measurements, and the
capacity to support inter-sensor distances greater than λ/2.
The third DoA algorithm is based on active DoA, or coherent DoA, where prior knowl-
edge of chirp signal parameters (f, β) are considered known. In this case, the sensing
matrix is only a function of angle, θ. By making use of the chirp signal model, the char-
acteristic process in the spatial domain is also shown to be a spatial chirp. Hence, in this
case, a spatial MDCFT can recover a signal’s DoA. This scenario and associated algorithm
are crucial in many applications for real-time processing and/or energy-saving modes.
The large sensing matrix required in the joint-DoA method leads to high computa-
tional requirements during the CS recovery process. Another challenge was the necessary
communication between sensors and a fusion center where CS recovery was performed. In
response to these challenges, we developed a new distributed CS recovery algorithm—our
fourth algorithm. The algorithm is generic (not DoA or chirp specific) and applies to any
application where decentralized processing or elimination of a fusion center is desirable.
The algorithm, called D-GAMP, is a distributed version of generalized approximate mes-
sage passing (GAMP) and is based on our development of a new method of performing
distributed summation across a connected sensor network. The D-GAMP algorithm elim-
inates the need to provide a complete forward operator matrix A at all sensors or a fusion
center.
Theoretical and experimental results show that the performance of D-GAMP is iden-
tical to that of the original centralized GAMP algorithm being run at a fusion center. Using
sensor-specific measurement matrices developed for the joint-DoA algorithm above, we
successfully applied D-GAMP for distributed chirp DoA estimation. Future work will con-
sider additional sparse reconstruction applications where either measurement transmission
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