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Abstract—This paper studies angle-based sensor network lo-
calization (ASNL) in a plane, which is to determine locations
of all sensors in a sensor network, given locations of partial
sensors (called anchors) and angle constraints based on bearings
measured in the local coordinate frame of each sensor. Firstly it
is shown that a framework with a non-degenerate bilateration
ordering must be angle fixable, implying that it can be uniquely
determined by angles between edges up to translations, rotations,
reflections and uniform scaling. Then an ASNL problem is
proved to have a unique solution if and only if the grounded
framework is angle fixable and anchors are not all collinear.
Subsequently, ASNL is solved in centralized and distributed
settings, respectively. The centralized ASNL is formulated as a
rank-constrained semi-definite program (SDP) in either a noise-
free or a noisy scenario, with a decomposition approach proposed
to deal with large-scale ASNL. The distributed ASNL is solved
by a distributed protocol based on inter-sensor communications.
Graphical conditions for equivalence of the rank-constrained
SDP to a linear SDP, decomposition of the SDP, as well as the
efficiency of the distributed protocol, are proposed, respectively.
Finally, simulation examples are provided to validate effectiveness
of our theoretical analysis.
Index Terms—Network localization, angle rigidity, rank-
constrained optimization, non-convex optimization, chordal de-
composition
I. INTRODUCTION
A sensor network localization problem is to determine lo-
cations of all sensors when locations of partial sensors (called
anchors) and relative measurements between some pairs of
sensors are available. It has received significant attention due
to the importance of sensor locations in many scenarios,
e.g., fusion of sensor measurements according to locations,
searching sensors in specified areas, and tracking a moving
target [1], [2], [3].
In the literature, depending on sensing capabilities of sen-
sors, the sensor network localization (SNL) problems have
been studied via relative position-based [4], range-based [1],
[5]-[10] and bearing (angle of arrival)-based [11]-[18] ap-
proaches. Among them, bearing-based SNL (BSNL) is a
popular topic in recent years since bearings can be captured by
vision sensors [16]. Nevertheless, in the literature of BSNL,
each sensor requires bearing measurements with respect to the
global coordinate frame, which can be realized by either equip-
ping each sensor with specific devices (e.g., GPS, compasses)
[12], [14] or implementing coordinate frame alignment algo-
rithms [17], [18], [19] via inter-sensor communications. As
a result, these methods either become invalid in GPS-denied
environments (e.g., underwater, indoor) or require frequent
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inter-sensor communications before or during implementation
of the localization protocol. Although the authors in [15]
proposed an algorithm based on bearings measured in local
coordinate frames, the sensing graph has to contain more edges
for solvability of SNL compared to the one for localization via
global bearing measurements (e.g., [12], [14]). In addition,
a lot of efforts have been carried out on range-based SNL
(RSNL), where range measurements are independent of the
global coordinate frame. Unfortunately, in many circumstances
the solvability of RSNL requires more sensing than BSNL.
In SNL problems, it is important to distinguish what kind of
sensor network is localizable given available anchor locations
and measurements from sensors. This problem is usually
tackled by checking whether the shape of the grounded
graph can be uniquely determined by measurements. In BSNL
and RSNL, bearing rigidity theory [11]-[18], [20], [21] and
distance rigidity theory [1], [7], [10], [22]-[25] are employed
to propose conditions for localizability, respectively. In [26],
the authors proposed an angle-based shape determination
approach (namely, angle rigidity theory), where the number
of edges required for shape determination is the same as
that for localizability of BSNL. Note that an angle between
two edges joining one sensor can always be computed by
bearings corresponding to these two edges measured in the
local coordinate system of the sensor, which is independent
of the global coordinate frame. In practice, bearing (angle)
measurements in a local coordinate system are usually low
cost, reliable, and can be captured easily by vision sensors
(e.g., monocular pinhole cameras [28]). In recent years, angle-
based formation control has attracted a growing interest due to
the above-mentioned advantages of using angles as constraints
or measurements [26]-[31]. However, the application of angle
constraints to SNL has not been fully explored. Although a dis-
tributed SNL problem is equivalent to a distributed formation
control problem in special cases, they are generally different.
For example, in the SNL problem, it is not necessary for each
sensor to have an actuator to continuously drive its state to
a desired position. Moreover, existing angle-based formation
control laws in the literature (e.g., [26]-[31]) always require the
sensing graph to be triangulated and achieve local convergence
only. In the present work, SNL based on angle constraints will
be studied under a milder graphical condition, and the pro-
posed algorithms will achieve guaranteed global convergence.
SNL based on angle constraints is named angle-based sensor
network localization (ASNL), which is to determine locations
of the sensors other than anchors, given locations of anchors
and angle constraints provided by bearings measured in the
local coordinate system of each sensor.
In this paper, we propose the concept of angle fixability
based on angle rigidity theory in [26], [30] to characterize
the property of a network that can be determined by angles
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2uniquely up to translations, rotations, uniform scaling and
reflections. By establishing connections between angle fixa-
bility and angle localizability, the results on angle fixability
are applied to ASNL problems. ASNL will be studied in
centralized and distributed frameworks, respectively. In both
centralized ASNL (CASNL) and distributed ASNL (DASNL),
each sensor is considered to be capable of measuring relative
bearing measurements from neighbors with respect to its own
local coordinate frame.
A preliminary version of the centralized case has been
presented in [32]. This paper extends our former work in
[32] by presenting the generic property of angle fixability,
chordal decomposition, ASNL with noises, DASNL and de-
tailed proofs for Theorems 2 and 3.
Our main contributions are summarized as follows:
• Equivalent algebraic conditions (Lemmas 2, 3) and a
sufficient graphical condition (Theorem 1) for angle
fixability in a plane are proposed. To the best of our
knowledge, this graphical condition is milder than the
condition required in any reference for angle-based for-
mation control, and it implicitly contains an approach to
constructing angle fixable frameworks (Defnition 3). We
also show that if the graphical condition is satisfied in the
plane, the angle fixability property is invariant to space
dimensions, see Lemma 8.
• A graphical condition for ASNL to have a unique solu-
tion is proposed (Lemma 10). The CASNL problem is
formulated as a rank-constrained semi-definite program
(SDP) (Lemma 11). It is shown that if the grounded
framework is acute-triangulated, then ASNL is equivalent
to a linear SDP, which can be solved in polynomial time;
see Theorem 4.
• To handle large scale ASNL problems, we formulate
ASNL as an SDP with two unknown matrices (problem
(8)). When the grounded graph has a bilateration order-
ing, the first unknown matrix can be decomposed via
chordal decomposition (Theorem 6); when the grounded
framework is acute-triangulated, the second unknown ma-
trix can also be decomposed into multiple submatrices in
reduced sizes according to maximal cliques in a sparsity
pattern (Theorem 7).
• In a noisy environment, from the maximum likelihood
estimation perspective, we model ASNL as an SDP with
multiple rank-1 constraints and semi-definite constraints,
which can be solved by algorithms in [33], [34], [37].
• Considering communications between adjacent sensors,
a distributed protocol (Protocol 1) is proposed, which
solves ASNL with guaranteed finite-time convergence
(Theorem 9). The upper bound of the convergence step
is shown to be the number of sensors to be localized.
The main advantages of the proposed ASNL approach can
be summarized from the following two perspectives: (i) Com-
pared with BSNL, each sensor does not need bearing informa-
tion in the global coordinate frame. In [17], [18], [19], sensors
obtain global bearing measurements by communicating with
each other, which is a necessary procedure before or during
implementation of the bearing-based localization algorithm.
However, in CASNL, communications between sensors are not
required at all. Moreover, in DASNL, the coordinate frame
alignment procedure can be avoided, and each sensor only
communicates with its neighboring sensors for finite times.
Hence, the ASNL approach requires lower communication
costs. (ii) Compared with the RSNL, the angle-based approach
is applicable to a set of SNL that cannot be resolved by the
existing range-based approaches (e.g., examples in Fig. 1 (b),
(c), (d), and Fig. 3).
The outline of this paper is as follows. Section II provides
preliminaries of angle rigidity theory and chordal decompo-
sition. Section III introduces the concept of angle fixability
and provides criteria for angle fixability and relevant prop-
erties. Section IV formulates ASNL as a QCQP and gives
the necessary and sufficient conditions for ASNL to have a
unique solution. Section V solves the noise-free and noisy
ASNL using a centralized framework. Section VI proposes
a distributed protocol via inter-sensor communications for
ASNL. Section VII exhibits several simulation examples. The
concluding remarks and future work are addressed in Section
VIII.
Notation: Throughout the paper, G = (V, E) denotes an
undirected graph, where V and E ⊂ V × V denote the vertex
set and edge set, respectively. The neighbor set of each vertex i
is denoted by Ni = {j ∈ V : (i, j) ∈ E}. A m×n zero matrix
is denoted by 0m×n, where “m × n” may be omitted if the
dimension of the zero matrix can be observed. Given sets A
and B, |A| is the cardinality of A, A\B is the set of elements
in A but not in B. The d-dimensional orthogonal group is
written as O(d). Given a matrix X , rank(X) is the rank of
X , X  0 implies that X is positive semi-definite, det(X)
denotes the determinant of X . A vector p = (p>1 , ..., p
>
s )
> is
degenerate if p1, ..., ps are collinear. We use K to represent
a complete graph with appropriate number of vertices, Id to
denote the d × d identity matrix, ⊗ to denote the Kronecker
product, Xa:b,c:d is the submatrix of X consisting of elements
from a-th to b-th rows and c-th to d-th columns of X . Given
matrices X and Y , 〈X,Y 〉 = trace(X>Y ).
II. PRELIMINARIES
In this section, some preliminaries of angle rigidity theory
and chordal graphs will be introduced, which are important
for studying solvability and decomposability of an ASNL
problem.
A. Angle Rigidity Theory
In [26], angle rigidity theory is proposed to study what kind
of geometric shapes can be uniquely determined by angles
subtended in the graph only. Similar to distance rigidity theory
in RSNL and bearing rigidity theory in BSNL, angle rigidity
theory plays an important role in solving ASNL. In [31], the
authors presented a different angle rigidity theory by taking the
sign of each angle into account, which implies that all angles
are defined in a common counterclockwise direction. Different
from [31], the angle considered in this paper does not have
a specific sign. As a result, different sensors are allowed to
have different definitions about the rotational direction. In this
3subsection, we will briefly review several definitions regarding
angle rigidity theory proposed in [26] that will be used later.
A graph G = (V, E) with |V| = n can be embedded in
a plane by giving each vertex i a position pi ∈ R2. The
vector p = (p>1 , ..., p
>
n )
> ∈ R2n is called a configuration,
(G, p) is called a framework. Each angle we use to determine
the framework shape is an angle between two edges joining
one common vertex, and the cosine of this angle will be
constrained. For example, for the angle between edge (i, j) and
(i, k), the cosine of this angle, i.e., g>ijgik, will be constrained,
where gij =
pi−pj
||pi−pj || is the bearing between vertices i
and j. The set of angle constraints in a graph G can be
denoted by {g>ijgik = aijk : aijk ∈ [−1, 1], (i, j, k) ∈ TG},
TG = {(i, j, k) ∈ V3 : (i, j), (i, k) ∈ E , j < k}, here “j < k”
avoids repeating each angle. Let θijk denote the angle between
pi−pj and pi−pk, when aijk is given, we can obtain a unique
θijk = arccos aijk ∈ [0, pi]. That is, each angle constraint
actually constrains an angle within the range [0, pi]. Similar
settings are considered in [27], [28], [29], [30]. Note that
when an angle is defined under a specified counterclockwise
direction, it should be within the range [0, 2pi) [31].
The angle rigidity function [26] of a framework (G, p) is
defined as
fG(p) = (..., g>ij(p)gik(p), ...)
>, (i, j, k) ∈ TG . (1)
A framework (G, p) is globally angle rigid if f−1G (fG(p)) =
f−1K (fK(p)), here K is the complete graph with the same
vertex set as G. (G, p) is infinitesimally angle rigid if all the
infinitesimal angle motions are trivial. Here, the infinitesimal
angle motion is a motion of the framework such that all
angles in the framework (i.e., fG(p)) are invariant, a motion
is trivial if it is a combination of translations, rotations, and
uniform scaling. An alternative condition for infinitesimally
angle rigidity in R2 is rank(∂fG(p)∂p ) = 2n − 4. In [26],
the definitions of global angle rigidity and infinitesimal angle
rigidity are based on existence of a subset of TG , which are
actually equivalent to our definitions here. Compared with
bearing rigidity [14], distance rigidity [22], and weak rigidity
[35], [36], the essential novelty of angle rigidity theory is that
only inter-edge angles are used to constrain the shape of the
framework.
Three examples are presented in Fig. 1 to illustrate these
definitions. In Fig. 1, frameworks (a) and (e) are nonrigid. In
framework (a), vertices 1, 2, 3 and 4 can move simultaneously
to deform the shape while maintaining all subtended angles. In
framework (e), vertices 4 and 5 can move freely along the line
between 1 and 4 and the line between 2 and 5, respectively.
Frameworks (b), (c) and (d) are globally and infinitesimally
angle rigid because the angles in each framework are sufficient
to determine the entire shape uniquely; in Fig. 1 (f), since the
graph is complete, the framework is globally angle rigid. It
is not infinitesimally angle rigid because vertex 2 can move
freely along the line between vertices 1 and 3.
B. Chordal Graphs and Chordal Decomposition
A graph is said to be chordal if each cycle with more than
three vertices in this graph has a chord. Here a chord is an edge
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Fig. 1. Some frameworks (graphs) in the plane, frameworks (a)-(e) have the
same configuration but different graphs.
between two nonconsecutive vertices in the cycle. A clique
C of a graph G = (V, E) is a subset of V such that each
pair of vertices in C are adjacent. In Fig. 1, graphs (a) and
(b) are not chordal, graphs (c)-(f) are all chordal. We say a
clique C is a s-point clique if |C| = s. A clique C is said
to be a maximal clique if there is no other clique containing
this clique. In Fig. 1 (c), there are 3 maximal cliques: C1 =
{1, 2, 3}, C2 = {1, 3, 4}, C3 = {2, 3, 5}. Given a maximal
clique C, we define a transformation matrix QC ∈ R|C|×n such
that QCη = (ηC(1), ..., ηC(|C|))> ∈ R|C| for any n-dimensional
vector η = (η1, ..., ηn)> ∈ Rn, C(i) denotes the i-th element
of C. Each element of QC is defined as:
(QC)ij =
{
1, j = C(i),
0, otherwise.
(2)
The following lemma gives a condition for equivalence be-
tween positive semi-definiteness of a matrix and positive
semi-definiteness of its submatrices corresponding to maximal
cliques.
Lemma 1: [38] Given G = (V, E) as a chordal graph and
a matrix X ∈ R|V|×|V|, let {C1, C2, ..., Cp} be the set of its
maximal clique sets. Then, X  0 if and only if QCkXQ>Ck 
0, k = 1, ..., p.
III. ANGLE FIXABILITY
To better understand what kind of geometric shapes can be
uniquely determined by angles, we introduce the notion of
angle fixability in this section, which is stronger than global
angle rigidity and infinitesimal angle rigidity.
The formal definition of angle fixability is given below.
Definition 1: A framework (G, p) is angle fixable in Rd if
f−1G (fG(p)) = Sp, where
Sp = {q ∈ Rnd :q = c(In ⊗R)p+ 1n ⊗ ξ,
R ∈ O(d), c ∈ R \ {0}, ξ ∈ Rd}. (3)
From Definition 1, we observe that the set Sp actually
defines a set of configurations forming the same shape as the
one formed by p. That is, if q ∈ Sp, then q can be obtained
4from p by a combination of rotations, translations, uniform
scaling and reflections. In this paper, we mainly focus on angle
fixability in R2. Since the definition of angle fixability in Rd
with d ≥ 3 will be used in Lemma 8 and Theorem 2 that
state important conditions for removing the rank constraint in
ASNL (Theorem 4), angle fixability is defined in an arbitrary
dimensional space in Definition 1.
A. Equivalent Conditions for Angle Fixability in R2
The following two lemmas give two necessary and sufficient
conditions for angle fixability in R2.
Lemma 2: In R2, (G, p) is angle fixable if and only if it is
globally and infinitesimally angle rigid.
Proof: The sufficiency has been proven in [26, Theorem
1], next we prove the necessity. Suppose that (G, p) is angle
fixable but not infinitesimally angle rigid, then rank(∂fG∂p ) =
s < 2n − 4. As a result, there exists a neighborhood of p
in which f−1G (fG(p)) is a 2n − s > 4 dimensional manifold,
this conflicts with the fact that f−1G (fG(p)) = Sp is a 4-
dimensional manifold. For global angle rigidity, since it always
holds that f−1K (fK(p)) ⊂ f−1G (fG(p)), it suffices to prove
f−1G (fG(p)) ⊂ f−1K (fK(p)). For any q ∈ f−1G (fG(p)), we have
q ∈ Sp, then g>ij(q)gik(q) = g>ij(p)gik(p) for all i, j, k ∈ V .
That is, (G, p) is globally angle rigid.
Lemma 3: In R2, (G, p) is angle fixable if and only if it is
globally angle rigid and p is non-degenerate.
Proof: Since the configuration of an infinitesimally angle
rigid framework can never be degenerate, the necessity can
be obtained by Lemma 2. Next we prove sufficiency. Global
angle rigidity implies that f−1G (fG(p)) = f
−1
K (fK(p)), hence
we only have to show that there exists some subgraph G′ of K
such that (G′, p) is infinitesimally angle rigid. Without loss of
generality, let 1, 2, 3 be three vertices not lying collinear. We
start with the complete graph with vertices 1, 2, 3, which is
angle fixable. Note that for any 4 ≤ i ≤ n, there always exist
two vertices j, k ∈ {1, 2, 3} such that pi − pj and pi − pk are
not collinear. By adding vertex i and edges (i, j), (i, k) for
i = 4, ..., n iteratively, we obtain a new graph G′. Moreover,
at each step during the generation, the conditions in Lemma
7 (will be proposed later with its proof independent of this
lemma) are satisfied. Thus (G′, p) is angle fixable.
Combining Lemma 2 and Lemma 3, the following result
holds.
Lemma 4: Consider a globally angle rigid framework (G, p)
in R2, the following statements are equivalent:
(i) p is non-degenerate;
(ii) (G, p) is infinitesimally angle rigid;
(iii) (G, p) is angle fixable.
B. Generic Angle Fixability
In [26], the authors showed that both infinitesimal angle
rigidity and global angle rigidity are generic properties of
the graph. That is, given a graph G, either for all generic
configurations1 p ∈ R2n, (G, p) is infinitesimally (globally)
1A configuration p = (p>1 , · · · , p>n )> ∈ R2n is generic if its 2n
coordinates are algebraically independent [26].
angle rigid, or none of them is. Therefore, angle fixability in
R2 is a generic property of the graph due to Lemma 2. We
give the following definition and result.
Definition 2: A graph G is generically angle fixable in R2 if
(G, p) is angle fixable for any generic configuration p ∈ R2n.
Lemma 5: If (G, p) is angle fixable for a generic configu-
ration p ∈ R2n, then G is generically angle fixable in R2.
We also note that all generic configurations in R2 form
a dense space. Therefore, for a generically angle fixable
graph G, the set of all configurations p ∈ R2n such that
(G, p) is not angle fixable is of measure zero. Lemma 5,
together with Lemma 3, implies that for a framework with
a generic configuration p ∈ R2n, angle fixability and global
angle rigidity are equivalent. We summarize this result in the
following lemma.
Lemma 6: A graph G is generically angle fixable in R2 if
and only if it is generically globally angle rigid in R2.
C. Recognizing Angle Fixable Frameworks
In this subsection, a graphical approach to recognizing
angle fixable frameworks will be presented. Before showing
that, we firstly present the following result for angle fixable
frameworks.
Lemma 7: Given an angle fixable framework in R2, after
adding a node and two non-collinear edges connecting this
node to two existing nodes, the induced framework is still
angle fixable in R2.
Proof: Let (G, p) be the angle fixable framework with n
vertices, n + 1 be the added node, (n + 1, u) and (n + 1, v)
be the two added edges, (G′, p′) be the induced framework.
We only need to verify f−1G′ (fG′(p
′)) = Sp′ in order to prove
that (G′, p′) is still angle fixable. Since it always holds that
Sp′ ⊂ f−1G′ (fG′(p′)), it suffices to show f−1G′ (fG′(p′)) ⊂ Sp′ .
For each q′ ∈ f−1G′ (fG′(p′)), it must hold that q′ =
(q>, q′n+1
>
)> ∈ R2n+2, where q ∈ Sp, q′n+1 satisfies
g>i,n+1(q
′)gij(q′) = g>i,n+1(p
′)gij(p′), i ∈ {u, v}, j ∈ Ni.
Next we show that gu,n+1 can be uniquely determined by
q and fG′(p′). Lemma 2 shows that (G, p) is infinitesi-
mally angle rigid. Then vertex u must have at least two
neighbors j1, j2 such that pu − pj1 and pu − pj2 are
not collinear. Denote A = (guj1 , guj2) ∈ R2×2, then
rank(A) = 2. Note that if we regard gu,n+1 = x =
(x1, x2)
> ∈ R2 as unknown variables, we then have A>x = b,
where b = (g>u,n+1(p
′)guj1(p
′), g>u,n+1(p
′)guj2(p
′)). Hence
gu,n+1(p
′) can be uniquely determined by q and fG′(p′).
Similarly, gv,n+1 can be uniquely determined by q and
fG′(p′). Since gu,n+1 and gv,n+1 are not collinear, they have
only one intersection point. As a result, q′n+1 can be uniquely
determined. Note that there must exist q˜ = (q>, q>n+1)
> ∈ Sp′
such that q˜ ∈ f−1G′ (fG′(p′)), we then have q′ = q˜ ∈ Sp.
In two-dimensional (2D) space, it is well known that any
minimally rigid framework is embedded by a Laman graph
[24], which can be obtained by Henneberg constructions [20],
[21], [25]. At each step of Henneberg construction, either one
vertex and two new edges are added (named vertex addition),
or one vertex and three new edges are added, while an existing
edge is removed (named edge splitting). By Lemma 7, the
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Fig. 2. An example of non-degenerate bilateration ordering.
specified Henneberg vertex additions preserve angle fixability
in 2D space. In [8], a graph containing a subgraph induced by
Henneberg vertex addition ([20], [21], [25]) is said to have a
bilateration ordering.
For frameworks generated by graphs with a bilateration
ordering, we define the non-degenerate bilateration ordering
as follows.
Definition 3: (Non-degenerate Bilateration Ordering) A
framework (Gb(n), p(n)) is said to have a non-degenerate
bilateration ordering if it can be generated by the following
procedure: Starting with the 3-vertex framework (Gb(3), p(3))
where p(3) is non-degenerate, (Gb(i+1), p(i+1)) is obtained
from (Gb(i), p(i)) by adding one vertex l and s ≥ 2 edges
connecting l to existing vertices l1, ..., ls such that pl − plj ,
j ∈ {1, .., s} are not all collinear.
Fig. 2 shows an example of the non-degenerate bilateration
ordering. From Lemma 7, we have the following result.
Theorem 1: In R2, if a framework has a non-degenerate
bilateration ordering, then it is angle fixable.
A strongly non-degenerate triangulated framework (Gt, p)
is a framework with a non-degenerate bilateration ordering
where at each step when a vertex l is added to (Gt(i), p(i)),
two non-collinear edges connecting l to j and k such that
(j, k) ∈ Et are added accordingly. In [26], (Gt, p) is shown
to be angle fixable in R2. One can realize that a strongly
non-degenerate triangulated framework always has a non-
degenerate bilateration ordering, but not vice versa. Fig. 1
(b) shows a framework with a non-degenerate bilateration
ordering, while it is not a triangulated framework, because
vertices 3 and 5 are not adjacent.
By generic property of angle fixability, the following result
holds.
Corollary 1: A graph with a bilateration ordering is gener-
ically angle fixable in R2.
An interesting fact is that even if the framework generated
by Definition 3 in R2 is elevated into a higher dimensional
space, it is still angle fixable. See the following lemma.
Lemma 8: Given a framework (Gb(n), p) with a non-
degenerate bilateration ordering in R2, for any integer d ≥ 3,
(Gb(n), p¯) is angle fixable in Rd, where p¯ = (p¯>1 , ..., p¯>n )>,
p¯i = (p
>
i ,01×(d−2))
> ∈ Rd.
Proof: We prove the result by showing that in Rd, every
q ∈ f−1Gb(n)fGb(n)(p¯) satisfies q ∈ Sp¯. Note that 1, 2 and
3 always form a non-degenerate triangle, and a triangle is
always angle fixable in any dimensional space (The shape of
a non-degenerate triangle constrained by angles is invariant
to the dimension of the space). Hence, there must hold that
qi = cRp¯i + ξ for some appropriate c, R and ξ, i = 1, 2, 3.
Suppose originally we have (Gb(i), q(i)), where q(i) ∈
Sp(i) for c, R and ξ. Next, we prove that in the following
Henneberg vertex addition introduced in Definition 3, the
position of the new vertex to be added can be uniquely
determined by angle constraints and positions of existing
vertices. Let l be the added vertex, (l, j) and (l, k) be the two
non-collinear added edges, j1 and j2 are two neighbors of j
in Gb(i) and qj − qj1 is not collinear with qj − qj2 . From the
angle constraints involving j, we have g>jl(q)gjj1(q) = cjlj1
and g>jl(q)gjj2(q) = cjlj2 . Next we show gjl can be uniquely
determined. Note that g>jl(q)gjj1(q) = g
>
jl(q)Rgjj1(p),
g>jl(q)gjj2(q) = g
>
jl(q)Rgjj2(p), p¯s = (p
>
s ,01×(d−2))
> for
s = j, j1, j2. Denote R>gjl(q) by b = (b1, .., bd)> ∈ Rd,
gjj1(p) by ζ = (ζ1, ζ2,01×(d−2))
>, and gjj2(p) by η =
(η1, η2,01×(d−2))>. Then we have ζ>b = cjlj1 , η
>b =
cjlj2 , which is equivalent to
(
ζ1 ζ2
η1 η2
)(
b1
b2
)
=
(
cjlj1
cjlj2
)
. Since
gjj1(p) and gjj2(p) are not collinear, b1 and b2 can be uniquely
determined. Note that (b1, b2,01×(d−2))> = glj(p), implying
that b21 + b
2
2 = 1. Since ||b|| = 1, we have bs = 0, s = 3, ..., d.
Then gjl(q) = Rb is uniquely determined. Similarly, glk(q)
is also unique. Recall that gjl and glk are not collinear, they
have a unique intersection point, i.e., ql. This completes the
proof.
The above lemma implies that the angle fixability of a
framework with a non-degenerate bilateration ordering in R2
is invariant to space dimensions. However, it does not mean
that any framework generated by Definition 3 in Rd is angle
fixable.
IV. ANGLE-BASED SENSOR NETWORK LOCALIZATION
In this section, the problem settings and the mathematical
formulation for ASNL will be presented. The condition in
terms of the sensing graph for an ASNL problem to have a
unique solution will be proposed as well.
A. Problem Formulation
To introduce the problem formulation of ASNL, we will
explain how the sensor network is modelled; what kind of
information each sensor senses; and how a general ASNL can
be mathematically formulated, successively.
1) Sensor network modelling: Given a network of sensors
indexed by V = {1, ..., n} = A ∪ S, where A = {1, ..., na},
S = {na + 1, ..., na + ns}. Sensors in A are called anchors,
whose locations are available. Sensors in S are called unknown
sensors, whose locations are unknown and to be determined.
An undirected graph G = (V, E) is used as the sensing graph
interpreting the interaction relationships between sensors. Each
sensor has the capability of sensing bearing measurements
from other neighboring sensors j ∈ Ni. An ASNL problem
in Rd is to determine xi, i ∈ S when {xi ∈ Rd : i ∈ A} and
all the angles between edges in G are available. In this paper,
we will focus on the case with d = 2.
Let x = (x>1 , ..., x
>
n )
>. Note that for any two anchors i, j,
even if (i, j) /∈ E , we can still obtain (xi − xj)/||xi − xj ||
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Fig. 3. A sensor network where the locations of unknown sensors can be
determined by measured angles and given locations of anchors.
since we know the accurate values of xi and xj . Therefore,
it is reasonable to utilize all the angles in framework (Gˆ, x),
with Gˆ = (V, Eˆ), Eˆ = E ∪ {(i, j) ∈ V2 : i, j ∈ A} in solving
SNL. In this paper, we call (Gˆ, x) the grounded framework,
and use N = (Gˆ, x,A) to denote a sensor network.
A simple example of ASNL is shown in Fig. 3, where the
position of sensor 4 can be uniquely determined by cos∠A,
cos∠B and cos∠C. More specifically, cos∠B and cos∠C
determine the shape of the triangle formed by 1, 3 and 4,
the distance between anchors 1 and 3 determines the size of
this triangle, cos∠A determines the direction of the relative
position between 1 and 4. Similarly, the position of sensor 5
can be uniquely determined by angles cos∠D, cos∠E and
cos∠F . Note that both the locations of sensor 4 and sensor 5
cannot be determined by lengths of edges in Fig. 3, implying
that the RSNL approach is not applicable to this example.
2) Sensing capability: In this paper, we consider that each
sensor only senses relative bearing measurements from its
immediate neighbors, which can be easily captured by vision-
based sensors [28], [16]. Moreover, we consider a GPS-
denied environment, in which each sensor has an independent
coordinate system. As a result, each pair of sensors may
have different understandings about their relative bearing. Note
that in the literature of bearing-based network localization,
e.g., [12], [14], bearings have to be measured in the global
coordinate frame in general.
In fact, it is interesting to observe that for each sensor i,
the angle between any pair of edges joining i is invariant to
different coordinate frames. In addition, such angle can always
be computed by bearings measured in the local coordinate
frame.
3) A QCQP formulation: Given a sensor network (Gˆ, x,A)
in R2, let p = (p>1 , ..., p>n )> ∈ R2n be the real locations of
sensors. The ASNL problem can be modeled as the following
quadratically constrained quadratic program (QCQP):
find x, dij , (i, j) ∈ Eˆ
s.t. (xi − xj)>(xi − xk) = aijkdijdik, (i, j, k) ∈ TGˆ
||xi − xj ||2 = d2ij , (i, j) ∈ Eˆ
xi = pi, i ∈ A
(4)
where aijk =
(pi−pj)>
||pi−pj ||
(pi−pk)
||pi−pk|| is the angle information
obtained from bearing measurements, TGˆ = {(i, j, k) ∈ V3 :
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Fig. 4. (a) A sensor network that is not angle localizable, sensors 3 and 4
may be incorrectly localized as 3′ and 4′. (b) A sensor network that is not
angle localizable, sensor 4 may be localized as 4′. (c) An angle localizable
sensor network.
(i, j), (i, k) ∈ Eˆ , j < k} is the angle index set determining
all the angles subtended in the framework, dij is the distance
between sensors i and j for (i, j) ∈ Eˆ . The known quantities
in (4) include: aijk ∈ R for (i, j, k) ∈ TGˆ , pi ∈ R2 for i ∈ A;
the unknown variables in (4) are: xi ∈ R2 for i ∈ S, dij ∈ R
for (i, j) ∈ Eˆ , i or j ∈ S.
Remark 1: In (4), all the angles in a sensor network are
taken into account to localize unknown sensors. From the
example in Fig. 3, only partial angles are required to determine
positions of unknown sensors. That is, there may have redun-
dant angle information for network localization. Therefore,
(i, j, k) ∈ TGˆ in (4) can be reduced to (i, j, k) ∈ T ∗Gˆ ,
where T ∗Gˆ ⊂ TGˆ . When (Gˆ, x) is strongly non-degenerate
triangulated, [26, Theorem 7] gives a minimal set of angle
constraints for determining angle fixability of (Gˆ, x), which is
also sufficient for network localization.
We make the following assumption for problem (4).
Assumption 1: Problem (4) is feasible; there are no sensors
overlapping each other; all sensors are static.
For an arbitrary sensor network, once the measured angles
aijk, (i, j, k) ∈ TGˆ are exact, Problem (4) will be feasible.
All the results in this paper will be established on the premise
that Assumption 1 is valid. In practice, it may be difficult for
measurements to be exact. However, note that even when only
a range for each angle is measured, the feasibility of (4) can
still hold by replacing the first class of equality constraints
with inequality constraints. More details will be explained in
Remark 3.
B. Angle Localizability
After formulating the ASNL problem as the QCQP (4), we
strive to answer the question: what kind of sensor networks
will make the ASNL problem have a unique solution? In this
subsection, we will answer this question by proposing the
definition of angle localizability and a graphical condition for
angle localizability.
Definition 4: A sensor network is angle localizable if there
is a unique feasible solution to (4).
Fig. 4 shows three demonstrations for Definition 4. The
following Lemma gives a necessary condition for sensor
networks to be angle localizable.
Lemma 9: If the sensor network is angle localizable in R2,
then anchors are not all collinear.
Proof: Suppose that anchors are all collinear. We discuss
the following two cases:
7Case 1, all sensors are collinear. Then given any sensor
i ∈ S, there must exist a constant δ > 0, such that for yi =
xi−δ xi−xj||xi−xj || , it holds that
yi−xj
||yi−xj || =
xi−xj
||xi−xj || for any j ∈ V .
That is, all the unknown sensors cannot be uniquely localized.
Case 2, not all the sensors are collinear. Let y ∈ R2 be a unit
vector perpendicular to the line determined by anchors. It can
be verified that (x¯i − x¯j)>(x¯i − x¯k) = (xi − xj)>(xi − xk)
for all (i, j, k) ∈ TGˆ and ||x¯i − x¯j || = ||xi − xj || for all
(i, j) ∈ Eˆ , where x¯i = pi for i ∈ A, x¯i = Hyxi for i ∈ S ,
Hy = I2 − 2yy> is the Householder transformation.
Lemma 9 implies that at least 3 anchors are required
for angle localizability of a network in R2. Note that for
SNL based on bearings measured in the global coordinate
frame [12], [14], [16], [17], the minimum number of anchors
required for localizability in R2 is 2. This is because the angle
between two global bearings can be determined as clockwise
or counterclockwise in the global coordinate frame. When
each sensor has its own local coordinate system, different
sensors may have different understandings about the rotational
direction. Hence, each angle computed by bearings measured
in a local coordinate frame cannot be recognized as clockwise
or counterclockwise in the global coordinate frame. Fig. 4 (a)
shows a sensor network that is localizable by bearings in the
global coordinate frame, but is not angle localizable. In Fig.
4 (b), the sensor network is not localizable since all anchors
are collinear.
The following lemma shows a connection between angle
localizability and angle fixability.
Lemma 10: A sensor network N = (Gˆ, x,A) is angle
localizable in R2 if and only if (Gˆ, x) is angle fixable and
anchors are not all collinear.
Proof: Sufficiency. Let y = (y>1 , ..., y
>
n )
> ∈ R2n be a
solution to (4). Since (Gˆ, x) is angle fixable, we have y =
c(In⊗R)x+1n⊗ξ for some c ∈ R\{0}, R ∈ O(2), ξ ∈ R2.
Lemma 9 implies that there exist at least 3 anchors located
non-collinear. Without loss of generality, let 1, 2, 3 be the three
anchors. Then yi = xi, i = 1, 2, 3 and x1 − x2 = y1 − y2 =
cR(x1 − x2). Since ||R|| = 1, we have |c| = 1. Therefore,
R′ , cR ∈ O(2). Similarly, we have x1−x3 = R′(x1−x3).
Let A = (x1 − x2, x1 − x3) ∈ R2×2, A must be of full
rank. Then we can obtain R′ = I2 from A = R′A. Since
x1 = Y12 = R′x1 + ξ, we have ξ = 0. As a result, y = x.
Necessity. Lemma 9 has shown that anchors are not all
collinear, we next prove angle fixability of (Gˆ, x). Consider
y = (y>1 , ..., y
>
n )
> ∈ R2n such that y ∈ f−1Gˆ (fGˆ(x)), it
suffices to prove y ∈ Sx. Note that the subgraph Gˆa composed
by vertices {1, ..., na} and related edges is complete. Let
xa = (x
>
1 , ..., x
>
na)
>, ya = (y>1 , ..., y
>
na)
>. From Lemma 3,
(Gˆa, xa) is angle fixable, then ya ∈ Sxa . Angle localizability
implies that given ya, the rest of coordinates of y such that
fGˆ(x) = fGˆ(y) can be uniquely determined. Since a suitable
y is an element in Sx, hence there must hold y ∈ Sx.
Combing Theorem 1 and Lemma 10, Definition 3 for “non-
degenerate bilateration ordering” can be used to construct
angle localizable sensor networks. Similar approaches for
generating bearing rigid networks can be found in [20], [21].
Remark 2: When there are no anchors in the network, i.e.,
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Fig. 5. An illustration for CASNL.
A = ∅, sensors’ locations can still be determined uniquely
up to rotations, translations, uniform scaling and reflections
by solving (4). In this scenario, Definition 4 can be modified
by using Sx∗ as the unique solution set of (4), where x∗
corresponds to actual locations of sensors. Due to absence of
anchors, it holds that Gˆ = G. The centralized and distributed
approaches that will be presented later can also be extended
to the anchor-free case.
V. CENTRALIZED ASNL: AN OPTIMIZATION
PERSPECTIVE
In this section, a centralized optimization framework is
proposed to solve the ASNL problem. In the CASNL, the
information sensed by all sensors (including anchors) will
be collected in a central unit, and the ASNL problem will
be solved by this central unit. An example to illustrate the
centralized approach to ASNL is presented in Fig. 5, where
each sensor has its local coordinate frame and transmits
local bearing measurements to the central unit, and inter-
sensor communications are not required. In this setting, the
bearing-based approaches in [12], [14], [16], [17], [18] are not
applicable because they require each sensor to either measure
the bearing measurements in the global coordinate frame or
transform local bearings to global bearings by communicating
with its neighboring sensors.
The significance of studying CASNL can be generally sum-
marized as follows: (i) CASNL does not require each sensor
to communicate with other sensors or perform computation.
(ii) A CASNL framework contributes to privacy preserving:
since only angle or bearing information is transmitted to the
central unit once, the third party cannot obtain any sensor’s
position unless it detects all the sensed information and
knows anchors’ positions. (iii) The CASNL and the DASNL
have different objectives in practice, thus will have different
application scenarios. The goal of CASNL is to obtain all
sensors’ locations at the central unit, based on which the next
task is set in a centralized framework, while in DASNL each
sensor will localize itself.
A. An SDP Formulation
To solve the ASNL problem (4) from a centralized per-
spective, we will establish a linear SDP formulation based on
ASNL (4), and analyze the condition for equivalence of them.
Here, “equivalence” of two problems means that there is a
one-to-one correspondence between the solution sets of them.
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X = (xna+1, ..., xna+ns) ∈ R2×ns ,
Y =
(
I2 X
X> X>X
)
∈ R(2+ns)×(2+ns),
d˜ = (..., dlij , ...)
> ∈ Rm,
D = d˜d˜> ∈ Rm×m,m = |Eˆ |.
Define ei ∈ Rns and Ei ∈ Rm as an ns-dimensional and
an m-dimensional unit vector with the i-th entry being 1,
respectively. Then ASNL (4) is converted into an SDP
min
Y,D
0
s.t. (fi − fj)>Y (fi − fk) = aijkE>lijDElik , (i, j, k) ∈ TGˆ ,
(fi − fj)>Y (fi − fj) = E>lijDElij , (i, j) ∈ Eˆ ,
Y1:2,1:2 = I2, Y  0, D  0,
(5)
where Y1:2,1:2 is the second leading principal submatrix of Y ,
and fi ∈ Rns+2 is defined as
fi =
{
(p>i ,01×ns)
>, i ∈ A,
(01×2, e>i−na)
>, i ∈ S.
SDP (5) is formulated by transforming variables x and d˜ in
(4) to matrix variables Y and D. Since Y and D are uniquely
determined by x and d˜, any solution of (4) corresponds to a
solution of (5). However, the converse may not hold. Before
we study the condition for equivalence of (4) and (5), we firstly
equivalently transform (5) to a standard SDP with only one
matrix variable. Denote
Qijk =
1
2
[
(fi − fk)(fi − fj)> + (fi − fj)(fi − fk)>
]
,
Qij = (fi − fj)(fi − fj)>,
Rijk =
1
2
[
ElikE
>
lij + ElijE
>
lik
]
, Rij = ElijE
>
lij ,
then (5) can be equivalently rewritten as
min
Y,D
0
s.t. 〈Qijk, Y 〉 = aijk〈Rijk, D〉, (i, j, k) ∈ TGˆ ,
〈Qij , Y 〉 = 〈Rij , D〉, (i, j) ∈ Eˆ ,
Y1:2,1:2 = I2, Y  0, D  0.
(6)
To include both Y and D in one matrix variable, we further
define
Z =
(
Y 0
0 D
)
,Φijk =
(
Qijk 0
0 0m×m
)
,
Ψij =
(
Qij 0
0 0m×m
)
, Ψ¯ij =
(
0(ns+2)×(ns+2) 0
0 Rij
)
,
Φ¯ijk =
(
0(ns+2)×(ns+2) 0
0 Rijk
)
.
Then (5) becomes
min
Z
0
s.t. 〈Φijk, Z〉 = aijk〈Φ¯ijk, Z〉, (i, j, k) ∈ TGˆ ,
〈Ψij , Z〉 = 〈Ψ¯ij , Z〉, (i, j) ∈ Eˆ ,
Z1:ns+2,ns+3:ns+2+m = 0,
Zns+3:ns+2+m,1:ns+2 = 0,
Z1:2,1:2 = I2, Z  0.
(7)
Given a sensor network, after the angle information mea-
sured by sensors is transmitted to the central unit, all the
matrices in (7) except variable Z will be known. More
specifically, TGˆ and Eˆ can be determined by measurements
from sensors; Φijk and Ψij are determined by TGˆ , Eˆ and
positions of anchors; Φ¯ijk and Ψ¯ij are determined by TGˆ
and Eˆ , respectively; aijk is the angle information based on
measurements from sensors.
In what follows, we will analyze the property of solutions
of (7), and propose a condition for equivalence of (4) and (7).
Lemma 11: Let Z be a solution to (7), then rank(Z) ≥ 3.
Proof: From the definition of Z, we have rank(Z) =
rank(Y )+rank(D). Since Y is symmetric, and Y1:2,1:2 = I2,
we have Y =
(
I2 Y12
Y >12 Y22
)
with Y12 ∈ R2×ns and Y22 ∈
Rns×ns . Then rank(Y ) = rank(I2)+rank(Y22−Y >12Y12) ≥ 2.
For matrix D, Assumption 1 implies that Dlij lik is not a zero
matrix. Then rank(D) ≥ 1. In conclusion, rank(Z) ≥ 3.
From Z  0, we obtain that Y22  Y >12Y12, and D is
nontrivial. Since there is no rank constraint for Z in (7), it
is possible that the rank of a solution Z is greater than 3. As
a result, a solution of (7) may not correspond to a solution
to (4). The following lemma shows that by imposing a rank
constraint on Z, SDP (7) becomes equivalent to (4).
Lemma 12: If the rank of every solution to (7) is 3, then
(7) is equivalent to (4).
Proof: Given X as a solution to (4), it is obvious that
the induced Z is a solution to (7). Next we prove that given a
solution Z (with rank 3) to (7), we can find a unique solution
X corresponding to Z such that X is a solution to (4). Again,
consider Y =
(
I2 Y12
Y >12 Y22
)
with Y12 ∈ R2×ns and Y22 ∈
Rns×ns . Since rank(Z) = 3, from the proof of Lemma 11,
we have rank(Y ) = 2, implying rank(Y22 − Y >12Y12) = 0,
then Y22 = Y >12Y12. Moreover, rank(D) = 1, then there exists
some vector d¯ ∈ R|Eˆ| such that D = d¯d¯>. Since Z and D are
in the desired forms, the constraints in (7) are equivalent to
those in (4). Let X = Y12, X must be the solution to (4).
Lemma 12 implies that the ASNL problem (4) can be
equivalently formulated as the SDP (7) with an rank constraint
rank(Z) = 3, which is a non-convex optimization problem
and generally NP-hard. Although multiple methods for rank-
constrained optimization have been proposed in the literature,
e.g., [10], [33], [34], they can only guarantee local convergence
for general cases. That is, the initial guess given to the
algorithm needs to be sufficiently close to an optimal solution.
Moreover, solving a rank-constrained optimization is usually
9time-consuming especially when the problem is of large size.
In the next subsection, by utilizing some inherent properties
of ASNL, we will derive a condition for removing the rank
constraint on the unknown matrix, Z.
Remark 3: By incorporating the rank condition in Lemma
12, the SDP formulation (7) is equivalent to the original ASNL
and is scalable to noises and bounded unknown disturbances.
For example, in specific scenarios, each angle constraint is
obtained within a range due to the existence of noises or
disturbances, i.e., aijk ∈ [lijk, uijk], (i, j, k) ∈ TGˆ . In this
case, the first class of equality constraints can be revised as
inequality constraints
lijk〈Φ¯ijk, Z〉 ≤ 〈Φijk, Z〉 ≤ uijk〈Φ¯ijk, Z〉, (i, j, k) ∈ TGˆ .
Under this setting, when the sensing graph has a sufficient
amount of edges, SDP (7) can still be solved with high accu-
racy. An example (Example 5) will be given to demonstrate
this fact in the simulation section. Moreover, the discussions
on SDP (7) in the following two subsections are applicable to
the case with bounded unknown disturbances as well.
B. Relation to SDP Relaxation
Since a rank-constrained SDP is difficult to solve, we
consider how to relax the rank-constrained SDP to a convex
problem (i.e., remove the rank constraint). In the literature,
e.g., [5], [6], [9], SDP relaxation has been widely used to solve
RSNL. However, usually a solution to the relaxed problem
may not correspond to a solution to the original problem.
In this subsection, we will establish connections between the
relaxed formulation in (7) and the original nonconvex QCQP
in (4).
The following theorem shows that under a specific graph
condition, the rank of Z can be efficiently constrained once
the rank of D is constrained.
Theorem 2: Let Z =
(
Y 0
0 D
)
be a solution to (7) and
rank(D) = 1, then rank(Z) = 3 must hold if and only if
(i) anchors are not all collinear;
(ii) (Gˆ, x) is angle fixable in R2 and its angle fixability is
invariant to space dimensions.
Proof: See Appendix.
Note that condition (i) in Theorem 2 cannot be neglected as
a sufficiency condition. If condition (i) does not hold, even if
(Gˆ, x) is angle fixable, positions of sensors may not be unique,
and there may exist some solution to (7) with rank greater than
3.
We say a triangulated framework (G, p) is acute-
triangulated if each triangle in this framework only contains
acute angles, i.e., for any (i, j), (i, k), (j, k) ∈ E , it holds
that g>ijgik, g
>
jigjk, g
>
kigkj ∈ (0, 1). As a result, an acute-
triangulated framework must be strongly non-degenerate, and
has a non-degenerate bilateration ordering. Next we give a
graph condition for constraining the rank of D.
Theorem 3: Let Z =
(
Y 0
0 D
)
be a solution to (7). If
(Gˆ, x) is acute-triangulated, then rank(D) = 1.
Proof: See Appendix.
(4)=(7)
rank(Z)=3
rank(D)=1
acute triangulated
non-degenerate 
bilateration 
ordering
angle fixability
-
Fig. 6. The relationships between different conditions for the grounded
framework and relaxation results. Anchors are always considered to be not
all collinear.
Remark 4: The condition for (Gˆ, x) in Theorem 3 seems
to be conservative. In simulation experiments, by solving the
SDP formulation in (7), all unknown sensors can always be
correctly localized when (Gˆ, x) is strongly non-degenerate
triangulated. We will make further efforts to prove this in
future. However, when (Gˆ, x) has a non-degenerate bilateration
ordering but is not triangulated, the solution to (7) may corre-
spond to incorrect localization results. An example (Example
2) will be given in Section VII.
By virtues of Theorems 2, 3 and Lemma 8, the following
result is derived.
Theorem 4: Given a sensor network N = (Gˆ, x,A), if
(Gˆ, x) contains an acute-triangulated subframework, and an-
chors are not all collinear, then
(i) (4), (5), (6) and (7) are all equivalent;
(ii) (7) has a unique solution with rank 3.
The conclusions in Theorem 4 imply that ASNL is angle
localizable, and the QCQP in (4) is equivalent to its SDP
relaxation, thus can be efficiently solved within polynomial
time.
To clearly demonstrate the results stated in Theorems 2,
3 and 4, we summarize the relationships between different
conditions for (Gˆ, x) and corresponding relaxation results
in Fig. 6. Here we assume that anchors are always not all
collinear.
C. Decomposition for Large-Scale ASNL
The formulation in (7) is a standard linear SDP, thereby can
be globally solved by the interior-point methods in polynomial
time. However, when the dimension of Z is very large, due
to high computational costs of considering the positive semi-
definite constraint, the interior-point algorithms may be time-
consuming or even cannot find the solution within reasonable
computational time. Note that large scale networks are ubiq-
uitously encountered in practice. From intuitive observation,
when the sensor network is of large scale, matrices Φijk,
Φ¯ijk, Ψij and Ψ¯ij in (7) are usually large and sparse. In
this subsection, we will recognize some special features of
ASNL and transform a large and sparse ASNL to a linear SDP
with multiple semi-definite cone constraints for smaller-sized
matrices.
It is observed that compared to (7), the problem in (6) has
a smaller size and fewer constraints. Therefore, we will focus
on problem (6) directly. By Theorem 2, the original ASNL in
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(4) is equivalent to the following SDP:
min
Y,D
0
s.t. 〈Ai, Y 〉+〈Bi, D〉 = ci, i = 1, ..., s,
Y,D 0, rank(D) = 1,
(8)
where Ai ∈ R(ns+2)×(ns+2), Bi ∈ Rm×m, s = |TGˆ |+ |Eˆ |+4.
1) Decomposition for Y : Due to the definition of the inner
product for matrices, an entry in Y , e.g., Yij , is constrained
by some equality constraint if and only if the entry in the
same position of some Ai is nonzero. Let A =
∑s
i=1 abs(Ai),
where abs(Ai) is the element-wise absolute operation. Then
Yij is constrained by some equality constraint if and only if
Aij 6= 0. Here we use E(A) to denote the sparsity pattern of
A, where
E(A) = {(i, j) ∈ V (A)× V (A) : Aij 6= 0, i 6= j},
V (A) = {1, ..., ns+2}. Denote graph G(A) = (V (A), E(A)),
we have the following result.
Theorem 5: If Gˆ has a bilateration ordering and for any
i ∈ A connecting to some sensor k ∈ S , there exists another
anchor j ∈ A such that (pi − pj)x(pi − pj)y 6= 0, then graph
G(A) is chordal.
Proof: See Appendix.
The condition in Theorem 5 implies that the edges between
several pairs of anchors are not parallel to both x-axis and
y-axis of the global coordinate frame. Note that {q ∈ R2na :
(qi−qj)x(qi−qj)y = 0, i, j ∈ {1, ..., na}} is of measure zero.
That is, a randomly generated network satisfies the condition
in Theorem 5 with probability 1.
When graph G(A) is chordal, by Lemma 1, the constraint
Y  0 in (8) can be replaced by positive semidefinite
constraints Yi = QCiY Q
>
Ci  0, where Yi ∈ R|Ci|×|Ci|,Ci is the set of vertices corresponding to the i-th maximal
clique of G(A). However, if sensor k ∈ S has no anchor
neighbors, it must hold that A1,k′ = A2,k′ = 0, where
k′ = k−na+2. As a result, Y1k′ and Y2k′ are not constrained
in the converted optimization problem. In the ASNL problem,
we hope to find X = Y1:2,3:ns+2 = (xna+1, ..., xna+ns),
which contains position information of all unknown sensors.
If Y1k′ and Y2k′ are not constrained, then we cannot obtain
the correct position of sensor k by solving the decomposed
optimization problem directly. In [42], to obtain the solution
to the original undecomposed problem, a positive semi-definite
matrix completion problem2 should be addressed. In this
paper, to avoid solving the matrix completion problem, we
extend graph G(A) by adding edges such that positions of all
unknown sensors can be constrained.
Let A¯ = A +
(
0 121
>
ns
0 0
)
, and decompose matrix Y
according to the sparsity pattern E(A¯). Then Y1:2,3:ns+2 is
always constrained. By following similar lines of proofs for
Theorem 5, the following result can be obtained.
Lemma 13: If Gˆ has a bilateration ordering, then G(A¯) =
(V(A¯), E(A¯) is chordal.
2A matrix completion problem is to recover missing entries of a matrix
from a set of known entries [38].
Together with Lemma 1, we have the following decompo-
sition law.
Theorem 6: If Gˆ has a bilateration ordering, then Y  0
is equivalent to Yi = QCi(A¯)Y Q
>
Ci(A¯)  0, where Ci(A¯) is
the set of vertices corresponding to the i-th maximal clique of
graph G(A¯).
2) Decomposition for D: Similar to G(A), we can obtain
graph G(B) = (V (B), E(B)), where V (B) = {1, ...,m},
E(B) is the aggregate sparsity pattern for Bi, i = 1, ..., s, B =∑s
i=1 abs(Bi). Unlike G(A), graph G(B) is more sparse and
can never be chordal. By observing the form of (6), one can
see that only partial elements of D are constrained. Although
the desired D should be of rank 1, since our final goal is to
find Y , we only require all the constrained elements of D to
satisfy the rank 1 constraint.
Theorem 7: Suppose that (Gˆ, x) is acute-triangulated, the
solution Y to (8) remains invariant if constraints “D  0” and
“rank(D) = 1” are relaxed to “Di = QCi(B)DQ
>
Ci(B)  0”,
where Ci(B) is the set of vertices corresponding to the i-th
maximal clique of graph G(B).
Proof: See Appendix.
3) Decomposed ASNL: Combining Theorems 6 and 7, we
obtain the following result.
Theorem 8: If (Gˆ, x) is acute-triangulated, then the ASNL
problem in (4) is equivalent to the following optimization
problem,
min
Y,D
0
s.t. 〈Ai,Y 〉+ 〈Bi, D〉 = ci, i = 1, ..., s,
Yi =QCi(A¯)Y Q
>
Ci(A¯), Yi  0, i = 1, ..., ξ,
Di =QCi(B)Y Q
>
Ci(B), Di  0, i = 1, ...ζ,
(9)
where Ai, Bi and s are the same as those in (8), ξ is the
number of maximal cliques of G(A¯), and ζ is the number of
third order principal submatrices of G(B).
The SDP formulation in (9) has been studied in the literature
[40], [41], [42]. In [41], a distributed algorithm was proposed.
In [42], an algorithm based on fast alternating direction method
of multiplies (ADMM) was developed, which can be imple-
mented distributively as well. In practice, the convergence
speed for solving (9) may depend on the sensing graph of
a specific network.
Remark 5: Theorems 6 and 7 indicate that the condition for
decomposing D is more demanding than that for decomposing
Y . When (Gˆ, x) has a bilateration ordering but is not acute-
triangulated, we can decompose the positive semi-definite
constraint on Y only and keep the rank constraint and the
positive semi-definite constraint on D. In this case, D can still
be decomposed by using the rank-1 constraint, and solved by
an iterative algorithm proposed in [34]. In [37], the authors
proposed another approach for solving the rank-constrained
optimization via chordal decomposition and a reweighted
heuristic. By extending graph G(B) = (V (B), E(B)) to a
chordal graph, the approach in [37] can be implemented to
solve ASNL.
D. ASNL in a Noisy Environment
11
In practice, measurements obtained by sensors are usually
inexact. In this subsection, we study ASNL in the presence of
stochastic noises.
When the angle measurements contain noises, we replace
aijk by a¯ijk = aijk + nijk, where aijk is the actual cosine
value of the angle between xi−xj and xi−xk, nijk denotes
the measurement noise effect. Now assume that we only have
a¯ijk available, aijk is an unknown variable to be determined.
Let a = (..., aijk, ...)> ∈ R|TGˆ | and a¯ = (..., a¯ijk, ...)> ∈
R|TGˆ |. Inspired by [9], we model the ASNL with noise as the
following likelihood maximization problem,
min
x,a,d˜
f(a)
s.t., (xi − xj)>(xi − xk) = aijkdijdik, (i, j, k) ∈ TGˆ
||xi − xj ||2 = d2ij , (i, j) ∈ Eˆ
xi = pi, i ∈ A
(10)
where
f(a) = −
∑
(i,j,k)∈TGˆ
lnPijk(aijk|a¯ijk),
Pijk(aijk|a¯ijk) is the sensing probability density func-
tion, which depends on the property of noise nijk. When
Pijk(aijk|a¯ijk) is a log-concave function of aijk, f(a) is
always convex. Now we simply consider the Gaussian zero-
mean white noise, i.e., nijk ∼ N(0, σ2ijk), the objective
function becomes
f(a) =
∑
(i,j,k)∈TGˆ
(aijk − a¯ijk)2
σ2ijk
. (11)
Note that (10) is no longer a QCQP since aijk becomes
a variable. However, by introducing new variables dijk and
constraints dijk = dijdik, (10) can be converted to a QCQP
again.
To convert (10) into an SDP with a reasonable scale, we
introduce new 3×3 matrix variables Λlijk = λlijkλ>lijk , where
λlijk = (aijk,dijk, 1)
> ∈ R3, similar to (8), the noisy ASNL
is equivalent to the following SDP,
min
Y,D,Λi
|TGˆ |∑
i=1
〈Fi(a¯),Λi〉
s.t. 〈A′i, Y 〉+ 〈B′i, D〉+
|TGˆ |∑
j=1
〈C ′i,Λj〉 = c′i, i = 1, ..., s′,
Y,D  0, rank(D) = 1,
Λj(3, 3) = 1, Λj  0,
rank(Λj) = 1, j = 1, ..., |TGˆ |,
(12)
here Fi(a¯) is determined by f(a) in (11), Λj(3, 3) repre-
sents the element in the 3rd row and 3rd column of Λj ,
Y ∈ R(ns+2)×(ns+2) and D ∈ Rm×m are in the same sense
as those in (8), but A′i ∈ R(ns+2)×(ns+2), B′i ∈ Rm×m,
c′i ∈ R and s′ are different from Ai, Bi, ci and s in (8).
More specifically, s′ = 2|TGˆ |+m+ 4.
Let A′ =
∑s
i=1 abs(A
′
i), B
′ =
∑s
i=1 abs(B
′
i), we observe
that the sparsity patterns of A′ and B′ are the same as those of
A and B in (8), thus semi-definite constraints for Y and D in
(12) can still be decomposed in the way described in the last
subsection. Also the rank constraint for D can be removed
when (Gˆ, x) is acute-triangulated. Efficient algorithms for
solving (12) can be found in [34], [37]. If we simply ignore
rank constraints, the resulting ASNL relaxation is a linear
SDP, which can be solved by an SDP solver, e.g., CVX [39],
directly.
VI. DISTRIBUTED ASNL VIA INTER-SENSOR
COMMUNICATIONS
Solving ASNL in a centralized manner requires that all sen-
sors are capable of transmitting information to a unified central
unit, which generates high computation and communication
load in practice. Although the algorithms in [41], [42], [34],
[37] can solve decomposed ASNL in a distributed fashion,
all the required data should be collected in a central unit
beforehand. Moreover, the algorithms in [41], [42], [34], [37]
cannot be distributively executed by assigning each subtask to
a sensor node.
In this section, we propose a distributed algorithm for
ASNL, where each sensor computes its own position by
using only local information obtained from its neighbors.
The sensing measurements between each pair of neighboring
sensors are still relative bearings in their own local coordinate
frames. Similar to most of the existing distributed optimization
references, we assume that each sensor is able to communicate
with its neighbors. Note that it would be impossible for a
sensor to localize itself if it has no access to exact positions
of neighbors, while such information, could be obtained via
communications from neighbors that have been localized.
Distributed bearing-based localization algorithms in [17],
[18] can also be implemented when relative bearing mea-
surements are measured in local coordinate frames. However,
they require the sensors to cooperatively obtain bearing mea-
surements in a unified coordinate frame via frequent inter-
sensor communications. Different with them, our distributed
protocol to be proposed only requires finite time inter-sensor
communications, thereby saves a lot of communication costs.
A. Bilateration Localization
Given an angle localizable sensor network (Gˆ, x,A), in
which all the sensors have been localized. Now we show that
after placing a new sensor k being a common neighbor of i and
j in the network such that xi−xk and xj−xk are not collinear,
xk can be uniquely determined by two angles subtended at i
and two angles subtended at j. An example is shown in Fig. 7.
Note that since the sensor network is angle localizable, (Gˆ, x)
is angle fixable. Then both i and j must have two neighboring
nodes not lying collinear. Without loss of generality, let i1 and
i2 be the two neighbors of i, j1 and j2 be the two neighbors of
j (It is possible that i1 or i2 = j, j1 or j2 = i). Since sensors
i, i1 and i2 have already been localized, the bearings gii1 and
gii2 with respect to the global coordinate system can both be
obtained. In addition, both cos∠1 and cos∠2 can be computed
by sensor i using bearings giii1 , g
i
ii2
and giik measured in its
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Fig. 7. An example for localizing a sensor via bilateration localization.
local coordinate frame. Let gik be the bearing between i and
k in the global coordinate frame, then we have
g>ii1gik = g
iT
ii1g
i
ik, g
>
ii2gik = g
iT
ii2g
i
ik.
Recall that gii1 and gii2 are not collinear, gik can be uniquely
solved. For simplicity, we denote Fg as the function to
compute gik, i.e.,
gik = Fg(gii1 , gii2 , giii1 , giii2 , giik). (13)
Similarly, gjk can be obtained. It is observed that the following
equations must hold
det(xi − xk gik) = 0, det(xj − xk gjk) = 0.
Since gik and gjk are linearly independent, xk can be uniquely
solved. We denote Fx as the function to compute xk, i.e.,
xk = Fx(xi, xj , gik, gjk). (14)
B. A Distributed Protocol for ASNL
To utilize the bilateration localization method in a dis-
tributed manner, we assign the tasks of solving gik and gjk
via (13) to the localized sensors i and j, respectively; and
assign the task of solving (14) to the unlocalized sensor k.
We consider that each sensor has two modes: localized and
unlocalized. Each anchor is in the localized mode. Only the
localized sensors transmit information to their neighbors, while
all sensors are always able to sense relative bearings from
neighbors. As a result, each sensor is able to determine if a
neighbor is in the localized mode by checking if it receives
information from this neighbor. Now we propose a distributed
protocol called “Bilateration Localization Protocol (BLP)”.
The pseudo codes of BLP are shown in Protocol 1.
Fig. 8 illustrates the procedure of localizing a sensor net-
work by implementing BLP. The black nodes denote anchors,
red nodes are sensors in localized mode, white sensors are in
unlocalized mode. It is shown that all the sensors are localized
at step 3. Note that the graph in Fig. 8 is not only the sensing
graph G, but also the grounded graph Gˆ. It is important to note
that if there are no links between anchors in sensing graph G,
graph Gˆ remains the same but BLP is not applicable because
each anchor is not able to measure relative bearings from other
anchors. Hence, a condition for sensing graph G is required
to guarantee the validity of Protocol 1.
Let L(t) and U(t) be the sets of sensors in localized and
unlocalized mode, respectively, before BLP is implemented at
step t, t = 0, 1, 2....
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Fig. 8. The localization procedure via BLP. Here the sensing graph G is
identical to the grounded graph Gˆ.
Protocol 1 The bilateration localization protocol for ASNL
Each sensor has two modes: localized and unlocalized. Each
sensor is able to transmit and receive information to/from
neighbors, and sense relative bearings from neighbors in its
local coordinate frame.
Sensor i in the localized mode:
Available information: Position xi, position xj received from
localized neighbor j, bearings giij , j ∈ Ni sensed from
neighbors. Denote Nil and Niu as the sets of localized and
unlocalized neighbors of i, respectively.
Protocol:
1) for all k ∈ Niu do
2) Arbitrarily choose distinct i1 and i2 from Nil such that
xi − xi1 and xi − xi2 are not collinear
3) Compute gik = Fg(gii1 , gii2 , giii1 , giii2 , giik) by solving
the linear equations in (13)
4) Transmit xi, gik to sensor k
5) end for
6) for all k ∈ Nil do
7) Transmit xi to sensor k
8) end for
Sensor k in the unlocalized mode:
Available information: Positions xi and bearings gik received
from localized neighbors i ∈ Nkl, bearings gkik sensed from
neighbors i ∈ Nk in its local coordinate frame.
Protocol:
1) If positions from more than two neighbors received and
these positions are not collinear with xk then
2) Arbitrarily choose distinct i and j from Nkl such that
xi − xk and xj − xk are not collinear
3) Compute xk = Fx(xi, xj , gik, gjk) by solving the linear
equations in (14)
4) Switch to localized mode
5) end if
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Define
L∗(t) = {i ∈ L(t) : det(gii1 , gii2) 6= 0 for some
i1, i2 ∈ L(t), (i, i1), (i, i2) ∈ E .}
Let Ni be the neighbor set of sensor i in the grounded graph
Gˆ. Using the bilateration localization method in Subsection
VI-A, the set of sensors that will be localized at step t is
∆(t) = {k ∈ Ni ∩Nj ∩ U(t) : i, j ∈ L∗(t),
det(xk − xi, xk − xj) 6= 0}.
If (G, x) has a non-degenerate bilateration ordering, and a
subframework of (G, x) with vertices in a subset of L(t) has
a non-degenerate bilateration ordering, it always holds that
∆(t) 6= ∅ when U(t) 6= ∅. Since |U(0)| = ns is finite, U(t)
converges to a zero set in finite time. The convergence speed
depends on the volume of ∆(t) at each time step t, which is
determined by the grounded framework. Based on the above
analysis, we present the following result.
Theorem 9: If (G, x) has a non-degenerate bilateration or-
dering, and there exists a subframework (Gl, xl) of (G, x)
containing anchors only has a non-degenerate bilateration
ordering, then Protocol 1 solves ASNL within ns steps.
If the sensors can be labelled such that {1, ..., na} is the
set of anchors, for any i > na, the i-th vertex has exactly
two neighbors with one of them being the (i − 1)-th vertex,
BLP solves ASNL by ns steps. In practice, usually the number
of steps for convergence is smaller than ns because |∆(t)| is
greater than 1 for some steps.
Remark 6: Observe that when implementing BLP, the accu-
racy of localizing an unknown sensor depends on the accuracy
of the information received from its localized neighbors. If
the neighbors of a sensor are inaccurately localized, then this
sensor will be inaccurately localized accordingly. As a result,
when the sensor network is in a noisy environment, namely,
sensing measurements are all inaccurate, the position estima-
tion errors will accumulate during the implementation of BLP.
The later a sensor is localized, the greater error its estimated
position has. In conclusion, although BLP accomplishes the
localization task with a fast speed, it requires high accuracy
of sensed measurements. The topic of how to design a more
scalable distributed localization protocol is one of our ongoing
research endeavors.
Remark 7: When all the angle constraints are accurately
obtained, the bilateration localization approach is applicable to
the CASNL problem by simulating sensors’ behaviors in the
central unit, which has a faster speed than solving any SDP in
Section V. Moreover, since all the anchors’ information can
be utilized, Protocol 1 is valid if the grounded framework has
a non-degenerate bilateration ordering and anchors are not all
collinear. The advantages of using the SDP formulation for
CASNL have been explained in Section V.
VII. SIMULATION EXAMPLES
In this section, we present four simulation examples. The
first two examples show that the equivalence between ASNL
(4) and the decomposed linear SDP (9) holds if the grounded
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Fig. 9. (a) An acute-triangulated sensor network. (b) The locations estimated
by CVX/SeDuMi almost perfectly match the real locations.
framework (Gˆ, x) is acute-triangulated, but may not hold when
(Gˆ, x) has a non-degenerate bilateration ordering. The third
case shows the ASNL solution considering noisy measure-
ments. The fourth example demonstrates Theorem 9 and shows
that Protocol 1 has a fast speed. The last example compares
the centralized method and the distributed method for an
ASNL problem with disturbed measurements. All simulation
examples are run in Matlab environments using a standard
desktop.
A. Simulations for CASNL
1) Noise-free ASNL:
Example 1: Consider a sensor network (Gˆ, x,A) with n =
30 sensors and na = 3 anchors among them randomly dis-
tributed in the unit box [0, 1]2, and (Gˆ, x) is acute-triangulated.
The sensor network is shown in Fig. 9 (a). By solving the
decomposed SDP (9) via CVX/SeDuMi [39], we obtain the
results plotted in Fig. 9 (b) with the computational time being
4.4853s. It is observed that the locations of unknown sensors
estimated by CVX/SeDuMi closely match the real locations,
which is consistent with Theorem 4 and Theorem 8. It is worth
noting that when we solve the undecomposed SDP (7), each
sensor can still be correctly localized. But the computational
time is 51.4574s. Hence, the proposed decomposition method
significantly improves the computational speed.
Example 2: Consider a sensor network (Gˆ, x,A) randomly
distributed in the unit box [0, 1]2, (Gˆ, x) has a bilateration
ordering but is not triangulated, thus is angle localizable. The
grounded framework is shown in Fig. 10 (a). The localization
results obtained by solving (9) via CVX/SeDuMi are depicted
in Fig. 10 (b), from which we observe that not all unknown
sensors can be localized. This is because the graphical condi-
tions in both Theorem 4 and Theorem 8 are not satisfied. The
incorrect localization result means that the solution matrix D
either is not positive semi-definite or has a rank greater than
1. After checking the solution, we find that D is not positive
semi-definite. We also tried to solve the undecomposed SDP
(8) for this example, the resulting localization results are still
incorrect. This is due to the invalidity of the condition in
Theorem 4, which makes the rank of D greater than 1.
2) Noisy ASNL:
Example 3: Consider a sensor network (Gˆ, x,A) with 3
anchors and 5 unknown sensors randomly distributed in the
unit box [0, 1]2 (as shown in Fig. 11 (a)) suffering a Gaussian
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Fig. 10. (a) A sensor network with a bilateration ordering but is not
triangulated. (b) Several unknown sensors are incorrectly localized by solving
the decomposed SDP.
white noise, and (Gˆ, x) is acute-triangulated. Then the rank
constraint on D in (12) can be removed. An additive zero-
mean white noise with a uniform standard deviation σ is
applied to each angle measurement, i.e., a¯ijk = aijk + nijk,
nijk ∼ N(0, σ2). Similar to [33], [34], we solve (12) by an
iterative rank minimization approach, which is to solve a series
of linear SDPs as follows:
min
Y,D,Λli,rl
|TGˆ |∑
i=1
〈Fi(a¯),Λli〉+ wlrl
s.t. 〈A′i, Y 〉+ 〈B′i, D〉+
|TGˆ |∑
j=1
〈C ′i,Λlj〉 = c′i, i = 1, ..., s′,
Y,D  0,
rlI2 − V lTj ΛljV lj  0,
Λlj(3, 3) = 1, Λ
l
j  0, j = 1, ..., |TGˆ |,
(15)
where wl = αlw0 is set as an increasing positive sequence,
i.e., α > 1, w0 > 0, V lj = (v
l−1
j1 , v
l−1
j2 )
> ∈ R2×3, vj1 and
vj2 are two eigenvectors corresponding to the two smallest
eigenvalues of Λl−1j , which is obtained by solving the SDP
formulation in (15) at step l− 1. The initial state of each Λj ,
i.e., Λ0j , is obtained by solving (12) without considering the
rank constraints.
We solve a sequence of SDPs (15) by CVX/SeDuMi suc-
cessively until rl <  at some step l∗, where  is a positive
scalar close to 0. The solution (Y,D,Λlj) to (15) at step l
∗
is regarded as the solution to (12). Note that the selections of
w0 and α are quite important for convergence of the iterative
rank minimization algorithm. In [34], a convolutional neural
network (CNN) is designed to seek appropriate w0 and α.
Now we consider σ = 0.005, and set w0 = 1, α = 1.3, by
solving noisy ASNL with random white noise 100 times, the
localization results are depicted in Fig. 11 (b). We observe that
the unknown sensor whose two neighbors are both anchors can
be localized with a small error, while the unknown sensor with
two different types of neighboring sensors is localized with a
relatively larger error.
B. Simulations for DASNL
Example 4: Consider three sensor networks with 100, 500,
1000 sensors in the plane, positions of sensors are randomly
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Fig. 11. (a) An acute-triangulated sensor network in a noisy environment.
(b) The locations of unknown sensors estimated by CVX/SeDuMi are close
to their actual locations.
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Fig. 12. (a) Evolution of the percentage of unlocalized sensors. (b) Evolution
of the percentage of localized sensors per step.
generated by Matlab such that each network has a non-
degenerate bilateration ordering. Moreover, each network has
only 3 anchor nodes among all the sensors. By implementing
the distributed protocol BLP shown in Subsection VI-B, the
three ASNL problems are solved, respectively. Fig. 12 (a)
shows evolution of the percentage of unlocalized sensors with
respect to all unknown sensors. We can observe that as the
network size grows, the required number of iterations increases
slowly. Fig. 12 (b) depicts the history of the volume of
sensors localized along each step. It is shown that during the
implementation of BLP, the number of sensors localized per
step increases at the beginning, and usually decreases sharply
after half of total iteration steps.
We further tested 10 randomly generated examples with
100, 500 and 1000 sensors, respectively. In each example,
there are only 3 anchors and the framework has a non-
degenerate bilateration ordering. The average computational
time, the average convergence step, the average time for a
single step, as well as the average computational error for each
case are shown in Table. I. Here “CT” denotes “Computational
Time”, “CS” denotes “Convergence Step”, “CTPS” means
“Computational Time Per Step”. The computational error is
computed by
√∑n
i=na+1
||x∗i − xei ||2, where x∗i and xei are
the actual location and the estimated location of sensor i,
respectively. It is observed that BLP always solves ASNL
within ns steps, which is consistent with Theorem 9. We
also tested an example with 100 sensors where the grounded
framework is acute-triangulated by solving SDP (9). The
computational time is 176.5689s. Therefore, the computational
speed of BLP is much faster than the centralized approach.
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TABLE I
DASNL VIA BLP
n CT(sec) CS CTPS(sec) Error
100 0.0132 13.9 0.0009 6.6961e-11
500 0.0811 20.8 0.0039 1.7837e-9
1000 0.1575 23 0.0068 2.4118e-8
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Fig. 13. (a) Localization results obtained by solving (7) with inequality
constraints. (b) Localization results obtained by implementing Protocol 1.
C. ASNL with Bounded Disturbances
Although the distributed protocol has a fast speed, it requires
high accuracy of the measurements. In this subsection, we
solve ASNL with disturbances on measurements by the cen-
tralized approach and the distributed approach, respectively.
Different from Example 3, the disturbances considered here
are bounded. We will show that the centralized approach
is more robust to unknown disturbances compared with the
distributed approach.
Example 5: Consider a sensor network (Gˆ, x,A) with 3
anchors and 7 unknown sensors randomly distributed in the
unit box [0, 1]2. The framework (G, x) is considered to be
acute-triangulated. Motivated by [13], the disturbed local
bearing measurement between sensors i and j measured at
sensor i can be written as g¯iij = g
i
ij + τij , where τij is the
unknown error and ||τij || ≤ 0.01. Then each angle constraint
becomes a¯ijk = aijk + τijk, where τijk = τTijgij + τ
T
ikgik +
τTijτik ∈ [−0.0201, 0.0201]. To solve ASNL via the centralized
approach, we replace the equality constraints involving angles
in (7) by the following inequality constraints:
〈Φijk, Z〉 ≥ (a¯ijk − 0.0201)〈Φ¯ijk, Z〉,
〈Φijk, Z〉 ≤ (a¯ijk + 0.0201)〈Φ¯ijk, Z〉, (i, j, k) ∈ TGˆ .
Then the actual positions of sensors must correspond to a
feasible solution to (7). When using the distributed protocol,
g¯iij and a¯ijk are directly employed as the local bearing and
the angle constraint for each sensor i.
In Fig. 13, for a network satisfying conditions in both
Theorems 4 and 9, the localization results obtained from the
centralized and the distributed methods are shown, respec-
tively. The results for both cases are obtained within 0.02s. It is
observed that the centralized approach still has high precision,
but the distributed approach has a large estimation error. After
testing more examples, it is shown that when the sensing graph
is dense enough, the centralized approach always works with
high accuracy, but the distributed approach cannot guarantee
high precision, which is consistent with Remark 6.
VIII. CONCLUSIONS
This paper presented comprehensive analysis and ap-
proaches for angle-based sensor network localization (ASNL).
A notion termed angle fixability was proposed to recognize
frameworks that can be uniquely determined by angles up
to translations, rotations, reflections and uniform scaling. It
has been proved that any framework with a non-degenerate
bilateration ordering is angle fixable. The ASNL problem
was shown to have a unique solution if and only if the
grounded framework is angle fixable, and has been solved
in centralized and distributed approaches, respectively. The
CASNL in a noise-free environment was modeled as a rank-
constrained SDP, which is proved to be equivalent to a linear
SDP when the grounded framework is acute-triangulated. A
decomposition strategy was proposed to efficiently solve large-
scale ASNL problems. The CASNL in a noisy environment
was studied via a maximum likelihood formulation, and was
also formulated as an SDP with multiple rank constraints and
semi-definite constraints. Distributed ASNL was realized by
using a bilateration localization approach based on inter-sensor
communications.
IX. APPENDIX: PROOFS FOR THEOREMS 2, 3, 5, 7
Proof of Theorem 2: Sufficiency. Suppose that there is a so-
lution Z˜ such that rank(Z˜) > 3. Consider Y˜ =
(
I2 Y12
Y >12 Y22
)
as a part of the solution Z˜. Then there must hold Y22  Y >12Y12
and Y22 6= Y >12Y12. Hence, there exists some nontrivial
Y ′12 ∈ Rr×ns such that Y22 = Y >12Y12 + Y ′>12 Y ′12. Note
that given anchors’ locations P = (p1, ..., pna) ∈ R2×na , if
Y12 ∈ R2×ns is a feasible set of locations for sensors, then
given anchors’ locations (P>,0na×r)
> ∈ R(2+r)×na in R2+r,
(Y >12 , Y
′>
12 )
> ∈ R(2+r)×ns is also a feasible set of locations
for sensors. Note that (Y >12 ,0ns×r)
> ∈ R(2+r)×ns is also a
solution. Let pˆ = (p>1 , ..., p
>
na)
>, xˆ = (xˆ>1 , ..., xˆ
>
ns)
> ∈ R2ns ,
x¯ = (x¯>1 , ..., x¯
>
ns)
> ∈ R2ns , xˆi be the (i + na)-th column
of (Y >12 ,0ns×r)
> and x¯i be the (i + na)-th column of
(Y >12 , Y
′>
12 )
> for i ∈ S . The condition rank(D) = 1 implies
that (pˆ>, xˆ>)> and (pˆ>, x¯>)> are two different feasible
realizations of framework (Gˆ, x). Since anchors are not all
collinear, pˆ is non-degenerate. Then (pˆ>, xˆ>)> can never be
obtained by a trivial motion from (pˆ>, x¯>)>. That is, angle
fixability of (Gˆ, x) is not preserved in R2+r, which is a
contradiction.
Necessity. We first prove that (Gˆ, x) is angle fixable in R2.
Due to Lemma 10, it suffices to show that (4) has a unique
solution. Suppose this is not true, by Lemma 12, (7) also has
multiple solutions. Let
Z1 =
(
Y1
D1
)
, Z2 =
(
Y2
D2
)
be two different solutions to (7), where
Y1 =
(
I2 X1
X>1 X
>
1 X1
)
, Y2 =
(
I2 X2
X>2 X
>
2 X2
)
,
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then we conclude that Z3 = 12Z1 +
1
2Z2 is also a solution to
(7). As a result,
1
2
Y1 +
1
2
Y2 =
(
I2
1
2X1 +
1
2X2
1
2X
>
1 +
1
2X
>
2
1
2X
>
1 X1 +
1
2X
>
2 X2
)
.
Since Z3 is a solution to (7),
1
2
X>1 X1 +
1
2
X>2 X2 = (
1
2
X1 +
1
2
X2)
>(
1
2
X1 +
1
2
X2).
It follows that ||X1 − X2|| = 0. Since rank(D) = 1 and
all the diagonal elements of D can be determined by X ,
D is uniquely determined by X . Then we have D1 = D2.
Accordingly, Z1 = Z2, which is a contradiction. Hence,
(Gˆ, x) is angle fixable. By Lemma 9, anchors must be not
all collinear.
To show that the angle fixability of (Gˆ, x) is invariant to
space dimensions, we note that from the proof of sufficiency, if
(Gˆ, x) is not angle fixable in R2+r, we can always accordingly
find a solution to (4) with rank 3 + r. Hence the proof is
completed. 
To prove Theorem 3, the following lemma will be used.
Lemma 14: Consider a positive semi-definite matrix M ∈
R3×3 with positive diagonal entries and one missing non-
diagonal entry. If each 2 × 2 principal submatrix associated
with available elements is of rank 1, then M is uniquely
completable.
Proof: Without loss of generality, let M23 be the missing
entry, then M1 =
(
M11 M12
M12 M22
)
and M2 =
(
M11 M13
M13 M33
)
are both positive semi-definite and of rank 1. Suppose that
M1 = (a b)
>(a b), M2 = (a c)>(a c). As a result,
M =
a2 ab acab b2 M23
ac M23 c
2
. Since M is positive semi-definite,
we have det(M) ≥ 0. Then we can derive that a2(M223 −
2bcM23 + b
2c2) ≤ 0. Together with a2 6= 0, we have
M23 = bc.
Proof of Theorem 3: Without loss of generality, sup-
pose Y =
(
I2 X
X> X¯>X¯
)
, where X¯ = (x¯1, ..., x¯ns+2) ∈
R(2+r)×(ns+2), r ≥ 0 is an integer. It follows from (6) that
(x¯i − x¯j)>(x¯i − x¯k) = aijkDlij lik , (i, j, k) ∈ TGˆ ,
||x¯i − x¯j ||2 = Dlij lij , (i, j) ∈ Eˆ .
For any (i, j, k) ∈ TGˆ such that (j, k) ∈ Eˆ , since the angle
between (i, j) and (i, k) is acute, aijk > 0. From D  0, we
have D2lij lik ≤ Dlij lijDliklik . Then
(x¯i − x¯j)>(x¯i − x¯k) ≤ aijk||x¯i − x¯j ||||x¯i − x¯k||.
Let θ1 be the angle between x¯i − x¯j and x¯i − x¯k. Then θ1 ≥
arccos aijk. Similarly, let θ2 and θ3 be the angles between
x¯j − x¯i and x¯j − x¯k, x¯k − x¯i and x¯k − x¯j , respectively. It
holds that θ2 ≥ arccos ajik and θ3 ≥ arccos akij . Note that
arccos aijk+arccos ajik+arccos akij = pi, and θ1+θ2+θ3 =
pi, it follows that θ1 = arccos aijk, θ2 = arccos ajik and
θ3 = arccos akij . As a result, D2lij lik = Dlij lijDliklik .
By Lemma 14, if (i, j, k) ∈ TGˆ , (j, k) ∈ Eˆ and (i, j, h) ∈
TGˆ , (j, h) ∈ Eˆ , then D2liklih = DliklikDlihlih . Without loss
of generality, let k < h, lij < lik < lih, y = Dliklih . From
D  0, we have
det
Dlij lij Dlij lik Dlij lihDlij lik Dliklik y
Dlij lih y Dlihlih
 ≥ 0.
Together with D2lij lik = Dlij lijDliklik and D
2
lij lih
=
Dlij lijDlihlih , we can derive that y = DliklikDlihlih .
By Lemma 14, we can obtain that for any three edges
in the graph, e.g., (i, j), (k, h) and (u, v), if D2lij lkh =
Dlij lijDlkhlkh > 0 and D
2
lkhluv
= DlkhlkhDluvluv > 0, then
there must hold that D2lij luv = Dlij lijDluvluv > 0. Since
(Gˆ, x) is triangulated, and the anchors are not all collinear,
we have D2ij = DiiDjj > 0 for all i, j ∈ {1, ...,m}. That is,
rank(D) = 1. 
Proof of Theorem 5: We will show that if (i, j), (i, k) ∈
E(A) and j 6= k, then (j, k) ∈ E(A), i.e., Ajk > 0. Note that
i, j, k ∈ {1, ..., ns + 2} and
A =
1
2
∑
(i,j,k)∈TGˆ
∣∣∣∣ [(fi − fk)(fi − fj)> + (fi − fj)(fi − fk)>] ∣∣∣∣
+
∑
(i,j)∈Eˆ
∣∣∣∣(fi − fj)(fi − fj)>∣∣∣∣.
Without loss of generality, we consider the following cases:
Case 1. i, j ∈ {1, 2}, k > 2. Let k′ = k − 2 + na, then
k′ ∈ S. Note that Aik 6= 0 only if there exists at least one
anchor i′ such that (i′, k′) ∈ E . Let j′ be another anchor
distinct to i′ such that (pi′ − pj′)x(pi′ − pj′)y 6= 0, then
M = (fi′ − fj′)(fi′ − fk′)> =
(
pi′ − pj′
0ns×1
)
(p>i′ ,−e>k−2)
=
(
(pi′ − pj′)p>i′ −(pi′ − pj′)e>k−2
0ns×2 0ns×ns
)
.
It can be computed that Mjk = (pi′ − pj′)x if j = 1 and
Mjk = (pi′ − pj′)y if j = 2. As a result, Ajk ≥ 12 |Mjk| > 0.
Case 2. i ∈ {1, 2}, j, k > 2. (i, j), (i, k) ∈ E(A) implies
that there exist i′ ∈ A, j′ = j − 2 + na ∈ S and k′ =
k − 2 + na ∈ S such that (i, j), (i, k) ∈ E . It follows that
M = (fi′ − fj′)(fi′ − fk′)> =
(
pi′
−ej−2
)
(p>i′ ,−e>k−2)
=
(
pi′p
>
i′ −pi′e>k−2
−ej−2p>i′ ej−2e>k−2
)
.
Since Mjk = 1, we have Ajk ≥ 12 |Mjk| = 12 .
Case 3. i, j, k > 2. Let i′ = i−2 +na, j′ = j−2 +na and
k′ = k − 2 + na, we have
M = (fi′ − fj′)(fi′ − fk′)>
=
(
02×1
ei−2 − ej−2
)
(01×2, e>i−2 − e>k−2)
=
(
02×2 −pi′e>k−2
−ej−2p>i′ ej−2e>k−2
)
.
Similar to Case 2, Ajk ≥ 12 |Mjk| = 12 . 
Proof of Theorem 7: From the proof of Theorem 3, one can
realize that in the absence of the rank constraint on D, if the
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3 × 3 submatrix corresponding to a triangle (e.g., composed
of i, j and k) is positive semi-definite, then constraints on
angles in this triangle are exact (being equalities rather than
inequalities). Moreover, if the 3× 3 submatrix corresponding
to a pair of angles sharing a common edge is positive semi-
definite, then the corresponding three angle constraints are
exact. For example, suppose (i, j), (i, k), (i, h) ∈ Eˆ , and
lij < lik < lih, if the third order principal submatrix of
D corresponding to lij , lik, lih is positive semi-definite,
then (xi−xj)
>
||xi−xj ||
(xi−xk)
||xi−xk|| = aijk,
(xi−xk)>
||xi−xk||
(xi−xh)
||xi−xh|| = aikh,
(xi−xj)>
||xi−xj ||
(xi−xh)
||xi−xh|| = aijh. This implies that if angles within
each triangle are exactly constrained, then angles between
edges in different triangles can also be exactly constrained.
Note that for any (i, j), (i, k), (i, h) ∈ Eˆ , lij , lik and lih
must be adjacent to each other in graph G(B). Moreover,
the three edges of each triangle are also adjacent to each
other in graph G(B). Hence, we only require the third order
principal submatrix of D corresponding to each 3-point clique
in G(B) to be positive semi-definite, which must hold if
Di = QCi(B)DQ
>
Ci(B)  0 for all maximal cliques Ci(B)
of graph G(B). 
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