The ready to use set of functions to facilitate solving a generalized eigenvalue problem for symmetric matrices in order to efficiently calculate eigenvalues and eigenvectors, using Compute Unified Device Architecture (CUDA) technology from NVIDIA, is provided. An integral part of the CUDA is the high level programming environment enabling tracking both code executed on Central Processing Unit and on Graphics Processing Unit. The presented matrix structures allow for the analysis of the advantages of using graphics processors in such calculations.
Introduction
The Compute Unified Device Architecture (CUDA) is a parallel computing architecture for a Graphics Processing Unit (GPU) developed by NVIDIA. This architecture allows the use of the computing power of a GPU to solve general problems in a numerical way much more efficiently than in the traditional general purpose multi-core processors [1] . An integral part of CUDA architecture is a software environment using the parallel processing model which allows developers to use C, C++ or FORTRAN to create applications. As a consequence, a programmer can focus on the important things related to the parallelization, such as the art of creating efficient parallel algorithms without having to learn the structure and syntax of a new language. This model is designed to allow the user to write highly scalable parallel code that can run on tens of thousands of concurrent threads and hundreds of processor cores. A CUDA program consists of the main program where the parallel kernel is called by one or more sequential threads running on the Central Processing Unit (CPU), and of the kernel, which is suitable for execution on a parallel processing device such as the GPU. Thread blocks are conceptually organized into 1D, 2D or 3D arrays of threads for convenience. The maximum sizes of each dimension of a block are 1024 x 1024 × 64. Blocks are grouped in a grid, up to 2 31 -1 × 65535 × 65535 (depending on the version of the computing capability of GPU). To manage such a huge amount of threads the GPUs multiprocessor employs SIMT (Single-Instruction, Multiple-Thread) architecture, which specifies the execution and branching behavior of a single thread. The CUDA requires that thread blocks are independent. This means that a kernel executes blocks correctly no matter the order in which they are run. This independence of the blocks of a kernel provides scalability [2] [3] [4] [5] [6] .
In this paper we focus on employing CUDA's fast computing capabilities for solving important numerical problems. Our case study is provided by solving the eigenvalue problem, described in detail in Section 2. In Section 3 we present our work of transforming typical numerical procedures from the CPU to GPU in an easy way, together with an evaluation of our transformations. We also describe the difficulties associated with such operations. In Section 4 we summarize and conclude.
The generalized algebraic eigenvalue problem
In many fields of physics and engineering the analysis of eigenvalue problems plays an important role. For example, determining the eigenstates of quantum systems. A general eigenvalue problem can be described as follows:
where we assume that matrices H and S are real and symmetric, and matrix S is positively defined, ε and c are eigenvalues and eigenvectors respectively. To solve this type of equation it is convenient to convert it into an equivalent form, in which S reduces to the identity matrix I (S → I). This can be done by using the Cholesky decomposition, which is a decomposition procedure of a symmetric (Hermitian) positively defined matrix into the product of a matrix and its transpose:
so that L is a nonsingular lower triangular matrix and L T its transposition. Substituting the decomposition of S to the equation (1) we obtain:
Multiplying both sides by the inverse of L and taking the identity matrix I in the form of L −T L T we get
Now by substitution ofĤ = L −1 HL −T andĉ = L T c we get an equivalent algebraic eigenvalue problem [7] [8] [9] [10] :
To solve the algebraic eigenvalue problem and to obtain the eigenvalues and/or eigenvectors, one needs to use numerical linear algebra algorithms. One of the libraries that contain the necessary algorithms is Linear Algebra Package (LAPACK). It offers a number of routines working in single and double precision. In this work we employ: xPOTRF that computes Cholesky decomposition (symbol × refers to the precision, there can be single SPOTRF or double DPOTRF), xTRTRI that computes the inverse of a real upper or lower triangular matrix, blocked xSYTRD that reduces a real symmetric matrix to symmetric tridiagonal form. To obtain the eigenvalues of a symmetric tridiagonal matrix we used xSTERF routine. This routine uses a square-root free version of the QR algorithm [11] . It is worth emphasizing that our main case study is in efficiently computing eigenvalues and eigenvectors for the quantum mechanical system. For this purpose one needs to use the xSTEQR function on a symmetric tridiagonal matrix. This routine uses the implicitly shifted QR algorithm [11] . Details may be found in [11] [12] [13] [14] .
Results and discussion

Simple conversion for functions from the CPU to GPU
Here we present an example of a function, converted by us to work on the graphics card, using CUDA Basic Linear Algebra Subroutines (CUBLAS) library. Function SSYTD2 reduces a real symmetric matrixĤ to a symmetric tridiagonal form T by an orthogonal similarity transformation: Q TĤ Q = T, for CPU. The function can be found at [12] . Some parts of function SSYTD2_GPU for GPU (in lower triangular case) have been written using CUBLAS library provided by NVIDIA Corporation. The above piece of code describes simple kernels (see Procedure 1a, lines 1-15), whose aim is to combine CUBLAS functions, so that all the routines can be performed on the graphics card without data transfer from the CPU to GPU and vice versa. It has been verified that simple kernels are faster than the cudaMemcpy function.
The numbers in parentheses next to the name of the function (see Procedure 1b, line 28) are executive information for a system about how to call the kernel. The first one specifies the number of parallel blocks, and the second one specifies the number of threads. In this example, one copy of the kernel call is sufficient, and thus no parallelization is needed in this case. It can be seen in this example (Procedure 1) that only the main loop is executed on the CPU. This is because the functions in the CUBLAS library are C-wrapper functions and it is not possible to call them inside the kernel (below CUDA 5.0). Three main components of programming on graphics cards are: 1) transfer data from the CPU to the GPU memory, 2) performing the calculations, 3) downloading the result from the GPU memory. In an attempt to minimize the transfer of data, we write the code so as to transmit the data only at the beginning and at the end of the program as shown in Procedure 1, lines 18 and 43-46. Due to the limited memory of the graphics cards (for example, GeForce GTX 560 has only 1GB), it is necessary to save as little as possible data in the memory of the GPU. The presented conversion may be more sophisticated, whereby acceleration could be higher. However, in our approach we get a satisfying acceleration without spending too much time on the code conversion. Several transformed functions in single and double precision can be found in the attached SLASfGPU library (HOUSEHOLDER_GPU, xLARFG_GPU, xPOTF2_GPU, xSYTD2_GPU, xSYTD2_GPU2 (for device), xTRTI2_GPU, xSYTRD_GPU, xLATRD_GPU).
Test runs
In order to enable the tests of the presented routines we have prepared two sets of input files, aggregated in folder Test_runs. In this folder there are two subfolders Test_float and Test_double, created in an integrated development environment NetBeans. They contain functions written in single or double precision. In subfolder dist/Debug/CUDA-Linux-x86 there are files with input matrices, which in the main program newmain.cu is given location to. The output files are created in the subdirectories Test_float/dist/Debug/CUDA-Linux-x86 for single precision and Test_double/dist/Debug/CUDA-Linux-x86 for double precision.
All test runs have been performed on computer equipped with Intel Core i5-2410M 2.3 GHz processor, 4 GB of RAM and 64-bit operating system Kubuntu 11.10 with installed BLAS and LAPACK library. The graphics cards were: GeForce GT 540M with 96 CUDA cores and 1024 MB DDR3 of the main memory. The graphics card drivers: 295.41. NVIDIA GPU Computing Toolkit: 4.2.9. We have compiled the above code using -arch sm_21 for single and double precision floating point numbers. To measure the computation time we used the CUTIL library from the SDK for CUDA.
The advantages of using the GPU
A comparison of the speedup factor (ratio of the execution times CPU/GPU) of the algorithms involved in solving the algebraic eigenvalue problem, for the one core CPU and for the GPU processors is given in Figures 1, 2 and 4 . In turn, a comparison of the speedup factor for many CPU cores, depending on the slowest case, involving Parallel Linear Algebra for Scalable Multi-core Architectures (PLASMA) library and GPU processors is given in Figure 3 . Figure 1 presents the dependence of the speedup factor of the Householder algorithm (the transformation that converts a real symmetric matrixĤ to symmetric tridiagonal form T) on the dimension of the square symmetric matrix [15, 16] . Algorithm for the CPU was taken from [16] and converted to C, and then converted for GPU, in single and double precisions. Calculations were performed for the single core of Intel core i7-2600K 3.4 GHz processor with approximate computing power equal 217.6 Gflops (for 4 cores) and single graphics card GeForce GTX 590 with peak single precision floating point performance equal to 1244.15 Gflops. The complexity of this algorithm is O(n 3 )
(cf. Figure 1) . A similar analysis, but for the orthogonal similarity transformation, is presented in Figure 2 . Optimized LA- PACK subroutine has been applied in the CPU program. For the GPU the appropriate function of the LAPACK library parallelized and converted by us has been used. Also here the complexity of the algorithm is O(n 3 ).
Comparing the Householder transformation and LA-PACK xSYTD2 algorithm we have found that the execution time in double precision on the CPU is slightly longer than the execution time of the algorithm in single precision, while in the case of GPU the execution time in double precision takes about two times longer than in the single precision. It follows that the GPU is relatively worse in handling double precision calculations than the CPU. However, our implementation of the Householder transformation based on [16] written for the CPU and GPU is much slower than the xSYTD2 algorithm taken from the LAPACK library for the CPU and GPU, but in terms of acceleration on the GPU in comparison to the CPU execution time, our Householder algorithm is better in both single and double precision. Both single and double precision calculations for the GPU give a significant acceleration compared to the CPU, particularly for larger dimensions of the matrix (see Figure 1 and Figure 2 ).
In Figure 3 the speedup factors depending on the slowest case for several algorithms which transform a symmetric matrix to symmetric tridiagonal form derived from four different linear algebra libraries are shown. The transformations were performed in single and in double precision on Intel core i7-2600K processor and a single graphics card GeForce GTX 590. The LAPACK (3.3.1) library is designed for use on a single processor core. The PLASMA(2.5.0beta1) [17, 18] library allows the use of all processor cores (in Figure 3 calculations were carried out on 4 cores without hyper-threading). Commercial implementation of LAPACK interface for CUDA (CULA) (R14) library [19] and open source Matrix Algebra on GPU and Multicore Architectures (MAGMA) (1.4.1-beta2) [20, 21] are designed for graphics cards. SSYTRD_GPU and DSYTRD_GPU functions are implemented by us. Comparing the speedup factors, one can see that even in relation to the commercial CULA library and PLASMA library, our easy way of implementation gives better acceleration. In comparison with the newest version 1.4.1-beta2 of professional MAGMA library our results are almost at the same level. MAGMA xSYTRD was analyzed earlier [22] .
The measurement penalties introduced by the data transfers time for different matrix sizes characterized by speedup factor are presented in Figure 4 . By using a highspeed bus, which is the PCI Express 2.0 x16 (theoretical bandwidth equals 8GB/s in each direction), the data transfer between the CPU and GPU (GPU and CPU) takes hundreds milliseconds, therefore it does not affect the execution time of the algorithm because it is negligible compared to the total time of execution. Of course, in the case of shorter algorithms the data transfer time may play a more significant role [6] .
A comparison of technical data of processors and graphics card used for matrix diagonalization is presented in Tables 1 and 2 [24-28]. Tables 3, 5 and 7 show a comparison of the execution time for various processors and various graphics cards used in the diagonalization of different size matrices. Functions used for this purpose are listed in the Tables. Some of them were taken from the LAPACK library for CPU, and some other have been transformed from the LAPACK library, so that they can be used for graphics cards. The specified functions perform an initial diagonalization process (on the CPU or GPU), that is the transforma- tion of a symmetric matrix to the tridiagonal forms. The entry "The entire program" informs about the duration of the whole diagonalization process on the CPU (obtaining all eigenvalues and eigenvectors). As one can see, if we substitute the CPU functions by the GPU ones the execution time decreases significantly. All calculations have been performed using 64-bit operating system Kubuntu 11.10. The graphics card drivers: 295.41 and NVIDIA GPU Computing Toolkit: 4.2.9. We have compiled the above code using -arch sm_21 for single and double precision floating point numbers. To measure the computation time we used simple utility (CUTIL) library from the Software Development Kit (SDK) for CUDA.
For some functions (e.g. LAPACK SSYTD2 and DSYTD2) there is a big difference of single and double precision execution time. For some other (e.g. the Householder transformation [16] ) the times are nearly the same. This is because the LAPACK library is written from the point of view of the performance. Each function should act with the speed of the hardware and therefore a single precision should be up to two times faster. Simple codes from hand books on numerical methods spend most of the time waiting in the main memory so that the processor speed does not play a major role. For both GPU cards of the older (GeForce 9500 GT) and the new generation CUDA architecture, code named "Fermi" (GeForce GT 540M, GeForce GTX 560, GeForce GTX 590, Tesla C2075) it is hard to deduce significant differences in the calculation time in double precision. The reason for this is that only one of the tested cards (GeForce 9500 GT) neither has the "Fermi" architecture nor supports double precision [26] [27] [28] . Tables 4, 6 and 8 present speedup factor of functions used for matrix diagonalization for N = 2 000, 6 000 and 10 000. The speedup factor has been calculated according to one core of the best processor tested, Intel core i7-2600K and all standard graphics cards tested in single and double precision. A speedup factor lower than 1 indicates that there was no acceleration. Comparing the acceleration values for different matrix sizes (see Table 4 , 6 and 8) one can see a general trend: the GPU is faster than the CPU. Moreover, the accelerations of the matrix with N = 6 000 (see Table 6 ) for three graphics cards (GeForce GTX 560, GeForce GTX 590, Tesla C2075) are slightly larger than for matrix with N = 10 000 (see Table 8 ), despite the fact that it might seem that with increasing matrix size the acceleration should increase.
The presented approach has also been applied and tested on the real physical problem, i.e. it was used for the determination of the helium atom eigenstates by solving the secular equation in the case of Dirac-Coulomb Hamiltonian. The obtained speedup factor has not changed significantly from that shown for the test data presented here.
Accuracy of tested subroutines
Presented subroutines have been tested for the accuracy of the results obtained for a random matrix of dimension N = 1000 and N = 3000. For this purpose we have used standard backwards error formula taken from LAPACK working note 41, section 7.6.4 [29] , and the results have been summarized in Table 9 . For most cases, calculated error performed for calculation in the double precision is smaller The calculations of the theoretical peak performance for each graphics card were carried out on the basis of a page 4 formula from [23] , extended to the multi-core architectures, and then compared with the data given in [26] [27] [28] .
2 Example: GeForce GT 540M: 1.344 GHz (Cores freq.) * 2 (MAD instructions (3 for 9000 Series)) * 96 (cores) = 258 Gflops (Theoretical peak float precision floating point performance). Table 4 : CPU/GPU ratios for the case displayed in Table 3 than calculated error for calculation in single precision, which is understandable and natural. As it can be expected, one may also notice that the formula strongly depends on the size of the matrix N and on the machine epsilon ε. Another conclusion which arises during analyses of Table 9 is the fact that the most accurate, of course in this case, is the PLASMA library, and the least accurate is the CULA library. We also checked the differences in the results for some diagonal and off-diagonal elements from the output files. The differences in the matrix N = 1000 appear already in the 4th significant figure using single precision, while using double precision, the results are correct up to 12 significant figures. For matrix N = 3000 in single precision errors have appeared in the first significant figure, but the results obtained in the double precision are correct up to 9 significant figures.
Summary and conclusions
Some of the existing libraries are covered by the license, and provide the executable code only, without an access to the source code (i.e. CULA, MKL). Therefore, in this paper, our main goal was to show not only the procedures but also a simple way how to transfer the conventional numerical algorithms from the CPU to the GPU and describe the problems associated with such operations. In addition, we have shown that matrix operations performed on the secular equation can be easily parallelized due to the use of multi-core graphics card that will significantly accelerate calculations (see Table 3 and 4). Our procedures provide results in accordance with the reference functions from the LAPACK library and are faster. For example executiontime of the SSYTD2 function performed on single graphics card GeForce GTX 590 is about 16 times faster than on the one core of Intel core Duo 1.86 GHz in single precision (see Table 7 ). The GPU computing processors with NVIDIA Tesla cards transform standard PCs and workstations into personal supercomputers providing computing performance of a level typical for CPUs clusters. This computational power can be easily applied, among others, to physical problems. We would like to add that in the next step, due to our specific demands, the presented approach will be extended to quadruple precision.
