The purpose of this paper is to address the problem of synchronous multi-band image fusion, which encompasses far-infrared images (FIRI), near-infrared images (NIRI), and visible images (VISI). By studying the imaging principles for each of these kinds of image, we find that there are similarities between NIRI and the final fusion image, including both thermal radiation and the reflection of light. NIRI is therefore used as the reference image and relevant FIRI or VISI features are used to enhance the thermal target, background and edge texture, thereby making fusion possible. The paper begins by establishing an optimization model for multi-band image synchronous fusion, based on imaging characteristics. This is followed by a more detailed elaboration of the model. An alternating direction method of multipliers (ADMM) is then used to construct an algorithm to solve the model according to the specific circumstances of its use. After this, an experimental design is analyzed to acquire the main parameters of the model. Finally, a number of experiments are used to demonstrate that the fusion produces good results in terms of both visual effects and objective evaluation indicators.
I. INTRODUCTION
Image Image information fusion is widely-used across fields such as remote sensing, medicine, security and military science [1] - [4] . At present, high-precision detection systems are moving towards multi-mode or multi-band imaging, with the goal of being able to take advantage of the complementarity of different images to obtain a more accurate overall understanding of a particular scene. However, existing research methods are mostly based upon dual-band images and cannot easily be extended for multi-band image fusion. When multi-band image fusion is undertaken using sequential methods, the processing of existing algorithms becomes timeconsuming and can result in a loss of information or distortion. The need for new theories and synchronous methods for multi-band image fusion has therefore become pressing. Obtaining more comprehensive and reliable results may play an important role across a range of military and civilian fields, including precision guidance, disaster monitoring and medical diagnosis. It may also help to solve some of the most deep-seated scientific problems in image fusion theory, The associate editor coordinating the review of this manuscript and approving it for publication was Peng Liu . thereby providing theoretical and technological support for the further development of image processing.
At present, image fusion algorithms can be roughly divided up into the following categories [5] : multi-scale transformation (MST); sparse representation (SR); subspaces; neural networks; and optimization. Multi-scale transformation is by far the most commonly used of these. Covering a range of possible specific methods, such as pyramid transforms, dual-tree complex wavelet transforms (DT-CWT), curvelet transforms, contourlet transforms and non-subsampled contourlet transforms (NSCT) [10] , and non-subsampled shearlet transforms (NSST) [11] , [12] , MST offers advantages such as multi-directionality, shift invariance and acceptable time complexity. However, the determination of decomposition layers, directions, relevant fusion rules, and waveforms for specific problems remain challenging for multi-scale methods and are in urgent need of further research. As a result of its fast processing capacity and small storage requirements, SR has also come to be widely used in FIRI and VISI-related image fusion [13] , [14] . However, in the process of image reconstruction, fusion results based on SR have proved to be especially vulnerable to the loss of detailed information. A similar situation also confronts the use of subspace-based fusion methods [6] . In the case of neural networks, many researchers have sought to apply a pulse-coupled neural network (PCNN) [7] - [9] approach, or some variation thereof, to the fusion of images. However, PCNN has a number of important parameters that have to be adjusted and false ignition pulses often lead to artifacts appearing in the final fusion image. Apart from PCNN, deep learning has also been used for image fusion. Unfortunately, a lack of training labels has meant that deep learning has yet to make much progress with regard to FIRI and VISI-related fusion. Nonetheless, an image fusion method based on deep learning is an interesting prospect, because of the effectiveness it has shown in other domains and its capacity to cope with non-linear representations [15] - [18] .
At present, fusion methods based on optimization are attracting the most attention from researchers. These methods do not require a significant number of samples to train or learn and can be run on lower-performance hardware. The mechanisms of the models they draw upon are also easily understood. Despite the progress made in using optimization methods, however, there are still some aspects that need to be improved. The optimization model established in [19] makes use of a fusion gradient as the fidelity term and the prefusion result of as the regular term This has yielded good fusion results. However, it is sensitive to the method used for pretreatment and it is not always appropriate to use an l 2 norm for the gradient fidelity term. This depends upon the sparsity of the gradient matrix, with the l 2 norm not being effective for sparse gradients. The same problem also relates to the approach adopted in [23] . In [20] , a total variation model is established for image fusion between FIRI and VISI that is highly effective. However, here too, an l 2 norm is used for the fidelity term. If the pixel differences between the fusion result and FIRI always follow a Gaussian distribution, this approach can be considered reasonable. However, this is often not the case and it is more likely that there will be a Laplace or pulse distribution. In [21] , applying the norm of the models regular term and fidelity term leads to reasonable results. However, at the edge of the thermal target, the VISI gradient for the same position is often very small and the tradeoff in the optimization model often leads to blurring. A further issue is that solving the algorithms in [20] , [21] necessitates transforming the model into a specific total variation form [31] , limiting the scope for generalization to other similar problems. The fusion model in [22] offers a good solution for de-noising, but here the fidelity term and the regular term only consider gradient information. However, the gradient is not able to distinguish the specific pixel intensity of a smooth region, so the fusion results can lose part of the brightness information. There are other numerous excellent fusion models, but each is only applicable to a specific domain or problem [24] - [27] .
In this paper, we propose a novel optimization model for the synchronous fusion of multi-band images. As noted above, NIRI contains characteristics for both the reflected light and thermal radiation. The fusion target thus ensures that the final result possesses both reflection and radiation
factors. An optimization model for synchronous multi-band image fusion can therefore be obtained by using NIRI for the fidelity term, while the brightness information and gradient information can be taken from FIRI and VISI for the regularity terms. The algorithm proposed in this paper is shown in Fig. 1 . Note that the gradient maps have been normalized for clearer presentation.
The main contributions of this paper are as follows:
1. An optimization model for synchronous multi-band image fusion.
2. An optimization algorithm based on ADMM that can be used to find the models solution.
3. The main parameters for the optimization model, which are acquired based on an experimental design and analysis using both subjective evaluation and objective indexes.
The rest of this paper is organized as follows: Section 2 elaborates the optimization model in detail. The algorithm for solving the model is presented in Section 3. Section 4 focuses on the selection of the main parameters of the model. Experimental results and their analysis, together with related issues, are provided in Section 5. The conclusion gives an overall summary of the paper and indicates the future work that needs to be undertaken.
II. ESTABLISHING THE OPTIMIZATION MODEL A. DETERMINING FIDELITY
In multi-band imaging, FIRI works upon principles associated with thermal radiation, while VISI is focused upon the reflection of light. The imaging bands for NIRI fall somewhere in-between, so the imaging results can incorporate elements of both thermal radiation and the reflection of light. The purpose of multi-band image fusion is to integrate information derived from both FIRI and VISI. So, the imaging factors present in fusion results will contain both thermal radiation and light reflection.
If compared with VISI and FIRI, the imaging characteristics of NIRI are noticeably closer in appearance to the resulting fusion image, though the thermal target is more obvious and the background information contains more detail in the fusion image. The fusion result can therefore be regarded as an enhanced version of NIRI, with the thermal target information being accentuated by pertinent features derived from FIRI and the background information being strengthened by information derived from VISI. In general, FIRI can be said to lose a lot of the background knowledge and, in VISI, the thermal target lacks definition. Thus, NIRI offers greater fidelity for a fusion model than the other two. On that basis, the following energy function can be obtained:
B. ENHANCEMENT OF THE TARGET AND BACKGROUND
For the purposes of fusion, the final result aims to extract the thermal target information from FIRI. The thermal target VOLUME 7, 2019 information in FIRI is mainly represented by the intensity values of the pixels. In that case, most of the thermal target information can be extracted by minimizing the following energy function:
As mentioned in [20] and [21] , this model is effective at extracting the thermal target information for the final fusion image. However, this often weakens the background information for the fusion results because, in many scenarios, the background information is only partially displayed in FIRI. By contrast, the intensity of the background information in VISI can be quite apparent. So, in order to simultaneously enhance both the target and the background in the fusion results, the above sub-model needs to be revised as follows:
where, max(I F , I V ) denotes the extraction of the pixels with higher intensity values in the corresponding FIRI and VISI spatial positions.
C. RETENTION OF RELEVANT INFORMATION
Previously, when extracting target and background information, only the pixel intensity has been considered. Thus, the pixels are integrated into the fused image as isolated points, often at the cost of ignoring the correlation between the pixels. It is possible to describe the correlation between the pixels with the gradient to some extent, which does provide some physical information about the edge or texture of the image field. In particular, the gradients in FIRI reflect the edges of the thermal target and those in VISI can often show the edge and texture information of the background. If any aspect of the gradient is discarded, it inevitably leads to the appearance of blurring in the fused image. Both [20] and [21] neglect the edges in FIRI, so the fusion results for the thermal target are ambiguous. This is confirmed experimentally later in this paper. In that case, it is essential to integrate the FIRI and VISI gradients into the fusion result concurrently. This improves the visual effect of the fusion result and promotes its spatial relevance. So, the following energy function is required:
where, ∇ denotes the gradient operator and ∇I FV denotes the VISI and FIRI gradient fusion result. The FIRI and VISI gradients can be integrated together by using the rule of taking the larger absolute value. This ensures extraction of the most prominent edge features.
D. THE MODEL NORM
It can be seen from eqs. (1) and (3) that, if the pixel intensity difference between the fusion result u and I N or max(I F , I V ) obeys a Gaussian distribution, it will be entirely appropriate for the relevant model to adopt an l 2 norm. This point can be got just like the problem of Gauss noise elimination based on Optimization method [50] - [52] . However, the prominent features of the target and background in each band image need to be extracted at the same time, so regardless of the difference between u and I N or max(I F , I V ), they are likely to be divided into two parts: one will have a value of 0 or close to 0, the other will have a relatively large singular value. So, the distribution of the differences is more likely to be Laplacian or a pulse distribution [21] . In view of its superior performance for Laplacian and pulse distributions [30] , [40] , an l 1 norm is therefore adopted for models (1) and (3). In addition, in view of the local similarity of natural images, the amplitude of the gradient will only engender a jump when the pixel value is at a position where the image content changes abruptly, such as at an edge, or a change in texture, etc. So, its gradient matrix tends to be sparse, i.e. there are a large number of 0 values. In comparison to the l 2 norm, the l 1 norm not only encourages gradient sparsity [29] , but also theoretically guarantees exact restoration of the original information [28] . Thus, eq. (4) also makes use of the l 1 norm.
E. THE FINAL MODEL
The overall results of the synchronous multi-band image fusion can be obtained by minimizing the total energy function below, which is a combination of eqs. (1), (3), and (4):
where, η and µ are positive parameters to balance the relationship between E F , E S , and E G . For terms in eq. (5), the first term is the data fidelity item, which stands for the fidelity between the observed NIRI and the unknown fused image. Furthermore, the second term restricts the fused image to have similar pixel intensity values with the pre-fused pixel map, which integrates the thermal target of FIRI and the background information of VISI. The third term requires that the fused image has similar gradient with the pre-fused gradient map, which means that they share similar edges in the corresponding positions.
III. ALGORITHMS TO SOLVE THE MODEL
Although l 1 norm is non-differentiable, many algorithms are still very suitable for solving such problems, e.g. the primaldual method, the augmented Lagrangian method, the split Bregman method and so on. Since they are all based on the same framework, we apply ADMM algorithm to solve eq. (5). ADMM has been proved to be an effective solution for l 1 norm minimization problems [47] - [49] . Then, the ADMM algorithm will be briefly introduced.
The ADMM algorithm prefers to combine the decomposability of dual ascent and the superior convergence properties of the multipliers method [32] . The algorithm solves problems in the form:
with variables x ∈ R n and z ∈ R m , where A ∈ R p * n , B ∈ R p * m , and c ∈ R p . f and g are assumed to be convex. As in the method of multipliers, the corresponding augmented Lagrangian expression is:
ADMM consists of the iterations
where ρ > 0. The algorithm consists of an x-minimization step, a z-minimization step, and a dual variable update.
Note that x and z are updated in an alternating fashion in ADMM, which is the main difference from the multiplier method. When ADMM algorithm is applied to solve the problem of eq. (5), it can be roughly divided into three steps. Firstly, the unconstrained optimization problem should be transformed into a constrained optimization problem according to the augmented Lagrange method. Then, by the variable splitting, the whole optimization problem is decomposed into several sub-optimization problems. Finally, each subproblem is solved according to the actual situation of the model. Iterations and updates will continue until the convergence condition of the algorithm is reached. At this point, we can get the solution of the model.
According to the above analysis, we first need to obtain the augmented Lagrange function of eq. (5) as shown in eq. (6), which has converted eq. (5) into a constrained optimization problem:
Generally speaking, in eq. (6), the sub-term about p is the augmented Lagrangian expression of eq. (1). Similarly, the sub-terms about q and s are the augmented Lagrangian equations of eqs. (3) and (4), respectively. To relate in detail, with the Lagrange multipliers λ, β, γ and ρ p , ρ q , ρ s being positive constants. · represents the inner product.
As the variables u,p,q,s are coupled in L(u, p, q, s; λ, β, γ ), it is difficult to solve them simultaneously. Eq. (11) therefore needs to be separated into sub-problems and an alternative minimization was applied. These are first written in the form of an ADMM iteration as follows
Next, we need to find their optimal solutions respectively according to the specific situations of each sub-optimization problem. where the equivalent form of eq. (12) is as follows:
Eq. (19) is a quadratic optimization problem. Its optimal condition can be derived as follows:
where div(·) represents the divergence operator.
Once sorted out, the linear expression of eq. (20) can be acquired as follows: 21) where, * represents the convolution operator and denotes the Laplacian operators. P p , P q , and P s are convoluted forms of ρ p , ρ q , and ρ s , obtained, respectively, from their products with u. To be specific, P p =
As per [41] - [46] , the linear equation of eq. (21) can be solved using a Fast Fourier transform (FFT) as follows:
where, K = P p + ηP q + µP s and
Hence, it can be concluded that
F −1 (·) represents the Fast Fourier Inverse Transform. Note that the boundaries of the image need to be periodically processed when a Fourier transform is used, so here we assume the image size is M*N and define the image gradient as follows:
D h and D v are gradient operators for the horizontal and vertical directions, respectively. The divergence also needs to be defined in accordance with the relevant methods. So, given the gradient ∇u = (u x , u y ), its divergence can be defined as follows:
The sub-problem in eq. (13) can be written in the following equivalent form (note, here, that we omit the constant terms of the objective function):
Eq. (27) can be obtained directly by using a shrink operator:
where, the shrink operator is defined as:
Similarly, the solutions, eqs. (30) and (31), to eqs. (15) and (17), respectively, can be obtained separately as follows:
The iterative solution of λ can be written as follows:
Similarly, the update modes for β and γ can be obtained using the following:
The proposed multi-band image fusion algorithm is briefly summarized in Algorithm 1.
Algorithm 1 Solution of the Multi-Band Image Fusion Model
Input: Multi-band images (FIRI, NIRI, VISI).
1: initialization ρ p = ρ q = ρ s = 0.01, tol = 1e − 4, η = 10, µ = 0.8.
2: while u k+1
−u k u k+1 ≥ tol do 3: compute u k+1 by eq.(23); 4: compute p k+1 by eq.(28); 5: compute λ k+1 by eq.(32); 6: compute q k+1 by eq.(30); 7: compute β k+1 by eq.(33); 8: compute s k+1 by eq.(31); 9: compute γ k+1 by eq.(34); 10: end while Output: fused image u;
IV. DETERMINING THE PARAMETERS
In the above algorithm, the coefficients of the regular term and the iteration termination condition are important parameters that will affect the fusion effect of the model. How to arrive at the most appropriate configuration of the parameters was therefore studied intensively. The final configuration was obtained on the basis of experiments from the point of view of both subjective evaluation and objective indicators.
A. REGULAR TERM COEFFICIENTS
First of all, a series of different combinations of η and µ were taken to constitute different possible model parameter configurations. The corresponding fusion results obtained from this series are shown in Fig. 2 . Subjectively, if µ is fixed, more spectral information will be integrated into the fusion result as η increases, which will clearly reveal the thermal target and background. When η increases beyond a certain point, the image quality starts to stagnate and it becomes difficult to identify the difference by eye. If η is fixed, the effect of changes in µ on the fusion results is not very obvious visually.
In order to further reveal the rules pertaining to different parameter configurations, a series of objective indicators were used to evaluate the fusion results according to various aspects, as shown in Fig. 3 . In Fig. 3 , all of the images shown in Fig. 2 are numbered from bottom to top, and left to right. To fully evaluate the fusion results according to aspects such as quantity of information, clarity, edge information, similarity, distortion, etc., existing multiple fusion indicators were selected [1]- [4] , such as entropy (Ent), average gradient (Grad), spatial frequency (SF), mutual information (MI), Qabf [33] , the structural similarity index measure (SSIM) [34] , and visual information fidelity (VIFF) [35] . All of the index values were normalized so that they could be compared more intuitively.
As can be seen, MI showed an upward trend in the overall oscillation (except η = 1). This means that when η is fixed, the amount of information transmitted from the original images will decrease as µ increases. When it reaches a certain value, the MI is almost completely unaffected by η (when µ remains the same). When µ is fixed, the fusion images acquire more information from the original images as increases. This can be explained as follows: the max function always tends to get the pixel value directly from the original image, so, when remains the same, the larger the value of η, the larger the MI. When µ increases, there are more constraints on the correlation between the pixel values. Given an optimal compromise, new pixel values are bound to be generated, but the MI may decline. When η = 1, the FIRI information is hardly integrated into the result at all, so the fusion image is similar to those generated by NIRI and VISI. This explains why the MI index is given a high evaluation, but it has no practical significance so far as the fusion is concerned.
The Qabf index has a similar trend to MI (except η = 1), but its oscillation is more intense. When η is small, it lacks the edges of the thermal targets because the FIRI characteristics have not been integrated into the fusion image. This results in there being relatively low values for Qabf overall. With the addition of gradient constraints, the thermal target edges gradually improve, indicating an overall increase in Qabf. When η increases, the thermal targets become visible in the fusion result. However, the constraints on the gradient at this point generate a lot of uncertainty, so sometimes the image edges are strengthened and sometimes they are destroyed. This oscillation effect is especially visible when η = 4 or η = 5.
The trend for Ent is also similar to MI, but the former does not change as dramatically as the latter. This suggests that the overall change in the model parameters has little influence on entropy. In the case of η remaining fixed, the entropy decreases as µ increases. This is because the increase in the gradient constraint makes the pixel changes less random in the fusion image, which affects, in turn, the distribution of the pixels.
The indexes Grad and SF have an almost identical trajectory, with both reflecting the sharpness of the image up to a certain point. However, this needs to be relevant to the practical significance of the image content. At the same time, their trajectories also appear to oscillate, which suggests some degree of uncertainty. Fortunately, the fusion image generated by the proposed algorithm shows no obvious fuzziness according to subjective judgment.
As η and µ increase, VIFF initially shows an overall tendency to grow. At a certain point (when the thermal target is integrated), it remains more static, though there are some overall oscillations. Moreover, there is almost no obvious distortion found from the fusion results.
The SSIM index measures the similarity between the fusion image and the originals from three perspectives: the brightness, the contrast and the structure [34] . Subjective evaluation of the experimental data both here and later in the paper suggests that some fusion images achieved very good effects for certain aspects, e.g. the fusion results produced when η = 8 and µ = 2. Here, not only the target is highlighted, the background information is also strengthened. However, these results are not very similar to the original image. In fact, the fusion effects produced by high SSIM index values are not necessarily very good at all, for instance the fusion results generated when η = 1 and µ = 5. Here, a low index value is also allowed to be received about some fusion results with good subjective evaluation.
After an overall analysis, η = 10 and µ = 0.8 were selected as the regular term parameters for the proposed model.
B. ITERATIVE ACCURACY
The accuracy of the iterations is another important factor affecting the fusion effect of the proposed algorithm. If the iteration accuracy value is set too large, it does not deliver a satisfactory fusion effect and even the content of the generated images can be meaningless. At the same time, if the iteration accuracy is set to be hyperbolically small, the algorithm running time can be significantly increased and it may also produce other unwanted effects. Fig. 4 . shows the fusion results according to different degrees of iteration accuracy. Evidently, when the iteration accuracy is set to a large value (tol = 5e − 3), the fusion results are almost completely distorted and meaningless. As the iteration accuracy decreases, the fusion effect gradually develops into something more meaningful and the evaluation results for various aspects improve, notably the clarity, contrast and visual experience. However, once the iteration accuracy has decreased beyond a certain point (tol ≤ 1e − 4), the fusion effect no longer produces any subjectively obvious change.
As shown in Fig. 5 , the latent rules underlying the fusion results become more evident when one looks at the objective indicators. First of all, note that when (tol = 5e − 3), the fusion result has no practical significance, yet some indicators deliver high estimates, e.g. Ent, Grad and SF. When considered from the point of view of noise, this is easily understood because the pixels prefer to cover a wide area and changes therefore tend to be frequent and dramatic. This indicates that a number of further indicators are still required to assist with the analysis of image shaping. At present, any single indicator can only reflect some characteristics of the fusion effect and cannot comprehensively evaluate it overall. So, the evaluation indexes of fused images remain in need of further research. Secondly, note that when (tol ≤ 1e − 4), many of the indexes are improved (except Ent, SF, and Grad) and, within a certain range, they start to stabilize. In view of the time saving generated by a drop in iterative precision, (tol = 1e − 4), was chosen as the final iteration accuracy value in this paper. Table 1 shows the time cost of fusion according to different iteration accuracy values. This reflects the potential of the proposed algorithm for use in actual engineering practice.
V. EXPERIMENTS AND DISCUSSION
In this section, we report on several experiments that were performed to demonstrate the feasibility and effective- ness of the proposed model. The experimental data were collected from the TNO dataset, which was downloaded from https://figshare.com/articles/TNO_Image_Fusion_ Dataset/1008029. All of the experiments were conducted on a desktop computer with an Intel i5-4570 CPU @3.20 GHz and 8 GB RAM, using MATLAB R2014b. At the same time, various current advanced correlation algorithms were also used to fuse the multi-band images, including MSVD [36] , DTCWT-SR [14] , spatial frequency-motivated PCNN in the NSCT domain (NSCT-SF-PCNN) [37] , NSST-NSCT [38] , GFF [39] , and GTF [21] . The specific details and parameter settings for these different algorithms can be found in the relevant literature. To fully evaluate the fusion algorithm, its results were compared both subjectively and on the basis of quantitative estimation indexes.In particular, the lowerleft corner of each fusion image shows a locally amplified subgraph, which provides some evidence for evaluating these fusion algorithms. Fig. 6 shows the fusion effects of different methods on the first group of images. Working on the basis of a comprehensive analysis, the aim of the fusion was to integrate the details of people standing on the ground (thermal targets) in FIRI, the bright sky in the NIRI image, and the building details derived from VISI into the final image. It can be seen that fusion results based on MSVD, NSST-NSCT and GFF failed to highlight hot targets in the final image. Indeed, they were barely recognized. The fusion results based on NSCT-SF-PCNN added obvious pseudo targets in the sky and, coincidentally, the fusion image based on DTCWT-SR also produced a small number of artifacts on the roof and in the sky. This is indicated by the red ellipse in Fig. 6(e) . As mentioned in the introduction, the results based on GTF were prone to blurred edges and the bright sky (background knowledge) was not integrated. By contrast, it can be seen in Fig. 6(j) that the proposed algorithm basically realized all of the requirements for fusion.
Looking at the fusion results for the different methods above, it can be seen that, although the thermal target was integrated into the final image by MSVD, its effect was not obvious and the visual effect is poor. In the NSCT-SF-PCNN and NSST-NSCT results, the visibility of the thermal target was noticeably better than it is in Fig. 7(d) and Fig. 7(g) shows clearer textural features. However, neither of them integrated the bright sky and door into the final result. In Fig. 7(f) , there are a lot of artifacts, as indicated by the red ellipses. These may be attributed to false PCNN ignitions. An obvious blurring effect appears on the edges of the thermal targets in the GTF results and the sky is the darkest of all the fusion results. This was caused by it neglecting the background information. Both Figs. 7(e) and (j) demonstrate relatively good fusion results, though the sky and doors in Fig. 7(e) are not as bright as they should be.
With regard to the above dataset, it is obvious that the hot targets do not stand out in Figs. 8(g) , (h) and (d), i.e. the white low wall, the building, the live soldiers and the used or in-use The group of images in Fig. 9 reflect a natural scene. From the fusion results, it can be seen that there continue to be the same kinds of issues as were found in the previous examples. Thus, MSVD, GFF and NSST-NSCT, still failed to integrate the thermal target information into the final results. On the other hand, the image clarity shows an overall gradual improvement. In this case, the fusion results generated by NSCT-SF-PCNN, DTCWT-SR and GTF managed to integrate the hot target information into the final images. Unfortunately, the former two contain a number of artifacts, indicated by the red ellipses in Figs. 9(e) and (i). The latter again suffers from blurring. The results generated by the proposed method display clear scenes and objects and provide a pleasant visual experience.
For the dataset shown in Fig. 10 , the white buildings are the main thermal targets in FIRI, while the obvious background information in NIRI and VISI includes the blank sky and ground objects. Generally speaking, the thermal targets are not conspicuous in the fusion results shown in Figs. 10(d), (g) and (h), so this continued to be a significant disadvantage of using these methods. Although Figs. 10(e) and (f) did manage to integrate the main targets from FIRI, they show definite artifacts, that are not conducive to, and even interfere with, recognition of the targets. There are two noticeable problems in Fig. 10(i) : one is the blurring of the white buildings; the other is that the background information from NIRI and VISI have not been integrated into the final result. Thus, the sky in Fig. 10 (i) is almost completely black. The fusion image in Fig. 10(j) , generated by the proposed method, once again demonstrates fusion of the principal information from the multi-band images.
This set of images Fig. 11 also describes a natural scene. As far as the visual effect is concerned, the fusion based on MSVD and GFF seems poor. Not only do they mix all the thermal targets in the scene together, but the low contrast renders the house almost unrecognizable, with the windows virtually disappearing. The fusion result based on NSST-NSCT is noticeably better than the previous two, but it still fails to extract the thermal target features from FIRI. Figs. 11(e) and (f) show some unacceptable illusions. The results based on GTF once again not only blur the targets, but also lose the background information (the bright sky). The proposed algorithm produced results with high clarity for both the target and the background, which would be beneficial for any subsequent image processing.
To further demonstrate the effectiveness of the fusion results, a comprehensive quantitative evaluation is shown in Table 2 , with the optimal values emboldened. To facilitate an overall comparison, the normalized average indexes generated by the different methods for all the data are shown in Fig. 12 . The average value of index Q k can be obtained
is the serial number of the experimental data and k ∈ [1, n] is the serial number of the fusion algorithm. And then the indexes produced by various methods are normalized Q k = Q k max 1≤k≤n Q k , so that the normalized average indexes are obtained. The normalized average indexes can not only intuitively compare the performance of algorithms, but also can test their generalization ability and avoid erroneous inferences or judgments due to some special circumstances.
Looking at Table 2 and Fig. 12 , it can be seen that the proposed method achieved good performance in terms of Grad and SF. Subjectively, these excellent indicators are highly commensurate with a good visual experience, so they are able to service effective assessment of the fusion results. The proposed algorithm also performed well in Ent and MI, indicating that it not only contained abundant information, but that it was also closely connected to the original images. DTCWT-SR and NSCT-SF-PCNN achieved a high evaluation in terms of Ent, but this was often due to the effect of artifacts, which resulted in the widespread distribution of pixels, thus creating the illusion of rich information content. This was especially the case for NSCT-SF-PCNN. The proposed algorithm also showed good results in Qabf, especially when compared to other similar methods. This index is used to measure the preservation of edge information, which further illustrates the importance of incorporating the gradient fusion from FIRI and VISI in the model. In terms of visual fidelity (VIFF), no obvious image information distortion was found in the fusion results through subjective observation. However, the fusion result for DTCWT-SR, which has a higher objective evaluation, is not stable and there were a number of artifacts. The NSST-NSCT approach was also highly rated in VIFF. Unfortunately, this often failed to highlight the existence of thermal targets, undermining the overall purpose of the integration. The proposed algorithm was evaluated moderately in SIMM. The purpose of this index is to measure similarity between the result and the original from three perspectives: brightness, contrast and structure. This is then used to assess whether the fused image has changed significantly. According to subjective evaluation across numerous experiments, the proposed algorithm achieved good visual effects in terms of brightness and contrast, but its results were not very similar to the original images. The fusion results of the proposed algorithm show clearer image quality and stronger contrast, which not only highlight the target but also strengthen the background information. In addition, ambiguity and distortion were not found. So, the low index value here needs to be accepted but understood in terms of what fusion aims to achieve. The SSIM performance of the fusion results produced by MSVD, NSST-NSCT and GFF was generally high. However, these three methods often fail to integrate the thermal target information in the fusion results. This makes them similar overall to the NIRI and VISI results for brightness, contrast and structure. By the same measure, it is easy to see why the SSIM values for the results obtained by NSCT-SF-PCNN and GTF are given a low evaluation. The former is due to the artifacts, which make the fusion results very different to the original. The latter is because of the blurring effect reducing the similarity between the fusion results and the original images.Furthermore, we obtained confidence intervals for normalized indicators for different fusion methods, on the premise that the confidence level is 95%. Specifically, the confidence intervals of MSVD, DTCWT-SR, NSCT-SF-PCNN, NSST-NSCT, GFF, GTF and the proposed method are (0.4419,1.0906), (0.6255,1.1811), (0.6217,1.0822), (0.5341,1.2587), (0.5936,1.0614), (0.4209,1.0104) and (0.8211,1.1061), respectively. It is not difficult to find that the middle value of confidence interval of the proposed method is the highest in the spatial position, which indicates that the overall performance of the fusion results obtained by the method is the best among all compared algorithms. Furthermore, the confidence interval obtained by the proposed method is the narrowest, which shows that our method presents outstanding stability and robustness.
VI. CONCLUSION
This paper has proposed a novel optimization model for multi-band image synchronous fusion. On the basis of its characteristics, an ADMM algorithm was used to solve the model iteratively. An experimental method was then used to obtain appropriate parameters according to both a subjective evaluation and objective indicators. After this, a series of experiments proved the feasibility and effectiveness of the proposed algorithm. These experiments showed that the fusion could achieve high definition, abundant complementary information and clear edge features while guaranteeing there will be no artifacts or ambiguities. Of particular significance is the fact that the proposed algorithm does not require any special hardware or numerous samples on which it has to first be trained. The latter points are especially relevant to the potential of the algorithm for use in actual engineering practice. The next research steps relating to this work will be further adaptation of the parameters and consideration of how its relevance might be extended to other application domains.
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