Introduction
Empirical analysis in demographic publications typically involves hypothesis testing about the determinants and correlates of demographically relevant outcomes. Although high-quality data are essential for these analyses, published articles rarely address important characteristics of the data, such as interviewer effects or, in longitudinal data, the implications of attrition for the results. This paper examines the data quality of the Malawi Diffusion and Ideational Change Project (MDICP), a data set that is widely used for analysis of social networks, HIV/AIDS and family planning in sub-Saharan Africa. We investigate several sources of potential bias in a longitudinal dataset: sample representativeness, interviewer effects, response unreliability, and sample attrition. The analysis in this paper builds on an earlier evaluation conducted by Bignami et al. (2003) . We extend this previous research for several reasons. First, as the MDICP has completed three additional waves since 2003 and now encompasses five waves of data collection (1998, 2001, 2004, 2006, and 2008) , some aspects of data quality have become more important. For instance, potential attrition biases may have increased as attrition of the initial cohorts has accumulated across each survey wave, or the addition of new samples of respondents -most importantly a new adolescent sample in 2004 -may have changed the sample properties and representativeness of the survey. To address these issues, we conduct a series of data quality analyses for the MDICP data, including comparisons of the data with the Malawi Demographic and Health Surveys (MDHS) and analyses of interviewer effects, response reliability, and sample attrition. The analyses for this paper are similar to those of Bignami et al. (2003) , thus permitting a comparison of data quality issues within the first four waves of the project. We do not include the 2008 data, since they are not yet fully ready for analysis.
Data
The MDICP is a longitudinal research project with the overall goals of investigating the multiple processes and influences that contribute to variation in HIV risks in a subSaharan African context, identifying prevention strategies for managing risks and assessing the potential effect of HIV risk reduction programs on infection risks and disease dynamics. An unusual feature of the data is information on social networks, which permits examination of the role of social interactions on attitudes related to contraceptive use and family planning, as well as AIDS knowledge and risk behavior.
The data collection takes place in three sites in rural Malawi, each representing one of the three regions of the country: Balaka (southern region), Mchinji (central) , and Rumphi (northern). The first wave was conducted in 1998 among ever-married women aged 15-49 years and their husbands. Interviews were completed with 1,541 women (out of a possible 1,790) and 1,065 of their husbands (out of a possible 1,520). In 2001, the first follow-up wave, information was collected from (1) the same respondents, (2) sample members who were not found in 1998, and (3) new spouses of respondents who married again between 1998 and 2001. 6 In 2004, the third wave of MDICP data collection, interviews were conducted with the same respondents as in 1998 and 2001, as well as all new spouses of respondents. In addition two new samples were added. First, a sample of approximately 1,500 married and never-married adolescents aged 15-28 years was added in each site, 7 for two reasons: to adjust for aging of the 1998 sample over time, which led to underrepresentation of the adolescent population by 2004; and to introduce never-married adolescents into the MDICP sample (the 1998 sample was restricted to ever-married men and women). These adjustments made the 2004 sample generally representative of the rural population in each sample district. The 2004 adolescent sample yielded completed interviews with 718 female (256 never-married) and 767 male (409 nevermarried) respondents. 8 Second, in 2004 the MDICP collected biomarkers for HIV, gonorrhea, chlamydia and trichomonas from all consenting respondents. 9 Because the administration of such tests required personnel trained in biomarker specimen collection and HIV/STI counseling, the project recruited a team of nurses to provide counseling, collect the biomarkers, and administer a short questionnaire. The additional personnel and time required to complete both the main survey and the biomarker collection necessitated two separate visits to each respondent. As a result there were two data collection teams: the "main survey" and the "biomarker collection" teams. The survey team first administered the main questionnaire. This was followed by the biomarker collection team, which typically visited respondents two or three days after the main survey interview. Also, because HIV and STI tests were conducted in a laboratory in Malawi (as opposed to using rapid results HIV test kits, as MDICP did in 2006 and 2008) , test results were given to respondents between two and four months after testing at each fieldwork site.
The 2006 sample comprised the same respondents as in 2004 (main sample of ever-married men and women from 1998, plus the 2004 adolescent sample and all new 6 For more details on the 1998 and 2001 sampling strategy, see Watkins et al. 2003. 7 A description of sampling strategy for the 2004 adolescents can be found at: http://www.malawi.pop.upenn.edu/Level%203/Malawi/docs/Sampling3.pdf. 8 In the age group 15-24 a smaller proportion of men are married than women because of the higher age at which men in rural Malawi marry. 9 Protocol for 2004 MDICP biomarker collection by Bignami Van-Assche et al. (2004) 
Sample representativeness
One important purpose of population surveys is to make inferences about the larger population from which the survey samples are drawn (Groves and Couper 1998; Levy and Lemeshow 1999) . The validity and reliability of the inferences depend on (1) the manner in which the (initial) sample was chosen and, in the case of a longitudinal study, how individuals were followed over time; (2) the participation rate in the survey; and (3) the procedures involved in data collection (Levy and Lemeshow 1999) . These factors in turn determine how representative the sample is of a larger population and how valid the summary measures. Although the MDICP was not designed to be representative of the rural population of Malawi (Watkins et al. 2003) , we compare the sample characteristics with those of the rural population of Malawi obtained from the nationally representative MDHS. We focus below on basic socio-demographic characteristics (age, educational attainment, and current marital status), fertility and family planning, and knowledge, behavior, and perceptions about HIV/AIDS among the ever-married sample from the 2004 and 2006 survey rounds.
A comparison of the MDICP sample characteristics with those of the rural population of Malawi obtained from the MDHS shows that, with a few exceptions, characteristics of the MDICP sample differ significantly from those obtained from the MDHS (presented in Appendix 1, Tables 1.1-1.3). There are two possible explanations for this pattern. First, these differences could simply be due to sampling variability: that is, the fact that the MDICP and the MDHS sampled different subsets of the rural population of Malawi. In particular, the MDHS includes most rural townships as "rural" 12 , whereas the entire MDICP sample lives in villages. The characteristics of rural townships and villages are likely to differ: for example, a comparison of MDICP prevalence among the adolescent sample in Balaka District with HIV prevalence of adolescents in townships covered in a study by Mensch et al. (2008) shows that prevalence is considerably higher in the townships.
13 Alternatively, the difference between the 1998 MDICP and the 2000 MDHS estimates could also be due to temporal changes in the indicators, given that the two surveys were conducted two years apart.
Interviewer effects
In this section we use data from MDICP waves 3 and 4 to evaluate two distinct types of interviewer effects: role-restricted and role-independent. Role-restricted interviewer effects refer to the possible influence of an interviewer's behavior and conduct on survey responses. For example, some interviewers may be more comfortable during interviews and therefore better at obtaining responses to some of the questions considered by many MDICP respondents to be sensitive, such as marital infidelity and suspected spousal infidelity. The background characteristics of each interviewer, which are role-independent, may also influence survey responses. We therefore test for the presence of role-independent effects on MDICP survey responses. We also test for roleindependent effects on HIV biomarker collection, by examining whether the gender of the nurse responsible for biomarker collection is associated with accepting HIV testing and receiving test results. Since the gender of the interviewer is a frequent topic of research on interviewer effects (for example, Becker et al. 1995; Blanc and Croft 1992; Verrall 1987; Weinreb 2006) , we pay particular attention to the role of interviewers' and respondents' gender.
12 Personal communication, Christopher Manyamba, National Statistics Office, Malawi. 13 We are grateful to Paul Hewett of the Population Council for providing us with unpublished tabulations from the Mensch et al.(2008) study.
Interviewer recruitment and training
In the survey literature, it is typically taken for granted that interviewers from outside the area and of the same gender as the respondent are likely to get more reliable and valid responses on sensitive questions than are local interviewers or cross-gender pairs of interviewer and respondent. The MDICP recruits interviewers from each of the three fieldwork sites, all of whom are secondary school graduates and fluent in English; in addition, for budgetary reasons, the MDICP permits cross-gender interviewing. An analysis of data from the MDICP sister project in Kenya found that "insider" interviewers -defined as interviewers who knew the respondent or his/her familytend to get more consistent responses from respondents (Weinreb 2006) . In the MDICP, for each respondent, the interviewer is asked to report if, and how well, he/she knows the respondent, in addition to a number of other considerations, such as the interviewer's own concern about the risk of becoming infected with HIV. Unlike our experience in Kenya, very few interviewers in Malawi knew any of the respondents in the MDICP sample.
14 Therefore the analysis of insider-outsider interviewer effects is not replicated here. We do, however, examine cross-gender interviewing. All interviewers are given several days of training prior to the start of fieldwork. This training was given by locally hired supervisors who were university graduates with experience with prior waves of the project.
Role-restricted interviewer effects
To estimate interviewer effects, we use the interclass correlation coefficient (ρ), the same measure used by Bignami et al. (2003) . The interclass correlation coefficient measures the percentage of the total variance for a particular question that is attributable to the interviewer. A zero value for the interclass correlation coefficient would represent no interviewer effect for a particular question. Because there is usually some variance attributable to the interviewer, the survey literature considers acceptable values for the interclass correlation coefficient that are in the range of 0.01-0.07.
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In testing for role-restricted interviewer effects, we examine background characteristics (schooling, economic status), gender norms, and HIV/AIDS perceptions 14 Of men and women interviewed in 2004, less than 5% of interviewers reported knowing respondents "very well" or "quite well," the two categories used by Weinreb (2006) to identify "insiders." 15 As noted in Bignami et al. (2003) , a key assumption in calculating the inter-class correlation coefficient is that interviewers are randomly assigned to respondents, a practice that was carried out in MDICP fieldwork in 2004 and 2006. and behaviors. We calculate the ρ separately for men and women, 2004 and 2006, and for each of the three fieldwork sites. The results are presented in Tables 1a and 1b. Our results show that role-restricted interviewer effects are more evident for questions that our qualitative data suggest are sensitive than for background characteristics. Whereas most ρ values for background characteristics are within the range of 0.01-0.07, many of the ρ values for AIDS and gender-related beliefs questions exceed the 0.07 level. Several of the background variables (for example, presence of a radio) do not exceed the 0.07 level for any site or MDICP wave, and for none of the background questions considered does the percentage of variance attributable to the interviewer's role exceed 12%. In contrast, several AIDS and gender questions are consistently greater than the 0.07 level, and many of the questions expected to be more sensitive -such as the acceptability of divorcing a spouse with AIDS or using a condom with a spouse -exceed the 0.12 level across gender, site, and MDICP wave, suggesting that these questions are indeed more sensitive. There does not, however, appear to be any systematic variation in role-restricted interviewer effect by site or gender, or across MDICP waves. While the regional average is higher for men from all three MDICP sites in 2006, this is not the case for women.
In summary, we find role-restricted interviewer effects in 2004 and 2006 that are similar to those in 1998 and 2001. Most are in the conventionally acceptable range of 0.01-0.07 for both men and women, although they are markedly higher for questions that, in the Malawian context, appear to be more sensitive.
Role-independent interviewer effects
Role-independent interviewer effects identify characteristics of the interviewer that may lead to response bias. In this section we examine several characteristics of interviewers for their effect on the same set of background, gender, and AIDS questions from the 2004-06 surveys.
In both waves interviewers responded to a questionnaire that solicited information on their background characteristics. To measure role-independent effects we regress the set of variables used in the previous section on several of the interviewer's characteristics: age, marital status, gender, having children, home of the interviewer's mother and father, and perceived likelihood of current HIV infection (summary statistics for MDICP interviewers are displayed in Table  2 16 ). 
Background
Ever attended school n/a 0.023 n/a n.c. n/a 0.015
Ever repeated grade n/a 0.012 n/a 0.055 n/a n.c. These regressions are estimated separately for male and female respondents. The results are displayed in Tables 3a, 3b , 4a, and 4b. As with the results for role-restricted effects in Table 1 , role-restrictive effects are greater for presumably sensitive questions, such as those concerning gender and AIDS, than for background characteristics. The questions most strongly affected by the interviewer's characteristics are the acceptability of condom use with a spouse, the number of persons the respondent has chatted with about AIDS, the gender perception variables, and worry of AIDS infection. 17 The gender of the interviewer appears to have a stronger effect for female respondents than for male respondents in both 2004 and 2006. It is interesting to note that an interviewer's perceived risk of HIV infection is significantly associated with the respondent's perceptions and beliefs about HIV/AIDS in 2004 and 2006. For example, in 2004 male respondents questioned by interviewers who believed that there was some chance that they were currently HIV positive were more likely to report that they were very worried about HIV than male respondents who were interviewed by male interviewers who did not believe that they themselves were currently HIV positive. Similar strong and highly significant associations are found in the relationship between interviewer's and respondent's worry of HIV infection for both men and women in 2006 (Table 4 ). The significant association between perceived risk of the interviewer and respondent leads to an interesting question regarding the causality of risk perception: is worry of HIV infection for respondents influenced by the perceived risk of the interviewer, or is the perceived risk of an interviewer increased by discussing HIV with numerous respondents who are very worried about infection? Although the answer to this question is beyond the scope of the current study, our results point to the importance of routinely analyzing, and reporting, interviewer effects.
Finally we examine the relationship between nurse's gender and the acceptance of an HIV test and receiving the results of the test. As shown in Table 5 , there is little evidence that the gender of the nurse influenced testing acceptance or receiving HIV test results. Across the three MDICP fieldwork sites only female respondents from the northern site who were visited by a male nurse were significantly more likely to return to receive their HIV test results in 2004 than female respondents visited by a female nurse, and male respondents from the southern site who were visited by a male nurse were significantly more likely to refuse HIV testing compared to male respondents visited by a female nurse. 17 Comparing MDICP with MDHS, it is important to note that many of these sensitive questions are either not included in MDHS or are phrased differently. A good example is the question on marital infidelity, which was asked differently in the MDICP and MDHS. These differences in phrasing may be responsible for reporting differences: 8.3% of men and 0.8% of women in 2004 MDHS reported infidelity, compared with 18.5% of men and 2.7% of women in 2004 MDICP.
Although we do find some effect of background characteristics of interviewers and nurses on survey questions and HIV testing, the results do not decisively identify particular characteristics of interviewers or nurses that are associated with greater response bias. However, as would be expected, one consistent finding is that sensitive survey questions are more responsive to interviewer effects. The results of our analysis are similar to those of Bignami et al. (2003) , which also showed consistent influence of particular interviewer characteristics on survey responses. Our results are also consistent with those of a previous study that found stronger interviewer effects for sensitive questions (Blanc and Croft 1992) . While our results show some significant effects of interviewer's gender on survey responses, we do not find any consistent patterns for these effects in our results (for similar results see Verrall 1987 and Becker et al. 1995) . Notes: n/a = not applicable because information was not collected. ‡ Self-assessed HIV status is dichotomized into None (no likelihood of currently being infected) and Some (low, medium, and high likelihood). * Worry of HIV infection is dichotomized into (0) Not worried at all and (1) Some worry (worried a little, worried a lot). Notes: ‡ Self-assessed HIV status is dichotomized into (0) no likelihood and (1) low, medium, and high likelihood. OLS coef = ordinary least squares regression coefficients. * P<0.10. ** P<0.05. *** P<0.01. We also included tests of reliability across waves for two questions that may be considered sensitive to Malawian respondents: use of family planning and reporting child deaths. Consistency in reporting child death was evaluated by the percentage of respondents reporting a larger number of child deaths in 2004 than in 2006, for those who report having had at least one death. As with reports of the total number of children, men were more inaccurate in reporting children's death, which probably reflects the greater involvement of rural Malawian women in childbearing and rearing; moreover, men with children out of wedlock may report the deaths of some of them in one survey round but forget them in another.
Overall, the results for cross-wave response consistency are similar to those found by Bignami et al. (2003) : inconsistencies in reporting background characteristics vary across waves for 10-15% of MDICP respondents. 18 In Appendix 2, Table 2 .1 we also show results for reporting consistency within waves, by comparing reports of education, age, and number of children reported on different surveys in the same wave. In addition we compare responses of ownership of a pit latrine with the interviewer's direct observation of the presence of a pit latrine in the respondent's home. Underreporting child mortality 15% 12%
(1,080) (1,149)
Ever used family planning 11% 10%
(1,096) (1,407)
Note: * Education is measured as a three-category variable: 0 = no school, 1 = completed some primary school, 2 = completed some secondary school.
It is important to note that these inconsistencies occurred despite considerable background data checking and verification in the field. For example, in order to identify the correct respondent to interview, interviewers were given background information for each respondent (as reported from previous waves), including age, marital status, and the names of spouses and parents. In addition several background variables were entered into a database during fieldwork and compared with reports from previous waves. These data checks were used to (1) ensure that the correct respondent was interviewed and (2) verify data entry from the previous wave. The discrepancies in reporting of background characteristics across waves are therefore likely due to differences in reporting by respondents.
It is also important to note that our analysis of response reliability is far from an exhaustive investigation of response bias among MDICP respondents. For example, we acknowledge that consistency of responses does not necessarily imply greater accuracy: a respondent could consistently provide inaccurate responses. Such systematically inaccurate responses could be possible for questions of a particularly sensitive nature in surveys, as it has been shown that responses to questions related to sexual activity are often of questionable validity (Mensch, Hewett, and Erulkar 2003; Mensch et al. 2008) , as are more mundane questions about household assets (Miller et al. 2001 ).
Attrition
All longitudinal data collection projects face the inherent problem of sample attrition: the failure to find or reinterview individuals who were surveyed in an earlier wave of the study. In rural sub-Saharan Africa rates of attrition are particularly high (Alderman et al. 2001; Bignami-Van Assche, Reniers, and Weinreb 2003; Maluccio 2000) . Attrition leads to decrease in sample sizes, which can reduce power in statistical analysis. 19 More importantly, however, attrition may bias subsequent analyses if those who leave the sample are substantially and systematically different from those who do not -particularly on unobserved characteristics (Alderman et al. 2001; Fitzgerald, Gottschalk, and Moffitt 1998; Thomas, Frankenberg, and Smith 2000; Ziliak and Kniesner 1998) .
Numerous events can lead to sample attrition, including short-or long-term mobility -whether for work, family or other reasons ( Table 7 shows that the vast majority of sample loss is due to migration. Men are more likely to leave the sample than women, particularly in the southern site; this is often due to marital instability (Anglewicz 2007; Reniers 2003) , combined with the largely matrilocal residential patterns followed in this district. Refusal rates within this study remain remarkably low, due in part to substantial resources allocated to follow-up in the MDICP (Bignami- Watkins et al. 2006; Weinreb, Madhavan, and Stern 1998) . 19 While MDICP interviews all new spouses in each wave, the addition of new spouses does not compensate for the loss of out-migrants. The overall number of out-migrants exceeds the number of in-migrants because individuals leave the MDICP sample area for several reasons (described above), but only enter the sample for one reason: marriage to an MDICP respondent. Also, we find that the characteristics of out-migrants are different from those of in-migrants in some aspects that are relevant to MDICP research (as we indicate below with regards to HIV status). 20 A migration follow-up study was conducted in 2007 in which a team of interviewers attempted to interview all individuals who were interviewed at least once in a prior MDICP wave and had since migrated. This migration study is described in Anglewicz (2007) . While researchers would ideally like to keep levels of attrition as low as possible, the more important issue is whether those who leave the sample vary systematically from those who remain in the sample. Tables 8a and 8b present descriptive comparisons between these two populations. All variables in Tables 8a and 8b come from the 2004 (wave 3) data and are thus limited to those respondents who were successfully interviewed in 2004.
21 Panel A presents the figures for women and Panel B for men. For both men and women, those who leave the sample had fewer children, were less likely to be from the northern site, where divorce is less common (Reniers 2003) , and were less likely to be members of indigenous (African International) churches compared to respondents who were successfully recontacted. Several other differences by recruitment status apply only to men or women. Specifically, women who left the sample were more likely to be younger, to be from Roman Catholic churches, to have achieved higher levels of education, to have used contraception, and to have previously lived outside their current district of residence than are women who were reinterviewed in 2006. Men who left the sample were more likely to be from the southern site and to be Muslims.
HIV status itself is associated with attrition, as shown in Figure 1 . Respondents who were HIV positive in 2004 were less likely to be successfully recontacted in 2006. In 2004, biomarker specimens were analyzed in a laboratory and thus were not available immediately (as they were in 2006, when the MDICP used a rapid test). Although results were available subsequently, about a third of those tested did not receive their HIV test results: some perhaps because they had moved, were sick, had died, or were away temporarily; others perhaps because during the interval between testing and the availability of results they changed their mind. We thus examine attrition by whether or not the respondent was aware of his/her test result. We find that HIVpositive individuals were more likely to be lost to follow-up regardless of whether they received their HIV test results or not, as shown in the lower panel of Figure 1 . Table 9 presents the results of a series of logistic regressions predicting attrition between waves 3 and 4 (2004-06). The first column in this table presents the bivariate relationships between the indicated variables (measured in 2004) and attrition status. Only three variables show an association with attrition, with ever used of contraception and obtaining HIV test results in 2004 (either positive or negative) being associated with a lower likelihood of attrition, while testing positive for HIV in 2004 is associated with higher levels of attrition from the sample. Model II presents the results for all 21 We also examined these relationships for variables we expected to be associated with attrition using the full MDICP sample (that is, adding those who were not interviewed in 2004) and found no substantial differences from the results presented here. predictor variables included simultaneously and shows that those who are somewhat worried about contracting HIV are significantly less likely to be successfully reinterviewed than those who are not worried at all (attrition status is not affected for those who are most worried). In Model III we add the respondent's HIV test results and whether the respondent received their results, both in 2004, each of which is significantly associated with attrition, in the same direction found in bivariate analyses. Model IV includes all predictor variables together with a series of controls, again showing no substantial linkages between these variables and attrition status. The final model presents all predictor variables, HIV status and receipt of testing results in 2004, and all controls. It shows that the respondents' HIV status and receipt of test results remain strong significant predictors of attrition, net of other controls.
In the last set of analyses of attrition, we present in Table 10 a series of ordinary least squares (OLS) and logistic regression models predicting several outcomes of particular interest based on the results presented above. We estimate a global interaction of each of four outcomes by attrition status on each of the predictor variables, and present the coefficients and summary statistics for the models (Alderman et al. 2001; Becketti et al. 1988; Bignami-Van Assche et al. 2003) . Model I predicts a respondent's level of "AIDS worry" as an ordered logistic regression, with "Not worried at all" as the omitted category, "Worried a little" and "Worried a lot" as the other categories. Models II and III are OLS regressions predicting, respectively, the number of people (other than their spouse) with whom the respondent has discussed AIDS and the respondent's reported number of sexual partners. Model IV is a logistic regression predicting whether the respondent has ever used contraception.
The bold-faced rows present the interaction of each of the predictor variables with attrition status. Only two such relationships are statistically significant. Respondents who exited the sample and have some education (as compared to no education) are likely to have talked about AIDS with more people than are those who remained in the sample. There is a similar, albeit weaker, association with having children: respondents who exited the sample and have a greater number of children reported fewer sexual partners than those who remained in the sample. Perhaps more significant are the summary statistics which test the global effect of the attrition interactions in the predicted models. Each of the models' summary statistics indicates that attrition status does not substantially alter any of the relationships considered. In this section we have demonstrated that there are several factors that are differentially associated with respondents' attrition status, which is consistent with attrition analyses for previous waves of MDICP , together with other similar studies (Alderman et al. 2001) . However, in the analyses presented here, while those who left the sample differ in a handful of bivariate characteristics, in multivariate analyses the parameter estimates are largely unaffected by changes in the sample due to attrition. This latter finding differs from Bignami et al. (2003) , who found several gender-specific significant changes in multivariate parameter estimates by attrition status. 22 These differences suggest that the significant relationships between attrition and the model estimates found in the MDICP data were more likely to be due to attrition between initial contact and the first re-recruitment attempts than in subsequent survey waves.
Conclusion
Gratifyingly, our results here are similar in most respects to the earlier analysis by Bignami et al. (2003) of data quality in the MDICP surveys of 1998 and 2001, which we interpret as providing support for the validity of our findings across the 2004 and 2006 waves. Two findings, however, are new. First, we find that although those lost to follow-up are different from those who were reinterviewed in several characteristics, attrition does not substantially alter the results of our multivariate analysis, a result similar to the same type of analysis of the project's longitudinal data in Kenya. Second, in 2004 and 2006 we added new questions to the interviewers' questionnaire, which turned out to be important in our assessment of data quality. Specifically, we found that the interviewers' estimates of whether or not they themselves were HIV positive at the time of the survey influenced some of the respondents' reports, particularly the respondents' perception of risk of whether or not the respondent was worried about becoming infected with AIDS.
Since sensitive questions about HIV risk perception and behavior are central to MDICP research, as to much other research on AIDS, we believe it is important that interviewer effects are investigated further. A useful next step for examining further the association between perceived HIV risk of the interviewer and the respondent would be to administer the interviewer questionnaire before and after fieldwork in order to 22 We also calculated the estimates presented in Table 10 (we do not have Table 13 in this version of the paper) separately for men and women. Consistent with the summarized findings here, and similarly different from the findings of Bignami et al. (2003) , we find no significant changes in the parameter estimates or model fit by attrition status. examine changes in the perceived risk of interviewers over the course of data collection. Also to avoid any potential interviewer effects, preference in hiring should be given to more experienced interviewers, since such individuals are likely to (1) be more skilled at interviewing and (2) be less influenced by the responses of study participants.
Similarly, the analysis of response reliability should be combined with other methods in order to provide a complete representation of the validity of the data. In this research we examine only consistency in responses, which does not allow us to identify cases where individuals misreport systematically. Instead of examining consistency in self-reports, particularly for responses on sensitive topics (like sexual behavior), a more reliable method of evaluating accuracy of reporting could be to compare self-reports with objective measures. Mensch et al. (2008) compare self-reports of ever having sex with STI biomarkers for young women in rural Malawi and find that approximately 8-10% of women who claim never to have had sex are infected with an STI. However, objective measures such as STI infection are rare, are often not available for all sensitive questions, and are often limited in their ability to identify reporting error: for example, in the case above for Mensch et al. (2008) , some of the girls reporting no sexual activity may not test positive for an STI but still be sexually active, a point the authors acknowledge.
Our results highlight the need for analysts to conduct a careful assessment of the quality of data on AIDS-related attitudes and behaviors, and to report those results routinely, as well as the need for readers to be skeptical of results when analyses of data quality are not reported. We demonstrate in our analysis of interviewer effects that the variables that are subject to the most influence by interviewer characteristic are also those that are central to AIDS research, such as marital infidelity, the number of people spoken to about AIDS, and worry about AIDS infection.
This finding emphasizes the importance of going beyond the standard emphasis on the importance of training by conducting systematic research on interviewing techniques, to improve reporting not only on AIDS but on other topics as well. We also encourage more research on ways to assess the validity of responses: while analyses of interviewer effects and response reliability can indicate problematic questions, they cannot resolve many of the questions that they raise.
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