Abstract-Non-negative matrix factorization (NMF) has proved effective in many clustering and classification tasks. The classic ways to measure the errors between the original and the reconstructed matrix are l2 distance or KullbackLeibler (KL) divergence. However, nonlinear cases are not properly handled when we use these error measures. As a consequence, alternative measures based on nonlinear kernels, such as correntropy, are proposed. However, the current correntropy-based NMF only targets on the lowlevel features without considering the intrinsic geometrical distribution of data. In this paper, we propose a new NMF algorithm that preserves local invariance by adding graph regularization into the process of max-correntropybased matrix factorization. Meanwhile, each feature can learn corresponding kernel from the data. The experiment results of Caltech101 and Caltech256 show the benefits of such combination against other NMF algorithms for the unsupervised image clustering.
I. INTRODUCTION
Given a collection of images, the clustering algorithms attempt to group the dataset into multiple clusters such that images in the same cluster are similar to each other in terms of the semantics information. In this process, a good feature extraction method is vital to the clustering performance. Essentially, clustering (e.g. k-means) or classification algorithms (e.g. support vector machines [1] - [4] ) map the low-level image features to semantic information. These algorithms have a variety of applications in different areas [5] - [19] . If the extracted image features can reflect the latent semantic concepts, we believe it can somehow better boost the clustering/classification performance.
Recently, non-negative matrix factorization (NMF) has proven to be a powerful matrix factorization tool for data representation. Matrix factorization decomposes the original matrix X into multiple low-rank matrices, such that their product approximates X. In NMF, X is decomposed into two non-negative matrices H (basis matrix) and W (coefficient matrix). The vectors in H spans a latent semantic space where each basis vector defines a semantic Manuscript submitted to Journal of Computers. topic. By doing so, unlike other matrix factorization methods, such as singular value decomposition, that interpret the data as both additive and subtractive combination of semantics NMF only allows additive relationship. This constraint has proved to be closer to the way how humans perceive and understand the data [20] - [22] . Based on this methodology, we can map the low-level image features into the additive combination of latent semantics for the clustering.
Extensive work has been done to investigate the NMF algorithm for different clustering tasks. Generally, the matrix decomposition is done by minimizing the errors between original and reconstructed matrix using l 2 distance or KL divergence [23] - [25] . One of the concerns is that they are linear similarity measures, which may not be suitable for data with nonlinear structure, like images [26] . A possible solution is to use nonlinear similarity measure to model the error (e.g. kernlized nonlinear mapping [27] , [28] ). Among these nonlinear methods, we are especially interested in the NMF based on maximizing correntropy criterion (MCC). Correntropy is a generalized nonlinear measure between two variables. MCC-based methods have proved effective in many areas, e.g. cancer clustering [29] , face recognition [30] and software defect prediction [31] . Another approach is preserving the geometric structure of data based on the manifold assumption of data distribution. To be more specific, the authors in [32] , [33] exploit the local invariance and encode such geometrical information by constructing a nearest neighbor graph. Thus, at least two factors are included in modeling this process: the distance between X and H * W based on l 2 distance (or KL divergence) at low-level feature space, and the graph regularization. Furthermore, the authors in [34] incorporate such intrinsic geometric information in multiple manifolds.
In this paper, we propose a graph regularized NMF algorithm based on maximizing correntropy criterion for unsupervised image clustering. We can leverage MCC to properly model the errors in low-level feature space. Furthermore, the graph regularization can keep the correct geometric information in our factorization process. To our knowledge, this is the first work that combines MCC and graph regularization in NMF. Meanwhile, our proposed algorithm can self-learn the kernels from the data to evolve for clustering task. The results on two datasets (Caltech101 and Caltech256) shows the supremacy of our proposed algorithm over other variants of NMF algorithms.
The paper is organized into six sections: related work is discussed in Section II. In section III, our proposed model and the convergence proof are explained. The experiment settings are mentioned in Section IV. The results and further discussions are shown in Section V. The last section is the conclusion.
II. RELATED WORK
K-means is perhaps one of the most popular clusteirng algorithms. This algorithm finds the match cluster for each data point by minimizing distance between the data point and existing clusters' centroids. The clusters' centroids are updated at each iteration when a new cluster member is introduced. Similar to Naive Bayes and Gaussian mixture model [35] , [36] that have their own assumption of data distribution, K-means algorithm assumes that data within the same class should also be close to each other in the feature space. One potential concern is that if the dataset properties don't follow such assumptions, the accuracy of the algorithm may be at risk.
To solve the above issue, some methods (e.g. Latent Semantics Indexing (LSI) [37] ) try to map the data into the latent semantics space where each basis axis in such space represents one type of semantic information of the dataset. Thus, we represent each image as a combination of multiple semantics information. Then we can use any clustering or classification algorithm to directly work on these semantic features. In LSI, the coefficients of the combination could be either positive or negative. However, a negative coefficient could be difficult to interpret. Meanwhile, LSI algorithm requires the basis in semantic space to be orthogonal from each other. This property, on one hand, ensures that we will have a unique solution [38] ; on the other hand, it indicates that the semantics basis are distinguished from each other, which, however, is not always the case.
NMF is similar to LSI algorithm in the way that they both map the dataset into the latent feature space. However, the basis in latent feature space are not necessarily orthogonal from each other in NMF. Meanwhile, each basis now corresponds to one topic of the dataset. The key benefit is that we can easily find the category of the image by simply investigating the largest components in the latent space. Furthermore, every element in the two decomposed low-rank matrices are non-negative. This additive combination makes it easier to interpret an image intuitively.
NMF has been investigated heavily for image clustering [23] , [24] , [39] , [40] . The classic NMF mainly targets on minimizing the l 2 distance or KL divergence. One issue with it is that it may not be able to handle the nonlinear data. Different algorithms have been proposed to solve this problem. One way is to use nonlinear distance measure, such as correntropy [29] , [30] , kernelized distance [28] , etc. Another approach is preserving the geometric structure of data based on the manifold assumption. For example, the authors in [32] exploit the local invariance and encode such geometrical information by constructing a nearest neighbor graph. In a similar way, the authors in [41] , [42] incorporate a portion of true labels into the graph-regularized method (i.e. semi-supervised learning). The key ideas are to map samples with same ground-truth labels onto the same point in the semantic feature space. Some other solutions can be found in [43] .
III. ALGORITHMS

A. NMF algorithm
Assuming we have a matrix X ∈ R D×N . NMF allows us to factorize X into two non-negative matrices H ∈ R D×K and W ∈ R K×N , where the product of H * W approximates original matrix X.
Each column in X is a feature vector of the image with D elements. Thus, X represents the whole dataset with N images. Conventionally, we name H as basis matrix such that each column forms a basis vector of the semantic feature space, and W as coefficient matrix. Hence, an image is further represented as the additive combination of weighted basis vectors in semantic space. l 2 norm distance (Equation 1) and Kullback-Leibler (KL) divergence (Equation 2) are two commonly-used measures of the similarity between original matrix X and the product of H and W , where l 2 norm distance is:
and Kullback-Leibler (KL) divergence is:
Based on different similarity measures, we are able to solve the factorization problem by minimizing the errors between X and H * W .
B. MCC algorithm
The authors in [29] propose a new method to quantify the NMF by maximum correntropy criteria (MCC) for cancer clustering. Correntropy measures the generalized similarity between two random variables, x and y, as defined in Equation 3 , where k σ is the kernel function and E[.] is the expectation.
More precisely, correntropy models the expected differences between two random variables after mapping through kernel function. Unlike l 2 distance and KL divergence, such a modelling method can handle the nonlinear cases properly. Without knowing the joint distribution of X and Y , we can simply estimate the expectation by taking a average (shown in Equation 4):
Instead of using l 2 distance or KL divergence as defined Equation 1 and 2, respectively, we try to find the basis matrix H and coefficient matrix W , whose product Y is a well approximation of X, by maximizing their correntropy on a feature-by-feature basis to allow for weighting each feature differently. For each feature, the kernel function can be calculated as:
Hence, the correntropy maximization problem is expressed as:
To simplify the calculations without losing generality, they choose the Gaussian kernel function as k σ (.):
After substituting Equation 7 back into Equation 6, the basis and coefficient matrices can be derived by solving:
Then the convex conjugate function ϕ(.) and auxiliary
⊺ are introduced to solve the above optimization problem based on the Proposition 1. According to the theory of convex conjugate functions, the above optimization problem is equivalent to:
There exists a convex conjugate function of g(z, σ) s.t.
and for a fixed z, the supremum is reached at ̺ = −g(z, σ).
C. GRNMF algorithm
The authors in [32] approach the nonlinear case based on the local invariance assumption [44] , [45] that if two images belong to the same topic, then they should be close to each other in both original (denoted as x n and x m ) and mapped feature spaces (denoted as w n and w m ). To model this intrinsic geometric information, manifold learning theory [44] has proved to be effective by constructing a nearest neighbor graph on the data points. We can think the distribution of images as a graph, where each image is a node. If one image n is one of k nearest neighbors of image m and vice versa, then we can build an edge between these two images with a weight. Hence, we can derive an affinity matrix A where A nm indicates the weight between image n and m. Then, the graph regularization is represented by Equation 10 .
where U is a diagonal matrix and
A nm , and L = U − A is the graph Lapacian.
D. MCCGR NMF algorithm
In this paper, we propose a new method that combines MCC algorithm and GRNMF. MCC algorithm shows good decomposition performance directly on the low-level features while the graph regularization can assist in this factorization process by considering the geometrical information of data. For convenience, we name our proposed method as MCCGR in this paper.
The MCCGR algorithm tries to maximize the problem as defined in Equation 11 , where α is the weight of graph regularizer.
The optimization problem can be solved by Expectation-Maximization-like method. Starting from initial value of H and W , ρ is computed in expectation step (E-step). Conditional on the ρ value, we can update the H and W values in maximization step (M-step). The process is called one iteration. This iterative process stops until it converges.
Optimize ρ: Starting from the estimated H and W from last M-step (or random values in the 1st iteration), ρ of the t-th iteration is computed as:
where
Optimize W , H: Conditional on the new ρ from last step, we compute the new basis and coefficient matrix, denoted as H t+1 and W t+1 respectively, by maximizing the object function:
where diag(.) is the operator that converts a vector into a diagnal matrix. According to the dual objective function, we have:
Thus, the dual problem of Equation 13 can be converted into following optimization problem:
We apply the Lagrange method to solve the optimization problem defined in Equation 15 . Let the elements of matrices Φ = [φ dk ] and Ψ = [ψ kn ] be the corresponding Lagrange multipliers for the non-negative conditions of h dk ≥ 0 and w kn ≥ 0. Then we can express the Lagrange optimization problem as:
The partial derivatives of L w.r.t. H and W are shown in Equation 18 :
Based on Karush-Kuhn-Tucker optimal conditions (φ dk h dk = 0 and ψ kn w kn = 0), we can have:
Hence, the basis matrix H and coefficient matrix W are updated as follows: 
Next, we introduce a lemma that involves auxiliary function. Lemma 1. If G is an auxiliary function of F , then F is non-increasing under the following update rule from iteration t to t + 1:
The proof of the Lemma 1 can be found in [25] . Thus, if we can find an auxiliary function for the objective function O D (Equation 14 ) and an update rule that satisfies Lemma 1, we can show that O D is non-increasing. We use w kn to represent any element in W , and F kn to represent the part of the O D that is only related to w kn . We can derive following two equations:
Lemma 2. The following function is an auxiliary function of F kn which is only relevant to variable w kn :
(25) Proof: Obviously, G(w, w) = F kn (w). Now we show how to prove G(w, w t kn ) ≥ F kn (w). First, we expand the Taylor series of F kn (w) (as shown in Equation 26 ).
, we need to prove that the following relation holds: 25 ) is an auxiliary function for F kn (w), and F kn (w) is non-increasing under this update rule.
In a similar vein, we can show that O D is nonincreasing under the update rule in Equation 19 .
IV. EXPERIMENT SETTINGS
We use two datasets for testing: Caltech101 [46] and Caltech256 [47] . We follow the way in [48] to extract features. First, SIFT algorithm [49] is used to extract the local invariant features of each image in grayscale. Then all SIFT descriptors of both datasets are gathered together to form a dictionary, which is used for vector quantization for all images. Two types of dictionaries are used with different numbers of codewords: 300 and 1000. Thus, each image is represented as an either 300-or 1000-dimension feature vector.
We randomly select K categories and use all images from these K categories to form the testing matrix X. Intuitively, the value of K controls the decomposition of the matrix. Fundamentally, it determines the number of basis vectors that span the latent semantic space. To fully investigate the efficiency of the proposed algorithm, the number of cluster ranges from 1 to 10 for both datasets. We repeat this process 50 times to reduce the potential effect of random errors in experiment results, since the performance of NMF algorithm is affected by the initial values of the iterative process. The H and W are initialized by random values. The output of each algorithm is derived from taking the average of 50 runs.
To evaluate the decomposition performance, we directly apply k-means clustering method to sub-group W into K clusters. Essentially, each column of W with K elements are the new feature vector of one image in the latent semantic spaces after matrix decomposition. K-means will assign each image with a label. We compare the label from k-means to the original ground-truth label to evaluate the clustering results. The performance is measured by accuracy (shown in Equation 31 ). To find the correspondence between the class from ground-truth data and the label by k-means, we use Kuhn-Munkres algorithm [50] . Besides accuracy, we also use normalized mutual information (NMI) as a measure. Mutual information is to measure how close two clusters are. Given a randomly selected image and two clusters of images, C 1 and C 2 , we denote p(C 1 ) and p(C 2 ) as the probability that this image belongs to C 1 and C 2 , respectively, and p(C 1 , C 2 ) as the joint probability that this image is in both clusters at the same time. Then, the mutual information M I(C 1 , C 2 ) is defined as follows:
Similar to [32] , we adopt the normalized mutual information (defined in Equation. 33) by considering the entropy.
where H(C 1 ) is the entropy of C 1 .
V. RESULTS AND DISCUSSIONS A. Parameter selection
One important parameter we need to highlight is the weight of graph regularization (α). α indicates the relative importance of graph regularization in our decomposition process. Thus it's worthwhile to systematically investigate the effects of α on the accuracy.
We vary the values of α in the range of [1, 10000] and fix K = 2 (i.e. two-class clustering). We randomly choose 2 classes of images for testing with different α, and then repeat this process 50 times to reduce the potential effects of randomness in our experiment. The average of the 50 runs can be found in Figure 1 .
In this figure, x-axis in log-scale demonstrates the choice of α, while y-axis indicates the corresponding accuracy. As we can see, the MCCGR algorithm is robust enough to the change of α. The accuracy fluctuates in a small range as α increases from 1 to 10000. We also plot the convergence curves (Figure 2 ) of our proposed MCCGR algorithm for both datasets with different codeword settings. The y-axis shows the objective function value while x-axis means the iteration number. As we can see from the figures, the proposed algorithm converges quickly within less than 100 iterations. In most cases, it needs less than 50 iterations.
B. Convergence study of MCCGR NMF
C. Comparison with other NMF algorithms
We compare our proposed method against 5 other NMF algorithms: the original NMF method with l 2 distance [25] , gradient descent-constrained least squares (GS) [24] , Projected Gradient NMF (PG) [39] , GRNMF and MCC NMF. To make a fair comparison, the initial values of H and W are the same for all algorithms at each run. There are many ways to construct the affinity matrix. Commonly-used ways of graph construction are 0-1 weighting, heat kernel weighting, and histogram intersection kernel weighting. As discussed in [32] , a reasonable weighting method is important to the performance of methods involving graph regularization. We use 0-1 weighting for GRNMF and MCCGR NMF algorithms due to its simplicity. We believe other weighting methods may outperform this one. However, the comparison between weighting schemas is beyond the scope of this paper.
The comparison results of accuracy for K ≤ 10 can be found in Table I and II, and Figure 3 . The NMI results are shown in Table III and IV, and Figure 4 . As to the accuracy, the best value of each K is bold. From the two tables we can see the supremacy of our proposed method. MCCGR outperforms the rest algorithms in most cases when K ≤ 10. As to the cases that MCCGR is not the best, its performance is second to the best. GRNMF and MCC achieve the second best performance next to MCCGR in most cases. The performance of PG drops quickly as K increases. The rest algorithms fall in between MCCGR and PG. If we look further at the results in Figure 3 , when K > 10, an obvious observation is that the accuracy of all algorithms decreases as K increases. However, MCCGR is very robust to the increment of the number of clusters. When it comes to the NMI measure, we can also find that the proposed MCCGR algorithm achieves the best performance among all.
There are several reasons we believe MCCGR is superior:
• Unlike l 2 distance, MCCGR uses nonlinear kernel (correntropy) to measure the reconstructed errors. Similarity measurement based on linear kernel may not be suitable to capture the nonlinear manifold structure of data, like images, as discussed in [26] .
• Compared with other NMF algorithms that also map the features into nonlinear dataspace (e.g. the projected gradient kernel method in [51] ), our MCCGR learns different kernels of different data features. This adaptive process somehow helps MCCGR correctly cluster most images into the right partition. Based on the experiment results of two datasets, the usage of correntropy as similarity measure shows its advantage in image clustering task. • The graph regularizer ensures that the algorithm preserves the local invariant information during factorization. Thus, the NMF on the manifold further improves the selective ability of our proposed algorithm.
VI. CONCLUSION
In this paper, we presented a graph regularized nonnegative matrix factorization method by maximizing the correntropy between the original and the approximated matrices for unsupervised image clustering task. The MCC algorithm can properly model the reconstructed errors in low-level feature space, while the graph regu- larization ensures that the proposed algorithm preserves the local invariance information. We investigated the effects of different parameter selections on the accuracy, proved and demonstrated the convergence of the proposed algorithm, and tested the proposed method against other NMF algorithms on Caltech101 and Caltech256 datasets with multiple feature extraction settings. The average of the 50 repeated runs shows the benefits of using this graph-regularized nonlinear similarity measure for image representation. In future, we will investigate the possibility of our proposed method in medical instrument [52] , mechanical instrument [53] and other related areas [54] - [60] .
