Let ⊆ C n be a domain and k be a holomorphic reproducing kernel on . By the MooreAronszajn characterization, every finite matrix k(Z i , Z j ) is positive semidefinite. We show that, as a direct algebraic consequence, k(Z, U ) satisfies an infinite 2n-parameter family of differential inequalities of which the classic diagonal dominance inequality for reproducing kernels is the order 0 case. In addition, the mixed hemisymmetric partial derivative of k with respect to any pair of homologous variables yields again a holomorphic reproducing kernel on . These results are interpreted in terms of the general theory of reproducing kernels.
Introduction and definitions

Moore positivity and reproducing kernels
A positive definite matrix in the sense of Moore (see e.g. [15, 3] ) is a function k : E × E → C such that for all n ∈ N, (x 1 , · · · , x n ) ∈ E n and (ξ 1 , · · · , ξ n ) ∈ C n ; that is, all finite square matrices M of elements m ij = k(x i , x j ), i, j = 1, . . . , n, are positive semidefinite.
It is easily shown that a positive definite matrix in the sense of Moore enjoys the following basic properties:
∀x, y ∈ E k(x, y) = k(y, x) (conjugate symmetry), ∀x, y ∈ E k(x, x) 0, ∀x, y ∈ E |k(x, y)| 2 k(x, x)k(y, y).
(1.2)
These properties follow immediately from (1.1) respectively by complex conjugation and by consideration of the cases n = 1 and 2. We refer to the last inequality as the diagonal dominance inequality for reproducing kernels. As it implies the previous inequality as the special case y = x, when reference is made to both inequalities in (1.2) we may without loss of generality refer only to the diagonal dominance inequality.
In the case of a finite set E = {1, . . . , n}, the positive matrices in the sense of Moore on E are the positive semidefinite complex n × n matrices A = [a ij ] (note the slight mismatch in terminology). The general properties (1.2) imply respectively the standard facts that positive semidefinite matrices are Hermitian, positive on the main diagonal and satisfy |a ij | 2 a ii a jj , that is, all 1 × 1 and 2 × 2 principal submatrices of A are positive semidefinite (note incidentally that the diagonal dominance inequality in (1.2) does not have the usual meaning of 'diagonal dominance' in matrix theory [12] ).
As the previous example shows, it is meaningless in general to speak of regularity of k since E is not in general assumed to be endowed with any structure, in particular a topology. Thus the diagonal dominance inequality (1.2) holds pointwise everywhere on E independently of any additional structure on E. In particular, diagonal dominance is in no way related to the presence of topological or differential structures on E and is therefore completely independent of the regularity of k.
We stress that the definition of positive definite Moore matrices (1.1) requires that all finite matrices K = [k(x i , x j )] constructed from points in E n for every n are positive semidefinite. In contrast, positive semidefiniteness of all n × n principal submatrices of K for n 2 is sufficient for diagonal dominance. Thus the algebraic requirement in definition (1.1) is much stronger than what is required to ensure diagonal dominance of k. It is therefore reasonable to think that the additional algebraic requirements of positive semidefiniteness of all matrices of order n > 2 should imply additional general properties of k (x, y) .
In this paper we solve this question, showing that for every n each discrete inequality (1.1) indeed implies a general inequality for k(x, y). However, in contrast to the classical cases n = 1, 2, the case for general n has a specifically analytical nature which is only revealed when the space E has a differentiable structure and k(x, y) is appropriately differentiable. In this case, positive semidefiniteness of the matrices involved implies, by straightforward linear algebraic and analytical arguments, that k(x, y) satisfies general multiparameter differential inequalities of which the classical diagonal dominance inequality in (1.2) is the special case of zero smoothness (continuity).
We perform this construction in the context of holomorphic functions of several complex variables to attain full generality while keeping analytic technicalities to a minimum. While weaker differentiability settings are possible (with correspondingly weaker conclusions), this has the advantage that the analytical nature and role of the discrete inequalities (1.1) are completely clarified. The main results do not depend on specific details of the differentiable structure on E; this is only needed to ensure possibility of performing limit procedures on quadratic or quartic combinations of finite difference matrices whose positive semidefiniteness depends critically on matrix algebraic arguments (Propositions 2.1 and 2.2). These matrices would of course still be positive semidefinite in the absence of differentiability, but of course then no analytical interpretation would be possible. In our results, therefore, linear algebra plays a more fundamental role than analysis.
It is well-known that the theorem of Moore-Aronszajn provides an equivalent characterization of positive definite matrices in the sense of Moore as reproducing kernels, in an appropriate Hilbert space. Reproducing kernels are the object of a deep and elegant general theory with an extensive literature and a broad range of applications; see e.g. [15, 3, 14] , or more recent reviews such as the ones by Saitoh [17, 18] or Cucker and Smale [7] and references therein for mainstream applications.
In this paper we shall not make use of the Moore-Aronszajn theorem or the general theory of reproducing kernels but work directly in E using the linear algebraic structure provided by (1.1). See however Section 4, in particular Remark 4.5, for the relation between our results and the general theory of reproducing kernels. We shall only use the Moore-Aronszajn characterization for terminology, referring to positive definite matrices in the sense of Moore simply as reproducing kernels on E.
Holomorphic reproducing kernels
In this paper we shall deal with the case where E is a domain in several complex variables. The definitions and notations current in the literature relevant for holomorphic reproducing kernels are not uniform, sometimes leading to subtle conflicts; see e.g. [2, 8, 13, 14, 18] . Since our results will be constructed ab initio it will be necessary to fix explicitly notation and terminology. The remainder of this section is devoted to this task. We do not claim the results in it to be original; however, proofs are provided when they shed light on the methods used in Section 3.
Throughout this paper n will be an arbitrary but fixed positive integer and ⊂ C n will always be a domain (a connected open set) in C n . * = {z : z ∈ } denotes the complex conjugate domain of (see e.g. [2] ). We will use the following multi-index notation (see e.g. [10] , p. 4): a point in C n will be denoted by an uppercase variable, e.g. Z = (z 1 , . . . , z n ), with z j ∈ C. Similarly, an n-uple of integers M ∈ N n will be denoted by M = (m 1 , . . . , m n ), with m j ∈ N and referred to as a multi-integer. Note that n will always be the same in the vector Z and the multi-integer M. Definition 1.1. A function f : ⊂ C n → C is said to be anti-holomorphic on if there exists a separately holomorphic function g :
for all U = (u 1 , . . . , u n ) ∈ . We define, for every Z ∈ ,
3)
for j = 1, . . . , n. Consequently, the corresponding higher-order differential operators are given by (as well as their higherorder counterparts) may be defined for functions which are not necessarily holomorphic or anti-holomorphic (see e.g. [13] ). It is easy to verify that Analogously, if f : → C is separately antiholomorphic, we will write
of all orders with respect to the variables z i and u j and the order of differentiation is immaterial.
) be an open polydisc in C n whose closure is contained in (respectively * ) and such that Z ∈ D 1 (respec-
. By repeated application of the one-variable Cauchy formula we obtain
where
, and the notation C is used to denote the 2n-fold integration
Continuity of g in × * is ensured by Hartogs's theorem [10, 13] . Fubini's theorem allows differentiation under the integral sign, yielding
for any order of differentiation indexed by the multi-integers M 1 , M 2 . Since
the assertion is proved.
Definition 1.5. Let k :
2 → C be a reproducing kernel on . We say that k is a holomorphic reproducing kernel on if k is sesquiholomorphic on 2 .
Remark 1.6. Holomorphic reproducing kernels on are not holomorphic functions in 2 . In fact, it would not make sense to impose separate holomorphy on reproducing kernels, since the only functions satisfying these conditions are the constant functions. In fact, separate holomorphy of a reproducing kernel k(Z, U ) in both variables implies that
. . , u n ) ∈ and every 0 l n. As a consequence of positive definiteness of reproducing kernels, this in turn implies that
(Z, U ) = 0 for all Z, U ∈ , so that k reduces to a constant in . Thus separately holomorphic reproducing kernels are necessarily trivial. The proof of these statements is defereed to Remark 4.1.
Two results on positive semidefinite matrices
In this section we prove two results on positive semidefinite matrices. The first result admits a stronger version corresponding to the assumption of (strict) positive definiteness in the hypotheses. Although only the semidefinite version is relevant for reproducing kernels and used in Section 3 below, we state it as well for completeness.
Let m and r be positive integers and A be a square matrix of order r(m + 1). In Proposition 2. 
Proof. We first prove (a). Suppose
Proof. Since T is positive semidefinite it is, in particular, Hermitian, and therefore D = B * . Theorem 2.7 in [9] establishes that
Hence, we obtain 
Inequalities for holomorphic reproducing kernels
Let ⊂ C n be a domain and k : 
For R > 0 define R l as the set of all Z ∈ such that Z + H l ∈ whenerever |h| < R. If R is sufficiently small then R l is non-empty. For m|h| < R, m ∈ N, define γ mH l :
We then have the following. . We are required to show that the order r square matrix
is positive semidefinite. 
is positive semidefinite. This finishes the proof. and
Given h ∈ C and the corresponding H l ∈ C n given by 3.1 for l = 1, . . . , n, we define the multi-index finite difference operators
and
Proof. We will show that, for holomorphic g(Z, U ), the identity
holds. This will imply that, for g such that k(Z, U ) = g(Z, U), we have
which is the statement of the lemma. The rest of the proof will be devoted to establishing identity (3.7). For the sake of simplicity, and since the proof of the general case does not imply any significant additional difficulty, we focus on the case n = 1.
It is convenient to recall the following version of the finite increment formula for holomorphic functions (see e.g. [1] , p. 125). Suppose f is analytic on U , D is an open topological disc whose closure is contained in U , C = ND, z and h are complex numbers such that z and z + h are in D. Then
Let ⊂ C be a domain and m 1 , m 2 ∈ N be positive integers. 
Since is a domain, we may suppose that R is sufficiently small that the closure of D 11 (respectively D 21 ) is contained in (respectively * ). Denoting by C 1i = ND 1i (respectively
) the boundary of D 1i for i = 1, . . . , m 1 (respectively the boundary of D 2i for i = 1, . . . , m 2 ) and dζ 1 = dζ 11 · · · dζ 1m 1 (respectively dζ 2 = dζ 21 · · · dζ 2m 2 ), successive applications of formula (3.9) yield, for |h| < R,
For notational ease we denote below the iterated integral sign in (3.10) simply by . Continuity of g and the integral representation (3.10) imply that
(3.11) Successive integrations now yield, by application of Cauchy's integral formula for the first derivative, We now observe that the proof of identity (3.7) for general n > 1 is, in view of the definitions (3.5) and (3.6) of the multi-index finite difference operators, formally identical to the proof for n = 1 by replacing the scalar variables z, u by vector variables Z, U , the integers m 1 , m 2 by the corresponding multi-integers M 1 , M 2 and by using Cauchy's formula for polydiscs in C 2n . This establishes (3.7), concluding the proof.
Theorem 3.4. Let be a domain in
is a holomorphic reproducing kernel on . 
Therefore k M l is a positive definite matrix in the sense of Moore, and consequently a reproducing kernel, on .
Finally, observe that with our notation
showing that k M (Z, U ) is a holomorphic reproducing kernel, as stated.
Corollary 3.5. Let ⊂ C n and k : 2 → C be a holomorphic reproducing kernel on . Then for all Z, U ∈ and all M ∈ N n we have
Proof. Immediate from Theorem 3.4 and the diagonal dominance inequalities (1.2) for reproducing kernels.
Theorem 3.6. Let ⊂ C n and k : 2 → C be a holomorphic reproducing kernel on . Then for all M 1 , M 2 ∈ N n and all Z, U ∈ we have
Proof. It is convenient to define the functions
We will show that
for all Z, U, h where both quantities are defined. This will imply that, for all z, u ∈ and sufficiently small |h| we have, according to Lemma 3.3,
thus establishing the result. We now focus on the proof of inequality 3.17. Given multi-integers , m 22 , . . . , m 2n ), let X 1 and X 2 be the sets of multiintegers defined by
. . , p n ). Let I, J ∈ X 1 and P , Q ∈ X 2 . Expanding binomially the finite difference in 3.15 and using complex conjugate symmetry of k, we obtain
A similar expansion of (3.16) leads to
Hence, we obtain
where α
Let r 1 = (m 11 + 1)(m 12 + 1) · · · (m 1n + 1) = #X 1 and r 2 = (m 21 + 1)(m 22 + 1) · · · (m 2n + 1) = #X 2 . Suppose some order is fixed on both sets X 1 and X 2 and consider the square matrix T partitioned in the block form
with I, J ∈ X 1 and P , Q ∈ X 2 . Notice that T is exactly the matrix whose entries are k(X, Y ) with X, Y ∈ {Z + I h, I ∈ X 1 } ∪ {U + P h, P ∈ X 2 }, where the order induced by those defined on X 1 and X 2 is mantained. Since k is a reproducing kernel, it follows that T is positive semidefinite. We now set ξ I = (−1) |I | M 1 I , I ∈ X 1 and ζ P = (−1) |P | M 2 P , P ∈ X 2 . Direct application of Proposition 2.2 then yields
establishing (3.17) and finishing the proof.
Concluding remarks
Remark 4.1. We now prove the statements in Remark 1.6. Suppose that g(Z, U ): 2 → C is a reproducing kernel on which is holomorphic in each variable. Then, by Lemma 3.1, γ H l (Z, U ) is a reproducing kernel on R for some R > 0 and |h| < R. Proceeding as in Theorem 3.4 and rewriting (3.7) in a convenient way, it follows that
for every l = 1, . . . , n. Since γ H l is a reproducing kernel, γ H l (Z, Z) is real and nonnegative, which implies
We write
Then, proceeding as in Theorem 3.14, we have
and, according to (4.2),
Proceeding as in the proof of Theorem 3.6, we conclude that (Z, U, h) − (Z, U, h) 0. From (4.3) and (4.4) this is easily seen to imply
Reversing the roles of the Z and U variables we obtain by conjugate symmetry
The fact that γ H l (Z, Z) is real implies that the limit in (4.1) is zero. Therefore As our results show, the 2n-parameter family of inequalities on Theorem 3.6 is a direct consequence of both positive-definiteness and sesquiholomorphy of k. Just as the diagonal dominance inequality follows from (1.1) by positive semidefiniteness of all order 2 matrices, inequalities (3.14) are a consequence of positive semidefiniteness of all higher-order matrices coupled with the possibility of performing derivatives by through the appropriate finite difference matrices and limiting procedures.
The differential inequalities (3.14) thus hold for holomorphic reproducing kernels at the same fundamental level as the diagonal dominance inequality of Section 1.1, and should be regarded as basic properties at the level of those in (1.2) for holomorphic reproducing kernels.
Remark 4.4.
It is easily seen that for a fixed domain ⊂ C n the equalities in (3.14) are attained, and thus Theorem 3.6 is sharp. In fact, given a holomorphic φ : → C, the rank 1 reproducing kernel k(Z, U ) = φ(Z)φ(U ) satisfies equality in (3.14) for all M 1 , M 2 ∈ N n .
Remark 4.5. In order to fully appreciate the fundamental nature of our results, it is illuminating to observe that Theorem 3.6 and the corresponding inequalities (3.14) have a straightforward interpretation within the general theory of reproducing kernels. We next offer a brief sketch of the relevant constructions; for details on what follows see e.g. Krein [14] or Saitoh [18] . (4.10) pointwise in and uniformly on compacta (observe again that, since each φ n is holomorphic in , k(Z, U ) is automatically sesquiholomorphic). The general theory [14, 18] shows that this series may be termwise differentiated for all multi-orders M 1 , M 2 ∈ N n and the resulting series have the same convergence properties as the original. This leads to the equality
pointwise in 2 and uniformly on subcompacta. Applying the Cauchy-Schwarz inequality yields the inequalities (3.14).
Both arguments may be reduced essentially to the same: they show that inequalities (3.14) may be interpreted as a Cauchy-Schwarz inequality for the reproducing kernel in H 2 k ( ). Compelling though they are, however, they do not constitute rigorous proofs outside the framework of the abstract theory of reproducing kernels. In particular, both the inner product argument as the construction of the series (4.10) and its convergence properties hinge critically on the above mentioned facts that the Hilbert space representatives {e Z } Z∈ are Fréchet analytic and, moreover, for every M ∈ N n the set {e
k . These delicate questions can only be solved through the abstract theory of reproducing kernels (see [14] ).
With respect to Theorem 3.4, apart from the mentioned questions of convergence, a proof through the general theory of reproducing kernels would require using the Moore-Aronszajn characterization to construct the Hilbert space H k , using the Krein series expansions in H k for the derivatives and then reverting back to via MooreAronszajn to conclude that the series thus constructed defines a new Moore matrix. This state of affairs is unsatisfactory, since in general it is not possible to relate the corresponding Hilbert spaces H k and H k M . Indeed, given a domain ∈ C, it is an exceptional occurrence that a general relationship exists between the Hilbert spaces associated with two distinct holomorphic reproducing kernels on . When such a relation exists, it gives rise in general to a nontrivial relationship between integrals of holomorphic functions on . A rich line of results of this type was initiated with the remarkable generalized isoperimetric inequality of Saitoh [19] , which may be seen as a consequence of constructing this relationship for the case of the Bergman and the Szegö norms on . Another line of results relates estimates of different kernels in certain classes of domains; pioneering work in the case of the Bergman and Szegö kernels was made by Nagel et al. [16] .
The self-contained proofs of Theorems 3.4 and 3.6 clarify all these points. They show that inequalities (3.14) are, as the classical case of diagonal dominance which is the special case M = (0, . . . , 0), an essentially algebraic property characteristic of positivity, depending only on the existence of the involved derivatives for their validity. It is also satisfying, in view of the nonconstructive nature of Moore-Aronszajn theory, to have a direct proof that if k(Z, U ) is a positive definite Moore matrix then every mixed hemisymmetric partial derivative k M (that is, subject to the restriction that for each pair of 'homologous' one-dimensional complex variables z l , u l , l = 1, . . . , n, the order of differentiation is the same) is a positive definite Moore matrix.
Thus, from the abstract point of view of the general theory of reproducing kernels, the 2-parameter family of diagonal dominance inequalities (3.14) is a consequence of the Cauchy-Schwarz inequality in H 2
k . From what has been said there are clear advantages in the direct algebraic-analytical proof constructed in this paper. Remark 4.6. One of the purposes of stating our main results for holomorphic reproducing kernels in C n is to throw a blanket assumption so that differentiability of the kernel does not become a complicating issue. However, as is clear from the proofs presented in Section 3, the proofs of the main results, namely Theorems 3.4 and 3.6, are extremely robust: they depend only on the algebraic properties of positive semidefinite matrices and on the possibility of of performing derivatives through limits of the finite-difference matrices constructed in Section 3.
In the case of domains in R n , it is not difficult to show that the analog of Lemma 3.3 may be proved replacing the Cauchy integral formula by a suitable Lagrangetype mean value. The rest of the results are valid in this context: the linear algebraic structure of the proofs of 3.4 and 3.6 remains unchanged. So, without further details, we state a real version of our results. The slight changes in notation should be obvious. 
Note that by Schwarz's Theorem the order of differentiation in the Theorem 4.7 is immaterial. Remark 4.8. In the case n = 1, the inequalities (3.14) in Theorem 4.7 have been recently shown to play a critical role in providing an integrability condition for positive integral operators in unbounded domains [4] [5] [6] . In fact, the kernel of a continuous positive integral operator on an interval I is a Moore matrix on I ; under the appropriate differentiability assumptions, the same methods as the ones presented in this paper may be used to show that the kernel satisfies the corresponding family of differential inequalities. These inequalities ensure that, for unbounded I , the corresponding integral operator is exceptionally well-behaved: it is compact and thus its spectrum discrete (which is false without the positivity assumption), eigenfunctions have the differentiability of the kernel and satisfy sharp Sobolev bounds, the symmetric mixed partial derivatives are again kernels of positive operators and the differentiated eigenfunction series converge uniformly and absolutely. These facts allow the study of the corresponding eigenvalue asymptotics; again in the study of this problem inequalities (3.14) contribute in a critical way.
