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Based on Latent Dirichlet Allocation
Yoshihiro Kato
abstract
We propose a reports recommender system encouraging students to
learn from the others.The system can search reports that have same sub-
ject by estimating latent topics of learners' reports, and calculates distance
of others' topic distributions based on Latent Dirichlet Allocation (LDA).
The system recommends past others' excellent articles based on similarity
of subject and contents. To be more precise, the system provides articles
that has similar subject to submitted article, and has dissimilar words in an
article. By recommending the reports of same subject with diverse words,
beginners can improve their reports in con guration, expression and orig-
inality. In addition, we show the eectiveness of the proposed method by
a subjects experiment. The proposed method xed number of topics in
LDA. For determining the number of topics, we set 1 for hyperparameters
of LDA and maximize marginal likelihood. We describe some asymptotic of
marginal likelihood to explain the sensitivity and hyperparameters eects.
The number of topics increases monotonically as the hyperparameters in-
creases, the number of topics monotonically decreases as it decreases. We
demonstrate the eciency of the setitng 1 for hyperparameters using sim-
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るシステムとしては，[16{18]などがある．一例としては，Bollacker et al. [16]









テムも近年提案されている [4, 26]．例えば，Huang et al. [26] は，マルコフ
連鎖モデルを用いて学習プロセスをモデル化し，推薦を行うシステムを開発し















































































































Analysis（LSA）[32]，Probabilistic Latent Semantic Indexing（PLASI）[33]








まれるトピックの割合を示すトピック分布  を持つ． に従い文書内のトピッ






3.2 Latent Dirichlet Allocation（LDA） 13
図 3.2.1 LDAのグラフィカルモデル
数，N を文書内の単語数，Z はトピック，k はトピック k が持つ語彙配分，
d は文書 dが持つトピック配分を表す．， は，ディリクレ事前分布のパラ
メータであり，ハイパーパラメータと呼ぶ．トピックモデルにおける文書集合
W とトピック集合 Z = ffzdngNdn=1gDd=1 の事後分布は式（3.1），式（3.2），式
（3.3）で表わされる.
P (W;Z j ; ) = P (Z j )P (W;Z j ); (3.1)





























ここで  () はガンマ関数を表す．V は語彙数，Nkd は文書 d に含まれるト
ピック kの数を示す．Nd =
PK
k=1Nkd を満たす．Nkv はトピック kに割り当
てられた語彙 v の数を示す．Nk =
PV
v=1Nkv を満たす．












ハイパーパラメータ ， は，不動点反復法 [37]を用いて周辺尤度を最大
14 LDAを用いたレポート推薦システム
化することによりデータから推定できる．， は下式により更新される．













v V (	(Nkv + ) 	())
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LDAにおける変分ベイズ法 (Variational Bayes Inference) [27]について
述べる．
LDAの学習は，文書データW が与えられた時の潜在変数 Z の事後分布
を計算することが目的である．しかし直接計算することは困難である．変分
ベイズ法はこの問題を解決するために，確率変数 z; ;  が互いに独立である
と仮定している．この仮定の下で q(z; ; ) = Qz q(z)Qd q(d)Qk q(k) と
p(z; d; k j W )とのカルバックライブラーダイバージェンスを最小化するよ
うに q(z; ; )を求める手法である．しかし，実際には z; ; は互いに独立で
はなく依存関係にある．q を直接求めることが難しいため，変分ベイズ法を用
いて近似し，その下界を最大化することを考える．LDAにおける変分ベイズ
法によるパラメータ推定の裏付けとなる Jensenの不等式は，文書 di が生成さ
れる確率を P (di j ; )とし，文書 di の各単語へのトピックの割り当てを zi
3.3 LDAモデルの学習手法 15
として，以下のように表せる．
logP (di j ; ) = log
Z X
zi




P (; zi; di j ; )Q(; zi j ; )








Q(; zi j ; ) logQ(; zi j ; )d　 (3.8)
ここでQ(; zi j ; )は，P (; zi; di j ; )を近似するために導入された確率
分布であり，互いに独立な項の積で表されていると仮定する．つまり，
Q(; zi j ; ) = Q( j )
niY
l=1
Q(zil j l) (3.9)
と表されると仮定する．ここで，ni は文書 di の長さ，zil は文書 di におけ
る第 l 番目の単語のトピックを表し，l は文書 di における第 l 番目の単語の
トピックを定める多項分布のパラメータである．つまり l; l = 1; :::; ni は，
トピックの総数を K として，K 個のパラメータ l1; :::; lK ; s:t:
P
k lk = 1
の集まりである．LDA 文書モデルにおいて，各文書 di における各単語のト
ピック zi = fzil; :::; zinigを定める多項分布 P (zi j )は，トピックの事前分布
P ( j )に依存している．このため異なる文書におけるトピックの出現確率の
分布 P (zi j ); i = 1; :: を別々に扱うことはできない．しかし変分ベイズ法で
は，Q( j )と Q(zil j l)は互いに独立と仮定する．これはパラメータ推定が
各文書について別々に行われることを意味する．よって，;  も各文書 di ご
とに別々に推定される．これは変分ベイズ法を用いることの利点である．
























































これを最大化するような ;  を求めればよい．lk は，文書 di における第 l
番目の単語のトピックが k となる確率を表すために導入された，変分パラメー
タである．k は，変分法を用いる際に導入したトピックのディリクレ事前分布





































































LDA における崩壊型ギブスサンプリング (Collapsed Gibbs Sampling)
[36] について述べる．LDA に基づく予測には，データが与えられた時の
p(Z j W )を推定すればよい．p(Z j W )に従うサンプルが得られれば，文書 d
におけるトピック kが生成される確率の推定量である ^kd や，トピック kから
語彙 v が生成される確率の推定量である ^kv が計算できる．そこで p(Z j W )
に従うサンプルを得ることが目的になる．崩壊型ギブスサンプリングでは，確




ルを作ることが出来る．すなわち p(zi = j j zni ; w) において異なる j の間で
の相対的な大小関係が分かればよい．zni は，z から i番目の zi を除くという
意味で用いた．
トピック集合 Z は，文書集合W を入力とし，崩壊型ギブスサンプリング
を用いることで効率的に推定できる．文書 dの n番目を生成する単語のトピッ
ク zj，j = (d; n)のサンプリング確率は下式により計算できる．










ここで Nkd は文書 dにおけるトピック k が割り当てられた単語数，Nkw はト
ピック kにおける単語 wの出現回数を表す．Nk はトピックコーパス z におい
てトピック k が表れた回数を示し Nk =
PV
v=1Nkv である．Nd は文書 dに含
まれる単語の数を示し，Nd =
PK
k=1Nkd である．Ndnj は文書 dの n番目の
単語を除いたときの単語の数を表す．式（3.14）は，文書 dでのトピック k の








本節では，第 2 章で紹介した LMS\Samurai”に蓄積された学習者のレ





















KLD(di k m) +
1
2
KLD(dj k m) (3.15)
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m ，文書 di のトピック分布を di =










KLD(wddi k l) + KLD(wddj k l)

(3.16)




l ，文書 di の単語分布を wddi =
[Ndi;v=1=Ndi ; : : : ; Ndi;v=V =Ndi ]，Ndi;v は，文書 di におけるの単語 v の出現






TFIDF（Term Frequency Inverse Document Frequency）による文書間
の類似度にはコサイン類似度を用いる．TFIDFは，文書中に含まれる特徴的








Ndv は文書 dにおける単語 v の頻度，Nd は文書 dにおける単語数，D は文
書数，df(v)は，単語 v が出現する文書数を示す．
項目 di; dj 間のコサイン類似度 (CosSim) は，以下のように表わせる．
CosSim(di; dj) =
TFIDFdi  TFIDFdj
k TFIDFdi kk TFIDFdj k
(3.18)
ここで，TFIDFdi は文書 di の TFIDF 値のベクトルを示し，TFIDFdi =






























ク数毎に算出した F 値の最大値を示す．トピック数K = 4のときの F 値が最






図 3.4.1 各トピック数での F 値の最大値
表 3.1 トピック数４のときトピック分布による分類結果 (再現率・適合率)
主題（レポート数） 再現率 適合率









トピック 1 科学 (0.0216),作業 (0.0176),
科学的管理論 テーラー (0.0176),実践 (0.0101),
　 生産 (0.0076),仕事 (0.0076),
経営 (0.0069), システム (0.0069)
技術 (0.0167),企業 (0.0161),
トピック 2 産業 (0.0139),社会 (0.0116),
産業革命 革命 (0.0115),情報 (0.01074),
　 ベンチャー (0.0104),日本 (0.0093),
精神 (0.0087), 知識 (0.0085)
知識 (0.0133),看護 (0.0083),
トピック 3 ます (0.0083),提供 (0.0073),




トピック 4 システム (0.0094),部門 (0.0083),






































の 2 行目は，あらかじめ他者のレポート集合 Y = fd1; d2; : : : ; di; : : : ; dng を




Y = fd1; d2; : : : ; di; : : : ; dng：他者のレポート集合
output : Z :推薦レポート集合
2: あらかじめ他者のレポート集合 Y を LDAにより分析し，
それぞれ他者レポートのトピック分布 di , を推定する．
3: 推定した を用いて，di のトピック分布 dx を計算する．
4: 式（3:15）を用い dx と Y 中のそれぞれの他者レポートのトピック分布 di
間の距離 TJSD(dx; di)が小さな N 個を集合 Z とする．
5: 式（3:16）を用い,学習者のレポート dx と Z 中のそれぞれ他者レポート di
の単語分布の距離WJSD(dx; di)が大きなM 個を集合 Z とする．
6: Z 中の他者のレポートからレポート評価が高い S 個を集合 Z とする．
7: return Z
る．3 行目は，di を用いて，学習者が作成したレポート dx のトピック分布
dx を推定する．4 行目は，式（3:15）を用い dx と Y 中のそれぞれの他者レ
ポートのトピック分布 di 間の距離 TJSD(dx; di) が小さな順に N 個のレポー
トを集合 Z として抽出する．5行目は，式（3:16）を用い,学習者のレポート
dx と Z 中のそれぞれ他者レポート di の単語分布の距離WJSD(dx; di)が大き
なM 個を集合 Z とする．6行目は，Z 中の他者のレポートからレポート評価
が高い S 個を集合 Z とする．また，本論文では N = 15，M = 10，S = 4と


















































































推薦手法（被験者数） 構成 表現 オリジナリティ
A(7) 2.29(0.49) 2.43(0.245) 2.0(0.0)
B(5) 2.6(0.24) 2.8(0.16) 2.2(0.16)
C(7) 2.86(0.69) 2.86(0.41) 2.29(0.2)
D(6) 2.5(0.25) 2.67(0.222) 2.17(0.14)
E(6) 2.667(0.222) 2.5(0.25) 2.0(0.0)
R(5) 2.2(0.16) 2.2(0.16) 2.2(0.16)
P値（Kruskal-Wallis） 0.61 0.36 0.61
P値 (一元配置分散分析) 0.63 0.59 0.48




推薦手法（被験者数） 構成 表現 オリジナリティ
A(7) 2.43(0.531) 2.71(0.49) 2.0(0.0)
B(5) 4.2(0.16) 4.0(0.0) 3.2(0.16)
C(7) 2.14(0.98) 2.86(0.408) 1.86(0.408)
D(6) 2.5(0.25) 2.67(0.222) 2.17(0.139)
E(6) 2.67(0.222) 3.0(0.0) 2.17(0.139)
R(5) 2.2(0.16) 2.2(0.16) 2.2(0.16)
P値（Kruskal-Wallis） 0.0094 0.0037 0.0045
P値 (一元配置分散分析) 0.00092 0.0025 0.00039
分散比 F値 6.49 5.44 7.44
表 3.6 事前，事後レポートと推薦レポートの単語数の平均値と分散（カッコ内）
単語数
推薦手法（被験者数） 事前レポート 事後レポート 推薦レポート
A(7) 418.57(14903.39) 433.14(14924.41) 299.24(10822.44)
B(5) 446.2(17114.96) 512.4(25703.04) 467.75(9424.62)
C(7) 392.86(11871.84) 414.14(14978.12) 230.78(7510.34)
D(6) 459.67(8138.89) 496.83(5531.14) 387.42(9800.81)
E(6) 414.3(7777.2) 442.7(11285.2) 463.18(42164.59)






5%（p値 0.037），手法 Cに対して有意水準 10%（p値 0.08），手法 Dに対し




推薦手法（被験者数） 事前レポート 事後レポート 推薦レポート
A(7) 240.57(3143.39) 245.71(3208.49) 190.73(3585.27)
B(5) 231.2(2346.96) 252.6(1605.84) 289.65(4202.98)
C(7) 214.14(3073.55) 223.57(4178.95) 147.65(7510.34)
D(6) 242.33(1399.89) 260.83(1211.47) 230.19(3515.84)
E(6) 230.7(2187.6) 241.0(2748.0) 269.06(8333.25)















10%（p値 0.087），Cに対して有意水準 10%（p値 0.083），Dに対して有意水








意水準 5%（p値 0.015），Cに対して有意水準 10%（p値 0.082），Dに対して

































E： 手法 Eは，TFIDF値が高いものを推薦する手法である．手法 Eは修正
箇所が少なかった．手法 Eによって推薦されるレポートも，学習者のレ
ポートとの差異が少なすぎて，修正箇所が少ないと考えられる．















































推薦手法（被験者数） 質問 1 質問 2 質問 3 質問 4 質問 5
A(7) 4.29 (1.06) 3.86(1.55) 3.86(1.84) 2.86(0.98) 3.71(1.63)
B(5) 4.2 (0.16) 4.4(0.24) 4.4(1.44) 4.6(0.24) 3.8(1.36)
C(7) 2.57 (1.67) 3.0(0.86) 2.57(1.67) 3.29(1.35) 4.0(1.14)
D(6) 2.17 (1.14) 3.33(0.89) 3.83(0.81) 2.33(.89) 4.17(1.14)
E(6) 4.0 (1.0) 3.67(0.89) 4.33(0.22) 4.17(0.47) 3.83(2.81)
R(5) 3.0 (0.5) 3.8(1.2) 3.0(1.0) 2(0.5) 3.4(3.3)
p値 (Kruskal-Wallis) 0.0081 0.199 0.048 0.0023 0.96
p値 (一元配置分散分析) 0.0017 0.32 0.066 0.004 0.979










意水準 1% で有意差があった．多重比較の結果，提案手法 B が，手法
Aに対して有意水準 10%（0.09），手法 Dに対して有意水準 10%（p値





























































及されていない．本章で Taddy [41] が提案した周辺尤度を用いてトピック数








































のトピック数とする手法である [36, 41, 44]．データW，トピック Z，トピッ
ク数K としたとき，LDAの周辺尤度 p(W j K;; )は以下のように表せる．
p(W j K;; ) =
X
Z
p(W;Z j K;; ) =
X
Z
p(W j Z;K; )p(Z j K;)
(4.2)
しかし，全ての文書中の単語に対してすべてのトピックのパターンを考慮
する必要があり，解析的に計算出来ない．そこで，zs を p(Z j K;)からの s
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番目のサンプル，S をサンプリング数として，以下のように近似できる．













Steyvers [36]の周辺尤度は，以下のように導ける [36, 46]．
p(w j K) =
SX
s=1
p(w j zs; ;K)p(zs j ;K) (4.4)
=
PS







p(zs j w;;K) = p(w j z










p(w j zs; ;K)
以上より，p(w j K)は，以下のように表せる．
p(w j K) =
PS






































































log p(w j zi;K)  log p(w j zs;K)! (4.6)
Grithsと Steyvers(2004) [36]は，実データ（論文誌 PNAS(Proceedings
of the National Academy of Sciences)の 11年分の論文の概要）を用いて，周
辺尤度（式（4.5））を最大化することによりトピック数の推定を行っている．












































p(W j K)  p(W; ^; 
^) j  H j  12 (2) d2K! (4.10)
ここで，
p(W; ^; ^) =
DY
d=1
MN(wd; ^^)p(Z j )
KY
k=1
p(W j Z; )




















output : W = fwdgDd=1：文書集合
2: for d = 1;    ; D do
3: d  Dir( = 1=K)
4: Nd  Poisson(d;N)
5: end for
6: for k = 1;    ;K do
7: k  Dir( = 1=V )
8: end for
9: for d = 1;    ; D do
10: wd  multinomial(d11 + d11 +   + dKK ; Nd)
11: end for
12: return W = fwdgDd=1
して，文書 dのトピック分布 を生成する [41]．このとき，各文書のトピック
分布が同一にならない様にしている．つまり，各文書で出現しやすいトピック
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が異なる．4行目は，文書 dの単語数 Nd をポアソン分布から生成する．7行
目は，v = 1=V として，トピック k の単語分布 を生成する．このとき，各
トピックの語彙の分布が異なるようにしている．つまり，各トピックで出現し
やすい語彙が異なる．10行目は，文書 dの単語集合 wd を の多項分布から，
各文書における語彙の出現頻度を算出する．
シミュレーションデータ生成に用いた各パラメータ Ktrue，D，V，N の
それぞれの値は，真のトピック数を Ktrue = 5; 10; 20; 30，文書数は，D =
100; 1000，語彙数は，V = 100; 1000; 5000，文書 dに含まれる単語数は，Nd =
100; 300; 1000; 10000とした．ハイパーパラメータ ， は， = 10 4; 1; 104




k = =K，v = =V とした．ただし，変化させるトピック数は，シミュレー




ク数を推定した．シミュレーション結果を表 4.1，表 4.2，表 4.3，表 4.4，表
4.5，表 4.6，表 4.7，表 4.8，表 4.9，表 4.10，表 4.11，表 4.12，表 4.13，表
4.14，表 4.15，表 4.16に示す. 表のタイトルにシミュレーションデータのパラ
メータ（トピック数K，文書数D，語彙数 V，文書 dの単語数Nd）を示した．
例えば，表 4.1はトピック数Ktrue = 10，文書数 D = 100, 語彙数 V = 100，












(Ktrue   K^)2 (4.11)
表 4.1 Ktrue = 10; D = 100; V = 100; Nd = 100
  mse ave logML
0.0001 0.0001 64 2 -4906.38
0.0001 1 56.7 2.5 -2162.14
0.0001 10000 1.6 10 2745.2
1 0.0001 20.1 5.7 2236.22
1 1 16.2 6.2 2572.89
1 10000 20.8 5.6 2161.72
10000 0.0001 64 2 -8213565
10000 1 64 2 -8211382
10000 10000 227.6 24.9 -3275893
表 4.1，表 4.2，表 4.3，表 4.4は，シミュレーションデータのパラメータ
が Ktrue = 10; D = 100; V = 100; Nd = 100; 300; 1000; 10000 の時の結果を
示す．結果からトピック数の推定値は ， が小さい時は過小評価され，大き
い時は過大評価されている． =  = 1のとき真値に近い値を推定している．
Nd が大きくなるに従い ， の値によらず真値に近づくが， =  = 1とし
たときが最も精度が高い． =  = 1ではないとき，真値に近い値を推定して
いる場合もあるが，対数周辺尤度の値が  =  = 1のときの方が高くモデルと
して適当であると考えられる．
表 4.5，表 4.6，表 4.7，表 4.8は，シミュレーションデータのパラメータ
がKtrue = 10; D = 1000; V = 100; Nd = 100; 300; 1000; 10000の時の結果を
示す．表 4.1，表 4.2，表 4.3，表 4.4と比べて，文書数Dが十分に大きい．ト
ピック数の推定値は  =  = 1のとき真値に近い値を推定し，対数周辺尤度の
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表 4.2 Ktrue = 10; D = 100; V = 100; Nd = 300
  mse ave logML
0.0001 0.0001 4.4 8.2 8357.92
0.0001 1 1 9.6 17279.34
0.0001 10000 2.2 11.2 20288.3
1 0.0001 0.4 9.8 24032.58
1 1 0.5 10.3 26978.45
1 10000 0.3 10.1 25647.14
10000 0.0001 62.13 2.13 -8213924
10000 1 62.13 2.13 -8211476
10000 10000 390.25 29.75 -3763964
表 4.3 Ktrue = 10; D = 100; V = 100; Nd = 1000
  mse ave logML
0.0001 0.0001 0.4 10.4 96707.16
0.0001 1 0.8 10.6 102868.8
0.0001 10000 36.1 14.7 95841.09
1 0.0001 0.9 10.3 114804.5
1 1 0.2 10.2 117240.8
1 10000 0.3 10.3 117006.4
10000 0.0001 60.5 2.25 -8213058
10000 1 0.88 9.63 -8206974
10000 10000 357.88 28.88 -6864654
値も大きい．， が小さい時は，データが十分に大きいため真値に近い値を
示しているが対数周辺尤度の値は  =  = 1のときよりも小さい．， が大
きい時は過大評価されている．Nd が大きくなるに従い真値に近い値を推定し
ている場合もあるが， =  = 1としたときが最も精度が高く，周辺尤度の値
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表 4.4 Ktrue = 10; D = 100; V = 100; Nd = 10000
  mse ave logML
0.0001 0.0001 5.5 12.3 13000000
0.0001 1 10.5 13.1 12900000
0.0001 10000 158.5 20.9 12800000
1 0.0001 6 12.4 12700000
1 1 4.7 11.9 12600000
1 10000 5.2 12.2 12900000
10000 0.0001 171.13 22.63 3243604
10000 1 199.75 23.5 3195602
10000 10000 234.88 24.88 804560.7
表 4.5 Ktrue = 10; D = 1000; V = 100; Nd = 100
  mse ave logML
0.0001 0.0001 2.3 10.9 105761.8
0.0001 1 1.2 10.8 120535.5
0.0001 10000 12.1 13.3 125085.5
1 0.0001 11.2 13.2 123559.6
1 1 7.9 12.7 117068.4
1 10000 12.2 13.2 122459.8
10000 0.0001 400 30 -82000000
10000 1 400 30 -82000000
10000 10000 325.75 28 -33800000
が最も高い．
表 4.9，表 4.10，表 4.11，表 4.12は，シミュレーションデータのパラメー
タが Ktrue = 10; D = 100; V = 1000; Nd = 100; 300; 1000; 10000の時の結果
を示す．文書数 D,文書内単語数 Nd に対して語彙数 V が十分に大きく，デー
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表 4.6 Ktrue = 10; D = 1000; V = 100; Nd = 300
  mse ave logML
0.0001 0.0001 8.1 12.5 340487.9
0.0001 1 19.5 14.1 374003.9
0.0001 10000 39.2 16.2 385736.1
1 0.0001 4.9 11.5 386647
1 1 1.2 11 388818
1 10000 7.3 11.7 374803.1
10000 0.0001 400 30 -82000000
10000 1 400 30 -82000000
10000 10000 400 30 -45200000
表 4.7 Ktrue = 10; D = 1000; V = 100; Nd = 1000
  mse ave logML
0.0001 0.0001 12.8 13.2 1267506
0.0001 1 53.3 16.7 1256186
0.0001 10000 90.5 19.5 1231374
1 0.0001 1.2 11 1271244
1 1 1.1 10.9 1275347
1 10000 1.6 11 1316698
10000 0.0001 380.5 29.5 -81900000
10000 1 400 30 -81900000
10000 10000 213.25 15.5 -82100000
タがスパースなためトピック数を推定することが困難である．Nd を大きくし
たとき， =  = 1のとき真値に近い値を推定することができる．
表 4.13，表 4.14，表 4.15，表 4.16は，シミュレーションデータのパラメー
タが Ktrue = 10; D = 1000; V = 1000; Nd = 100; 300; 1000; 10000の時の結
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表 4.8 Ktrue = 10; D = 1000; V = 100; Nd = 10000
  mse ave logML
0.0001 0.0001 292.1 26.9 130000000
0.0001 1 344.1 28.5 131000000
0.0001 10000 376.8 29.4 134000000
1 0.0001 18.2 14.2 132000000
1 1 12.7 13.5 130000000
1 10000 19.1 14.1 133000000
10000 0.0001 221.25 23.75 32300000
10000 1 274 26.25 32900000
10000 10000 215 24.43 15800000
表 4.9 Ktrue = 10; D = 100; V = 1000; Nd = 100
  mse ave logML
0.0001 0.0001 64 2 -77344.8
0.0001 1 64 2 -50309.3
0.0001 10000 64 2 -23591.6
1 0.0001 64 2 -28591.1
1 1 64 2 -28700.8
1 10000 64 2 -28431.4
10000 0.0001 64 2 -8267848
10000 1 64 2 -8240835
10000 10000 385.63 29.63 -3768460
果を示す．文書内単語数 Nd に対して語彙数 V が十分に大きい．表 4.9，表
4.10，表 4.11，表 4.12と比べて文書数 D が十分に大きい．そのためデータが
十分に大きくなり，トピック数の推定値は  =  = 1のとき真値に近い値を推
定し，対数周辺尤度の値も大きい．， が小さい時は，データが十分に大き
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表 4.10 Ktrue = 10; D = 100; V = 1000; Nd = 300
  mse ave logML
0.0001 0.0001 64 2 -73365
0.0001 1 64 2 -45726.2
0.0001 10000 64 2 -20991.9
1 0.0001 64 2 -25719.8
1 1 64 2 -25379.4
1 10000 64 2 -25476.8
10000 0.0001 64 2 -8268732
10000 1 64 2 -8243229
10000 10000 395.13 29.88 -6703947
表 4.11 Ktrue = 10; D = 100; V = 1000; Nd = 1000
  mse ave logML
0.0001 0.0001 64 2 -60704.6
0.0001 1 64 2 -32335
0.0001 10000 18.4 5.8 11435.27
1 0.0001 42 3.6 -6417.37
1 1 33.5 4.3 -6310.1
1 10000 47 3.2 -6390.9
10000 0.0001 64 2 -8271181
10000 1 64 2 -8243468
10000 10000 54.63 2.63 -8287553
いため真値に近い値を示しているが対数周辺尤度の値は  =  = 1 のときよ




表 4.12 Ktrue = 10; D = 100; V = 1000; Nd = 10000
  mse ave logML
0.0001 0.0001 1.4 11 13800000
0.0001 1 4.5 11.9 13900000
0.0001 10000 74 17.2 13400000
1 0.0001 1 10.8 14000000
1 1 1 10.8 13900000
1 10000 0.4 10.4 13800000
10000 0.0001 2.25 11 3770157
10000 1 9.38 11.88 3844194
10000 10000 242 25.25 -1430797
表 4.13 Ktrue = 10; D = 1000; V = 1000; Nd = 100
  mse ave logML
0.0001 0.0001 64 2 -75804.76
0.0001 1 64 2 -46945.88
0.0001 10000 5.2 7.8 14102.81
1 0.0001 40.1 3.7 809.52
1 1 34 4.2 -3606.75
1 10000 40.1 3.7 -1311.37
10000 0.0001 64 2 -82200000
10000 1 61.86 2.14 -82100000
10000 10000 383.29 29.57 -48000000
わかる．， が小さいときトピック数の推定値は過小評価され，逆に大きい
とき過大評価される． =  = 1 のとき，真のトピック数に近づくと予測で
きる．ただし，表 4.9，表 4.10，表 4.11，表 4.13 など語彙 V に対して D や
Nd が小さい時，つまりスパースなデータのときトピック数の推定精度が低く
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表 4.14 Ktrue = 10; D = 1000; V = 1000; Nd = 300
  mse ave logML
0.0001 0.0001 9.9 7.1 32969.81
0.0001 1 0.8 9.4 141949.51
0.0001 10000 0.2 10.2 272744.83
1 0.0001 0.2 10 234043.7
1 1 0.4 10 230855.47
1 10000 0.4 10.4 234436.75
10000 0.0001 51.43 2.86 -82200000
10000 1 40.29 3.71 -82200000
10000 10000 247.57 20.43 -81900000
表 4.15 Ktrue = 10; D = 1000; V = 1000; Nd = 1000
  mse ave logML
0.0001 0.0001 0.7 10.5 1006340
0.0001 1 0.2 10.2 1132611.76
0.0001 10000 0.3 10.3 1283951.12
1 0.0001 0.5 10.5 1230648.13
1 1 0 10 1228410.23
1 10000 0.2 10.2 1241345.34
10000 0.0001 50.71 3 -82200000
10000 1 0 10 -82100000
10000 10000 61.86 2.14 -82200000
なる．Nd，D が大きいとき（つまりデータが十分に大きいとき）， =  = 1
のとき真のトピック数を推定できると考えられる．また， =  = 1のときと
同程度の推定精度となる  と  の組み合わせも確認できるが，周辺尤度の値
が  =  = 1の方が大きいもしくは同程度であるため， =  = 1とするこ
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表 4.16 Ktrue = 10; D = 1000; V = 1000; Nd = 10000
  mse ave logML
0.0001 0.0001 7.8 12.6 141000000
0.0001 1 14.3 13.7 144000000
0.0001 10000 12.2 13.4 141000000
1 0.0001 5.8 12.2 145000000
1 1 6.8 12.4 145000000
1 10000 5.4 12.2 143000000
10000 0.0001 4.86 11.14 42900000
10000 1 5.71 12 42700000





p(W j K;; ) =
X
Z
p(W j Z;K; )p(Z j K;) (4.12)
この周辺尤度は解析的に解くことが困難であるため，これまで周辺尤度の近似
手法が提案されてきた [36, 41, 47]．シミュレーションの結果からトピック数の
推定値はハイパーパラメータの値に非常に敏感になる結果を得た．しかし，こ
れまでハイパーパラメータの値とトピック数の関係について十分な議論はさ





の対数周辺尤度 log p(W j K;; )の漸近解析を行う．本章の漸近解析は，ベ
イジアンネットワークにおける対数周辺尤度の漸近解析 [48,49]を参考にした．
まず式（4.12）の の項 p(Z j K;)， の項 p(Z j K;)をそれぞれ漸近
解析し，トピック数の推定値への影響を総合的に考える．




























































log p(Z j ) の事前分布の項を， の値により場合分けをして漸近解析
する．















= D(K   1) log+O(1)．(4.15)

































































k=1 k = より
















=　K(V   1)log +O(1)
(4.17)
定理 1 から，ハイパーパラメータ  が 1 よりも小さいとき，D(K   1) log
が事前分布項の中で支配的となる．が 0に近づくにつれ，事前分布の項の値
は小さくなるので，トピック zi が出現し難くなる．ハイパーパラメータ  が
1よりも小さいとき，K(V   1)log が事前分布項の中で支配的となる． が
0に近づくにつれ，事前分布の項は小さくなり，語彙 v にトピック z が割り当
てられにくくなる．


































































































































ハイパーパラメータ  の値が 1より大きいとき，K(V 1)2 log 2V が事前分布の
項の中で支配的であり， が増大にするにつれ事前分布の項は単調増加する．
結果として， が増大するにつれ，語彙 v にトピックが割り当てられやすくな
りトピック数が大きくなる．
4.4.2 尤度項の分析












































































Nkd + k   1
2
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(K   1) log (2) 
KX
k=1








































(K   1) log (2)
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こ れ よ り ，PDd=1 PKk=1 log(Nkd + k)  log(Nd +PKk=1 k) の 中 でPK
































































































るにつれ増大するが，PDd=1PKk=1 klog Nd+kNd+ の影響の方が大きいため，
結果として が大きくなるときトピック数は大きくなる．
 が十分に大きくなるとき，対数事後分布の項の中で  の影響が大きくな
り，対数事後分布の項が語彙 v がトピック zi に割り当てられやすくなるよう
に働く．またペナルティー項の中でも  の影響が大きくなるが，語彙 v にト
ピックが割り当てられやすくなる．結果として  を大きくしていくと，トピッ
ク数が大きくなるように働く．

















定理 4. +N， +N が十分大きく，;   1:0のとき，X
Z
logp(W;Z j K;; ) =
X
Z
(log p(Z j ) + log p(W j Z; ))

















































定理 5. +N， +N が十分大きく，，  1:0 のとき，X
Z
logp(W;Z j ; ) =
X
Z
(logp(Z j ) + logp(W j Z; )　)　




























































となる．Nkd > Nd より，logp(Z j ) は小









られにくくなり，結果としてトピック数は小さくなる．ただし，V > Nd のと






働きをする．結果としてPDd=1PKk=1(Nkd + k)log Nkd+kNd+ の影響が強く
トピックを出現させるように働き，結果としてトピック数が大きくなる． が
十分に大きくなるときも同様にして，PKk=1PVv=1(Nkv + v)log Nkv+vNk+ の





























となる．Nkd > Nd より，logp(Z j )は小さくな
り，トピックが出現しにくくなる． が十分大きいとき，KlogV は単調増加


















































  =  = 1のとき，真値に近づく．
 ， が小さいとき，過小評価される．
 ， が大きいとき，過大評価される．
  = 1， が小さいとき，過小評価される．しかし，データ大きくなりす
ぎると真値よりも大きくなる．
  = 1， が大きいとき，過小評価される．しかし，データが大きくなり
すぎると真値よりも大きくなる．
  = 1，が小さいとき，過小評価される．しかし，データが大きくなり
すぎると過大評価となる．

























表 4.17 ラプラス近似，K = 10; D = 100; V = 5000; Nd = 300
  mse ave logML
0.0001 0.0001 64 2 -449491.13
0.0001 1 64 2 -311628
0.0001 10000 64 2 -173814.04
1 0.0001 64 2 -182209.06
1 1 64 2 -180816.73
1 10000 64 2 -182301.68
10000 0.0001 64 2 -8539355.78
10000 1 64 2 -8401968.11
10000 10000 62.13 5.88 -8319741.74
辺尤度を用いたときトピック数を推定することができなかった．表 4.18から，






表 4.18 調和平均，K = 10; D = 100; V = 5000; Nd = 300
  mse ave logML
0.0001 0.0001 400 30 -213497.9
0.0001 1 400 30 -189178.82
0.0001 10000 13.4 6.6 -244429.98
1 0.0001 400 30 -212846.65
1 1 566.67 33.33 -179155.9
1 10000 5.6 9.6 -243781.01
10000 0.0001 400 30 -212583.61
10000 1 400 30 -174454.1
10000 10000 67.4 1.8 -246837.22
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