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1 Introduction
A labour market area (LMA) is a type of functional region (FR) that reﬂects the territ-
orial reality where the supply of and the demand for labour meet at the local level. In
practice, the process of identifying the boundaries between one LMA and the rest typic-
ally involves the analysis of travel-to-work ﬂows between the territorial units (TUs) that
are taken as the building blocks through aggregative procedures that are very diverse in
nature. As such, this type of regions diﬀers from those deﬁned as relatively homogeneous
in terms of a selected group of characteristics.
FRs and the speciﬁc case of LMAs are an object of interest for many public admin-
istrations and there are many international examples of them being identiﬁed oﬃcially
(EUROSTAT and Coombes, 1992; OECD, 2002; Casado-Díaz and Coombes, 2011). The
goal that is pursued in the vast majority of cases (sometimes explicitly and in others,
tacitly) is the deﬁnition of LMAs that are highly integrated in internal terms and deﬁned
by boundaries that separate them from other similarly cohesive areas, with which their
functional links are signiﬁcantly weaker. The aim is therefore the deﬁnition of LMAs com-
posed of TUs that (i) exchange numerous and abundant ﬂows of workers and (ii) that
are relatively self-contained with regard to the other LMAs. The diﬀerences between the
diverse methods used to make this concept operative include many dimensions, such as
whether they are based on the initial deﬁnition of foci around which LMAs are built,
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whether commuting ﬂows are measured in reciprocal terms (from A to B, and from B to
A) or only in one direction (from the hinterland towards a given centre, for example),
whether the ﬂows are taken in absolute (e.g., number of workers commuting from A
to B) or relative terms (e.g., share of workers commuting from A to B or share of
jobs in A ﬁlled by commuters from B), which speciﬁc function is used to measure
the links, and whether the method consists of the application of a series of deﬁnitional
rules, separately devised to reveal the underlying patterns, or is based on a single rule
that is applied from start to ﬁnish (which allows distinguishing between rule-based and
hierarchical methods).
What all the methods share, both those that are simpler and the ones involving more
complicated steps, is the need to exogenously ﬁx values for a broader or smaller set of
parameters. Some examples of well-established oﬃcial methods can illustrate this. The
method used by Statistics Sweden to deﬁne the national set of LMAs (Statistics Sweden,
2010) has a ﬁrst step in which TUs (kommuner) are identiﬁed as potential centres where
(a) the percentage of residents working within the TUs' boundaries exceeds 80% and in
which (b) the maximum outgoing ﬂow to a single destination is less than 7.5% of the
working population (a pair of TUs is grouped if they have each other as destinations of
their largest commuting outﬂows). The rest of the TUs composing the Swedish territory
are then assigned to the destination of their largest outﬂow through a hierarchical process
until all TUs are allocated to LMAs (all of which must include a centre).
The much more complex method used in Italy (ISTAT, 1997) includes (a) the selection
of TUs (municipalities) as potential foci, (b) the consolidation of those potential foci
with strong connections, (c) the assignment of other TUs to form proto-LMAs, and (d)
the ﬁnal identiﬁcation of such LMAs. The diﬀerent steps include, among others, these
parameters: 20% TUs ranking higher in centrality or self-containment are considered
potential foci with a concentration of jobs, two of these potential foci are combined if (i)
the commuting ﬂow from A to B exceeds 10% of the total out-commuting from A, (ii)
commuting ﬂow from B to A exceeds 1% of the total out-commuting from B, and (iii)
the value for the weighted interaction function exceeds 0.2. To be considered a LMA,
a group of TUs must satisfy a double condition: (a) its size must be over 1,000 jobs and
(b) the self-containment level must be at least 75% (at least 75% of the residents must
work locally, which is called supply-side self-containment, and at least 75% of the jobs
must be ﬁlled by local residents, which is called demand-side self-containment).
The ISTAT's method has many similarities with the one that was used in the UK
for the deﬁnition of the national version of LMAs, the Travel-to-Work Areas (TTWAs)
(Coombes et al., 1986), until the revision that followed the dissemination of data from the
Census of Population 2001, when the procedure was largely simpliﬁed (Oﬃce for National
Statistics et al., 2008). TTWAs constitute one of the examples of LMAs with a longer
history and have also been one of the concepts more widely applied in international terms
(Casado-Díaz and Coombes, 2011). In its newer version, this procedure initially assumes
that every TU is a potential LMA. The method then proceeds by iteratively considering
the LMA with the lowest score on the criteria of validity. If that LMA does not fulﬁl
the set criteria, it is dismembered, and its constituent TUs are reassigned to whichever
remaining potential LMAs that score highest on the so-called aggregation criteria (an
interaction index). The criteria of validity are codiﬁed in terms of a linear trade-oﬀ rela-
tionship between self-containment, which is measured as the minimum of both demand-
and supply-side self-containment, and population size, which is in terms of economically
active population; thus, for a given minimum self-containment level (e.g., 70%), a target
population size should be reached (e.g., 25000), and for a given minimum population size
(smaller than the target size, e.g., 3500), a target self-containment level (greater than the
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minimum level, e.g., 75%) should be reached. The method includes therefore the need
for ﬁxing four values: target and minimum values for both self-containment and size (the
speciﬁc values were 66.7-70% and 3,500-25,000 in the last revision).
What the preceding examples of oﬃcial methods show is that deﬁning LMAs in a given
territory involves selecting not only one of the formal procedures available, or creating a
new one (clearly the preferred option given the international experience reviewed in the
references already cited), but also selecting speciﬁc values for the parameters embedded
in those methods. These choices are typically based on what could be called expert
knowledge, which is used in the extensive experimentation phase that characterises the
deﬁnition processes, and is modulated by the opinions/suggestions from central and/or
regional and/or local authorities, and (less frequently) other relevant stakeholders. Those
values are typically updated when LMAs and other related geographies are reconsidered
following the availability of new data through what could be considered a trial and error
method in which territorial changes and the predominant opinion about how they should
be reﬂected in the new boundaries are considered. Examples of these changes are the
modiﬁcations of the self-containment goals in the TTWA updates (Oﬃce for National
Statistics et al., 2008, p. 14) or the changes in the thresholds used to classify a county as
part of a metropolitan area in the USA, where this type of FR constitute the geography
of LMAs in the most populated parts of the country (Oﬃce of Management and Budget,
2000).
This study proposes a general methodology aimed at supporting the decision-making
process with regard to parameter setting in regionalisation methods and, more speciﬁc-
ally, in the procedures used by public administrations for the delineation of their oﬃcial
sets of LMAs.
The structure of this article is as follows. In Section 2, the use of a wrapper model is
proposed, in which a parameter setting algorithm contains or wraps round one speciﬁc
regionalisation algorithm (see Fig. 1). The parameter setting algorithmwhich can be
any form of optimisation, such as a grid search or simulated annealingperforms a search
for a good set of parameters for the regionalisation algorithm by generating candidate
sets of parameters and comparing the ﬁtness values of the regionalisations resulting
from those parameters. Section 3 summarises the two ﬁtness functions that have been
used in this context and our combined proposal. Section 4 describes the two parameter
setting techniques considered in this work: grid-search and genetic algorithm. Section 5
evaluates the proposed methodology by applying the two selected techniques to two
diﬀerent national cases, UK and Sweden, and comparing the resulting regionalisations
with their oﬃcial deﬁnitions of LMAs. This section includes an additional illustration of
how the approach could be equally applied in a restricted context (e.g., when the allowed
range of a speciﬁc parameter is ﬁxed a priori to meet absolutely essential statistical or
policy-making objectives). Section 6 discusses the results and, to conclude, Section 7
summarises the contribution of this study and the limitations of the approach. Some
potential extensions as well as diﬀerent alternatives are also summarised there.
2 Automating parameter setting in regionalisation al-
gorithms
2.1 The wrapper-based strategy
The approach proposed here is related to the literature on wrappers, which was initially
developed by John et al. (1994) and applied in ﬁelds such as parameter setting and
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feature selection in support vector machines, used for classiﬁcation and regression analysis
(Cantú-Paz, 2004; Saeys et al., 2007; Casado Yusta, 2009).
The strategy is based on the combination of two separate algorithms. The parameter-
setting algorithm (the wrapper) is used to tune the regionalisation algorithm, by identi-
fying the set of regionalisation parameters that allows the regionalisation algorithm to
reach the maximum value of a given ﬁtness function. In other words, the wrapper per-
forms a search for the best possible set of parameters for the regionalisation algorithm
by generating sets of parameters, applying that regionalisation algorithm using them
and evaluating the resulting regionalisations through the chosen ﬁtness function. Fig. 1
illustrates the approach.
2.2 Problem formalisation and notation
The result of a regionalisation algorithm A on a regionalisation problem instance I =
(S, T ) is a possible partition P of the base territorial units (TUs) to be divided into
LMAs, where S = {i, j, ...} is the set of N = |S| TUs and T is the matrix of commuting
ﬂows between such TUs so that Tij is the number of residents in TU i that work in TU
j (note that the diagonal of the matrix is not null). For simplicity in the formulation,
we will represent the LMA of a given TU i in partition P as MP,i, the aggregated
commuting ﬂow from a LMA X to another LMA Y as TXY =
∑
∀i∈X
∑
∀j∈Y Tij , the
number of employed residents in LMA Z as OZ =
∑
∀i∈Z
∑
∀j∈S Tij and the number of
jobs as JZ =
∑
∀i∈Z
∑
∀j∈S Tji.
Such an algorithm A has p control parameters, each with an associated domain of
values, and the space of possible sets of parameters (called parameter conﬁgurations), Θ,
is the cross-product of these domains (or a subset if some combinations are not allowed).
The problem addressed in this study (which could be termed parameter setting or
algorithm conﬁguration problem) is to ﬁnd the parameter conﬁguration θ ∈ Θ, for a
given regionalisation algorithm A and a problem instance I, that produces the result
P = A(θ, I) with the highest score on a ﬁtness function f :
arg max
θ
f(A(θ, I)) (1)
The choice of the regionalisation algorithm is not part of the problem (each adminis-
tration/practitioner would be using the method that they consider best), but it is required
to select a ﬁtness function and an optimisation method as the parameter tuner. For the
latter, there are many alternatives, and depending on the problem instance, several of
them would be equally suitable to ﬁnd the optimal parameter setting. However, for the
former, there are few references upon which to base a decision. Section 3 summarises the
dilemma of choosing a suitable ﬁtness function for the problem whilst Section 4 describes
the two alternative methods tested in this work.
3 Choosing a ﬁtness function
The choice of this function is not trivial due to the lack of precedents because the liter-
ature that addresses the deﬁnition of LMAs and other types of FRs has mainly relied on
the use of heuristic, greedy methods that identify a single, relatively good solution, in a
short period of time. This type of algorithm does not require a choice between diﬀerent
solutions and therefore a (global) ﬁtness function is not needed. Moreover, there is little
information that can be useful for the construction of a ﬁtness function in the few quant-
itative analyses devoted to the assessment of a given regionalisation that can be found
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in the literature, as these studies do not have the objective of analysing the optimality
in terms of the main objectives of the ideal deﬁnition of a LMA (inner cohesion and
self-containment), but have concentrated on their behaviour as homogeneous units in
the attribute space (e.g. Cörvers et al., 2009).
In the following two sub-sections, we summarise the two main available ﬁtness func-
tions provided by recent literature, and we propose in sub-section 3.3 an alternative that
combines both of them.
3.1 Inner interaction index
Among the scarce examples of the use of ﬁtness functions in this context, two studies
stand out (Flórez-Revuelta et al. (2008) and Martínez-Bernabeu et al. (2012)), in which
the deﬁnition of LMAs is approached as an optimisation problem subject to several
conditions. In these articles, diﬀerent Genetic Algorithms (GAs) are used to maximise
a certain ﬁtness function subject to the same restrictions used in the TTWA method.
That methodology is presented as an alternative to the greedy approaches that currently
dominate and has proven to succeed in detecting more LMAs with similar or higher
levels of cohesion and self-containment compared to the TTWA method when the same
parameter set is used in both procedures (the preference for detail in this type of exercise
is discussed in Casado-Díaz and Coombes, 2011).
Their ﬁtness function, which we will call the II function (from inner interaction), is
the sum for each TU of an interaction index between that TU and the rest of the region
(LMA) of which it is part of. This function can be expressed as follows:
IIS(P) =
∑
i∈P I
S({i},MP,i \ {i})
N
(2)
where IS , an index that was originally proposed by Smart (1974), measures the interac-
tion between two regions X and Y (in this case, between the region composed of TU i,
denoted by {i} in the equation, and the rest of its LMA). This index was used to guide
the grouping of territorial units in the TTWA method (Coombes et al., 1986):
IS(X,Y ) = IS(Y,X) =
T 2XY
OXJY
+
T 2Y X
OY JX
(3)
Eq. 2 includes a normalisation term N (the number of TUs in the territory) that was
not part of the original deﬁnition. It does not alter the results of using that measure
but allows conﬁning the results in the range of [0..1] (experimentation shows that values
greater than 0.1 are extremely unlikely) and comparing the results between territories
composed of a diﬀerent number of base TUs.
3.2 Modularity quality index
Based on similar premises, addressing the regionalisation problem as an optimisation
one, other authors have presented diﬀerent methods for the delineation of LMAs. Thus,
Fusco and Caglioni (2011) have compared the results from three hierarchical functional
regionalisation methods: two forms of polarised (core-based) functional clustering and a
form of heuristic modularity optimisation through hierarchical aggregation. The latter
is based on the work by Blondel et al. (2008), a fast algorithm for community detection
in large networks, but in this case the search process is guided by the Modularity Q
index, developed by Newman and Girvan (2004) for the detection of communities in
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networks. These communities are groups of nodes with dense connections internally and
sparser connections between groups. In the context of this study, nodes correspond to
TUs and communities to LMAs. That same ﬁtness function and the original methodology
proposed by Newman and Girvan (2004) has also been used by Farmer and Fotheringham
(2012) to perform a recursive spectral bi-partitioning in a divisive hierarchical clustering.
Modularity Q is calculated by a comparison between the fraction of the total com-
muting observed within each community and the expected value of that fraction in a
null model: a mirrored network whose nodes have the same degree distribution as the
real network (each pair of corresponding nodes have the same number of workers) but
with links (commuting ﬂows) that are uniformly distributed among all the nodes. In a
weighted directed network, such is our case, it can be formulated as (Leicht and Newman,
2008):
Q(P) =
∑
M∈P
(
TMM
OP
− OMJM
O2P
) (4)
where the ﬁrst term of the diﬀerence is the actual fraction of commuting comprised within
the LMA and the second term is the expected value for such LMA in the corresponding
null model. The value of Q(P) ranges from −1 to 1, where values higher than 0 indicate
higher than expected modularity. In the community detection literature values over 0.7
are considered to be an evidence of strongly diﬀerentiated communities, but there are no
studies in the context of spatial functional regionalisation.
Despite its potential, the use of Modularity Index Q has been criticised in the context
of community detection by some authors such as Fortunato and Barthelemy (2007), who
warn against a resolution limit, which in large networks would result in an inability
to identify the actual communities if their sizes vary too much, as is typical in real
world data. Moreover, Lancichinetti and Fortunato (2011) have recently shown that
this resolution limit cannot be solved through the introduction of tunable parameters
because modularity suﬀers from two co-existing problems: the tendency to merge small
sub-graphs, which dominates when the resolution is low, and the tendency to split large
sub-graphs, which dominates when the resolution is high (Lancichinetti and Fortunato,
2011, p. 1), even when the actual communities are easily detected by other methods and
visual inspection.
3.3 Inner interaction and modularity combined
There is a lack of evidence on the merits of each of the cited ﬁtness functions or any
other in the context of functional regionalisation and, speciﬁcally, in LMA deﬁnition.
Our preliminary experimentation with both of these functions has shown that none of
them seem to be suﬃcient as the only objective to maximise in this context.
Thus, the parameters that maximised the interaction-based function resulted in very
ﬁne-grained regionalisations with excessively low levels of self-containmentapproximately
50%, which is much below the standard in this ﬁeld according to the literature (Casado-
Díaz and Coombes, 2011)for most of the identiﬁed LMAs. This function produced
good results when it was used by Flórez-Revuelta et al. (2008) and Martínez-Bernabeu
et al. (2012) in a diﬀerent context, in which the function was maximised subject to certain
parameter values set a priori (those used in the UK for their TTWAs). The goal here is
substantially diﬀerent: the identiﬁcation of the most appropriate set of parameters for a
given regionalisation method and problem instance.
With the modularity function, the opposite occured: the highest modularity was
reached for parameters considerably greater than those used in practice, and the resulting
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regionalisations include extremely wide areas where the self-containment was very high
but the levels of inner interaction were noticeably low. All those results were exceedingly
contradictory to what experts have considered appropriate for the past three decades
(Casado-Díaz and Coombes, 2011).
A reasonable approach to this issue seems to be deﬁning a ﬁtness function that oﬀers a
suitable trade-oﬀ between high cohesion levels but low self-containment of the interaction-
based (Eq. 2) results and high self-containment but low cohesion of the modularity-based
(Eq. 4) results. We suggest achieving this goal by (a) appropriately transforming the
interaction index (Eq. 3) and/or (b) combining the resulting formula (Eq. 6) with the
modularity Q, giving place to our proposed ﬁtness function (Eq.7).
Starting with (a), extensive experimentation has shown that a certain transformation
of the interaction index used in Eq. 2 allowed more balanced results, as detailed next.
The value of Smart's interaction index (Eq. 3) is the sum of two products of proportions
(the proportion of residents in X that work in Y by the proportion of jobs in Y that
are held by workers from X, plus the proportion of residents in Y that work in X by
the proportion of jobs in X that are held by workers from Y). The interpretation of this
interaction value is facilitated when it is transformed into a proportion-like dimension by
dividing by two and computing the square root (this is similar to a geometric average):
IR(X,Y ) = IR(Y,X) =
√
IS(X,Y )
2
(5)
This transformation of the interaction index changes the results of the II function (Eq. 6)
by shifting its optimum towards more self-contained regions, although the self-containment
levels are still considerably lower than what is common practice in the ﬁeld.
IIR(P) =
∑
i∈P I
R({i},MP,i \ {i})
N
(6)
To compensate this tendency, we propose to combine Eq. 6 with modularity in a
simple way (Eq. 7) and test it within the general framework we propose.
f(P, I) = II
R(P)
1−Q(P) (7)
We do not claim that this is the ideal ﬁtness function in the context of LMAs delin-
eations. Its use here is merely instrumental, and more research should be conducted on
the suitability of current and other possible ﬁtness functions for the deﬁnition of LMAs
and other forms of FRs. Identifying a consensus on the more appropriate ﬁtness function
is, however, beyond the scope of this study.
4 Choosing a parameter setting algorithm
When the number of parameters to be tuned is small, an exhaustive search technique,
such as grid search, can be applied easily to ﬁnd the best possible set of parameters.
As the number of possible sets to be tested grows dramatically with the number of
parameters and with the size of their domains, stochastic (random) search techniques
might be more time-eﬃcient or eﬀective, however, in ﬁnding the optimal solution or a
better approximation. In this study, we consider one example of each type of search
method: grid search (exhaustive) and genetic algorithm (a form of controlled random
search). The exact methods are discarded because the number of possible solutions in
many cases is so large that the evaluation of all of them is computationally infeasible.
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4.1 Grid search
Grid search is a method that performs an exhaustive search through a manually speciﬁed
subset of the parameter space of the regionalisation algorithm subject to a certain score
function (the ﬁtness function). It implements a regular hyper-dimensional search with
a given step size that deﬁnes the grid. A nested grid search is also possible, in which
the ﬁrst level uses a large step size, and the following levels focus on smaller areas of
the search space with smaller step size, which is a useful strategy to reduce the total
computational time.
4.2 Genetic algorithm
Since their introduction (Holland, 1975; Goldberg, 1989), GAs have been widely used in
many ﬁelds (Coley, 1999; Goldberg, 2006). A GA is a general-purpose method that can
be implemented directly without any knowledge apart from the parameter domain and
the evaluation function.
The speciﬁc scheme of the GA chosen here is as follows. At the start, a population
of Gp possible parameter conﬁgurations is created by generating random values from the
domain of each parameter. The method then iterates over a loop. In each iteration, Gc
new solutions are produced by recombination of the solutions in the population. Each
gene (parameter of the TTWA method) of each new solution has a probability Gm of
being randomly mutated. At the end of each iteration, the Gp solutions with better
scores in the ﬁtness function are selected to form the population of the next generation
(truncation selection). The process is stopped after a certain number Gi of consecutive
iterations without ﬁnding a better solution (stagnation of the search).
Because this is an stochastic technique, the results from one execution to another
can vary if the search gets trapped in a local maximum, and therefore it is advisable
to perform several executions of this technique, apart from choosing a conservative con-
ﬁguration (Gp and Gi suﬃciently large) that increases the chances of ﬁnding the global
optimum.
4.2.1 Crossover operator
The crossover (or recombination) operator helps to explore the search space by combin-
ing the information of previously generated solutions. On each application, this operator
chooses two parent solutions from the current population, with probability proportional
to the ﬁtness ranking of the solutions, and then forms a new one combining the in-
formation of both parents in the following way. For each parameter p, a random number
r ⇐ U(0.0, 1.0) is generated, and the corresponding parameter of the new solution (child)
is calculated as follows:
pchild ⇐ r × pparent1 + (1.0− r)× pparent2 (8)
4.2.2 Mutation operator
The mutation operator is aimed at the introduction of randomness in the search process
to avoid endogamy and improve diversity. It is applied to the new solution created by
each recombination. Each parameter p has a probability Gm of being mutated, by adding
a randomly generated value with a normal distribution centred in the current value of
the parameter. This operation can be formulated as follows:
p⇐ N(p, sp) (9)
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where sp is the step size of the mutation for the given parameter p, to be set depending
on the value domain of that parameter (analogous to the step sizes employed in the grid
search, although the random nature of mutations allow for an unbounded precision level,
i.e., a mutation step size sp = 0.5 allows for changes greater, and lesser, than 0.5).
5 Evaluating the proposal
To explore the suitability of the proposed approach, the selection of methods/case stud-
ies was guided by two conditions: public availability of both a nation-wide commuting
dataset and an exhaustive and unambiguous description of the method's steps. These
conditions led to selecting two contrasting territories and methods: (1) Sweden, with a
base geography composed of 290 TUs (kommuner), and their national concept of LMA,
the Lokala-arbetsmarknader, deriving from a method that requires setting 2 parameters,
and (2) the UK, composed of 10,558 wards, and its national deﬁnition of LMAs, the
so-called Travel-To-Work Areas, resulting from the application of a method that requires
setting 4 parameters.
5.1 Commuting data
For the Swedish case study, we have selected the matrix of origin-destination commuting
from the year 20101. With 290 TUs (kommuner), this dataset is indeed very small and
should not suﬀer from computational restrictions regardless of the method employed as
the parameter tuner.
For the British case study, we have employed the commuting data from the year 20012.
This source includes data on commuting between 10,558 TUs (in this case wards), and
such a number implies a combinatorial explosion of possible regionalisations as well as
longer computing times to calculate each regionalisation.
In both cases, the year chosen allows the comparison of our results with the oﬃcial
sets of LMAs, which are updated annually in the Swedish case and every ten years in
the British case.
Table 1 summarises some relevant indicators for both countries. Compared to Sweden,
the base geography of UK has a ﬁner-grained resolution, with smaller areas (and popu-
lations) and more unbalanced job ratios, with considerably lower self-containment levels.
5.2 Case Study 1: Sweden
5.2.1 Regionalisation algorithm: the Lokala-arbetsmarknader method
The method used by Statistics Sweden to deﬁne the national set of LMAs (Statist-
ics Sweden, 2010) has three steps. The ﬁrst step labels as centres the TUs where (i)
the percentage of residents working within the TU's boundaries(supply-side) self-
containmentexceeds 80% and where (ii) the percentage of residents commuting to
1The commuting data for Sweden were downloaded from Sweden Statistics site
(http://www.statistikdatabasen.scb.se/pxweb/en/ssd/START__AM__AM0207__AM0207L/
AM0207PendlKomA04/?rxid=49c4244c-dfb4-44a9-a663-a36d92ea597d), as well as the of-
ﬁcial deﬁnitions of Lokala-arbetsmarknader (http://www.scb.se/sv_/Hitta-statistik/
Statistik-efter-amne/Arbetsmarknad/Sysselsattning-forvarvsarbete-och-arbetstider/
Registerbaserad-arbetsmarknadsstatistik-RAMS/7899/Lokala-arbetsmarknader-LA/
Forteckning-over-lokala-arbetsmarknader/).
2The commuting data for the UK were downloaded from the UK Data Service site (http://census.
ukdataservice.ac.uk/get-data/flow-data.aspx).
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work(supply-side) dependenceto a single destination is less than 7.5%. The second
step identiﬁes as (double-core) centres every pair of TUs where each one has the other
as the destination of their largest commuting outﬂow, regardless of the conditions in the
ﬁrst step. The third step performs assignment of the rest of the TUs to the centres,
through the hierarchical trees deﬁned by the largest outﬂows of each non-central TU.
Thus, if the destination of largest outﬂow of non-central A is non-central B, and the
destination of largest outﬂow of B is centre C, A is assigned to C. With this process, all
TUs become allocated to a LMA (each LMA identiﬁed by its centre)3.
The two parameters to conﬁgure in this method are the minimum self-containment
(a) and the maximum dependence on a single destination (d).
5.2.2 Grid-search parameter tuning
With only two parameters to optimise, the grid search can be conﬁgured easily. We
start by specifying the domains to explore for each parameter. In this case, we set broad
intervals around the standard value of each parameter: a ∈ [65%, 95%] and d ∈ [1%, 20%].
In both cases, we set the step size to 0.5%.
This resulted in 2379 applications of the LAM method with less than a second of
total computation time. The best ﬁtness value (Eq. 7), 0.372516 (for modularity 0.82145
and inner interaction 0.066512), was obtained for parameter conﬁgurations a × d with
a ∈ {73%, 73.5%, 74%} and d = 8%.
5.2.3 GA-based parameter tuning
For the GA-based search, we used the same domains and the same mutation step sizes
for each parameter than the corresponding step sizes in the grid search. The rest of GA
parameters were set as follows: generations without improvement Gi = 400, number of
solutions in the initial population Gp = 100, probability of mutation Gm = 0.5, and
number of recombinations (new individuals) per generation Gc = 1.
The GA-based search was applied 5 diﬀerent times. This resulted in 3882 applic-
ations of the LAM method that took less than a second to compute. The best ﬁt-
ness value, 0.376556 (for modularity 0.82182 and inner interaction 0.067096), was ob-
tained in all of the applications of the GA, for parameter conﬁgurations in a × d with
a ∈ [74.09%, 74.31%] and d ∈ [7.86%, 7.91%].
5.2.4 Comparison
The GA-based search improved both modularity and inner interaction of the best result
from our grid-search. In order for the latter to ﬁnd the same result, the step size of the
grid-search should be set to 0.1%, and it would evaluate 57491 diﬀerent parameter con-
ﬁgurations, causing considerably more workload than in the GA-based search. Despite
this situation, both techniques can ﬁnd the best possible solution in a reasonable amount
of time and with similar eﬀorts devoted to design each of the experiments.
Figure 2 shows the resulting maps for the case of Sweden. Most of the LMAs' bound-
aries are the same in the three maps. The main diﬀerence between the oﬃcial parameter
conﬁguration and the two calculated in this work are in the divisions of some of the most
populated LMAsparticularly the new LMAs of Uppsala (that stems from Stockholm)
and Helsingborg (that stems from Malmö).
3Unless there are sets of three or more non-central TUs whose largest outﬂows create a loop within
that set. However, this situation does not arise in any of the available commuting datasets for Sweden.
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Table 2 summarises several statistics for the three regionalisations under considera-
tion: the oﬃcial deﬁnition (ﬁrst column) and the two identiﬁed in our approach using
grid search (second column) and GA (third column). These statistics includes several
relevant indicators on the main characteristics that LMAs must fulﬁl (EUROSTAT and
Coombes, 1992; Casado-Díaz and Coombes, 2011): to be self-contained (that implies
having balanced supply and demand, the job ratio) and homogeneous in size, with high
inner interaction and preference for higher detail (number of LMAs). The ﬁrst four data
rows report the values of the TTWA parameters. The rest of rows report, successively,
the ﬁtness value, the number of identiﬁed LMAs, the average inner interaction per TU as
per the two indices considered (Eqs. 2 and 6), the total self-containment of the whole re-
gionalisation (see the note on Table 1), and some quantiles on self-containment, employed
residents, job ratio and area per LMA.
Most of the statistics are very similar for the three regionalisations, namely area and
population quantiles. The oﬃcial parameters achieve higher levels of self-containment
(total and quantiles per TU) but lower values for modularity and (specially) inner inter-
action. The overall gain in the compound ﬁtness function using the GA-based automatic
tuning is considerable (7.9% higher). However, the appearance of a region with minimum
self-containment equal to 64.47% is a concern. It seems that in this case, the chosen ﬁt-
ness function is slightly biased toward more divided regionalisations. This bias might be
a consequence of the resolution limit in the modularity function, as noted in Section 3.
5.3 Case Study 2: United Kingdom
5.3.1 Regionalisation algorithm: the TTWA's method
As stated in Section 1, this procedure is one of the most widely applied internationally
and constitutes the oﬃcial concept of LMA with a longer history of use (Casado-Díaz and
Coombes, 2011). The most recent version of this method has been selected, which was
used for the revision of this set of LMAs after diﬀusion of the data from the British Census
of Population 2001 (Oﬃce for National Statistics et al., 2008). It is noticeable that this
revision includes a signiﬁcant reduction in the number of parameters in comparison with
previous exercises, in part with the aim of reducing the arbitrariness in the decisions.
The remaining parameters to tune are four: om and ot are the minimum and target levels
of employed residents (size) and am and at are the minimum and target levels of self-
containment, which is here calculated as the minimum value of two diﬀerent measures
(Coombes et al., 1986): the so-called supply-side self-containment (the proportion of
localised jobs in a given region held by workers who reside in that region) and demand-
side self-containment (the proportion of employed residents of a given region who work
within the boundaries of that region).
These four parameters are linked in a linear relationship that basically allows a trade-
oﬀ between the self-containment and the size objectives, so that more populated LMAs
can have a self-containment lower than the target level, and vice versa. The parameters
must meet two restrictions for coherence: 0 < am ≤ at ≤ 1 and 0 < om < ot (om must
be strictly lower than ot to avoid divisions by zero in the validity function of the TTWA
method).
5.3.2 Grid-search parameter tuning
With four parameters to optimise, the grid search becomes considerably more complex,
in terms of both the time to design the experiments and the time to compute each of
them, given the combinatorial explosion of possible parameter conﬁgurations. A single
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application of our implementation of the TTWA algorithm to the UK territory takes
approximately 1.5 seconds (depending on the parameter conﬁguration), and so thousands
of applications require hours of computation. In this case, we decided to apply a nested
grid search to reduce the computational demands.
Based on the oﬃcial parameter conﬁguration applied in UK, we set the following
domains to explore in the ﬁrst level of the grid search, with the aim of identifying the
area in the search space that encloses the best possible parameter conﬁguration. For the
self-containment parameters, we set am ∈ [60%, 85%] and at ∈ [65%, 90%], both with
step size 2.5%. We used a diﬀerent way to specify the search domain for the population
size parameters by directly stating the values to check (so that step size is not used):
om ∈ 500, 1000, 2000, ...8000 and ot ∈ 1000, 2000, 4000, ...64000.
This experiment resulted in 1900 applications of the TTWA method that took 30
minutes and 49 seconds to compute. The best ﬁtness value (0.28403) corresponded
to the parameter conﬁguration with am = 0.65, at = 0.7, om = 1000 and ot = 4000.
However, many other parameter conﬁgurations achieved very similar results4. This made
the area to explore in the following grid-search level diﬃcult to identify.
We selected 10% (190) of the parameter conﬁgurations that achieved the best ﬁt-
ness values. From that set, we removed the conﬁgurations for which another conﬁgur-
ation with same values am and at and better ﬁtness score existed. The minimum and
maximum values of each parameter in the remaining selected conﬁgurations were used
to decide the domains to be explored in the second search level: am ∈ [62.5%, 70%]
and at ∈ [67.5%, 77.5%], both with step size 0.5%, and population size domains om ∈
500, 750, 1000, 1500, 2000 and ot ∈ 2000, 2500, 3000, 3500, 4000, 4500, 5000.
This resulted in 10710 applications of the TTWAmethod that took 5 hour, 13 minutes
and 21 seconds to compute. The best ﬁtness value (0.285243) corresponded to the con-
ﬁguration am = 0.68, at = 0.69, om = 1000 and ot = 3500, and again local maxima
with values very close to that one were found at this search level5. Further exploration
could be performed in the domains am ∈ 0.65, 0.69, am ∈ 0.68, 0.7, om = 1000 and
ot ∈ 3500, 4000, but we decided to halt this process here, as we already knew from the
GA-based search results (see below) that the best parameter conﬁgurations were already
left out of the current search scope.
5.3.3 GA-based parameter tuning
As in the Swedish case, we used the same parameter domains as in the grid search. In
the case of the size parameters (om and ot), it was necessary to have diﬀerent step sizes
for each one to ensure a good performance of the procedure, given that the target size
is often rather larger than the minimum size and has greater variability. The mutation
step sizes were set as follows: 0.5% for am and at, 200 for om and 500 for ot.
The rest of the GA parameters were set as follows: generations without improvement
Gi = 1000, number of solutions in the initial population Gp = 200, probability of muta-
tion Gm = 0.5, and number of recombinations (new individuals) per generation Gc = 1.
Gi and Gp were increased with respect to the Swedish case to account for the greater
size and complexity of this case.
We found that there is more sensitivity to the lower values of the parameters ot and
(more specially) om. This ﬁnding is consistent with the greater density of TUs in the
4The 23 best results had am = 0.65, ot = 4000, at ∈ [0.675, 0.9] and om ∈ 500, 1000, 2000. The 74
best results had am ∈ 0.65, 0.675, ot ∈ 1000, 4000, at ∈ [0.65, 0.9] and om ∈ 500, 1000, 2000
5Other representative local maxima where am = 0.66, at = 0.68, om = 1500, ot = 3500 and am =
0.65, at = 0.69, om = 1000, ot = 3500
12
lower ranks of population. Thus, we used powers of two for the initialisation of those
values. The parameter conﬁgurations of the initial population were generated as follows:
am ⇐ U(0.6, 0.85) (10a)
at ⇐ U(0.65, 0.90) (10b)
om ⇐ 2U(9,13) (10c)
ot ⇐ 2U(10,16) (10d)
To ensure that the constraints are fulﬁlled, if at < am then both values are swapped,
if ot < om then both values are swapped, and if om = ot then ot ⇐ ot + 1.
The GA-based search was run 5 diﬀerent times. This resulted into a total of 11574
applications of the TTWA method that took 5 hours, 23 minutes and 20 seconds to com-
pute (1 hour and 5 minutes on average). The best ﬁtness value, 0.287738 (for modularity
0.80379 and inner interaction 0.056458), was obtained in 2 of the 5 runs, for parameter
conﬁgurations (a) am = 0.7037, at = 0.7504, om = 1170, ot = 3700 and (b) am = 0.7036,
at = 0.7652, om = 990, ot = 3700. These numbers could be rounded up to am = 0.7037,
at = 0.765, om = 1000, ot = 3700 and still obtain the same regionalisation, but further
attempts to reduce decimal places resulted into a slightly diﬀerent regionalisation.
Restricted search The oﬃcial deﬁnitions of LMAs might include the need for ﬁxing
a certain value for some of the parameters embedded in the regionalisation method. An
example of this situation in the TTWA case would be ﬁxing a minimum population
size for conducting robust statistical exercises, establishing a network of cost-eﬀective
employment oﬃces, or for education planning related to active unemployment policies,
among other applications.
To illustrate the eﬀects of setting ranges or ﬁxed values to some of the regionalisa-
tion parameters (according to policy-making or other criteria), a second exercise for UK
(called GA restricted) was run by setting a minimum value for employed residents of
3500. We also added an additional restriction by rounding the values om to nearest hun-
dred, ot to nearest thousand and am and at to three decimal places (thus emulating the
limitations of the grid-search and honouring the human preference for rounded values).
The same GA parameters were used, except for the reduced parameter domains and the
step mutation for ot, which was increased from 500 to 1000 to account for the larger
values of that parameter with these settings. The resulting best parameter conﬁguration
was am = 0.674, at = 0.765, om = 3700, ot = 7000, with a ﬁtness value of 0.283767.
5.3.4 Comparison
The unrestricted GA-based search greatly improved both modularity and inner interac-
tion compared to the grid-search, which failed to locate the best area of the parameter
conﬁguration in the ﬁrst search level. This could be solved by setting considerably smal-
ler step sizes in the ﬁrst search level, however that would require considerably more
computational time than the GA-based search.
The reader is reminded that the chosen ﬁtness function and its factors have not been
proven to be the appropriate function to use in this context, so one cannot rely solely
on those values. Table 3 reports the same statistics as in the previous case study (see
Section 5.2.4).
In terms of total self-containment, LMA self-containment, job ratio balance and area
homogeneity, the unrestricted GA results achieve the best scores. The main diﬀerences
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with the oﬃcial parameter values6 are that in the unrestricted GA delineation there are
some smaller LMAs in terms of employed residents although with greater overall self-
containment, while the biggest LMAs have become slightly larger (the maximum values
of area and employed residents increase 4.1% and 16.8%, respectively). The employed
residents of London's LMA increase in the unrestricted GA-based results (from 3.85 M
for oﬃcial parameters to 4.5 M). Because areas have not changed considerably across all
the regionalisations, we can expect similar levels of accessibility (in terms of commuting
cost and time) within each LMA. The improvements in most of the relevant statistics
(notably self-containment and job ratio) may be worth the loss in total inner interaction
(that decreases from 0.060817 to 0.056458, a 7.7%) and the decreased number of LMAs
(from 196 to 175).
The main concern when comparing the unrestricted GA regionalisation with the
oﬃcial one is the presence of both smaller and larger LMAs, which points to a loss in size
homogeneity. When we impose a minimum value for employed residents (3500, the same
as in the TTWA oﬃcial deﬁnition), the proposed methodology with the chosen ﬁtness
function produces results closer to those from the oﬃcial parameters. The number of
LMAs remains similar (196 and 201), as well as the minimum and median ﬁgures for
self-containment, area and employed residents. The maximum area remains similar to
that from the unrestricted GA results although the maximum value of employed residents
is now closer to the oﬃcial results. The only noticeably deterioration from the quality
statistics for the oﬃcial results is a slight decrease in total inner interaction (1.0% for IIS
and 1.8% for IIR). However, the restricted GA results improve total self-containment
(+1.7%) and modularity (+1.4%).
Figure 3 shows the resulting maps for the selected parameter conﬁgurations: oﬃcial,
GA unrestricted and GA restricted. When the oﬃcial deﬁnition of LMAs is compared
to the other two, small diﬀerences and shifts in the LMAs boundaries can be identiﬁed.
However, a general agreement on the main boundaries seems to arise from the three
maps. The most noticeable diﬀerence can be observed in the region of London: in the
unrestricted GA results, London's LMA reaches towards the East up to Southend-on-Sea,
while this coastal region belongs to a diﬀerent LMA (that approximately corresponds to
the county of Essex) in the other two maps. The restricted GA results are closer to
the shape of oﬃcial London's LMA but still considerably bigger, especially towards the
South. Because the three alternative London's LMAs have comparable areas, we can
expect similar average commuting times in the three of them, and we cannot claim that
any of these alternatives are deﬁnitively better than the other.
Summing up, the proposed methodology achieves an overall improvement in the qual-
ity statistics of the results for the oﬃcial (knowledge-based) parameter conﬁguration,
while the resulting regionalisations are comparable in shape and size. In this study case,
between the two parameter setting techniques applied, grid-search (deterministic) and
GA (stochastic), the latter manages to ﬁnd better solutions while requiring less compu-
tational and design time.
It must be noted that many of the smallest areas showed in Fig. 3 correspond to
TUs that are in fact part of LMAs to which they are not contiguous. This result is an
acceptable one from the raw application of the oﬃcial TTWA method, which does not
impose a contiguity restriction during its process but in which a ﬁnal stage of manual
or automatic optimisation can be performed to properly reassign the disconnected TUs
6Please note that the `oﬃcial' set of TTWAs compared here does not correspond to the TTWA's
deﬁnition ﬁnally published (that was subjected to an unspeciﬁed series of modiﬁcations following stake-
holder consultations and geographical contiguity corrections) but to the raw results from applying the
TTWA with the oﬃcial parameter conﬁguration.
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(which is performed as part of the process that leads to the deﬁnition of the oﬃcial set of
TTWAs). This ﬁnal stage of contiguity restriction is not included in this work, although
it could be easily considered either during the GA-based search or in a ﬁnal step, as it is
done in the oﬃcial deﬁnition of TTWAs in the UK.
6 Discussion
Overall, the results described in the previous sub-sections support the validity of the ap-
proach proposed here. For a majority of quality indices, the resulting LMAs score better
than the oﬃcial sets of areas, as shown in Section 5.3.4 and, much more relevantly for
the purposes of this article, the sets of parameters resulting from the empirical exercises
conducted are very similar to those eﬀectively used in the oﬃcial procedures applied
in UK and Sweden to deﬁne their respective national sets of LMAs. The procedure is
therefore able to produce results comparable to those derived from extensive experiment-
ations guided by expert knowledge and modulated from a wide range of inputs from very
diverse sources. Such experimentations involve costly and lengthy processes that in some
cases include decisions that are not subject to transparent and general rules. It must be
recognised, however, that these outcomes could also be an artefact of the datasets used
here, at least partially7.
In more technical terms, it must be acknowledged that when the method to be con-
ﬁgured has three or less parameters, and their domains can be discretised eﬃciently,
either grid search or a stochastic technique will be able to ﬁnd the best solution. How-
ever, for more parameters or larger parameter domains a stochastic technique seems to
be the correct choice.
The GA-based search has shown to be capable of ﬁnding the best solutions, in terms
of the available quality indices, for both study cases. The stochastic nature of the GA-
based search has not been a problem: with little eﬀort on conﬁguring its own parameters,
few repetitions of the procedure allow for an eﬃcient (compared to grid-search) search
were the best known result is the most repeated one. Nevertheless, it must be noted that
an increase in the number of repetitions and the number of iterations without improve-
ment (the termination condition) should be considered in any speciﬁc territory with a
greater number of TUs (the main source of complexity in this problem) to improve the
possibilities of identifying the optimum parameter conﬁguration and ensure an accept-
7This point refers primarily to the appropriateness of the combined ﬁtness function proposed. To
further explore this matter we conducted additional tests in which we used a GA to calibrate the TTWA
method using the alternative ﬁtness functions applied to the cases of the US (Census 2000) and Spain
(Census 2001). Overall, the results conﬁrm our previous ﬁndings (detailed in Section 3): the combined
ﬁtness function proposed in Section 3.3 achieves results that are a reasonable compromise between the
levels of cohesion and self-containment in the identiﬁed LMAs, compared to those deriving from the
application of the ﬁtness functions previously used. Firstly, in the Spanish case the interaction-based
ﬁtness functions yield excessively low minimum values for the self-containment parameter resulting in a
high atomisation of the LMAs identiﬁed. The function based on modularity yields results in the other
extreme, and produces a macro-region around Madrid that is at odds with what is commonly assumed
to be the Madrid labour market. The combined ﬁtness function produces a set of much more balanced
LMAs. Secondly, the US case produces diﬀerent results. Although the parameters estimated using the
interaction functions can be considered to be in the standard range of values, they result in an excessive
fragmentation (e.g. some of the biggest metropolitan areas such as New York are divided into diverse
LMAs). The function based on modularity leads to values over 90% for the self-containment parameter
and the associated set of LMAs includes a relevant number of excessively large regions (10% of LMAs
had area>41,000 km2). The best conﬁguration from the combined ﬁtness function results in a higher
number of LMAs with much more acceptable median and average sizes and where no metropolitan areas
are fragmented. Further details on this additional tests are available from the authors on request.
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able stability in the results. This can be done in a robust manner by applying statistical
techniques to detect the stagnation (convergence) of the search process as in Trautmann
et al. (2009). Among the possible improvements of the search performance are perform-
ing a ﬁne-tuning of the GA parameters (namely the parameter domains, the mutation
step sizes, the stop condition and the number of repetitions) as well as using adaptive
mutation operators (Lobo et al., 2007) and including local optimisers as in a memetic
algorithm (see a review in Moscato and Cotta, 2010).
7 Conclusions
The decision on the appropriate values for the parameters typically embedded in the
methods used for the deﬁnition of functional regions, such as local labour market areas,
in many countries is a critical step that usually relies on the knowledge held by the
experts that conduct such exercises. They normally apply a trial and error procedure
through which parameters are applied and the associated alternative geographies con-
trasted, until a set of areas is assumed to reﬂect well the underlying phenomena and the
image of the functional reality which is tacitly shared by the diﬀerent actors involved in
these processes. However, the resulting scale and the speciﬁc set of boundaries chosen
exert a crucial inﬂuence on the many diﬀerent policy making dimensions in which these
geographies are used in the countries where they are deﬁned, which makes this decision
critical.
In this study, we propose an approach that supports the quantitative calibration
of the methods used to deﬁne LMAs and illustrate it through its application to case
studies of suﬃciently large dimensions and contrasting features so that the results are
examples of real-world applications. In the speciﬁc illustration of the approach developed
here, two alternative procedures (a genetic algorithm and a generic grid search) are
used as wrappers to set the parameters involved in the application of two well-known
instances presented in the literature: the methods developed in the UK and Sweden for
the deﬁnition of their national sets of LMAs. Both regionalisation methods are diﬀerent
in nature (e.g., the Swedish method departs from the identiﬁcation of foci while the
British one does not) and also in the number and characteristics of the parameters that
must be set.
The overall evidence has shown that the parameter sets resulting from the proposed
approach produce LMA conﬁgurations that score better than the oﬃcial delineations of
LMAs in terms of the two indices most used in the literature. A signiﬁcant feature is that
in all cases the parameter values identiﬁed are relatively close to those used in the oﬃcial
methods. This similarity is very relevant for our purpose as it shows the usefulness of
the method, if it is assumed that the existing sets of oﬃcial LMAs conﬁgurations are
the ﬁttest for the territories and functional relations under consideration. However, it
seems fair to recognise that more research is probably needed to incontrovertibly assure
the robustness of the approach, since these results could also be in part an artefact of
the datasets speciﬁcally used in the empirical analyses conducted.
The range of potential uses of the method proposed here is wide, with the cautions
already outlined. It could be a useful tool for assisting oﬃcial delineations' updates
following the availability of new data or the revision of the criteria used and, more signi-
ﬁcantly, a support for starting-up such processes in countries or regions that are new to
this concept. The choice of a speciﬁc set of LMAs against its alternatives has signiﬁcant
implications in statistical and policy-making terms. For this reason, a particularly relev-
ant context for this approach would be the deﬁnition of LMAs in countries with a federal
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structure (where regional interests could be in conﬂict) or to undertake international
exercises such as an European level cross-national deﬁnition of LMAs. The latter is an
example of a potentially controversial case since (a) European countries are very diverse
in terms of spatial units and commuting patterns, (b) many countries have their own
methods and parameter sets, which have historically proven to work well for them, and
(c) other countries do not have any experience. In this context, expert knowledge would
face a very complex decision derived from the wide diversity in terms of territorial reality
and previous experience. Fixing a `technical' set of parameters that ﬁts such a complex
geography as a departing point for further discussions, in the course of which this initial
set could be modiﬁed to introduce many other relevant dimensions, could undoubtedly
contribute to the success of the process. Moreover, the empirical exercises that have been
performed in this study include an example of how the approach is ﬂexible and can adapt
to diﬀerent situations. One such circumstance would be the need for ﬁxing a minimum
value for one of the parameters, as would happen if, for example, there was a need for
setting a minimum population size for the identiﬁed LMAs due to statistical sampling
requirements or employment oﬃces location planning.
It must be noted that our approach does not intend to replace the experts or policy
makers in their task of identifying suitable parameters (that eventually determine the
number and shape of the LMAs) but rather to support their decision-making process
by oﬀering acceptable combinations in terms of the desirable conditions that these geo-
graphies should meet assuming that they can be codiﬁed in logical/mathematical terms
and take the form of a ﬁtness function.
As stated before, the experimentation section of this study has shown how this meth-
odology can address large problems (as is the case of the UK). The application of this
approach to even larger instances such as the whole set of EU countries (something that
has not been attempted until now) might imply days of computation time. However,
such running times should not be an obstacle in a context where obtaining high-quality
solutions is the main priority. Moreover this drawback could be easily alleviated through
the use of parallel computation and the allocation of more computing resources, as the
techniques applied are easily parallelisable.
The method has been validated in two case studies: the UK and Sweden, that un-
derstand LMAs based on diﬀerent criteria. This shows that the proposed methodology
is easily adaptable to any spatial regionalisation technique and concept (such as hous-
ing markets and transportation areas) used either in the administrative or the academic
spheres, by adapting the ﬁtness function accordingly.
Future work should focus on the study of the available ﬁtness functions for spatial
functional regionalisation and eventually the development of a more accurate quality
measure for this concept. Additional lines of work could test the possibility of improving
the GA-based parameter-setting approach in four ways: (i) the ﬁne-tuning of the para-
meters of the GA algorithm itself, (ii) the adjustment of the selection strategies (notably
the truncation scheme selection, which could be a source of premature stagnation caused
by loss of diversity), (iii) the introduction of a local optimisation strategy to reduce the
time needed to reach the ﬁnal solution and, when applied to the speciﬁc problem whose
solution has been illustrated here (the deﬁnition of LMAs), and (iv) the performance of
a comparative analysis of alternative ﬁtness functions.
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Figure 1: Wrapper model for regionalisation algorithms
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Figure 2: Maps for Sweden 2010 LMAs: oﬃcial (bottom), GS (centre) and GA (top)
22
0
20
0
40
0
km
N
Figure 3: Maps for UK 2001 LMAs: oﬃcial (bottom), GA (centre) and GA restricted
(top)
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Table 1: Characteristics of the territorial units for both case studies
Sweden (2010) UK (2001)
Territorial units 290 10,558
TU's Employed residents
- Minimum 1,007 237
- Low decile 2,794 879
- Median 7,067 2,032
- Maximum 434,508 17,725
TU's job ratio
- Minimum 0.405 0.098
- Median 0.909 0.668
- Maximum 1.937 247.163
TU's area (Km2)
- Minimum 8.71 0.13
- Low decile 150.13 1.17
- Median 673.17 4.86
- Maximum 19,371.12 3,320.72
TU's self-containment
- Minimum 13.44% 0.21%
- Low decile 32.62% 12.54%
- Median 64.29% 20.16%
Total Self-Containment 67.43% 23.75%
Modularity (Eq. 4) 0.6513 0.2373
Source: own calculations. Notes: The job ratio is the number of jobs divided by employed
residents of an area. Self-containment represents the minimum between two measures: supply-
side and demand-side self-containment, as deﬁned in Section 1 (one value for each TU). Total
Self-Containment is deﬁned as the proportion of persons who reside and work in the same TU
over the national ﬁgure of employed residents (one value for the whole territory considered).
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Table 2: Parameter estimates and statistics for best obtained results (Sweden 2010)
Oﬃcial Grid-search GA
Parameter estimates
Min. core self-containment a 80.0% 74.0% 74.3%
Max. core dependence d 7.5% 8.0% 7.9%
Statistics of the regionalisations
Number of LMAs 76 89 87
Inner interaction
- IIS (Eq. 2) 0.0060 0.0066 0.0066
- IIR (Eq. 6) 0.0647 0.0665 0.0671
Modularity (Eq. 4) 0.8145 0.8215 0.8218
Fitness value (Eq. 7) 0.3490 0.3725 0.3766
LMA's self-containment
- Minimum 75.95% 64.47% 64.47%
- Low decile 80.42% 78.27% 79.01%
- Median 85.90% 84.72% 85.18%
Total self-containment 92.31% 90.71% 90.75%
LMA's employed residents
- Minimum 1,245 1,211 1,211
- Low decile 2,713 2,775 2,732
- Median 16,768 15,632 15,997
- Maximum 1,197,405 1,050,563 1,050,563
LMA's job ratio
- Minimum 0.886 0.876 0.886
- Low decile 0.943 0.922 0.930
- Median 0.980 0.978 0.978
- Top decile 1.027 1.043 1.042
- Maximum 1.117 1.171 1.171
LMA's area (Km2)
- Minimum 883.23 139.18 139.18
- Low decile 1,356.91 1,072.56 1,068.74
- Median 3,929.85 3,151.44 3,209.80
- Maximum 27,410.03 27,410.03 27,410.03
Notes: see notes in Table 1.
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Table 3: Parameter estimates and statistics for UK 2001 best results
Oﬃcial Grid-search GA GA restric.
Parameter estimates
Min. self-containment am 66.67% 68.00% 70.37% 67.40%
Target self-containment at 75.00% 69.00% 76.50% 73.90%
Min. residents om 3,500 1,000 1,000 3,700
Target residents ot 25,000 3500 3,700 7,000
Statistics of the regionalisations
Number of LMAs 196 211 175 201
Inner interaction
- IIS (Eq. 2) 0.0051 0.0051 0.0046 0.0051
- IIR (Eq. 6) 0.0608 0.0598 0.0565 0.0597
Modularity (Eq. 4) 0.7781 0.7904 0.8038 0.7893
Fitness value (Eq. 7) 0.2741 0.28524 0.28774 0.28357
LMA's self-containment
- Minimum 66.76% 68.02% 70.39% 67.46%
- Low decile 68.56% 69.59% 72.09% 68.55%
- Median 77.29% 77.82% 80.52% 77.38%
Total self-containment 80.94% 82.63% 84.55% 82.62%
LMA's employed residents
- Minimum 3,769 1,267 1,267 4,792
- Low decile 11,889 4,649 4,781 9,589
- Median 64,105 50,599 58,316 52,261
- Maximum 3,850,565 4,077,467 4,499,072 4,157,887
LMA's job ratio
- Minimum 0.798 0.810 0.835 0.810
- Low decile 0.888 0.878 0.900 0.882
- Median 0.967 0.969 0.969 0.964
- Top decile 1.034 1.029 1.027 1.034
- Maximum 1.130 1.134 1.126 1.129
LMA's area (Km2)
- Minimum 151.50 107.71 107.71 145.48
- Low decile 406.75 419.43 581.09 414.49
- Median 1,036.74 986.27 1,204.19 1,004.91
- Maximum 5,061.20 5,061.20 5,271.94 5,281.88
Notes: see notes in Table 1.
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