Abstract. We propose a new definition for abstract syntax (with binding constructions), and, accordingly, for initial semantics and algebraicity. Our definition is based on the notion of module over a monad and its companion notion of linearity. In our setting, we give a one-line definition of an untyped lambda-calculus. Among untyped lambda-calculi, the initial one, the pure untyped lambda-calculus, appears as defined by two algebraic constructions (abs and the unary application app 1 ), together with two algebraic equations which are essentially the β and η rules.
Introduction
Although the lambda-calculus is by now seventy five years old, it still lacks a comprehensive definition. Its standard definition (see e.g. Wikipedia) is quite down-to-earth and requires tedious considerations on free versus bound variables and capture-avoiding substitution. Here we fill these gaps and discover the true nature of untyped lambda-calculi as follows:
-an untyped lambda-calculus is a functor LC from sets to sets: to a set V (of free "variables") it assigns a set LC(V ) of lambda-terms built out from V ; this functor enjoys substitution, which turns it into a monad; -this monad is equipped on one hand with the so-called abstraction: abs is a natural transformation V → abs V : LC(V * ) −→ LC(V ), where V * is obtained by adjoining an element to V ; and on the other hand with the so-called unary application: app 1 is a natural transformation V → (app 1 ) V : LC(V ) −→ LC(V * ); -these natural transformations are compatible with substitution, more precisely they are (right-)LC-module morphisms (see [HM06] ): indeed, both V → LC(V ) and V → LC(V * ) are (right) LC-modules and we say that the latter is the derivative of the former; -these two morphisms abs and app 1 are inverse of each other, as expressed by the familiar β and η rules.
There is a natural category of untyped lambda-calculi, where our theorem asserts the existence of an initial object: the pure untyped lambda-calculus.
Summarizing, we have the one-line definitions:
-an untyped lambda-calculus is a monad over Set equipped with a module isomorphism to its derivative; -the pure untyped lambda-calculus is the initial untyped lambda-calculus.
This looks like a new point of view (for the old point of view, see [Sel96] ) concerning the algebraicity of the lambda-calculus, which appears as defined by two algebraic constructions, abs and app 1 , together with two algebraic equations, β and η, expressing that the two constructions are inverse of each other.
The point of view proposed here can be accommodated at least to model the simply-typed lambda-calculus through a monad on the category Set/T where T is the set of simple types (see [Zsi06] ), or to model β-reduction through a monad on the category of partially ordered sets. This paper is organized as follows. Section 2 gives a succinct account about modules over a monad. In section 3, we develop a simple first-order typed syntax adapted to our needs. A framework for abstract syntax with bindings is introduced in section 4. Section 5 develops the theory of equations for our notion of syntax and presents untyped lambda-calculus as an algebraic theory where the β and η rules appear as algebraic equations. The last section contains some pointers to and comparison with related works.
Modules over monads
We recall only the definition and some basic facts about (right) modules over a monad. See [HM06] for a more extensive introduction on this topic.
Let C be a category. A monad over C is a monoid in the category C → C of endofunctors of C, i.e., a triple R = R, µ, η given by a functor R : C → C, and two natural transformations µ : R 2 → R and η : I → R such that the following diagrams commute:
We say that a natural transformation of right R-modules τ : M → N is linear if it is compatible with substitution:
We take linear natural transformations as morphisms among right modules having the same range D. It can be easily verified that we obtain in this way a category that we denote
There is an obvious corresponding definition of left R-modules that we do not need to consider in this paper. From now on, we will write R-modules instead of right R-modules for brevity.
Example 1. Let us show some trivial examples of modules:
1. Every monad monad R is a module over itself, which we call the tautological module. 2. For any functor F : D → E and any R-module M : C → D, the composition F · M is a R-module (in the evident way). 3. For every object W ∈ D we denote by W : C → D the constant functor W := X → W . Then W is trivially a R-module since W = W · R.
Limits and colimits in the category of right modules can be constructed point-wise. For instance:
Lemma 1 (Limits and colimits of modules). If D is complete (resp. cocomplete), then Mod D (R) is complete (resp. cocomplete).
In particular, we will often make use of the fact that, if the range category D is cartesian, then the category Mod D (R) is also cartesian. For our purposes, one important example of module is given by the following general construction. Let D be a category with finite colimits and a final object * and consider the final functor * : C → D. 
Proposition 1. Derivation yields an endofunctor of Mod D (R). Moreover, if D is a cartesian category, derivation is a cartesian endofunctor of Mod
In the case C = D = Set, the functor M ′ is given by M ′ := X → M (X + * ), where X + * denotes the set obtained by adding a new point to X. Moreover, we have a natural evaluation morphism
which is R-linear. This allows us to interpret the derivative M ′ as the "module M with one formal parameter added". Higher order derivatives have analogous morphisms (that we still denote with eval)
where eval(t, m 1 , . . . , m b ) ∈ M (X) is obtained by substituting m 1 , . . . , m b ∈ R(X) in the successive stars of t ∈ M (b) (X) = M (X + * + · · · + * ). We already introduced the category Mod D (R) of modules with fixed base R and range D. It it often useful to consider a larger category which collects modules with different bases. To this end, we need first to introduce the notion of pull-back.
Definition 3 (Pull-back). Let f : R → S be a morphism of monads and M a S-module. The action
It can be easily verified that pull-back is well-behaved with respect to many important constructions. In particular:
Proposition 2. Pull-back commutes with products and with derivation.
Definition 4 (The large module category). We define the large module category LMod as follows:
-its objects are pairs (R, M ) of a monad R and a R-module M . 
First-order graded syntax
In this section we expose a simple kind of first order syntax, "graded" over a fixed set D, especially tuned for our applications to higher-order syntax (where we will need only the case D = N though). We do not claim any originality of thought for the material in this section.
Definition 5 (D-sets). We call D-set any family of sets indexed by D. We have a category of D-sets, where morphisms are applications preserving the degree.
For each D-set X and d ∈ D, we denote by X d the component of X in degree d.
Definition 6 (D-arities and D-signatures). A D-arity is a finite non-empty list of elements in D. We use a colon to single out this first element of the list. A signature is a family of arities, i.e., a pair
is an arity for every o ∈ O.
Definition 7 (Representation of a D-arity) . Given a D-set M , we define a representation of the arity α = (b : a 1 , . . . , a n ) in M to be an application r :
We also say that r is a construction of arity α in M . : a 1 , . . . , a n ), the following diagram commutes:
where the horizontal arrows come from the representations and the vertical arrows come from f .
Proposition 3. These morphisms, together with the obvious composition, turn Grad
Proposition 4. The category Grad Σ D has an initial object which we call the inductive D-set generated by Σ, and denote byΣ.
As usual, our "syntactic" object Grad Σ D comes with a corresponding recursion and induction principle which we avoid to state explicitly.
Higher-order untyped syntax
In the previous section we have considered constructions without bindings. Here we take N-arities in order to manage constructions with bindings.
Definition 10 (Arity). We define an arity to be a N-arity, namely a nonempty list of integers. We say the arity is raw when the first element of the list is zero. Given an arity (b : a 1 , . . . , a n ), we denote by raw(a) the (raw) arity (0 : a 1 , . . . , a n , 0 b ), where 0 b stands for a list of b zeros.
The difference with the definition in [FPT99] is that our arity provides one more integer whose intended meaning is the number of extra formal arguments of the output of the operation. Definition 12 (Representation of an arity). Given a monad M over Set, we define a representation of the arity α = (b : a 1 , . . . , a n ) in M to be a module morphism r :
We also say that r is a construction of arity α in M . In case b = 0 we say that r is a raw construction in M .
Definition 13 (Flattening a representation of an arity). Given a monad M and a representation r of the arity α = (b : a 1 , . . . , a n ) in M , we define the natural transformation raw(r) :
It is easily checked that raw(r) is a representation of raw(α).
Proposition 5 (Flattening is bijective for arities). Given a monad M and an arity α = (b : a 1 , . . . , a n ) the raw map defined above defines a bijection from the set of representations of α in M to the set of representations of raw(α) in M .
Example 3. A representation of (2 :) in LC is given by the app 0 : LC (2) construction. The associated representation of raw(2 :) = (0 : 0, 0) is the usual app. . . , a n ), the following diagram commutes:
where the horizontal arrows come from the representations and the vertical arrows come from f (it is used here that f * commutes with derivation and products).
