Model predictive control, MPC, is a model-based control philosophy that select control actions by on-line optimization of objective functions. Design methods based on MPC have found wide acceptance in industrial process control applications, and have been thoroughly studied by the academia. Most of the work so far have relied on linear models of different sophistication because of their advantage of providing simple and straightforward implementations. However, when turning to the nonlinear domain, problems often arise as a consequence of the difficulties in obtaining good nonlinear models, and the computational burden associated with the control optimization. In this paper we present a new approach to the nonlinear MPC problem using the recently proposed concept of model-ondemand. The idea is to estimate the process dynamics locally and on-line using process data stored in a database. By treating the local model obtained at each sample time as a local linearization, it is thus possible to reuse tools and concepts from the linear MPC framework. Three different variants of the idea, based on local linearization, linearization along a trajectory and nonlinear optimization respectively, are studied. They are all illustrated in numerical simulations.
Introduction
Model predictive control, MPC, is a family of optimalcontrol related methods that selects control actions by on-line minimization of objective functions. As the name indicates, the methods assume a model of the controlled process and utilize its predictive power to optimize the control. There exist many variants of model predictive control, for instance, dynamic matrix control and extended horizon control. See Garcia et al. Early formulations of MPC used linear models of various sophistication such as step response, impulse response or state-space models, and turned out to be successful in controlling linear and mildly nonlinear processes. The performance degradation and instability noticed in the presence of strong nonlinearities, though, soon motivated the extension to nonlinear models. However, both the difficulties in obtaining a good model of the nonlinear process and the excessive computational burden associated with the control optimization have been serious obstacles to widespread industrial implementations. Various simplifications and approximations based on linearization of the nonlinear process have therefore been proposed, see, for instance, Gattu and Zafiriou [SI. In this paper we instead present the new approach of model-free predictive control, which incorporates the concept of modelon-demand into the GPC framework. This provides an estimator that is better suitable than traditional recursive estimators to cope with nonlinear system dynamics.
The organization of the paper is as follows: Section 2 describes the basics behind modeling-on-demand, Section 3 derives a variant of the GPC setup suitable for the local models. Section 4 illustrates the proposed methods in numerical simulations, and Section 5 , finally, provides some concluding remarks.
Model on Demand
The model-on-demand concept is a "data mining" technology that has been brought up as an alternative to more traditional modeling approaches like neural nets, radial basis networks and wavelets [ll, 9, lo]. Rather than estimating a complex global model covering the entire input-output domain, the idea is instead to model the data belonging to a small neighborhood around the current operating point. This gives the advantage of providing a good fit using a significantly simpler model than the one needed for an acceptable global approximation.
For simplicity and ease of notation we will in this paper restrict ourselves to single-input, single-output processes of NARX type. That is, nonlinear systems governed by the input-output description 
Basics
The model-on-demand philosophy takes advantage of the increasing ability of computers to collect and manipulate large data sets. The basic idea is to store all observed data from the system in a database as pairs { (~( l c ) , cp(lc))},&, and compute models "on demand". Figure 1 , where some commonly used windows are depicted. Note the distinction between this approach and the traditional adaptive (i.e., recursive) identification approach used in GPC. Adaptive estimators are recentdata (i.e., local-in-time) approaches whereas the modelon-demand method represents a relevant-data approach. In the formulation (2), relevance is synonymous with closeness in regressor space, but it is of course also possible to incorporate other quality measures like "smallest variance" or ('most recent data". Note also that no global model is estimated. All recorded data are kept unchanged in the database, and at each time instant the local estimator returns the best available local model given data. This will increase the flexibility and reduce the bias problem associated with global parametric fitting. The price that has to be paid for these improvements, however, is the need for a computationally expensive data set searching procedure. This of course limits the rate at which predictions can be formed.
In principle, it is possible to use any nonlinear model structure as local model in (2). However, if the quadratic L2 norm, e(€) = $c2, is used and the model is linear in the parameters, the parameter estimate can be explicitly computed using simple and powerful weighted least squares. We thus assume the local linear model structure,
as the default choice in the sequel of the paper. If ,80
and ,& denote the minimizers of (2) using the model (3), it is easily realized that an estimate of y(t) (i.e., a one-step-ahead prediction), is given by
(4)
However, it has been shown that it also is possible to enhance the estimate by first estimating higher order derivatives of m(.) from data, and plugging them into an additional optimization step. See Stenman [9] and Stenman et al. [la] for more details around this.
In earlier contributions we have almost exclusively utilized the constant term in the local linear expansion (3) for prediction and simulation. However, it is clear that in a neighborhood of ~( t ) , this model provides an input-output linearization of the form
where A(q-') and B(q-') are polynomials in the backward time-shift operator q-' obtained from the components of 01, and
is an offset term. Some efforts have already been made in the literature to use local models of the form (5) in a control context by using LQ techniques [2] . In Section
Model Tuning
It is well known that the bandwidth parameter h has a critical impact on the quality of the prediction (4), since it governs a trade-off between the bias and variance errors. Methods that use the available data to produce good bandwidths are usually referred t o as bandwidth selectors, and have been thoroughly studied within the statistical literature, see, e.g., Fan and Gijbels [4]. They can roughly be divided into "classical" methods which are based on cross-validation ideas, and "plug-in" methods which rely on minimizing asymptotic MSE expressions [7] . The majority of the bandwidth selectors proposed so far, have been of global type, i.e., they produce a single value that is used over the entire regressor space. However, adaptive (i.e., local) methods, that select bandwidths on-line for each estimation point cp(t), have gained a significant interest in recent years, although the development of them still seems to be an open and active research area. The bandwidth selection problem is beyond the scope of this paper, though. Consult Stenman [lo] for possibilities.
The scaling matrix M that controls the distance function (and hence the shape of the neighborhood) can be optimized in a similar way, although we here only have considered fixed choices. Selecting the scaling matrix is very important, though, especially when the regressor components have very different magnitudes. An obvious default choice, which has been adopted here, is to make it proportional to the inverse covariance matrix of the regressors.
Model Predictive Control
Model predictive control relies upon the predictive power of the process model and can be formulated as follows (81: Given a model description of the form (1) and knowledge of the current system state, seek a control that minimizes the performance index (or cost function)
where Q e ( k ) , Qu(k) and Qau(k) represent penalties on the control error, control signal and control increment magnitudes respectively. Of the N future control actions that minimize J , only the first one is applied to the controlled process. When new measurements become available, a new optimization problem is formulated whose solution provides the next control action. This is usually referred to as the receding horizon principle. Another special feature of the formulation (7) is the presence of the control increment, (8) in the cost function. In some examples, for instance in process control applications, the change rate of the control action may be restricted. Rather than including the actuator dynamics in the model, it is instead a common practice to include penalties on the control increment. An additional advantage with MPC is that it is straightforward to include hard bounds on the control signal magnitude and the control increment, i.e., Optimization of (7) can be quite demanding for large prediction horizons. To decrease the computational complexity it is thus very common t o introduce constraints on the future controls. An often used approach is to assume that the control increments are equal to zero after Nu 5 N steps, i.e., AU(t + k -1) 0, IC > Nu.
(10)
It is well known that this also has the effect of producing less aggressive controllers [SI. The quantity Nu is usually referred to as the control horizon.
Optimization Based on Local Linearizations
The most obvious way of incorporating the model-ondemand approach into the MPC formulation is to optimize the objective (7) based on the local model delivered by the estimator at time t . A similar idea was explored by Gattu and Zafiriou [6] using state-space models, but here we choose to remain in the inputoutput domain.
From the model (3) we obtain an input-output linearization of the form (5). The basic problem is now t o express the output prediction at time t + k as a function of future controls. This can be done similar t o the usual GPC derivation which is included here for the sake of completeness. The key trick [l] is t o introduce the identity 1 = A(q-')Fk(q-') + q-'Gk(q-') ( 
11)
where Fk(q-') and Gk(q-') denote polynomials of degrees k -l and n, -l respectively. Substituting (11) into (5) yields
By partitioning B(q-')Fk(q-') as where degSk(q-') = IC -1 and degSk(q-') = nb -2, the output prediction (12) can be rewritten as
Here the first term depends on future control actions u ( t ) , . . . , u ( t + k -1) whereas the remaining terms (collected into ij(t + k ) ) depend on known quantities only.
By introducing the notations T y e ( $ ( t + l ) . . . $ ( t + N ) )
, For the unconstrained case, the minimizing control sequence U* is thus obtained explicitly by means of ordinary weighted least squares.
For the constrained case, the constraints (9) can be compactly re-formulated as where
We thus obtain a quadratic programming problem which can be efficiently solved using standard numerical optimization software.
Linearization along Trajectories
A drawback with the approach described in the preceeding subsection, is that the predicted future behavior of the process is determined on basis of the inputoutput linearization delivered by the estimator at time t. In this way we have implicitly assumed that the linearization is a valid model along the trajectory we predict. An obvious solution to this problem is to feed the previously optimized control sequence U* to the local estimator and compute the corresponding N-stepahead prediction. Then we will obtain an approximate time-varying local linear model over the future N samples, and the expressions derived in the end of Section 3.1 can be utilized when optimizing the objective function.
At each time instant T = t + 1,. . . , t + N along the hypothesized future trajectory, the local estimator will return a input-output linearization of the form An output predictor associated with this time-varying model can be derived similar to the time-invariant case in Section 3.1. Introduce the identity which can be interpreted as the time-variant counterpart of (11). The coefficients of Ft,k and Gt,k can be determined using repeated polynomial division. For instance, for f1 we have By applying the same procedure on the remainder terms &(q-'), the rest of the coefficients of Ft,k(q-') and G t , k ( q -l ) can be determined. The corresponding output predictor is given by
As in (14) this expression can be partitioned in one part that depends on future control moves and one part that depends on measured data only;
Hence the output predictions can be expressed similar to (16), and the control sequence can be optimized analogously to the derivation in Section 3.1.
An obvious question is of course which input sequence that should be used when determining the time-varying model. A straightforward approach here, though, is to take advantage of the result obtained from the optimization performed at the previous sampling instant.
Another alternative is to use the result from Section 3.1 as an initial value.
N u m e r i c a l Optimization
The most general solution t o the nonlinear MPC problem is perhaps direct optimization of the criterion (7) using nonlinear programming methods. That is, the optimal control sequence is determined using a constrained numerical optimization routine, that at each iteration simulates the system given the current value of U (that is, computes an N-step-ahead prediction), and then updates it in a direction such that the value of the performance index J decreases.
It is known that more accurate results could be obtained if the optimization routine is provided with gradient information. F'rom (19) we have that
The gradient of J with respect to U can thus be estimated from the local models obtained along the simulated trajectory.
A major problem with the general optimization formulation, though, is that the optimization typically will be very complex and time-consuming for large control horizons Nu. We will most likely also get the problem with local minima.
A Simple Example
To illustrate the proposed methods in simulations we will consider the nonlinear system Figure 2. A simulation using the same parameter values but the controller of Section 3.2 is shown in Figure 3 . We see that the second controller gives a much better result. Since this controller uses linear models of the plant along the predicted future trajectory, it is aware of that the gain of the system will decrease as the output magnitude increases. Therefore it is more restrictive in its use of control energy as the output approaches the setpoint. 
Conclusions
This paper has presented the promising concept of model-free predictive control, which combines the idea of model-on-demand with established and well-known MPC techniques. The proposed method is model-free in the sense that no global model of the process dynamics is needed. Instead it uses a local estimator that depends upon process data stored in a database.
Under assumption that the estimator delivers local linear models, an advantage with the approach is that it is possible to use standard GPC techniques for the controller part. This also implies that standard tuning guidelines apply. Moreover, since the estimator at each sampling instant returns the best available linearization given data, the method has the ability of controlling some classes of nonlinear systems. This has been demonstrated in several numerical simulations [lo] . However, the concepts based on linearizations (sections 3.1 and 3.2) will probably not work for controlling strongly nonlinear systems where the local models are valid only in a very narrow neighborhood of the operating point. In such situations one is probably better off with the numerical approach of Section 3.3. A drawback with the approach is that the performance of the controller is critically depending on the quality of the database contents. It is therefore very important to validate the database through simulations before using it for control. Another potential problem is that the controller normally requires large computational resources due to the nature of the underlying estimation procedure.
