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Abstract
An induced matching in a graph G is a set of edges, no two of which meet a common vertex
or are joined by an edge of G; that is, an induced matching is a matching which forms an induced
subgraph. It is known that 3nding an induced matching of maximum cardinality in a graph is
NP-hard. We show that a maximum induced matching in a weakly chordal graph can be found
in polynomial time. This generalizes previously known results for the induced matching problem.
This also demonstrates that the maximum induced matching problem in chordal bipartite graphs
can be solved in polynomial time while the problem is known to be NP-hard for bipartite graphs
in general.
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1. Introduction
A matching in a graph is a set of edges no two of which share an endpoint. An
induced matching in a graph is a matching such that no two edges in the matching
are joined by any third edge of the graph; that is, an induced matching is a matching
which forms an induced subgraph. Induced matchings have also been referred to as
strong matchings [5] in some work. The size of an induced matching is the number of
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edges in the induced matching. An induced matching is maximum if its size is largest
among all possible induced matchings.
Cameron [2] and Stockmeyer and Vazirani [17] showed that 3nding a maximum
induced matching is NP-hard even when the input graph is bipartite. We refer the reader
to [7,8] for applications of the problem of 3nding a maximum induced matching as
well as its connections to other problems. Cameron [2] further showed that the problem
is solvable in polynomial time when the input is a chordal graph. Ko and Shepherd
[14] have shown that the problem is NP-complete when the input is a planar graph of
maximum degree 4.
Given a family F of non-empty sets, the intersection graph I(F) of F has vertex-
setF and an edge between u and v exactly when u∩v = ∅. There are many well-studied
classes of intersection graphs including the following. Interval graphs are the intersec-
tion graphs of a set of intervals on a line; permutation graphs are the intersection
graphs of a set of lines between two parallel lines; trapezoid graphs are the intersec-
tion graphs of a set of trapezoids, all having top edge on one line and bottom edge on
a parallel line; chordal graphs are the intersection graphs of a set of subtrees of a tree
(or equivalently, graphs with no induced cycles on four or more vertices); circular-arc
graphs are the intersection graphs of a set of arcs of a circle; circle graphs are the inter-
section graphs of a set of chords of a circle; polygon-circle graphs are the intersection
graphs of a set of convex polygons inscribed on a circle. Polygon-circle graphs include
chordal graphs [13], circular-arc graphs [13], circle graphs, and outerplanar graphs [15].
We refer the reader to [1] for a detailed exposition on these classes of graphs.
Cocomparability graphs are the complements of comparability graphs, which are
graphs that have a transitive orientation. (In general, the pre3x “co” means “complement
of”.) Cocomparability graphs can be characterized as the intersection graphs of a set
of curves between two parallel lines, L1 and L2, in the plane, each curve having one
endpoint on L1 and the other on L2 [9].
Fricke and Laskar [5] pointed out that the maximum induced matching problem is
solvable in linear time when the input is a tree. Golumbic and Lewenstein [8] showed
that the problem can be solved in polynomial time for trapezoid graphs, and more
generally, for cocomparability graphs.
Recently, Cameron [3] showed the existence of a polynomial-time algorithm to 3nd a
maximum induced matching in an interval-3lament graph; a graph is an interval-6lament
graph if it is the intersection graph of a set of curves C (called interval-3laments) in the
xy-plane with left endpoint, l(C), and right endpoint, r(C), lying on the x-axis such
that C lies in the plane above the x-axis between l(C) and r(C). Interval-3lament
graphs were introduced by Gavril [6] who showed that they contain the class of co-
comparability graphs and the class of polygon-circle graphs (and thus chordal graphs,
circular-arc graphs, circle graphs, and outerplanar graphs).
A graph is asteroidal triple-free if it does not have three independent vertices such
that there is a path between any two avoiding the neighbourhood of the third. Cameron
[3] and Chang [4] independently showed that a maximum induced matching in an
asteroidal triple-free graph can be found in polynomial time.
A graph is weakly chordal if neither the graph nor the complement of the graph has
an induced cycle on 3ve or more vertices. In this paper, we show that a
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maximum induced matching in a weakly chordal graph can be found in polyno-
mial time. Weakly chordal graphs, introduced by Hayward [10], are a well-studied
class of perfect graphs. The class of weakly chordal graphs properly contains sev-
eral well-studied classes of perfect graphs such as interval graphs, chordal graphs,
permutation graphs, and trapezoid graphs. As weakly chordal graphs are closed un-
der complementation, they also contain complements of interval graphs, complements
of chordal graphs (cochordal graphs), complements of permutation graphs (which are
themselves permutation graphs), and complements of trapezoid graphs.
We will show that the class of weakly chordal graphs and the class of interval-
3lament graphs are incomparable. We note that, with the exception of asteroidal triple-
free graphs, every class of graphs for which a polynomial-time algorithm to 3nd a
maximum induced matching has been demonstrated thus far, has an algorithmically
useful intersection model. Moreover, this model plays a critical role in the proof.
However, no interesting intersection model is currently known for the class of weakly
chordal graphs. Therefore, our result generalizes some of the previously known results
and also demonstrates polynomial-time solvability of the maximum induced matching
problem in some classes of graphs for which the status was unknown before.
A graph is chordal bipartite if it is simultaneously weakly chordal and bipartite;
equivalently, a bipartite graph is chordal bipartite if it has no induced cycles on six
or more vertices. Our result also shows that the maximum induced matching problem
can be solved in polynomial time for chordal bipartite graphs while it is known to be
NP-hard [2,17] for bipartite graphs in general.
As weakly chordal graphs are closed under complementation, we obtain a polynomial-
time algorithm for 3nding the complement of a maximum induced matching as a bonus,
when the input is a weakly chordal graph; this problem is NP-hard in general [2,17]. We
refer the reader to [1] for an exposition on weakly chordal graphs and their relationship
to other well-studied classes of graphs.
A strong edge-colouring of a graph is a partition of its edges into induced match-
ings, and the strong chromatic index of a graph is the minimum size of strong
edge-colouring. We also show that a minimum strong edge-colouring of a weakly
chordal graph can be found in polynomial time.
2. Separating examples
We now show that the class of weakly chordal graphs is incomparable to each of the
classes of polygon-circle graphs and interval-3lament graphs. First, a chordless cycle on
3ve vertices is not a weakly chordal graph. However, it is easy to see that a chordless
cycle on 3ve vertices is a circle graph, and thus it is also a polygon-circle graph, and
an interval-3lament graph.
We now construct in3nite families of cochordal graphs that are not interval-3lament
graphs. It then follows that there are weakly chordal graphs that are not interval-3lament
graphs (and hence are not polygon-circle graphs as well). We use chordal graphs that
are not comparability graphs in our construction. The Haj9os graph shown in Fig. 1 is
one such graph.
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Fig. 1. HajNos graph.
Lemma 1. Let H be any chordal graph that is not a comparability graph. Let G =
(V; E) be the disjoint union of two copies, H1 and H2, of H . Then the complement
of G is a cochordal graph, but not an interval-6lament graph.
Proof of Lemma 1. As G is chordal, the complement of G is cochordal. We will show
that the complement of G is not an interval-3lament graph. Suppose it is. Then, by
[6], G is what Gavril calls a cointerval-mixed graph. This implies [6] that E can
be partitioned into sets E1 and E2 such that G1 = (V; E1) is a cointerval graph and
G2 = (V; E2) is a comparability graph. We will derive a contradiction to E admitting
such a partition.
First, as H is not a comparability graph, G is not a comparability graph. Therefore,
E2 = E, and hence E1 is not empty.
Now let e be an edge of G that belongs to E1; without loss of generality, let e belong
to the copy H1. Let f be an edge of G belonging to H2. Then e and f together cannot
be in E1. Otherwise, as e and f involve four distinct vertices that induce a 2K2 (two
disjoint edges), G1 will not be a cointerval graph, since the complement of 2K2 is a
cycle on four vertices, which is not an interval graph.
It then follows that all the edges of H2 belong to E2. Therefore, H2, a non-
comparability graph, is an induced subgraph of G2. Thus, G2 is not a comparabil-
ity graph, a contradiction.
We remark that the complement of two disjoint copies of the HajNos graph is a mem-
ber of two subclasses of weakly chordal graphs: it is cochordal and house-hole-free.
(We refer the reader to [1] for the de3nition and details on house-hole-free graphs.)
But, as shown above, it is not an interval-3lament graph. Thus each of these two
subclasses of weakly chordal graphs is incomparable to the class of interval-3lament
graphs.
Finally, we note that a chordless cycle on 3ve vertices is an asteroidal triple-free
graph, but not a weakly chordal graph. The graph in Fig. 1 is weakly chordal but it
has an asteroidal triple (namely, the vertices of degree 2). Thus the classes of weakly
chordal graphs and asteroidal triple-free graphs are incomparable.
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3. Algorithms for weakly chordal graphs
Our approach, as in the approach used in [2,7,8,3], is to follow the reduction pro-
posed by Cameron [2]. Given a graph G=(V; E), we construct G∗=(E; E∗) as follows.
The vertices of G∗ correspond to edges of G. For distinct edges e1 and e2 of G, the
corresponding vertices are adjacent in G∗ if and only if they do not form an induced
matching in G; that is, where edge e1=uv and e2=xy are distinct edges of G, the cor-
responding vertices e1 and e2 are adjacent in G∗ if and only if the vertices {u; v; x; y}
do not induce a 2K2 in G. It is pointed out in [2] that G∗ is the same as the square
of the line-graph of G. It then follows that an independent set of vertices of size k
in G∗ corresponds to an induced matching of size k in G, and vice versa. Therefore,
since the reduction itself can be done in polynomial time, if a maximum independent
set in G∗ can be found in polynomial time, then a maximum induced matching in G
can also be found in polynomial time. It also follows that a vertex-colouring of G∗ of
size l corresponds to a strong edge-colouring of G of size l, and vice versa. Thus, if
a minimum vertex-colouring of G∗ can be found in polynomial time, then a minimum
strong edge-colouring of G can also be found in polynomial time.
In the following theorem, we summarize the previously known results that use this
technique to obtain polynomial-time algorithms for 3nding a maximum induced match-
ing.
Theorem 1 (Cameron [2,3], Golumbic and Laskar [7], Golumbic and Lewenstein [8],
Chang [4]).
• If G is a chordal graph, then G∗ is a chordal graph [2].
• If G is a circular-arc graph, then G∗ is a circular-arc graph [7].
• If G is a trapezoid graph, then G∗ is a trapezoid graph [8].
• If G is a cocomparability graph, then G∗ is a cocomparability graph [8].
• If G is an asteroidal triple-free graph, then G∗ is an asteroidal triple-free graph
[3,4].
• If G is a polygon-circle graph, then G∗ is a polygon-circle graph [3].
• If G is an interval-6lament graph, then G∗ is an interval-6lament graph [3].
We will show that whenever G is weakly chordal, G∗ is also weakly chordal.
Polynomial-time algorithms for 3nding a maximum independent set of vertices and for
3nding a minimum vertex-colouring in weakly chordal graphs are known [11,16,12].
The current best algorithm for 3nding a maximum independent set in a weakly chordal
graph runs in O(n3) time [12], where n is the number of vertices in the input graph.
The current best algorithm for 3nding a minimum vertex-colouring of a weakly chordal
graph runs in O(mn) time [12], where n is the number of vertices and m is the number
of edges in the input graph. Therefore, our result eOectively yields polynomial-time al-
gorithms to 3nd a maximum induced matching and a minimum strong edge-colouring
in weakly chordal graphs.
In reference to the classes of graphs addressed by Theorem 1, we note that the class
of weakly chordal graphs properly contains each of the classes of chordal graphs and
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trapezoid graphs. The class of weakly chordal graphs is neither contained in nor does
it contain any of the classes of circular-arc graphs, cocomparability graphs, asteroidal
triple-free graphs, polygon-circle graphs, and interval-3lament graphs.
We note that Gavril’s polynomial-time algorithm [6] for 3nding a maximum in-
dependent set in an interval-3lament graph, which is used as a subroutine in [3] to
3nd a maximum induced matching in an interval-3lament graph, assumes that the
intersection model of the graph is given as input. Given that the complexity of rec-
ognizing interval-3lament graphs is currently open, this implies that currently there in
no known polynomial-time algorithm that can take the adjacency information of an
interval-3lament graph as input and 3nd a maximum induced matching (or a maximum
independent set) in the graph. This is unlike the situation for some of the other classes
of intersection graphs (such as trapezoid graphs and circular-arc graphs) for which a
polynomial-time algorithm is known for 3nding a maximum induced matching.
Theorem 2. If G is a weakly chordal graph, then G∗ is a weakly chordal graph.
We 3rst develop some lemmas that we use to prove Theorem 2. In the following
lemma, we prove that if G had no long induced cycles, then G∗ does not have long
induced cycles either.
Lemma 2. If G has no induced cycles on at least k vertices, where k¿ 4, then G∗
has no induced cycles on at least k vertices.
Proof of Lemma 2. Let C = (e1; e2; : : : ; ek) be an induced cycle in G∗ where k¿ 4.
We will show that G has an induced cycle on at least k vertices. Each vertex ei of
G∗ corresponds to an edge of G. We use ei to refer to a vertex of G∗ as well as to
the edge of G that ei corresponds to; the distinction should be clear from the context.
In what follows, arithmetic is either mod k or modm, as appropriate.
Since eiei+1 is an edge of G∗, ei and ei+1 either meet at a common vertex in G or
are joined by an edge of G. If three of the ei’s either met at a common vertex in G
or formed a path of three edges in G, then the corresponding vertices would induce
a triangle in G∗, contradicting the assumption that C is an induced cycle in G∗. It
then follows that the subgraph of G formed by the edges ei consists of paths of one
or two edges. Let us call these paths p1; p2; : : : ; pm where p1 is either e1 or e1e2 and
the others follow in order as in C. There must be an edge of G between pj and pj+1;
choose one such edge for each j and call them the suppressed edges.
Now, if pj = eiei+1 is a path with two edges, and u is its middle vertex, then there
cannot be an edge f of G from u to pj+1; otherwise, where ek ⊆ pj+1 meets f, ek
would be adjacent to both ei and ei+1 in G∗, creating a chord of C. Thus, in G, the
3rst vertex of pj is joined to pj−1 and the last vertex of pj is joined to pj+1.
Now, if pj = ei is a path with one edge, ei is met by two suppressed edges, one
joining it to pj−1 and one joining it to pj+1. These two suppressed edges may meet
either one or both ends of ei.
Let C′ consist of all suppressed edges, the two-edge paths pj, and the one-edge
paths ph both ends of which are met by suppressed edges. C′ is a cycle in G. Note
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that every vertex of C′ is met by some ei. C′ cannot have any chord which meets two
distinct non-consecutive ei’s, say eh and el, as such a chord would join the vertices eh
and el in G∗, a contradiction. So any chord of C′ must be between two consecutive
ei’s. An induced cycle in G with at least as many vertices as C has can easily be
found as follows.
Suppose ei = ab, ei+1 = bc, and ac is a chord of C′. Then, replace the part of C′
between a and c by ac.
Now assume that ei=ab, ei+1=cd, where a; b; c; d are distinct, and such that any of
these which lie on C′ do so in this order. If ad is a chord of C′, then replace the part
of C′ between a and d by ad. So assume ad is not a chord of C′. If ac is a chord of
C′, then replace the part of C′ between a and c by ac. So assume ac is not a chord
of C′. If bd is a chord of C′, then replace the part of C′ between b and d by bd.
Note that each modi3cation results in a cycle of G, and corresponding to any two
vertices ei and ei+1 of C in G∗, there are still at least two vertices of G in the
resulting cycle, guaranteeing that it is at least as large as C. Eventually, as the process
of modi3cation terminates, we 3nd an induced cycle of G that has at least as many
vertices as C does.
Since a polynomial-time algorithm to 3nd a maximum independent set in graphs
without induced cycles on k or more vertices is currently unknown (except when k=4,
namely, for chordal graphs), Lemma 2 currently does not imply a polynomial-time
algorithm to 3nd a maximum induced matching for those classes of graphs.
We next prove that if G is weakly chordal then G∗ cannot contain the complement
of an induced cycle on 3ve or more vertices.
Lemma 3. If G is weakly chordal, then G∗ does not contain the complement of a
chordless cycle on 6ve or more vertices as an induced subgraph.
We 3rst outline the idea behind the proof and then present the proof itself. Our
proof relies on known structural properties of weakly chordal graphs. We need to
introduce some notation and de3nitions 3rst. For a vertex subset S in graph G, we use
G[S] to refer to the subgraph induced in G by S. We also use RG[S] to refer to the
subgraph induced by S in RG, the complement of G. For a vertex subset S in graph G,
the neighbourhood N (S) is the set of vertices of G − S that are adjacent to at least
one vertex of S. In particular, for an edge e = xy in the graph, N (e) then refers to
(N (x) ∪ N (y)) − {x; y}. A vertex subset S of a graph G separates vertex subsets X
and Y if every path from a vertex in X to a vertex in Y contains some vertex in S.
We say S minimally separates X and Y if no proper subset of S separates X and Y .
The following theorem was proved by Hayward [10]:
Theorem 3 (Hayward [10]). Let S, X , and Y be vertex subsets of a weakly chordal
graph G such that X and Y are connected components of G−S, S minimally separates
X and Y, and RG[S] is connected. Then X and Y each contain a vertex that is adjacent
to every vertex of S.
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We prove Lemma 3 by contradiction. We show that in the case that graph G is
weakly chordal, but the graph G∗ contains the complement of a chordless cycle on
3ve or more vertices as an induced subgraph, we can 3nd an appropriate induced
subgraph H of G such that the weakly chordal graph H has sets X , Y , and S that
satisfy the hypotheses of Theorem 3, but not the conclusion of Theorem 3.
Proof of Lemma 3. Suppose G is weakly chordal, but G∗ contains the complement of
the chordless cycle (e1; e2; e3; e4; : : : ; ek) as an induced subgraph, where k¿ 5. Note
that the order of the vertices listed corresponds to the cyclic order along the induced
cycle in the complement of G∗.
Recall that each of e1 through ek corresponds to an edge of G. For each such edge
ei of G, we refer to the endpoints of ei in G as type i vertices. Note that it is possible
for a vertex of G to be a type i vertex as well as a type j vertex, where i = j; this is
not a concern for us.
Let H be the subgraph induced in G by the union of type 1 through type k vertices.
H must be weakly chordal as G is weakly chordal. In what follows, any adjacency
mentioned is with respect to the graph H .
Let S ′ = N (e1). Observe that the type of every vertex in N (e1) is one of 3 through
k − 1, and as the edge e1 shares at most one vertex with each of e3 through ek−1, S ′
has at least one vertex of type i, 36 i6 k − 1. Also, as e1 and e2 form an induced
matching in H , it must be the case that S ′ separates e1 from e2 in H .
Let Y be the component of H − S ′ that contains e2. Observe that, as each of e2 and
ek form an induced matching with e1, and as the union of type 2 and type k vertices
induce a connected subgraph in H (e2 is adjacent to ek in G∗), all the type 2 and type
k vertices belong to Y .
Now, let S = N (Y ) ∩ S ′ and let X be the component of H − S that contains e1.
Observe that S minimally separates X from Y in H . As S ⊆ S ′, the type of any vertex
in S is one of 3 through k − 1. Trivially, both the type 1 vertices belong to X and all
the type 2 and type k vertices belong to Y .
We now claim that it must be the case that S has at least one vertex of type i, for
each i, 36 i6 k−1. First assume that S had no type 3 vertices. Then, as type 1, type
3, and type k vertices induce a connected subgraph in H , there would exist a path in
H − S from a type 1 vertex in X to a type k vertex in Y contradicting the assumption
that S separates X from Y in H . Now suppose both the type i vertices are not in S, for
some i between 4 and k−1 inclusive. Then a similar argument applied to type 1, type
i, and type 2 vertices (in place of type 1, type 3, and type k vertices, respectively)
shows that X and Y are not separated in H by S, a contradiction. Finally, as the
vertices e3 through ek−1 induce a path in the complement of G∗, no type i vertex is
adjacent to or equal to a type i+ 1 vertex (36 i6 k − 2) in H . So in RH , every type
i vertex is adjacent to every type i+ 1 vertex (36 i6 k − 2). It follows that RH [S] is
connected. Therefore, H is a weakly chordal graph in which the vertex subsets X , Y ,
and S satisfy the conditions of Theorem 3.
We will now show that no vertex in Y can be adjacent to all the vertices in S,
contradicting Theorem 3. We observe that the type of any vertex in Y must be one of
2 through k (type 3 through type k−1 vertices could potentially belong to Y ). A type
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i vertex in Y cannot be adjacent to the type i+1 vertex in S, 26 i6 k− 2, as ei and
ei+1 form an induced matching in H . A type k − 1 vertex in Y cannot be adjacent to
the type k − 2 vertex in S as ek−1 and ek−2 form an induced matching in H . Finally,
a type k vertex in Y cannot be adjacent to the type k − 1 vertex in S as ek and ek−1
form an induced matching in H .
We now present a proof of Theorem 2.
Proof of Theorem 2. Suppose G is weakly chordal. Then G contains neither an induced
cycle on at least 3ve vertices nor the complement of an induced cycle on at least 3ve
vertices. It then follows from Lemmas 2 and 3 that G∗ is also weakly chordal.
Therefore, with [11,16,12], we have the following theorem:
Theorem 4. A maximum induced matching and a minimum strong edge-colouring in
a weakly chordal graph can be found in polynomial time.
In view of the fact that 3nding a maximum induced matching in a bipartite graph
is known to be NP-hard [2,17], the following corollary is relevant.
Corollary 1. A maximum induced matching in a chordal bipartite graph can be found
in polynomial time.
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