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ResumenLos avances de los últimos años en dispositivos ópticos han permitido que las tec-nologías de codicación y decodicación óptica sean hoy en día una realidad. Existenmúltiples aplicaciones en las que es posible utilizar los procesos de cod/decodicaciónóptica, pero la más conocida es el acceso múltiple por división en código dentro de unentorno óptico, conocida como OCDMA por sus siglas en ingles. En esta tesis doc-toral se presenta un estudio de los sistemas OCDMA de tipo coherente, abarcandodos aspectos fundamentales; el modelado del ruido que interere con la señal objetivoy el diseño e implementación de las redes de difracción de Bragg como dispositivosCod/decodicadores. Dentro del modelado del ruido se han incluido la mayor cantidadde variables posibles, con el objeto de conseguir un modelo lo más acertado posible.De esta manera, se considera desde el ancho de banda del receptor hasta el estado depolarización de las señales, pasando por el uso de los dos tipos de modulación másimportantes en estos sistemas, como son OOK (On-O Keying) y DPSK (DierentialPhase Shift Keying). Por otra parte, las redes de difracción de Bragg se presentancomo los dispositivos más prometedores para ser usados en OCDMA, gracias a suversatilidad y a estar construidas sobre bras ópticas. Por ello se ha dedicado espe-cial atención a estudiar sus características, destacando en especial, su dependenciacon la temperatura y la relevancia de la reectividad sobre su comportamiento alcod/decodicar señales. A partir de allí se presenta un novedoso método de diseño,realizado mediante un proceso de síntesis, que da como resultado un dispositivo conexcelentes prestaciones. En esta tesis también se estudia la codicación y decodi-cación todo óptica de etiquetas en redes de conmutación de paquetes. Esta aplicaciónbusca reducir los tiempos de proceso que se tienen en la actualidad en un nodo ópticoy ha sido propuesta hace ya un par de años. Aquí nos enfocamos en dos aspectos,el primero, proponer que los picos de autocorrelación que se obtienen al procesarla etiqueta óptica se reutilicen para la conformación de la nueva etiqueta asignada alsiguiente paquete que se va a enviar. Con esta propuesta se consigue reducir la latenciay los costes de implementación. Y segundo el estudio del efecto de la dispersión sobrelas señales codicadas que viajan a través de la bra óptica. En el último apartado dela tesis se realizó una descripción de los sistemas OCDMA de tipo incoherente, y seseleccionó un código en 2 dimensiones para mostrar la forma de diseño y una parcialimplementación del sistema para vericar el efecto de la interferencia sobre la señalobjetivo. ix
AbstractAdvances in recent years on optical devices have enabled optical encoding-decodingtechnologies to be a reality nowadays. There are many applications where it is possibleto use the processes of cod/decoding optics, but the best known is code division mul-tiple access working on optical environment, known as OCDMA. This thesis presentsa study of coherent OCDMA systems, covering two key aspects; modeling noise thatinterferes with target signal and design and implementation of ber Bragg gratingsdevices as encoders/decoders. The noise modeling includes as many variables as pos-sible in order to achieve a more accurate model. In this way, it considers from thebandwidth receiver until the state of signal polarization through the use of two typesof modulation techniques in these systems, such as OOK (On-O Keying )and DPSK(Dierential Phase Shift Keying). Moreover, the ber Bragg gratings are presented asthe most promising devices for use in OCDMA, thanks to its versatility and opticalber based device characteristics. For this reason, it has dedicated special attention tostudy its characteristics, emphasizing in particular its dependence with temperatureand the relevance of the reectivity on their behaviour to cod/decoded signals. Thena novel method of design, done through a process of synthesis, is presented, obtaininga high performance cod/decoding device. This thesis is also studying the encodingand decoding all optical labels in packet-switched networks. This application seeks toreduce processing times in currently optical nodes and it has been proposed a coupleof years ago. Here we focus on two aspects, the rst is based on the fact that autocor-relation peak obtained by the optical label processing can be reused for the formationof the new label assigned to the following packet to be sent. This proposal reduces thelatency and costs of implementation. And second, the study of the dispersion eecton the encrypted signals that travel through bre optics. In the last chapter of thethesis was carried out a description of the incoherent OCDMA systems, and a codein 2 dimensions was selected to show how is designed and its partial implementationof the system to verify the eect of interference on the target signal.
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ResumEl progrés dels últims anys en dispositius òptics ha permés que les tecnologies decodicació i decodicació òptica siguen a dia de hui una realitat. Hi han múltiples apli-cacions on és possible emprar procesos de codicació/decodicació òptica, però la mésconeguda es el accés múltiple per divisió en el còdig dins d'un entorn òptic, conegutcom OCDMA per les seues sigles en anglès. En esta tesi doctoral es presenta un estudidels sistemes OCDMA denominats coherents, comprenent dos aspectes fonamentals;el modelat del soroll interferent sobre el senyal objectiu i el diseny i la implementaciódels ltres de difracció de Bragg com a dispositius codicadors/decodicadors. Dinsdel modelat del soroll s'han inclós la major cantitat de variables possibles, perseguintcom objectiu obtindre un model el més encertat possible. D'esta manera, es considerades de l'ample de banda del receptor ns l'estat de polarització dels senyals, passantper l'ús de les dos tècniques de modulació més importants en estos sistemes, com sónOOK (On-O Keying) y DPSK (Dierential Phase Shift Keying). Per altra banda,els ltres de difracció de Bragg es presenten com els dispositius prometedors per seremprats en OCDMA, gràcies a la seua versatilitat i a estar contruits sobre bresòptiques. Per tant, s'ha dedicat especial atenció a estudiar les seues característiques,destacant en especial, la seua dependència en la temperatura i la relevància de lareectivitat sobre el seu comportament en la cocació/decodicació dels senyals. Apartir d'este punt, es presenta un mètode novedós de disseny, emprant un procés desíntesi, que dona com a resultat un dispositiu de excel.lents prestacions. En esta tesistambé s'estudia la codicació i decodicació totalment òptiques d'etiquetes en xarxesde conmutació de paquets. Esta aplicació busca reduir els temps de procés que estenen en la actualitat dins dels nodes òptics, i ha sigut proposta fa un parell d'anys.Es tracten dos aspectes, el primer, proposar que els màxims de l'autocorrelació ques'obtenen al processar l'etiqueta òptica es reutilitzen per la conformació de la novaetiqueta assignada al següent paquet que es va a enviar. Esta proposta aconseguixreduir la latència i el cost de la implementació. El segon estudi és sobre l'efecte dela dispersió en els senyals codicats que viatgen a través de la bra òptica. L'últimapartat de la tesi descriu els sistemes OCDMA incoherents, seleccionant un codi en2 dimensions per mostrar el procediment de disseny i una implmentació parcial delsistema per vericar el efecte de la interferència sobre el senyal objectiu.
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Capítulo 1INTRODUCCIÓN
1.1. Introducción a los Sistemas OCDMAUno de los puntos neurálgicos para mejorar el rendimiento de las redes ópticasactuales, esta relacionado con la forma como los usuarios accesan a la red. Cuandonos referimos a usuarios estamos hablando no solo del usuario particular que tieneun punto de conexión en su casa, si no incluimos también los grandes proveedoresde servicio. Las dos tecnologías más conocidas en la actualidad para dar acceso a losusuarios y brindar solución a la demanda de ancho de banda, sonWDMA (WavelengthDivision Multiple Access) y OTDMA (Optical Time Division Multiple Access). Estastecnologías han sido estudiadas durante años con resultados positivos, que han llevadoincluso a que se presenten propuestas de sistemas híbridos de estas tecnologías. No ob-stante desde hace más de una década se iniciaron las investigaciones en una tecnologíaalternativa, conocida como OCDMA (Optical Code Division Multiple Access), la cualtiene entre sus ventajas poder trabajar de manera complementaria con las tecnologíasexistentes. OCDMA surge a partir de su similar en comunicaciones móviles, conoci-da como CDMA (Code Division Multiple Access), técnica que permite que usuariosindependientes compartan un mismo ancho de banda, siendo direccionados graciasal uso de un código asignado a cada uno. La codicación puede ser realizada en eldominio del tiempo (DS-CDMA, Direct Sequence CDMA) o de la frecuencia (FH-CDMA, Frequency Hopping CDMA). CDMA ha sido llevado al entorno óptico porlos benecios que puede aportar, entre ellos; Alta conectividad, uso más exible delancho de banda, alta granularidad y escalabilidad, mejorando; el crosstalk, accesoasincrónico y potenciando las mejoras en seguridad del sistema [1].En este capítulo de introducción se desglosa someramente la estructura de un sis-tema OCDMA así como el funcionamiento de cada uno de los bloques que lo compo-nen. También se describen los dispositivos que pueden ser usados como codicadoresy decodicares en este tipo de tecnología. Posteriormente se da una justicación de latesis en general, se plantean los objetivos buscados con el presente trabajo y nalmentela forma como se estructurará el presente libro.1
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Figura 1.1: Diagrama de Bloques de un sistema OCDMA típico.1.1.1. Sistemas OCDMAUn típico sistema OCDMA esta constituido básicamente por una fuente de infor-mación digital óptica, seguida de un codicador que mapea cada bit de salida en unasecuencia con tasa binaria más alta y que se acopla a un canal de bra. En el receptorla secuencia de pulsos ópticos debe ser comparada con una replica almacenada desi misma (proceso de correlación) y un nivel de umbral para la recuperación de losdatos.En los sistemas OCDMA hay K usuarios, incorrelados en su generación de tráco,cada uno con un par Transmisor/Receptor interconectados mediante un medio ópticocompartido. La gura 1.1 muestra una conguración de red en estrella, en dondecada fuente de datos se codica con una secuencia única que solo podrá entender alotro extremo el receptor que posea dicha secuencia. Como se puede observar todoel procesamiento que se hace de la señal es óptico y por lo tanto se pueden realizartransmisiones asincrónicas sin necesidad de ningún dispositivo electrónico complejo.Esto potencialmente eleva la seguridad de la información, mejora la eciencia espectraly la asignación de ancho de banda por demanda y proporciona un control de calidadde servicio mejor que las otras técnicas de acceso.Uno de los objetivos básicos de OCDMA es poder extraer la información delusuario objetivo, aun en presencia de las señales de todos los demás usuarios. Paraello cada código debe cumplir dos condiciones [2, 3]:1. Ser fácilmente distinguible de una versión desplazada de si misma.2. Ser fácilmente distinguible de todas las posibles otras secuencias que se hallenen el sistema.Para cumplir estas dos condiciones se usan códigos con excelentes propiedadesde autocorrelación y correlación cruzada, es decir, que la autocorrelación exhiba unpico destacado mientras que la correlación cruzada entre dos secuencias, permanezcasiempre baja.En DS-OCDMA el codicador toma el ujo de datos de cada usuario y lo multiplicadirectamente por una secuencia o código único, de tal forma que cuando se transmiteun bit 1 se envía a la red el código y cuando llega un bit 0 no se envía nada (enotros casos también se puede codicar el 0), la tasa de bit del código se le llama tasade chip, y supera en gran medida a la de la señal original. Nótese que en este sistema,durante el proceso de codicación, no existe un ensanchamiento del espectro, si no unensanchamiento temporal. 2











= N · BWbEsto implica que el máximo ancho de banda que puede utilizar el usuario es unan-ésima parte del ancho de banda total.Las señales codicadas son aplicadas a una bra óptica a través de un acoplador





CODIFICACIÓN ESPECTRAL EN FASE
CODIFICACIÓN TEMPORAL EN FASE
Tiempo
Longitud de Onda
2D- Tiempo/Longitud de Onda
t1 t2 t3 t4
1 1 0 1
0 1 0 0
1 1 0 1
0 0 1 0Figura 1.2: Esquemas de sistemas OCDMAbatido, el cual sólo puede llegar a ser mitigado en la práctica mediante correlacionescruzadas muy bajas, para lo que se requiere que la longitud de los códigos usados seala mayor posible. En general esto dependerá del tipo de tecnología que se use para suimplementación, por ejemplo usando redes de difracción de Bragg se han conseguidocódigos de hasta 511 chips [7] o mediante SLM (Spatial Light Modulator) de cristalliquido códigos de hasta 128 chips [8].La codicación en tiempo requiere por su propia naturaleza el uso de pulsos ultra-cortos, por lo que la generación y detección de las señales no es fácil. Además la señalse vera afectada por la dispersión y los efectos no lineales durante la transmisión.Para conseguir un rendimiento adecuado, en el receptor óptico, además de hacersela transducción de la señal óptica a eléctrica, se deben implementar técnicas paradistinguir la señal decodicada de la interferencia de los múltiples usuario (MUI).Las dos técnicas más habituales son; el time gating y el thresholding. El time gatingconsiste en el uso de un ltro de ancho de banda muy grande que pueda discriminar elpulso que lleva la información en el dominio del tiempo, que a su vez es muy estrecho.El time gating tiene el inconveniente de requerir sincronización [9]. El thresholdingse basa en el hecho de que el pulso recuperado con un decodicador correcto tendráuna potencia superior al de la interferencia, de tal forma que ese pulso podrá ser dis-criminado si supera un determinado nivel umbral de potencia óptica. Normalmente elthresholding se implementa mediante el uso de dispositivos no lineales como los dis-positivos basados en guías PPLN (Periodically Poled Litio Niobate)[10], o las brasde alta no linealidad (HNLF), los cuales son buenos candidatos para ser usados enestas aplicaciones [11]. 4
1.1. INTRODUCCIÓN A LOS SISTEMAS OCDMA1.1.2. Dispositivos Cod/DecodicadoresPara llevar a cabo la codicación/decodicación las tecnologías que se puedenusar son muy diversas y han venido evolucionando gracias a las nuevas técnicas defabricación que se pueden usar en dispositivos ópticos.Los primeros elementos usados para realizar los procesos de codicación fueronsimplemente bras ópticas de longitudes apropiadas y que actuaban como líneas deretardo temporal, estas líneas manipulaban los bits modicando su instante de llegaday en algunas ocasiones intencionalmente su fase [12]. El problema de usar las brasópticas como elemento codicador es que tienen una escalabilidad limitada y ademáses muy difícil lograr y mantener la precisión adecuada de su longitud física.Una técnica más reciente utiliza dispositivos integrados ópticos conocidos comoPLC (planar lightwave circuits) los cuales hacen de esta alternativa una opción in-teresante por ser más exible, al permitir codicadores y decodicadores que puedanser sintonizados a una longitud de onda determinada. Entre los dispositivos PLC másconocidos y usados en OCDMA están los AWGs (Arrayed Waveguide Gratings) [13].Estos dispositivos aun son costosos, no obstante, su uso esta cada vez más difundidoen aplicaciones que usen códigos de dos dimensiones[14, 15].Un dispositivo que esta recibiendo atención recientemente por parte de diferentesgrupos, es el SLM (spatial light modulator). Este dispositivo realiza la codicaciónmodulando la intensidad del haz luminoso. Con él es posible implementar códigosunipolares o multipolares ya que también es posible modular la fase, o si se desea,ambas características a la vez amplitud y fase [16].Otros dispositivos con los cuales se puede realizar los procesos de codicación ydecodicación en sistemas OCDMA son los basados en redes de difracción de Bragg(FBG - Fiber Bragg Gratings). La red de difracción es una bra óptica en la cual seha introducido una variación periódica del índice de refracción (∆n). Esta variaciónes pequeña con respecto al índice medio de la bra. Se fabrican exponiendo la brajunto con un patrón o mascara a los rayos ultravioleta, lo cual produce la variación delíndice de refracción. Al estar construidas sobre bra óptica brindan compatibilidadtotal con el sistema. Adicionalmente estas estructuras son relativamente fáciles deconstruir y por lo mismo económicas.Existen unas FBGs más especícas conocidas como SSFBG (SuperStructuredFiber Bragg Gratings). Una SSFBG se dene como una red de difracción fabrica-da con una exposición de luz modulada a lo largo de su longitud, es decir, que en sufabricación además de usarse una mascara, se modula la luz con la cual es iluminadatanto en amplitud como en fase. El uso de las SSFBG ha sido demostrado ya pordiferentes autores [17, 1, 5].La gura 1.3 muestra la estructura del sistema cuando se emplean SSFBGs. Seobserva que la señal de entrada es reejada en una SSFBG según el perl del índicede refracción que haya sido implementado en la misma, de esta forma se ocasionanretardos y variaciones de fase, obteniéndose a la salida una señal codicada. Para suposterior decodicación la señal se aplica a una SSFBG de características conjugadasa la primera, que al reejar la señal devuelve el pulso original.5
CAPÍTULO 1. INTRODUCCIÓN
Figura 1.3: Montaje básico para realizar los procesos de codicación y decodicacióncon SSFBG1.1.3. Aplicaciones1.1.3.1. Técnica de Acceso al Medio.OCDMA esta basado sobre el principio de mapear la información sobre un códigoparticular que permite identicar o direccionar usuarios de acuerdo a una relacióncódigo-usuario. De acuerdo a esto, OCDMA fue inicialmente propuesto para la im-plementación de broadcast LAN (Local Área Network) asíncrono ultrarápido.Existen tres potenciales ventajas que hacen OCDMA una atractiva tecnología paraser implementada en redes LAN y redes PON (Passive Optical Network). Primero,OCDMA ofrece una mayor cantidad de canales que la división espectral ofrecida porWDMA. Segundo, la transmisión asíncrona simplica el control de acceso al mediocon respecto al usado por ejemplo en TDMA. Finalmente, tráco de diferentes clasespuede ser implementado usando diferentes longitudes de código simultáneamente. Unamotivación adicional para implementar OCDMA sobre LAN es que en la actualidadlos patrones de tráco son del tipo ráfaga, y la probabilidad de que todos los usuariosestén accediendo al mismo tiempo es relativamente baja, lo cual favorece técnicascomo OCDMA.Si bien es cierto que DWDM (Dense WDM) puede ofrecer el mismo número decanales que OCDMA, en redes LAN y aplicaciones sencillas, el acceso al medio nopuede ser juzgado sólo por dicho parámetro, sino que para seleccionar una técnica deacceso al medio también se debe tener en cuenta la simplicidad, transmisión asíncronay diferenciación en la calidad de servicio. Razones como las anteriores, son las que6
1.1. INTRODUCCIÓN A LOS SISTEMAS OCDMAhacen de OCDMA una prometedora tecnología para brindar el acceso a redes PON[18, 19, 20, 21].La aplicación más conocida de OCDMA como técnica de acceso a redes es laimplementada en redes PON donde se usa una topología en árbol con splitter pa-sivos. Cada unidad óptica de red (ONU) contiene una pareja cod/decodicador conun único código jo. El terminal de línea óptico (OLT) puede contener todos lospares cod/decodicadores requeridos para la comunicación con cada ONU [20] o unpequeño número de pares cod/decodicadores sintonizables. En OCDMA PON nosucede lo mismo que en las redes LAN, es decir, no existe un broadcast, porque laseñal transmitida por una ONU no llega a ninguna otra ONU. Otras posibles aplica-ciones de OCDMA como acceso al medio se han enunciado en [20] donde se proponenredes híbridas OCDMA/WDM o quizás más ambiciosa la del mapeo de direccionesIP universales en códigos OCDMA [22].Gracias a las ventajas ofrecidas por OCDMA es posible soportar otras aplicaciones,entre ellas, VPN (Virtual Private Network) ópticas a nivel metropolitano y radio sobrebra, las cuales explicaremos brevemente.VPN Óptica - Una red metropolitana óptica puede proporcionar caminos ópticospara conexiones VPN. Estos enlaces implican una multitud de señales OCDMA queson multiplexadas y demultiplexadas en los puntos nales. El objetivo más importantede las redes VPN es el de ofrecer conexiones seguras sobre una plataforma insegura.Las señales OCDMA ofrecen seguridad adicional y pueden ser decodicada solo en elpunto nal. El uso de OCDMA en VPN totalmente ópticas simplica el diseño de lared reemplazando multiplexación electrónica por divisiones y combinaciones ópticas.La estructura en árbol de la red puede ser usada para establecer VPN multipunto[23].Radio sobre bra - En [24] se propone usar una red óptica y mapear individual-mente los canales de radio sobre canales OCDMA para interconectar estaciones baseinalámbricas. Esta aplicación se puede llevar a cabo gracias a la gran disponibilidadde canales que se obtiene con OCDMA.1.1.3.2. Codicación ÓpticaEn codicación óptica, los códigos pueden corresponder a un nuevo nivel de in-formación de la red en lugar de una identicación de usuario. Por ejemplo en MPLS(Multi-Protocol Label Switching) una ruta óptica puede ser indicada mediante in-formación codicada. Los códigos también pueden representar mensajes de control,señalización, detección de errores o mantenimiento en redes de conmutación de ráfa-gas ópticas (OBS). En tales aplicaciones, se consigue una forma de procesamientode la información de red de forma óptica. Esto signica traer operaciones de red almedio óptico lo cual permite liberarse del procesamiento electrónico. Con los códi-gos ópticos se tiene la gran ventaja de estar limitado únicamente por la velocidad deprocesamiento, el cual no es más que el tiempo que se demora la luz en recorrer losdispositivos cod/decodicador. Las aplicaciones más importantes de la codicaciónóptica se resumen a continuación:Conmutación y enrutamiento totalmente óptico - La conmutación ópticade etiquetas se encuentra entre las implementaciones más prometedoras que se pueden7
CAPÍTULO 1. INTRODUCCIÓNrealizar con la codicación óptica. En una red de conmutación de etiquetas basadasen códigos ópticos, los pulsos codicados son sumados a un paquete de longitud jaa manera de encabezado, el cual especicara la ruta o LSP (Label Switched Path)que seguirá dicho paquete. En un conmutador de etiqueta óptica codicada (OCLS),cada puerto de salida es controlado por un dispositivo conmutador que analiza cadaencabezado, llamado compuerta de código óptico (OC-gate). Cada OC-gate permitela salida de paquetes que tengan encabezados especícos.En un OCLS se separan los datos de la etiqueta, los datos son enviados a un buermientras la etiqueta es enviada a un banco de OC-gates. Solo por uno de los OC-gatesse obtendrá un pico de autocorrelación en los demás se obtendrá ruido. Se determinacual fue el OC-gate por el que se obtuvo el pico de autocorrelación, gracias a ello sedetermina cual será la nueva ruta, y por lo tanto se asigna la nueva etiqueta [25, 26].Señalización de control óptico y OBS - Los benecios de la codicación ópticaradican en que es posible empaquetar toda la información en un solo pulso codicadomejor que con una longitud de onda. De la misma manera que una etiqueta ópticalleva la información de un paquete en particular, es posible codicar un pulso quelleva información de señalización. Dicha información puede ser del estado del enlace,de mantenimiento de algún equipo, disponibilidad de canales de comunicaciones ocomandos de control para conmutadores ópticos. Dispositivos similares a los OC gatesrealizarían el procesamiento a velocidades ópticas. Con esta aplicación se reduciría elprocesamiento electro-óptico y con ello el elevado número de paquetes de control.Un solo código podría contener gran cantidad de información de control y con losdiferentes códigos disponibles es posible gestionar la red. En redes OBS los pulsoscodicados con información de control seria los encargados de dar prioridad a ciertasráfagas de tráco. Encargarse de garantizar que exista el canal y el puerto durante eltiempo necesario para enviar las ráfagas [25].Monitoreo de red y OTDR (Optical time-domain reectometry) basa-dos en códigos ópticos - el objetivo de un OTDR es monitorear la calidad de untendido de bra y detectar los fallos, en particular los cortes de bra. Lo que se hacees enviar un pulso de señal y detectar el punto donde el pulso es reejado al encontrarun corte en la bra o un cambio drástico en el índice de refracción que produzca sureexión. En enlaces punto a punto su uso es inmediato, no obstante en redes PONcon enlaces punto multipunto es imposible determinar de que rama proviene el fallodespués de que la señal ha pasado el punto de división, a menos que el monitoreo sehiciera desde cada ONU. En [27] se propone una forma para poder identicar la ramadonde se encuentra la falla. Para ello cada rama de la red es equipada con dispositivoscodicadores. Cada uno de estos dispositivos codica el pulso enviado por el OTDRy lo devuelve hacia la central. En la central deberá haber un conmutador y un bancode decodicadores para identicar cual es la rama que presenta el fallo.Multicasting todo óptico - La conmutación de etiquetas ópticas puede serextendida a la implementación de multicast (MC) en redes con arquitectura en árbol.En esta aplicación los códigos ópticos identicarían a cada grupo MC así como a cadausuario nal [28]. En una red con topología de árbol se implementa que cada MCsea habilitado por los conmutadores de etiquetas ópticas residentes en cada nodo,excepto los nodos nales. Los paquetes son etiquetados con un pulso codicado queindicara el grupo MC, en los nodos conmutadores se reciben estas señales. Al igual8
1.2. JUSTIFICACIÓNque en la conmutación óptica se separan los datos de la etiqueta, se analiza la etiquetay de acuerdo a tablas de enrutamiento se deciden que puertos son habilitados paraenviar los paquetes de datos. De esta manera el paquete puede ser enviado a múltiplesdestinos a la vez consiguiendo un multicast de alta velocidad.1.2. JusticaciónDesde hace ya un par de décadas los servicios teleinformáticos vienen incremen-tado el consumo de recursos disponibles en la red, de manera casi exponencial. Lajusticación de dicho fenómeno se basa en dos hechos, uno el incremento de usuariosen la red y dos el índice de tráco que es producido por los mismos. Para hacerse unaidea, la cantidad de usuarios en Internet en el año 1995 era menor a 50 millones, en2006 estaba alrededor de los 1245 millones y a marzo de 2008 ya alcanzaba el valor de1408 millones de usuarios con un índice de tráco del 80%1. El tráco, por su parte,ha pasado de estar centrado en el intercambio de pequeños archivos a ser hoy día untráco de datos de alto volumen generado por usuarios que descargan música, pelícu-las, etc, ya sea mediante redes peer to peer o mediante descargas directas. Este nuevoparadigma de red implica la necesidad de nuevas tecnologías que permitan además deoptimizar el uso del ancho de banda disponible, realizar una adecuada diferenciaciónde la calidad de servicio de los usuarios que acceden a la red.La optimización del uso del ancho de banda se da en todos los niveles de red,es decir, desde las redes troncales hasta los puntos de conexión a usuario, conocidoscomo redes de última milla. Sin ir más lejos, las redes de última milla han pasado deusar como medio de transmisión par trenzado de cobre en los inicios de la telefonía,a bra óptica en la actualidad, pasando por el uso de cables coaxiales y solucionesinalámbricas. Aunque el uso de la bra óptica no es aun generalizado, se consideraque solo es una cuestión de tiempo para que al nal los usuarios terminen todosinterconectados mediante redes ópticas. Siendo entonces la bra óptica el medio detransmisión con mejores perspectivas a futuro para ser utilizado como soluciones deúltima milla en redes de banda ancha, surge la necesidad de investigar la forma comomejor podemos llegar a aprovecharla.Como ya decíamos al principio de este capítulo, uno de los puntos críticos para unuso óptimo del ancho de banda disponible en una red óptica estará determinado por laforma como se accede al medio. Existen tres técnicas para acceder al medio óptico, lamás conocida es WDMA en donde a cada usuario le es asignada una longitud de ondapara que transmita la información que desea. Con esta técnica se usa ecientementeel ancho de banda y se consiguen realizar transmisiones asíncronas[29, 30, 31]. Sinembargo el número de longitudes de onda disponibles esta limitado normalmente avalores inferiores a 20, siendo que en redes PON (Pasive Optical Networks) típicas,el número de usuarios ronda los 32 [32]. OTDMA por su parte utiliza multiplexaciónpor división en tiempo para realizar el acceso a la red, con ella K slots de tiemposon asignados a K número de usuarios. No obstante, en esta técnica la tasa de bitesta limitada al ancho de banda de los dispositivos electrónicos, y además solo esposible su implementación en redes síncronas [32]. OCDMA es la tercera opción y se1http://www.internetworldstats.com/stats.htm9
CAPÍTULO 1. INTRODUCCIÓNpostula como una prometedora opción para ser usada como técnica de acceso en lasiguiente generación de redes. Para hacer tal armación nos basamos en el hecho deque potencialmente OCDMA tendrá las terminales ópticas y unidades de red de mássencilla conguración y que no necesitaran sincronización electrónica. Además dentrode las grandes ventajas de OCDMA se encuentran [29, 33, 19, 2, 34, 35]:Todo el procesamiento de la señal se hace a nivel óptico.Transmisión asincrónica.Uso eciente del ancho de bandaAncho de banda por demanda.Protocolos y Control de red simplicado.Flexibilidad y controlabilidad de la calidad de servicio.Como se puede ver OCDMA es una tecnología bastante atractiva y que a pesar de suproyección y años de investigación aun tiene muchos aspectos por resolver. Con estosantecedentes en el año 2004 se presentó ante el Ministerio de Educación el proyec-to titulado Sistemas Ópticos con Multiplexación por División en Código (OCDMA)Empleando Redes de Difracción de Bragg Sobre Fibra y Filtros Planares AWG, (SOD-ICO), para ser incluido dentro del plan de nanciación de proyectos de I+D en el mar-co del Plan nacional de Investigación Cientíca, Desarrollo e Innovación Tecnológica2004-2007. El presente trabajo se enmarca en dicho proyecto, cuyo objetivo principales el de realizar un estudio completo de los sistemas OCDMA y contribuir con nuevaspropuestas para la optimización del mismo.En la actualidad OCDMA aun no ha sido implementado en sistemas comerciales,queda todavía un largo camino para que los sistemas OCDMA sean una realidad paralos actuales y futuros usuarios de las redes ópticas. Redes del tipo FTTH (Fiber ToThe Home) o FTTC (Fiber To The Curb) serán en principio las más beneciadas delos avances que se consigan en OCDMA[29, 20]. Sin olvidar que día a día surgen nuevasaplicaciones relacionadas con el procesamiento óptico de las señales, como por ejemp-lo, la capacidad de enrutamiento que se puede conseguir mediante la implementaciónde etiquetas ópticas[36]. Pero para conseguir soluciones basadas en OCDMA, se re-quiere dar solución a múltiples problemas que aun quedan por cubrir. Entre ellos seencuentran; complementar los modelos de ruido en sistemas OCDMA, optimizar eldiseño y las características de los dispositivos usados para codicar y decodicar lasseñales, comprender el comportamiento de la señal procesada transmitiéndose por labra óptica, etc. Los anteriores no son si no una mínima muestra de los aspectos quefaltan por resolver y que sin los cuales OCDMA seguirá estando en los escritorios delos grupos de investigación y no con los usuarios. En este contexto, el presente traba-jo busca contribuir a la solución de algunos de los problemas mencionados, medianteun análisis teórico de los sistemas OCDMA y realizando propuestas con respecto aldiseño y fabricación de los dispositivos cod/decodicadores cuya viabilidad quedademostrada teórica y experimentalmente.10
1.3. OBJETIVOS Y ESTRUCTURA DE LA TESIS1.3. Objetivos y Estructura de la TesisLos objetivos generales de la tesis están centrados en hacer, primero un estudioteórico de los sistemas de Acceso Múltiple por División en Código, dentro del cualse dará especial énfasis al modelado del ruido presente en los sistemas OCDMA detipo coherente. El segundo aspecto en el que nos concentraremos será en el diseño,simulación, fabricación y testeo de codicadores y decodicadores basados en redes dedifracción de Bragg. Para conseguir estos objetivos generales, fue necesario desarrollarpaso a paso objetivos especícos que nos permitieran conseguir las metas establecidas,y los cuales citamos a continuación:Proponer un modelo de ruido para sistemas de secuencia directa OCDMA detipo coherente, que describa las diversas causas de limitación o degradación dela transmisión.Investigar y documentar las distintas técnicas de codicación/decodicación enredes y sistemas OCDMA, prestando especial interés a aquellas que utilizan osean susceptibles de utilizar redes de difracción sobre bra óptica y/o multiplex-ores AWG (Array Waveguide Gratings).Diseñar, fabricar y testear parejas codicador/decodicador para su empleoen redes OCDMA basados en redes de difracción sobre bra óptica. En esteapartado se prestará especial interés a las redes de difracción de tipo súperimpuesto con modulación de amplitud y fase para la generación de códigosbipolares DS-CDMA.Plantear una nueva alternativa de diseño de dispositivos cod/decodicadoresbasados en redes SSFBGs que procuren una disminución de las pérdidas deinserción, pero manteniendo las correctas propiedades de codicación y decodi-cación.Comprobar la posibilidad de recodicación de pulsos usados como identi-cadores de etiquetas en redes de conmutación de paquetes.Demostrar el efecto de la dispersión sobre los pulsos codicados y decodicadospor dispositivos basados en redes de difracción de Bragg.El desarrollo de los anteriores objetivos es descrito en los capítulos cuya estructuraexplico a continuación. En el Capitulo 2 Modelado del ruido en sistemas OCDMA,se plantea una optimización al modelo del ruido de batido presente en los sistemasOCDMA con modulación OOK (On-O Keying), incluyendo formas arbitrarias depulso de entrada y considerando uso de receptores de ancho de banda variable. Den-tro de este mismo capítulo se hacen dos propuestas adicionales, una que se reereal modelado en sistemas OCDMA que usan modulación DPSK (Dierential PhaseShift Keying) y otra en donde se modela el sistema bajo hipótesis de tráco asíncronotanto para OOK como para DPSK. En el capítulo 3, Sistema OCDMA basado enredes de difracción de Bragg superestructuradas uniformes, se empieza enunciandola teoría básica de las redes de difracción de Bragg haciendo hincapié en las redes11
CAPÍTULO 1. INTRODUCCIÓNsuperestructuradas. Se continúa con la descripción de las características y la formacomo se diseña una familia de códigos Gold. Posteriormente se resume la forma comose fabrica una red de difracción y los principales parámetros que se tiene en cuentapara la fabricación de una red como dispositivo cod/decodicador. Con los anteriorestemas resueltos se procede a explicar la manera como el proceso de codicación y de-codicación es llevado a cabo con las redes de difracción de Bragg uniformes y usandocódigos bipolares. De acuerdo a los resultados anteriores, se observa que en los dis-positivos cod/decodicadores existe una fuerte dependencia de la sintonía en longitudde onda con respecto a la temperatura, por ello en la siguiente parte se explica dichadependencia. Se concluye este capítulo, mostrando la forma como la dependencia entemperatura puede llegar a ser usada como un factor adicional de multiplexación ensistemas OCDMA. El capítulo 4, Dispositivos de alta reectividad para sistemasOCDMA, muestra en primera instancia la problemática de las altas pérdidas intro-ducidas por los dispositivos SSFBGs como consecuencia de su baja reectividad. Porsu parte las redes de alta reectividad presentan problemas de deformación de larespuesta impulsiva por causa de las pérdidas en potencia y múltiples reexiones alo largo de la SSFBG. De tal forma que se plantea una solución integral medianteel uso de SSFBGs de alta reectividad compensadas, diseñadas mediante el procesoDLP (Discrete Layer Peeling). El capítulo 5 Codicación y decodicación todo óp-tica de etiquetas en redes de conmutación de paquetes, aborda el uso de procesos decodicación y decodicación de señales ópticas para la implementación de etiquetasópticas como identicadores en redes de paquetes o ráfagas. Más exactamente trataacerca del reuso de los picos de autocorrelación obtenidos de proceso anteriores, paraser nuevamente codicados y usados como etiquetas para saltos sucesivos entre nodosde red. Adicionalmente en este capítulo se describe el efecto que tiene la dispersiónsobre la respuesta de los sistemas OCDMA cuando se usan bras ópticas estándar.Para nalizar en el capítulo 6 Sistemas OCDMA incoherentes 2D, se demuestra ladiferencia mínima entre canales que debe existir en una sistema OCDMA incoherenteque use códigos en 2 dimensiones (2D - Longitud de onda/Tiempo). También allí semuestran los resultados obtenidos al implementar parcialmente un sistema OCDMAincoherente con códigos 2D.
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Capítulo 2MODELADO DEL RUIDO ENSISTEMAS OCDMA2.1. IntroducciónLos sistemas OCDMA pueden ser clasicados de múltiples formas de acuerdo alcriterio con el que se haga, dos de los más aplicados y que engloban característicasdestacadas son; su principio de trabajo y las dimensiones del código. Según su principiode trabajo podemos tener sistemas OCDMA incoherentes en donde la codicación eshecha sobre la potencia óptica y sistemas OCDMA coherentes en donde la codicaciónse hace sobre la amplitud del campo electromagnético. Según las dimensiones delcódigo tenemos OCDMA 1-D que usa codicación en tiempo ó en frecuencia y códigosunipolares o multipolares y OCDMA 2-D que usa codicación en tiempo y frecuenciasimultáneamente y son usados generalmente en sistemas de tipo incoherente.Los sistemas OCDMA incoherentes necesariamente usan códigos unipolares (0,1)que puede ser en 1 o 2 dimensiones, no obstante el uso de códigos unipolares traemuchas desventajas, entre ellas; baja eciencia en el uso de la potencia y del espectroy una pobre relación entre el pico de auto correlación y la correlación cruzada entredistintos códigos o usuarios del sistema [2, 3].Los sistemas OCDMA coherentes tienen la ventaja de poder utilizar la fase de laseñal y en consecuencia un rendimiento superior. En estos sistemas se pueden usarcódigos bipolares (1,-1) o multipolares con diversos niveles de codicación de la fase.Entre las múltiples posibilidades de OCDMA, el esquema con el que trabajaremoses el DS-OCDMA (Direct Sequence-OCDMA) por ser uno de los que tienen mejorescaracterísticas en términos de propiedades de auto correlación, correlación cruzada,eciencia en frecuencia y baja dispersión [1].Para que el sistema sea coherente se debe garantizar que la duración del tiempode chip sea inferior al tiempo de coherencia de la luz del láser. Esto permite el usode la fase y por tanto el uso de códigos multipolares, sin embargo, esto conduceal principal problema de estos sistemas, conocido como ruido de batido. Este ruidose produce en el fotodetector por el batido en campo entre la señal deseada y las13
CAPÍTULO 2. MODELADO DEL RUIDO EN SISTEMAS OCDMA
Figura 2.1: Diagrama de bloques del sistema OCDMA y fuentes de ruidoseñales interferentes. Como demostraremos más adelante, no es posible eliminar elruido de batido, sólo es posible reducirlo mediante el uso de códigos más ecientes,por esta razón el estudio del impacto en sistemas OCDMA es de vital importanciapara dimensionar los posibles sistemas futuros.2.2. Modelo Básico del Ruido en SistemasDS-OCDMA con On-O KeyingEn la gura 2.1 se muestra el esquema del modelo planteado en [37] para analizarel alcance que tiene la interferencia dentro del sistema. En esta gura se resaltan lastres fuentes de ruido que deben ser tenidas en cuenta: Ruido MAI (Multiple AccessInterference) y el ruido de batido entre señal e interferencia, ambos consecuencia delos múltiples usuarios presentes en la red y el ruido del receptor (ruido térmico, ruidode cuanticación o ruido shot, etc).Para realizar el análisis del impacto del ruido en los sistemas OCDMA se partedel modelo presentado en [37], el cual tiene en cuenta los diferentes tipos de ruidosenumerados en la gura 2.1. En la gura 2.2 se observa el modelo de chips según [37]en donde resaltan las siguientes consideraciones:* Se utiliza lo que se conoce como time gating, de tal forma que el MAI y elruido de batido sólo son considerados dentro del instante o "chip" central del bit,equivalente a un período de chip Tc.* Supone los chips constantes durante Tc.* Todos los chips, tanto de señal deseada (datos) como de interferencia de múltiplesusuarios caen perfectamente solapados.* Los estados de polarización de la señal de dato e interferente se asumen iguales(peor caso).* No se incluyen técnicas de thresholding lo que en principio podría mejorar losresultados del modelo. 14
2.2. MODELO BÁSICO DEL RUIDO EN SISTEMASDS-OCDMA CON ON-OFF KEYING
Figura 2.2: Modelo de Chips según [37]En el sistema se supone inicialmente que existen K usuarios compartiendo el mediode transmisión y enviando datos, de los cuales m (0<m<K-1) están en un instantedeterminado activos, es decir, transmitiendo un nivel alto de señal a la red y por lotanto interriendo con el usuario objetivo. De acuerdo a ello podemos decir que elcampo eléctrico a la entrada del detector será:
E(t) =
√
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cos ((ωi − ωd) t − ωiτi + φd(t)) dt+
︸ ︷︷ ︸










cos ((ωi − ωj) t − ωiτi + ωjτj + φi (t − τi) − φj (t − τj)) dt
︸ ︷︷ ︸







(2.2)Donde < es la responsividad del fotodetector, Tc es el tiempo de chip y η0 es elruido del receptor.La ecuación 2.2 reúne todos los términos obtenidos durante el proceso de codi-cación y decodicación. El primer término corresponde a la señal de datos o señalobjetivo. El segundo término es el ruido producido por la múltiple interferencia delos usuarios presentes en la red conocido como MAI (Multiple Access Interference).El tercer término es el ruido de batido de primer orden (PBN), el cual se presenta enel fotodetector. Es llamado de primer orden porque es el ruido producido al batirseen campo la señal objetivo y las m señales interferentes. Este término afecta directa-mente la señal objetivo. El cuarto término se conoce como ruido de batido de segundoorden (SBN), y se presenta también en el fotodetector. Es llamado de segundo ordenporque se produce al batirse en campo las señales interferentes entre si, sin implicara la señal objetivo o de datos. El último término es el ruido propio del receptor yengloba al ruido térmico y al shot.En la ecuación 2.2, tanto en el término de batido de primer orden como en eltérmino de batido de segundo orden aparece una función coseno con tres términos ensu argumento. El primer término (ωi − ωj) = (δω)ij indica la diferencia que existeentre las frecuencias de las portadoras de cada uno de los usuarios. Se asume queesta diferencia no supera 1 GHz ya que todos los usuarios se encuentran dentro de lamisma banda de frecuencia. También podemos asumir que Tc < 10ps [38] ya que unode los requisitos de trabajar con DS-OCDMA de tipo coherente es el uso de pulsosultra-cortos. Por lo tanto el término completo (δω)ij · t  2π dentro del tiempo deintegración Tc, por lo que es un término insignicante. El segundo término es ωiτies aproximadamente una constante durante la duración de la integral, que tambiénpodemos descartar. El tercer término φi(t − τi) − φj(t − τj) ≡ δφij(t) es fuertementedependiente de la coherencia del pulso óptico dentro del tiempo de integración. Enconsecuencia podemos tener 3 casos a saber: régimen incoherente, régimen coherentey régimen parcialmente coherente.Para nuestro primer caso que es el régimen incoherente, se asume que Tc será muysuperior al tiempo de coherencia de la luz (τc). En este caso δφij(t) es un proceso16
2.2. MODELO BÁSICO DEL RUIDO EN SISTEMASDS-OCDMA CON ON-OFF KEYINGaleatorio uniformemente distribuido sobre [−π, π], durante el intervalo de integración




































η0(t))dt (2.4)donde ∆Φi = (δω)idTc + ωiτi + δφid y ∆Φij = (δω)ijTc + ωiτi + δφij denotan elruido de fase total. ∆Φi y ∆Φij son procesos aleatorios que varían sobre [−π, π] debit a bit, lo cual resulta en el ruido de batido de los sistemas coherentes.En los sistemas incoherentes típicos, la relación entre Tcτc no es muy alta. A estarelación la podemos llamar constante de coherencia kt y nos servirá para medir lapropiedad de coherencia de la luz dentro de la duración del chip. Como τc ∼ 1B0 (B0es el ancho de banda óptico del sistema), kt ∼ TcB0. En la práctica los sistemas másincoherentes son parcialmente coherentes (kt > 1 pero no innito), por ejemplo larazón de coherencia de un sistema con ancho de banda óptico de 250 GHz con anchurade chip de 10 ps es de 2.5, lo que esta lejos de ser un sistema totalmente incoherente.Por lo tanto es importante determinar la relación que existe entre el ruido de batidoy la razón de coherencia kt del sistema DS-OCDMA.En el régimen parcialmente coherente, el modelo se puede simplicar asumiendoque la fase relativa ∆Φi y ∆Φij se mantienen constantes dentro de cada ranura deltiempo de coherencia τc, y que son procesos aleatorios mutuamente independientes,distribuidos sobre [−π, π] para diferentes ranuras de tiempo. Bajo esta suposiciónpodemos decir que Z puede ser expresado como:17






















PiPj cos (4Φijn) +
Tc∫
0




p(m)BER(m) (2.6)donde p(m) es la probabilidad de que m de los K − 1 usuarios interferentes esténsimultáneamente enviando un 1, lo cual obedece a una distribución binomial
p(m) =
(K − 1)!
(K − m − 1)!m!2


















Pd(1 + mξ − D)√
2σ1
] (2.10)donde 0 < D < 1 + mξ es el umbral de decisión. Adicionalmente σ0 y σ1 son lasvarianzas del ruido en un sistema coherente para los símbolos 0 y 1 respectivamente.18


























σ2sh−0 = 2eBR<Pdmξ (2.14)












cos (∆Φij) Φij = [−π, π]︸ ︷︷ ︸
uniforme





< cos(∆Φij) >︸ ︷︷ ︸
→0
= 019
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σ2SBN = < i
2












= ξ2P 2d m(m − 1) (2.16)De la misma manera en la varianza de σ21 aparece el término σ2PBN que correspondea la varianza del ruido de batido primario, y que de manera similar a lo que se hizocon σ2SBN se puede encontrar que es:
σ2PBN = 2ξP
2
d m (2.17)Con este último resultado concluimos las expresiones necesarias para obtener laBER de un sistema OCDMA con modulación On-O Keying.Usualmente en redes DS-OCDMA el nivel de crosstalk es muy bajo (ξ  1). Larelación entre la varianza del batido primario y el ruido del batido secundario estaalrededor de 2mξ , de tal forma que si m no es muy grande (mξ  1), el batido secun-dario puede ser ignorado. En nuestro caso el batido secundario no puede ser ignoradoya que estamos buscando modelar un sistema en donde queremos tener una grancantidad de usuarios.2.3. Modelo Generalizado del Ruido en SistemasOCDMA con Modulación On-O KeyingEl modelo del apartado anterior nos permite visualizar la inuencia del ruido sobreun sistema OCDMA con On-O keying. No obstante este modelo adolece de algunascaracterísticas importantes si se pretende usar en otros entornos, entre ellas:Tener en cuenta la forma del pulso. En los sistemas ópticos DS-OCDMA detipo coherente la señal de entrada son pulsos de corta duración. Estos pulsospueden tener múltiples formas aunque generalmente son considerados de formagausiana.Dar la posibilidad de variar el ancho de banda del ltro receptor para incluirel ruido fuera del tiempo de chip de la señal objetivo. Considerar el ruido solopara el tiempo de chip de la señal objetivo es válido para sistemas que utilizantime gating, que requiere tiempos de integración muy bajos y receptores conanchos de banda elevados comparables al tiempo de chip.Poder incluir un receptor con respuesta impulsiva hRC(t) arbitraria.Introduciremos en este punto un conjunto de modicaciones al modelo para consideraruna detección más real. Se tomará en cuenta un receptor caracterizado por su función20
2.3. MODELO GENERALIZADO DEL RUIDO EN SISTEMASOCDMA CON MODULACIÓN ON-OFF KEYING
Figura 2.3: Modelo con pulsos de forma gausiana.de transferencia, forma arbitraria para los chips decodicados y el efecto de lainterferencia durante todo el tiempo de bit.En la Figura 2.3 se ilustra con pulsos gausianos las posibles señales que tendríamosdespués del proceso de decodicación. El proceso de decodicación consiste en correlarla señal original codicada y la respuesta del dispositivo decodicador ubicado en elreceptor. Por esta razón, la cantidad de pulsos de la señal interferente es de 2N-1 endonde N es el número de chips del código, así mismo, el tiempo de duración de laseñal recuperada será 2N-1 veces el tiempo de chip original.Teniendo en cuenta que ahora la forma del pulso es arbitraria, la envolvente decampo complejo a la salida del decodicador, puede ser escrita como:
E(t) = s(t)
√











δ (t − kTc)

(2.18)En donde s(t) es la función normalizada que describe la forma del chip y φki es lafase óptica relativa entre los k chips a la salida del decodicador durante el períodode bit. En la ecuación 2.18, se observa que la sumatoria de los chips incluye 2N-1términos, lo cual corresponde a la longitud de la señal decorrelada.Para un sistema DS-OCDMA que emplea fotodetección cuadrática (fotodetectorseguidor normal), tomando módulo al cuadrado de la ecuación 2.18 y aplicando larespuesta del receptor obtenemos que la fotocorriente esta dada por21


























PiPj cos (4Φijk) (2.19)Esta fotocorriente esta ordenada en los mismos términos de MAI, batido primarioy batido secundario que el modelo anterior. Pero tiene términos adicionales, ya queexiste una nueva sumatoria que incluye el número total de chips (2N-1). La función
Γ(t) se dene como Γ(t) = s2(t) ⊗ hRC(t) y ∆Φijkes la diferencia de fases entre loschips ubicados en la posición temporal k de las señales de los usuarios i y j. Nóteseque ahora la función Γ(t) incluye tanto la forma de los pulsos de la fuente ópticacodicada, como la respuesta concreta del receptor empleado. Ambas pueden ser porlo tanto arbitrarias.Podemos particularizar la fotocorriente para el instante central (t = 0), que ha sidotomado como el punto óptimo por ser donde se produce el pico de la señal decodicada
(Pd), y normalizando con respecto a <.
I =
i(t)














































) (2.25)Las incógnitas por lo tanto son I1 e I0, es decir las fotocorrientes para el símbolo1 y el símbolo 0, así como las desviaciones típicas de ruido totales para ambossímbolos. Éstas se deducen a partir de la ecuación (2.20).















































2eBR<Pd (1 + mξ)
<2 (PdΓ(0))2
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+ m (m − 1) ξ2Γ̄ + 2mξ + 1






(2.36)A partir de la expresión 2.35 podemos llegar a unas primeras conclusiones. Laprimera de ellas es que cuando el valor de crosstalk ξ es bajo y el número de usuariosreducido, el ruido de batido primario es la fuente de ruido dominante. Y la segundaes que el ruido de batido secundario se incrementa en razón de m (m − 1) Γ y el ruidoMAI se incrementa con mΓ.Consideremos ahora dos casos extremos que nos permiten cuanticar el impactodel término Γ cuando variamos el ancho de banda del receptor. Primero supondremosque usaremos time gating, lo cual implica, suponer un ancho de banda de receptormuy grande. En el caso extremo este ancho de banda será comparable con la tasade chip BR → 12Tc . Por lo tanto asumimos que Γ2 (−kTc)  Γ2(0)∀k 6= 0 y por lotanto Γ ≈ 1. Aquí la contribución de ruido MAI y de ruido de batido secundarioal sistema es mínima. Por otra parte podemos suponer que el ancho de banda delreceptor es mínimo, en este caso comparable al período de bit, BR → 12Tb . En este casopodemos asumir que Γ2 (−kTc) ≈ Γ2(0)∀k = [− (N − 1) , (N − 1)] y en consecuencia
Γ → (2N − 1). para este segundo caso la contribución de ruido MAI y de ruido debatido de segundo orden es la máxima posible.Los casos que hemos descrito no son prácticos en condiciones reales, lo típico estener un sistema que usa técnicas de time gating que no son absolutamente perfectas.Por tal motivo lo mejor es considerar un caso intermedio, en donde Γ integra la24
2.4. MODELO DEL RUIDO EN SISTEMAS OCDMA CONMODULACIÓN DPSK
Figura 2.4: Diagrama de bloques para el sistema OCDMA con modulación DPSKcontribución de ruido de los 2N-1 chips ponderados de acuerdo a la función Γ(t).Nótese que Γ puede ser considerado como el número efectivo de chips que son tenidosen cuenta como contribuyentes al ruido SBN y MAI, y puede variar entre 1 y 2N-1.2.4. Modelo del Ruido en Sistemas OCDMA conModulación DPSKDierential Phase Shift Keying (DPSK), ha sido propuesta y demostrada experi-mentalmente en sistemas OCDMA [39][40]. DPSK presenta dos ventajas destacables:1. la relación señal a ruido y la relación señal a interferencia se ven incrementadasporque la energía del símbolo 0 ya no es nula y en consecuencia la aperturadel diagrama de ojo aumenta en un factor de dos.2. La apertura del diagrama de ojo después de la detección diferencial proporcionavalores simétricos positivos y negativos para los símbolos 1 y 0. Esto permiteobtener un nivel umbral óptimo de detección igual a cero, independiente de lapotencia óptica promedio que llega al receptor.En DPSK se reduce la complejidad para determinar el nivel umbral, pero por otraparte requiere dispositivos adicionales, entre ellos el detector diferencial y el inter-ferómetro Mach-Zehnder con un tiempo de retardo entre cada terminal igual a unperíodo de bit.En el caso concreto de OCDMA se codica un pulso óptico tanto para el símbolo1 como para el símbolo 0 y la información de los mismos se modula en la fase.Más concretamente en la diferencia de fase óptica entre un pulso codicado y elinmediatamente posterior. Esta diferencia de fase es de π radianes de manera que ennuestro caso vamos a asumirla como:Para el símbolo 1:
φd − φd_D = π (2.37)Para el símbolo 0:
φd − φd_D = 0 (2.38)El receptor DPSK requiere un Interferómetro Mach-Zehnder (IMZ) con los brazosdesbalanceados exactamente un período de bit y con un perfecto ajuste de fase óptica25
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exp (jφki) − exp
(
jφd_D)] δ (t − kTc) (2.41)26



























exp (jφki) + exp
(
jφd_D)] δ (t − kTc) (2.42)Procederemos ahora a calcular las fotocorrientes de los detectores en los puntos ay b de la gura 2.5. Como se observa en las expresiones de campo eléctrico anteriorespara nuestro caso de receptor DPSK, tanto en el término de señal, como en lostérminos del sumatorio de interferencias, aparecen dos elementos en lugar de unocomo en OOK, es decir a cada detector llegan dos copias tanto de la señal como delas interferencias.Tendremos en cuenta para simplicar los cálculos que los términos de la forma sepueden expresar como
exp (jφk,i) ± exp
(
jφk,i_D) = exp (jφk,i) (1 ± exp(ϕ)) = exp (jφk,i) a±i (2.43)donde ϕ por ser la diferencia de fase entre un bit y el adyacente de la i-ésimafuente interferente, es por tanto una variable aleatoria binaria que tomará valores 0 ó


















































k (2.44)y de similar forma para el punto b) 27
























































(∣∣exp (jφd) − exp
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k − a+i a+k





(∣∣exp (jφd) − exp
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k − a+i a+k
} (2.47)A partir de este punto calculamos los valores medios de corriente para los símbolos0 y 1 y las potencias de ruido de interferencia.Partiendo de la ecuación 2.47, hallamos primero la expresión para el ruido MAI28








































































































































































m(m − 1)P 2d ξ2
N−1∑
k=−(N−1)





(∣∣exp (jφd) − exp
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(2.60)comparando la ecuación 2.60 con la ecuación 2.35 podemos ver que la potencia delruido MAI disminuye tras la estructura de detección diferencial, de forma que pasamosde un término determinado por 1SNRMAI−0 a 14 ( 1SNRMAI−0 + ξ2). Por ejemplo, paraun código Gold de N=127 chips 1SNRMAI−0 ≈ 6,5 × 10−5 y recordando que ξ ≈ 1Ntendríamos que para un sistema DPSK 1SNRMAI−0 + ξ2 ≈ 3,17 × 10−5. Esta ligerareducción en la potencia de ruido MAI dependerá del comportamiento de las señalesinterferentes, que a su vez son consecuencia de las características del código usado.Por otra parte comparando el término de ruido de batido secundario de los sistemasDS-OCDMA con modulación DPSK se reduce en un octavo ( 18) respecto del que severica en OOK.El ruido de batido primario también se ve reducido, pero esta vez en un factor de uncuarto ( 14) respecto de la que se presenta en OOK. A pesar de la evidente mejora, cabeaclarar que en OOK el término de ruido primario PBN solo se da en la contribucióndel término del símbolo 1. No existe para el símbolo 0 al no transportar potencia.En DPSK el batido primario entre señal e interferencia se produce tanto para elsímbolo 1 como para el 0. 31
























2La comparación completa entre los sistemas OCDMA DPSK y OOK se debeevaluar por medio de la BER que se realiza en un apartado posterior Por ahoradiremos solo que la BER para sistemas OOK depende únicamente de los usuariosactivos (0 < m < K − 1) que intereran sobre el bit de datos, mientras que para elcaso de la BER en sistemas DPSK depende de todos los usuarios del sistema en esemomento (K −1), ya que en DPSK se transmite señal tanto para el símbolo 1 comopara el símbolo 0.2.5. Modelo del Ruido Bajo Hipótesis AsíncronaEl modelo anterior parte de una hipótesis simplicadora en la que la totalidad delos m chips interferentes se solapan perfectamente en la posición temporal del chipde datos recuperado tras la decodicación (peor caso de ruido de batido). Aunqueesta suposición simplica notablemente el modelo, no representa una situación real,en la que los distintos usuarios del sistema están totalmente incorrelados no sólo enfase óptica sino en retardo temporal. Es lo que se conoce como sistema asíncrono. En32
2.5. MODELO DEL RUIDO BAJO HIPÓTESIS ASÍNCRONA
Figura 2.6: Sistema DS-OCDMA Asíncronola gura 2.6 muestra una situación arbitraria en la disposición temporal de los chipsinterferentes respecto del chip de datos.La situación representada en la gura 2.6 introduce una nueva hipótesis en elmodelo y es que la duración temporal de los chips puede ser en general menor que laseparación entre los mismos. Esta hipótesis es valida ya que las fuentes láser pulsadas,generalmente de tipo Mode-Locked Laser Diode (MLLD), proporcionan anchuras depulso en el rango de 0.5 a 10 ps con tasas de repetición entre 2.5, 5 y 10GHz. Enesta situación podemos imaginar un ejemplo de sistema DS-OCDMA con una tasabinaria de 1.25Gb/s (tiempo de bit de 800ps), con una codicación de 63 o 127 chipspor bit, en el que el tiempo de chip por lo tanto es de aproximadamente 12.7 y 6.3ps respectivamente. En estos casos, si la anchura del pulso codicador es de 2ps, yel dispositivo codicador no introduce ensanchamiento adicional sobre el mismo, larelación entre tiempo de chip y anchura de los pulsos codicados es de 6.35 y 3.15.En los sistemas DS-OCDMA de tipo coherente, el cual en nuestro concepto es elque ha demostrado tener mayores ventajas, el ruido de batido primario es la may-or fuente de degradación del sistema. El ruido de batido primario es directamenteproporcional al nivel de crosstalk ξ, mientras que el ruido de batido secundario esproporcional a ξ2. De acuerdo a las expresiones obtenidas en los apartados anterioreses fácil deducir que en la medida que el número de usuarios se incrementa, el nivel decrosstalk necesario para mantener una determinada BER debe ser disminuido. Conla hipótesis de sistema asíncrono se reduce la contribución de ruido de batido pri-33
CAPÍTULO 2. MODELADO DEL RUIDO EN SISTEMAS OCDMAmario ya que no inciden sobre el chip de datos todos los usuarios interferentes. Estose cumple tanto para sistemas con OOK como para sistemas con DPSK.Para cuanticar la reducción del ruido de batido primario bajo la hipótesis de unsistema asíncrono asumiremos las siguientes simplicaciones:Denimos L posiciones discretas a lo largo del tiempo de chip (Tc), donde los
m chips interferentes pueden estar localizados aleatoriamente. Nos referiremosa estas posiciones discretas como slots. Asumimos que la probabilidad de ocu-pación de cada slot de tiempo por un usuario interferente esta uniformementedistribuida para todos los slots y que esa probabilidad es α = 1L . Además que lainterferencia producida por los usuarios son procesos incorrelados con el mismocomportamiento.El ancho del tiempo de chip (σc) es igual para todos los usuarios y esta dado por
σc =
Tc
L . Y se considera despreciable el solapamiento entre chips adyacentes.Denimos MB1 como el número de usuarios interferentes del total de m, que enun instante determinado ocupan el mismo slot que el de la señal que se deseadecodicar (Pd). Los chips MB1 son los que contribuirán al ruido de batidoprimario.
MB2 se dene como el número de usuarios interferentes remanente del conjunto
m−MB1. Los chips interferentes de estos usuarios caen con igual probabilidad encualquiera de los l ∈ [1 → (L − 1)] slots disponibles dentro del tiempo de chip.El ruido de batido secundario es consecuencia de MB2 . En resumen MB1 y MB2constituyen el número total de usuarios interferentes en el sistemas distribuidode la siguiente manera
m = MB1 +
∑
MB2(l)Bajo esta extensión del modelo del sistema, las posibles combinaciones de MB1 y MB2producirán diferentes valores de potencia de ruido de batido primario y secundario,y por lo tanto diferentes valores de BER. La probabilidad de ocurrencia de cada unade estas combinaciones se expande sobre un amplio espectro de valores cada uno conun peso particular que incide sobre la BER del sistema de la siguiente manera
BER(m) =
∑
P (MB1, MB2 (l)) · BER (MB1, MB2) (2.61)donde P (MB1, MB2 (l)) es la probabilidad de una combinación en particular.La expresión de la fotocorriente en el instante central, que hemos escrito anteri-ormente podemos re-escribirla para incluir los términos MB1 y MB2(l) dividiendo los
m posibles usuarios interferentes como 34



























































MB1 (MB1 − 1) +
L−1∑
l=1
MB2(l) (MB2(l) − 1)
](2.64)las ecuaciones 2.63 y 2.64 toman en cuenta el caso general con el conjunto com-pleto de posibles combinaciones del vector MB2(l). Para reducir la complejidad yel tiempo de procesamiento de la expresión 2.64 podemos asumir que los m − MB1usuarios interferentes que causan el ruido de batido secundario están uniformementedistribuidos a lo largo de l ∈ [1 → (L − 1)] posiciones. De acuerdo a esto el número deusuarios interferentes a lo largo de los l slots puede ser tomado como una constante






































































Ψ = MB1 (MB1 − 1) + (L − 1)MB2 (MB2 − 1) (2.69)
MB2 =
m − MB1
L − 1 (2.70)36











2Γ + 12MB1ξ +
1
SNRR
(2.71)2.6. Efecto del Uso de Técnicas de Thresholding enSistemas DS-OCDMAEn los sistemas OCDMA es fundamental la habilidad que tiene el receptor para dis-criminar entre la señal deseada y las señales interferentes. Cuando se realiza el procesode decodicación de la señal, la amplitud de los pulsos decodicados correctamentepuede llegar a ser muy similar a la suma de los pulsos decodicados incorrectamentede los múltiples usuarios. Los receptores ópticos, dado su limitada respuesta temporal,no pueden diferenciar entre el pulso objetivo y los interferentes [10, 11]. De tal maneraque en los sistemas OCDMA se requiere utilizar alguna técnica de thresholding enel dominio óptico que permita discriminar correctamente las señales.El thresholding óptico consiste en encontrar un punto de umbral a partir del cualla señal pueda ser detectada correctamente por el fotodetector, de tal forma que losvalores que estén por debajo de ese umbral sean despreciados. Mediante el uso de estastécnicas es posible reducir, y en el mejor de los casos eliminar, el ruido incoherenteMAI y el ruido de batido de segundo orden. No obstante el ruido de batido primarioes irreducible usando este tipo de técnicas.Existen múltiples técnicas de thresholding que han sido propuestas por diferentesautores [39, 41, 42, 9, 43]. Aunque podemos decir que en términos generales las técnicastípicas de thresholding óptico se basan fundamentalmente en la inducción de efectosno lineales en bras ópticas u otros materiales no lineales. Gracias a estos elementos sepueden generar componentes espectrales que contengan la información deseada y queluego podrán ser seleccionadas mediante un ltro. El hecho de que las componentesespectrales generadas lleven la información deseada, ocurre porque solamente el pulsodecodicado correctamente tiene la energía de pico necesaria para inducir los efectosno lineales.En la gura 2.8 podemos ver como el pulso decodicado correctamente sufre undesplazamiento en su espectro, tanto hacia longitudes de onda más bajas como hacialongitudes de onda más altas, mientras que el pulso decodicado incorrectamenteno sufre ningún desplazamiento. Finalmente un ltro óptico sintonizado para dejarpasar las longitudes de onda deseadas ltra el espectro antes de la detección. Unthresholder ideal puede eliminar completamente el ruido de batido de segundo ordeny la interferencia de múltiple acceso; σ2MAI = σ2SBN = 0 [44].Normalmente para llevar a acabo el thresholding se usa el esquema de la gura2.9, básicamente consiste de un amplicador de bra dopada con Erbio (EDFA), elelemento no lineal y un ltro óptico. Se han demostrado diversas tecnologías según el37
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Figura 2.8: Resultados espectrales para un thresholder basado en HNLF de un pulsodecodicado incorrectamente (línea negra) y uno decodicado correctamente (líneagris) y la respuesta del ltro (línea a trazos)[11].dispositivo que se use para implementar el efecto no lineal, entre ellos podemos citar; laHNFL (High NonLinear Fiber) [42, 45], que puede ser una bra de cristal fotónico dela cual se usan algunas decenas o centenas de metros, bras de dispersión desplazadade alta no-linealidad [46, 47]. Otras tecnologías como las guías PPLN (Periodically-Poled Lithium Niobate) han demostrado muy altas eciencias con relativamente bajapotencia de pulsos [10, 48], o las estructuras de tipo Sagnac de bra no lineal comolos NOLM (Non-linear Optical Loop Mirror) [49, 50].Aunque los procedimientos de implementación de los thresholders son muy het-erogéneos en función de los dispositivos no-lineales utilizados, en todos ellos se produceuna discriminación según la potencia óptica instantánea de la señal, que se traduce en
Figura 2.9: Thresholder óptico38
2.6. EFECTO DEL USO DE TÉCNICAS DE THRESHOLDING EN SISTEMASDS-OCDMAun desplazamiento de frecuencia y un posterior ltrado óptico. Este proceso se puedever como una función de transferencia de potencia de entrada instantánea a potenciade salida instantánea no lineal como el representado en la parte derecha de la gura2.9.Como podemos ver en dicha gura, el thresholder ideal queda denido mediantedos únicos parámetros, 1) la potencia instantánea a la que se produce el escalón dediscriminación no lineal, y 2) la relación entre la atenuación de las potencias másbajas (por debajo del umbral) respecto de las que están por encima del mismo, o loque se puede denominar relación de thresholding (TH en el esquema de la gura2.9).Para la aplicación del thresholder al modelo de cálculo de la BER del sistemaOCDMA es necesario suponer que el valor umbral de potencia óptica instantánea,y por lo tanto de fotocorriente equivalente, se encuentra ajustado dentro del rangoque forma la apertura del diagrama de ojos sin thresholder. Con esto aseguramos querealiza su función correctamente. Adicionalmente para poder incluirlo en el modelo,el thresholding óptico debe tener una respuesta paso ideal. De esta manera, denimosuna ganancia óptica debida al thresholding (Gth = −10log10(gth)), como la relaciónentre la señal antes y después del thresholder.Para incluir el efecto del Thresholding partiremos de las expresiones para el sis-tema con modulación OOK. Los primeros términos que se afectan, son los de lasexpresiones 2.21, 2.22 y 2.23, y por lo tanto el factor Q en la ecuación 2.35. El efectose incluye fácilmente substituyendo el Γ original y teniendo en cuenta que afecta deforma diferente al símbolo 0 que al símbolo 1.
Bit′0′ → Γ′0 = Γg2th (2.72)






+ 1 (2.73)Nótese que para el símbolo 0, los ruidos SBN y MAI son reducidos para latotalidad del número equivalente de chips Γ, pero para el símbolo 1 los beneciosde la ganancia por el thresholding solo afecta si Γ > 1. La apertura del ojo dada por
I1 − I0 dentro de la denición del factor Q también se vera afectada por la gananciade thresholding. En este caso la señal multiusuario promedio de los símbolos 1 y0 no puede ser eliminada, como se hizo en las ecuaciones 2.26 y 2.27 debido a ladiscriminación en potencia. Aun así podemos incluir el efecto con un nivel de crosstalkmodicado como ξ′ = ξgth para todos los valores de k dentro de I0 denido en 2.27y aplicándolo para todo k 6= 0 dentro de I1. La apertura de ojo resultante es










 (2.74)La expresión 2.74 se puede simplicar fácilmente porque la resta de las sumatoriasse hace igual a Γ(0) y rescribiéndola tenemos
I1 − I0 = PdΓ(0) [1 + ξm (1 − gth)] (2.75)39
CAPÍTULO 2. MODELADO DEL RUIDO EN SISTEMAS OCDMAes importante ver que esta ecuación es independiente de la forma de la función
Γ(t) y por lo tanto independiente de Γ.En el mejor de los casos, cuando gth  1, la apertura del diagrama de ojos seincrementa en un factor de (1 + ξm) y sin ganancia de thresholding (gth = 1) lasexpresiones halladas en los apartados anteriores no sufren modicaciones.La expresión del factor Q en el modelo del sistema con modulación OOK, incluyen-do el efecto de thresholding queda denitivamente como
QOOKth =
1 + ξm (1 − gth)√
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(1 + cos θ) (2.87)
{
si θ = 0 Peor caso, batido perfecto
si θ = π No hay batido41
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Figura 2.10: a). Representación de la esfera de Poincare, b).Descripción del área quecubre la variación del ángulo de la señal interferentePodemos suponer que −→Si estarán distribuidos uniformemente en la supercie dela esfera. Esta suposición ha sido generalmente aceptada.El área correspondiente a este dθ es 2π sin θdθ(gura 2.10b.)
∫ π
0







sin θ (2.88)En donde Pθ(θ) es la función de densidad de probabilidad para el ángulo θ exten-dida entre θ = [0, π].La aleatoriedad de la SOP afecta los términos de batido, de forma que cada unode los términos cos (∆φi) ó cos (∆φij) se deben afectar por un término √γi al ser
γi una fracción de la potencia total. Además podemos suponer que cos (∆φi) y √γison funciones aleatorias independientes. De esta forma la media y la varianza quedancomo
E 〈cos (∆φi) ·
√




γi] = 0 (2.89)
σ2 = E
〈
cos2 (∆φi) · γi
〉




















(2.90)En el primer término de esta varianza, al que hemos llamado A tiene a un valorde 12 y el segundo, B, tiene un valor de (12 + π8 ) que es un valor muy cercano a 1,42



















, allí los sistemas DPSK presentan una mejora con respecto a los sistemascon modulación OOK de casi 4 veces, corroborando lo dicho en [39]. Cabe resaltarque a medida que el crosstalk aumenta el número de usuarios en el sistema quegarantiza una BER = 10−9 disminuye y también disminuye la mejora de un sistemacon respecto al otro. Para la simulación mostrada en la gura 2.11(b), se ha empleadoun sistema con time gating no ideal, donde se considera que el 5% de los posibleschips dentro de un tiempo de bit esta interriendo sobre el pulso deseado. Esto quieredecir que BR = 12Tc Γ = 12Tc (2N − 1) 5100 . Nótese que esta pequeña disminución enel rendimiento del time gating causa un decremento, en un factor aproximadamenteigual a 2, del número de usuarios que puede acceder al sistema. Además se puedever que los sistemas con modulación DPSK se ven más afectados que los OOK, locual es lógico bajo la perspectiva de que en estos sistemas se considera transmisión43
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Figura 2.11: Comparación del rendimiento entre los sistemas OCDMA con modulacióna) DPSK y b) OOK. BER = 1 × 10−9. 1) Time gating ideal, solo un tiempo dechip (Γ = 1). 2) Time gating no ideal, 5% del total de chips interferentes dentro deun tiempo de bit. 3) Time gating no ideal, pero empleando thresholding óptico con
Gth = 5dB.de energía tanto para el símbolo 1 como para el símbolo 0. Finalmente la gura2.11(c) muestra la mejora conseguida al emplear técnicas de thresholding sobre unsistema que ha usado un time gating imperfecto como el simulado en 2.11(b). Laganancia de thresholding dada en este caso fue de 5 dB como la empleada en [43, 39],y con ella se consigue una mejora del sistema de casi el 30%. Esto es consecuencia dela disminución tanto del ruido de batido secundario como del MAI. Si la ganancia dethresholding aumenta las curvas 1 y 3 de la gura 2.11 tenderían a converger.2.8.2. Evaluación del Modelo Generalizado de los SistemasOCDMA.Para la evaluación del modelo generalizado del sistema DS-OCDMA, se emplearacomo parámetro de calidad, la penalización por interferencia multiusuario (MUI).Nosotros la denimos como el incremento requerido de potencia óptica promedio a laentrada del receptor, respecto del caso limitado por ruido térmico, para compensarla degradación del conjunto de ruidos de interferencia multiusuario y por lo tantomantener una BER = 1 × 10−9.Esta aproximación permite claramente estudiar las relaciones entre los principalesparámetros del sistema: Número de usuarios (K), nivel de crosstalk de las señalesinterferentes (ξ) y el número de slots de tiempo (L) para el modelo asíncrono. Paraeste primer análisis se ha resuelto la ecuación 2.35 para una BER = 1 × 10−9 ja yuna densidad espectral de ruido térmico de Nth = 1 pA2Hz .La gura 2.12 muestra la penalización en potencia MUI vs. el nivel de crosstalk.44
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Figura 2.12: Penalización de potencia MUI (dB) vs. relación de crosstalk 10log10 (ξ)para diferente número de usuarios totales (K). Solapamiento perfecto entre señales dedatos y señales interferentes.Aquí el parámetro Γ = 1 ha sido jado para una condición de time gating perfecto,no se usa ninguna técnica de thresholding (gth = 1) y el número de slots de tiemposes L=1. Esto equivale al modelo simplicado síncrono de [37]. Las diferentes curvascorresponden con un número total de usuarios (K).La máxima penalización admisible que se toma normalmente es de 1dB. En latabla 2.1 se muestra el crosstalk mínimo aceptado según el número de usuarios paraobtener dicha penalización.El grado de crosstalk en sistemas DS-OCDMA de tipo coherente se puede aproxi-mar a la inversa del número de chips o longitud del código (ξ = 1Nchips) [37]. Y comose puede ver en la tabla 2.1 el nivel ξ máximo admisible incluso para 5 usuarios es deUsuarios Crosstalk Longitud de código mínima5 -30.0191 1024 chips10 -34.6591 4096 chips15 -37.3944 8192 chips20 -39.9174 16384 chips25 <-4030 <-40Cuadro 2.1: Crosstalk para obtener una penalización máxima de 1 dB, para diferentesnúmeros de usuarios y sistema síncrono. 45
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Figura 2.13: Penalización de potencia MUI (dB) frente a la relación de crosstalk
10log10 (ξ). Para 10 usuarios. Modelos síncrono, para diferentes valores de Γ.-30dB (requiere códigos de 1000 chips) o de -34.6dB para 10 usuarios (requiere códigosde 4000 chips), lo que es una importante limitación tecnológica. Con los resultadosanteriores podemos decir que un sistema que requiera trabajar con los parámetrosindicados al principio, es inviable bajo el criterio de 1 dB máximo de penalización,debido a la dicultad de implementar códigos con más de 500 chips.Anteriormente vimos como el sistema se degradaba al considerar un time gatingno ideal. Para verlo aun más claramente podemos realizar una simulación que nosmuestre la penalización en potencia MUI necesaria para conservar una BER = 1 ×
10−9 modicando en este caso la cantidad de tiempos de chip considerados comointerferentes. De esta manera el valor de Γ dado en la gura 2.13, indicara el númerode tiempos de chip considerados en la integral.La gura 2.13 muestra como a medida que el ancho de banda disminuye, el sis-tema decrementa notoriamente su rendimiento. Para los mismos 10 usuarios el valorde crosstalk se hace más exigente. Para un incremento del tiempo de integraciónde 8 veces, el valor del crosstalk aumenta en más de 3 dB, por fuera del rango depenalización máxima de 1dB.Los resultados obtenidos eran los esperados, y demuestran el impacto del ruido debatido secundario (SBN) y MAI cuando el time gating no es el ideal.2.8.3. Evaluación del Modelo Bajo Hipótesis AsíncronaEn la sección 2.5 se reformuló el modelo de [37] bajo la hipótesis de asincronía enel sistema. La asincronía implica, que no necesariamente los chips que caen dentro delperíodo del chip de dato interferirán directamente sobre él, reduciendo por tanto el46
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Figura 2.14: Penalización de potencia MUI (dB) frente a la relación de crosstalk
10log10 (ξ). Diferente número de usuarios (K) en el sistema. Modelo asíncrono conL=6.MAI y el SBN.La evaluación del modelo para L=6 (gura 2.14), muestra una reducción sustancialdel impacto del ruido de batido dominante (PBN), suavizando los estrictos requisitosde crosstalk máximo a -26 dB para K=5 y -34 dB para K=30 (tabla 2.2). En la medidaque L se incrementa el valor de crosstalk necesario para obtener una BER = 1×10−9disminuye.Los benecios del modelo asíncrono (L>1) se resumen en las guras 2.15 y 2.16,donde se representa las relaciones entre K, L y crosstalk, jados para conseguir unapenalización máxima de 1 dB. Los resultados mostrados en la gura 2.15 muestranque el crosstalk requerido para mantener un número determinado de usuarios en elsistema disminuye a medida que se considera un número de slots (L) mayor. Esto sinUsuarios Crosstalk Longitud de código mínima5 -27.0606 512 chips10 -29.2518 1024 chips15 -30.07603 1024 chips20 -32.0257 2048 chips25 -33.2174 2048 chips30 -34.3787 4096 chipsCuadro 2.2: Crosstalk según número de usuarios para obtener una penalización máx-ima de 1 dB con L=6. 47
CAPÍTULO 2. MODELADO DEL RUIDO EN SISTEMAS OCDMA


























L=1Figura 2.15: Máximo Crosstalk permitido vs. número de usuarios (K). Las curvascorresponden con diferentes valores de razón de L (L = Tcσc ) para el modelo asíncrono.aumentar la penalización de potencia MUI. El incremento de L desde 1 a un valor de2 o 4 aumenta el número de usuarios posibles dentro del sistema. También se observaque la mejora en el número de usuarios K cuando se aumenta el número de slots,aumenta cuando el nivel de crosstalk disminuye. Si el crosstalk es ∼ −29 dB, L=2permite K=5 usuarios, L=4 permite K=8 y L=10 tolerara hasta un K=13, pero si elcrosstalk es de -33 dB el número posible de usuarios para L=1, 2, 4 y 10 llega a K=7,14, 21 y 30 respectivamente.Estos resultados se observan más claramente en la gura 2.16, en donde se hanpuesto valores de crosstalk iguales a -25,-30 y -35 dB.El hecho de que no sea perfecto el solapamiento entre los chips que intererensobre el chip objetivo cuando se asume asincronía, presenta un claro benecio para lossistemas OCDMA en general. Pero esta suposición requiere pagar un precio en otrosaspectos del sistema. Si queremos incrementar la razón L manteniendo la longitud delcódigo N, tenemos dos alternativasReducir el ancho del pulso σc si el tiempo de chip es jo. Para ello es posibleusar los láser pulsados MLLD basados en anillos de bra disponibles comercial-mente y que entregan pulsos con un ancho entre 0.1 y 1 ps. Lo cual produciríaun incremento del espectro óptico ocupado en un factor L, y adicionalmenteestas fuentes pueden ser costosas, siendo esto incompatible con los bajos costosesperados por los usuarios.Incrementar el tiempo de chip manteniendo el ancho del pulso. Si buscamosmantener el nivel de crosstalk, se debe mantener el número de chips N y por lo48
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Figura 2.16: Máximo número de usuarios posibles (K) vs. Razón de L (L = Tcσc )parael modelo asíncrono. Se usa el Crosstalk (10log10 (ξ)) como parámetro.tanto la razón de bit de usuario debe ser reducida en un factor L. Consideremospor ejemplo: σc = 0,5ps (∼ 16nm de ancho de banda espectral), longitud decódigo N=511 chips (ξ(dB) = −27). El máximo tiempo de bit esta dado por
Tc ≈ TB2Nn , por lo que a 622Mb/s por usuario tendremos L∼3 y para 155 Mb/sL∼12.Además de la reducción de la razón de bit también existe la limitación tecnológicadebida al incremento de la longitud del camino óptico requerido para los codicadoresy decodicadores y por lo tanto los inconvenientes en las tolerancias de fabricación ylas inestabilidades en temperatura [51].2.8.4. Efecto del Uso de Técnicas de Thresholding.Para concluir el análisis de resultados incluiremos el efecto de thresholding, quecomo ya habíamos dicho reduce el ruido de batido secundario y el MAI. En la gura2.17 tenemos las curvas de penalización de potencia para un sistema síncrono que usaun receptor de ancho de banda B = 12Tc o lo que es lo mismo (Γ = 1) ,al cual le hemosaplicado las técnicas de thresholding con diferentes parámetros de Gth. La mínimamejora que se obtiene al usar técnicas de thresholding combinado con un (Γ = 1) , sedebe a que solo se reduce el nivel de potencia de ruido cuando se transmite un cero.En la gráca 2.18 se muestra lo que sucede al disminuir el ancho de banda del sis-tema (Γ = 8) y usar técnicas de thresholding. La penalización en potencia disminuyesignicativamente al usar técnicas de thresholding antes del fotodetector, emulandoel uso de time gating, lo que signica que las técnicas son compatibles.49
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Figura 2.17: Penalización de potencia MUI (dB) vs. relación de crosstalk 10log10 (ξ).10 usuarios. Modelo síncrono para diferentes valores de ganancia de thresholding
(Gth).





























Figura 2.18: Penalización de potencia MUI (dB) vs. relación de crosstalk 10log10 (ξ).10 usuarios. Modelo síncrono para diferentes valores de Gth con un Γ = 8.50
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Figura 2.19: Penalización de potencia (dB) frente a relación de crosstalk 10log10 (ξ).10 usuarios. Modelo síncrono para diferentes valores de Γ, con Gth = 10dB.Aunque la gura 2.17 nos pueda inducir a pensar que usar las técnicas de time gat-ing y thresholding simultáneamente podría ser redundante, la verdad es que conseguirun receptor con un ancho de banda que permita obtener un time gating ideal puedeser muy difícil. Por tal motivo el uso de técnicas de thresholding es complementarioy necesario para un rendimiento óptimo del sistema.En la gura 2.19 se describe, como a pesar de que el ancho de banda del receptorpueda variar, si se usa una técnica de thresholding el sistema no se vera afectado.Para este caso el sistema se ha simulado con un factor de thresholding Gth=10 dBy se ha variado el valor de Γ. La mejora es evidente si se compara esta gura con lagura 2.13 en donde también se variaba el ancho de banda pero no se usaban técnicasde thresholding.
51
Capítulo 3SISTEMA OCDMA BASADOEN REDES DE DIFRACCIÓNDE BRAGGSUPERESTRUCTURADASUNIFORMES3.1. IntroducciónEn DS-OCDMA se han propuesto diferentes dispositivos para ser implementadoscomo codicadores y decodicadores. Entre ellos se cuentan, arrays de bras ópti-cas de múltiples longitudes [12, 52], redes de difracción de Bragg superestructuradas(SSFBG)[53, 32], Planar Lightwave Circuits (PLC)[54, 55], resonadores en anillo [56],etc. Pero entre todos ellos destacan las SSFBG, gracias a las características propias desu estructura basada en bra, como son: compatibilidad total con la misma, facilidadde fabricación y bajo coste.En este capítulo se describirá la teoría básica de las redes de difracción, desglosan-do detalladamente las ecuaciones que modelan las FBGs e indicando los diferentesparámetros a tener en cuenta para su construcción. Como las redes de difracciónescogidas para ser implementadas en sistemas OCDMA son las del tipo SSFBG (Su-perStructured Fiber Bragg Grating) se hará especial énfasis en este tipo de redes.Cada SSFBG lleva grabado un código que ha sido seleccionado por tener un desta-cado pico de autocorrelación y una baja correlación cruzada. Existen diferentes tiposde códigos de acuerdo al sistema OCDMA en donde vaya a ser implementado. Haycódigos de 1 dimensión que funcionan en sistemas coherentes [1] y también en sis-temas incoherentes [2, 3] o de 2 dimensiones para sistemas incoherentes [57, 58]. Parasistemas de tipo coherente los más óptimos son los códigos de 1 dimensión que asu vez pueden ser bipolares [32] ó multipolares [59]. Nosotros nos hemos centrado53
CAPÍTULO 3. SISTEMA OCDMA BASADO EN REDES DE DIFRACCIÓN DEBRAGG SUPERESTRUCTURADAS UNIFORMESen los códigos de 1 dimensión de tipo bipolar, y por lo cual en el presente capítulodescribimos la forma de obtenerlos.Siguiendo esta misma línea, resumimos la forma como se fabrican las SSFBGsgracias a la técnica de máscara de fase y las ventajas y limitaciones que presentanuestro sistema de fabricación.Después de la descripción de las SSFBGs y de su fabricación con los códigosbipolares, se presentan los parámetros de la señal de entrada con la cual se trabajará,los equipos de medida y las características de la señal recuperada que nos permitiráevaluar la calidad del sistema.Finalmente, y después de realizar múltiples pruebas se observó que el pico de au-tocorrelación obtenido no se mantenía constante con el tiempo. El motivo de estainestabilidad es la alta sensibilidad a la temperatura que tienen las SSFBGs. De-scribiremos detalladamente el problema de estabilidad en temperatura, cuales son lastolerancias y como se puede aprovechar la desintonía producida por la temperaturacomo un elemento adicional para la multiplexación de las señales.3.2. Teoría de las FBGsUna red de difracción de Bragg sobre bra óptica (FBG), es una bra óptica ala cual se le ha introducido una variación periódica del índice de refracción (∆n)en la dirección longitudinal. Las FBGs pueden ser clasicadas en dos tipos: aquellasque acoplan ondas en contra-propagación (típicamente se emplean en reexión) y sonreferidas como FBGs de período corto, y aquellas que acoplan ondas en copropagaciónhacia modos radiados en la cubierta de la bra y son conocidas como gratings deperíodo largo. Si consideramos que la FBG ha sido hecha sobre una bra monomodo,la luz estará contenida dentro del modo fundamental LP01, el cual será reejado ydispersado por la perturbación del índice de refracción. Si la longitud de onda de laluz incidente satisface la condición de Bragg λB = 2neffΛ donde neff es el índiceefectivo de la bra y Λ es el período espacial de la perturbación del grating, las ondasreejadas de manera distribuida serán sumadas coherentemente formando la bandade reexión del dispositivo. Por otra parte las ondas que no cumplan dicha condicióneventualmente se irán cancelando. La gura 3.1 ilustra el principio de operación deuna FBG.Una FBG es una perturbación periódica del índice de refracción en el núcleo deuna bra óptica. El índice de refracción a lo largo de la FBG (0 ≤ z ≤ L) puede serescrito como
δneff (z) = δneff (z)
{





)} (3.1)donde δneff (z) es el índice promedio efectivo (más conocido como índice DC);
υ(z) es la visibilidad de franjas; Λ0 es el período espacial central del grating; φ(z)describe la variación espacial de fase (chirp) del grating y L es la longitud del grating.La expresión 3.1 asume que la distribución del grating es uniforme en la direccióntransversal de la bra.Asumimos una onda electromagnética de frecuencia ω descrita por54
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Figura 3.1: Representación esquemática del principio de operación de una FBG
E(z, t) = x̂E(z)e−jωt + c.c (3.2)se propaga en el medio periódico con dependencia espacial
E(z) = A(z)ejβz + B(z)e−jβz (3.3)donde A(z) y B(z) son las envolventes complejas de las ondas que se transmiteny se reejan, respectivamente, y β es la constante de propagación. El grating causaun acoplamiento entre las ondas que se transmiten y las ondas que se propagan y suinteracción puede ser descrita en términos de las siguientes ecuaciones de acoplamientode modos [60].
dR
dz
= jσ̂R(z) + jκS(z) (3.4)
dS
dz
= − jσ̂S(z) − jκ∗R(z) (3.5)donde R(z) = A(z)exp(jδz − φ2 ), S(z) = B(z)exp(−jδz − φ2 ), δ es el parámetrode desintonía denido por

























CAPÍTULO 3. SISTEMA OCDMA BASADO EN REDES DE DIFRACCIÓN DEBRAGG SUPERESTRUCTURADAS UNIFORMESLa ecuación 3.7 representa el coeciente de auto-acoplamiento DC y κ es el coe-ciente de acoplamiento AC, el cual para una bra monomodo, esta dado por
κ(z) = κ∗(z) =
π
λ












cosh(γL) − j σ̂γ sinh(γL) −j κγ sinh(γL)
j κγ sinh(γL) cosh(γL) + j
σ̂
γ sinh(γL)








(3.12)nalmente, la reectividad R(λ) y la transmitividad T (λ) vienen dadas por R(λ) =
|r|2 y T (λ) = |t|2. Nótese que si asumimos un grating de bajas pérdidas y que sóloacopla los modos fundamentales de la onda que se transmite y la onda que se reeja,entonces R(λ) + T (λ) = 1. Usando las ecuaciones 3.9, 3.10 y 3.11, encontramos laexpresión analítica de la reectividad:
R(λ) =
κ2 sinh(γL)
κ2 cosh(γL) − σ̂2 (3.13)a la longitud de onda de Bragg, σ̂ = 0, y el valor pico obtenido para la reectividaddel grating es
Rmax(λ = λB) = tanh
2(κL) (3.14)Para el caso de gratings no uniformes, todos los parámetros δneff , υ, y φ pueden serdependientes de la posición. En este caso, podemos determinar la respuesta espectraldel grating numéricamente. Primero dividimos el grating en p segmentos discretos delongitud ∆zp, cada uno de los cuales puede ser tratado como un segmento uniforme,56
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) (3.15)La reectividad y la transmitividad se pueden encontrar siguiendo el procedimientoanteriormente descrito.Las respuestas en reexión y transmisión (amplitud y fase) dependen del perldel grating, descrito en la ecuación 3.1. Entre los perles de grating más comúnmenteutilizados en comunicaciones encontramos los siguientes:Grating uniforme en el cual δneff (z), υ(z) y φ(z) son constantesGrating con chirp en el cual φ(z) no es cero y por lo tanto el período del gratingvaría con la posición.Grating apodizado en el cual varía δneff (z)Grating apodizado sin índice DC en el cual δneff (z) es constante y varía υ(z).Grating desplazado en fase en el cual se introducen desplazamientos discretosen fase.Grating superestructurado en el que δneff (z) es constante y lo típico es quevaría periódicamente υ(z).Los perles antes mencionados son descritos en la gura 3.3.Del análisis anterior, podemos concluir que la respuesta de una red de difraccióndependerán del perl del índice de refracción, que a su vez depende de las variables
δneff , υ, y φ. Modicando dichas variables podremos llegar a diseñar la red de difrac-ción requerida para realizar los procesos de codicación y decodicación. En otraspalabras podremos llegar a grabar un código sobre una bra óptica mediante la con-strucción de una FBG. 57
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Figura 3.3: Perles típicos de FBGs para diferentes índices de refracción: a) uniforme,b) apodizada con variación del índice DC, c) apodizada sin variación del índice DC,d) Con chirp, e) Desplazada en fase, y f) Superestructurada [61].
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3.2. TEORÍA DE LAS FBGS3.2.1. Redes de Difracción de Bragg SuperestructuradasUna SSFBG esta denida como una FBG estándar, sobre la que se ha realizadoadicionalmente una modulación lenta de amplitud y fase de la perturbación del índicede refracción, gura 3.3(f). Gracias a esta modulación adicional es posible mediante lasSSFBGs implementar códigos que permitan utilizarlos como dispositivos codicadoresy decodicadores en sistemas OCDMA.En los sistemas OCDMA que usan SSFBGs como elementos codicadores, la señalde entrada consiste en una serie de pulsos ultracortos, donde cada uno de ellos, enel modelo más sencillo representa un bit de información. El diagrama de la guramuestra el proceso de codicación y decodicación cuando se usan SSFBGs. La señalse aplica a la SSFBG codicador, por medio de un circulador. La señal reejada porla SSFBG es la señal codicada que será transmitida. La señal codicada viaja porla bra óptica hasta llegar al receptor, donde se realizara el proceso inverso. Paraque la señal original pueda ser reconstruida correctamente la SSFBG decodicadoradeberá tener grabado el código conjugado de la SSFBG codicador. Si no es así laseñal recuperada será interpretada como ruido.Como se vio en la gura 3.3(f), la SSFBG es realmente la unión de múltiples FBGsdentro de una misma bra óptica, y cada una de ellas tiene sus propias característicasde amplitud y fase. En nuestro caso podemos decir que cada una de ellas representaraun chip del código (término que se utiliza habitualmente en OCDMA para identicarcada uno de los elementos de una palabra código). En el caso de códigos bipolares laamplitud de cada chip es la misma y la fase será la asignada según el código.Para que la señal sea correctamente codicada, el pulso de luz debe recorrer toda laSSFBG. Por tal motivo las SSFBG que se usan en esta tecnología son conocidas comoSSFBGs débiles, es decir que su coeciente de reexión es bajo y además constante.De esta forma cada chip contribuye de manera uniforme a la respuesta total de la redde difracción.Cuando un pulso ultracorto es reejado por una SSFBG, se transforma en unpulso con una forma temporal dada por la convolución entre la señal de entrada y larespuesta impulsiva del grating
y(t) = x(t) ⊗ h(t)El proceso se describe en el dominio de la frecuencia por el producto de la transfor-mada de Fourier de la señal incidente X(ω) con la respuesta en frecuencia del grating
H(ω).
Y (ω) = X(ω) · H(ω)De esta manera es posible grabar sobre las SSFBGs diferentes tipos de códigos,desde unipolares, donde la fase es constante y variaría la amplitud, hasta multipolaresdonde puede existir variación de amplitud y fase.Para realizar el reconocimiento óptico de la secuencia de código temporal, la señalcodicada es reejada por una segunda SSFBG (el decodicador) con una respuestaen frecuencia G(ω), asociada a una respuesta impulsiva g(t). En el dominio de lafrecuencia la respuesta total del sistema estará dada por59
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R(ω) = Y (ω) · G(ω)De donde podemos decir que si usamos la respuesta al impulso del grating codi-cador y el conjunto G(ω) = Y ∗(ω) = H∗(ω) , r(t) es la función de autocorrelaciónentre el perl de la superestructura usado para escribir el codicador con la respuestaimpulso del grating decodicador, g(t) = h(−t) . Físicamente signica que la funciónde la superestructura del grating decodicador esta espacialmente invertida con re-specto de la usada en el codicador. Por lo tanto el principio para reconocer el patrónno es otro que el de un ltro adaptado. Se ve fácilmente que si G(ω) 6= H∗(ω) la formade onda resultante será la función de correlación cruzada de dos perles de gratingsdiferentes (códigos). Nótese que r(t) tiene una longitud temporal igual a dos veces lalongitud del código.Para lograr un alto contraste en el reconocimiento de los códigos, necesitamosrestringir el uso de los códigos a sólo aquellos que presenten un alto pico de autocor-relación y un bajo nivel de correlación cruzada. Estos requerimientos son los mismosque en los sistemas que usan CDMA en el entorno inalámbrico.3.3. Diseño de CódigosEn los sistemas OCDMA múltiples usuarios comparten el medio de transmisión yson identicados gracias a la asignación de un código en particular, con el cual codif-ican la información que envían a la red. La correcta discriminación de la informacióndestinada a un usuario dependerá, entre otras cosas, de la calidad de los códigos uti-lizados. En general podemos decir que para que una familia de códigos puedas serusada en un sistema OCDMA deberá cumplir las siguientes característicasTener un pico de autocorrelación destacado. Gracias al cual se podrá distinguirla información correctamente decodicada.La función de correlación cruzada entre códigos diferentes debe ser lo más bajaposible. De esta manera se reduce el ruido por MAI (Multiple Access Interfer-ence).La cardinalidad del código debe ser lo mayor posible. La cardinalidad del códi-go equivale al número de códigos disponibles, es decir, el número máximo deusuarios en el sistema.Estas características se cumplen por diferentes clases de códigos, los cuales se imple-mentan de acuerdo al tipo de sistema con el que estemos trabajando. Como ya hemosindicado anteriormente los sistemas OCDMA se pueden clasicar en coherentes e in-coherentes. Los sistemas de tipo incoherente usan códigos OOC (Optics OrthogonalCodes), códigos primos y códigos 2D (Tiempo-Longitud de onda). Aunque estos códi-gos cumplen las características descritas, su función de correlación cruzada no es laideal y por ello estos sistemas tienen un bajo rendimiento. Por otra parte los sistemasOCDMA coherentes usan códigos bipolares o multipolares entre los que destacan las60
3.3. DISEÑO DE CÓDIGOS




m−2+· · ·+hm−1x+hm =
∑
hix
m−i, i = 0 . . .m (3.16)donde h0 = hm = 1.Este polinomio se corresponde con un linear feedback shift register (LFSR), el cualse muestra en la gura 3.4.Este registro de desplazamiento con realimentación lineal consiste en m cajas,cada una de las cuales representa elementos de memoria o ip-ops, cuyo contenidoo estado puede ser un 0 o un 1. En cada instante de tiempo, el contenido de las61
CAPÍTULO 3. SISTEMA OCDMA BASADO EN REDES DE DIFRACCIÓN DEBRAGG SUPERESTRUCTURADAS UNIFORMEScajas es desplazado una posición hacia la derecha y las cajas correspondientes a lostérminos de la expresión h(x) son sumados y realimentan a la caja de la izquierdadel todo, la cual contiene al término an−1. La suma se calcula en módulo 2, lo quesignica que:
0 + 0 = 1 + 1 = 0 0 + 1 = 1 + 0 = 1De esto, se deduce que dado un polinomio [66], una secuencia puede ser generadapor un LFSR binario de n estados, el cual realimenta a su entrada con una combinaciónlógica de los estados o contenidos de las diferentes cajas o etapas. La salida de ungenerador de secuencia y los contenidos de sus n etapas en cada instante de tiempo, sonuna función de las salidas de las etapas que les preceden y que fueron realimentadasen el instante anterior.Si el registro contiene los valores am−1, am−2, · · · , a1,a0, en el instante n = m− 1,entonces en el instante n = m, su salida será la siguiente:
an = −h1an−1 − h2an−2 − · · · − hm−1an−(m−1) − hman−m




hi · an−1, n ≥ m, hi ∈ {0, 1} (3.17)En otras palabras, el LFSR de la gura anterior genera una secuencia innita
a0a1a2 · · ·ai · · ·am−1, la cual satisface la ecuación recurrente anterior. Para ello, esnecesario especicar una secuencia inicial a0a1a2 · · · ai · · · am−1 en el registro de de-splazamiento. De este modo, en cada instante de tiempo saldrá un valor del LFSRque formará parte de la M-sequence nal.En la Figura 3.4 que representa un LFSR genérico, ya que cada caja o etapacontiene un 0 o un 1, existen entonces 2m estados posibles del registro de de-splazamiento. De este modo, la secuencia a0a1a2 · · · ai · · ·am−1 será periódica. Sinembargo, el estado 00 · · · 0 no puede darse porque generaría una secuencia de todoceros. Por este motivo, el período máximo posible es 2m−1.Ya ha sido probado que si un polinomio primitivo h(x) tiene un grado m, el reg-istro de desplazamiento pasa a través de los 2m−1 estados distintos antes de repetirun estado, y produce una secuencia de salida a0a1a2 · · · ai · · · am−1 de período 2m−1,para un estado inicial distinto al de todo ceros. De este modo, llamamos M-sequencea cualquier segmento aiai + 1 + · · ·ai + 2m − 2 de longitud 2m−1 generada a partirde un LFSR que represente a un polinomio primitivo. Es preciso aclarar que se ob-tendrá el mismo conjunto de secuencias pseudoaleatorias inicializando el registro dedesplazamiento con los valores iniciales que deseemos, menos el estado inicial de todoceros.A nosotros lo que nos interesa es encontrar parejas de M-sequences que tenganun valor bajo en la función de correlación cruzada. De este modo, sean a y b dosM-sequences de período N = 2m − 1, siendo b una secuencia obtenida a partir de amediante un muestreador ”f” que puede tomar los siguientes valores:
f = 2k + 1 f = 22k − 2k − 1 (3.18)62





−1 + 2 m+e2 ocurre 2m−e−1 + 2 m−e−22 veces
−1 ocurre 2m − 2m−e − 1 veces
−1 − 2 m+e2 ocurre 2m−e−1 − 2 m−e−22 veces
(3.19)como se puede ver, esto se cumple para todo m 6= 0(mod 4). Una función decorrelación cruzada que tome esos tres valores se denomina preferente y el parcorrespondiente de M-sequences que cumple dicha función se denomina par preferentede M-sequences.En nuestro caso hemos decidido tomar un grado del polinomio primitivo m = 6,lo que implica un período N = 26 − 1 = 63. De este modo, y utilizando un LFSR,hemos generado la siguiente M-sequence:
a = {an} = (000001000011000101001111010001110010010110111011001101010111111)Ya que el grado del polinomio primitivo utilizado para generar esta M-sequence es
m = 6 ≡ 2(mod4), y tomando k = 2, entonces obtenemos una e = MCD(6, 2) = 2 ypor lo tanto me = 62 = 3, que es impar y cumple que la función de correlación cruzadatiene los tres valores ya comentados.De este modo, conseguimos una f = 2k + 1 = 22 + 1 = 5, y la M-sequencemuestreada b, denominada preferente es:
b = {bn} = (011111101011100011001110110000011110010010101001101000010001011)Y su función de correlación cruzada correspondiente es:
Rab(τ) = (15,−1,−1,−1,−1,−1,−1,−1,−1,−1,−1, 15,−1,−1,−1,−1,−1,
−1,−1,−1,−1,−1, 15,−1,−1, 15,−1, 15,−1,−1,−1,−17,−1,−1,
−1,−1,−1, 15,−1,−1,−1,−1,−1,−1, 15, 15,−1,−17,−1,−1, 15,
−1,−1,−1, 15,−17,−1,−1,−1,−17,−1,−17,−17)De forma similar, un conjunto conexo o relacionado de M-sequences, en dondecada uno de ellos cumple la propiedad de que cada par del conjunto es un par prefer-ente, obtendrá funciones de correlación similares. Al conjunto relacionado más grandeposible se le denomina maximal connected set y su tamaño se denota mediante lavariable Mm.En la siguiente lista vamos a incluir los valores de Mm, hasta el valor que nosinteresa que es el grado m = 6, y las magnitudes del pico de la correlación cruzadaperiódica Rmax. 63
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N = 2m − 1
número deM-sequences Rmax paratodas lasM-sequences Mm Rmax para elconjunto3 7 2 5 2 54 15 2 9 0 95 31 6 11 3 96 63 6 23 2 17Cuadro 3.1: Tabla de valores de Mm y Rmax.Notar en la tabla 3.1 que si Mm = 0, esto signica que no existen pares de M-sequences preferentes para ése grado de polinomio primitivo.De todo lo comentado hasta el momento, es obvio pensar que únicamente losconjuntos pequeños de M-sequences pueden tener buenas propiedades de correlacióncruzada periódica; mientras que los conjuntos grandes de M-sequences tendrán unaspropiedades de correlación cruzada bastante malas. Por lo tanto, los maximal con-nected sets de M-sequences serán muy útiles en aquellas aplicaciones que requieranun número relativamente pequeño de M-sequences, las cuales posean unas propiedadesde correlación cruzada bajas y unas propiedades de autocorrelación óptimas.Como el objetivo en un sistema OCDMA es tener un gran número de usuarios,queda claro que las M-sequences no son una solución viable. No obstante las familiasde códigos Gold, presentan buenas características de ortogonalidad y pueden sergeneradas partiendo de un par de M-sequences preferentes.3.3.2. Generación de una Familia de Códigos Gold.Recordemos que los objetivos al diseñar una familia de códigos que sea útil paraun sistema OCDMA, son; un pico de autocorrelación destacado, una función de cor-relación cruzada lo más baja posible y una alta cardinalidad del código. De estamanera garantizamos que un buen número de usuarios pueda ingresar al sistema.Los códigos Gold destacan de sus similares en sistemas coherentes, por poder serutilizados en sistemas asíncronos, tal como ha sido hecho en los sistemas inalámbricosCDMA. Además las secuencias de Gold no solamente permiten una alta cardinalidadsi no que además tienen unas propiedades de correlación cruzada muy buenas paraoperaciones asíncronas [67], [66].Un conjunto de secuencias Gold puede ser construido a partir de cualquier parpreferente de M-sequences [65]. De este modo, sean a = {an} y b = {bn} un parpreferente de M-sequences de período N = 2m − 1, generadas mediante el procesoque describimos detalladamente en el apartado anterior, entonces, tenemos el siguienteconjunto:
G(a, b) =
{
a, b, a + b, a + Tb, a + Tb, a + T 2b, · · · , a + T N−1b
} (3.20)Donde el operador + se reere a una suma en módulo 2 y T n denota el operadordesplazamiento, el cual desplaza un vector cíclicamente n veces hacia la izquierda.64
3.4. FABRICACIÓN DE LAS REDES DE DIFRACCIÓN SSFBGS PARAOCDMANº G(a, b) Secuencia Gold1 a 0000010000110001010011110100011100100101101110110011010101111112 b 0111111010111000110011101100000111100100101010011010000100010113 a+b 011110101000 1001100000011000011011000001000100101001010001101004 a + Tb 1111100101000000110100101100010011101100111010000111011101010015 a + T 2b 111111101101001001110100010000001011011100011101101100010010010Cuadro 3.2: 5 primeros valores de un familia de secuencias Gold para N = 63.De este modo, si a = {an} = (a0, a1, a2, , aN−1), entonces Ta = (a1, a2, , aN−1, ao),
T 2a = (a2, , aN−1, a0, a1), y así sucesivamente.De este modo, obtenemos un conjunto G(a, b) que contiene N + 2 = 2m + 1secuencias de período N = 2m − 1.En nuestro caso, hemos generado primero una M-sequence mediante un LFSR queimplementaba el polinomio primitivo h(x) = 1+x6, el cual aparece como referencia en[65] y, a continuación, hemos realizado un diezmado de la misma siguiendo los pasosdescritos en el apartado anterior. El resultado de este proceso ha sido la obtención deun par preferente de M-sequences, las cuales ya mostramos en el apartado 3.3.1.Por otro lado, para generar la familia de secuencias Gold simplemente hemosrealizado las operaciones de desplazamiento y suma que se muestran en el conjunto
G(a, b). El resultado es la familia de 65 códigos Gold con período N = 63. En la tabla3.2 se muestran los 5 primeros resultados para esta familia.Gold comprobó que las funciones de correlación cruzada y de autocorrelación, paracualquier par de secuencias {a′n} , {b′n} que pertenezcan al conjunto G(a, b), tomancomo valor de su función de correlación cruzada los siguientes tres valores preferentesúnicamente, dependiendo del grado del polinomio primitivo (m):
Ra′b′(τ) =
{
−1,−1 − 2 m+12 ,−1 + 2 m+12 para m impar
−1,−1 − 2 m+22 ,−1 + 2 m+22 para m par





2 para m impar
1 + 2
m+2
2 para m ≡ 2(mod4)
(3.22)Cabe darse cuenta, aunque ya lo hemos recalcado en varias ocasiones, que tenemosun período de N = 2m−1 y un tamaño del conjunto de secuencias Gold de M = 2m+1.Por lo que tenemos N ≈ M .3.4. Fabricación de las Redes de Difracción SSFBGspara OCDMAPara fabricar una perturbación periódica en el índice de refracción de una braóptica, por medio del efecto de fotosensitividad, se requiere un marco de interferenciade ultravioleta (UV). El método más efectivo para realizarlo es mediante el uso de65
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Figura 3.5: Tecnología de fabricación basada en máscara de Fase, [70].la técnica de máscara de fase [68][69]. Con este método, la luz incidente es divididapor medio de la máscara de fase en dos rayos de diferente orden, que luego se solapanpara crear el patrón de interferencia deseado (gura 3.5). La máscara de fase es unapieza de material transparente a la cual se le ha grabado equi-espacialmente ranurasmediante un proceso de litografía electrónica.La elaboración de las redes SSFBG que se describirán en esta tesis se realizó en elsistema de fabricación de FBGs del Grupo de Comunicaciones Ópticas y Cuánticas(GCOC) inscrito en el Instituto de Telecomunicaciones y Aplicaciones Multimedia(iTEAM) de la Universidad Politécnica de Valencia (UPV). Dicho sistema es capazde fabricar redes de difracción con distintos apodizados y chirps utilizando tan solo unamáscara de fase de período uniforme [71]. La máscara de fase ha sido diseñada paraoptimizar la potencia difractada en los órdenes ±1 y minimizar el resto, especialmenteel orden 0, de modo que en la región del espacio donde estos órdenes se superponense crea una zona de franjas interferométricas de alto contraste.El funcionamiento del sistema está basado en la creación y superposición depequeñas redes sobre la bra fotosensible. La superposición de forma adecuada demuchas de estas redes produce la red nal. El aspecto más interesante de esta técnicaes que, con un control adecuado y preciso del desfase entre exposiciones sucesivas,es posible fabricar redes con prácticamente cualquier tipo de apodización y de chirp.Esto hace que este sistema de fabricación sea extremadamente versátil.En nuestro sistema de fabricación, el factor limitante para construir las SSFBGs, esel tamaño del haz UV, que dene la anchura de las redes individuales que conformaran66
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Figura 3.6: Perles del índice de refracción de las SSFBGs.por superposición la red nal. En el momento de fabricar las SSFBGs para OCDMA,la anchura mínima del haz UV era de 500 micras. Esto afecta directamente al diseñode la SSFBG, ya que limita el tamaño mínimo del chip. Pese a escoger este tamañode haz, surge otro problema debido a la técnica de fabricación y al tipo de red.Una SSFBG básicamente es una red uniforme con saltos de fase equiespaciados unadeterminada distancia (tamaño de chip). Debido a la técnica de fabricación empleada,cuando el sistema introduce un salto de fase entre dos exposiciones se produce unacancelación entre las exposiciones sucesivas, lo que provoca que el índice de refracciónno aumente como debería, distorsionando el perl de la red. A este método le hemosllamado, método de múltiples exposiciones. En las guras 3.6a. y b. se muestra unejemplo del perl de índice de refracción ideal y el que se consigue mediante el métodode múltiples exposiciones , descrito anteriormente.Para solucionar este problema, se decidió modicar el diseño de las SSFBGs. Enel diseño original se considera que cada chip debe tener un perl uniforme, perorealmente esta condición no es necesaria. Tan solo es necesario que la luz se reejeprincipalmente en el punto central del chip, y en una FBG débil esa condición lacumple cualquier perl simétrico centrado en la posición del chip. Es posible por lotanto, cambiar el perl uniforme por uno gausiano (el perl del haz UV) sin perder lasfuncionalidades de la red como sistema cod/decodicador OCDMA. Esto se traduciríaen una modicación de la técnica de fabricación. En el caso de las SSFBG paraOCDMA, en lugar de superponer múltiples redes individuales, lo que hicimos fuehacer una única red individual por cada chip, en la posición central de este. Debido ala anchura del haz UV (500 micras), se estimó que la anchura mínima posible del chipera de 600 micras, lo que tiene implicaciones sobre la tasa máxima de funcionamientodel sistema. El perl obtenido mediante este nuevo método se muestra en la gura3.6c.En la gura 3.7 se observa la respuesta espectral teórica de la SSFBG con per-67
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Figura 3.7: Espectros de la SSFBG para un diseño con perl uniforme (azul) y perlgausiano (rojo)l de índice de refracción uniforme (azul) y con el perl gausiano (rojo). De allí sepuede concluir que las respuestas espectrales en su lóbulo principal son prácticamenteidénticas. No obstante si vemos los lóbulos secundarios podemos observar que los cor-respondientes al perl gausiano son inferiores a los que aparecen con el perl uniforme.La razón de esta diferencia es que el espectro de las redes de difracción no es otra cosaque la transformada de Fourier del perl de cada red bajo suposición de reectividadbaja. De esta manera si la forma de los chips es uniforme, la envolvente del espectroserá de tipo sinc, de allí los múltiples lóbulos secundarios, mientras que para un perlgausiano de cada chip la envolvente es gausiana. La diferencia entre los lóbulos secun-darios, de la red uniforme y de la red gausiana, no tiene ninguna inuencia relevanteen su capacidad para realizar los procesos de codicación y decodicación, debido aque la potencia esta contenida en el lóbulo principal.3.5. Codicación y Decodicación Óptica MedianteSSFBG Bipolares UniformesEl diagrama de la gura 3.8 muestra un sistema OCDMA que consta básicamentede 5 bloques principales; La fuente de pulsos estrechos modulada con la informaciónque se desea enviar, el codicador, la bra óptica por la que enviaremos la señalcodicada, el decodicador y el receptor óptico. Para nuestro trabajo se ha utilizadocomo fuente de pulsos estrechos una fuente Mode Locked Laser Diode (MLLD). Estafuente emite pulsos de aproximadamente 3 ps de duración a una tasa que puede68
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n (3.23)También se fabricaron SSFBGs con longitud de chip de 1 mm para poder tenerpuntos de comparación. Para el caso de una SSFBG con tamaño de chip de 1mmla señal codicada dura aproximadamente 610 ps. Con estos datos denimos que latasa de transmisión a la que deberíamos enviar la información, garantizando que noexistiese interferencia intersimbólica (ISI), tenía que ser de 1.25Gbps. Por lo tantoesta frecuencia debía ser la de trabajo de la fuente MLLD.La MLLD proporciona dos valores de frecuencia de oscilación, 5 ó 10 GHz. Enla gura 3.9 podemos ver el espectro cuando la fuente oscila a 10 GHz y centrada a1550nm. Como la frecuencia de oscilación es demasiado alta para nuestro propósito,se resolvió realizar un diezmado de pulsos. Para ello se hizo oscilar la fuente a 5 GHzy se tomo un pulso de cada 4, obteniendo de esta manera una señal a 1.25 GHz.El diagrama de bloques de la gura 3.10 corresponde con el esquema del diezmadorimplementado. Básicamente consta de un generador eléctrico oscilando a 1.25 GHzcuya salida dividimos en dos. Una de estas salidas pasa por un multiplicador x2 defrecuencia, lo que indica que tendremos una señal a 2.5GHz y una a 1.25 GHz con unarelación de fase constante. Con la salida de 2.5 GHz realizamos un primer diezmadodel láser pulsado mediante el modulador Mach-Zehnder(MZ) 1. La salida resultante,pasa por el modulador MZ 2 el cual termina reduciendo la frecuencia de la señaldel láser al valor deseado por nosotros, es decir, 1.25 GHz. Es muy importante en laestructura del diezmador al ajuste apropiado entre los retardos de propagación óptica69
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Figura 3.9: Espectro de la fuente pulsada.y eléctrica así como el ajuste y mantenimiento estable del estado de polarización a laentrada de los dos moduladores electroópticos.Como ya hemos indicado todas las medidas han sido hechas con un osciloscopio demuestreo (CSA8000 Tektroniks), cuyo ancho de banda máximo es de 30 GHz. En lagura 3.11 podemos ver la señal de salida de la fuente MLLD después de ser diezmadaa 1.25 GHz. En esta gura podemos ver que el pulso que se mide en el osciloscopiotiene una anchura aproximada de 20 ps, lo cual no es real, ya que la anchura del pulsoes cercana a los 3 ps. Así mismo sucede con la amplitud del pulso, que se ve reducidacon respecto a la real. El error en la lectura es precisamente consecuencia del efectode la limitación del ancho de banda del receptor empleado y del osciloscopio.Para describir más detalladamente el procesamiento de señal que se hace dentro deun sistema OCDMA, utilizaremos el diagrama básico mostrado en la gura 3.12. Elprimer bloque, que corresponde a la fuente pulsada, encierra los elementos necesariospara su diezmado, de tal forma que a la salida de dicho bloque tendremos una señala 1.25GHz. La fuente se ha centrado a una longitud de onda de 1538.5 nm, porquea esa misma longitud se han fabricado las SSFBG. La señal resultante es aplicada ala SSFBG 1, cuya señal reejada, corresponderá con la señal codicada. Vale la penarecordar que la señal codicada no es otra cosa que la respuesta impulsiva h(t) dela SSFBG convolucionada con la forma de los pulsos ópticos. Para verla en detallepodemos ver el resultado de su simulación, (gura 3.13) y compararlo con el obtenidoa partir de la medida con el osciloscopio, (gura 3.14).En la simulación, podemos ver que la respuesta impulsiva de la SSFBG consiste deun tren de pulsos. El ancho de cada uno de estos pulsos estará dado por la convoluciónentre la anchura del pulso y el ancho del chip. Además cada pulso tendrá una fase70
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Figura 3.10: Diezmador óptico





























Figura 3.11: Señal de la fuente MLLD a 1.25GHz
Figura 3.12: Sistema OCDMA básico con SSFBG71
CAPÍTULO 3. SISTEMA OCDMA BASADO EN REDES DE DIFRACCIÓN DEBRAGG SUPERESTRUCTURADAS UNIFORMES





























0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 1 0 1 0 0 1 1 1 1 0 1 0 0 0 1 1 1 0 0 1 0 0 1 0 1 1 0 1 1 1 0 1 1 0 0 1 1 0 1 0 1 0 1 1 1 1 1 1
Figura 3.13: Simulación de la respuesta impulsiva de la SSFBG codicadora.asignada de acuerdo a una palabra código de la familia descrita en el apartado anterior.Más exactamente, para la gura 3.13 se simuló la secuencia a, en donde los valores de0 indican un fase igual a cero y los valores de 1 indican una fase igual a π o 180 grados.Sobre la curva de simulación se ha puesto la secuencia a para mostrar el efecto deborrado en la zona de solapamiento entre chips adyacentes, cuando existe un cambiode 1's a 0's o viceversa. Dos aspectos importantes que se observan en la simulación,son; 1) el tiempo de duración del pulso codicado es tpc = N ·Tc = 63 ·5,8ps ≈ 365ps.Y 2) todos los pulsos tienen la misma altura, lo que nos indica que el coeciente deacoplamiento κ es el mismo para toda la SSFBG.En la medida de laboratorio no se puede observar los distintos pulsos discrimina-dos, como consecuencia del ensanchamiento que sufren los mismos por las limitacionesde ancho de banda del osciloscopio, tal y como se mostró para pulsos aislados en lagura 3.14. No obstante si que se puede conrmar como la SSFBG ha sido diseñadacon un coeciente de acoplo bajo y constante a lo largo de toda la SSFBG, y porlo tanto la distribución de amplitud de los 63 chips reejados es aproximadamenteplana.El problema del uso de SSFBG de baja reectividad en sistemas OCDMA sonlas altas pérdidas de inserción del dispositivo. Aunque el empleo de SSFBGs de bajareectividad y las posibles soluciones al problema se desarrollan en profundidad en elcapítulo siguiente, se muestran las medidas para el caso práctico de las SSFBGs quenos ocupan en este apartado. Las pérdidas de inserción las podemos obtener mediantela gura 3.15, donde hemos representado el espectro de la SSFBG codicadora (líneacontinua), cuando la alimentamos con una fuente de luz blanca (línea a trazos ).Podemos ver que la diferencia de potencia entre la fuente de luz blanca y el pico72
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Figura 3.14: Medida de la respuesta impulsiva con el CSA.máximo del espectro de la SSFBG es cercana a los 8 dB. Aunque como es biensabido, la medida exacta de reectividad de una FBG se debe determinar empleandoel espectro en transmisión, en nuestro caso para reectividades tan bajas resulta másilustrativo el espectro en reexión compensando las pérdidas en el circulador ópticoy en los conectores.Con pérdidas de 8 dB en el codicador es necesario amplicar la señal, razón porla cual usamos después del codicador un EDFA (Erbium Doped Fiber Amplier).El EDFA proporciona una ganancia de aproximadamente 20 dB, con lo que nuestraseñal vuelve a tener un nivel adecuado para el proceso de decodicación.En el decodicador se tiene la SSFBG 2, a la que se le ha grabado el código conju-gado de la SSFBG 1. En realidad lo que se hace es fabricar dos SSFBG exactamenteiguales, pero cada una se conectoriza por un extremo diferente. Esta simplicación anivel práctico se puede realizar únicamente en el caso de SSFBGs con codicación defase bipolar (cambios de fase 0 o π alternativos). En el caso de que la codicación defase de cada chip fuera Multipolar, es decir con múltiples niveles de fase repartidosentre 0 y π (por ejemplo cuadripolar [9]), sería necesaria la fabricación de una red de-codicadora especica mediante el procedimiento general consistente en 1º) inversiónen la posición de los chips y 2º) conjugación de fase de los mismos. Hay que indicarque desde un punto de vista de fabricación esto no supone ninguna modicación delos procedimientos antes descritos resultando en una extensión inmediata del casobipolar.La gura 3.16 muestra el resultado de la simulación de la decodicación del pulso.La traza azul corresponde al pulso decodicado con el código correcto y la traza rojacon el decodicador incorrecto. En la gráca también se especican dos términos muyimportantes para la evaluación del sistema, el primero se reere a los wings (W ), queson los niveles de señal espuria que surgen durante el proceso de autocorrelación, yel valor de la función de correlación cruzada (C) que se observa cuando se decodicacon la palabra código incorrecta. El valor aproximado teórico (valor medio para unafamilia de códigos de Gold) de la relación entre el pico de potencia (P ) y la potenciade los wings es η = 12N [72] y el valor de crosstalk ξ = CP = 1N [37], en donde N es elnúmero de chips. 73
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Figura 3.15: Pérdidas de inserción introducidas por una SSFBG codicadora.























Figura 3.16: Salida del decodicador. (azul) Decodicada con código correcto, (rojo)con código incorrecto. 74
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Figura 3.17: Señal decodicada, medida con el CSA. (azul) Decodicada correcta-mente, (rojo) Con el decodicador incorrecto.Los resultados de esta primera simulación corroboran la correcta selección de lafamilia de códigos, ya que se obtiene un pico de autocorrelación destacado y el nivelde la correlación cruzada es bajo. Si ahora vemos los resultados medidos con el oscilo-scopio, obtenemos resultados similares, eso si, afectados por los limitantes de anchode banda y ruido del detector y de la instrumentación.A primera vista, las medidas tomadas con el CSA, podrían llevar a pensar que loswings tienen un valor similar al de la función de correlación cruzada. No obstante, alcomparar este gráco con el de la señal original mostrado en la gura 3.11 se puede verque los picos adyacentes al pico de potencia principal son realmente una imperfecciónde la señal original emitida por la fuente.Este sencillo experimento permite: realizar un primera prueba de la calidad delos códigos usados, vericar que las relaciones de η y ξ tengan valores aproximadosa los ideales y por último medir el efecto de las limitaciones en ancho de banda delreceptor. Para nuestro caso, las limitaciones en ancho de banda están determinadaspor el osciloscopio, el cual tenía tres posibles valores de ancho de banda que podíanser seleccionados, 30GHz, 12.5 GHz y 2.5GHz. En la gura 3.18, podemos ver esteefecto, el hecho de recibir la señal con un dispositivo limitado en banda ocasiona quelos pulsos se ensanchen y se atenúen. Para nuestro caso, el máximo ancho de bandadisponible en el receptor es de 30GHz con él, lográbamos la mejor recepción de laseñal. Ahora si comparamos la recepción con el ltro de 12.5 GHz con el de 30 GHzpodemos ver que la disminución del ancho de banda del receptor en un 60%, ocasionauna caída en la potencia del pulso recuperado cercana al 50% y un ensanchamiento de100%. Por otra parte si recepcionamos con el de 2.5 GHz la caída en la amplitud delpulso será del 70% y el ensanchamiento de 500%. Afortunadamente esta atenuaciónla recibe toda la señal y no solamente el pulso correctamente codicado.75
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Figura 3.18: Efecto del ltrado sobre la señal decodicada. 30 GHz(traza roja), 12.5GHz (traza azul) y 2.5 GHz (traza violeta)En este punto, vale la pena recordar lo visto en el capítulo anterior en el apartado2.3, en donde se describían la inuencia sobre el sistema de las variaciones en an-cho de banda del receptor. Tener un receptor con un ancho de banda muy grandeequivale al uso de técnicas de time gating, las cuales me permiten eliminar el ruidoproducido por la interferencia multiusuario. Sin embargo en la medida que el anchode banda se incrementa el costo de los receptores también lo hace. Existen algunasaplicaciones donde puede ser conveniente trabajar con dispositivos con un ancho debanda menor y que resulten a su vez más económicos. Además un dispositivo con unancho de banda menor puede ser combinado con alguna técnica de thresholding quepermita compensar los efectos negativos, tal como se demostró en 2.8.4. En gener-al, la restricción por ancho de banda del receptor, estará dada por la aplicación endonde vaya a ser implementado. Por ejemplo, en sistemas OCDMA multiusuario lasopciones están en el uso de dispositivos con gran ancho de banda ó con bajo ancho debanda en combinación con técnicas de thresholding. Y en sistemas OCDMA usadospara detección de etiquetas serán útiles dispositivos con bajo ancho de banda quepermitan discriminar la señal correcta, a un coste relativamente económico.3.6. Técnicas de Estabilidad en TemperaturaComo hemos visto, los sistemas DS-OCDMA pueden ser implementados con re-des de difracción de Bragg como dispositivos codicadores y decodicadores. UsarSSFBGs tienen múltiples ventajas, entre ellas; su completa compatibilidad con la -76
3.6. TÉCNICAS DE ESTABILIDAD EN TEMPERATURAbra óptica, posibilidad de implementación de diferentes tipos de códigos, facilidad defabricación, bajo costo cuando se producen en grandes cantidades, posibilidad de sersintonizada a longitudes de onda determinadas, etc. No obstante las SSFBGs tambiéntienen 2 inconvenientes importantes; uno, sus altas pérdidas de inserción y dos un ex-igente grado de sintonía en longitud de onda. Del primer problema nos ocuparemosen un capítulo posterior, por ahora caracterizaremos el segundo.Para comprender el problema tenemos que recordar que una SSFBG es una braóptica a la que se le ha introducido una variación periódica de su índice de refracción.En nuestro caso la variación de índice de refracción introducida, sigue un patrón de-terminado por un código bipolar de una familia de Gold. Para que el sistema funcionecorrectamente la SSFBG del receptor deberá tener grabado el código conjugado de laSSFBG codicadora. Las SSFBGs deberán ser fabricadas bajo los mismos parámetrosde tamaño de chip, variación del índice de refracción y longitud de onda central. Estostres parámetros se controlan en el momento de fabricación de la SSFBG, sin embargoes muy difícil lograr que la longitud de onda central sea exactamente igual en losdiferentes dispositivos que se construyan. El hecho de que no exista una coincidenciaperfecta en la longitud de onda de las SSFBGs usadas implica que la señal no pue-da ser decodicada correctamente. Por lo tanto es necesario buscar un método quepermita sintonizar las SSFBGs a la misma longitud de onda. Una forma de lograrloes mediante la tensión mecánica. Se toma una de las bras y se somete a un procesode tensión, a medida que esta tensión aumenta, la longitud de onda se desplaza ha-cia longitudes mayores. Usando este método es posible lograr una sintonía entre lasSSFBGs codicadora y decodicadora. Sin embargo, después de varias pruebas, seobservaba que la estabilidad conseguida no duraba más de 30 segundos, al cabo delos cuales se tenían considerables reducciones en el pico de autocorrelación, cuandono su completa desaparición. La razón es que las SSFBGs tienen una dependenciacon respecto a la temperatura demasiado alta. Cualquier variación en la temperaturaafecta la SSFBG, inclusive si está siendo sometida a tensión mecánica. Esto signicaque la mejor forma de lograr la sintonía entre SSFBGs es variando la temperaturahasta lograr la coincidencia exacta en longitud de onda.Nosotros realizamos diferentes pruebas, buscando la forma óptima de sintonizacióncon temperatura, primero realizamos la variación en temperatura con la SSFBG ten-sionada y después con la SSFBG libre de tensión mecánica.En la gura 3.19 vemos dos curvas que muestran la variación de la longitud de ondaen una SSFBG cuando sobre ella se varía la temperatura. Para hallar la gráca de laSSFBG tensionada, lo que hicimos fue tomar la SSFBG y ponerla sobre una lamina dealuminio, tensionarla y mantener dicha tensión mediante el pegado de los extremos dela SSFBG. Posteriormente se varía la temperatura y se toman los datos. La variaciónen longitud de onda cuando la SSFBG esta tensionada es cercana a los 24pm/C. Porotra parte, para dibujar la otra curva lo que se hace es tomar la SSFBG sin tensionary variar su temperatura. En este caso, por cada grado centígrado de cambio en latemperatura obtenemos una variación de aproximadamente 11 pm en la longitud deonda. El segundo caso corresponde con el coeciente de variación de longitud de ondafrente a temperatura, típico de una FBG aislada y debido al coeciente de expansiónde la bra y al coeciente de variación termo-óptico del sílice dopado [73]. En el primercaso se añade a los dos mencionados el coeciente de expansión del aluminio.77
CAPÍTULO 3. SISTEMA OCDMA BASADO EN REDES DE DIFRACCIÓN DEBRAGG SUPERESTRUCTURADAS UNIFORMES




























 SSFBG SIN TENSIÓN
Figura 3.19: Variación de la longitud de onda con la temperatura en una SSFBGtensionada.Como se puede observar en ambos casos el comportamiento es lineal. Por lo tantose podría escoger indiferentemente uno u otro en función de las necesidades de rangode sintonización gruesa que se requiera. No obstante después de diversas tentativas ypor cuestión de precisión y facilidad de control, es más aconsejable tener una variaciónpequeña en longitud de onda. Por esta razón se decidió realizar la sintonía sin tensionarlas SSFBGs.Con el objeto de tener un control preciso de la temperatura, además de una esta-bilidad de la misma, se fabricó por cada SSFBG una caja controladora de temperatura(CCT). Cada CCT tiene la arquitectura típica de un servo sistema de una entrada yuna salida, con el controlador en cascada con el elemento calentador (gura 3.20).Una desventaja de utilizar un sistema térmico es su dinámica lenta y por lo tantoel tiempo empleado en la caracterización y ajuste del controlador. Aunque despuésde realizado no tenía mayor complicación y se alcanza una alto grado de precisión.El sistema térmico está constituido por dos pares de resistencias de potencia de 47Ωa 15W montada sobre una placa metálica. Sobre la placa metálica se depositan lasSSFBGs. La etapa de potencia, está constituida por una fuente de voltaje alterno de
220v que se conecta a través de un relé a las resistencias. El sensor de temperatura(Pt100/RTD2), en contacto con la placa metálica, mide la magnitud a controlar, y estevalor es realimentado. Dicho valor se compara con la señal de referencia introduciday de esta manera se logra el control de temperatura.Alcanzar el valor de temperatura deseado es una de las características importantesde las CCT, pero también lograr mantener esta temperatura con una deriva muy78
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Figura 3.20: Diagrama de la Caja Controladora de Temperatura.baja durante el mayor tiempo posible. Para conseguir el mayor grado de precisióncada caja fue rellenada de polietileno que conserva mejor la temperatura. Al nal, elsistema implementado consigue alcanzar la temperatura deseada en aproximadamente20 minutos, con un grado de precisión de ±0,1 grado.Como hemos indicado anteriormente nuestro sistema de fabricación de SSFBGscarece de un control preciso de longitud de onda a la que se centra cada dispositivo.Por tal motivo la diferencia en longitudes de onda entre una SSFBG y otra es aleatoria,pudiendo ser un valor cercano a cero hasta valores de 400pm. Teniendo en cuenta esto,las CCT fueron fabricadas para poder tener una variación de temperatura desde los
25C hasta los 60C cubriendo con ello todo el rango de longitudes de onda posibles.La estabilidad también fue comprobada y podemos asegurar que las CCT puedensoportar encendidas sin modicar sus parámetros de diseño durante días.3.7. Determinación de la Desintonía Máxima y suRelación con la Longitud de la SSFBGLas SSFBGs usadas en sistemas OCDMA requieren ser sintonizadas para poderrealizar su función de codicación y decodicación de manera óptima. Si existe algúngrado de desintonía, esto se vera reejado en el desvanecimiento del pico de autocor-relación de la señal recuperada. Por este motivo es muy importante determinar enque porcentaje se puede permitir la desintonía entre los dispositivos codicadores ydecodicadores para que al nal la señal pueda seguir siendo discriminada del ruido.Para realizar este estudio se considera una SSFBG como la mostrada en la gura3.21, recordando que N es el número de chips del código y lch es el espacio que existe79
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2πq′ + ∆φdeco)
)] (3.29)Para el decodicador se ha empleado la misma palabra código que en el codicadorpero conjugada e invertida en el tiempo Cdeco(k) = C∗co(N − k + 1), como es normalpara cada par codicador-decodicador. Después del decodicador la señal se obtienemediante la convolución en el tiempo de las respuestas impulsivas descritas en 3.28 y3.29. Como sabemos que el diseño de la pareja codicador-decodicador implica que
CiC
∗
N−i+1 = 1, tenemos que el pico de autocorrelación se puede expresar como:
(hco ⊗ hdeco)t=(N+1)Tc = hch(0)exp (jN∆φdeco)
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2 (3.31)donde la diferencia incremental de fase entre el codicador y el decodicador esreferida como:
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Figura 3.22: Curva de eciencia vs. N∆φco/deco.La eciencia dada en 3.31 aumenta notablemente a medida que el argumento(
N∆φco/deco









(3.33)Obsérvese que la máxima desintonía permitida es inversamente proporcional alproducto entre el número de chips y la longitud del chip. Por lo tanto si se deseaimplementar un código más largo es necesario optimizar el proceso de fabricación delas SSFBGs para lograr un tamaño de chip lo más pequeño posible.3.7.1. Modelo ExperimentalDe acuerdo a los resultados teóricos podemos concluir, que se requiere de unexigente control de temperatura de los dispositivos codicadores y decodicadores enun sistema OCDMA que utilice SSFBGs. Para vericar experimentalmente la máximadesintonía permitida entre los dispositivos codicador y decodicador se fabricaronun par de SSFBGs basadas en la misma palabra código de una familia de Gold de 63chips con codicación en fase binaria como en [1] y centradas a 1538 nm. Los dos paresdieren solamente en la separación entre los chips, la cual es de 1 mm para uno y 0,682
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Figura 3.23: Espectros de las SSFBGs. 1mm (izq), 0,6 mm (der)mm para el otro, lo que corresponde a 104 Gchips/s y 174 Gchips/s respectivamente.Cada una las SSFBGs fue colocada en una CCT, asegurando una estabilidad térmicacon una precisión de 0.1 ºC y por lo tanto una estabilidad en longitud de onda entrelos dispositivos de ±1pm.El montaje utilizado para la vericación experimental es el mismo que el usado enel apartado 3.5 y mostrado en la gura 3.12. Los pulsos codicados se extendían a lolargo de 604 ps (1 mm chip) y 361 ps (0,6 mm chip). En la gura 3.23 se muestran losespectros ópticos para los dispositivos con longitud de chip igual a 1 mm y 0,6 mm.El dispositivo receptor es el CSA de 30GHz de ancho de banda.A partir de este setup y usando las ecuaciones explicadas en el apartado anteriorpodríamos encontrar que teóricamente la máxima desintonía permitida, para unapenalización de 1 dB, para las parejas de SSFBGs de 1mm y de 0.6 mm era de 3.4 pmy 5.6 pm respectivamente. Lo cual traducido en términos de temperatura, signicaque no pueden existir variaciones superiores a los 0.31 ºC para el caso de la SSFBGcon longitud de chip de 1 mm ó de 0.51 ºC para la de 0.6 mm.Para realizar la vericación experimental de los datos anteriores, se calibraroninicialmente las dos CCT para tener una temperatura de 25ºC, independizándolasasí de la posible inuencia de las condiciones ambientales de laboratorio, el cual estaacondicionado a 20ºC. Partiendo de una temperatura igual, podíamos encontrar ladiferencia exacta que existe entre SSFBGs de un mismo par. Después de determinarla diferencia entre las SSFBGs y conociendo que por grado centígrado se producíaun desplazamiento en longitud de onda de 11 pm, procedimos a igualar los espectros.El pico máximo de autocorrelación de la señal decodicada, se obtiene cuando se haconseguido la sintonía en longitud de onda. En la medida que dicha sintonía se pierdeel pico de autocorrelación se desvanece, bastando pocos picómetros para su completaeliminación. Por esta razón partiendo de las condiciones de máxima amplitud de picode autocorrelación empezamos primero a aumentar la temperatura muy lentamente,hasta conseguir que el pico desapareciera. Posteriormente se realizó la misma tareapero esta vez bajando la temperatura. Mediante este procedimiento se consiguieronlas curvas de la gura 3.24, que comparadas con las teóricas muestran una buenaconcordancia tanto para el caso del par SSFBG de 0,6 mm como para el par de83
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Figura 3.24: Curvas de eciencia vs. Desintonía en longitud de onda. SSFBGs de 1mm(rojo), de 0.6mm (negro)SSFBG de 1 mm.El eje horizontal representa la desintonía en longitud de onda causada por lavariación en temperatura entre las cajas que contienen al codicador y al decod-icador. Para el caso en que la separación entre chips es de 1 mm de longitud
(Nlch = 63mm), la eciencia se reduce al 50 % para ±6 pm (±0,54 ºC para braal aire sin aislamiento térmico). Para el caso de 0.6 mm (Nlch = 37,8mm) la ecien-cia se reduce al 50 % a ±10 pm (±0,9 ºC).3.8. Propuesta de Técnica de Desintonía para laReutilización de Códigos .Los resultados obtenidos a partir de las variaciones en temperatura realizados so-bre la SSFBG, nos han mostrado que los dispositivos codicadores y decodicadoresson altamente sensible a los cambios en temperatura, lo cual supone un punto nega-tivo del sistema. Sin embargo como hemos observado, después de que se consigue lasintonía entre dispositivos y mediante el correcto uso de las CCT los codicadores ydecodicadores logran una estabilidad adecuada.Esto nos ha llevado a pensar que es posible dar un uso adicional al desvanec-imiento del pico de autocorrelación ocasionado por la desintonía en longitud de ondacausada por temperatura. Lo que proponemos es emplearlo como un grado adicionalde multiplexación, modicando la posición relativa de la longitud de onda entre loscodicadores y decodicadores.Para vericar esta posibilidad se ha realizado el montaje de la gura 3.25, en donde84
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Figura 3.25: Multiplexación por variación en temperatura.se han combinado tres codicadores idénticos con la misma palabra código basadaen la secuencia Gold de 63 chips (a 174 Gchips/s) a tres temperaturas diferentesempleando las CCTs. Los codicadores están espaciados 50 pm en longitud de onda.El decodicador también esta colocado dentro de una CCT y gracias a ello se puededesplazar su longitud de onda para hacerla coincidir con cada uno de los codicadores.El decodicador parte de una posición inicial a 50 pm del primer codicador. Losincrementos de temperatura se hicieron en pasos de 1 grado con intervalos de espera de2 minutos por grado hasta obtener la primera sintonía. Posteriormente los intervalosde espera aumentaron a 5 minutos para evitar los fenómenos de histéresis propios delcontrol de temperatura. La gura 4 muestra los picos de autocorrelación obtenidoscuando el decodicador es sintonizado a la longitud de onda de cada codicador, ytambién la señal sin pico obtenido cuando las otras dos longitudes de onda no estánsintonizadas.De la gura 3.26 se puede concluir que es posible hacer un reuso de los códigossi se realiza una multiplexación por medio de la temperatura. Se puede observar queexiste una perfecta diferenciación de las señales enviadas con los diferentes codi-cadores. Para comprobar que esto se cumple para los tres casos se realizó el mismoprocedimiento, recuperando la señal enviada por cada uno de los codicadores.La gura 3.27 muestra la máxima potencia pico a pico decodicada a lo largo deun período completo de 800 ps (peor caso) para los tres codicadores (Transmisores)conectados consecutivamente. La interferencia mutua esta limitada entre 20 y 25 %a lo largo del eje de desintonía de longitud de onda. Es importante resaltar que estainterferencia es la misma que la que se consigue decodicando en el receptor con undispositivo perfectamente sintonizado, pero basado en otra palabra código ortogonalde la misma secuencia Gold de 63 chips (véase la palabra código 2 de [1]).Demostramos así, que la desintonía en longitud de onda permite obtener nive-les equivalentes de MUI a los que se obtienen cuando se realiza un procedimiento85
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Figura 3.26: Señal decodicada por el receptor con el decodicador sintonizado a λ2desde los tres diferentes transmisores. a) Transmisor @λ2 activo. b) Transmisor @λ1activo. c) Transmisor @λ3 activo.
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Figura 3.27: Potencia pico-pico máxima normalizada detectada después de decodicarbarriendo en longitud de onda. Transmisores a λ1, λ2 y λ3 (espaciado de ∼ 50pm)fueron activados consecutivamente. (a), (b) y (c) corresponden a las ventanas de lagura 3.26.estándar de codicación y decodicación. Es importante remarcar que la desintoníarequerida para completar un total desvanecimiento no supera los 10 a 20 pm (para losdispositivos reportados en el experimento) esto es una pequeña fracción del espectrototal ocupado que es cercano a los 2 nm como se puede ver en la gura 3.23. De estamanera la desintonía se puede emplear para expandir el número de palabras códigodisponibles o para seleccionar activamente distintos pares codicador/decodicadorsin requerir ancho de banda óptico adicional.
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Capítulo 4DISPOSITIVOS SSFBG DEALTA REFLECTIVIDADPARA SISTEMAS OCDMA.4.1. IntroducciónLas redes de difracción de Bragg superestructuradas son uno de los dispositivosmás versátiles para ser utilizados como codicadores en los sistemas DS-OCDMA.En los sistemas que usan redes de difracción, un pulso estrecho es aplicado a unaSSFBG obteniendo como señal reejada una serie de pulsos coherentes cuya fase estarádeterminada por el patrón grabado sobre la SSFBG. Si la longitud de cada chip lc esla misma y la amplitud de modulación del índice de refracción a lo largo de la SSFBGes de valor bajo, la luz penetrara la totalidad de la longitud de la SSFBG y cadasegmento individual del grating contribuirá más o menos igual a la señal reejada. Eneste caso las SSFBGs actúan como un ltro transversal para codicar en fase ópticala respuesta impulsiva y de la misma manera decodicarla. Como ya hemos dicholas SSFBGs pueden ser fabricadas mediante la técnica de máscara de fase o mediantetécnicas holográcas [7], consiguiendo una gran exibilidad para fabricar códigos ultralargos. Las SSFBGs han sido probadas por diferentes autores demostrando sistemasque usan códigos de 551 [32, 7], 255 [17], 127 [74] y 63 chips [1].Para que las SSFBGs funcionen correctamente la respuesta impulsiva debe corre-sponder con un patrón de pulsos codicados en fase lo más uniforme posible y porsupuesto manteniendo el la información de fase óptica relativa entre ellos. Esta car-acterística debe mantenerse tanto en los procesos de codicación como decodicación.Una forma de garantizar esto es construyendo las SSFBGs con constantes de acoplorelativamente bajas, que dan lugar también, a una reectividad de valor bajo por cadauno de los chips. Normalmente en estos casos se obtienen picos de reectividad totaldel codicador/decodicador inferiores al 20 % [17]. La baja reectividad ocasionaaltas pérdidas de inserción, tanto en el momento de codicar como durante el procesode decodicación. En una red PON (Pasive Optical Network) donde los niveles de89
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Figura 4.1: Degradación de potencia en SSFBGs de alta reectividadpotencia son muy ajustados, el factor de las pérdidas de inserción es crítico [75].Para reducir las pérdidas, se podría pensar en principio, en elevar el valor de lareectividad, pero esto implica dos problemas, el primero es la excesiva degradaciónde potencia del pulso a medida que se propaga a través de la SSFBG y el segundo, lasmúltiples reexiones dentro del mismo. Estos problemas ocasionan una deformaciónde la respuesta impulsiva y por tanto un fuerte deterioro de la capacidad para realizarlos procesos de codicación y decodicación. En las guras 4.1 y 4.2 se ilustran estosdos problemas. En el caso de la respuesta impulsiva de una SSFBG de alta reectivi-dad la mayor parte de la potencia del pulso de entrada se reeja al principio de laSSFBG, disminuyendo la potencia a medida que avanza y por lo tanto presentandouna respuesta impulsiva que se decrementa a medida que atraviesa la SSFBG.Por otra parte, cuando la reectividad local de cada chip aumenta, el pulso deentrada puede sufrir múltiples reexiones esta vez ya no de valor despreciable. Lasmúltiples reexiones pueden recaer nuevamente sobre las contribuciones directas delos chips, aumentando o disminuyendo su amplitud y modicando también su faseóptica total y por lo tanto introduciendo errores en la señal codicadaDurante el desarrollo del presente capítulo mostraremos los posibles regímenesen los que puede trabajar una SSFBG con sus respectivas simulaciones que permi-tirán observar el comportamiento de la señal en cada caso. Posteriormente se revisarábrevemente la solución propuesta por otros autores a los inconvenientes del uso deSSFBGs de alta reectividad, y nalmente se presenta una propuesta desarrollada enesta tesis, que aborda el problema de las altas pérdidas de inserción y la distorsiónde la señal codicada en SSFBG HR mediante técnicas de síntesis de FBG.90
4.2. SIMULACIONES DE LAS SSFBGS EN DIFERENTESREGÍMENES DE TRABAJO.
Figura 4.2: Efecto de múltiples reexiones en SSFBGs de alta reectividad4.2. Simulaciones de las SSFBGs en DiferentesRegímenes de Trabajo.El compromiso entre las pérdidas de inserción y la capacidad de realizar correcta-mente los procesos de decodicación, ha sido ya estudiado en [75, 76]. De acuerdo aestos estudios se ha podido concluir lo siguiente:Existen 3 regímenes de trabajo: 1) Régimen I: SSFBG con baja reectividad
(∆neff ≤ 10−5)(SSFBG LR), 2) Régimen II: SSFBG de media reectividad
(∆neff = 10
−5 ∼ 7 × 10−5) (SSFBG MR), y 3) Régimen III: SSFBG de altareectividad (∆neff ≥ 7 × 10−5) (SSFBG HR).En el Régimen I se tiene el mejor rendimiento pero una baja eciencia de po-tencia. En este régimen el pico de autocorrelación (P ) es relativamente bajo,no obstante el contraste entre P y los wings (W ), así como entre P y pico decorrelación cruzada (C), es muy bueno. Por ello la mejor aplicación de SSFBGscon baja reectividad, es en sistemas OCDMA de múltiples usuarios.En el Régimen II las relaciones entre P , W , y C alcanzan el valor medio de losotros regímenes. Sin embargo en este régimen no se consigue un valor óptimopara ninguna aplicación, ni para sistemas multiusuarios ni tampoco para elreconocimiento de etiquetas.En el Régimen III las relaciones WP y CP son bajas, no obstante el P es relativa-mente alto. El uso de las SSFBGs en este caso podría servir como reconocimientode etiquetas en redes de conmutación de paquetes o de ráfagas. En este tipo deaplicaciones no se tiene el problema de interferencia, pero se requiere una cor-recta detección del código enviado.Para observar el efecto, que tiene sobre el espectro y la respuesta impulsiva, el incre-mentar el valor del índice de refracción en las SSFBGs, hemos simulado tres de ellas,91
CAPÍTULO 4. DISPOSITIVOS SSFBG DE ALTA REFLECTIVIDAD PARASISTEMAS OCDMA.cada una en un régimen. Se ha empleado un código de 63 chips y los parámetros dela simulación fueron los siguientes:Tamaño de chip = 0.6 mm
Tc = 5,74psPeríodo de Bragg =5,3034× 10−7
neff = 1.45
∆nSSFBG−LR = 1 × 10−5
∆nSSFBG−MR = 4 × 10−5
∆nSSFBG−HR = 10 × 10−5En la gura 4.3 se muestra la reectividad frente a la longitud de onda (espectroen reexión) y la respuesta impulsiva correspondiente en unidades de potencia óptica.Podemos ver que a medida que el índice de refracción aumenta, la reectividad de laSSFBG también lo hace. Por lo tanto las pérdidas por inserción se reducen, siendo 8dB para las SSFBG LR, 2.5 dB para las SSFBG MR y apenas 0.4 dB para las SSFBGHR.No obstante aunque las pérdidas por inserción se reducen, la respuesta impulsivase degrada de igual manera. En una SSFBG LR la respuesta impulsiva tiende a serconstante en valor medio, siendo los picos que surgen el resultado del truncamientoespectral en el cálculo numérico del dispositivo. Por el contrario cuando vemos larespuesta impulsiva de la SSFBG HR, podemos observar los dos problemas descritos:la reducción de potencia y las múltiples reexiones que distorsionan el nivel promedio.La duración de la respuesta impulsiva es la misma en su parte fundamental, y seextienda a N × Tc, aunque por encima de este rango temporal, para el caso HR, sepueden observar picos de potencia debidos a las múltiples reexiones. Estos picos depotencia indeseada, pueden llegar a interferir sobre la misma señal en forma de ISI ocomo MAI en el resto de usuarios.4.3. SSFBG con Apodización del Índice deRefracciónEl ámbito de aplicación más cercano para los sistemas OCDMA es el de las redesPON, en donde como ya hemos dicho, las limitaciones en potencia son signicativas.Por tal motivo, algunos autores han propuesto soluciones para disminuir el problemade las pérdidas de inserción ocasionadas por las SSFBGs LR.Una de las soluciones propuestas, es la de diseñar redes con el índice de refrac-ción apodizado. Esta propuesta ha sido planteada en [76], en donde se proponen dosfunciones de apodización, una primera con un incremento constante del índice derefracción y otra con una función de apodización que ha sido hallada mediante ex-perimentación, básicamente a prueba y error [75]. Para realizar la apodización delíndice de refracción, primero se busca un valor inicial que garantice un valor mínimodeseado de la señal reejada. Así se consigue disminuir las pérdidas de inserción, y apartir de ese primer valor se empieza a aumentar el índice de refracción procurandocon cada incremento compensar las pérdidas de potencia que se tienen con respectoal primer pulso reejado. De esta manera se consigue evitar las pérdidas de potencia92
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Efecto de las 
múltiples reflexiones
c).
Figura 4.3: Espectros de SSFBG para tres valores diferentes de reectividad y susrespectivas respuestas impulsivas normalizadas. a). SSFBG-LR, b) SSFBG-MR, c)SSFBG-HR
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Figura 4.4: Diferentes perles del Índice de Refracción usados en [76].que se sufre al recorrer la SSFBG, como consecuencia de la alta reectividad de lamisma.Para demostrar su planteamiento ellos construyeron 4 SSFBGs con cada uno de losperles mostrados en la gura 4.4. Los resultados obtenidos cuando se usaron las redesSSFBG con LR y HR fueron los esperados; los más óptimos con la SSFBG LR y unamala recuperación de la señal deseada cuando se usa la SSFBG de alta reectividad.Por otra parte con la función de apodización AP-I los resultados obtenidos no fueronlos más alentadores, llegando apenas a una leve mejoría con respecto a cuando seusa la SSFBG LR. Finalmente cuando emplean la segunda función de apodización seconsigue mejorar notablemente la magnitud del pico de autocorrelación y la relación
P
W , no obstante la relación PC se mantiene igual que cuando se usa una red uniforme.Los resultados de dichos experimentos se resumen en la gráca 4.5, en donde secorrobora lo anteriormente comentado. Las echas muestran la optimización consegui-da con cada una de las funciones de apodización, para cada una de las relaciones allídescritas.Como podemos observar, las mejoras obtenidas pueden ser calicadas de positivas,sin embargo existen un par de inconvenientes con este método: el primer problemaque presenta la apodización del índice de refracción es que aunque reduce el decre-mento de potencia, no soluciona el problema de las múltiples reexiones, razón porla cual la respuesta impulsiva de estas SSFBGs no es óptima. Por otra parte el hechode que el perl del índice se obtenga por medio de experimentación resta abilidady también disminuye la versatilidad de las mismas. Esto nos ha llevado a hacer unapropuesta que represente una solución integral a los problemas de pérdidas de in-serción, desvanecimiento de la señal a medida que recorre la SSFBG y las múltiplesreexiones cuando se trabaja con redes de alta reectividad94
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Figura 4.5: Pico de autocorrelación, PW y PC Vs, índice de refracción [76].4.4. Diseño de SSFBG-HR Empleando Métodos deSíntesisEl diseño de SSFBGs mediante los métodos de análisis deja muy poco margende maniobrabilidad, ya que los parámetros que podemos cambiar para obtener la re-spuesta deseada, son limitados. Por otra parte hemos visto que si queremos reducirlas pérdidas de inserción producidas por las SSFBGs, es necesario aumentar el índicede refracción. Pero aumentar el índice de refracción, a su vez genera problemas dedistorsión en la respuesta impulsiva que deteriora el rendimiento del sistema en gen-eral.Las características a considerar cuando se diseñan SSFBGs que puedan ser usadasen sistemas OCDMA son: 1) Bajas pérdidas de inserción y 2) una respuesta impul-siva constante y sin picos adyacentes ocasionados por las múltiples reexiones. Estascaracterísticas permiten tener una idea clara de lo que queremos que sea la respuestaimpulsiva, por lo tanto conoceremos su forma y valores ideales. Con base en ello pro-ponemos que el diseño de los codicadores basados en SSFBG, parta de la respuestaimpulsiva que conocemos y que deseamos obtener. Para conseguir este objetivo debe-mos sintetizar a partir de la respuesta impulsiva ideal, el perl del coeciente complejode acoplo (q(z)), necesario para obtener dicha respuesta impulsiva.Los métodos de síntesis para el diseño de redes de difracción de Bragg son bienconocidos y han sido descritos por diferentes autores [77, 78, 79, 80]. Nosotros enparticular hemos usado el descrito en [77], por estar basado en el método de síntesisDLP (Discrete Layer Peeling), el cual tiene un óptimo tiempo de procesamiento.El método de síntesis DLP parte de la conocida matriz de transferencia TM de-95
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] (4.2)donde el coeciente complejo de reexión esta dado por
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] (4.4)Gracias al principio de causalidad podemos encontrar la amplitud compleja delprimer reector. Nótese que la respuesta impulsiva del reector colocado para el tiem-po t=0, (ρ1), es independiente de los demás reectores ρj ∀j ≥ 2 porque la luz notiene suciente tiempo de propagarse hacia el segundo reector y mucho menos ha-cia los siguientes. De esta manera, cuando encontramos la respuesta impulsiva paraeste primer reector, obtenemos lo mismo, que si solo estuviese presente ese reector.Por lo tanto, podemos calcular ρ1 a partir de la transformada inversa de Fourier de96












h1(t)exp(iδτ2∆z) (4.6)porque la respuesta impulsiva es discreta en muestras de 2∆z, lo cual equivale a lalongitud de propagación de ida y vuelta de una sección. Se ha denido τ = t2∆z como lavariable de tiempo discreto con t como tiempo normalizado. Así la respuesta impulsivapara τ = 0 es la misma que se encontraría si solo el primer reector estuviese presente.De esta manera ρ1 es simplemente el coeciente 0 de la serie de Fourier descrita por4.6, o












r1(m) (4.8)donde r1(m) representa la versión discreta del espectro r1(δ) en el rango |δ| ≤ π2∆z ,y M ≥ N es el número de longitudes de onda del espectro.Resumiendo podemos decir que el método de síntesis DLP consiste en:1. Se parte de un coeciente de reexión realizable r1(δ).2. Se calcula ρ1 de 4.8.3. Se propagan los campos usando las matrices de transferencia 4.1, 4.2, 4.3 o suexpresión equivalente 4.5.4. repetir desde el paso 2 hasta completar la estructura completa del grating.97
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Figura 4.7: Diagrama de ujo del método estándar de diseño
Figura 4.8: Diagrama de ujo usando para el diseño el método de síntesis.4.4.1. Procedimiento de Síntesis EmpleadoEl método de síntesis DLP que ha sido descrito en el apartado anterior es el queutilizaremos para nuestro diseño. Es fácil ver que el proceso de diseño propuesto esinverso al proceso estándar empleado en SSFBG de reectividad débil. En el procesoestándar, la palabra código seleccionada que contiene los chips modulados en fasebinaria, es mapeada sobre el coeciente de acoplamiento complejo descrito por:




q(z) es proporcional al perl de la perturbación del índice de refracción ∆n(z),
|q(z)|es una constante y φ(z) contiene los cambios de fase dictados por la palabracódigo en las posiciones adecuadas de los chips. La secuencia puede ser resumidacomo se ve en la gura 4.7.La propuesta que se presenta es precisamente el proceso inverso, jando la re-spuesta impulsiva h(t) que se desea del dispositivo, se busca mediante un método desíntesis, el perl de coeciente complejo especico que proporcione dicha h(t). En estecaso, la secuencia es: partiendo de la palabra código, construimos la h(t) deseada conel pico de reectividad requerido, aplicamos la transformada de Fourier y hallamos elespectro en reexión de la SSFBG y empleando el método de síntesis obtenemos q(z).El diagrama de ujo mediante este método se ve en la gura 4.8.4.4.2. Diseño y Resultados de la SimulaciónSiguiendo la metodología propuesta para este diseño se partió del código de 63chips, que recordamos a continuación: 98
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Figura 4.9: Coeciente de Acoplamiento Complejo (q(z)). a) método estándar, y b)obtenida mediante el método de síntesis DLP.
codigo1 = [000000101010000101011011110101100101000100011111111000101101111]a partir de este código se construyó la respuesta impulsiva ideal, es decir, conla forma y el valor de reectividad deseado. Con la respuesta impulsiva y usando latransformada de Fourier hallamos el espectro en reexión, el cual nos servirá de puntode partida para hallar mediante el método de síntesis DLP el coeciente complejo deacoplamiento.En la gura 4.9 podemos observar una comparativa entre el perl del coecientede acoplamiento complejo que hallamos mediante el método estándar y el obtenidocon el método de síntesis DLP. La función q(z) obtenida con el método estándar mideexactamente N × lc = 63x0,6mm = 37,8mm mientras que la obtenida mediante elmétodo de síntesis DLP supera dicha longitud. La gráca también nos muestra comoel perl sintetizado integra en cada paso (cada chip discreto) la amplitud requerida yla fase para compensar la pérdida de potencia sufrida en cada punto y las causadas porel efecto de las múltiples reexiones en el resto de la estructura de la SSFBG. El perlsintetizado de q(z) sobrepasa el tamaño o duración del código original compensandoincluso las múltiples reexiones que recaen fuera de dicho rango.Como se puede ver el método de síntesis permite hacer del diseño de SSFBG dealta reectividad un proceso repetitivo, es decir, implementable para cualquier forma,tamaño o duración de chip, y por supuesto para cualquier otro código. No obstante,cabe aclarar que para su implementación es necesario encontrar el valor óptimo de laamplitud de la respuesta impulsional de tal forma que el método de síntesis converja.Si introducimos un valor menor del óptimo las pérdidas por inserción introducidas porla SSFBG fruto del q(z) obtenido serán mayores, si por el contrario el valor ingresadoes mayor al óptimo cabe la posibilidad de que la función no converja numéricamentedando lugar a soluciones irrealizables. Esto se debe a que si exigimos reectividadesaltas, las múltiples reexiones también serán cada vez más altas y más numerosas,no permitiendo compensar la convergencia y por lo tanto una solución estable. Ennuestro caso el valor óptimo de amplitud para la respuesta impulsional fue 4 vecessuperior al que se conseguía con una SSFBG débil. Para conseguir estos valores deamplitud se requiere trabajar en alta reectividad (régimen ), que llevado a valores99
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Figura 4.10: Respuesta impulsiva obtenida a partir de la función q(z) sintetizada.de índice de refracción signica que trabajamos con un ∆n ≈ 11 × 10−5.Para comprobar que efectivamente el nuevo método de diseño cumple con los obje-tivos propuestos, se emplea un método de análisis estándar como la solución numéricade la ecuación de acoplo de modo sobre el coeciente q(z) sintetizado y nalmenterealizando la transformada inversa del coeciente de reexión se obtiene la respuestaimpulsiva h(t). La respuesta impulsiva ideal obtenida mediante la función q(z) sin-tetizada, mostrada en la gura 4.10, no tiene problemas de pérdidas de potencia nitampoco presenta los efectos negativos de las múltiples reexiones, corroborando queel método utilizado es correcto.Las SSFBGs estándar tienen la ventaja de poder ser utilizadas por cualquier ex-tremo, respetando eso si, que la SSFBG en decodicación sea empleada por el ladocomplementario. En el caso de las SSFBGs sintetizadas, se pierde esta ambivalencia,dado que en el diseño mediante síntesis se obtiene una solución especíca en funciónde la información del código y del extremo por el que se inicia el procedimiento, porlo que el dispositivo codicador tiene un perl del coeciente de acoplamiento com-plejo diferente al del decodicador, aunque pueden ser usados indistintamente comocodicador o decodicador. En la gura 4.11 se ven los dos perles, que aunque muysimilares pueden ser fácilmente diferenciados.El perl q(z) es la información de partida que se requiere para fabricar las SSFBGs.Con esta función se determina la cantidad de iluminaciones o exposiciones del haz UVque se deben hacer a la bra para el grabado del código. Como en este caso la función
q(z) no es uniforme, se requiere hacer un muestreo de la misma, que nos permitadiscretizar las iluminaciones necesarias para fabricar el perl. La longitud total de la
q(z) sintetizada es 119,1mm, de tal forma que para realizar la discretización se dividió100
4.4. DISEÑO DE SSFBG-HR EMPLEANDO MÉTODOS DE SÍNTESIS
Figura 4.11: Perles del coeciente de acoplamiento complejo para una pareja codi-cador/decodicador basados en SSFBGs sintetizadasen dos partes, la primera consta de los primeros 37,8mm (63x0,6mm) y la segundade 81,3mm. En la gura 4.12 podemos ver como se realizó dicha división, la primeraparte corresponde a la longitud estándar de la función q(z) y contiene la informaciónde los chips del código y la información para la compensación en amplitud y pormúltiples reexiones. La segunda parte es la que compensa las múltiples reexionesque se suceden fuera del rango original de la SSFBG. Además se puede ver que elresultado del muestreo de q(z) no la modica signicativamente. La razón para realizaresta división es porque la parte A de la gura 4.12 se fabricará mediante el métodoexplicado en el apartado 3.4, es decir, con una exposición doble de rayos UV de 0,6mm,mientras que la segunda se realizaría con iluminaciones separadas cada 0,3mm. Deesta manera para construir la primera parte requeriremos 63 iluminaciones y para lasegunda 271, para un total de 334 que cubrirían los 119,1mm de la SSFBG.4.4.3. Resultados ExperimentalesLas simulaciones mostraron que a medida que aumenta la reectividad en lasSSFBGs la respuesta impulsiva se deteriora, debido al decremento de la potenciaque recorre la SSFBG. Para ilustrar este efecto, se fabricaron 4 redes de difraccióncon diferentes valores de reectividad, ∆n = 3 × 10−5(SSFBG − LR), ∆n = 5 ×
10−5(SSFBG−MR1), ∆n = 7×10−5(SSFBG−MR2), ∆n = 9×10−5(SSFBG−
HR). Cada SSFBG tiene grabado un código de 63 chips de una familia de códigos deGold como en [1]. Para construir la respuesta objetivo h(t) los parámetros del sistemason: Tc = 5,74ps que corresponde con una tasa de ∼ 174Gchip/s, ancho de chip ∼ 3pspara evitar el borrado entre chips y se supone una forma de chip gausiano.101
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Figura 4.12: función q(z) sintetizada antes y después de discretizar.En la gura 4.13 se muestran los resultados de la respuesta impulsiva de cadadispositivo. Estas grácas se consiguen mediante un analizador vectorial óptico (OVA- LUNA Technologies) que emplea un interferómetro para obtener la amplitud y lafase, y realizando la transformada de Fourier calcula la respuesta impulsiva de cadaSSFBG. En las grácas podemos ver como aumenta el nivel de la respuesta impulsiva,lo cual disminuye las perdidas de inserción del dispositivo, pero también vemos comose deteriora.Posteriormente se fabrico 1 par adicional diseñado mediante el proceso de síntesisDLP descrito. La amplitud del chip en la respuesta impulsiva de la SSFBG sintetizadafue ajustada de forma que se obtenga la reectividad de pico deseada. Todas fueronfabricadas empleando el proceso de iluminación chip a chip con un preciso controlde la fase de Bragg. El haz UV gausiano fue enfocado aproximadamente a 350µm yel espaciamiento entre chips fue de 0,6mm y 0,3mm como se indicó en el apartadoanterior. Todo el proceso se realizó con potencia UV y tiempo constante para evi-tar inducir chirp residual en la SSFBG, y la amplitud del chip y su fase se obtuvoúnicamente por medio del control de fase de una doble exposición.En la gura 4.14 se puede ver que el espectro correspondiente a la SSFBG HRsupera en apenas 1 dB de potencia al espectro de la SSFBG sintetizada, y que ambossuperan en más de 6 dB al espectro de la SSFBG LR.La forma del espectro en los tres casos es la misma y por lo tanto la medidaespectral no nos permite sacar muchas conclusiones, excepto que la SSFBG sintetizadatiene unas pérdidas de inserción similares a las de la SSFBG HR. Lo que realmentenos dará una idea del comportamiento de la SSFBG sintetizada como dispositivocodicador y decodicador será su respuesta impulsiva y para hallarla se procedió a102
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Figura 4.13: Efecto del incremento de la reectividad sobre la respuesta impulsiva.
a).∆n = 3 × 10−5(SSFBG − LR), b).∆n = 5 × 10−5(SSFBG − MR1), c).∆n =
7 × 10−5(SSFBG − MR2), d).∆n = 9 × 10−5(SSFBG − HR)
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Figura 4.14: Espectros de las SSFBGs fabricadas, alta y baja reectividad y con lafunción q sintetizada.realizar el montaje indicado en la gura 4.15.En el bloque codicador tenemos una fuente de pulsos estrechos a una tasa de1.25 GHz y centrada a una longitud de onda de 1538 nm. La longitud de onda esla misma a la cual están sintonizadas las diferentes SSFBGs y estabilizadas graciasa las CCT. En primera instancia se tomaron las mediciones de la señal codicada,con la SSFBG LR, posteriormente con la SSFBG HR y nalmente con la SSFBGsintetizada. Después de obtener las respuestas impulsivas de las bras codicadorasse procedieron a conectarse ambos bloques para poder medir la señal decodicada.En la gura 4.16 vemos las repuestas impulsivas correspondientes a las 3 SSFBGsobtenidas con el osciloscopio de muestreo (AB=30GHz). La SSFBG LR presenta unaseñal codicada (respuesta impulsiva) plana sin pérdidas de potencia (gura 4.16a.).Este es el mejor caso para realizar los procesos de codicación y decodicación, noobstante las pérdidas de inserción son muy altas, alrededor de los 8 dB. La gura4.16b. muestra la respuesta para una SSFBG HR, en donde el pico de reectividadaumenta en 6 dB comparado con el de la SSFBG LR, pero a cambio se observa lafuerte distorsión causada por las pérdidas de potencia y las múltiples reexiones. En lagura 4.16c. tenemos la señal codicada con la SSFBG sintetizada, allí la respuesta escasi plana y con una reectividad 1 dB por debajo de la SSFBG HR. De esta manerase disminuyen las pérdidas de inserción sin decrementar sus capacidades codicadoresy decodicadoras.Estos mismos resultados los podemos obtener con mayor claridad si empleamosnuevamente el OVA. En la gura 4.17 se muestra la respuesta impulsiva del dispositivocodicador diseñado mediante el método de síntesis DLP. Comparando la gura 4.17con 4.13 podemos ver que el dispositivo compensado tiene una respuesta de amplitud104
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Figura 4.15: Montaje para medir la respuesta impulsiva de las SSFBGs.
Figura 4.16: Señales codicada con cada una de las SSFBGs construidas
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Figura 4.17: Respuesta impulsiva de la SSFBG codicadora diseñada mediante sínte-sis, obtenida con el OVAsuperior y más plana que sus similares de alta y media reectividad.La respuesta impulsiva nos permite intuir que efectivamente la SSFBG sinteti-zada presentara mejores prestaciones que las otras redes de difracción, sin embargopara realizar un juicio más objetivo es necesario vericar el comportamiento de larespuesta decodicada. La gura 4.16 nos muestra los resultados obtenidos al decod-icar la señal con el decodicador correcto (izquierda) y con un decodicador que nocorresponde al mismo código (derecha). Para el caso en que el decodicador tenía lapalabra código conjugada usada en el codicador, el pico de correlación fue máximoy con aproximadamente la misma amplitud para los tres casos. Se observa un ligeroincremento en el valor de los wings cuando se usan las SSFBGs HR, lo cual es unfactor negativo.Para hallar la correlación cruzada se construyeron 3 SSFBGs cada una con unode los perles anteriores, pero con un código diferente al de las parejas originales. Asimple vista podemos ver que el pico de correlación cruzada aumenta cuando se usanSSFBG HR. La mejor forma de comparar las tres SSFBGs es mediante la razón Picode autocorrelación (P) vs. pico de correlación cruzada (C). Cuando se usan SSFBGsla relación PC es aproximadamente 10, mientras que cuando se usa la pareja SSFBGHR esta relación disminuye a la mitad. El hecho de que la relación decaiga en 50%signica que el nivel de potencia interferente se ha incrementado en 3 dB. Finalmentecuando se usa, la pareja SSFBG sintetizada la relación PC retorna a su valor de 10,con la ventaja de que las pérdidas de inserción se han reducido signicativamente.
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Figura 4.18: Señales Decodicadas con el código correcto y con un decodicadorincorrecto para cada tipo de SSFBG
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Capítulo 5CODIFICACIÓN YDECODIFICACIÓN TODOÓPTICA DE ETIQUETAS ENREDES DE CONMUTACIÓNDE PAQUETES.5.1. IntroducciónLas aplicaciones de los procesos de codicación y decodicación ópticos vistos has-ta ahora, han estado orientadas al acceso múltiple en redes PON. El objetivo es quelas redes PON tengan una capacidad y exibilidad adicional a las obtenidas cuandose trabaja con técnicas de acceso múltiple por división en longitud de onda (WDMA)o multiplexación electrónica por división en tiempo (ETDMA), o en combinación conlas mismas [17, 32, 9]. Las investigaciones realizadas por diferentes autores dentrode este campo han llevado a enunciar múltiples propuestas para la codicación y de-codicación óptica con óptimas propiedades y gran abilidad, no obstante este no esel único campo de acción. En paralelo y debido a los logros tecnológicos, la capaci-dad de codicación y decodicación óptica en tiempo real también se ha propuestocomo una alternativa para el tradicional procesamiento eléctrico de las cabeceras enredes de paquetes ópticos y en redes de ráfagas. Esto es lo que se ha dado en llamarPLS (Photonic Label Switching) y en donde se emplean etiquetas basadas en códigosópticos.PLS emplea códigos ópticos como etiquetas, generadas y procesadas directamenteen el dominio óptico. Existen arquitecturas para enrutadores basados en códigos ópti-cos que pueden conmutar paquetes a una tasa de 160 Gbps [25, 81]. La única limitaciónde hardware de esta tecnología es el conjunto de parejas codicadores/decodicadores(E/Ds), una por cada etiqueta, que se requieren para procesar simultáneamente todas109
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Figura 5.1: Nodo basado en etiquetas ópticaslas entradas de código de la tabla de búsqueda.En un enrutador basado en codicación óptica como el mostrado en la gura5.1, el controlador del nodo LSR (Label-Switch-Routing) determina la nueva etiquetadesde una tabla de enrutamiento, de acuerdo al puerto utilizado y a la etiqueta que hallegado. En un nodo de frontera (NF) de la red óptica, el LSR asignara una etiqueta alpaquete o ráfaga de salida, determinando así la ruta a seguir. En un nodo intermedio(NI) la función de reenvío involucra el cambio de la etiqueta anterior por la nueva.En la entrada del nodo, el procesamiento de la etiqueta es realizado por un primerbloque que realiza de manera simultánea la correlación óptica entre la señal codicadade entrada (etiqueta) y todos los decodicadores existentes en el nodo. El pico deautocorrelación (ACP) emerge solamente por una de las salidas, por el resto solo seobtienen señales de correlación cruzada. La señal ACP se detecta, y con ella, primerose determina hacia donde se debe conmutar el paquete óptico, asignando el nuevopuerto de salida y segundo se asigna la nueva etiqueta. El intercambio de etiquetas serealiza quitando la etiqueta entrante e insertando la nueva, de acuerdo al protocolode distribución de etiquetas (LDP). La etiqueta de salida es generada por un láserde pulsos ultracortos aplicada a la salida del banco de codicadores, en donde elcodicador apropiado deberá ser conmutado y alineado en tiempo con el paquete dedatos.La técnica de tiempo ensanchado (TS) coherente o también conocida como desecuencia directa (DS), ha sido la más utilizada en los nodos PLS, para realizar losprocesos de codicación y decodicación. En esta técnica, el pulso óptico inicial esmapeado en N posiciones de tiempo (llamadas chips) a lo largo de la señal codicadatotal. Cada chip es modulado en fase de acuerdo con un código de cambio de fase,binario o multinivel. La señal resultante, se vera por tanto, como ruido con un niveligual a 1N de la potencia del pulso original. La señal original podrá ser recuperadacon el decodicador apropiado, el cual contendrá los cambios de fase conjugados y losretardos de tiempos adecuado para reconstruir la señal codicada.Las primeras implementaciones prácticas, emplearon principalmente tecnologías110
5.1. INTRODUCCIÓNde circuitos planares ópticos (PLC), los cuales permiten realizar retardos y cambiosde fase ópticos estables. Además, los PLC pueden incorporar elementos sintonizablesque permiten recongurar la fase óptica, lo que a su vez, da la posibilidad de obten-er códigos recongurables [25, 22, 82]. También se ha demostrado el uso de redesde difracción de Bragg superestructuradas (SSFBG) para sistemas DS-OCDMA co-herentes con un gran número de chips (N=511), y proporcionando los benecios in-trínsecos de la bra óptica [17, 32, 9]. En [83] se usan SSFBGs para generar unasecuencia de pulsos codicados en fase cuaternaria de 255 chips (320Gchip/s). Es-tos códigos tienen un destacado pico de autocorrelación y una muy baja correlacióncruzada, permitiendo tener hasta 257 cabeceras distintas para el número de chipsdado. La combinación de PLC y SSFBGs fue demostrada en [84], donde se utilizó uncodicador de etiquetas de 16 chips (código Gold binario PSK (Phase-Shift-Keyed)),basado en un PLC programable, para generar diferentes patrones de etiquetas. Alnal de la unidad OPS (Optical Packet Switching), una SSFBG de 16 chips con unpatrón inverso de fase fue usado para el reconocimiento de las etiquetas. En [85]-[81]se demuestra un sistema codicador/decodicador que genera y procesa un conjuntode códigos PSK simultáneamente. El dispositivo usado, esta basado en un PLC pasivocon una estructura muy similar a la de un ltro AWG (Arrayed Waveguide Gratings),con N entradas y N salidas.En todos los casos, los ACP del encabezado o la etiqueta son electrónicamenteprocesados por un generador de patrones de pulso (PPG) que maneja un conmutadorelectro-óptico para separar los datos de la etiqueta. De la misma manera, la señaldel PPG debe ser usada para activar la selección de la nueva etiqueta de acuerdo alprotocolo de distribución de etiquetas y conmutar al nuevo codicador óptico.En todas las demostraciones anteriormente citadas, las etiquetas codicadas segeneraron empleando una fuente láser de pulsos ultracortos, normalmente MLL (ModeLocked Laser) y se centran en los procesos de codicación y decodicación de laetiqueta. Sin embargo en estas demostraciones, la generación de la nueva etiquetay su sincronización con los datos de salida pueden presentar algunas dicultades.Primero, si consideramos una red de paquetes ópticos asíncrona con tiempos de llegadaaleatorios, tendremos que cada nodo PLS deberá estar equipado como mínimo, con elmismo número de fuentes MLL que puertos de entrada. Además cada fuente pulsadaMLL debe estar en cierta forma sincronizada con cada uno de los paquetes, empleandopor seguridad tiempos de guarda. Estas circunstancias dicultan la viabilidad de unared de este tipo, ya que entre los objetivos buscados con la utilización de etiquetasópticas está la reducción de los tiempos de procesado o latencia del nodo.En este capítulo se estudia la viabilidad de un escenario alternativo en el que setratará de reutilizar los ACP generados cuando se reconoce la etiqueta entrante, parala generación de una nueva etiqueta. Este escenario ya ha sido planteado con ante-rioridad por algunos autores entre ellos [83]. En dicho artículo se demuestra el reusode un solo ACP, es decir, el equivalente a un salto entre nodos. También se describecomo mediante NOLM (Non-Linear Optical Loop Mirror) se mejora la razón de ex-tinción en el reconocimiento de la cabecera. Nuestra contribución con respecto a estaspropuestas previas es el reuso de señales ACP en múltiples saltos, sin intermediaciónde procesos no lineales, obteniendo una reducción de la complejidad del sistema.Presentamos en primera instancia una descripción completa de nuestra propuesta,111
CAPÍTULO 5. CODIFICACIÓN Y DECODIFICACIÓN TODO ÓPTICA DEETIQUETAS EN REDES DE CONMUTACIÓN DE PAQUETES.el soporte teórico en el que esta basada y su vericación mediante simulación. Pos-teriormente se desglosa el setup utilizado para la vericación experimental con susrespectivos resultados.Por otra parte sabemos que el deterioro de los ACP después de múltiples saltosno depende únicamente de los defectos o inconvenientes presentados en los E/D's,sino también de la dispersión ocasionada durante su propagación a través de la braque interconecta los nodos. Razón por la cual en este capítulo también describimoslos efectos de la dispersión sobre los sistemas OCDMA obteniendo primero resultadosmediante simulaciones y posteriormente realizamos la comparación con los resultadosobtenidos de la vericación experimental.5.2. Principios de la Recodicación de PulsosSe han planteado en capítulos anteriores los inconvenientes que presentan los sis-temas OCDMA, entre los que destacan el ruido de batido y la interferencia multiacce-so. Ambos, responsables de las posibles incertidumbres en el momento de detectar laseñal deseada en los equipos receptores. Esto podría llevar a pensar en la incompati-bilidad de su uso en aplicaciones de reconocimiento de etiquetas en redes de paquetesópticos. No obstante, la utilización de las técnicas de multiplexación por división encódigo, es decir el hecho de utilizar procesos de codicación y decodicación comomecanismos para crear etiquetas ópticas que permitan identicar paquetes o ráfagas,se encuentra sustentada en dos principios básicos:1. Durante el reconocimiento de las etiquetas ópticas no se tiene en cuenta el ruidode interferencia multiusuario (MUI) como en los sistemas OCDMA tradicionalespara red de acceso. Y en consecuencia el ruido de batido no esta tampocopresente. Por lo tanto no se requiere en principio, el uso de técnicas de timegating, ó de thresholding usadas para reducir el ruido de interferencia. Un simplethresholding electrónico puede ser empleado después de la detección directa.2. Los principios fundamentales de codicación y decodicación óptica coherenteson de naturaleza lineal, se mantienen inalterados aunque la señal inicial parael proceso de codicación/decodicación no proceda de una fuente pulsada sino de reutilizar la señal ACP de una etapa anterior. Es decir, la capacidad dedistinguir unos códigos de otros no sufre ningún detrimento.Eliminando los problemas de interferencia y garantizando que los procesos de codi-cación y decodicación permanecen inalterados es posible plantear la recodicaciónde un pulso que ha sido recuperado previamente.Matemáticamente el proceso de codicación consiste en tomar un pulso gausiano
x(t) y convolucionarlo por la respuesta impulsiva del dispositivo codicador h(t),para nuestro caso un SSFBG. Tendríamos entonces que el proceso de codicar laseñal original estaría dado por la ecuación
y(t) = x(t) ⊗ h(t)lo que en el dominio de la frecuencia equivale a:112
5.3. SIMULACIÓN EN MATLAB Y VPI
Y (w) = X(w)H(w)Ahora si en el receptor tenemos el decodicador correcto, es decir, H∗(w), po-dremos recuperar el pulso original, y la señal recibida será:
R(w) = Y (w)H∗(w)
r(t)es nuestro pulso recuperado, el cual corresponde al pulso original más unnúmero de picos satélites que surgen durante los procesos de cod/decodicación. Es-tos picos son conocidos como wings y son inevitables en este tipo de procedimientos.Los wings son un factor determinante, porque en el segundo salto o procedimiento decod/decodicación el pulso a codicar ya no es gausiano puro. Para el segundo saltola señal de entrada será el pulso más los wings originados en el primer proceso. En elcaso contrario cuando la señal codicada no es recibida con el decodicador correcto,la señal que se obtiene es interpretada como ruido. Del conjunto total de decodi-cadores ópticos en el banco de entrada se debe obtener la información de control parala etapa de enrutamiento del paquete.En nuestro caso, además de la detección de la de señal de ACP, lo que proponemoses su reutilización para la codicación de la nueva etiqueta a la salida del nodo,aliviando en la medida de lo posible la necesidad de una nueva fuente pulsada.Vemos por tanto que r(t) = x(t)+W donde W son los wings de la señal recuperada.
r(t) o ACP1 será ahora la señal de entrada al siguiente codicador. Con ello es fácildeducir que el ACP2 será fruto de la convolución matemática del pulso ACP1 consigomismo y que ACP3 será la convolución entre ACP1 y ACP2 y así sucesivamente. Lacascada reparte la energía del pulso original en el tiempo y después de 4-5 saltos laseñal ACP se va aproximando a una forma gausiana.Cabe destacar que no solo la forma de la señal va cambiando a medida que seda cada salto entre nodos de la red, si no que también se modica la duración deltiempo durante el que hay señal presente. Esto se da porque en cada proceso decorrelación el eje temporal de la señal resultante es el eje temporal de la señal deentrada multiplicado por dos. La extensión en el tiempo del pulso no debería ser unproblema en una aplicación que use etiquetas ópticas, donde el tamaño de dichasetiquetas puede llegara a ser un 10% de los bits destinados a datos.5.3. Simulación en Matlab y VPIPara describir mejor lo que sucede en los repetidos procesos de codicación ydecodicación podemos ver los resultados de las simulaciones realizadas para un sis-tema que usa códigos de 63 chips pertenecientes a una familia de Gold, construidossobre redes de difracción de Bragg. Las simulaciones se realizaron usando inicialmenteMatlab, partiendo del modelo usado en las simulaciones de la sección 3.5. Los cam-bios realizados a dicho modelo, consistieron simplemente en realizar un bucle querepresenta un salto entre nodos, o lo que es lo mismo, un proceso de codicación ydecodicación. A la entrada del bucle estará, para el primer salto, la señal original,y su salida será reinyectada a la entrada obteniendo así los ACP para cada caso.Adicionalmente se agregó el efecto de un ltro electrónico tras la detección de cada113
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Figura 5.2: Diagrama del modelo de codicador/decodicador basado en SSFBG re-alizado en VPI.etapa con diferentes anchos de banda para poder obtener resultados realistas y poderestablecer comparaciones con las medidas experimentales .Por otra parte, con el objetivo de poder aplicar parámetros adicionales al sistema,se uso la herramienta de simulación VPI versión 7.6. Para ello se modelaron los codi-cadores y decodicadores basados en redes de difracción de Bragg, la fuente MLLDy se uso como receptor un osciloscopio con un ltro electrónico para diferentes val-ores de ancho de banda. La fuente MLLD fue modelada para obtener una secuenciaaleatoria de pulsos estrechos de 2.5 ps de duración a una tasa de 1.25 Gbps, consti-tuyéndose así en nuestra señal de entrada. Los E/D's, elementos fundamentales delsistema, se modelaron empleando N (número de chips del código) bloques de retardo,que representan los retardos introducidos en el pulso a medida que este se propagapor la red de difracción. Como para nuestro caso consideramos que cada chip tieneuna longitud de 0.6 mm, podemos inferir que el retardo introducido por cada uno deellos es de aproximadamente 6 ps (tiempo de ida y vuelta). Para introducir los cam-bios de fase que realiza cada chip, y que caracteriza cada palabra código, se usaronN bloques de cambio de fase. El código usado es un código bipolar por lo que cadabloque introducía en los chips correspondientes un desfase de 180 grados. El diagramadel codicador lo podemos ver en la gura 5.2.Cabe anotar que el diagrama del decodicador es idéntico externamente y que laúnica diferencia se encuentra en que los bloques de retardo han sido invertidos deposición de tal forma que se congure el código conjugado del que se ha puesto en el114
5.3. SIMULACIÓN EN MATLAB Y VPI
Figura 5.3: Resultados del primer salto. 1 pareja cod/decodicador. AB=30GHz. Mat-lab (izq), VPI (der).codicador.Las simulaciones se realizaron para un sistema de cuatro parejas de E/Ds encascada, que representan 4 saltos entre nodos. Los resultados de la simulación delprimer proceso de cod/decodicación se pueden ver en la gura 5.3 y son similaresa los obtenidos en la sección 3.5, en donde se observa una clara recuperación de laseñal, y la aparición de pequeños picos satélites a cada lado del pico principal. La señalobtenida a partir de la correlación cruzada es muy inferior al pico de autocorrelación,siendo la relación cp = 0,07. Por otra parte estos resultados también nos sirven parademostrar que el modelado hecho en VPI es correcto. Las señales no son perfectamenteidénticas porque el software VPI introduce algunos aspectos en el sistema que noquisimos obviar, como por ejemplo ruido térmico, algunas pequeñas imperfeccionesde los dispositivos y en el momento de visualizar la señal se usa una tasa de muestreodiferente.Para el segundo salto, la señal de entrada es el ACP del primer proceso, es decir, elpulso principal más los pulsos satélites. En la gura 5.4 se observa como las impurezasen la señal de entrada para este nuevo proceso de cod/decodicación hacen que seincremente el número de picos satélites en la señal de salida y que cada uno de ellostenga una mayor amplitud. La señal de correlación cruzada también se incrementaligeramente siendo ahora la relación CP = 0,08. Nótese, no obstante, que la mayoríade wings están por encima de la señal de correlación cruzada.En la gura 5.5 tenemos los resultados para el tercer salto, en los cuales podemosobservar un incremento importante de los wings y una disminución en la amplitud dela señal de correlación cruzada, obteniendo una relación CP = 0,063. En este punto,es importante recordar que cuando se usan los procesos de cod/decodicación comogeneradores e identicadores de etiquetas, no es importante la interferencia multiac-ceso y que solo se requiere una clara diferenciación entre la señal de autocorrelación yla señal de correlación cruzada. Por esta razón es posible el uso de receptores con unancho de banda inferior, como se puede ver en las guras 5.5b y 5.5c, donde se usaron115
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Figura 5.4: Resultados del segundo salto. 2 parejas cod/decodicador. AB=30GHz.Matlab (izq), VPI (der).anchos de banda de ltrado de 12.5 y 2.5 GHz respectivamente. En estas grácases clara la diferencia entre la señal del ACP y la obtenida a partir de la correlacióncruzada. Nótese que la relación CP se mantiene dentro del mismo rango de valores,siendo de 0.07 para el ltro de 12.5 GHz y de 0.05 para el de 2.5 GHz.Para el cuarto salto, la señal de entrada esta conformada por múltiples pulsos dediferente tamaño, cuya envolvente podríamos llegar a aproximar a una forma gau-siana. Por esta razón el aspecto de la señal de salida cuando decodicamos con eldispositivo correcto es también de la misma forma (gura 5.6). Por otra parte la señalde correlación cruzada se decrementa en un 50% adicional con respecto al salto an-terior, obteniéndose así una relación CP = 0,03. Esta relación se mantiene cuando serealiza un ltrado de la señal a 12.5 y 2.5 GHz tal y como se puede ver en las guras5.6b y 5.6c respectivamente.Podemos concluir a partir de estas simulaciones que la capacidad de reconocimien-to de etiquetas ópticas puede ser explotada aun después de múltiples cascadas. Además,conociendo que en esta aplicación lo principal es la diferenciación entre el ACP y laseñal de correlación cruzada, es posible usar receptores con una ancho de banda infe-rior al óptimo, ya que como se pudo observar con poder detectar la envolvente de laseñal es suciente.5.4. Demostración ExperimentalPara demostrar experimentalmente la posibilidad de identicación de señales de-spués de múltiples procesos de codicación y decodicación se realizó el montaje quese muestra en la gura 5.7 con su respectivo diagrama de bloques mostrado en lagura 5.8 .Como señal de entrada inicial se uso una fuente pulsada MLLD que proporcionauna secuencia de pulsos de 5 ps de duración a una tasa de bit de 1.25 Gbps, centrada116
5.4. DEMOSTRACIÓN EXPERIMENTAL
Figura 5.5: Resultados del tercer salto. 3 parejas cod/decodicador. .
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Figura 5.7: Montaje en laboratorio de la cascada de 8 SSFBGs
Figura 5.8: Diagrama del experimento. 4 procesos de codicación y decodicación encascada, basados en dispositivos SSFBG.119
CAPÍTULO 5. CODIFICACIÓN Y DECODIFICACIÓN TODO ÓPTICA DEETIQUETAS EN REDES DE CONMUTACIÓN DE PAQUETES.ACP XcorrM1 C1 · C1∗ C1 · C2∗M2 C1 · C1 ∗ ·C1 · C1∗ C1 · C1 ∗ ·C1 · C2∗M3 C1 · C1 ∗ ·C1 · C1 ∗ ·C1 · C1∗ C1 · C1 ∗ ·C1 · C1 ∗ ·C1 · C2∗M4 C1 · C1 ∗ ·C1 · C1 ∗ ·C1 · C1 ∗ ·C1 · C1∗ C1 · C1 ∗ ·C1 · C1 ∗ ·C1 · C1 ∗ ·C1 · C2∗Cuadro 5.1: Funciones de transferencia para las mediciones usando la misma palabracódigo.a una longitud de onda de 1538 nm. Esta señal es aplicada a una primera pareja deE/D's, cuya señal de salida es posteriormente aplicada a la siguiente pareja de E/D'sy así sucesivamente.En el diagrama de la gura 5.8, las referencias M1 a M4 indican los puntos endonde se realizaron las mediciones de la señal ACP y de las señales de correlacióncruzada.Como dispositivos E/D's se utilizaron 4 parejas de dispositivos basados en redesde difracción de Bragg superestructuradas. Para la primera parte del experimentotodos los dispositivos tenían grabada la misma palabra código de 63 chips obtenida apartir de una familia de códigos Gold, para realizar una codicación en fase binaria.La longitud de cada chip es de 0.6 mm lo cual corresponde a una tasa de chip de174 Gchip/s. Los cod/decodicadores están sintonizados a una longitud de onda de1538 nm y la palabra código fue impresa mediante una iluminación chip a chip comose ha descrito en el capítulo 3.4. La reectividad estimada por chip esta por debajode los 0.5% para evitar desvanecimientos a lo largo de la SSFBG y degradaciónpor múltiples reexiones. Después de fabricar cada pareja cod/decodicador fueroncolocadas en sus respectivas cajas con control electrónico de temperatura. Con estecontrol se obtiene una estabilidad térmica de 0.1º de precisión y la posibilidad derealizar una sintonización en longitud de onda que permitirá el perfecto acople entrelos dispositivos. Como receptor se uso un osciloscopio de muestreo con un ancho debanda ajustable entre 2.5 y 30 GHz.La secuencia de funciones de transferencia de los dispositivos SSFBG utilizadospara realizar las diferentes medidas fueron las dadas en la tabla 5.1. La gura 5.9muestra las señales ACP (izquierda) y de correlación cruzada (derecha) recibidas conel osciloscopio ajustado a 30 GHz de ancho de banda.Como habían predicho las simulaciones teóricas, la energía del pico original es es-parcida después de las sucesivas cascadas y se incrementa el número de picos satélitesque aparecen en la señal ACP. En la demostración experimental se observa que laseñal de correlación cruzada no incrementa su nivel tal y como lo predice la simu-lación aunque la relación (PC ) si disminuye, lo cual se debe a la dicultad del ajusteen longitud de onda (temperatura) entre parejas codicadoras que redunda en unapérdida de eciencia del pico ACP.La Figura 5.10 muestra los resultados para el cuarto paso en la cascada cod/decodicador donde la función de transferencia incluye una cadena de 8 SSFBGs.El promediado del osciloscopio fue apagado para preservar tanto como sea posible laforma de la señal real aunque también de esta manera se observa la fuerte contribución120
5.4. DEMOSTRACIÓN EXPERIMENTAL
Figura 5.9: Señal ACP y de correlación cruzada medida en los puntos M1, M2 y M3.de ruido ASE.A pesar de las dicultades para realizar la medida, como consecuencia del ruidoASE y las inestabilidades térmicas de la cascada de 8 SSFBG, los resultados muestranque es factible explotar la capacidad de reconocimiento de códigos ópticos aun despuésde múltiples saltos entre nodos (El caso aquí presentado es equivalente a 4 saltos entrenodos de red). Las señales de ACP y correlación cruzada se ensancharon más de 1ns pero aun así es posible distinguirlas electrónicamente mediante el adecuado ltropaso bajo y la detección de un valor umbral.Los resultados mostrados en las guras 5.9 y 5.10 (30GHz de ancho de banda) y engeneral en las simulaciones, sugieren que una apropiada recuperación de la señal ACPno depende de un gran ancho de banda eléctrico (o su equivalente concepto de TimeGating) para ser distinguido de la señal de correlación cruzada. La gura 5.11 ilustralos resultados empleando un ltro estándar SDH 2.5 GHz en el receptor, reduciendo10 veces el ancho de banda eléctrico.Como era de esperarse, el ACP detectado es ltrado perdiendo energía y el ruidopresente como correlación cruzada después de ltrado a 2.5 GHz permanece cercano alACP. La relación PC decrece si el ancho de banda eléctrico disminuye. Este decrecimien-to es más acentuado cuando se reere al proceso de una sola pareja cod/decodicador,no obstante a medida que consideramos el segundo y tercer salto, el efecto de reducirel ancho de banda se desvanece progresivamente. Lo cual es consecuencia de que apartir del segundo proceso de cod/decodicación la señal de entrada este compuestade múltiples pulsos del estado previo.Cuando se realiza el enrutamiento de los paquetes ó ráfagas ópticas, la decisión dela ruta depende de la congestión existente en ese instante en la red y de los caminosdisponibles, por eso lo más normal es que la etiqueta sea cambiada en cada salto,121
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Figura 5.10: Señal ACP y de correlación cruzada medida en el punto M4.
Figura 5.11: Señal ACP y de correlación cruzada medidas en los puntos M1 ,M2 yM3, empleando un detector con ancho de banda de 2.5 GHz122
5.4. DEMOSTRACIÓN EXPERIMENTALCÓDIGO1 000000101010000101011011110101100101000100011111111000101101111CÓDIGO2 000011101011001111111001111010111000011110000100111100001100001CÓDIGO3 011110101000100110000001100001101100000100010010100101000110100CÓDIGO4 110000100100011101000000011000100110100010110011100000101001010Cuadro 5.2: códigos Gold usados para construir las 4 nuevas parejas de SSFBG
Figura 5.12: Espectros de los 4 códigos de las 4 nuevas parejas de E/D's.asignando la nueva ruta. Esto implica que en cada salto entre nodos de la red, según elmodelo de direccionamiento que proponemos, exista un cambio en el código asignadoa la etiqueta. Para vericar que esta opción también era posible se seleccionaron 4códigos más en donde cada uno de ellos representa la nueva etiqueta asignada a cadanodo.Cada uno de los códigos seleccionados (ver tabla 5.2) pertenece a la misma familiaa la que pertenece el código usado en el anterior experimento y por lo tanto tienen lasmismas propiedades, es decir, una óptima relación de autocorrelación y correlacióncruzada. Los espectros de los nuevos códigos utilizados se muestran en la gura 5.12.Antes de realizar la comprobación experimental se simuló todo el sistema usandolos nuevos códigos y se obtuvieron resultados muy similares a los conseguidos en elprimer experimento. Los cambios en los valores del pico de autocorrelación como decorrelación cruzada varían ligeramente como era de esperarse al variar los códigos,123
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Figura 5.13: Señal ACP y de correlación cruzada medida en los puntos M1, M2 y M3cuando se usan códigos diferentes en cada salto.pero las relaciones CP y WP se mantienen inalteradas.Para vericar experimentalmente las simulaciones, se fabricaron 4 nuevas parejasde redes de difracción, conservando los mismos parámetros de construcción, es decir,tamaño de chip de 0.6 mm, reectividad de 0.5% y centrados a una longitud deonda de 1538 nm. Con ello conseguimos realizar una comparación objetiva de los dosexperimentos. La gura 5.13 muestra los resultados para el pico de autocorrelaciónasí como también la señal de correlación cruzada. Si comparamos la gura 5.13 con lagura 5.9 vemos que las señales obtenidas son muy similares entre si y que la diferenciaentre una y otra es solo la consecuencia de las diferencias entre los códigos. Dichasdiferencias no se maniestan en las relaciones CP y WP que se mantienen iguales a lasobservadas cuando el experimento se realiza usando el mismo código para todos lossaltos.El hecho de que sea posible usar diferentes códigos manteniendo la capacidad dereconocimiento de la señal aun después de cambiar el código múltiples veces, demues-tra la posibilidad de usar las tecnologías de codicación y decodicación óptica comouna alternativa viable en la asignación de etiquetas ópticas y también la posibilidadde su reuso a medida que se propagan entre nodos de redes completamente ópticas.Las bondades de esta aplicación subsanan las desventajas que había tenido la prop-uesta de direccionamiento mediante etiquetas ópticas. Dichas desventajas, como porejemplo la necesidad de sincronismo, o de una fuente pulsada en cada nodo quedansolucionadas en gran medida, otorgando a la red en general una mayor versatilidadal momento de realizar el direccionamiento y por ende a su rendimiento.124
5.5. EFECTO DE LA DISPERSIÓN EN LA TRANSMISIÓN DE SEÑALESCODIFICADAS5.5. Efecto de la Dispersión en la Transmisión deSeñales CodicadasLos sistemas OCDMA han sido propuestos como una posible solución de accesoen redes ópticas de última generación tales como FTTH (Fiber to the Home) o FTTC(Fiber To The Curb) [86, 20]. Su aplicación en este tipo de redes es bastante acertadaya que con esta técnica se permite a múltiples usuarios el acceso a la red de formaasíncrona y simultánea [2, 3]. En estas aplicaciones las distancias recorridas por laseñal no superan los 2 km., y la dispersión podría no ser tenida en cuenta, si nofuera porque los pulsos que se utilizan en los sistemas DS-OCDMA de tipo coherenteson pulsos ultracortos, y por lo tanto la inuencia sobre ellos llega a ser notable.Las señales de entrada, normalmente pulsos gausianos, tienen una duración entre 2y 10 ps. Por otra parte en esta misma sección veíamos la posible aplicación de lossistemas de codicación todo óptica a la etiqueta en redes ópticas de paquetes oráfagas de paquetes, situación en la que la señal podría viajar incluso varias decenasde kilómetros.Los sistemas DS-OCDMA también son conocidos como sistemas de codicacióntemporal o de espectro ensanchado [61]. La codicación es temporal porque la señalcodicada es realmente una expansión temporal de la señal de entrada, y esta confor-mada por un tren de pulsos de baja intensidad a los cuales se les ha manipulado lafase de acuerdo a un código bipolar o multipolar. Cada pulso de la señal codicada esfruto de la convolución en tiempo de la respuesta impulsiva del dispositivo codicadorcon el pulso de entrada y por lo tanto guarda proporcionalidad con la señal de entradaen términos de duración, fase y forma.Como ya hemos mencionado en apartados anteriores uno de los dispositivos másusados en DS-OCDMA para realizar los procesos de codicación y decodicación sonlas redes de difracción de Bragg superestructuradas. Estos dispositivos son bras alas que por medio de un proceso de iluminación mediante rayos ultravioleta se lesha grabado un código de N chips (N FBGs individuales). Cada uno de estos chipses una red de difracción en si misma cuyo índice refracción tiene un perl de tipogausiano, tal como se explicaba en la sección 3.4. Para el proceso de codicación, laseñal de entrada es aplicada sobre la SSFBG, en donde se reeja en cada una de lasFBG's que conforma cada chip, de tal manera que la señal reejada total, fruto dela suma de cada una de las reexiones, es la señal codicada. Sabiendo que tp es laduración del tiempo del pulso de entrada y que σc es la duración de la gausiana delchip, podemos encontrar que la duración de cada uno de los N pulsos que conformanla señal codicada esta determinado por la relación cuadrática√t2p + σ2c , ya que cadauno ha surgido de la convolución entre el pulso de entrada y el chip de la SSFBGcodicadora. No obstante el tiempo total de señal codicada esta limitado por eltiempo de chip al que hemos llamado Tc, y por tanto la señal codicada tiene unaduración N × Tc. Nótese que necesariamente tp deberá ser inferior a Tc, para evitarque el pulso de entrada englobe más de un chip en el momento de ser codicado, loque llevaría a perder resolución en la codicación. Por esta razón si se desea teneruna óptima relación entre la longitud del código y la estabilidad en temperatura dela SSFBG será necesario trabajar con pulsos ultracortos. Recordemos que cuanto125
CAPÍTULO 5. CODIFICACIÓN Y DECODIFICACIÓN TODO ÓPTICA DEETIQUETAS EN REDES DE CONMUTACIÓN DE PAQUETES.
Figura 5.14: Señales codicadas. Arriba SSFBGs con chip de 0.6 mm (Tc ≈ 6ps) ypulsos de 3, 5 y 6 ps. Abajo SSFBGs con chip de 1 mm (Tc = 9,6ps) y pulsos de 3, 5y 8 ps.mayor sea la longitud del código, mejores serán sus propiedades de autocorrelación ycorrelación cruzada, y cuanto más corta sea la SSFBG total, mayor es su estabilidaden temperatura [51].En un sistema DS-OCDMA cada usuario tiene un código propio con el cual realizala codicación de la señal que desea transmitir y la señal codicada es la que se envía através de la bra óptica. En la gura 5.14 podemos ver la señal codicada con SSFBGsque tienen grabados chips de 0.6 mm y 1 mm, y para pulsos de entrada con diferenteduración. Como era de esperarse, en dicha gura se puede ver como el tamaño del pulsoentrante y la palabra código inuyen directamente sobre la respuesta impulsiva. Paraver mejor la inuencia de los cambios de fase del código sobre la respuesta impulsiva,vale la pena recordar la palabra código que se esta utilizando, la cual escribimos acontinuación.código1=[000000101010000101011011110101100101000100011111111000101101111]Observando el código se puede ver que allí donde los cambios de fase están máscercanos, los pulsos son borrados entre si. Por otra parte cuando aparece una seriecontinua de chips sin cambios de fase, terminan fundiéndose como consecuencia delsolapamiento entre ellos. Si los pulsos fuesen lo sucientemente estrechos se vería cadauno de ellos independientemente.Partiendo que la gura 5.14 muestra la señal codicada en potencia óptica, pode-mos encontrar que cualquier ensanchamiento de los pulsos causará una deformaciónde la respuesta impulsiva de la señal codicada, que al nal ocasionará una de-ciente recuperación del pulso original en el extremo decodicador y una pérdida derelación PC . Este mismo razonamiento se puede aplicar a los chips individuales unavez codicados y formando parte de la palabra código, que se propagan por un mediodispersivo. La distorsión o ensanchamiento derivados de la dispersión cromática im-pactarán en el ACP y en la relación PC . Estas fueron las razones que motivaron elestudio de la dispersión sobre los sistemas DS-OCDMA.En un sistema de comunicaciones cuyo medio de transmisión es la bra óptica,pueden llegar a afectar dos tipos de dispersión. La primera de ellas conocida como126
5.6. RESULTADOS DE LAS SIMULACIONESdispersión modal que solo es relevante cuando se trabaja con bras multimodo yla segunda, es la dispersión cromática, dominante en sistemas que utilizan brasmonomodo. La dispersión cromática es consecuencia de la dependencia de β conrespecto ω, dicha dependencia es más fácil de expresar en términos de una serie deTaylor como
β (ω) = β0 (ω0) +
dβ1
dω














2L (5.1)en donde L es la longitud de la bra óptica existente entre el transmisor y elreceptor. En la función de transferencia hemos omitido intencionalmente el términode atenuación ya que nos interesa conocer la magnitud en la que se reduce el picode autocorrelación por efecto de la dispersión. De esta manera los resultados de lassimulaciones que mostraremos a continuación se basan en un esquema que ha sidomodelado usando la anterior función de transferencia.5.6. Resultados de las SimulacionesDe acuerdo a las ecuaciones descritas anteriormente, se realizó la programaciónen Matlab para las respectivas simulaciones de un sistema OCDMA, consistente enuna pareja de E/D's basados en redes de difracción de Bragg y entre los cuales seha instalado bra óptica. Cada E/D tiene grabado una palabra código de 63 chipsde una familia de Gold. Para realizar las simulaciones partimos del hecho de que elfenómeno de dispersión es de naturaleza lineal, razón por la cual la variable que lamodela puede ser incluida a la entrada o salida del sistema, o donde realmente afecta,que es sobre la señal codicada viajando por la bra óptica.El modelado que se realizo para evaluar el efecto de la dispersión, consistió en con-struir primero la respuesta impulsiva de la red de difracción de Bragg codicadora.Como ya se ha visto en apartados anteriores, la respuesta impulsiva de la SSFBG espara nuestro caso una secuencia de pulsos gausianos, cada uno con una fase determi-nada por el código bipolar utilizado. De tal forma que se procedió a generar un trende pulsos gausianos, con una separación Tc entre cada pulso. El ancho de cada pulsode la señal codicada estará determinado por la relación cuadrática que mencionamosen el apartado anterior.Posteriormente, hallamos la transformada de Fourier a la respuesta impulsiva y lamultiplicamos por la función de transferencia de la bra descrita en la ecuación 5.1,aplicando de esta manera el efecto de dispersión sobre la señal. En seguida hacemos latransformada inversa, la cual nalmente convolucionamos con la respuesta impulsivadel decodicador recuperando así el pulso original.127
CAPÍTULO 5. CODIFICACIÓN Y DECODIFICACIÓN TODO ÓPTICA DEETIQUETAS EN REDES DE CONMUTACIÓN DE PAQUETES.
Figura 5.15: Señal de autocorrelación (azul) y correlación cruzada (rojo) para unsistema DS-OCDMA basado en SSFBGs con Lc = 0,6mm y pulsos de entrada con
tp = 3ps (Izq) y tp = 6ps (Der). Las distancias entre TX y RX van desde 0 hasta 8.4km.La primera simulación se realizó para una SSFBG cuya longitud de chip mide0.6mm, lo que corresponde a un Tc ≈ 6ps y aplicando una señal de entrada con formagausiana. Se asignó a la señal de entrada dos posibles valores de duración, 3 y 6 ps.Los resultados mostrados en la gura 5.15 corresponden con la señal decodicadade un pulso que originalmente mide tp = 3ps (izq) y tp = 6ps (der). Cada una de lascurvas describe el comportamiento de la señal después de que ha viajado entre 0 y8.4 km de distancia a través de una bra monomodo con un parámetro de dispersiónde 16ps/nm · km.Como se puede ver en la gura 5.15 el pulso de menor duración tiene un fac-tor de ensanchamiento y de atenuación superior que su similar de mayor duración.Adicionalmente, después de 5 km, los pulsos además de ensancharse se empiezan adeformar llegando a ser casi un pulso con doble pico . La señal de correlación cruzadano se ve afectada en la misma magnitud, y solo se observa una ligera reducción en suamplitud a medida que aumenta la longitud que recorre la señal.En la tabla 5.3 se han tabulado los factores de ensanchamiento y de atenuaciónencontrando que ambos factores se incrementan a medida que la distancia aumenta.Por otra parte se han colocado las relaciones PC y PW que permiten deducir que elpulso de autocorrelación obtenido se ve afectado en mayor medida que la señal decorrelación cruzada. Y por lo tanto dichas relaciones disminuyen con la distancia, loque se traduce en un claro detrimento del sistema en general.La segunda simulación se realizó para un pareja de E/Ds basados en SSFBGs conun tamaño de chip de 1 mm, que corresponde a un tiempo de chip de 9.6 ps. La señalaplicada, también fue de tipo gausiano solo que en esta oportunidad se asignaronvalores de duración de pulso de 3 y 8 ps. Aquí vale la pena aclarar que el tiempo deduración del chip σc es el mismo tanto para la SSFBG con Lc = 0,6mm como la parala que tiene un Lc = 1mm. Por lo tanto, para el caso del pulso de entrada de 3 psel ensanchamiento inicial, producto de la convolución entre el pulso de entrada y elchip de la red es el mismo y la única diferencia entre ambos experimentos es Tc, no128
5.6. RESULTADOS DE LAS SIMULACIONESPulso de entrada de 3ps Pulso de entrada de 6 psLongitud (Km) FE D (dB) PC PW FE D (dB) PC PW1.4 1.7 1.77 9.6 21.7 1.2 0.7 10.2 232.8 2.27 3.15 7.1 16.5 1.52 1.55 8.4 194.2 2.35 3.7 7 16 1.82 2.16 8.2 17.45.6 2.85 4.57 6 13.8 2.4 2.85 7.5 15.57 3.34 ∼ 5,22 5.4 12.5 2.6 3.47 6.7 148.4 3.66 ∼ 5,68 5 12.5 2.8 3.9 6.35 13.5Cuadro 5.3: Resumen del Factor de Ensanchamiento (FE) del pulso y del decrementode la amplitud del pico de potencia (D) causado por efecto de la dispersión, paraseñales de entrada de 3 y 6 ps. lc = 0,6mmobstante, lo resultados obtenidos son muy diferentes.Analicemos primero lo que pasa con los pulsos de 3 y 8 ps en su recorrido porla SSFBG con Lc = 1mm. Por una parte vemos que el pulso de 3ps se deformarecorriendo tan solo 3 km de longitud mientras que el de 8 ps se deforma a los 4.2 km,lo cual se debe a la diferencia de duración entre pulsos, entre más ancho sean, menoresson los efectos de la dispersión. Si ahora comparamos lo que sucede con el pulso de 3psen la SSFBG con Lc = 0,6mm con respecto a la SSFBG con Lc = 1mm vemos que elpulso se deforma primero en la SSFBG con Lc mayor. Con base en lo anterior se puedever que el efecto de la dispersión sobre la señal decodicada, además de depender dela longitud recorrida por la señal y de la anchura del pulso inicial también dependede la longitud de chip. No obstante, la dependencia con respecto a la longitud dechip no sigue un patrón establecido si no que a su vez dependerá también del códigoque estemos usando. Para ilustrarlo podemos ver en la gura 5.16 las simulacionesrealizadas para dos códigos adicionales en donde vemos que el pulso se deforma encada caso de manera diferente. Para explicar la deformación que sufre el pulso bastacon recordar que al decodicar la señal no obtenemos exactamente el pulso original, sino un pulso más wings. Dichos wings también sufren el ensanchamiento producido porla dispersión, y terminan solapándose en tiempo y sumándose en campo constructivao destructivamente, generando los picos y valles que deforman el pulso y que podemosver en las simulaciones.El respectivo resumen de los resultados de la simulación se encuentran consignadosen la tabla 5.4. Es importante resaltar que los datos tomados pretenden ilustrar elfenómeno de ensanchamiento que sufre el pulso debido a la dispersión. Sin embargopor las deformaciones particulares que se tienen en cada caso no es posible realizar unaextrapolación general. Aun así podemos ver que la dispersión afecta de peor maneraa los pulsos de entrada más estrechos y que el efecto sobre la correlación cruzada esinsignicante, por lo que la relación PC disminuye con la distancia. Los wings que hastael momento no habíamos mencionado tampoco sufren una reducción signicativa ypor lo tanto ocasionan que la relación PW también decrezca.En la gura 5.18se muestra las curvas de ensanchamiento y decremento de laamplitud del pico de potencia para cada una de las simulaciones realizadas.La simulación con pulsos más anchos y por lo tanto menos afectados por la dis-129
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Figura 5.16: Picos de Autocorrelación y correlación cruzada para los códigos 2 (Izq)y 3 (Der) después de recorrer desde 0 hasta 8.4 Km. Lc = 1mm
Figura 5.17: Señal decodicada en un sistema DS-OCDMA basado en SSFBGs de1mm de chip con pulsos de entrada de tp = 3ps (izq) y tp = 8ps (der). Las distanciasentre TX y RX van desde 0 hasta 8.4 km.Pulso de entrada de 3ps Pulso de entrada de 8 psLongitud (Km) FE D (dB) PC PW FE D (dB) PC PW1.4 1.76 1.8 18.9 45 1.17 0.54 24 512.8 3.18 3.9 15.6 31 1.85 1.7 18 384.2 3.7 4.8 13 15 2.55 2.8 14 305.6 4.6 6 9.8 10 2.88 3.4 10 147 5.6 7.2 6.2 6 3.1 3.8 9.6 128.4 5.7 7.4 6 6 3.1 3.9 9.5 11Cuadro 5.4: Resumen del factor de ensanchamiento (FE) del pulso y del decrementode la amplitud del pico de potencia (D) causado por efecto de la dispersión, paraseñales de entrada de 3 y 8 ps. lc = 1mm130
5.7. VERIFICACIÓN EXPERIMENTAL
Figura 5.18: Curvas de Ensanchamiento vs. Longitud y de Decremento del pico de po-tencia vs. Longitud cuando se propaga la señal a través de una bra óptica monomodocon un parámetro dispersión de 16ps · nm/km.persión permiten ver que el comportamiento de una SSFBG con Lc = 0,6mm y deuna SSFBG con Lc = 1mm son muy similares tanto en atenuación como en su factorde ensanchamiento. Esto es porque el σc (ancho de los chips) que se ha asignado a lasSSFBGs es el mismo para ambos casos, y mientras el tiempo de pulso sea inferior a
Tc las condiciones de codicación y decodicación no se modicará signicativamenteentre una y otra SSFBG.Finalmente podemos decir que la implementación de sistemas OCDMA es viableen soluciones de última milla, ya que la dispersión no lo afecta de manera importanteen distancias cortas. No hay que olvidar que el comportamiento de la señal recuperadadependerá en gran medida del tipo de código que se este utilizando, y que su uso enlargas distancias deberá venir acompañado con el uso de bras compensadoras dedispersión o mediante algún mecanismo que realice dicha compensación.5.7. Vericación ExperimentalPara vericar experimentalmente los datos mostrados en el apartado anterior, serealizó el montaje de la gura 5.19. Al igual que en los experimentos anteriores setrabajó con una fuente pulsada a 1.25 GHz, centrada a una longitud de onda de1538nm, y que emite pulsos de aproximadamente 5 ps de duración. Los dispositivosE/Ds utilizados están basados en redes de difracción de Bragg a las cuales se les hagrabado las palabras código de Gold de 63 chips, correspondientes al código 1 y alcódigo 2. Para el experimento se fabricaron dos parejas codicadoras decodicadoras,una de ellas con tamaño de chip de 0.6mm y la otra con 1 mm. Cada SSFBG fue puestadentro de su caja controladora de temperatura para realizar la sintonía en longitudde onda, tal como se explicó en la sección 3.6. El codicador y el decodicador seinterconectaron usando bra óptica monomodo con un parámetro de dispersión de
16ps/nm · km. Más exactamente se usaron 4 rollos de 1.4 km y uno de 2.8 km, parauna máxima longitud de 8.4 km.Después del dispositivo codicador se utilizó un EDFA de ganancia ja igual a131
CAPÍTULO 5. CODIFICACIÓN Y DECODIFICACIÓN TODO ÓPTICA DEETIQUETAS EN REDES DE CONMUTACIÓN DE PAQUETES.
Figura 5.19: Diagrama de bloques del montaje realizado para medir el efecto de dis-persión. EXPERIMENTO SIMULACIÓNLongitud (Km) FE D (dB) PC PW FE D (dB) PC PW1.4 1.35 1.1 9 10 1.4 0.96 10 162.8 1.83 2.3 7.5 8.5 1.86 2 7.8 12.64.2 2.3 3.2 5.6 7 1.98 2.6 6.8 115.6 2.7 4.5 4.3 6 2.39 3.3 5.7 9.28.4 3.3 5.1 3 6 3 4.3 4.5 7.2Cuadro 5.5: Resultados experimentales vs. los de la simulación, del factor de ensan-chamiento (FE) del pulso y del decremento de la amplitud del pico de potencia (D)causado por efecto de la dispersión. lc = 0,6mm20 dB que compensa las pérdidas de inserción del dispositivo. Además en seguidade la bra también se conecto otro amplicador, pero esta vez de ganancia variable,con el objeto de compensar las pérdidas insertadas por cada tramo de bra y asígarantizar que siempre se tendría la misma potencia óptica promedio en el receptor.De esta manera se aseguraba que las mediciones realizadas, tanto de amplitud comode duración del pulso, fuesen correctas. Como elemento receptor se usó un osciloscopiode muestreo con un ancho de banda de 30 GHz.En la gura 5.20 vemos los resultados experimentales obtenidos para el caso enque el chip tiene una longitud de 0.6 mm, comparados con los obtenidos mediantesimulación. Las medidas experimentales se aproximan relativamente bien a lo mostra-do por la simulación. A medida que la señal avanza por la bra óptica la dispersiónactúa sobre ella produciendo un ensanchamiento del pulso y una disminución de po-tencia en el pico. Cabe aclarar que la disminución de la amplitud no signica unapérdida de potencia, ya que la potencia óptica promedio se mantiene. También seobserva como después de los 5.6 km la señal además de ensancharse empieza a defor-marse levemente. La tabla 5.5 compara los resultados de la simulación y los valoresexperimentales, mostrando una correspondencia en los valores obtenidos.De la misma manera se realizaron los experimentos con los dispositivos E/Ds conlongitud de chip de 1mm. Los resultados obtenidos mediante la simulación y su respec-tiva vericación experimental se encuentran dados en la gura 5.21. Al igual que en132
5.7. VERIFICACIÓN EXPERIMENTALEXPERIMENTO SIMULACIÓNLongitud (Km) FE (ps) D (dB) PC PW FE (ps) D (dB) PC PW1.4 1.4 1 13 24 1.3 1.13 15.4 252.8 2.7 3 8.3 17 2.4 3.1 11.5 184.2 3.1 3.2 8 11 3 4 8.8 125.6 4.1 5 6.6 7 3.6 4.9 6.6 108.4 5 5.6 6 8 4.2 5.8 5.4 9Cuadro 5.6: Resultados experimentales vs. los de la simulación, del factor ensan-chamiento (FE) del pulso y del decremento de la amplitud del pico de potencia (D)causado por efecto de la dispersión. lc = 1mmel caso anterior no existe una correspondencia exacta entre los datos experimentalescon los simulados, no obstante es innegable que existen patrones similares. La difer-encia se debe principalmente a que mientras en la simulación conocemos los valoresasignados a las variables σc y tp, en los experimentos dichos parámetros son difícilesde determinar con la misma exactitud. Aun así podemos ver que el pulso recuperadocon la SSFBG de 1mm tiende a dividirse en dos tal y como sucede en la simulación,solo que no existe una coincidencia en la distancia. Los resultados para el experimentocon la SSFBG de 1mm quedan consignados en la tabla 5.6.En conclusión podemos decir que la dispersión en los sistemas OCDMA es acept-able en distancias no superiores a los dos kilómetros y por ello su aplicabilidad ensoluciones de última milla. Por ejemplo es posible implementar sistemas OCDMAen redes FTTH o FTTC, con las cuales se da acceso a múltiples usuarios, sin llegara perder calidad como consecuencia por la dispersión. Sin embargo en aplicacionesdonde la señal debe recorrer distancias largas, como por ejemplo direccionamientomediante etiquetas ópticas, la opción de codicar y decodicar la señal deberá de iracompañada de técnicas de compensación de la dispersión.
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Figura 5.20: Comparación entre los resultados experimentales y los simulados paraE/Ds con lc = 0,6mm y tp = 5ps.
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5.7. VERIFICACIÓN EXPERIMENTAL
Figura 5.21: Comparación entre los resultados experimentales y los simulados paraE/Ds con lc = 1mm y tp = 5ps.
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Capítulo 6SISTEMAS OCDMAINCOHERENTES 2D6.1. IntroducciónDesde las primeras investigaciones realizadas para el desarrollo de sistemas OCD-MA se han propuesto diferentes esquemas para su implementación. Básicamente exis-ten dos posibilidades con muchas variantes en cada una de ellas, dichas posibilidadesson: realizar una codicación de la potencia óptica con lo cual tendríamos una codi-cación de tipo incoherente, ó una codicación en campo con lo que obtendríamos unacodicación de tipo coherente. Los sistemas coherentes se ven seriamente afectadospor el ruido de batido, que se da cuando la señal decodicada correctamente se solapacon la interferencia de múltiple acceso, producida por los otros usuarios presentes enel sistema [11]. Se han planteado algunas soluciones para este problema, como porejemplo coordinar los recursos de los usuarios, llegando a sincronizar a nivel de bit[45] ó asignando un slot de tiempo a cada bit [41]. Otra solución que en principio esbastante acertada es la de usar códigos muy largos para minimizar la amplitud delMAI y manteniendo la asincronía del sistema, no obstante en un código de 511 chips,por ejemplo, solo 10 de los 512 códigos posibles garantizan una BER inferior a 10−9[32]. Por otra parte los sistemas incoherentes son menos susceptibles a la interferen-cia de tipo coherente [38] pero decientes espectralmente. En los anteriores capítuloshemos trabajado con sistemas coherentes analizando sus ventajas y desventajas, enel presente capítulo describiremos brevemente lo que son los sistemas incoherentes yrealizaremos un primer experimento para evaluar el grado de coherencia o incoheren-cia del sistema en condiciones de cierto solapamiento espectral. A continuación seaborda el montaje parcial de la propuesta hecha en [57] con sistemas incoherentes quetrabajan con códigos 2D con objeto de obtener conclusiones de nivel práctico sobrela viabilidad de los sistemas incoherentes.En los sistemas incoherentes a cada usuario se le asigna un código y se envía unaseñal codicada para representar un 1 y no se envía nada cuando se quiere representarun cero. Aunque también se ha propuesto que a cada usuario le sean asignados dos137
CAPÍTULO 6. SISTEMAS OCDMA INCOHERENTES 2Dcódigos, uno para transmitir los bits 1's y otro para codicar los bits 0's con poste-rior detección diferencial, teniendo como objetivo reducir el impacto del ruido y lainterferencia [87]. En los sistemas OCDMA incoherentes se usan códigos unipolares,razón por la cual no existen componentes negativas de la señal. El uso de códigosunipolares hace que los sistemas incoherentes tengan una baja eciencia espectral, yaque para conseguir óptimas propiedades de autocorrelación y correlación cruzada serequieren códigos bastante largos. Los sistemas OCDMA incoherente más conocidos,están basado en codicación en amplitud espectral [88], codicación espacial [89], en-sanchamiento temporal [12, 2], y codicación en dos dimensiones, en longitud de onday tiempo [90].Las primeras demostraciones de sistemas OCDMA se basaban en codicación detipo incoherente, más exactamente la conocida como de ensanchamiento temporal,en donde cada período de bit es dividido en N intervalos (N es el número de chipsdel código) y se transmite un número de pulsos (chips) de acuerdo al peso del códigoque se este utilizando. Sin embargo este tipo de sistemas resultaba muy limitadopor la larga longitud de los códigos que se deben utilizar y por la necesidad de usarpulsos estrechos [12]. Casi simultáneamente se trabajó con codicación espacial dediferentes formas; en sistemas de múltiples bras usando líneas de retardo acopladaspara decodicar [91], en transmisión paralela y acceso simultáneo de imágenes usandobras multinúcleo [89], usando máscaras espaciales en 2D para codicación especícade patrones en secuencias de código, y esquemas temporal/espacial usando brasmultimodo[92]. En estos esquemas para poder construir los cod/decodicadores sepresenta el inconveniente de requerir un acoplador en estrella por cada camino espacialque se este utilizando y a la vez el mismo número de caminos ópticos según los puertosdel acoplador [93].La codicación en amplitud espectral se realiza mediante la descomposición delespectro de una fuente de luz de banda ancha seguida de un elemento óptico que pue-da modular la intensidad de cada componente antes de volverla a combinar. Comodispositivos codicadores se han usado redes de difracción con mascaras de amplitud-espacial [94], y también ltros con función de transferencia espectral periódica[95].Como fuentes de luz se han usado las de tipo incoherente como LED's (Light-EmittingDiode), diodos súper luminiscentes (SLD's) y fuentes basadas en Amplicadores de -bra dopada con Erbio (EDFA) con las que se ha demostrado la posibilidad de conseguirun acceso a la red a velocidades de 155 Mbps sin control espectral ni estabilizaciónde la longitud de onda [95], o de tipo coherente como fuentes pulsadas MLL (ModeLocked Laser) [96, 39] y fuentes de Supercontinuo [97].En los sistemas incoherentes anteriormente citados se usan principalmente códigosópticos ortogonales (OOCs) como los descritos en [98, 99], dichos códigos tienen laventaja de ser fácilmente implementables pero el gran inconveniente de ser necesari-amente largos, lo que produce la baja eciencia espectral. No obstante, existe otrotipo de códigos que busca compensar las debilidades de los OOC, nos referimos a loscódigos en dos dimensiones (2D). Existen diferentes tipos de códigos 2D, entre loscuales destacan; los de tiempo ensanchado y salto en frecuencia [4, 100], los de tipoDFS (Depth-First search) [101, 102], los códigos primos 2D [103, 104], los códigossonar [92] y los códigos folded optimum Golomb ruler (FOGR) [105, 106].Los códigos 2D tienen un mayor rendimiento porque consiguen obtener simultánea-138
6.2. DIFERENCIA MÍNIMA DE FRECUENCIA ENTRE CANALES PARASISTEMAS INCOHERENTESmente las siguientes características [57]:Tener una alta cardinalidad (>>10);Permitir una alta tasa de datos por usuario (>1Gbps);Tener una alta eciencia espectral (>0.1bps/Hz y potencialmente hasta 0.5bps/Hz).Dichos códigos combinan normalmente longitud de onda y tiempo como las dos di-mensiones del código. De esta manera el sistema realiza primero una división enlongitud de onda de la señal y posteriormente una asignación de tiempo a cada unade las componentes espectrales. La asignación de tiempo se realiza congurando unnúmero de líneas de retardo de acuerdo al tamaño del código utilizado. El tamaño decada slot de longitud de onda estará determinado por el dispositivo que se use pararealizarlo, usualmente se usan AWG (Arrayed Waveguide Gratings) cuyo espaciadoentre canales puede oscilar entre los 50 a 200 GHz.No obstante, queda la pregunta de ¾Cuál debe ser el tamaño mínimo que se re-quiere para tener un sistema incoherente? o si ¾Es posible llegar a minimizar dichotamaño de canal?. Con el objeto de responder esta pregunta, en el siguiente aparta-do se ha realizado un sencillo experimento que nos permite comprobar cual es eltamaño mínimo de canal que se necesita para implementar un sistema de este tipo. Ynalmente con el objeto de comprobar algunas características de los sistemas incoher-entes se realizó un montaje parcial de la propuesta hecha en [57] y con cuyo informeconcluiremos el presente capítulo.6.2. Diferencia Mínima de Frecuencia Entre Canalespara Sistemas IncoherentesPara implementar un sistema incoherente con códigos 2D lo que se hace inicial-mente es fraccionar el espectro disponible y asignar longitudes de onda y slots detiempo a los usuarios de acuerdo al código asignado. El número de canales de frecuen-cia requeridos para la implementación, estará determinado por la estructura del código2D que vayamos a utilizar. El tamaño de cada canal deberá garantizar la máxima e-ciencia espectral y a la vez ser sucientemente grande para que no se introduzca enel sistema ruido por el batido de las señales interferentes. Para determinar el tamañoóptimo del canal se deben tener en cuenta varios criterios. Empezaremos por recordarla ecuación general (6.1) que describe la señal detectada mediante un fotodetectorcon respuesta de ley cuadrática, en un sistema OCDMA modelado como en la sec-ción 2.2. Cuando analizábamos dicha ecuación nos deteníamos especícamente en lostérminos de batido de primer y segundo orden y mas exactamente en sus términosde fase. Decíamos que la coherencia o incoherencia del sistema dependería de que tansimilares fuesen los valores del tiempo de coherencia de la luz (τc) y el tiempo de chip(Tc). Si τc > Tcel sistema es coherente, pero si τc < Tc el sistema podía ser parcial-mente o totalmente incoherente dependiendo de que tan mayor fuese Tc con respectoa τc. En términos prácticos podríamos decir que el sistema es incoherente cuando
Tc > 10τc, ya que por encima de este valor, la fase se comportará como un proceso139
CAPÍTULO 6. SISTEMAS OCDMA INCOHERENTES 2Daleatorio uniformemente distribuido entre [−π, π] que ocasiona que los términos debatido desaparezcan. Si la diferencia es menor hay que tener en cuenta que existirácierta cantidad de ruido de batido.Como se ha comentado anteriormente, en general los sistemas incoherentes 2D sepueden implementar empleando tanto fuentes ópticas de naturaleza incoherente comoLEDs o EDFAs, o bien fuentes ópticas pulsadas de tipo coherente como los MLL(Mode Locked Laser). En este último caso se aprovecha la mayor potencia ópticagenerada por las mismas frente a la baja densidad espectral obtenida con fuente deruido ASE o de tipo LED. La incoherencia del sistema de codicación 2D en este casodebe venir asegurada por el nulo solapamiento espectral y/o temporal entre códigos.















cos ((ωi − ωd) t − ωiτi + φd(t)) dt+
︸ ︷︷ ︸










cos ((ωi − ωj) t − ωiτi + ωjτj + φi (t − τi) − φj (t − τj)) dt
︸ ︷︷ ︸







(6.1)En nuestro caso particular la fuente MLL proporciona pulsos de entre 2 ps y 5ps lo que supone una extensión máxima del espectro de aproximadamente 500 GHz.Dicha franja se deberá aprovechar al máximo utilizando ltros AWG de 50 GHz debanda pasante para obtener el máximo numero de canales de frecuencia del código2D, pero a la vez asegurando la mínima interferencia debida a batido coherente entrecódigos.Con el objeto de encontrar el punto a partir del cual se puede considerar el sistemacomo incoherente, se realizo el montaje que se muestra en la gura 6.1. Con estemontaje mediremos el ruido de batido que se da entre dos canales adyacentes y conello determinaremos la separación mínima entre canales.El experimento planteado consiste en tomar dos canales, uno al que llamaremoscanal de datos y otro que llamaremos canal interferente, los dos canales se irán super-poniendo uno sobre el otro encontrando los valores para los cuales tenemos máximainterferencia y aquellos en que la interferencia podría asumirse como despreciable.Para este experimento se uso una fuente MLLD pulsada a 10 GHz trabajando entercera ventana, el tamaño del pulso emitido por la fuente es de 5 ps aproximada-mente. La señal es dividida en partes iguales para ser aplicada a dos AWG's. El primerAWG truncara el espectro de la fuente, seleccionando el canal de datos. El segundoAWG hará lo mismo, pero en este caso el canal será usado como canal interferente.El canal de datos se mantendrá jo en frecuencia mientras el espectro del canal inter-ferente será desplazado usando el control de temperatura del segundo AWG, de esta140
6.2. DIFERENCIA MÍNIMA DE FRECUENCIA ENTRE CANALES PARASISTEMAS INCOHERENTES
Figura 6.1: Diagrama de bloques para medir la separación mínima de frecuencia entrecanales y el efecto de batido en campo.forma podremos observar como inuye la variación de frecuencias en la interferenciaproducida.Para mostrar los canales que vamos a usar, se iluminaron con luz blanca los AWGobteniendo así los espectros que se ven en la gura 6.2. El espectro de datos corre-sponde al canal 15 del primer AWG y el espectro que se ha llamado interferente 1corresponde al canal 6 del segundo AWG. El canal interferente se desplazara para re-alizar un barrido completo sobre el canal de datos. Como se puede observar el máximodel canal interferente no coincide con el máximo del canal de datos, por esta razón ypara complementar las mediciones se usa el canal 5 del segundo AWG como un canalal que llamaremos interferente 2.Todos los canales tienen un ancho de banda de 100 GHz (0.8 nm). El canal dedatos estará centrado a la misma longitud de onda que la fuente pulsada. La potenciade los canales interferentes dependerá de su posición con respecto a la longitud deonda, ya que si recordamos el espectro de la fuente pulsada mostrado en la gura 3.9veremos que su potencia no es constante, por esta razón a medida que se aleja delcentro del espectro, la potencia disminuye.Para garantizar la mayor objetividad en el experimento se puede ver en la gura6.1 que después del AWG que lleva la señal de datos existe un dispositivo que permiteajustar los tiempos de retardo. Este ajuste se realiza para que tanto la señal de datoscomo la interferente coincidan exactamente en tiempo. Adicionalmente después delAWG correspondiente al canal interferente se coloco un controlador de polarizaciónque permite hacer barridos de todos los posibles estados de polarización descritosen una esfera de Poincare, de tal manera, que la señal interferente sea totalmentealeatoria tanto en polarización como en fase. Además como el espectro de la señalinterferente será desplazado se podrá llegar a tener variaciones en potencia, por loque se ajusta mediante un atenuador variable colocado a la salida del controlador depolarización .Finalmente las señales son combinadas y amplicadas mediante un EDFA de 20dB, para ser medidas con el analizador de espectro óptico (OSA) y con el osciloscopio.Para iniciar las mediciones se tomo como referencia el canal número 5 por ser141
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Figura 6.2: Espectros de los canales de los AWG's utilizados.el canal con el que se logró la máxima interferencia. El espectro del canal de datosestará centrado a una longitud de 1550.27 nm y el canal que servirá como interferente1 estará centrado en 1550.102 nm., lo que signica que estará desplazado hacia laizquierda del espectro de datos. La gura 6.3 muestra el espectro del canal de datosy el canal interferente, ambos obtenidos a partir del ltrado de la fuente pulsada porlos AWG's correspondientes. La gura 6.3 también nos muestra el punto de inicio dedesplazamiento del canal interferente hacia longitudes de onda mayores.Según la gura 6.3 se puede ver que la diferencia de potencia entre las señaleses de 6 dB, y en longitud de onda ∆λ = 168pm. Estos mismos canales en el tiempopueden ser vistos en la gura 6.4.Lo que vemos en la gura 6.4 son realmente los histogramas del canal de datos yel interferente obtenidos con el osciloscopio de muestreo de 30GHz. De estas grácaspodemos observar varios aspectos, el primero es que al estar el osciloscopio limitado enancho de banda el pulso sufre un ensanchamiento considerable. Segundo, las señalesde ambos canales no están perfectamente delineadas, si no que por el contrario tienenuna franja de incertidumbre causada por el ruido térmico de los elementos eléctricosy el jitter propio de la fuente.La gura 6.4 es el histograma de las señales, cada color en la gráca muestra unamayor o menor cantidad de ocurrencia ó pasos por determinando punto. En este casoel negro mostrara los valores que ocurren más frecuentemente y el amarillo para losmenos frecuentes. Aunque la gama de colores puede no aparecer muy clara en estasguras, se puede inferir que los valores de mayor ocurrencia estarán hacia el valormedio del pulso y a medida que se acercan a los bordes del pulso su ocurrencia serámenor.La gura 6.3(Der) muestra el resultado de combinar los pulsos mostrados en las142
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Figura 6.3: Posición inicial del los espectros del canal de datos y el canal interferente(Izq). Batido de la señal de datos e interferente (Der). ∆λ = 168pm.
Figura 6.4: Canal de datos (a) e interferente en el dominio temporal (b).
143
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Figura 6.5: Espectros del canal de datos e interferente (Izq) y batido de la señal dedatos e interferente (Der). ∆λ = 12pmguras 6.4a y 6.4b. Se ha llamado σ1 a la suma de batido primario, ruido térmico yjitter, en este caso es igual a 8.4 mW. La componente principal de σ1 es el batidoprimario producido entre el pulso de datos y el pulso interferente.Vale la pena aclarar, al ver estas guras, que cada una de las capturas ha sidohecha después de por lo menos 30 segundos de iniciado el experimento. Con ellose garantiza que el controlador de polarización ha podido realizar varios barridos,teniendo en cuenta todos los estados posibles de polarización de la señal interferente.De tal manera que el batido descrito es el máximo que se puede obtener.El siguiente paso consiste en desplazar el canal 5 hacia la derecha buscando lamayor coincidencia posible de los espectros. El espectro del canal interferente ahoraesta centrado en 1550.258 nm, de tal forma que la diferencia es ∆λ = 12pm . Estefue el punto de menor diferencia espectral conseguido en el laboratorio y en dondese pudo observar la mayor interferencia de batido. En la gura 6.5 se muestran losespectros respectivos y el ruido de batido.En este caso el batido de la señal que se puede medir en la gráca es σ1 = 9,02mW .Este valor es muy similar al encontrado teóricamente aplicando la ecuación 2.4 de lasección 2.2 en donde la fotocorriente quedaría igual a Pd + Pi + 2√PdPi. Aplicandoesta formula el valor que obtenemos es 9.4 mW, no es exacto, pero si muy aproximado,además que debemos recordar que para la deducción de esta formula se supone coinci-dencia espectral perfecta y pulso cuadrado y en el laboratorio se uso pulsos gausianosy la coincidencia espectral no es perfecta.Como fue indicado anteriormente con el canal 5 se lograba la mayor interferenciasobre el canal de datos, sin embargo para continuar el desplazamiento hacia la derechaes necesario emplear el canal 6, iniciando con este canal centrado en 1550.534 nm,consiguiendo un ∆λ = 264pm. En la gura 6.6 se pueden ver los espectros de amboscanales y la nueva señal de batido a partir de la cual se puede medir un σ1 = 8,64mW .El mismo procedimiento se lleva a cabo 4 veces más, desplazando el espectrohacia la derecha hasta alcanzar los 0.800 nm de diferencia entre la longitud de ondadel dato y la de la señal interferente. En este punto es donde teóricamente se lograque el sistema se transforme en incoherente.144
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Figura 6.6: Espectros del canal de datos e interferente (Izq) y batido de la señal dedatos e interferente (Der). ∆λ = 264pm
∆λ (pm) σ1 (mW ) R (dB)12 9.02 0168 8.4 0.39264 7.9 0.57492 6.2 1.6570 5.1 2.47720 4 3.35810 3.1 4.6Cuadro 6.1: Reducción del ruido de batido (R) a medida que se separan los canalesen longitud de onda.La gura 6.7 a la derecha muestra los sucesivos desplazamientos del espectro in-terferente hacia longitudes de onda superiores y su correspondiente efecto en la sumade las señales vistas en el dominio temporal, el cual lo podemos ver a la izquierda decada uno de los diagramas espectrales.A medida que aumenta la separación entre el espectro de datos y el espectrointerferente el efecto de batido disminuye. Si suponemos que el ruido térmico y eljitter se mantienen constantes durante todo el experimento podemos entonces decirque el valor R de la tabla 6.1 corresponde a la reducción en dB de la amplitud delruido de batido primario.De acuerdo a los resultados mostrados en la tabla 6.1 como en la gura 6.8 elruido de batido se acerca a cero a medida que la diferencia de longitud de onda entrecanales se acerca a 800 pm. Podemos ver que 800 pm corresponde con el ancho deun canal del AWG que en términos de frecuencia es de 100 GHz y en tiempo son 10ps. No obstante, es posible llegar a considerar el sistema como incoherente desde unvalor anterior al de los 800 pm, por ejemplo, a partir del punto en que el ruido debatido cae por debajo de los 3 dB, el cual es a los 700 pm aproximadamente. Por otraparte si vemos la gura 6.8, el valor de penalización en la apertura del diagrama deojo que puede ser soportado, oscilará entre 1 y 3 dB, y en dado caso el tamaño del145
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Figura 6.7: Espectros del canal de datos e interferente (Izq) y batido de la señalde datos e interferente (Der). a).∆λ = 492pm, b).∆λ = 570pm, c).∆λ = 720pm,d).∆λ = 810pm. 146
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Figura 6.8: Penalización en la apertura de ojo cuando existe ruido de batido producidopor la interferencia entre canales adyacentes.canal puede ser reducido hasta 600 pm. Estas consideraciones están limitadas por eltipo de sistema que se este implementando, el ancho de los pulsos que se apliquen a laentrada, el hecho de que exista o no sincronismo ó que utilice técnicas de time gatingo thresholding en el momento de detección de la señal.6.3. Sistemas OCDMA Incoherentes 2-DLos sistemas OCDMA de tipo incoherente han sido ampliamente estudiados debidoa la facilidad con que pueden ser implementados si se trabaja a una tasa de bitrelativamente baja [107, 108]. La codicación se realiza con base en la potencia ópticay por lo tanto usa códigos unipolares (0,1). Esto causa algunas desventajas, siendoquizás la más relevante la baja eciencia espectral de los sistemas incoherentes. Parasolucionar dichas desventajas se ha propuesto hacerlo eléctricamente, pero esto causaun cuello de botella en cuanto al ancho de banda optoelectrónico. Otra solución posiblees el uso de códigos en dos dimensiones los cuales dan un mayor grado de libertady tienen un mejor comportamiento en cuanto a su rendimiento de autocorrelación ycorrelación cruzada [37].Desde el punto de vista de eciencia espectral si comparamos un sistema OCDMAincoherente que use por ejemplo códigos 1-D y varias longitudes de onda (WDM/CDMA)para enviar la información contra otro que usa códigos matriciales (longitud de ondavs. tiempo (W/T)) y envía la misma información, vemos que este último tendrá unamayor eciencia espectral [57]. Estos métodos que usan longitud de onda y tiempopueden ser descritos como: 1) Códigos en 2-D en los cuales p (el peso de los códigos )pulsos son puestos en una matriz de W × T formando una matriz de códigos ortogo-nales. Ó 2) Códigos WDM/CDMA, en los cuales un conjunto de n códigos ortogonales(1-D) de peso p es asociado con un número W de longitudes de onda para formar unconjunto de códigos. 147
CAPÍTULO 6. SISTEMAS OCDMA INCOHERENTES 2DLa eciencia espectral (SE) de un conjunto de n códigos WDM/CDMA de peso py longitud L es:
SE =
n
Len donde L debe satisfacer que
L > n × p(p − 1)
2y por lo tanto
SE <
2
p(p − 1) (6.2)con ello vemos que la eciencia espectral solo es dependiente del peso del código.Por otra parte una matriz de códigos W × T , con W longitudes de onda y Tslots de tiempo, contiene p pulsos para representar cada código. En estos códigos laeciencia espectral es
SE =
n
TAquí L > n × p(p−1)2 y W × T > L y en consecuencia
SE <
2W
p(p − 1) (6.3)A partir de 6.2 y de 6.3 se deduce que la eciencia espectral es W veces mayor enlos sistemas OCDMA incoherentes que usan códigos 2-D (W/T).En ambos casos la eciencia espectral se deteriora con el incremento de p, pero esmucho más acentuado en los códigos WDM/CDMA, razón por la cual se han escogidopara realizar este experimento los códigos 2D.6.3.1. Diseño de Códigos 2-D (Longitud de Onda/Tiempo)para Sistemas OCDMALos sistemas OCDMA incoherentes han recibido un nuevo impulso gracias a laposibilidad de usar códigos en 2 dimensiones los cuales tienen una mayor cardinal-idad y mayor eciencia espectral que los códigos unipolares de 1 dimensión [109].Adicionalmente esta clase de códigos es fácilmente adaptable a las tecnologías usadasen sistemas WDM, como por ejemplo los AWG [4, 103].Existen múltiples clases de códigos en 2 dimensiones, tal y como se dijo al princi-pio de este capítulo, de entre los cuales se seleccionaron los códigos FOGR para serutilizados en nuestros experimentos. Para construir dichos códigos se parte de unaregla de Golomb óptima la cual consiste en una secuencia de pulsos 0,1 en dondela distancia entre cualquiera de los pulsos, es un entero no repetido, de ahí que ladistancia entre vecinos cercanos, los siguientes más cercanos, etc, pueda ser descritacomo una diferencia triangular con una única entrada entera [110, 111].148
6.3. SISTEMAS OCDMA INCOHERENTES 2-DM11 1 0 10 0 1 00 0 0 00 0 0 00 0 0 00 0 0 00 0 0 00 0 0 0
M91 0 0 00 0 0 00 0 0 01 0 0 00 0 0 00 0 0 00 0 1 00 0 1 0
M171 0 0 00 1 0 00 0 0 00 0 0 00 0 0 00 0 1 00 1 0 00 0 0 0




g4(4,4) = 1000100000000001010000000con estas 4 reglas y siguiendo el procedimiento descrito en [112, 105], en donde seordena cada una de estas reglas de manera transpuesta ocupando una matriz de 8×4generamos las matrices M1, M9, M17 Y M25.En estas matrices de códigos, las las indican el número de longitudes de ondaque se usaran y las columnas los slots de tiempo . El producto de estos valores deter-minará el número de elementos del código (DC), en este caso DC = W × T = 32. Laprobabilidad de que otra matriz similar con el mismo peso interera sobre un pulsoespecíco de la primera matriz es p2DC . Si todos los pulsos de todos los códigos tienenla misma energía E, entonces la varianza del ruido MAI en cualquier posición es
σMAI = E
2 p
2DCpor lo tanto la varianza de k-1 usuarios es
σMAI(k − 1) = (k − 1)E2
p




p(k − 1)E2 p2DC
=
2DC
k − 1 (6.4)La ecuación 6.4 muestra que la relación señal a ruido depende del número deelementos del código y de los usuarios presentes en la red. En un diagrama de ojo, este149
CAPÍTULO 6. SISTEMAS OCDMA INCOHERENTES 2Dse cerraría cuando √σMAI = pico de seal2 = pE2 lo que equivale a tener una SNR = 4.Con este valor de SNR el máximo número de usuarios posibles en el sistema seríade 17. Este número es inferior al objetivo que es de 32 usuarios, por tal motivo seadiciona a las matrices mostradas en la tabla 6.2 4 columnas más que se rellenaran conceros. Estos ceros se comportarán como un tiempo de guarda que permitirá aumentarel número de usuarios. Nótese que ahora DC = 8 × 8 = 64 y por lo tanto el máximonúmero de usuarios posibles ahora pasa a ser 33. Aunque de esta manera reducimosla eciencia espectral, conseguimos un sistema con los 32 usuarios que se desean.Así las matrices código cuyas dimensiones eran de 8 × 4, ahora pasan a ser de
8 × 8, en donde las ultimas 4 columnas estarán compuestas solo de ceros.Estas matrices son las que llamaremos palabras código primarias. Realizando undesplazamiento cíclico a cada una de ellas, generamos las demás palabras código. Apartir de M1 generamos las palabras código M2-M7, de M9 los matrices M10-M16,de M17 las palabras M18 a M24 y a partir de M25 las palabras código M26-M32.Las palabras se generan mediante un desplazamiento cíclico cuyo operador sepuede representar mediante la matriz P dada en:P0 0 0 0 0 0 0 11 0 0 0 0 0 0 00 1 0 0 0 0 0 00 0 1 0 0 0 0 00 0 0 1 0 0 0 00 0 0 0 1 0 0 00 0 0 0 0 1 0 00 0 0 0 0 0 1 0así las matrices Mi son generadas mediante
Mi = P
i ∗ M1(M9, M17 M25)
i = 0 . . . 7excepto los casos en que al realizar el producto de la matriz por P se desplace un1 desde la última la a la primera la de la misma columna de la matriz resultante,en estos casos el operador de desplazamiento que se usa es:
M1j → M1j+1 (6.5)donde M1j es el 1 que ha sido trasladado a la primera la después de la multi-plicación por el operador P. Esta operación es necesaria para ser consistentes con elalgoritmo de [105] y preservar las propiedades de diferencia triangular, lo cual, despuésde todo es lo que le da las propiedades de ortogonalidad a los códigos.Para ilustrar las dos posibilidades, mostraremos como se genera la matriz de códigoM2 y la matriz de código M10. Tomamos primero la matriz de código M1 desde dondegeneraremos M2 y la multiplicamos por el operador P así:150
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0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0




1 1 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0




0 0 0 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
︸ ︷︷ ︸
M2Los ceros en negrita corresponden a las columnas adicionadas y que servirán comotiempo de guarda. Ahora para el segundo caso, tomamos la matriz de código M9 y lamultiplicamos primero por P
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0




1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0




0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0el 1 que aparece en resaltado en la anterior operación es al que debemos realizarel procedimiento indicado en la ecuación 6.5 quedando la matriz código M10 como:
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
︸ ︷︷ ︸
M10Siguiendo el procedimiento descrito, podemos obtener las 32 matrices código. Deesos 32 códigos se escogieron 2 para ser utilizados en los experimentos que describimosa continuación.6.3.2. Demostrador ExperimentalLos códigos obtenidos a partir del diseño descrito en la sección anterior fueronmatrices de 8 × 8 donde el número de las indica el número de longitudes de ondanecesarias y las columnas el número de slots de tiempo. De los 32 códigos posibles seseleccionaron 2 que permitirán mostrar los resultados obtenidos de la implementación151
CAPÍTULO 6. SISTEMAS OCDMA INCOHERENTES 2DM91 0 0 0 0 0 0 00 0 0 0 0 0 0 00 0 0 0 0 0 0 01 0 0 0 0 0 0 00 0 0 0 0 0 0 00 0 0 0 0 0 0 00 0 1 0 0 0 0 00 0 1 0 0 0 0 0
M220 0 0 0 0 0 0 00 0 0 0 0 0 0 00 0 0 1 0 0 0 00 0 1 0 0 0 0 00 0 0 0 0 0 0 01 0 0 0 0 0 0 00 1 0 0 0 0 0 00 0 0 0 0 0 0 0Cuadro 6.3: Matrices de los códigos M9 y M22.
Figura 6.9: Diagrama de Bloques del Sistema Incoherente con dos códigosparcial del demostrador experimental de un sistema OCDMA incoherente como elplanteado en [90]. Las matrices código implementadas para tal n fueron M9 y M22(tabla 6.3).La primera parte del experimento consistió en la implementación del diagramade bloques mostrado en la gura 6.9 y cuyo montaje en laboratorio se puede ver enla gura 6.10. Para ello se uso una fuente láser multilongitud de onda (MWL) de lacual se usaron 8 longitudes de onda. Cada longitud de onda corresponde a un láseren particular y la salida de cada uno de ellos se instaló un control de polarización conel n de garantizar que la contribución de cada uno fuera exactamente igual. Despuésde polarizar todas las señales correctamente se combinan mediante un acoplador 1 ×
8 y son moduladas con una secuencia de bits a 1.25 Gbps. Debido a las pérdidasintroducidas por los dispositivos para el acondicionamiento de la señal de entrada esnecesario instalar un amplicador óptico antes de codicar la señal.El espectro de los 8 canales modulados los podemos ver en la gura 6.11.152







Figura 6.10: Montaje en laboratorio del Sistema Incoherente
Figura 6.11: Espectro de los 8 canales modulados a 1.25 Gbps.153
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Figura 6.12: Espectro de los canales de los AWGs asignados a cada códigoPara la implementación de los codicadores se uso un AWG para separar laslongitudes de onda y un banco de líneas de retardo para la codicación en tiempo.Del AWG se seleccionaron 8 canales adyacentes de acuerdo a las frecuencias a las quese habían escogido los láseres. Aprovechando que el peso de cada código es de 4 seuso un mismo AWG para la implementación de los códigos 9 y 22 . Los canales delAWG se asignaron a cada código tal y como se muestra en la gura 6.12 y en la tablaa continuación. CÓDIGO 9 CÓDIGO 22CANALES 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 81 1547.718 12 1548.519 13 1549.318 14 1550.120 15 1550.921 16 1551.724 17 1552.526 18 1553.331 1La tasa de transmisión es de 1.25 Gbps y por lo tanto la distancia entre bits esde 800 ps. De tal forma que se asignó a cada slot un tamaño de 100 ps. Para quequede más claro, por ejemplo para el código 9, a las longitudes de onda 1 y 4 no seles introduce retardo, dichos canales ocuparan entre 0 y 100 ps. Los canales del AWG7 y 8 tendrán un retardo de dos slots de tiempo ocupando desde los 200 a los 300ps. Los retardos se consiguieron mediante el uso de latiguillos de bra óptica con laslongitudes apropiadas. Cabe anotar que para la determinación de dichas longitudesfue necesario medir previamente de forma precisa los latiguillos de bra óptica conlos que vienen construidos tanto los AWG's como los acopladores 1x4 utilizados. Lasmediciones son hechas para los dispositivos usados en la construcción de las matricescódigo 9 y 22, porque ambas deben estar perfectamente sincronizadas. Posteriormentese procedió a fabricar los latiguillos con los que se interconectarían los dispositivos ycon los que se terminarían de ajustar las longitudes necesarias para la codicación.154
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Figura 6.13: Secuencia de bits periódica, codicada con la matriz de código 9 y 22, ydecodicada.Este ajuste se realiza conociendo que una bra óptica con índice de refracción iguala 1.45 retarda 100 ps aproximadamente por cada 2 cm de longitud.Las pérdidas introducidas por los AWGs, los acopladores y la caracterizaciónsuman alrededor de los 15 dB razón por la cual en este punto se hace necesariovolver a amplicar.La señal moduladora para las primeras pruebas fue una secuencia periódica debits a 1.25 Gbps. La gura 6.13muestra la señal original y las versiones codicadascon las matrices de códigos 9 y 22. En la señal original se nota un pico adyacente alpico principal el cual es un defecto propio de la fuente utilizada y que no fue posibleeliminar. La señal codicada con el código 9 tal y como se podía esperar tiene dospulsos con la mitad de potencia que la señal original, dado que el código 9 tienecoincidencias temporales en la posición 1 y en la posición 3. Por su parte la señalcodicada con el código 22 es una señal 4 veces inferior en potencia a la original, perocon pulsos en cada uno de los slots de tiempo. Recordemos que los otros 4 slots sonel tiempo de guarda asignado a cada matriz de código.El decodicador por su parte tiene la estructura inversa tal y como se muestraen la gura 6.9, es decir, la señal ingresa por el acoplador 1 × 4 y luego pasa porlo latiguillos de interconexión con los AWGs. Cada latiguillo ha sido implementadocon la longitud necesaria para compensar las longitudes codicadoras del transmisor.Finalmente la señal ingresa al AWG donde son recombinadas las señales en frecuencia,recuperándose de esta manera la señal original. En la gura 6.13 podemos ver la señal155
CAPÍTULO 6. SISTEMAS OCDMA INCOHERENTES 2Drecuperada, la cual es igual a la señal de entrada, con la salvedad que se ha ensanchadoligeramente por el efecto del ltrado múltiple que tiene al pasar por los AWGs y unaamplitud mayor debido a la ganancia extra dada por los amplicadores. El efecto dela interferencia es prácticamente nulo ya que para este primer experimento los códigosusados no tienen coincidencias ni en frecuencia ni en tiempo.La implementación física de cada matriz de código es una tarea bastante laboriosay la escalabilidad del sistema no es fácil de conseguir, es decir, la adición de matricescódigo al sistema implica una reestructuración completa. Cada vez que se agregannuevos usuario hay que medir las longitudes de los latiguillos que se vayan a imple-mentar para volver a sincronizar todos los dispositivos. Por otra parte, se puede verque la interferencia con la mayoría de los demás códigos se da con respecto a un solochip (en tiempo, frecuencia o en ambos), por tal motivo se decidió que en lugar deimplementar matrices de código completas se adicionaran canales que coincidieran entiempo ó en tiempo y frecuencia y ver los efectos sobre la señal recuperada.Para el siguiente experimento lo primero que se hizo fue cambiar la secuenciaperiódica por una secuencia pseudo-aleatoria a 1.25 Gbps. Adicionalmente, se aplicóla señal de un canal sin coincidencia temporal con ningún chip de M9 pero sintonizadoa 1553.331 nm que corresponde a una de las longitudes de onda usadas por dichocódigo. La nueva señal interferente esta modulada con una secuencia aleatoria a 1.25Gbps independiente a la que se va a codicar mediante M9 o M22.Las señales esta vez fueron capturadas, haciendo uso de la opción histograma delosciloscopio, para poder ver el efecto sobre el diagrama de ojo de la señal recuperada.La señal original (gura 6.14a.), como era de esperar muestra un ojo cuyo nivelsuperior se produce cuando se transmite un uno y un nivel inferior que se producecuando la señal transmitida corresponde a un cero. La señal codicada con el código 9mostrada en la gura 6.14b. es muy similar al caso anterior, en cuanto a que tiene dospulsos que la conforman, solo que ahora aparece al lado derecho un pulso adicionalque corresponde a la nueva señal interferente que coincide en frecuencia. En la gura6.14c. se muestra las señales interferentes, es decir la codicada con M22 y el pulsoadicional. Finalmente la gura 6.14d. muestra la señal decodicada en donde se veque aparece inevitablemente el pulso interferente en frecuencia.Podemos concluir que los canales interferentes en frecuencia no podrán ser elim-inados por el decodicador y que se requiere el uso de técnicas de time gating paraltrar solo el pulso deseado. El uso de técnicas de time gating exige tener la red sin-cronizada para saber el momento en que se debe realizar el muestreo en tiempo parala detección del pulso deseado, lo cual es una gran desventaja en este tipo de sistemasreduciendo la potencial versatilidad de los sistemas OCDMA.El siguiente paso fue agregar un nuevo canal interferente, que coincide en tiempoy frecuencia con el primer chip de M9 (λ = 1547,718nm). Cada señal esta moduladacon secuencias de bits a 1.25 Gbps, aleatorias e independientes entre si. La señalcodicada con M9 más los dos canales interferentes la podemos ver en la gura 6.15a,donde es posible distinguir claramente los dos pulsos adicionales que se han agregadoal sistema. Nótese que no hay batido entre las señales coincidentes en frecuenciaa pesar de coincidir también en el tiempo, lo que se debe a que los láser usadosson independientes y por lo tanto están incorrelados. También es posible ver quelas secuencias moduladoras son independientes, ya que en el pulso donde se observa156
6.3. SISTEMAS OCDMA INCOHERENTES 2-D
Figura 6.14: a). Secuencia de bits aleatoria, b). Codicada con la matriz de código 9más canal interferente en frecuencia, c) Señales interferentes (codicada con M22 máscanal interferente en frecuencia) y d) Decodicada.157
CAPÍTULO 6. SISTEMAS OCDMA INCOHERENTES 2Dla coincidencia con el interferente en tiempo y frecuencia, es posible diferenciar 4niveles de señal, tal como describe la gura 6.15a. El primer nivel se da cuandoambos transmiten un cero, el siguiente nivel cuando se transmite un uno por el canalinterferente, el siguiente cuando se transmite un uno codicado con M9 y nalmente elúltimo nivel cuando ambos transmiten un uno. La gura 6.15b, muestra el conjuntode señales interferentes, es decir, la señal codicada con el código 22 más los doscanales interferentes. En la gura 6.15c, vemos la señal decodicada con el conjugadode M9. En la señal recuperada se ve que aparecen también las contribuciones de ruidoproducida por ambos interferentes. El que coincide en frecuencia pero no en tiempo,continua apareciendo al lado del pulso principal, mientras el interferente en tiempo yfrecuencia deteriora la señal recuperada reduciendo la apertura del ojo. Eliminar lainterferencia que afecta directamente al pulso principal, no es tan inmediato como enel caso que solo interere en frecuencia. Para ello es necesario el uso de técnicas dethresholding que determinen un valor umbral a partir del cual se realice la correctadiscriminación del pulso en el detector. La gura 6.15d, muestra el resultado de lacorrelación cruzada, la cual para nuestro caso no es otra que las mismas señalesinterferentes.Según [90] se puede llegar a recuperar la señal con una BER 1 × 10−9 en unsistema con 16 usuarios transmitiendo simultáneamente sin el uso de receptores OHL(Optical Hard Limiter) y hasta 32 si son utilizados. Los receptores OHL optimizan elrendimiento del sistema ya que permiten excluir algunas combinaciones de patronesque llegan a estar altamente localizados en porciones del bit 1 [113].Aunque nuestro experimento fue bastante limitado en cuanto al número de usuar-ios disponibles se puede ver que el sistema propuesto en [90] es posible de conseguir.La viabilidad del sistema se soporta en que las fuentes láser utilizadas son incorreladasy en que el sistema requiere una perfectamente sincronización. El hecho de que lasfuentes sean independientes es algo que ocurrirá en un sistema de comunicaciones, sinembargo el hecho de requerir sincronismo hace que se pierda la versatilidad que sepretende lograr con los sistemas OCDMA.
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6.3. SISTEMAS OCDMA INCOHERENTES 2-D
Figura 6.15: a). Codicada con la matriz de código 9 más canales interferentes enfrecuencia y tiempo, b) Señales interferentes (codicada con M22 más canales inter-ferentes en frecuencia y tiempo), c) Decodicada y d) Correlación cruzada.159
Capítulo 7CONCLUSIONES Y LÍNEASABIERTAS7.1. ConclusionesA lo largo de esta tesis se han estudiado los sistemas multiusuario OCDMA ylos mecanismos ópticos de codicación tanto coherentes basados en SSFBGs comoincoherentes basados en codicación 2D. Durante este estudio se trataron temas comoel modelado matemático del ruido y de la calidad del sistema asociado a los sistemasOCDMA coherentes, el comportamiento de los dispositivos codicadores basados enredes de difracción de Bragg y alternativas a sus métodos de diseño. Con ello seencontró que efectivamente OCDMA es una técnica que puede brindar una solucióncomo técnica de acceso al medio, trabajando sola o en asocio con técnicas comoWDMA u OTDMA. Por otra parte, se estudiaron también las técnicas de codicacióny decodicación óptica como alternativa para la conformación de etiquetas ópticas quepermitan la identicación de ráfagas o paquetes en redes ópticas de conmutación deeste tipo. Por último se trabajo en el diseño de códigos en dos dimensiones y larespectiva implementación del demostrador incoherente. A continuación se desglosaen más detalle los aspectos estudiados en cada uno de los capítulos.En el capítulo 2, se desarrolló un completo modelo del ruido que afecta a lossistemas OCDMA de tipo coherente, partiendo de un modelo previo descrito en [37].En primer lugar se amplió lo planteado en [37], incluyendo tres características nuevas;1. Una función s(t) que representa cualquier forma del pulso de entrada que se deseeconsiderar, 2. Receptores con ancho de banda variables, para poder incluir el ruidofuera del tiempo de chip de la señal objetivo. De esta manera se tenían en cuenta,no solo sistemas que utilizasen técnicas de time gating sino también aquellos quetuviesen receptores con anchos de banda inferiores. Y 3. Respuesta impulsiva delreceptor hRC(t) arbitraria. Estas primeras inclusiones proporcionaron un modelo másrealista, que permitió evaluar la forma como la BER disminuye en el sistema a medidaque el ancho de banda del receptor disminuye.Por otra parte [37], solo planteaba el modelo para sistemas que utilizaban técnicas161
CAPÍTULO 7. CONCLUSIONES Y LÍNEAS ABIERTASde modulación OOK, sin embargo conociendo las ventajas de la modulación DPSK yaprovechando su reciente demostración experimental en sistemas OCDMA [40, 114,39], se adicionó el modelado usando este tipo de modulación. Con este nuevo modeloes posible ver que el comportamiento de la BER es casi 4 veces mejor cuando se usamodulación DPSK que cuando se usa modulación OOK.Otro aspecto interesante cubierto dentro de este mismo capítulo, es el hecho deanalizar el sistema bajo hipótesis asíncrona. Esta suposición se realiza conociendo queel ancho del chip (σc) no es necesariamente igual al tiempo de chip (Tc), y que el trácode cada usuario esta totalmente incorrelado. Considerando estos dos parámetros serealizó el análisis tanto para sistemas con modulación OOK como para modulaciónDPSK. En ambos casos se observo que el sistema mejoraba dependiendo del valor dela relación σcTc . A medida que dicha relación se hacia más pequeña la BER disminuía,no obstante, el aumento en el rendimiento del sistema implica un consumo superiorde ancho de banda al requerir transmitir pulsos más estrechos.Dos aspectos adicionales fueron estudiados dentro del modelo planteado en el capí-tulo 2, uno de ellos fue la inclusión de lo que se llamo ganancia de thresholding, queequivale a representar el uso de técnicas de thresholding. Con esta variable inclu-ida, se pudo comprobar que es posible reemplazar las técnicas de time gating porla de thresholding, obteniendo como ventaja adicional el no requerir sincronización.Finalmente en este capítulo se analizó el efecto que tenia sobre la señal recuperadala polarización de las señales interferentes respecto a la señal objetivo. Se analizó elsistema suponiendo un comportamiento aleatorio de la polarización encontrando queel impacto sobre el sistema era despreciable.Con respecto al diseño, construcción e implementación de los dispositivos codi-cadores y decodicadores en el capítulo 3 se realiza una completa reseña de losdispositivos basados en redes de difracción de Bragg superestructuradas. En estecapítulo se parte de la teoría general de las redes de difracción de Bragg, hacien-do énfasis en las FBGs superestructuradas. A continuación, se explicó la forma comose diseñaron los códigos Gold, que fueron implementados sobre las SSFBGs. Poste-riormente se describió el procedimiento y las principales variables a tener en cuentadurante la construcción de las SSFBGs. Teniendo las SSFBGs construidas se pro-cedió a describir el proceso de codicación y decodicación, los dispositivos usados ylos equipos empleados para realizar las mediciones. Con los resultados obtenidos seobservó la dependencia que existe entre la sintonía en longitud de onda y la temper-atura y a partir de allí se realizó el estudio de dicha dependencia. De este estudiose concluyó: 1. El efecto de los cambios de temperatura es mayor en la medida quela longitud de la SSFBG aumenta, 2. Para poder mantener el sistema estable y sinpérdidas por desintonía la temperatura debe ser mantenida constante durante todoel proceso, en nuestro sistema se alcanzó una precisión de 0.1 grado centígrado. Porúltimo, y basándonos en el estudio anterior se propuso que la desintonía en longi-tud de onda causada por los cambios de temperatura fuese utilizada como un factorde multiplexación adicional dentro de este tipo de sistemas. La desintonía requeridapara conseguir un desvanecimiento total del pulso estaba entre los 10 y los 20 pm,lo cual corresponde a una pequeña fracción del espectro ocupado por la señal cod-icada que es cercano a los 2 nm. Se vericó experimentalmente que la desintoníapor longitud de onda permite obtener niveles equivalentes de MUI a los que se ob-162
7.1. CONCLUSIONEStienen cuando se realiza un procedimiento estándar de codicación y decodicación.En consecuencia pudimos concluir que la desintonía se puede emplear para expandir elnúmero de palabras código disponibles o para seleccionar activamente distintos parescodicador/decodicador sin requerir ancho de banda óptico adicional.Una de las desventajas de las redes de difracción de Bragg son sus pérdidas de in-serción. Para resolver este problema se ha propuesto por diferentes autores, apodizarel nivel de reectividad local de la SSFBG, sin embargo esto produce una deforma-ción de la respuesta impulsiva de las SSFBGs ya sea por las múltiples reexioneso por las perdidas de potencia que se dan a medida que la señal recorre la red dedifracción. Por ello en el capítulo 4 se analizó el comportamiento de las redes dealta reectividad y se propuso el diseño de dispositivos cod/decodicadores basadosen SSFBGs de alta reectividad mediante el método de síntesis DLP. Con los dispos-itivos obtenidos gracias a este novedoso procedimiento, se dio una solución integral alproblema, reduciendo las pérdidas de potencia y evitando la deformación que podríasufrir la respuesta impulsiva al elevar el índice de reectividad como consecuencia delas múltiples reexiones. Mediante el procesado de la señal realizado con las nuevasSSFBGs, se consiguen los mismo resultados que usando redes de baja reectividad,como las descritas en el capítulo 3, pero consiguiendo reducir las perdidas de potenciaen aproximadamente 5 dB por cada dispositivo cod/decodicador (10 dB en el enlacecompleto).La codicación óptica no solo es útil cuando se quiere identicar un usuario dentrode la red, también es posible utilizarla como técnica para generar etiquetas en redesde paquetes o ráfagas todo ópticas. Precisamente en el capítulo 5 se abordó estaaplicación, allí se describe brevemente en que consiste el uso de etiquetas ópticas y al-gunas de las propuestas realizadas para tal implementación. Las propuestas realizadasson, en su mayoría, muy novedosas pero al momento de una aplicación práctica de-bido a su complejidad pierden los objetivos buscados, como son disminuir la latencia yconseguir sistemas de sencilla operación. Por tal motivo en este capítulo se propuso lareutilización de los picos de autocorrelación que habían sido recuperados de procesosprevios, para ser recodicados y vueltos a usar como etiquetas para nuevos paquetes.Mediante este procedimiento se consigue reducir el número de fuentes pulsadas en ca-da nodo y se evita la necesidad de sincronismo. La demostración del reuso de pulsosde autocorrelación se realizó primero mediante simulación y posteriormente se veri-có experimentalmente su viabilidad. Con los experimentos planteados se demostró laposibilidad de realizar 4 saltos entre nodos ópticos sin perder la capacidad de detectarcorrectamente la etiqueta. Además se demostró que los receptores requeridos para ladetección de dichos pulsos recodicados no deberían tener exigentes parámetros deancho de banda o tener implementadas técnicas de time gating o thresholding.En el capítulo 5 también se estudiaron los efectos que tiene la dispersión sobre lasseñales codicadas propagándose por una bra óptica estándar. Con este estudio sepudo concluir que el efecto que pueda llegar a tener la dispersión sobre las señalesdependerá no solo de la distancia recorrida por la señal, sino también de la palabracódigo que se este utilizando. En general se pudo comprobar que aplicaciones queusen cod/decodicación óptica pueden ser implementadas como soluciones de últimamilla sin requerir ningún tipo de compensación, pero en aquellas donde se superedicha longitud se deberá vericar la necesidad de usar técnicas de compensación de163
CAPÍTULO 7. CONCLUSIONES Y LÍNEAS ABIERTASdispersión.El acceso múltiple por división en código también puede ser implementado usan-do códigos unipolares mediante codicación en amplitud. La codicación de códigosunipolares tiene grandes desventajas con respecto a la codicación coherente que usacódigos bipolares o multipolares, sin embargo tiene la ventaja de no ser afectada porel ruido de batido y ser sencilla de implementar. Si además agregamos que se puedecodicar usando códigos en dos dimensiones, encontramos que es posible solucionaralgunas de las desventajas de los sistemas incoherentes. Por ello el capítulo 6 sededico a tratar el tema de los sistemas incoherentes. Lo primero que se midió fue laseparación mínima requerida entre frecuencia de canales para que se pueda considerarel sistema como incoherente. El experimento realizado consistió en medir el ruido debatido producido entre dos canales superpuestos. Se vericó que el batido decrecíaa medida que la coincidencia en longitud de onda disminuía. Para el experimentopropuesto el ruido de batido casi desaparecía al alcanzar los 800 pm de separación enlongitud de onda entre canales. Esta misma distancia es a partir de la cual consider-amos el sistema como incoherente, aunque, podría ser algo menor si tenemos en cuentaque la magnitud del ruido cae 3 dB a los 700 pm o que la penalización del diagramade ojo nos podría permitir llegar a los 600 pm, de acuerdo a la calidad de los detec-tores, al tamaño del pulso de entrada o al sincronismo del sistema. Posteriormentese diseñó un código en dos dimensiones y se realizó la implementación práctica de 2de ellos (codicadores y decodicadores) incluyendo para los experimentos canales deinterferencia en tiempo y en frecuencia. Se demostró que en un sistema de este estilodebidamente sincronizado el ruido caerá por fuera de la señal objetivo y que con unadecuado enventanado de la señal se puede eliminar esta interferencia. El ruido queafecta directamente sobre la señal objetivo ocasiona un decremento en la aperturadel ojo, no obstante al no existir batido entre las señales es posible su eliminaciónutilizando técnicas de thresholding.7.2. Líneas AbiertasLos sistemas OCDMA tienen aspectos muy diversos, en esta tesis se han estudiadoalgunos de ellos logrando obtener resultados satisfactorios y que a su vez ha genera-do posibles nuevas líneas de investigación. A continuación enumeramos dichas líneasagrupadas según los temas tratados en esta tesis.7.2.1. Modelado de Sistemas OCDMA.Adicionar al modelo del capítulo 2, los efectos de la dispersión, las no linealidadesde la bra óptica, para evaluar su incidencia sobre la BER del sistema. Dentrode este modelo también seria posible considerar longitudes de código superioressin disminuir la tasa de transmisión lo que permitiría evaluar hasta que puntoel sistema puede ser inmune a la interferencia intersímbolo (ISI).Profundización en el modelado del ruido en los sistemas OCDMA de tipo in-coherente. Así como se realizo en el capítulo 2, para los sistemas OCDMA de164
7.2. LÍNEAS ABIERTAStipo coherente, así mismo se propone continuar con el modelado de los sistemasincoherentes.7.2.2. Diseño, Fabricación e Implementación de DispositivosCodicadores y DecodicadoresDiseñar, fabricar e implementar dispositivos cod/decodicadores basados enSSFBGs con diferentes alternativas de códigos, ya sean de mayor extensión(127 ó 511 chips) o m-arios. Con el objeto de vericar las ventajas de contarcon códigos más largos, es decir, con mejores propiedades de autocorrelación ycorrelación cruzada. También se puede con ello comprobar hasta que punto unamayor longitud de SSFBG seria inconveniente, en el sentido de percibir mayordesintonía en longitud de onda a causa de variaciones en la temperatura.7.2.3. Aplicaciones de las Tecnologías de Cod/decodicaciónTodo ÓpticaImplementar un nodo para una red de conmutación de etiquetas o ráfagas óp-ticas que emplee el reuso de picos de autocorrelación, vericando su viabilidady evaluando las ventajas que tiene un procesamiento completamente óptico.Realizar un estudio de las familias de códigos utilizadas en sistemas de con-mutación de etiquetas ópticas, con el objetivo de encontrar los más apropiadospara ser utilizados en este tipo de sistemas.Según el estudio realizado del efecto de la dispersión sobre las señales codicadas,se encontró que si el pulso es muy estrecho se vera más afectado por la disper-sión, pero si es demasiado ancho puede disminuir la capacidad de codicaciónde los dispositivos. Por ello se debe profundizar en dicho estudio, procurandoencontrar una relación óptima entre el tamaño del chip y el tamaño del pulsode entrada para conseguir una señal correctamente codicada y más resistentea la dispersión.7.2.4. Sistemas IncoherentesEstudiar los códigos en 2 dimensiones buscando aquellos que proporcionen unapropiado rendimiento en términos de eciencia espectral y que permitan re-alizar comunicaciones de tipo asíncrono.Proponer e Implementar un sistema OCDMA incoherente, con el máximo númerode usuarios posibles y de forma asíncrona. Con este sistema se podrá medir elimpacto del ruido sobre la BER del sistema y la posibilidad de transmitir señalescodicadas de forma asíncrona.
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