Determining the number of common factors is an important and practical topic in high dimensional factor models. The existing literatures are mainly based on the eigenvalues of the covariance matrix. Due to the incomparability of the eigenvalues of the covariance matrix caused by heterogeneous scales of observed variables, it is very difficult to give an accurate relationship between these eigenvalues and the number of common factors. To overcome this limitation, we appeal to the correlation matrix and show surprisingly that the number of eigenvalues greater than 1 of population correlation matrix is the same as the number of common factors under some mild conditions. To utilize such a relationship, we study the random matrix theory based on the sample correlation matrix in order to correct the biases in estimating the top eigenvalues and to take into account of estimation errors in eigenvalue estimation. This leads us to propose adjusted correlation thresholding (ACT) for determining the * number of common factors in high dimensional factor models, taking into account the sampling variabilities and biases of top sample eigenvalues. We also establish the optimality of the proposed methods in terms of minimal signal strength and optimal threshold. Simulation studies lend further support to our proposed method and show that our estimator outperforms other competing methods in most of our testing cases.
Introduction
High-dimensional factor models find many applications in finance, economics, and genomics, or more generally high-dimensional data where the dependence of measurements can be attributed to a relatively small number of common factors (Fan et al., 2018) . Determining the number of factors is an important issue in applications of factor models. The methods are typically based on eigenvalues or rank of the loading matrix. For example, Lewbel (1991) and Kong, Liu, and Zhou (Kong et al.) obtained the number of factors by testing the rank of the loading matrix.
There are rich literatures on eigenvalues based methods for selecting the number of common factors, which have been studied from three different perspectives. The first one is through model selection. Bai and Ng (2002) proposed three PC and three IC criteria by using the penalties to determine the number of common factors. Hallin and Liska (2007) developed an information criterion to determine the number of common factors in the general dynamic model. Li et al. (2017) proposed the information criteria similar to Bai and Ng (2002) to determine the number of common factors when the number of factors increases with the sample size. Su and Wang (2017) used the BIC information criterion to determine the number of common factors for time-varying factor models.
The second perspective is through hypothesis testing or confidence intervals. Onatski (2009) proposed a test statistic T ON = max r min <i≤rmax (λ i −λ i+1 )/(λ i+1 −λ i+2 ) to test the number of common factors whereλ i is the ith largest eigenvalue of the estimated covariance matrix, and r min and r max are pre-specified lower and upper bounds of the number of common factors and estimated the number of factors bŷ Kapetanios (2010) used the statistic τ i (λ i −λ rmax+1 ) to test the number of common factors where τ i is the normalized constant. Pan and Yao (2008) used the Ljung-Box-Pierce portmanteau test statistic to determine the number of common factors. Based on a confidence interval of the largest non-spiked eigenvalue of the estimated covariance matrix, Cai et al. (2017) proposed an algorithm to determine the number of common factors under the convergence regime that the dimension and the sample size tend to infinity proportionally.
The third perspective is through estimation. Onatski (2010) used the maximum eigengap to determine the number of common factors and proposed the eigenvalue difference criterion as follows:K ED = max{i ≤ r max :λ i −λ i+1 ≥ s}, with s being a given threshold. Onatski (2010) stated that the difference between ED and Bai-Ng criteria is that the threshold of ED is sharp and the threshold of Bai-Ng criteria has more freedom. Wang (2012) and Lam and Yao (2012) proposed to use the ratios of two adjacent eigenvalues to determine the number of factors, which estimates K bŷ
(1) Ahn and Horenstein (2013) proposed also "ER" method independently, in addition to the "GR" method:K
with V i = p j=i+1λ j . The aforementioned methods are all based on the eigenvalues of the covariance matrix, which is assumed to admit the sum of a low-rank matrix and a sparse matrix. Let B = (b ij ) be a p × K dimensional matrix with K < p that represents the factor loading matrix and diag(ν 2 1 , · · · , ν 2 p ) be the diagonal matrix that represents the variances of idiosyncratic noises.
Then, the covariance matrix of observed high-dimensional data is given by
where T denotes the transpose of a vector or a matrix. A drawback of the covariance based methods is that it does not take into account the scales of the observed variables. For this reason, the existing methods can easily be inconsistent. For example, even for the simplest factor model (2) with the population covariance matrix
rank(B 1 ) = K, under some mild conditions of B 1 and ν 2 K+1 , we can show that
but in fact, the true number of common factors is K. The proof of (3) will be given in Appendix B.
The correlation matrix clearly overcomes the scaling drawback of the covariance matrix.
The p × p dimensional correlation matrix of Σ is given by
where diag(Σ) is the diagonal matrix by replacing the off-diagonal elements of Σ by zeros.
Using the sample correlation matrix for factor analysis will overcome the aforementioned disadvantages of using sample covariance matrix. In fact, when the dimension is fixed and the sample size tends to infinity, Guttman (1954) , Kaiser (1960 Kaiser ( , 1961 and Johnson and Wichern (2007) (page 491) have established a lower bound: the number of the eigenvalues satisfying max{j :λ j > 1, j ∈ {1, · · · , p}} is smaller than or equal to the number of the common factors. But the existing literatures haven't shown that they are indeed the same under certain conditions. Moreover, their estimation techniqueŝ
can not be consistent in the high dimensional setting since sample correlation matrices are inconsistent. Can such a simple, tuning parameter-free method be modified so that it is consistent for high dimensional factor models? This paper gives an affirmative answer via some high-dimensional adjustments of threshold parameters, leveraging on the random matrix theory.
The main contributions of this paper are as follows:
• Firstly, we establish the concise relationship between the eigenvalues of population correlation matrices and the number of common factors, that is, give the condition under which
where λ 1 (R) ≥ λ 2 (R) ≥ · · · ≥ λ p (R) are the eigenvalues of correlation matrix R and K is the true number of common factors.
In factor analysis, the eigenvalues of correlation matrix are frequently used to evaluate the contributions of selected factors. Since p j=1 λ j (R) = p, some of eigenvalues of R are greater than 1 and the remaining eigenvalues of R are equal to or less than 1.
It has been shown (Guttman, 1954; Kaiser, 1960 Kaiser, , 1961 ) that the number of common factors is less than or equal to the number of R's eigenvalues greater than 1. One of contributions is to show that they are indeed the same. The results presented in Table 1 illustrate this point where {b j , ∈ [p], j ∈ [K −1]} are i.i.d. from the uniform distribution U(−1, 1), ν 2 1 = . . . = ν 2 p = σ 2 , b 1K , · · · , b pK are i.i.d. from U (−1, 1) in Scenario 1 and b 1K = · · · = b pK = 0 in Scenario 2. 10 50 10 10 10 9 9 9 100 10 10 10 9 9 9
• Secondly, we propose a bias corrected estimatorλ C i for λ i (R), which in general differs from the i th largest eigenvalueλ i of sample correlation matrix and develop a new estimator for the number of common factors as follows:
under the regime ρ n−1 = p/(n − 1) → ρ ∈ (0, ∞), where p is the dimension and n is the sample size. Our newly proposed methodK C does not depend on any tuning parameter and is even simpler than the eigenvalue ratio methodK ER orK ED which involves the tuning parameter s. On the other hand, by (5), a naive method iŝ
but this method overestimates K when n and p are of the same order.
Let p/(n − 1) → ρ and F(v 0 ) = {R : R is the correlation matrix (8) of the observed vector in the factor model (7) and
where v 0 is a positive constant, representing signal strength. We will show that the optimal lower bounds for the signal strength v 0 and threshold s are
in the following sense.
Minimum signal strength v 0 : We will show
where no method based on the eigenvalues of the sample correlation matrix can give a consistent estimate of K.
(ii). When v 0 = 1 + √ ρ, our methodK C can consistently estimate K.
Optimal threshold s. LetK C (s) emphasize the dependence ofK C on a general s.
We will prove
In other words, the threshold s = 1 + p/(n − 1) is optimal. We have conducted extensive simulations to compare our method with those in Bai and Ng (2002 ), Onatski (2005 , Lam and Yao (2012) , Ahn and Horenstein (2013) . Simulation results
show that in most of our testing cases, our estimation method outperforms the competing ones. Even in the remaining cases considered in this paper, our estimation method has comparable performance to other competing methods.
• Thirdly, we derive the asymptotic properties of the largest K sample eigenvalues of the sample correlation matrix in high dimensional factor models. This is an important contribution to random matrix theories. The results may be used for other inference problems in high dimensional factor models.
The arrangement of this paper is as follows: Section 2 reviews the factor model, defines 
High Dimensional Factor Model
We now briefly review the factor model. In the factor model, the observable variable y can be decomposed as
where y = (y 1 , · · · , y p ) T is the p-dimensional observable vector, f = (f 1 , · · · , f K ) T is the K-dimensional latent factor vector, = ( 1 , · · · , p ) T is the p-dimensional error vector, α is the p-dimensional intercept vector and B is the p × K dimensional loading matrix.
Following Bai and Ng (2002) , define the number of factors as rank(B). We impose the following conditions.
• Condition C1: The factors f 1 , . . . , f K are mutually independent; the factor vector (f 1 , · · · , f K ) is independent of the error vector ( 1 , . . . , p );
• Condition C4: p > K and the loading matrix B is of full column rank, i.e.,
, that is, f j is only related to y j and not related to y 1 , .., y j−1 , y j+1 , · · · , y p , we can put f j in j . Thus, without loss of generality, we will define the common factor as follows:
Definition of Common Factors: If there are at least two coefficients b 1 j , b 2 j = 0
, call the factor f j as a common factor.
This paper focuses on determining the number of common factors under Conditions
Condition C5: For every j ∈ [K], there are at least two coefficients b 1 j , b 2 j = 0 with
Conditions C1-C2-C3 have been frequently imposed (Bai and Ng, 2002; Johnson and Wichern, 2007) . They are related to identifiability and moment conditions. Although they are often used, Conditions C4-C5 are not explicitly written. Condition C4 shows that B
is of full column rank, that is, rank(B) = K. Condition C5 shows that every factor f j has an impact on at least two observed variables.
By definition (7) of the factor model, we have
Let the (j, j) entry of Σ be σ jj for j ∈ [p]. Then by (4), the population correlation matrix of y in the factor model is
where diag(Σ) = diag(σ 11 , · · · , σ pp ) and
In fact, Q 1 Q T 1 and Q 2 Q T 2 include the information of the factors f 1 , · · · , f K and errors 1 , · · · , p on y, respectively. Let M F denote the Frobenius norm of a matrix or a vector M and M = λ 1 (MM T ) the operator norm. The following theorem shows how to determine the number of factors from the population correlation matrix.
In addition, we have
when p is large enough and there exists three non-negative constants δ 1 > δ 2 + δ 3 ≥ 0,
Theorem 1 gives a sufficient condition to ensure that the number of R's eigenvalues greater than 1 is equal to the number of common factors. Note that (11) 
3 Properties of sample correlation matrix under factor model
Let y 1 , . . . , y n be an i.i.d. sample of size n from (7):
Then the sample covariance matrix and sample correlation matrix arê
whereȳ = n −1 n i=1 y i is the sample mean. Let the empirical spectral distributions (ESD) ofR and R be F n (t) and H p−K (t) as follows:
for any real number t with 1(·) being an indicator function.
Spectral properties of sample correlation matrix
In order to estimate the number of common factors, we first derive some fundamental results in random matrix theories: the Stieltjes equation of the limiting spectral distribution for the case R = I p and p/n → ρ ∈ (0, ∞). However, for the general factor model (7), the population correlation matrix is not I p . Theorem 2 below gives the Stieltjes equation of the LSD ofR for general case. For convergence of sample spiked eigenvalues λ 1 (R), · · · , λ K (R), we have not found the related literatures and Theorem 3 below fills the void.
In order to derive Theorems 2-3, additional assumptions are needed.
Assumption (a). Letting
} are independent random variables satisfying:
where 0 < Kη n → 0 and Kη n log n → +∞.
Assumption (c). The ratio of dimension to sample size ρ n = p/n → ρ ∈ (0, ∞) as n → ∞.
Assumption (d). The number of common factors satisfies K = o(p 1/6 ).
Remark 1 The assumption (14) is the Lindeberg condition. By Theorem 1, it is known
Lemma 1 For the high dimensional factor model (7) satisfying Conditions C1-C2-C3-C4- (9) and e j is the jth column of I p .
The proof of Lemma 1 is given in Appendix D. As we impose weak moment conditions, we need to use the truncation tricks and hence the proof is somewhat lengthy. For z ∈ C + , let the Stieltjes transform be
and C + denotes the upper plane of the two-dimensional complex space. Then m(z) and m(z) satisfy the equations (16) and (17).
Theorem 2 For the high dimensional factor model (7) satisfying Conditions C1-C2-C3-C4-C5 and Assumptions (a)-(b)-(c)-(d)-(e), we have
where z ∈ C + and
Bias correction of sample eigenvalues
Letλ j = λ j (R) and λ j = λ j (R) for j ∈ [p]. For any given j , define
with ρ j,n−1 = (p − j)/(n − 1). Let the corrected eigenvalue ofλ j bê
The following theorem, whose proof is given in Appendix I, shows that the corrected empirical eigenvalues are consistent.
Theorem 3 For the high dimensional factor model (7) satisfying Conditions C1-C2-C3-
In particular, if in addition λ j is bounded for j ∈ [K], we havê
Remark 2 By Remark 1 and (10), we have λ j > 1 for j ∈ [K] under the conditions of Theorem 1 and the support of H(t) being in [0, 1]. By (17) and (18)
and is bounded, we havê
In other words, the sample eigenvalueλ j is not a consistent estimator of λ j for j ∈ [K].
This is due to the inconsistency of the high dimensional sample correlation matrix. On the other hand, from (18), we show that the corrected eigenvalueλ C j is consistent for j ∈ [K].
Minimum signals and optimal threshold
We will adopt the notation and estimator defined in the introduction. Our aim is to find minimal signal strength v 0 for consistent estimation of the number of factors and to give the optimal threshold level for our estimator.
Minimal signal strength
The following theorem shows the minimal signal strength.
Theorem 4 (Minimal signal strength v 0 ). For the high dimensional factor model (7) satisfying Conditions C1-C2-C3-C4-C5 and Assumptions (a)-(b)-(c)-(d)-(e), and for any estimation methodK any of the number of common factors by detecting the difference between
Proof. Let us take such that (
Then by (18)
(1). By Theorem 1.1 of Baik and Silverstein (2006) 
Hence, when n, p are large enough, λ K (R) and λ K+1 (R) will be indifferentiable. That is, when n, p are large enough, the difference between λ K (R) and λ K+1 (R) can't be detected by any method.
Remark 3 The above theorem shows that v 0 = 1 + √ ρ is the minimal signal strength.
Thus, throughout the rest of the paper, we will consider the estimation method in the set of the correlation matrix R as follows:
R is the correlation matrix (8) of the observed vector in the factor model (7) and λ K (R) > 1 + √ ρ}.
Optimal threshold
Recall our estimation method,
where r max is a pre-specified positive integer and the maximum of the empty set is defined as 0. The following theorem establishes the optimal bound of the threshold s.
Theorem 5 For the high dimensional factor model (7) satisfying Conditions C1-C2-C3-C4-C5 and Assumptions (a)-(b)-(c)-(d)-(e), we have
where s doesn't depend on n and p.
Proof. To (21)
By (16) and (18)
, because H(t) is the limit of the empirical distribution function of {1 − , · · · , 1 − }. It then follows from
To prove (22)
Theorem 5 shows that the choices s < 1 + √ ρ and s > 1 + √ ρ are not optimal for the threshold parameter s in our estimation method. The following theorem will show that
Theorem 6 For the high dimensional factor model (7) 
Proof. For any R ∈ F(1 + √ ρ), we have
for a very small positive constant 0 . By (16)
because of λ K+1 (R) ≤ (1 + √ ρ)ψ(1 + √ ρ) + o p (1) by Lemma S.6 in the supplementary material. By (18), we haveλ
Thus, by (24) and (25), when s = 1 + √ ρ, we have lim n→∞ P (K C (s) = K) = 1.
Summary of Method:
We proposê
where ρ n−1 = p/(n − 1). This is a simple and tuning free method.
Simulation studies
We evaluate the finite-sample performance of the proposed method by simulation studies.
Because our proposed estimating method is based on the adjusted correlation thresholding, we will label the proposed estimating method as "ACT". We compare our ACT method with 13 existing methods: "P C 1 ", "P C 2 ","P C 3 ","IC 1 ", "IC 2 " and "IC 3 " in Bai and Ng (2002) , "ON 1 ", "ON 2 " and "ON 3 " in Onasti (2005), "N ON " in Onatski (2010), "ER" and "GR" in Ahn and Horenstein (2013) . Due to the similarity of simulation results, we only present P C 3 , IC 3 , ON 2 , ER, GR and ACT . The sample sizes are taken to be n = 150, 300 and the dimension is p = 100, 300, 500, 1000. Recall the factor model y = Bf + in (7).
For the Gaussian population, assume that i 's are iid from N (0, ν 2 i ) and f 1 , · · · , f K are iid from N (0, 1). For the uniform population, assume that i are iid from Unif(0, 2 3ν 2 i ) and f 1 , · · · , f K are iid from Unif(0, 2 √ 3). We set the true number of common factors K = 5.
For every case, we conduct 1000 replications to summarize the empirical percentages of true estimation, overestimation, underestimation of the number of common factors, and the average number of common factors. We consider the following four cases for the factor loading matrix B = (b j ) ∈[p],j∈ [K] . They can be verified to satisfy the imposed conditions, in particular, those in Theorem 1.
Case 1: Let b j = 3p −1/2 for , j ∈ [K] and b j = a j 3(p − j) −1 for ∈ {K + 1, · · · , p}, j ∈ [K] and a j = −1 if = Kj or a j = 1 if = Kj. Assume that ν 2 1 = · · · = ν 2 p = 0.55 2 . The model is from Harding (2013) .
Case 2: Let b j be iid from N (0, 1) and ν 2 1 , · · · , ν 2 p be iid from Unif(0, 180).
Case 3: Let b j be iid from N (0, 1) and ν 2 1 = · · · = ν 2 p = 36. The model is used in Bai and Ng (2002) and Onatski (2010) .
Case 4: Let b jj = 1, b j be iid from N (0, 0.04) for j = and ν 2 1 , · · · , ν 2 p be iid from Unif(0, 5.5).
The simulation results for Cases 1-4 with n = 300 are presented respectively in Tables 2-5.
The results for the cases with n = 150 are similar and are omitted. From these tables, we can see that except for very few settings, "ACT" behaves very well for almost all parameter setups. Even for these few settings, the percentiles of true estimation of "ACT" are also similar to those of "ER" and "GR". Table 2 : Percentages of the estimated number of common factors for Case 1 with n = 300 in 1000 simulations: "TRUE", "OVER" and "UNDER" truly estimates, overestimates and underestimates the number of common factors, respectively. "AVE" is the average of the estimated number of common factors. 
Empirical Studies
This section analyzes two real data on economics and finance to demonstrate our proposed estimation method ACT.
Example 1 (Macroeconomic time series): We use the monthly macroeconomic datasets from March, 1960 to December, 2014 used by McCraken and Ng (2017 . Series 64, 66, 101
and 130 are removed because of missing observations. Following McCraken and Ng (2017) , outliers are removed where an outlier is defined as an observation that deviates from the sample mean by more than ten interquantile ranges. After the datasets are cleaned, the data dimension is p = 123 and the sample size is n = 583. McCraken and Ng (2017) used P C 2 to select nine factors by using the sample covariance matrix whose nine largest eigenvalues are 3.91 × 10 11 , 1.20 × 10 10 , 4.77 × 10 9 , 3.06 × 10 9 , 7.25 × 10 8 , 3.60 × 10 8 , 1.38 × 10 8 and 2.83 × 10 7 and 9.00 × 10 6 . However, the marginal variances of these 123 time series vary widely from 2.80 × 10 −4 to 1.80 × 10 11 , which jeopardizes the fidelity of the covariance matrix based methods. Our estimation method ACT selects six factors by using the sample correlation matrix whose top nine eigenvalues are 73. 10, 17.81, 10.22, 7 .00, 4.80, 1.97, 1.53, 1.17, 1.06.
In terms percent of variance explained by the selected factors, the 9 selected factors explain 99.99% of total variation, whereas the 6 selected factors explain 99.95% of total variation. This is mainly due to the leading eigenvalue which is an order of magnitude larger than the rest. If we look at the standardized variables (the eigenvalues from the correlation matrix), the selected 9 factors explain 96.49% of total variations whereas the selected 6 factors explain 93.43%.
We now examine whether the number of factors that influences the equity market has changed before and after financial crisis. As an illustration, we use the stationarily transformed macroeconomic time series (McCraken and Ng, 2017) Transformed Macro Data Before the Financial Crisis:
We now use the stationarily transformed (McCraken and Ng, 2017) monthly macroeconomic datasets from January, 1960 to December, 2007 with sample size n = 576 and p = 123. Using P C 2 as in McCraken and Ng (2017) , nine factors are selected. The nine largest eigenvalues for the sample covariance are 2.28 × 10 4 , 13. 06, 1.53, 0.88, 0.74, 0.40, 0.32, 0.24, 0.18 . Again, the marginal sample variances for these 123 transformed series vary widely from 8.47 × 10 −7 to 2.28 × 10 4 . On the other hand, our estimation method ACT selects 10 factors by using the sample correlation matrix. The 10 largest eigenvalues of the sample correlation matrix are 18. 37, 8.55, 7.66, 6.16, 5.86, 4.01, 3.76, 3.53, 2.89, 2.56 . The variances explained by 9 selected and 10 selected factors are both around 99.99% due to a very spike top eigenvalue. In terms of percentage of variance explained by the standardized variables, ten factors explain 51.53% whereas nine factors explain 49.45%.
Transformed Macro Data After the Financial Crisis:
The period covers the data from January, 2010 to October, 2018 with the sample size is n = 106 and p = 123. Again, P C 2 selects 9 factors. The 9 largest eigenvalues are 5.68×10 4 , 2.77, 0.86, 0.35, 0.17, 0.11, 0.08, 0.08, 0.03. Again, the marginal sample variances vary largely from 5.35 × 10 −7 to 5.74 × 10 4 . In contrast, our estimation method ACT chooses 7 factors. The 9 largest eigenvalues of correlation matrix are 16.48, 12.20, 9.23, 5.75, 5.68, 5.27, 4.22, 3.82 and 3.53 . Moreover, nine selected factors explain 53.83% total variation in 123 series, whereas 7 factors explain 47.85% total variation in 123 series, which is similar to pre-crisis period by using the same method.
Example 2 (100 Fama-French portfolios): We now estimate the number of factors using the excess returns of Fama-French 100 portfolios. The data can be downloaded from the data library of Professor Kenneth French's website. Again, we divide the data into two periods: before and after financial crisis.
Before the Financial Crisis:
Following Fan et al. (2012) , we use the daily returns of 100 industrial portfolios formed on the basis of size and book-to-market ratio from January 2, 1998 to December 31, 2007.
We note that the 71th and 100th portfolios have very large variances that possibly jeopardize the covariance matrix based methods. P C 3 , IC 3 , ON 2 , ER and GR estimate the number of factors as 10, 10, 6, 3 and 3, respectively. The largest 10 eigenvalues of the sample covariance matrix are 1824. 45, 885.13, 117.39, 9.74, 5.38, 3.17 The well-known risk factors for equity markets are Fama-French factors French, 1993, 2015) and the momentum factor (Carhart, 1997) . To examine how these known factors can be explained by the unsupervised learning method (PCA with number of factors selected by ACT), we regress each known risk factor on the four principal component factors and report the coefficients of determination R 2 in Table 6 . As comparison, we also regress these Fama-French factors on the 3 selected factors and report the result in the same We measure the difference between four given risk factors and four learned factors by using their projection matrix. Let A be a n × 4 matrix formed by the time series of the four known factors and B be an n × 4 matrix formed the four principal component factors.
Define the projection matrix as P A = A(A T A) −1 A T and P B = B(B T B) −1 B T . We then measure the difference between the space spanned by the four well-known factors and four learned PC-factors by using the Operator norm and Frobenius norm. For our data, they are P A − P B 2 = 0.973, P A − P B F = 1.591. In a similar vein, we measure the difference between the 3 Fama-French factors (A) and the three principal factors (B) by using the projection matrices. They are P A − P B 2 = 0.481, P A − P B F = 0.949.
After the Financial Crisis:
We extrac the data from January 4, 2010 to April 30, 2019. The covariance matrix based methods P C 3 , IC 3 , ON 2 , ER and GR estimate number of factors as 6, 6, 6, 1 and 1, respectively. On the other hand, ACT selects three factors which explain 85.90% total variation in 100 portfolios with three largest eigenvalues being 80.62, 3.22 and 2.06 based on the sample correlation matrix.
The R 2 of each the four well-known risk factors determined by three principal component factors is depicted in Table 6 . Again, this confirms once more that the famous Fama-French factors aligned well with the first 3 principal components. Indeed, the differences between the two spaces are P A − P B 2 = 0.406, P A − P B F = 0.708, smaller than what it is before the financial crisis. On the other hand, the momentum factors are still not explained well by the PC factors.
Conclusions
Based on the sample correlation matrix, this paper discovers the equality between the number of eigenvalues exceeding one and the number of latent factors. To utilize such a relationship, we study the random matrix theory based on the sample correlation in order to correct the biases in estimating the top eigenvalues and to take into account of estimation errors in eigenvalue estimation. This gives rise naturally to the adjusted correlation thresholding (ACT) for determining the number of common factors in high dimensional factor models. The estimation method overcomes the disadvantages of using the sample covariance matrix which allows observable variables incomparable in their scales. Simulation studies show that our proposed estimation method outperforms competing methods in the literature. This paper considers the iid samples from the static factor model. But in practice, people also care about the dynamic factor model. Our future work will establish the relationship between the population correlation matrix and the number of common factors in the dynamic factor models, and propose estimating the number of factors in the high dimensional dynamic factor model. Data sets: Data sets are used in empirical studies in Section 6. (data zipped file)
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