Numerical mixing is inevitable for ocean models due to tracer advection schemes. Until now, there is no robust way to identify the regions of spurious mixing in ocean models. We propose a new method to compute the spatial distribution of the spurious diapycnic mixing in an ocean model. This new method is an extension of available potential energy density method proposed by Winters and Barkan (2013). We test the new method in lock-exchange and baroclinic eddies test cases. We can quantify the amount and the location of numerical mixing. We find high-shear areas are the main regions which are susceptible to numerical truncation errors. We also test the new method to quantify the numerical mixing in different horizontal momentum closures. We conclude that Smagorinsky viscosity has less numerical mixing than the Leith viscosity using the same non-dimensional constant.
Introduction 1
State-of-the-art ocean models have spurious diapycnic (cross-density) mix-iv) baroclinic eddies. These cases progress from simple domains and initial In this study, we propose a new method that can quantify the spatial distri-41 bution of the spurious mixing in an ocean model. We test the new method 42 using the lock-exchange and baroclinic eddies test cases described by Ilıcak 
44
(1997)). To our knowledge, this is the first time that a method that computes 45 the location of spurious diapycnic mixing is provided. The aim of this paper 46 is to address the following questions;
(1) can the proposed method compute the spatial distribution of spurious 48 mixing? in which regions can spurious diapycnic mixing be high?
(2) will different momentum closures make a difference in spurious mix-50 ing?
51
The new method is an extension of the available potential energy density 52 method described by Winters and Barkan (2013 
65
The total potential energy (PE) of a fluid is calculated as the volume integral 66 of the density-weighted geopotential:
Following Winters and Barkan (2013), the available potential energy (APE)
68
is defined in terms of the reference profile ρ(z * ) where z * is the equilibrium 69 height of a fluid parcel with potential density ρ. This leads to
The definition of reference potential energy is therefore simply
Winters and Barkan (2013) defined a new term, namely available potential
It can be easily shown that sum of Eqs. 9 and 13 is equal to the total potential 94 energy, PE (Eq. 1).
95
The reference potential energy density is a 4D field (x,y,z,t) and the change of has to be positive definite. The only caveat is that we also need to take into 100 account advection of E RPE in time;
where d/dt is the material derivative, u is the two dimensional horizontal 102 velocity, ∇ H is the horizontal gradient operator and w is the vertical velocity
103
(see Appendix).
104
We present results from this new method in the next section. 
150
Two well-defined fronts are visible in the domain at time=10 hours ( km and x ≈ 54 km, respectively at time=14 hours ( Fig. 1 (d) ).
159
Figure 2 (e) displays the change of the reference potential energy den-
160
sity field between t = 14 hours and t = 0 (i.e. ∆E RPE = E RPE (x, t = 14 compute the advection terms off-line.
169
We compute the total amount of diapycnic mixing using 
181
This is the first time we can quantify the amount of mixing in these regions.
182
When we sum the dE RPE /dt field in time, we recover total change of RPE 183 which is shown as the red line in Fig. 5 
Spatial distributions of total, explicit irreversible, and spurious mixing in the km and x ≈ 54 km, since vertical density gradient is only in that region ( Fig.   202 4 b). The total amount of spurious mixing in the Exp2 case (Fig. 4 c) is similar 203 to the one in the Exp1 simulation (Fig. 3 b) . Note that the amount of explicit 204 mixing is an order of magnitude smaller than the spurious mixing. experiments are close to each other.
216
The new reference potential energy density method can successfully quan-217 tify the spatial distribution of total and spurious mixing in a closed system.
218
We find out that spurious mixing cannot be suppressed by explicit mixing. 
221
In their global simulations, they found sensitivities to changing κ v from 0 to 
Baroclinic eddies test case

225
Here we investigate spurious mixing regions in a channel with three- is a cosine shape with a wavelength of x = 120 km (Fig. 6 a) . The initial gradient at the channel center (Fig. 6 b) . A quadratic bottom drag is used ified Leith which is described below. In the Exp3 case, the eddy viscosity is 244 parameterized as
In this equation, C sm = γ/π is a non-dimensional Smagorinsky coefficient,
246
S is the deformation rate, and ∆ is the grid spacing. For our simulation,
247
∆ is the horizontal grid spacing, ν SM sets the lateral viscosity, and γ is the 248 non-dimensional number which is set to 2.2. In the Exp4 and Exp5 cases, the 249 eddy viscosity is computed as 
respectively, where ζ is the vorticity in the z-direction and C lt = γ/π is a non-dimensional Leith coefficient. We used the same γ parameter for both simulations. The Leith closure can also be expressed as,
where D h is the horizontal diffusion operator. The right hand side can be written as,
Using dimensional analysis we get
Here L is the characteristic length scale. The corresponding grid Reynolds number can be expressed as,
In the Leith scheme L is proportional to the grid scale, thus the grid Reynolds at depth=625 meter and time=100 days is shown in Fig. 7 (d) . There is a high Last, we show the evolution of reference potential energy for all five sim-296 ulations in Fig. 9 . The Exp3 case using the Smagorinsky viscosity has the new method is the advection part of the E RPE which is computed off-line.
330
We also employ the new method using an explicit diffusion and we find 331 that E RPE can be computed as a combination of explicit and implicit parts.
332
One of the most important results is that the additional explicit diffusivity 333 does not suppress the numerical mixing part.
334
The impact of three different momentum schemes are also diagnosed using 
