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Abstract:We canonically quantize (2+1)-dimensional electrodynamics including a higher-
derivative Chern-Simons term. The effective theory describes a standard photon and an
additional degree of freedom associated with a massive ghost. We find the Hamiltonian
and the algebra satisfied by the field operators. The theory is characterized by an indefinite
metric in the Hilbert space that brings up questions on causality and unitarity. We study
both of the latter fundamental properties and show that microcausality as well as pertur-
bative unitarity up to one-loop order are conserved without having to introduce elaborated
methods or new ingredients. In particular, the Hilbert spaces of “in” and “out” states do
not suffer any alteration. Despite the common belief that an indefinite metric necessarily
causes unitarity violation, we prove that for our higher-derivative model, the ghost living
at a high energy scale triggers a natural scenario in which unitarity is conserved.
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1 Introduction
The concept of an indefinite metric in a Hilbert space plays a fundamental role in the for-
mulation of relativistic quantum field theory. Dirac was the first to show how an indefinite
metric arises in quantum electrodynamics and proposed how to deal with its probability
interpretation [1]. One can mention two reasons for Dirac’s suggestion. On the one hand,
any finite representation of a noncompact group — the Lorentz group included — leads to
a state space endowed with an indefinite metric. On the other hand, the commutator of
two vector field operators reads
[Aµ(x), Aν(y)] = iηµνD(x− y) , (1.1)
1
with the scalar commutator functionD and the Minkowski metric ηµν . The difference in the
signs of the metric components η00 and ηii induces an indefinite metric in the corresponding
state space; see, in particular, Heisenberg’s contribution in the list of references [2–4].
Gupta and Bleuler used this concept within the covariant quantization of electrody-
namics. The Gupta-Bleuler formalism shows that the unphysical degrees of freedom are
eliminated by imposing the weak Lorentz condition on the Hilbert space. Many of the
motivations for studying indefinite metric theories come from the theory of gravitation,
where the nonrenormalizability of the Einstein-Hilbert action forces one to consider the
possibility of modified gravity theories. Some of them also introduce indefinite metrics in
the Hilbert space [5–7].
The most notorious drawback of indefinite-metric theories is the possibility of negative
probabilities leading to the loss of unitarity. Unitarity in this context has been studied
extensively for the past decades. In the sixties, Lee and Wick, being attracted by the
idea of reconciling the divergencies in quantum electrodynamics (QED) without spoiling
unitarity, constructed a modified electrodynamics with indefinite metric. Their theory,
which is known as Lee-Wick model [8, 9], is a modified electrodynamics including a massive
boson field associated with a negative metric. One characteristic of the propagator of their
theory is that it contains complex conjugate pairs of additional poles, which are called
Lee-Wick poles.
The Lee-Wick model is also obtained by introducing a higher-derivative term in the
Lagrangian [10]. In this model, perturbative unitarity of the S-matrix has been success-
fully implemented via the Cutkosky-Landshoff-Olive-Polkinghorne (CLOP) prescription in
which a pair of Lee-Wick poles cancels each other in cut diagrams [11]. Several approaches
have provided a deeper understanding of many physical aspects of Lee-Wick models in the
last years [12–15]. In fact, investigations aimed at providing finiteness in quantum field
theory have not stopped, reaching diverse application within nonlocal quantum gravity;
see, e.g., [16–18] and higher-derivative gravity extensions studied even earlier [5].
Basically, the loss of unitarity occurs due to the negative contribution of the residue of
the ghost field to scattering cross sections. In this case the cutting equations provided by
the optical theorem cannot be satisfied. Alternatively, one can modify the definition of the
internal product in the Hilbert space in order to cope with the unitarity problem. These
theories are characterized by non-Hermitian Hamiltonians, i.e., they exhibit a nonstandard
time evolution. However, Bender and collaborators found that such Hamiltonians have real
eigenvalues when they are symmetric under PT transformations [19]. Scenarios of this kind
have attracted an exceeding interest, see, e.g., [20, 21] where non-Hermitian Hamiltonians
are discussed, too.
Another motivation for the interest in indefinite metric theories originated from grav-
ity where it was demonstrated that adding higher-derivative terms allows for gravity to be
renormalizable [5]. This fact implied active studies of renormalization of R2 gravity and
other higher-derivative gravity theories (see, e.g., [22] and references therein). Neverthe-
less, it was realized soon that this kind of improvement of the renormalization behavior
inevitably leads to ghosts. From the formal viewpoint, their presence can be explained as
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follows. Consider the example of a propagator 1
k2(k2+m2)
occurring in a fourth-derivative
theory. A simple transformation shows that this propagator describes two particles: a
massless and a massive one. The propagator of the latter carries a negative sign, whereby
the massive particle corresponds to a free scalar field with possibly negative energy. Even
if the energy in the theory can be bounded from below due to a redefinition of vacuum,
unitarity, upon the presence of interactions, is expected to be broken (see [23, 24] for more
detailed explanations).
Furthermore, more problems related to the consistent quantum description of higher-
derivative theories were discussed in [13, 14, 25]. In the latter papers, it was claimed that
these problems actually arise due to differences between the behaviors of the theory in
Minkowski spacetime and its counterpart in Euclidean space. At the same time, it was
argued in [26] that in certain cases the ghosts are “benign” so that the theory turns out
to be perturbatively unitary, with the vacuum being perturbatively stable. Therefore, the
problem of ghosts must be considered separately for any higher-derivative theory.
An interesting example of a higher-derivative extension of quantum electrodynamics
(QED) containing dimension-five operators was proposed by Myers and Pospelov [27]. The
higher-derivative term in its Lagrangian, called the Myers-Pospelov term, involves explicit
Lorentz symmetry breaking, so that for some special choice of the Lorentz-breaking pre-
ferred four-vector, higher time derivatives do not arise, whereupon unitarity breaking is
avoided. In case an indefinite metric occurs, one can apply the Lee-Wick prescription to
show that unitarity is conserved [28–30]. A further interesting Lorentz-breaking modifi-
cation in QED is the higher-derivative Carroll-Field-Jackiw-like term exhibiting a similar
behavior (both of these terms were shown to be generated perturbatively at the one-loop
level, whereby the corresponding contributions are finite, cf., [31]). In a different context,
though, the possibility of Lorentz violation due to an indefinite metric was pointed out
several years ago by Nakanishi [32, 33].
Therefore, to understand the physical impact of effective higher-derivative extensions
of QED, it is important to check how such terms affect unitarity. To do so, though, it is
reasonable to investigate a simplified model first, that is, (2 + 1)-dimensional QED with
an additive higher-derivative Chern-Simons (CS) term, which does not involve Lorentz
symmetry breaking. Some classical issues related to this theory such as the nature and
behavior of degrees of freedom were analyzed earlier in [34]. Its canonical formulation was
discussed in [35] and the perturbative generation of the higher-derivative CS term was
carried out in [36]. Here, we intend to elaborate on the aspects of microcausality and
unitarity of this theory.
The structure of the paper looks as follows. In section 2, we introduce the classical ac-
tion and the propagator of our theory, write down the classical field equations of motion, the
dispersion equation, and its solutions. Furthermore, we decompose the higher-derivative
theory into a standard one involving degrees of freedom associated with a three-component
photon field and a second contribution in terms of a Proca ghost field. We then find the
polarization vectors for the photon and the massive ghost as well as their stress tensors.
In section 3, we canonically quantize the theory, fulfill the algebra expected to be satisfied
for the field operators and analyze the constraint structure in combination with finding the
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Hamiltonian. In section 4, we verify tree-level unitarity of our theory and we also study
perturbative unitarity at one-loop level. Section 5 states a final summary and discussion
of our results. Appendix A contains details of the derivation of Dirac brackets and the
Dirac formalism that reduces second-class constraints to zero. Appendix B explains how
to express the Hamiltonian of the theory in terms of creation and annihilation operators.
Appendix C delivers detailed computations of the nonzero equal-time commutators satis-
fied by the field operators. Finally, appendix D provides a summary of the most important
properties of a Dirac theory in (2 + 1) dimensions.
2 Higher-derivative Maxwell-Chern-Simons theory
In this section, we present the higher-derivative CS term coupled to the Maxwell Lagrangian
in (2+1) dimensions. The theory describes a standard photon and a massive mode at high
energies associated with a ghost. To show this, we apply a linear transformation to the
higher-derivative Lagrangian decoupling it into a sum of two standard-derivative parts. We
find the polarization vectors and connect their sum with the propagator, which simplifies
the study of unitarity in Sec. 4.
2.1 The (2 + 1)-dimensional model
Our starting point consists of a Lagrangian that is the sum of the standard Maxwell term
and the higher-derivative CS extension in (2 + 1) dimensions [34], given by
L = −1
4
FµνF
µν +
g
2
ǫαβγ(Aα)(∂βAγ) + LGF , (2.1)
where = ∂µ∂µ is the d’Alembertian and g is a small constant with inverse mass dimension.
We will see that the inverse of g is related to a mass scale. Thus, it is assumed that g > 0.
Furthermore, LGF is a covariant gauge-fixing term inversely proportional to the arbitrary
gauge-fixing parameter ξ
LGF = − 1
2ξ
(∂µA
µ)2 . (2.2)
We take the metric convention to be ηµν = diag(+,−,−), and our definition of the Levi-
Civita symbol is based on ǫ012 = ǫ012 = ǫ
12 = ǫ12 = 1.
The treatment of systems in classical mechanics described by higher-derivative La-
grangians was initiated by Ostrogradsky in his seminal paper [37]. Subsequent scientific
papers reviewing and extending his original ideas are [38–40] where this list is not claimed
to be exhaustive. One of the central results of these works is that an application of the
Hamilton principle leads to a modified set of Euler-Lagrange equations. An analogous
development of the formalism in the context of higher-derivative field theory can be found,
e.g., in [41]. For the particular field theory defined by Eq. (2.1), it is sufficient to restrict
these generalized Euler-Lagrange equations to
− ∂κ∂λ ∂L
∂(∂κ∂λAσ)
+ ∂ρ
∂L
∂(∂ρAσ)
− ∂L
∂Aσ
= 0 . (2.3)
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They lead to the modified Maxwell equations
∂ρF
ρσ + gǫσβγ∂βAγ +
1
ξ
∂σ(∂ · A) = 0 . (2.4)
Now, contracting Eq. (2.4) with ∂σ yields
1
ξ
 (∂ · A) = 0 . (2.5)
Hence, by imposing suitable boundary conditions at infinity it follows that ∂ · A = 0 can
be set.
Now, let us rewrite the Lagrangian (2.1) as
L = 1
2
Aµ
[
ηµν −
(
1− 1
ξ
)
∂µ∂ν + gǫµβν∂β
]
Aν , (2.6)
yielding the equations of motion for the gauge field:[
ηµν −
(
1− 1
ξ
)
∂µ∂ν + gǫµβν∂β
]
Aν(x) = 0 . (2.7)
Transforming the latter to the momentum representation with i∂µ = pµ, we write
Sµν(p)Aν(p) = 0 , (2.8a)
with
Sµν(p) = p2
[
ηµν −
(
1− 1
ξ
)
pµpν
p2
− igǫµβνpβ
]
. (2.8b)
The propagator Pµν follows from inverting the operator S
µν , giving
Pµν(p) = − Gµν(ξ, p)
p2(1− g2p2) , (2.9a)
where
Gµν(ξ, p) = ηµν −
[
1− ξ (1− g2p2)] pµpν
p2
+ igǫµβνp
β . (2.9b)
The conventions have been chosen such that the propagator satisfies
Sµν(p)Pνρ(p) = −δµρ . (2.10)
Considering the pole structure of the propagator (2.9) and defining g ≡M−1, we decompose
the denominator as
M2
p2(p2 −M2) = −
1
p2
+
1
p2 −M2 , (2.11)
where the second contribution has a residue whose sign is opposite to that of the first
contribution. Hence, it can be associated with a ghost. The dispersion relations are
given by the propagator poles with respect to p0. Determining the poles yields the modes
corresponding to a photon and a massive gauge field given by
ω(~p) = ωp = |~p| , (2.12a)
Ω(~p) = Ωp =
√
~p 2 +M2 , (2.12b)
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respectively.
Let us write down the energy-momentum tensor of our theory. It is clear that it is a
sum of two contributions. The first is the energy-momentum tensor for electrodynamics in
(2 + 1) dimensions whose symmetric form is the well-known Belinfante tensor equal to
T µνBel = F
µ
λF
λν +
1
4
ηµνFαβF
αβ . (2.13)
The second is connected to the higher-derivative Chern-Simons (HDCS) theory whose
symmetric form has been found explicitly in [34]. So we merely quote the result, which is
T µνHDCS = g
[
(ǫµαβF ∗ν + ǫναβF ∗µ)∂αF
∗
β − ηµνǫαβγF ∗α∂βF ∗γ
]
, (2.14)
where F ∗α =
1
2ǫαµνF
µν is the dual of the field strength tensor Fµν .
2.2 Decoupling the ghost
Here we make explicit the two types of fields described by the Lagrangian (2.1). We define
the new fields as
A¯µ =
1√
2
(Aµ + gF
∗
µ) , (2.15a)
Gµ =
g√
2
F ∗µ , (2.15b)
in terms of the dual tensor F ∗µ defined under Eq. (2.14) and the original photon field Aµ.
Considering Eqs. (2.15a) and (2.15b), we find the identities
− 1
4
F¯µν F¯
µν = −1
8
FµνF
µν − g
2
(
∂µAν +
g
2
∂µF
∗
ν
)
(∂µF ∗ν − ∂νF ∗µ) , (2.16a)
and
− 1
4
F ∗µF
∗µ = −1
8
FµνF
µν , (2.16b)
where F¯µν = ∂µA¯ν − ∂νA¯µ is the field strength tensor associated with the new field of
Eq. (2.15a).
Now, by adding both equations, performing suitable integrations by parts, and using
the (unmodified) homogeneous Maxwell equation ∂µF
∗µ = 0 in (2+ 1) dimensions, we can
rewrite the first part of the Lagrangian (2.1) as
− 1
4
FµνF
µν +
g
2
ǫαβγ(Aα)(∂βAγ) = −1
4
F¯µν F¯
µν − g
2
4
F ∗µ
(
1
g2
+
)
F ∗µ . (2.17)
Using the definition (2.15b) and ∂µA
µ =
√
2 ∂µA¯
µ allows us to write the higher-derivative
Lagrangian as the sum
L = −1
4
F¯µν F¯
µν − 1
ξ
(∂µA¯
µ)2 +
1
2
∂µGν∂
µGν − 1
2
M2GµG
µ , (2.18)
where the higher derivatives have been absorbed into the new fields. The first part of the
new Lagrange density describes a photon with a gauge fixing term and the second part
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corresponds to a Proca field theory involving a mass scale of the order of M ∼ g−1. As the
coupling constant g of the modification is assumed to be small, the latter mass scale M is
supposed to be large. The Proca field theory presumably describes a ghost dominating the
regime of high energies.
2.3 Polarization vectors
Now that the theory has been decomposed into two decoupled standard-derivative parts
associated with the fields of Eq. (2.15), our next step is to find the polarization vectors.
First, they are crucial for the computation of the Hamiltonian in terms of creation and
annihilation operators. Second, they are needed to construct the tensor structure in the
equal-time commutation relations of the field operators. Last but not least, the propagator
can be expressed in terms of the polarization vectors, which will be helpful to prove the
validity of the optical theorem.
To begin with, consider the following orthogonal basis of (2+1)-dimensional Minkowski
spacetime that involves the three real vectors
e(0)µ =
1√
p2
pµ, (2.19a)
e(1)µ =
1√
G
ǫµβγpβnγ , (2.19b)
e(2)µ = − 1√
p2
ǫµβγpβe
(1)
γ =
1√
p2G
(p2nµ − pµ(p · n)), (2.19c)
where G = (p · n)2 − p2n2 and nµ is an auxiliary three-vector. The three-vectors e(a)µ are
normalized according to
e(a) · e(b) = gab , (2.20)
with a = 0, 1, 2 and gab = diag(1,−1,−1). Although gab formally corresponds to the
Minkowski metric in (2+ 1) dimensions, we use another symbol here, as the indices of this
object are not Lorentz indices, but merely the labels of the vectors introduced before. In
order to ensure G > 0, we will take p2 > 0 and choose nµ as a timelike vector.
Furthermore, these vectors satisfy the completeness relation
2∑
a,b=0
gab e
(a)
µ e
(b)
ν = ηµν . (2.21)
However, note that the above basis is not suitable to describe the photon field due to the
denominator depending on
√
p2. To construct suitable polarization vectors for photons we
will proceed differently in the subsection 3.1.
Moreover, one can check that the e
(a)
µ fulfill the relations
ǫµβγpβe
(2)
γ =
√
p2e(1)µ , (2.22a)
ǫµβγpβe
(1)
γ = −
√
p2e(2)µ . (2.22b)
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With the real basis {e(a)} at hand, we look for a complex basis {ε(λ)} diagonalizing the
operator Sµν(p) of Eq. (2.8b). Our intention is to relate the propagator to the sum of
polarization tensors formed from the vectors of {ε(λ)}. This particular method was intro-
duced in [42] and applied in the context of Maxwell-Chern-Simons-like theory in (3 + 1)
dimensions. We adopt it to the theory of Eq. (2.1), as it turned out to be valuable for
checking the validity of the optical theorem. Hence, considering Eq. (2.8b) we demand
that these vectors fulfill
Sµν(p)ε
(λ)ν(p) = Λλ(p)ε
(λ)µ(p) , (2.23)
with the new label λ ∈ {0,+,−} and the eigenvalue Λλ(p) of the polarization mode λ.
We now define the complex basis as follows:
ε(0)µ = e(0)µ , (2.24a)
ε(+)µ =
e(2)µ + ie(1)µ√
2
, (2.24b)
ε(−)µ =
e(2)µ − ie(1)µ√
2
. (2.24c)
The ± modes are orthogonal to the momentum, that is, p · ε(±) = 0. By using Eqs. (2.20)
and (2.22a) one can show that
ε(λ) · ε(λ′)∗ = gλλ′ , (2.25a)
ǫµβσpβε
(±)
σ = ∓i
√
p2ε(±)µ , (2.25b)
with gλλ′ = diag(1,−1,−1). Note that the latter matrix again corresponds to the Minkowski
metric in (2 + 1) dimensions. As its indices are the labels of the vectors {ε(λ)}, we denote
it by gλλ′ .
Indeed, it is not difficult to show that the vectors of Eq. (2.24) diagonalize Sµν , i.e.,
Sµν(p)ε
(0)ν = Λ0(p)ε
(0)µ , (2.26a)
Sµν(p)ε
(+)ν = Λ+(p)ε
(+)µ , (2.26b)
Sµν(p)ε
(−)ν = Λ−(p)ε
(−)µ , (2.26c)
where the eigenvalues are given by
Λ0(p) =
p2
ξ
, (2.27a)
Λ+(p) = p
2
(
1− g
√
p2
)
, (2.27b)
Λ−(p) = p
2
(
1 + g
√
p2
)
. (2.27c)
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The dispersion relations of our theory follow from requiring that the product of eigenvalues
vanish, ∏
λ=0,±
Λλ(p) =
1
ξ
(p2)3(1− g2p2) = 0 , (2.28)
giving the dispersion relations of Eqs. (2.12a) and (2.12b) for the photon and massive ghost
mode, respectively. Hence, the vectors of the basis {ε(λ)} are solutions of the field equa-
tions when they are evaluated on-shell. Therefore, they can be interpreted as polarization
vectors.
From these relations, it is possible to show that
ε(±)µ ε
(±)∗
ν = −
1
2
(
ηµν − pµpν
p2
± iǫµβνp
β√
p2
)
, (2.29)
or
ε(±)µ ε
(±)∗
ν =
1
2
(eµν ± iǫµν) , (2.30)
where we have defined the tensors eµν and ǫµν by
eµν ≡ e(1)µ e(1)ν + e(2)µ e(2)ν = −ηµν +
pµpν
p2
, (2.31a)
ǫµν ≡ e(1)µ e(2)ν − e(1)ν e(2)µ = −
1√
p2
ǫµβνp
β . (2.31b)
Now, to make contact with the propagator Pµν of Eq. (2.9a) via the relation [42]
Pµν = −
∑
λ,λ′=0,±
gλλ′
ε
(λ)
µ ε
(λ′)∗
ν
Λλ
, (2.32)
we consider the sum over two-tensors formed from the polarization vectors.
First, we investigate the transverse part and perform the sum over ± modes. Based
on the eigenvalues of Eqs. (2.27) and the finding of Eq. (2.29), we have
ε
(+)
µ ε
(−)
ν
Λ+
+
ε
(−)
µ ε
(+)
ν
Λ−
= − 1
p2(1− g2p2)
(
ηµν − pµpν
p2
+ igǫµβνp
β
)
. (2.33)
Next, by adding the mode labeled with λ = 0 we obtain
ε
(0)
µ ε
(0)
ν
Λ0
− ε
(+)
µ ε
(−)
ν
Λ+
− ε
(−)
µ ε
(+)
ν
Λ−
=
1
p2(1− g2p2)
(
ηµν − pµpν
p2
+ igǫµβνp
β
)
+
ξpµpν
(p2)2
, (2.34)
to finally arrive at
−
∑
λ,λ′=0,±
gλλ′
ε
(λ)
µ ε
(λ′)∗
ν
Λλ
= − 1
p2(1− g2p2)
×
[
ηµν −
(
1− ξ (1− g2p2)) pµpν
p2
+ igǫµβνp
β
]
. (2.35)
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The latter is just the propagator of Eq. (2.9). Hence, the method introduced in [42, 43]
turns out to work in the context of the (2 + 1)-dimensional theory defined by Eq. (2.1), as
well.
3 Canonical quantization
In this section, we quantize the higher-derivative theory starting from the extended sym-
plectic structure provided by the Ostrogradsky formalism [37–40] applied to the context
of higher-derivative field theories [41]. The theory of Eq. (2.1) has constraints that modify
the canonical Poisson brackets rendering its quantization more involved. We compute the
Hamiltonian by choosing a particular vacuum state and show that the theory is stable, but
the associated Hilbert space is endowed with an indefinite metric. We prove that in spite
of the presence of negative-norm states, which can be interpreted as ghosts, causality is
preserved in the theory.
3.1 Constrained Hamiltonian formulation
We consider the Lagrangian (2.1) for ξ = 1 and after some integration by parts we arrive
at
L = −1
2
∂µAν∂
µAν +
1
2
gǫµβγAµ∂βAγ . (3.1)
The variational methods of higher-derivative theories [37–41] are applied to obtain the
canonical conjugated momenta to both Aµ and A˙µ. They are given by
Pµ =
∂L
∂A˙µ
− ∂Π
µ
∂t
, (3.2a)
Πµ =
∂L
∂A¨µ
, (3.2b)
respectively. The higher-order Hamiltonian follows from an extended Legendre transfor-
mation,
H =
∫
d2x
(
Pµ(x)A˙µ(x) + Π
µ(x)A¨µ(x)− L(x)
)
, (3.3)
and the canonical Poisson brackets for the extended phase space are
{Aµ(t, ~x), Pν(t, ~y)} = ηµνδ(2)(~x− ~y) , (3.4a)
{A˙µ(t, ~x),Πν(t, ~y)} = ηµνδ(2)(~x− ~y) , (3.4b)
where the remaining ones vanish.
Applying these formulas to the specific Lagrangian (3.1) one finds
Pµ = −A˙µ − g
2
ǫµ0γAγ − g
2
ǫµβγ∂βA˙γ , (3.5a)
Πµ =
g
2
ǫµβγ∂βAγ . (3.5b)
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After inserting them into Eq. (3.3), the Hamiltonian reads
H =
∫
d2x
(
−1
2
A˙µUˆ
µνA˙ν +
1
2
AµUˆ
µν∇2Aν + g
2
ǫijA˙iAj
)
, (3.6a)
where we have defined the tensor operator
Uˆµν = Uˆµν(∂) = ηµν + gǫµβν∂β . (3.6b)
Recall the Levi-Civita symbol in (2 + 1) dimensions defined below Eq. (2.2).
In order to quantize the theory, as usual, one postulates equal-time commutation
relations on the phase space variables:
[Aµ(t, ~x), Pν(t, ~y)] = iηµνδ
(2)(~x− ~y) , (3.7a)
[
A˙µ(t, ~x),Πν(t, ~y)
]
= iηµνδ
(2)(~x− ~y) , (3.7b)
where all the others are defined to vanish.
However, for constrained systems, the above commutators are not always possible
to be satisfied [44]. For instance, taking the derivative g2ǫ
µβγ∂β on the first field of the
commutator [
Aµ(t, ~x), A˙ν(t, ~y)
]
= 0 , (3.8)
producing Π(t, x), gives a relation incompatible with the commutator of Eq. (3.7b). There-
fore, the canonical structure of constraints has to be taken into consideration in order to
modify the Poisson brackets consistently. Some work in this direction has already been car-
ried out; cf. the formulation of first- and second-class constraints for the higher-derivative
Maxwell-Chern-Simons theory in [35, 45, 46]. In the latter papers, the Dirac approach
has been implemented and the reduced Hamiltonian has been obtained successfully with
second-class constraints strongly imposed to zero. The Dirac brackets together with the
reduced Hamiltonian neatly reproduce the equations of motion.
Here, in order to implement quantization we will follow an alternative method. We
will quantize the fields such that they satisfy the second-class constraints automatically via
their expansion in terms of plane waves. That is, in addition to requiring that the plane
waves propagate with energy ωp of Eq. (2.12a) and Ωp of Eq. (2.12b), respectively, we
choose the polarization vectors such that the fields satisfy the equations of motion and the
second-class constraints in the Dirac formalism. Then, we expect the fields Aµ(t, ~x) and
A˙µ(t, ~x) together with their canonical conjugate momenta to reproduce the Dirac algebra.
We verify this property for each element in appendix C. Notice, though, that the field
Aµ(t, ~x) cannot be considered physical in the sense that it does not represent propagating
degrees of freedom independent of the gauge fixing parameter ξ. In Lorenz gauge, there is
still the unphysical polarization vector associated with the mode λ = 0.
Let us consider the decomposition of our gauge field Aµ in terms of the photon and
massive ghost field of Eqs. (2.15a), (2.15b) as follows:
Aµ(x) = A¯µ(x) +Gµ(x) . (3.9)
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By inserting the decomposition into the equation of motion (2.7) with ξ = 1 and considering
the on-shell condition for the photon, A¯µ = 0, we arrive at(
ηµν + gǫµβν∂β
)
Gν = 0 . (3.10)
By taking the derivative ∂µ of Eq. (3.10), one has
∂ ·G = 0 . (3.11)
Considering all these conditions, we can write the photon field operator as
A¯µ(x) =
∫
d2~p
(2π)2
∑
λ=0,1,2
1
2ωp
[
a
(λ)
~p
e¯(λ)µ (p) e
−ip·x + a
(λ)†
~p
e¯(λ)∗µ (p) e
ip·x
]
p0=ωp
, (3.12)
with suitable annihilation and creation operators a
(λ)
~p = a
(λ)(~p) and a
(λ)†
~p = a
(λ)†(~p), re-
spectively, for the mode λ. The polarization vectors are chosen as
e¯(λ)µ (p) =
(
ηµν − 3g
2
8
pµpν +
ig
2
ǫµβνp
β
) ∣∣∣∣
p0=ωp
v(λ)ν(p) , (3.13a)
where
v(0)µ(p) = nµ , (3.13b)
v(1)µ(p) =
ǫµβγpβnγ
(p · n)
∣∣∣∣
p0=ωp
, (3.13c)
v(2)µ(p) = ǫµβγnβv
(1)
γ (p) =
pµ − nµ(p · n)
(p · n)
∣∣∣∣
p0=ωp
, (3.13d)
with a timelike auxiliary vector nµ. Note the bar on top of the symbol in Eq. (3.13a) to
distinguish these vectors from the basis {e(a)µ } introduced in Eqs. (2.19). One can check
that the latter form an orthonormal basis, i.e.
v(λ)µ v
(λ′)µ = gλλ
′
. (3.14)
Also, they satisfy the relation∑
λ,λ′
gλλ′ e¯
(λ)
µ (p)e¯
(λ′)∗
ν (p) = Tµν(p)|p0=ωp , (3.15a)
where we defined
Tµν(p) ≡ Gµν(ξ = 1, p) = ηµν − g2pµpν + igǫµβνpβ , (3.15b)
using Eq. (2.9b). According to Eq. (3.10) and the orthogonality condition of Eq. (3.11),
we write the ghost field operator as
Gµ(x) =
∫
d2~p
(2π)2
1
2Ωp
[
b~p ε¯
(+)
µ (~p) e
−ip·x + b†
~p
ε¯(+)∗µ (~p) e
ip·x
]
p0=Ωp
, (3.16)
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with another set of annihilation and creation operators b~p = b(~p) and b
†
~p
= b†(~p), respec-
tively. Furthermore, we defined the polarization vector ε¯
(+)
µ =
√
2ε
(+)
µ in terms of the one
introduced in Eq. (2.24). It may be convenient to make use of the property
ε¯(+)µ ε¯
(+)∗
ν = −Tµν(p)|p0=Ωp , (3.17)
which is equivalent to Eq. (2.30). The relation p2 = g−2 was employed to arrive at the
latter result. We impose the following algebra on the annihilation and creation operators
for the photon and ghost field:[
a
(λ)
~p
, a
(λ′)†
~k
]
= −(2π)2gλλ′2ωpδ(2)(~p − ~k) , (3.18a)
[
b~p , b
†
~k
]
= −(2π)22Ωpδ(2)(~p− ~k) . (3.18b)
Replacing the fields in Eq. (3.6a) by the field operators of Eqs. (3.12), (3.16) and using the
algebra of Eqs. (3.18a), (3.18b) and the properties of the polarization vectors, we find the
following Hamiltonian:
H = −1
4
∫
d2~p
(2π)2

∑
λ,λ′
gλλ′
(
a
(λ)
~p
a
(λ′)†
~p
+ a
(λ)†
~p
a
(λ′)
~p
)
+
(
b~p b
†
~p
+ b†
~p
b~p
) . (3.19)
We give more details of this derivation in appendix B.
By defining the vacuum as the state annihilated by the operators,
a
(λ)
~p
|0〉 = b~p|0〉 = 0 , (3.20)
for all λ, we can define the number operators associated with the photon and the ghost:
NA¯,λ = −gλλa(λ)†~p a
(λ)
~p
, (3.21a)
NG = −b†~p b~p . (3.21b)
Indeed, the above number operators satisfy the standard relations[
NA¯,λ, a
(λ′)
~p
]
= −a(λ)
~p
δλλ′ ,
[
NA¯,λ, a
(λ′)†
~p
]
= a
(λ)†
~p
δλλ′ , (3.22a)
[
NG, b~p
]
= −b~p ,
[
NG, b
†
~p
]
= b†
~p
. (3.22b)
We define n-particle states as usual by subsequently applying creation operators on the
vacuum state:
|nA¯,λ〉 =
1√
nA¯,λ!
(a
(λ)†
~p
)nA¯,λ |0〉 , |nG〉 = 1√
nG!
(b†
~p
)nG |0〉 , (3.23)
where nA¯,λ is the eigenvalue of the number operator of Eq. (3.21a) for a state of n photons
of fixed polarization λ. In an analog manner, nG is the eigenvalue of the number operator
of Eq. (3.21b) for a state of n ghosts. The metric η in the state space is given by the
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scalar product of such n-particle states [9, 47]. For photons, 〈nA¯,0|nA¯,0〉 = (−1)nA¯,0 for the
λ = 0 mode and 〈nA¯,k|nA¯,k〉 = 1 for the remaining ones with k = 1, 2. For ghosts, it holds
〈nG|nG〉 = (−1)nG . Thus, we see that the states with an odd occupation number of ghosts
have a negative norm. The metric for the photon can be written as ηA,λ = (−gλλ)NA¯,λ
with gλλ′ given under Eqs. (2.25) and that for the ghost reads ηG = (−1)NG . Hence, our
theory exhibits an indefinite metric in the Fock space of the ghost states. It is clear that
the same problem occurs for the λ = 0 mode of the photon, but this behavior is expected
and can be dealt with by the usual Gupta-Bleuler method.
In order to remove the vacuum energy, the normal-ordered Hamiltonian is introduced:
:H: =
1
2
∫
d2~p
(2π)2

∑
λ,λ′
−gλλ′NA¯,λλ′ +NG

 . (3.24)
The latter is positive definite, except for the usual λ = 0 mode of the photon again, which
must be treated with the Gupta-Bleuler formalism. Note that the ghost does lead to issues
with the positive definiteness of the Hamiltonian.
3.2 Feynman propagator
The next step is to derive the Feynman propagator at the level of field operators for the
theory based on Eq. (2.1) with ξ = 1. We use its definition as the vacuum expectation
value of the time-ordered product of field operators at different spacetime points x and y.
Hence,
DFµν(x− y) = θ(x0 − y0)D(+)µν (x− y) + θ(y0 − x0)D(−)µν (x− y) , (3.25a)
with
D(+)µν (x− y) = 〈0|Aµ(x)Aν(y)|0〉 , (3.25b)
D(−)µν (x− y) = 〈0|Aν(y)Aµ(x)|0〉 , (3.25c)
and the Heaviside step function θ(x). Using the decomposition of Eq. (3.9), we define
DFµν(x− y) = D(1)Fµν (x− y) +D(2)Fµν (x− y) , (3.26)
where the first part,
D(1)Fµν (x− y) = θ(x0 − y0)D(1)(+)µν (x− y) + θ(y0 − x0)D(1)(−)µν (x− y) , (3.27a)
is the Feynman propagator of photons with
D(1)(+)µν (x− y) = 〈0|A¯µ(x)A¯ν(y)|0〉 , (3.27b)
D(1)(−)µν (x− y) = 〈0|A¯ν(y)A¯µ(x)|0〉 . (3.27c)
Furthermore, the second part is the Feynman propagator of the ghost and it reads
D(2)Fµν (x− y) = θ(x0 − y0)D(2)(+)µν (x− y) + θ(y0 − x0)D(2)(−)µν (x− y) , (3.28a)
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where
D(2)(+)µν (x− y) = 〈0|Gµ(x)Gν(y)|0〉 , (3.28b)
D(2)(−)µν (x− y) = 〈0|Gν(y)Gµ(x)|0〉 . (3.28c)
Notice that crossed terms such as 〈0|A¯µ(x)Gν(y)|0〉 have been set to zero, since the corre-
sponding field operators commute.
Inserting the field operators of Eqs. (3.12), (3.16), we arrive at
D(1)(+)µν (z) = −
∫
d2~p
(2π)22ωp
∑
λ,λ′
gλλ′ e¯
(λ)
µ (p)e¯
(λ′)∗
ν (p)e
−ip·z , (3.29a)
D(1)(−)µν (z) = −
∫
d2~p
(2π)22ωp
∑
λ,λ′
gλλ′ e¯
(λ)
ν (p)e¯
(λ′)∗
µ (p)e
ip·z , (3.29b)
for the photon and
D(2)(+)µν (z) = −
∫
d2~p
(2π)22Ωp
ε¯(+)µ (p)ε¯
(+)∗
ν (p)e
−ip·z , (3.30a)
D(2)(−)µν (z) = −
∫
d2~p
(2π)22Ωp
ε¯(+)ν (p)ε¯
(+)∗
µ (p)e
ip·z , (3.30b)
for the ghost with zµ = xµ − yµ. To arrive at these results, we have used the algebra
of Eqs. (3.18a), (3.18b).
In the photon sector, we apply Eq. (3.15a) to express the sum over polarization tensors
in terms of the tensor Tµν of Eq. (3.15b). This leads to
D(1)Fµν (z) = −
∫
d2~p
(2π)22ωp
ei~p·~z
[
θ(z0)Tµν(~p)e
−iωpz0 + θ(−z0)Tνµ(−~p)eiωpz0
]
. (3.31)
Furthermore, in the ghost sector, we use relation (3.17) to carry out the analogous steps:
D(2)Fµν (z) =
∫
d2~p
(2π)22Ωp
ei~p·~z
[
θ(z0)Tµν(~p)e
−iΩpz0 + θ(−z0)Tνµ(−~p)eiΩpz0
]
. (3.32)
Now, we consider the following representation of the Heaviside function given by
θ(z0) =
i
2π
∫ ∞
−∞
dτ
e−iτz0
τ + iǫ
, (3.33)
where ǫ = 0+ is an infinitesimal, positive parameter. With the latter representation, we
can cast the photon propagator into the form
D(1)Fµν (z) = −
i
2π
∫
d2~p
(2π)22ωp
ei~p·~z
×
[ ∫ ∞
−∞
dτ
e−i(ωp+τ)z0
τ + iǫ
Tµν(~p) +
∫ ∞
−∞
dτ
ei(ωp+τ)z0
τ + iǫ
Tνµ(−~p)
]
. (3.34)
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Making a change of variables p0 = τ +ωp and −p0 = τ +ωp in the first and second integral,
respectively, we have
D(1)Fµν (z) = −i
∫
d2~p
(2π)32ωp
ei~p·~z
×
∫ ∞
−∞
dp0 e
−ip0z0
[
Tµν(~p, p0)
p0 − ωp + iǫ −
Tνµ(−~p,−p0)
p0 + ωp − iǫ
]
= −i
∫
CF
d3p
(2π)3
e−ip·z
Tµν(p)
p2 + iǫ
. (3.35)
To formulate the final form of the photon propagator, we used the property Tνµ(−~p,−p0) =
Tµν(~p, p0). Furthermore, we have written the integral over p0 as a contour integral in the
complex p0 plane. The contour CF is closed in the lower half plane for positive energies
and in the upper half plane for negative energies. It is passed through in counter-clockwise
direction. By evaluating the ghost part in a similar way, we obtain
D(2)Fµν (z) = i
∫
d2~p
(2π)32Ωp
ei~p·~z
×
∫ ∞
−∞
dp0 e
−ip0z0
[
Tµν(~p, p0)
p0 − Ωp + iǫ −
Tνµ(−~p,−p0)
p0 +Ωp − iǫ
]
= i
∫
CF
d3p
(2π)2
e−ip·z
Tµν(p)
p2 − g−2 + iǫ , (3.36)
by writing the integral over p0 as another contour integral along the same contour CF
introduced before. Adding the contributions of Eqs. (3.35), (3.36) results in
DFµν(z) = −i
∫
CF
d3p
(2π)3
Tµν(p)
(p2 + iǫ)(1 − g2p2 − iǫ)e
−ip·z , (3.37)
where the infinitesimal parameter ǫ is only kept at linear order. In momentum space the
Feynman propagator with the iǫ prescription is
DFµν(p) = −
Gµν(ξ = 1, p)
(p2 + iǫ)(1− g2p2 − iǫ) , (3.38)
where we have used Eq. (3.15b). The latter can be generalized to arbitrary ξ. By using
M = g−1, we reformulate it as
DFµν(ξ, p) =
M2Gµν(ξ, p)
(p2 + iǫ)(p2 −M2 + iǫ) , (3.39)
which corresponds to the inverse Pµν of Eq. (2.9) for ǫ 7→ 0.
3.3 Microcausality
Two spacetime points that cannot be connected by a light signal (or a signal propagating
with lower velocity) are called causally disconnected. In a theory with Lorentz symmetry
intact, such a set of spacetime points is separated by a spacelike interval. When Lorentz
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symmetry is violated, the causal structure is not simply determined by the Minkowski
metric, but directly by the propagation velocity of the field operator under consideration,
i.e., the interval must not necessarily be spacelike. As Lorentz symmetry is preserved for
our theory, its causal structure is, indeed, based on the Minkowski metric.
Now, field operators evaluated at such a set of spacetime points can be considered as
independent of each other, i.e., they should commute. If the latter is the case, microcausal-
ity is guaranteed for the theory under investigation. To prove microcausality for the theory
defined by Eq. (2.1), we start with the basic commutator of field operators at the points x
and y:
Dµν(x− y) = [Aµ(x), Aν(y)] . (3.40)
A direct calculation starting from Eq. (3.9) provides
[A¯µ(x), A¯ν(y)] =
∫
d2~p d2~k
(2π)44ωpωk
∑
λ,λ′
(
e¯(λ)µ (~p)e¯
∗(λ′)
ν (
~k)[a
(λ)
~p
, a
(λ′)†
~k
]e−ip·x+ik·y
+ e¯∗(λ)µ (~p)e¯
(λ′)
ν (
~k)[a
(λ)†
~p
, a
(λ′)
~k
]eip·x−ik·y
)
, (3.41)
and
[Gµ(x), Gν(y)] =
∫
d2~p d2~k
(2π)44ΩpΩk
(
ε(+)µ (~p)ε
(+)∗
ν (
~k)[ b~p, b
†
~k
] e−ip·x+ik·y
+ ε(+)∗µ (~p)ε
(+)
ν (
~k)[b†
~p
, b~k]e
ip·x−ik·y
)
. (3.42)
Hence, it is important to study the commutator for the photon and the ghost separately,
as the corresponding field operators are considered as independent of each other. By using
the algebra of Eqs. (3.18) and the properties of the polarization vectors of Eqs. (3.15a) and
(3.17), we arrive at
Dµν(x− y) = −
∫
d2~p
(2π)2
1
2ωp
(
Tµν(~p, ωp)e
−ip·(x−y) − Tνµ(~p, ωp)eip·(x−y)
)
+
∫
d2~p
(2π)2
1
2Ωp
(
Tµν(~p,Ωp)e
−ip·(x−y) − Tνµ(~p,Ωp)eip·(x−y)
)
, (3.43)
where we employed the tensor Tµν of Eq. (3.15b). We define z = x − y and perform a
change of variables ~p→ −~p in the second contribution above, to obtain
Dµν(z) = −
∫
d2~p
(2π)2
ei~p·~z
2ωp
(
Tµν(~p, ωp)e
−iωpz0 − Tνµ(−~p, ωp)eiωpz0
)
+
∫
d2~p
(2π)2
ei~p·~z
2Ωp
(
Tµν(~p,Ωp)e
−iΩpz0 − Tνµ(−~p,Ωp)eiΩpz0
)
. (3.44)
Since Tνµ(−~p, p0) = Tµν(~p,−p0), we can introduce another contour integral in the complex
p0 plane along a contour C that encircles all poles in counter-clockwise direction:
Dµν(z) = i
∫
d2~p
(2π)2
∫
C
dp0
2π
(
Tµν(~p, p0)
(p0 + ωp)(p0 − ωp) −
Tµν(~p, p0)
(p0 +Ωp)(p0 − Ωp)
)
e−ip·z . (3.45)
17
Note that the contour C is different from the contour CF that we employed in the context
of the Feynman propagator in Sec. 3.2. Therefore,
Dµν(z) = i
∫
C
d3p
(2π)3
Tµν(p)
p2(1− g2p2)e
−ip·z . (3.46)
To prove that this expression vanishes outside the light cone, that is, for (x− y)2 < 0, we
can perform a Lorentz transformation of the coordinates to a frame where x0− y0 = 0 and
compute the integral in this new frame. Thus, we focus on the integral over p0,
Iµν =
∫
C
dp0
Tµν(p)
p2(1− g2p2) (3.47)
= − 1
g2
∫
C
dp0
Tµν(p)
(p0 − ωp)(p0 + ωp)(p0 − Ωp)(p0 +Ωp) ,
whose result is given by
−g2Iµν =
[
Tµν(~p, ωp)
2ωp(ω2p −Ω2p)
− Tµν(~p,−ωp)
2ωp(ω2p − Ω2p)
]
+
[
Tµν(~p,Ωp)
2Ωp(Ω2p − ω2p)
− Tµν(~p,−Ωp)
2Ωp(Ω2p − ω2p)
]
. (3.48)
Now we use the explicit form of the tensor Tµν in Eq. (3.15b). The terms proportional to
ηµν cancel for each contribution enclosed in parentheses as well as those proportional to
g2pipj and igǫ0ijp
i. The only terms that survive are proportional to g2p0pi and igǫi0jp0.
However, these cancel due to the identity
ωp
ωp(ω2p − Ω2p)
+
Ωp
Ωp(Ω2p − ω2p)
= 0 , (3.49)
whereupon Iµν = 0 and Dµν = 0 in the particular frame considered. Lorentz invariance
allows us to generalize this finding to an arbitrary frame. We conclude that the theory is
microcausal, since the commutator of two field operators vanishes when they are evaluated
at causally disconnected spacetime points.
4 Perturbative unitarity
In the previous sections we have seen that the theory defined by (2.1) develops an indef-
inite metric in the Hilbert space of states due to higher-time derivatives present in the
Lagrangian. This metric is responsible for negative-norm states and could possibly induce
a violation of unitarity. As a consequence of this, the normal probabilistic interpretation
of quantum theory would be undermined.
Unitarity can be investigated in various ways. A reasonable method for a free theory is
to study the condition of reflection positivity [48]. However, in the presence of interactions,
computations based on the optical theorem in perturbation theory [49] are better under
control. In this context, imaginary parts of forward scattering amplitudes are compared
to cross sections of processes corresponding to cut Feynman diagrams. In the forthcoming
subsections we check the validity of unitarity of the theory via reflection positivity and the
optical theorem.
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4.1 Reflection positivity
Reflection positivity is a property of a scalar two-point function in Euclidean space that
guarantees the validity of unitarity of the corresponding free field theory in Minkowski
spacetime. It is primarily used in the context of lattice gauge theory, but also found
application in proofs of unitarity for Lorentz-violating theories (see, e.g., [50–52] for appli-
cations to Maxwell-Chern-Simons theory in (3 + 1) dimensions, modified Maxwell theory,
and higher-derivative theories of fermions).
We will make some simplifications as follows. Let us consider the combination of poles
in the scalar propagator function
K(p0, ~p) =
M2
p2(p2 −M2) , (4.1)
whose form is taken from Eq. (2.9a). We can rearrange the latter as
K(p0, ~p) = − 1
p2
+
1
p2 −M2 . (4.2)
Now we go to Euclidean space with the replacement p0 → ip3
K(p0, ~p) 7→ KE(p3, ~p) = 1
p2E
− 1
p2E +M
2
. (4.3)
The weak version of reflection positivity requires that the one-dimensional Fourier trans-
form of the latter Euclidean propagator function with respect to p3 be nonnegative. Com-
puting this Fourier transform leads to
KE(x3, |~p|) =
∫ ∞
−∞
dp3KE(p3, |~p|)e−ip3x3
=
∫ ∞
−∞
dp4
e−ip3x3
p23 + ~p
2
−
∫ ∞
−∞
dp3
e−ip3x3
p23 + ~p
2 +M2
= π

exp(−|x3||~p|)
|~p| −
exp
(
−|x3|
√
~p 2 +M2
)
√
~p 2 +M2

 . (4.4)
We see that the latter expression is nonnegative for all momentummagnitudes |~p| (cf. Fig. 1).
However, it should be noted that the condition of reflection positivity refers to the scalar
part of the two-point function only. Also, it does not take into account interactions. There-
fore, reflection positivity does not provide a complete understanding of unitarity when the
tensor structure of the two-point function and interactions are taken into consideration.
To check the validity of unitarity more thoroughly, it is wise to go beyond this technique
and, for instance, use the optical theorem. In the next section, we give an example in which
a study of the optical theorem with the complete structure of poles and polarization vectors
is indispensable.
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Figure 1. Plot of the function KE(x3, |~p|) of Eq. (4.4) for x3 = 2 and M = 2 as a function of |~p|.
4.2 Electron-positron annihilation at tree-level
Our intention is to check the perturbative validity of the optical theorem for the theory
defined by Eq. (2.1). To do so, we have to couple the modified photon theory to standard
fermions in (2 + 1) dimensions, i.e., we will consider a modified QED in three dimen-
sions (QED3). A summary on a theory of Dirac spinors in (2 + 1) dimensions is given in
appendix D. We then write the total Lagrange density as
Ltot = L+ Lψ,γ , (4.5a)
Lψ,γ = ψ[γµ(i∂µ − eAµ) +m]ψ , (4.5b)
with L given by Eq. (2.1). Here, e is the electric charge, m the fermion mass, ψ is a
four-component Dirac spinor, and γµ the set of three Dirac matrices of Eq. (D.5). Note
that Lorentz indices run over 0, 1, 2.
The optical theorem establishes a connection between the forward-scattering ampli-
tude of a particular particle physics process and the decay rates or total cross sections
of processes that are obtained by cutting the Feynman diagram of the forward-scattering
amplitude into two pieces. We will study processes at tree-level and one-loop order that
involve the gauge-field propagator (2.9a) of the theory [53, 54]. Let us start with for-
ward scattering (polarized) electron-positron annihilation e+e− → e+e− of Fig. 2. The
corresponding amplitude is given by
iMF = v¯(p2)(−ieγµ)u(p1)
(−iDFµν(ξ, q)) u¯(p1)(−ieγν)v(p2) , (4.6)
with the Feynman propagator of Eq. (3.39) and q = p1 + p2. Particle and antiparticle
spinors of a particular spin projection are denoted as u(p) and v(p), respectively, and
correspond to those of Eqs. (D.14), (D.15). Considering polarized scattering is not crucial
for the verification of the optical theorem, though. It just simplifies the expressions, as
the polarizations of the incoming and outgoing particles need not be averaged or summed
over. Note also that we suppress the spin index for external spinors. Now, we can write
MF = e2Mµ(p1, p2)DFµν(ξ, q)M†ν(p1, p2) , (4.7)
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where
Mµ(p1, p2) = v¯(p2)γµu(p1) , (4.8)
M†ν(p1, p2) = u¯(p1)γνv(p2) . (4.9)
The process that results from cutting the diagram of the forward scattering amplitude into
two pieces is the production of a modified photon by an electron positron pair. In contrast
to what happens in standard QED, the cross section of this process is not necessarily
equal to zero due to energy-momentum conservation. The reason is the presence of the
massive ghost, which can render the process possible. In this case, the condition of energy
conservation can be evaluated in the center-of-mass frame: |~p1| = |~p2| = 1/2g. Therefore,
it will be sufficient to prove unitarity by considering the contributions to the imaginary
part (or discontinuity) of the amplitude for the massive ghost.
In the forward scattering amplitude of Eq. (4.7) an integral over the three-momentum
q of the final state can be introduced that is canceled again by the three-dimensional δ
function of total energy-momentum conservation (which is equivalent to energy-momentum
conservation at each vertex):
MF = e2
∫
d3q
(2π)3
MµDFµν(ξ, q)M†ν(2π)3δ(3)(p1 + p2 − q) . (4.10)
By inserting the Feynman propagator of Eq. (3.39), we have
MF = e2M2
∫
d3q
(2π)3
MµGµν(ξ, q)M†ν
(q2 + iǫ)(q2 −M2 + iǫ) (2π)
3δ(3)(p1 + p2 − q) . (4.11)
As the three-momentum q is on-shell, we can use the Ward identity to get rid of all
terms in the propagator proportional to this momentum: qµMµ = 0. Doing so, allows for
instating the tensor Tµν of Eq. (3.15b).
It is useful to recall that
M2
(q2 + iǫ)(q2 −M2 + iǫ) = −
1
q2 + iǫ
+
1
q2 −M2 + iǫ . (4.12)
Figure 2. Polarized forward scattering electron-positron annihilation where a cut of the gauge
field propagator is indicated by the dashed line. The three-momenta of the incoming particles are
p1, p2 where the three-momentum of the intermediate modified photon is denoted as p.
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By using the latter, we can decompose the denominator into two parts:
MF = −e2
∫
d3q
(2π)3
[MµTµν(q)M†ν
q2 + iǫ
− M
µTµν(q)M†ν
q2 −M2 + iǫ
]
(2π)3δ(3)(p1 + p2 − q) . (4.13)
Now we insert the expression for Tµν in terms of polarization vectors given in Eqs. (3.15a),
(3.17) and obtain
MF = −e2
∫
d3q
(2π)3


∑
λ,λ′
(
Mµe¯(λ)µ
)
gλλ′
(
M†ν e¯(λ′)∗ν
)
q2 + iǫ
+
(
Mµε¯(+)µ
)(
M†ν ε¯(+)∗ν
)
q2 −M2 + iǫ


× (2π)3δ(3)(p1 + p2 − q) . (4.14)
Since it is not possible to satisfy energy-momentum conservation and the dispersion relation
for the photon at the same time, the first contribution is zero. We are then left with
MF = −e2
∫
d3q
(2π)3
|Mµε¯(+)µ (q)|2
(q0 +Ωq − iǫ)(q0 − Ωq + iǫ)(2π)
3δ(3)(p1 + p2 − q) . (4.15)
We perform the integration over q0 by defining the center-of mass energy
√
s = p01+p
0
2 and
use the property of the δ function. This leads to
MF (s) = −e2
∫
d2~q
(2π)3
|Mµε¯(+)µ (Ωq, ~q)|2
(
√
s+Ωq − iǫ)(
√
s− Ωq + iǫ)(2π)
3δ(2)(~p1 + ~p2 − ~q) . (4.16)
The imaginary part of the amplitude can be evaluated by using the identity
lim
ǫ→0+
1
x± iǫ = P
(
1
x
)
∓ iπδ(x) , (4.17)
where P denotes the principal value. We also consider
2Ωq
(
√
s+Ωq − iǫ)(
√
s−Ωq + iǫ) =
1√
s− Ωq + iǫ −
1√
s+Ωq − iǫ . (4.18)
The result is
Im(MF (s)) = e2
∫
d2~q
(2π)3
|Mµε¯(+)µ (Ωq, ~q)|2(2π)3δ(2)(~p1 + ~p2 − ~q)
× π
2Ωq
[
δ(
√
s− Ωp) + δ(
√
s+Ωq)
]
. (4.19)
Figure 3. After cutting the photon propagator in the diagram of Fig. 2, the sum over intermediate
states in both directions of the energy flow is considered.
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The second δ function in Eq. (4.19) involves a non-zero contribution coming from the
possibility of negative energies. This can be seen in the following way. From the definition
of the Feynman propagator one has
DFµν(z0, ~z) = θ(z0)D
(+)
µν (z0, ~z) + θ(−z0)D(−)µν (z0, ~z) , (4.20)
Performing a coordinate Poincare´ transformation, for instance, a constant time translation
that adds a constant purely timelike three-vector to z such that z0 → −z0, one has
DFµν(−z0, ~z) = θ(−z0)D(+)µν (−z0, ~z) + θ(z0)D(−)µν (−z0, ~z) . (4.21)
The interpretation is that negative energies occur in the opposite flow of time. This is
precisely the reason why we include the second δ function in Eq. (4.19). In the literature, the
latter is sometimes represented by a cut with a shaded region indicating the corresponding
direction of energy flow [14].
Finally, we can write
2Im(MF (s)) = e2
∫
d3q
(2π)3
|Mµε¯(+)µ (q)|2(2π)3δ(3)(p1 + p2 − q)
× (2π)δ(q2 −M2) [θ(q0) + θ(−q0)] , (4.22)
which represents the sum of diagrams with energy flow in the positive and negative direction
as represented in Fig. 3.
The result shows that the optical theorem is valid at tree-level for this process with
a modified photon propagator included. Thus, we conclude that unitarity is conserved at
tree level, as the details of the external legs are not crucial. One can consider the negative-
metric field Gµ(x) to be physical as long as the high mass M is constrained to scales of
the order of few hundred TeVs, beyond observational physics, but far below the Planck
mass. In spite of not being necessary for this process, one could require that all physical
asymptotic particles be restricted to a Hilbert space with a positive-definite metric. In this
case, the consideration of the Lee-Wick prescription also leads to unitarity conservation in
a trivial way [8, 9, 11].
4.3 Compton scattering at one-loop level
Our next step is to study unitarity when virtual ghosts arise in loop diagrams. We analyze
the optical theorem for the (polarized) Compton scattering process of Fig. 4. The forward
scattering amplitude at one-loop level for this process in the extended Maxwell-Chern-
Simons theory in (2 + 1) dimensions given by the Lagrangian (2.1) reads
iM = ǫ(λ)∗β (k)u¯(p′)(−ieγβ)
(
i(/p+m)
p2 −m2 + iǫ
)
(−ieγµ)
∫
d3q
(2π)3
i(/p − /q +m)
(p− q)2 −m2 + iǫ
× (−iDFµν(q))(−ieγν)
(
i(/p+m)
p2 −m2 + iǫ
)
(−ieγα)u(p′)ǫ(λ)α (k) , (4.23)
where the external electrons and photons are considered as polarized. The fermion propa-
gator for (2 + 1)-dimensional Dirac theory of Eq. (D.12) has been inserted. For simplicity,
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we choose the particular gauge fixing parameter ξ = 1 and employ the Feynman propagator
of Eq. (3.38). We introduce the following short-hand notation for expressions formed from
external spinors and polarization vectors:
J
(λ)
1 (p
′, k) = ǫ∗β(k)u¯(p
′)γβ , (4.24a)
J
(λ)
2 (p
′, k) = γαu(p′)ǫ(λ)α (k) , (4.24b)
and rewrite the denominators of Eq. (4.23) in terms of the poles. We also work in the
center-of-mass frame where ~p = ~0 and use Eq. (4.12) to obtain
iM = e4J (λ)1 (p′, k)
(
/p+m
p2 −m2 + iǫ
)
γµ
∫
d3q
(2π)3
/p− /q +m
(q0 − p0 − Eq + iǫ)(q0 − p0 + Eq − iǫ)
× Tµν(q)
[
1
(q0 − ωq + iǫ)(q0 + ωq − iǫ) −
1
(q0 − Ωq + iǫ)(q0 +Ωq − iǫ)
]
× γν
(
/p+m
p2 −m2 + iǫ
)
J
(λ)
2 (p
′, k) . (4.25)
Let us decompose the amplitude into a sum of amplitudes via
M = M(1) +M(2) , (4.26a)
with
iM(1) = e4J (λ)1 (p′, k)
(
/p+m
p2 −m2 + iǫ
)
γµ
×
∫
d2~q dq0
(2π)3
/p− /q +m
(q0 − p0 − Eq + iǫ)(q0 − p0 + Eq − iǫ)
× Tµν(q)
(q0 − ωq + iǫ)(q0 + ωq − iǫ)γ
ν
(
/p+m
p2 −m2 + iǫ
)
J
(λ)
2 (p
′, k) , (4.26b)
Figure 4. Forward Compton scattering with one-loop correction of the fermion propagator in-
cluded. The cut of both propagators is indicated by a dashed line. The external three-momenta
are given by k and p′.
24
and
iM(2) = −e4J (λ)1 (p′, k)
(
/p+m
p2 −m2 + iǫ
)
γµ
×
∫
d2~q dq0
(2π)3
/p− /q +m
(q0 − p0 − Eq + iǫ)(q0 − p0 + Eq − iǫ)
× Tµν(q)
(q0 − Ωq + iǫ)(q0 +Ωq − iǫ)γ
ν
(
/p+m
p2 −m2 + iǫ
)
J
(λ)
2 (p
′, k) . (4.26c)
Our next step is to integrate over the complex variable q0 by using the residue theorem
and closing the contour in the lower half plane of the complex q0 plane. Each integrand
has two contributing poles leading to four poles q0 = zi (i = 1 . . . 4), in total. For the first
integrand we have
z1 = p0 + Eq − iǫ , (4.27a)
z2 = ωq − iǫ , (4.27b)
where Eq is the dispersion relation (D.13) of a massive fermion in (2+ 1) dimensions. The
poles of the second integrand are given by
z3 = p0 + Eq − iǫ , (4.28a)
z4 = Ωq − iǫ . (4.28b)
We arrive at
M(1) = e4J (λ)1 (p′, k)
(
/p+m
p2 −m2
)
γµ
∫
d2~q
(2π)2
(/p− /q +m)Tµν(q)
× (Res(z1) + Res(z2)) γν
(
/p+m
p2 −m2
)
J
(λ)
2 (p
′, k) , (4.29)
and
M(2) = −e4J (λ)1 (p′, k)
(
/p+m
p2 −m2
)
γµ
∫
d2~q
(2π)2
(/p− /q +m)Tµν(q)
× (Res(z3) + Res(z4)) γν
(
/p+m
p2 −m2
)
J
(λ)
2 (p
′, k) , (4.30)
with the residues
Res(z1) =
−1
2Eq(p0 + Eq − ωq)(p0 + Eq + ωq − iǫ) , (4.31a)
Res(z2) =
−1
2ωq(p0 +Eq − ωq)(p0 − Eq − ωq + iǫ) , (4.31b)
and
Res(z3) =
−1
2Eq(p0 + Eq − Ωq)(p0 + Eq +Ωq − iǫ) , (4.32a)
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Res(z4) =
−1
2Ωq(p0 +Eq − ωq)(p0 − Eq − Ωq + iǫ) , (4.32b)
where we have rescaled the parameter ǫ and set ǫ→ 0 where it is not important.
Our amplitude M of Eq. (4.25) considered as an analytic function of the complex
variable p0 has a branch cut along the real axis. In order to extract the imaginary part of
the diagram we will compute the imaginary part of the residues by using the identity (4.17).
We obtain
Im(Res(z1)) =
πδ(p0 + ωp + Eq)
4ωqEq
, (4.33a)
Im(Res(z2)) =
πδ(p0 − ωp − Eq)
4ωqEq
, (4.33b)
Im(Res(z3)) =
πδ(p0 +Ωp +Eq)
4ΩqEq
, (4.33c)
Im(Res(z4)) =
πδ(p0 − Ωp −Eq)
4ΩqEq
. (4.33d)
We can then write the imaginary parts of the amplitudes as
Im(M(1)) = e4J (λ)1 (p′, k)
(
/p+m
p2 −m2
)
γµ
∫
d2~q
(2π)3
(/p − /q +m)Tµν(q) (4.34)
× (2π)π
4ωqEq
[δ(p0 − ωp − Eq) + δ(p0 + ωp + Eq)] γν
(
/p+m
p2 −m2
)
J
(λ)
2 (p
′, k) ,
and in the same way
Im(M(2)) = −e4J (λ)1 (p′, k)
(
/p+m
p2 −m2
)
γµ
∫
d2~q
(2π)3
(/p − /q +m)Tµν(q) (4.35)
× (2π)π
4ΩqEq
[δ(p0 − Ωp −Eq) + δ(p0 +Ωp + Eq)] γν
(
/p+m
p2 −m2
)
J
(λ)
2 (p
′, k) .
Now, we define
q = k1 , (4.36a)
p− q = k2 , (4.36b)
and use energy conservation expressed by the δ functions δ(p0±Ωp±Eq) and δ(p0±ωp±Eq).
Furthermore, we employ the relation
∫
d2~q
(2π)3
=
∫
d2~k1
(2π)3
∫
d2~k2
(2π)3
(2π)3δ(2)(~p− ~k1 − ~k2) , (4.37)
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to write the integrals over the spatial momentum components as integrals over three-
momenta:
2Im(M(1)) = e4J (λ)1 (p′, k)
(
/p+m
p2 −m2
)
γµ
{∫
d3k1
(2π)3
∫
d3k2
(2π)3
(/k2 +m)
× Tµν(k1)
[
2πδ(k01 − ωk1)2πδ(k02 − Ek2)
(2ωk1)(2Ek2)
+
2πδ(k01 + ωk1)2πδ(k
0
2 + Ek2)
(2ωk1)(2Ek2)
]
(2π)3δ(3)(p− k1 − k2)
}
× γν
(
/p+m
p2 −m2
)
J
(λ)
2 (p
′, k) , (4.38)
and
2Im(M(2)) = −e4J (λ)1 (p′, k)
(
/p+m
p2 −m2
)
γµ
{∫
d3k1
(2π)3
∫
d3k2
(2π)3
(/k2 +m)
× Tµν(k1)
[
2πδ(k01 − Ωk1)2πδ(k02 − Ek2)
(2Ωk1)(2Ek2)
+
2πδ(k01 +Ωk1)2πδ(k
0
2 + Ek2)
(2Ωk1)(2Ek2)
]
(2π)3δ(3)(p− k1 − k2)
}
× γν
(
/p+m
p2 −m2
)
J
(λ)
2 (p
′, k) . (4.39)
Recall the relations (3.15a), (3.17) for the gauge polarization vectors. Furthermore, we
apply the completeness relation (D.17a) for standard particle spinors in (2+1) dimensions
to this particular case, i.e., ∑
s
u(s)(k2)u¯
(s)(k2) = /k2 +m, (4.40)
where the sum runs over the spin projection s of the fermion. Note that this spinor index
is kept explicitly. We can then write
2Im(M(1)) =
∑
s,λ′,λ′′
∫
d3k1
(2π)3
∫
d3k2
(2π)3
{
− ie2J1(p′, k)
(
/p+m
p2 −m2
)
γµu(s)(k2)e¯
(λ′)
µ (k1)
}
× gλ′λ′′
{
ie2e¯(λ
′′)∗
ν (k1)u¯
(s)(k2)γ
ν
(
/p+m
p2 −m2
)
J2(p
′, k)
}
× 2πδ(k21)2πδ(k22 −m2)(2π)3δ(3)(p− k1 − k2)
× [θ(k01)θ(k02) + θ(−k01)θ(−k02)] , (4.41)
and
2Im(M(2)) =
∑
s
∫
d3k1
(2π)3
∫
d3k2
(2π)3
{
− ie2J (λ)1 (p′, k)
(
/p+m
p2 −m2
)
γµu(s)(k2)ε¯
(+)
µ (k1)
}
×
{
ie2ε¯(−)ν (k1)u¯
(s)(k2)γ
ν
(
/p+m
p2 −m2
)
J
(λ)
2 (p
′, k)
}
× 2πδ(k21 −M2)2πδ(k22 −m2)(2π)3δ(3)(p − k1 − k2)
× [θ(k01)θ(k02) + θ(−k01)θ(−k02)] . (4.42)
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In this way we obtain
2Im(M(1)) =
∑
s,λ′,λ′′
∫
d3k1
(2π)3
∫
d3k2
(2π)3
{
− ie2J1(p′, k)
(
/p+m
p2 −m2
)
J
(λ′)
2 (k2, k1)
}
× gλ′λ′′
{
ie2J
(λ′′)
1 (k2, k1)
(
/p+m
p2 −m2
)
J
(λ)
2 (p
′, k)
}
× 2πδ(k21 −M2)2πδ(k22 −m2)(2π)3δ(3)(p− k1 − k2)
× [θ(k01)θ(k02) + θ(−k01)θ(−k02)] , (4.43)
and
2Im(M(2)) =
∑
s
∫
d3k1
(2π)3
∫
d3k2
(2π)3
{
− ie2J (λ)1 (p′, k)
(
/p+m
p2 −m2
)
J
(+)
2 (k2, k1)
}
×
{
ie2J
(−)
1 (k2, k1)
(
/p+m
p2 −m2
)
J
(λ)
2 (p
′, k)
}
× 2πδ(k21 −M2)2πδ(k22 −m2)(2π)3δ(3)(p − k1 − k2)
× [θ(k01)θ(k02) + θ(−k01)θ(−k02)] , (4.44)
where
J
(+)
2 (k2, k1) = γ
µu(s)(k2)ε¯
(+)
µ (k1) , (4.45a)
J
(−)
1 (k2, k1) = ε¯
(−)
ν (k1)u¯
(s)(k2)γ
ν . (4.45b)
Let us define
Mphoton = −ie2J (λ)1 (p′, k)
(
/p+m
p2 −m2
)
J
(λ′)
2 (k2, k1) , (4.46)
and
Mghost = −ie2J (λ)1 (p′, k)
(
/p+m
p2 −m2
)
J
(+)
2 (k2, k1) . (4.47)
Thus, we can express both imaginary parts as
2Im(M(1)) =
∑
s,λ′,λ′′
∫
d3k1
(2π)3
∫
d3k2
(2π)3
|Mphoton|22πδ(k21)2πδ(k22 −m2)
× (2π)3δ(3)(p− k1 − k2)
[
θ(k01)θ(k
0
2) + θ(−k01)θ(−k02)
]
, (4.48)
and
2Im(M(2)) =
∑
s
∫
d3k1
(2π)3
∫
d3k2
(2π)3
|Mghost|22πδ(k21 −M2)2πδ(k22 −m2)
× (2π)3δ(3)(p− k1 − k2)
[
θ(k01)θ(k
0
2) + θ(−k01)θ(−k02)
]
. (4.49)
The sum in Eq. (4.48) runs over the spin projection of the fermion and the polarization
of the photon that were put on-shell by cutting the diagram of the forward scattering
amplitude (cf. Fig. 5). Note that the sum in Eq. (4.49) only runs over the spin projection
of the fermion, as a single mode only is associated with the ghost. So, we conclude that the
optical theorem and, therefore, unitarity continue being valid at one-loop order, as well.
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Figure 5. Sum over intermediate states and energy flow in the cut Compton diagram of Fig. 4.
5 Conclusions and outlook
In this paper, we considered a higher-derivative Chern-Simons-type modification of elec-
trodynamics in (2 + 1) dimensions. We decomposed the Lagrangian of the model into a
physical and a ghost sector and obtained the polarization vectors for the corresponding
modes. In addition, the propagator of the theory was computed and it was demonstrated
how it can be expressed in terms of the polarization vectors. Based on these findings, we
performed the canonical quantization of the theory and studied its perturbative unitarity
at both tree-level and one-loop order by checking the validity of the optical theorem.
Throughout this paper, we explicitly demonstrated that reflection positivity, known as
a sufficient condition for unitarity, is not satisfied. However, we also showed that we do not
need to restrict the Hilbert space of asymptotic states. Instead, we can preserve unitarity
at tree-level and one-loop order by just using the usual cutting rules of Feynman diagrams
and amplitudes to guarantee the validity of the optical theorem. It is not necessary to
assume that the ghost mass is of the order of the Planck mass. On the contrary, it is
sufficient to require that it be of the order of the maximum observed energy. Clearly,
one can expect that the situation at higher order in perturbation theory will not be very
different.
It is also reasonable to expect that these results can be generalized naturally to the
four-dimensional case where the higher-derivative Chern-Simons-like term breaks Lorentz
symmetry. Some preliminary studies of unitarity in this alternative theory have been
carried out in [53] where, however, the Lee-Wick prescription has been applied. We intend
to carry out these further developments in our forthcoming paper.
Moreover, our opinion is that the results obtained here could serve as a base to explicitly
define classes of higher-derivative theories consistent with the requirement of unitarity. As
we hope, a violation of reflection positivity does not pose an obstacle for preserving unitarity
as it was observed in this paper. In particular, our methodology could be useful for studies
of various higher-derivative extensions of gravity including the Lorentz-breaking ones. We
hope that this methodology will help to solve the problem of formulating a perturbatively
consistent gravity model.
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A Dirac formalism
We follow the Dirac procedure to reduce second-class constraints from the higher-derivative
theory based on the Lagrangian (2.1) to zero [35] and to find the Dirac brackets. From
Eqs. (3.5a) and (3.5b), we have four primary second-class constraints
χ0(t, ~x) = Π
0(t, ~x)− g
2
ǫij∂iAj(t, ~x) , (A.1a)
χ1(t, ~x) = P0(t, ~x) + A˙0(t, ~x) +
g
2
ǫij∂iA˙j(t, ~x) , (A.1b)
ϕi(t, ~x) = Πi(t, ~x) +
g
2
ǫijA˙j(t, ~x)− g
2
ǫij∂jA0(t, ~x) . (A.1c)
The non-vanishing elements of the algebra are
{χ1(t, ~x), χ0(t, ~y)} = δ(2)(~x− ~y) , (A.2a){
ϕi(t, ~x), χ1(t, ~y)
}
= −gǫij∂j δ(2)(~x− ~y) , (A.2b){
ϕi(t, ~x), ϕj(t, ~y)
}
= gǫijδ(2)(~x− ~y) . (A.2c)
The convention we use is that the derivatives act on the first set of spatial variables named
~x, in general. To begin, let us introduce the notation ϕA = (χ0, χ1, ϕ
i), with A = 0¯, 1¯, 1, 2
and i = 1, 2. The matrix of the second-class constraints will be denoted by
CAB(t; ~x, ~y) = {ϕA(t, ~x), ϕB(t, ~y)} . (A.3)
From Eq. (A.2c) we have
CAB =


0 −1 0 0
1 0 −g∂2 g∂1
0 −g∂2 0 g
0 g∂1 −g 0

 δ(2)(~x− ~y) . (A.4)
The inverse matrix is (where the δ function is not inverted):
C−1AB =


0 1 −∂1 −∂2
−1 0 0 0
−∂1 0 0 −1/g
−∂2 0 1/g 0

 δ(2)(~x− ~y) . (A.5)
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The nonzero components are
C−1
0¯1¯
(~x, ~y) = −C−1
1¯0¯
(~x, ~y) = δ(2)(~x− ~y) , (A.6a)
C−1
0¯i
(~x, ~y) = C−1
i0¯
(~x, ~y) = −∂iδ(2)(~x− ~y) , (A.6b)
C−1ij (~x, ~y) = −
1
g
ǫijδ(2)(~x− ~y), i, j = 1, 2 . (A.6c)
The Dirac brackets are defined by
{X,Y }∗ = {X,Y } − {X,ϕA} C−1AB {ϕB , Y } . (A.7)
We promote the Dirac algebra to the equal-time commutators satisfied by the fields and
obtain [
A0(t, ~x), A˙0(t, ~y)
]
= −iδ(2)(~x− ~y) , (A.8a)
[A0(t, ~x), P0(t, ~y)] = iδ
(2)(~x− ~y) , (A.8b)
[
A0(t, ~x), P
i(t, ~y)
]
=
ig
2
ǫij∂j δ
(2)(~x− ~y) , (A.8c)
[
A˙i(t, ~x), A˙j(t, ~y)
]
= − i
g
ǫijδ(2)(~x− ~y) , (A.8d)
[
A˙i(t, ~x), A˙0(t, ~y)
]
= −i∂i δ(2)(~x− ~y) , (A.8e)
[
A˙i(t, ~x), P0(t, ~y)
]
=
i
2
∂i δ
(2)(~x− ~y) , (A.8f)
[
A˙i(t, ~x), P
j(t, ~y)
]
=
ig
2
ǫjk∂i∂kδ
(2)(~x− ~y) , (A.8g)
[
A˙i(t, ~x),Π
j(t, ~y)
]
=
i
2
δij δ
(2)(~x− ~y) , (A.8h)
[
P0(t, ~x),Π
i(t, ~y)
]
=
ig
4
ǫij∂j δ
(2)(~x− ~y) , (A.8i)
[
Π0(t, ~x), P
i(t, ~y)
]
= − ig
2
ǫij∂j δ
(2)(~x− ~y) , (A.8j)
[
Πi(t, ~x),Πj(t, ~y)
]
= − ig
4
ǫijδ(2)(~x− ~y) . (A.8k)
Note that the momentum Pµ has been changed in comparison to that employed in Ref. [35]
and, consequently, we have obtained a different algebra.
B The Hamiltonian
The current section delivers a detailed demonstration on how the Hamiltonian of the theory
given by Eq. (2.1) can be expressed in terms of creation and annihilation operators. We
consider the Hamiltonian (3.6a) written as
H = HA¯ +HG , (B.1)
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where by using the decomposition (3.9) we have
HA¯ =
∫
d2x
(
−1
2
˙¯Aµ(Uˆ
µν) ˙¯Aν +
1
2
A¯µ(Uˆ
µν)∇2A¯ν
)
, (B.2)
HG =
g
2
∫
d2x ǫijG˙iGj . (B.3)
Above, we have applied the equation of motion (3.10) for the ghost and A¯µ = 0 for the
photon.
Let us define
Hkin
A¯
= −1
2
∫
d2x ˙¯AµUˆ
µν ˙¯Aν , (B.4)
Hpot
A¯
=
1
2
∫
d2x A¯µUˆ
µν∇2A¯ν . (B.5)
Inserting the photon field operator of Eq. (3.12), the first contribution reads
Hkin
A¯
=
1
8
∫
d2~p
(2π)2
∑
λ,λ′
[
a
(λ)
~p a
(λ′)
−~p e¯
(λ)
µ (~p)U
µν
−~p e¯
(λ′)
ν (−~p)e−2iω~px0
− a(λ)~p a
(λ′)†
~p e¯
(λ)
µ (~p)U
µν∗
~p e¯
(λ′)∗
ν (~p)− a(λ)†~p a
(λ′)
~p e¯
(λ)∗
µ (~p)U
µν
~p e¯
(λ′)
ν (~p)
+ a
(λ)†
~p
a
(λ′)†
−~p
e¯(λ)∗µ (~p)U
µν∗
−~p
e¯(λ
′)∗
ν (−~p)e2iω~px0
]
, (B.6)
where Uµν
~p
= (ηµν − igǫµβνpβ)p0=ωp corresponds to Eq. (3.6b) in momentum space.
In the same way,
Hpot
A¯
= −1
8
∫
d2~p
(2π)2
∑
λ,λ′
~p 2
ω2
~p
[
a
(λ)
~p
a
(λ′)
−~p
e¯(λ)µ (~p)U
µν
−~p
e¯(λ
′)
ν (−~p)e−2iω~px0
+ a
(λ)
~p
a
(λ′)†
~p
e¯(λ)µ (~p)U
µν∗
~p
e¯(λ
′)∗
ν (~p) + a
(λ)†
~p
a
(λ′)
~p
e¯(λ)∗µ (~p)U
µν
~p
e¯(λ
′)
ν (~p)
+ a
(λ)†
~p
a
(λ′)†
−~p
e¯(λ)∗µ (~p)U
µν∗
−~p
e¯(λ
′)∗
ν (−~p)e2iω~px0
]
, (B.7)
We see that the first and last terms vanish due to the global factor 1 − ~p 2/ω2p, while the
other terms pick up a factor 1 + ~p 2/ω2p = 2. We arrive at
HA¯ = −
1
4
∫
d2~p
(2π)2
∑
λ,λ′
ηλλ′
(
a
(λ)
~p
a
(λ′)†
~p
+ a
(λ)†
~p
a
(λ′)
~p
)
, (B.8)
where we have used
e¯(λ)µ U
µν∗
~p
e¯∗(λ
′)
ν = g
λλ′ . (B.9)
and its complex conjugated.
For the ghost part we insert the ghost field operator of Eq. (3.16) and obtain
HG =
g
8
∫
d2~p
(2π)2
iǫij
g2Ωp
[
b~p b
†
~p
ε¯
(+)
i (~p) ε¯
(+)∗
j (~p)− b†~p b~p ε¯
(+)∗
i (~p) ε¯
(+)
j (~p)
]
, (B.10)
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where we have used that p2 = 1/g2 as well as
ǫij ε¯
(+)
i (~p)ε¯
(+)
j (−~p) = 0 , (B.11a)
since
ε¯
(+)
k (−~p) = −ε¯
(+)
k (~p) , (B.11b)
for k = 1, 2. We then arrive at
HG = −1
4
∫
d2~p
(2π)2
(
b~p b
†
~p + b
†
~p b~p
)
, (B.12)
where we have also employed
ǫij ε¯
(±)
i ε¯
(±)∗
j |p0=Ωp = ±2igΩp . (B.13)
This proves our expression (3.19).
C Extended equal-time commutators
In this section we intend to compute the equal-time commutators for the field operators
that emerge from field theory of higher derivatives defined by Eq. (2.1). Consider the basic
commutator
[Aµ(x), Aν(y)] =
[
A¯µ(x), A¯ν(y)
]
+ [Gµ(x), Gν(y)] . (C.1a)
with
[
A¯µ(x), A¯ν(y)
]
= −
∫
d2~p
(2π)2
1
2ωp
(
Tµν(p)e
−ip·(x−y) − Tνµ(p)eip·(x−y)
)
p0=ωp
, (C.1b)
[Gµ(x), Gν(y)] =
∫
d2~p
(2π)2
1
2Ωp
(
Tµν(p)e
−ip·(x−y) − Tνµ(p)eip·(x−y)
)
p0=Ωp
. (C.1c)
To derive the Dirac commutators we work directly with the field operators of Eqs. (3.12)
and (3.16). Our strategy will be as follows:
• We consider the basic commutator (C.1a) and construct the various elements in phase
space by applying the different operators on the fields.
• For a commutator containing Aµ(t, ~x) we use the identities A¯µ(t, ~x) = 0 and
Gµ(t, ~x) = − 1g2Gµ(t, ~x).
• Whenever an integral contains momentum variables we use the relation pµ = i∂µ,
whereupon derivatives can be extracted from the integral.
• To treat derivatives for the second variable ∂yi , we integrate by parts to produce ∂xi
whereby an additional minus sign occurs.
• We assume that the spatial derivatives ∂i act on the first variable ~x of δ functions in
all final expressions.
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C.1 Commutator [A0(t, ~x), A˙0(t, ~y)]
With the previous rules in mind and to demonstrate our technique explicitly we apply a
first time derivative ∂y0 to the basic commutator (C.1a):
[Aµ(x), ∂y0Aν(y)] = −
∫
d2~p
(2π)2
i
2
(
Tµνe
−ip·(x−y) + Tνµe
ip·(x−y)
)
p0=ωp
+
∫
d2~p
(2π)2
i
2
(
Tµνe
−ip·(x−y) + Tνµe
ip·(x−y)
)
p0=Ωp
. (C.2)
We set both times equal, x0 = y0 = t, and change ~p → −~p in the second term of each
contribution. We then obtain[
Aµ(t, ~x), A˙ν(t, ~y)
]
= −
∫
d2~p
(2π)2
i
2
(Tµν(~p) + Tνµ(−~p)) ei~p·(~x−~y)
+
∫
d2~p
(2π)2
i
2
(Tµν(~p) + Tνµ(−~p)) ei~p·(~x−~y) . (C.3)
In the following calculations we implicitly consider the dependence on ωp and Ωp of the
expressions in parentheses above. For the indices µ = 0 and ν = 0, we have
[
A0(t, ~x), A˙0(t, ~y)
]
= −
∫
d2~p
(2π)2
i
2
(
2− 2g2ω2p
)
ei~p·(~x−~y)
+
∫
d2~p
(2π)2
i
2
(
2− 2g2Ω2p
)
ei~p·(~x−~y) , (C.4)
where we have used T00(~p) + T00(−~p) = 2− 2g2p0. Adding both terms yields[
A0(t, ~x), A˙0(t, ~y)
]
=
∫
d2~p
(2π)2
ig2
(
ω2p − Ω2p
)
ei~p·(~x−~y) , (C.5)
and since
ω2p −Ω2p = −
1
g2
, (C.6)
one arrives at the first commutator (A.8a):[
A0(t, ~x), A˙0(t, ~y)
]
= −iδ(2)(~x− ~y) . (C.7)
C.2 Commutator [A0(t, ~x), P0(t, ~y)]
Here we compute an unmodified commutator by using our method. Recall Eq. (3.5a) and
write
P0(t, ~y) = −A˙0(t, ~y)− g
2
ǫij∂iA˙j(t, ~y) . (C.8)
We compute
[A0(t, ~x), P0(t, ~y)] =
[
A0(t, ~x),−A˙0(t, ~y)− g
2
ǫij∂iA˙j(t, ~y)
]
. (C.9)
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The second commutator is zero, i.e.,[
A0(t, ~x), A˙j(t, ~y)
]
= 0 , (C.10)
and using the result (C.7) we arrive at
[A0(t, ~x), P0(t, ~y)] = iδ
(2)(~x− ~y) , (C.11)
which gives Eq. (A.8b).
C.3 Commutator [A0(t, ~x), P
i(t, ~y)]
It follows from (3.5a) that the spatial momentum components read
P i = −A˙i + g
2
ǫikAk +
g
2
ǫikA¨k − g
2
ǫik∂kA˙0 . (C.12)
Then
[
A0(t, ~x), P
i(t, ~y)
]
=
[
A0(t, ~x),−A˙i(t, ~y) + g
2
ǫikAk(t, ~y)
+
g
2
ǫikA¨k(t, ~y)− g
2
ǫik∂kA˙0(t, ~y)
]
. (C.13)
We take into account that the first commutator is zero; cf Eq. (C.10). Furthermore, we
employ A¯k(t, ~y) = 0 and Gk(t, ~y) = − 1g2Gj(t, ~y) in the second to arrive at
[
A0(t, ~x), P
i(t, ~y)
]
= − 1
2g
ǫik [G0(t, ~x), Gk(t, ~y)] +
g
2
ǫik
[
A0(t, ~x), A¨k(t, ~y)
]
+
g
2
ǫik∂k
[
A0(t, ~x), A˙0(t, ~y)
]
, (C.14)
where the final spatial derivative has been integrated by parts.
One can show that
[G0(t, ~x), Gk(t, ~y)] = −ig2∂kδ(2)(~x− ~y) , (C.15)
and that [
A0(t, ~x), A¨k(t, ~y)
]
= i∂kδ
(2)(~x− ~y) . (C.16)
Substituting these expressions in Eq. (C.14), we obtain
[
A0(t, ~x), P
i(t, ~y)
]
= − 1
2g
ǫik
(
−ig2∂kδ(2)(~x− ~y)
)
+
g
2
ǫik
(
i∂kδ
(2)(~x− ~y)
)
+
g
2
ǫik∂k
(
−iδ(2)(~x− ~y)
)
. (C.17)
The last two terms cancel and we arrive at
[
A0(t, ~x), P
i(t, ~y)
]
=
ig
2
ǫik∂kδ
(2)(~x− ~y) , (C.18)
which is Eq. (A.8c).
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C.4 Commutator [A˙i(t, ~x), A˙j(t, ~y)]
To derive Eq. (A.8d), it follows from Eq. (C.1a) that[
A˙i(t, ~x), A˙j(t, ~y)
]
= −
∫
d2~p
(2π)2
ωp
2
(Tij(~p)− Tji(−~p)) ei~p·(~x−~y)
+
∫
d2~p
(2π)2
Ωp
2
(Tij(~p)− Tji(−~p)) ei~p·(~x−~y) , (C.19)
and applying the definition (3.15b) we find
Tij(~p)− Tji(−~p) = −2igǫijp0 . (C.20)
Thus, we have[
A˙i(t, ~x), A˙j(t, ~y)
]
= −
∫
d2~p
(2π)2
(−igǫijω2p)ei~p·(~x−~y) +
∫
d2~p
(2π)2
(−igǫijΩ2p)ei~p·(~x−~y)
= igǫij
∫
d2~p
(2π)2
(ω2p − Ω2p)ei~p·(~x−~y) , (C.21)
and finally, [
A˙i(t, ~x), A˙j(t, ~y)
]
= − i
g
ǫijδ
(2)(~x− ~y) . (C.22)
C.5 Commutator [A˙i(t, ~x), A˙0(t, ~y)]
Repeating the calculations performed in subsection C.1 we find[
A˙i(t, ~x), A˙0(t, ~y)
]
= −
∫
d2~p
(2π)2
ωp
2
(Ti0(~p)− T0i(−~p)) ei~p·(~x−~y)
+
∫
d2~p
(2π)2
Ωp
2
(Ti0(~p)− T0i(−~p)) ei~p·(~x−~y) . (C.23)
Using
[Ti0(~p)− T0i(−~p)]p0=ωp = −2g2ωppi , (C.24)
we can write [
A˙i(t, ~x), A˙0(t, ~y)
]
= −
∫
d2~p
(2π)2
ωp
2
(−2g2ωppi) ei~p·(~x−~y)
+
∫
d2~p
(2π)2
Ωp
2
(−2g2Ωppi) ei~p·(~x−~y) . (C.25)
Therefore, [
A˙i(t, ~x), A˙0(t, ~y)
]
=
∫
d2~p
(2π)2
g2pi(ω
2
p − Ω2p)ei~p·(~x−~y)
= −
∫
d2~p
(2π)2
pie
i~p·(~x−~y) . (C.26)
By employing pi = i∂i, we arrive at[
A˙i(t, ~x), A˙0(t, ~y)
]
= i∂iδ
(2)(~x− ~y) . (C.27)
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C.6 Commutator [A˙i(t, ~x), P0(t, ~y)]
We have [
A˙i(t, ~x), P0(t, ~y)
]
=
[
A˙i(t, ~x),−A˙0(t, ~y)− g
2
ǫmk∂mA˙k(t, ~y)
]
= −
[
A˙i(t, ~x), A˙0(t, ~y)
]
+
g
2
ǫmk∂m
[
A˙i(t, ~x), A˙k(t, ~y)
]
. (C.28)
These commutators have been found in subsections C.4, C.5 and after inserting their results
we obtain [
A˙i(t, ~x), P0(t, ~y)
]
= i∂iδ
(2)(~x− ~y) + g
2
ǫmk∂m
(−i
g
ǫikδ
(2)(~x− ~y)
)
. (C.29)
Therefore, [
A˙i(t, ~x), P0(t, ~y)
]
=
i
2
∂iδ
(2)(~x− ~y) . (C.30)
C.7 Commutator [A˙i(t, ~x), P
j(t, ~y)]
Consider [
A˙i(t, ~x), P
j(t, ~y)
]
=
[
A˙i(t, ~x),−A˙j(t, ~y) + g
2
ǫjkAk(t, ~y)
+
g
2
ǫjkA¨k(t, ~y)− g
2
ǫjk∂kA˙0(t, ~y)
]
. (C.31)
Therefore,[
A˙i(t, ~x), P
j(t, ~y)
]
= −
[
A˙i(t, ~x), A˙
j(t, ~y)
]
+
[
A˙i(t, ~x),
g
2
ǫjkAk(t, ~y)
]
+
[
A˙i(t, ~x),
g
2
ǫjkA¨k(t, ~y)
]
−
[
A˙i(t, ~x),
g
2
ǫjk∂kA˙0(t, ~y)
]
. (C.32)
We obtain[
A˙i(t, ~x), P
j(t, ~y)
]
=
i
g
ǫ ji δ
(2)(~x− ~y)− 1
2g
ǫjk
[
G˙i(t, ~x), Gk(t, ~y)
]
+
g
2
ǫjk
[
A˙i(t, ~x), A¨k(t, ~y)
]
+
g
2
ǫjk∂k
[
A˙i(t, ~x), A˙0(t, ~y)
]
, (C.33)
where we have also used Eq. (C.22).
Since [
G˙i(t, ~x), Gk(t, ~y)
]
= −i(ηik + g2∂i∂k)δ(2)(~x− ~y) ,[
A˙i(t, ~x), A¨k(t, ~y)
]
=
i
g2
(ηik + g
2∂i∂k)δ
(2)(~x− ~y) , (C.34)
and with Eq. (C.27), we write[
A˙i(t, ~x), P
j(t, ~y)
]
=
i
g
ǫ ji δ
(2)(~x− ~y)− 1
2g
ǫjk
[
−i (ηik + g2∂i∂k) δ(2)(~x− ~y)]
+
g
2
ǫjk
[
i
g2
(ηik + g
2∂i∂k)δ
(2)(~x− ~y)
]
+
g
2
ǫjk∂k
[
−i∂iδ(2)(~x− ~y)
]
. (C.35)
37
We see that the first, second, and fourth term cancel and are left with the result[
A˙i(t, ~x), P
j(t, ~y)
]
=
ig
2
ǫjk∂i∂kδ
(2)(~x− ~y) . (C.36)
C.8 Commutator [A˙i(t, ~x),Π
j(t, ~y)]
Inserting the field operators, we have[
A˙i(t, ~x),Π
j(t, ~y)
]
=
[
A˙i(t, ~x),−g
2
ǫjkA˙k(t, ~y) +
g
2
ǫjk∂kA0(t, ~y)
]
, (C.37)
which is equal to[
A˙i(t, ~x),Π
j(t, ~y)
]
= −g
2
ǫjk
[
A˙i(t, ~x), A˙k(t, ~y)
]
− g
2
ǫjk∂k
[
A˙i(t, ~x), A0(t, ~y)
]
. (C.38)
The second commutator is zero and after using Eq. (C.22) we find[
A˙i(t, ~x),Π
j(t, ~y)
]
= −g
2
ǫjk
[
− i
g
ǫikδ
(2)(~x− ~y)
]
. (C.39)
Therefore, our result is [
A˙i(t, ~x),Π
j(t, ~y)
]
=
i
2
δijδ(2)(~x− ~y) . (C.40)
C.9 Commutator [A˙0(t, ~x), P
i(t, ~y)]
Here we compute one commutator which gives zero. We start with[
A˙0(t, ~x), P
i(t, ~y)
]
=
[
A˙0(t, ~x),−A˙i(t, ~y) + g
2
ǫijAj(t, ~y)
+
g
2
ǫikA¨k(t, ~y)− g
2
ǫik∂kA˙0(t, ~y)
]
, (C.41)
which yields[
A˙0(t, ~x), P
i(t, ~y)
]
= −
[
A˙0(t, ~x), A˙
i(t, ~y)
]
− 1
2g
ǫik
[
G˙0(t, ~x), Gk(t, ~y)
]
+
g
2
ǫik
[
A˙0(t, ~x), A¨k(t, ~y)
]
+
g
2
ǫik∂k
[
A˙0(t, ~x), A˙0(t, ~y)
]
. (C.42)
The last term is zero and so[
A˙0(t, ~x), P
i(t, ~y)
]
= −
[
A˙0(t, ~x), A˙
i(t, ~y)
]
− 1
2g
ǫik
[
G˙0(t, ~x), Gk(t, ~y)
]
+
g
2
ǫik
[
A˙0(t, ~x), A¨k(t, ~y)
]
. (C.43)
We need the three elements[
A˙0(t, ~x), A˙i(t, ~y)
]
= −i∂iδ(2)(~x− ~y) , (C.44a)[
G˙0(t, ~x), Gk(t, ~y)
]
= −igǫkm∂m δ(2)(~x− ~y) , (C.44b)[
A˙0(t, ~x), A¨k(t, ~y))
]
=
i
g
ǫkm∂
mδ(2)(~x− ~y) . (C.44c)
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Inserting,[
A˙0(t, ~x), P
i(t, ~y)
]
= −
[
i∂iδ
(2)(~x− ~y)
]
− 1
2g
ǫik
[
−igǫkm∂m δ(2)(~x− ~y)
]
+
g
2
ǫik
[
i
g
ǫkm∂
mδ(2)(~x− ~y)
]
. (C.45)
Therefore, our result is [
A˙0(t, ~x), P
i(t, ~y)
]
= 0 . (C.46)
C.10 Commutator [P0(t, ~x),Π
i(t, ~y)]
We start with[
P0(t, ~x),Π
i(t, ~y)
]
=
[
−A˙0(t, ~x)− g
2
ǫmr∂mA˙r(t, ~x),−g
2
ǫikA˙k(t, ~y)
+
g
2
ǫik∂kA0(t, ~y)
]
, (C.47)
or, which is the same,[
P0(t, ~x),Π
i(t, ~y)
]
=
g
2
ǫik
[
A˙0(t, ~x), A˙k(t, ~y)
]
+
g
2
ǫik∂k
[
A˙0(t, ~x), A0(t, ~y)
]
+
g2
4
ǫmr∂mǫ
ik
[
A˙r(t, ~y), A˙k(t, ~y)
]
. (C.48)
Hence, from the previous results of Eqs. (C.27), (C.7), and (C.22) one has[
P0(t, ~x),Π
i(t, ~y)
]
=
g
2
ǫik
[
−i∂kδ(2)(~x− ~y)
]
+
g
2
ǫik∂k
[
iδ(2)(~x− ~y)
]
+
g2
4
ǫmr∂mǫ
ik
[−i
g
ǫrkδ
(2)(~x− ~y)
]
. (C.49)
The first and second term cancel each other and we arrive at[
P0(t, ~x),Π
i(t, ~y)
]
=
ig
4
ǫim∂mδ
(2)(~x− ~y) . (C.50)
C.11 Commutator [Π0(t, ~x), P
i(t, ~y)]
We have [
Π0(t, ~x), P
i(t, ~y)
]
=
[g
2
ǫlm∂lAm(t, ~x),−A˙i(t, ~y) + g
2
ǫijAj(t, ~y)
+
g
2
ǫikA¨k(t, ~y)− g
2
ǫik∂kA˙0(t, ~y)
]
. (C.51)
The only nonzero contributions are
[
Π0(t, ~x), P
i(t, ~y)
]
= −1
4
ǫlm∂lǫ
ij [Gm(t, ~x), Gj(t, ~y)]
+
g2
4
ǫlm∂lǫ
ik
[
Am(t, ~x), A¨k(t, ~y)
]
. (C.52)
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We need
[Gm(t, ~x), Gj(t, ~y)] = −igǫmjδ(2)(~x− ~y) , (C.53a)[
Am(t, ~x), A¨k(t, ~y)
]
=
i
g
ǫmkδ
(2)(~x− ~y) . (C.53b)
Inserting the previous commutators results in
[
Π0(t, ~x), P
i(t, ~y)
]
= −1
4
ǫlm∂lǫ
ij
[
−igǫmjδ(2)(~x− ~y)
]
+
g2
4
ǫlm∂lǫ
ik
[
i
g
ǫmkδ
(2)(~x− ~y)
]
, (C.54)
and so [
Π0(t, ~x), P
i(t, ~y)
]
= − ig
2
ǫij∂jδ
(2)(~x− ~y) . (C.55)
C.12 Commutator [P i(t, ~x), P j(t, ~y)]
Now we compute a difficult commutator, which we prove is zero in accordance with the
classical result using the constraints and the Dirac approach. We take advantage of the
previous findings. Consider[
P i(t, ~x), P j(t, ~y)
]
=
[
P i(t, ~x),−A˙j(t, ~y) + gǫjrA¨r(t, ~y)
− g
2
ǫjr ~∇2Ar(t, ~y)− g
2
ǫjr∂rA˙0(t, ~y)
]
. (C.56)
We rewrite the latter commutator as follows:[
P i(t, ~x), P j(t, ~y)
]
= −
[
P i(t, ~x), A˙j(t, ~y)
]
+ gǫjr
[
P i(t, ~x), A¨r(t, ~y)
]
− g
2
ǫjr ~∇2 [P i(t, ~x), Ar(t, ~y)]+ g
2
ǫjr∂r
[
P i(t, ~x), A˙0(t, ~y)
]
. (C.57)
The individual commutators read[
P i(t, ~x), Ar(t, ~y)
]
= −iηirδ(2)(~x− ~y) , (C.58a)[
P i(t, ~x), A˙j(t, ~y)
]
= − ig
2
ǫik∂j∂kδ
(2)(~x− ~y) , (C.58b)
[
P i(t, ~x), A˙0(t, ~y)
]
= 0 . (C.58c)
After some calculation we also find[
P i(t, ~x), A¨r(t, ~y)
]
= −i
(
1
2
∂i∂r + η
i
r
~∇2
)
δ(2)(~x− ~y) , (C.59)
Inserting all the previous contributions leads to
[
P i(t, ~x), P j(t, ~y)
]
=
ig
2
ǫik∂j∂kδ
(2)(~x− ~y)− ig
2
ǫjk∂i∂kδ
(2)(~x− ~y)
+
ig
2
ǫij ~∇2δ(2)(~x− ~y) . (C.60)
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Indeed, considering each case for i, j separately, one can check that[
P i(t, ~x), P j(t, ~y)
]
= 0 . (C.61)
C.13 Commutator [Πi(t, ~x),Πj(t, ~y)]
For this last commutator we have[
Πi(t, ~x),Πj(t, ~y)
]
=
[
−g
2
ǫimA˙m(t, ~x) +
g
2
ǫim∂mA0(t, ~x),−g
2
ǫjkA˙k(t, ~y)
+
g
2
ǫjk∂kA0(t, ~y)
]
. (C.62)
Due to Eq. (C.10), the only contribution different from zero is
[
Πi(t, ~x),Πj(t, ~y)
]
=
g2
4
ǫimǫjk
[
A˙m(t, ~x), A˙k(t, ~y)
]
, (C.63)
and we have
[
Πi(t, ~x),Πj(t, ~y)
]
=
g2
4
ǫimǫjk
[
− i
g
ǫmkδ
(2)(~x− ~y)
]
. (C.64)
Finally, we find
[
Πi(t, ~x),Πj(t, ~y)
]
= − ig
4
ǫijδ(2)(~x− ~y). (C.65)
With this final result at hand, we conclude the computation of the equal-time commutators.
D Dirac theory in (2+1) dimensions
In the current section we would like to review the information of a Dirac theory in (2 + 1)
dimensions that are important for our work. The latter is based on the Lorentz algebra
so(1, 2), which involves three generators: two boosts K1, K2 and a single rotation L3. We
obtain the corresponding generators as
K1 = i

0 1 01 0 0
0 0 0

 , K2 = i

0 0 10 0 0
1 0 0

 , L3 = i

0 0 00 0 −1
0 1 0

 . (D.1)
The latter satisfy the algebra
[L3,K1] = iK2 , [L3,K2] = −iK1 , [K1,K2] = −iL3 . (D.2)
By forming appropriate linear combinations of these generators,
X = K1 + iK2 , Y = −(K1 − iK2) , Z = 2L3 , (D.3)
we obtain the Lie algebra sl(2,R):
[Z,X] = 2X , [Z, Y ] = −2Y , [X,Y ] = Z . (D.4)
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Therefore, we conclude that so(1, 2) ≃ sl(2,R).
The first possibility of constructing a Dirac theory in (2 + 1) dimensions is to work
with an irreducible spinor representation for which the Dirac matrices correspond to the
Pauli matrices (multiplied by appropriate factors) and the spinors have two components
only. An alternative is to propose a reducible spinor representation with three (4×4) Dirac
matrices and four-component spinors. We follow the latter possibility and choose the Dirac
matrices as
γ0 =
(
σ3 0
0 −σ3
)
, γ1 =
(
−iσ1 0
0 iσ1
)
, γ2 =
(
−iσ2 0
0 iσ2
)
. (D.5)
Note that we can define generators
Z˜ = γ0 , X˜ =
1
2
(γ1 + iγ2) , Y˜ = −1
2
(γ1 − iγ2) , (D.6)
that satisfy
[Z˜, X˜ ] = 2X˜ , [Z˜, Y˜ ] = −2Y˜ , [X˜, Y˜ ] = Z˜ , (D.7)
showing that these new generators also form a representation of sl(2,R). Furthermore, the
Dirac matrices of Eq. (D.5) satisfy the clifford algebra in (2 + 1) dimensions
{γµ, γν} = 2ηµν , (D.8)
where ηµν is the (2 + 1)-dimensional Minkowski metric. It is clear that all Lorentz indices
run from 0 . . . 2. The Dirac equation is now given by
D(∂)ψ = 0 , D(∂) = i∂µγµ −m = i✓∂ −m, (D.9)
with the Dirac operator D(∂) acting on a four-component spinor ψ = ψ(x). Transforming
the Dirac equation to momentum space provides
D(p)ψ˜ = 0 , D(p) = ✁p−m, (D.10)
with the Fourier-transformed spinor ψ˜ = ψ(p). The inverse S(p) of the Dirac operator in
momentum space (multiplied with i) corresponds to the propagator:
iS(p) =
i(✁p +m)
p2 −m2 , S(p)D(p) = D(p)S(p) = 1 . (D.11)
The Feynman propagator for fermions is obtained as usual by means of the iǫ prescription:
iSF (p) =
i(✁p +m)
p2 −m2 + iǫ . (D.12)
Requiring that the determinant of the Dirac operator vanish for nontrivial solutions leads
to the positive fermion energy
E(~p) = Ep =
√
~p 2 +m2 . (D.13)
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Solving the Dirac equation subsequently provides the following particle spinors
u(1) = (p1 + ip2)


1/
√
Ep −m
i
√
Ep −m/(p1 − ip2)
0
0

 , u(2) =


0
0
(p1 − ip2)/√Ep +m
i
√
Ep +m

 , (D.14)
On the other hand, the antiparticle spinors are given by:
v(1) = (p1 + ip2)


1/
√
Ep +m
i
√
Ep +m/(p
1 − ip2)
0
0

 , v(2) =


0
0
(p1 − ip2)/√Ep −m
i
√
Ep −m

 . (D.15)
These spinors are normalized such that
u(s)†u(t) = 2Epδ
s,t , v(s)†v(t) = 2Epδ
s,t . (D.16)
We define the Dirac conjugated spinors as u(s) = u(s)†γ0 and v(s) = v(s)†γ0 and derive the
completeness relations ∑
s
u(s)(p)u(s)(p) = ✁p+m, (D.17a)
∑
s
v(s)(p)v(s)(p) = ✁p−m. (D.17b)
They formally correspond to those in (3 + 1)-dimensional QED.
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