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A LONGITUDINAL STUDY
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1IT University of Copenhagen, Copenhagen, Denmark, 2Center
for Clinical and Basic Research, Ballerup, Denmark
Purpose: During progression of knee osteoarthritis (OA) the
cartilage breakdown causes gradual thinning of the articular car-
tilage sheets. The aim of this study was to investigate whether
cartilage thickness measurements from an automatic, computer-
ized framework for cartilage quantification from low-field MRI are
suitable for use in clinical studies.
This was evaluated at baseline in terms of inter-scan precision
and ability to separate healthy from knees with a degree of
osteoarthritis. After 21 months, the longitudinal changes were
compared to the precision and the ability to separate healthy
from OA was evaluated.
Methods: A randomized population of both male and female
subjects was prospectively selected such that there was an even
distribution among male and female and across the ages from
21 to 80 (mean 56) with BMI from 20 to 38 (mean 27). Both left
and right knees and both healthy and knees with varying degree
of osteoarthritis (OA) as defined by the Kellgren and Lawrence
score at baseline (KL) were used giving a total of 215 knees in
the study.
MR scans were acquired using a sagittal Turbo 3D T1 sequence
on a 0.18T Esaote C-Span scanner giving near-isotropic voxels
with slice thickness of 0.8mm. Scans were acquired at baseline,
after one week for a subgroup of 31 knees, and then again after
21 months for all knees.
The thickness of the medial tibial cartilage compartment was
measured at baseline and after 21 months using a fully au-
tomatic framework for morphometric cartilage analysis based
on supervised learning and a statistical cartilage sheet shape
model. We measured the mean cartilage thickness across the
entire area of the bone - including denuded regions which are
measured with zero thickness. For baseline measurements, the
cartilage thickness was normalized by the width of the medial
tibial plateau.
Results: The precision of the thickness measurements was 0.08
Fig. 1. The rate of cartilage change shown by mean (and SEM) for each group
of knees with varying degree of OA at baseline. Left of dotted line: The groups
of healthy (KL 0) and OA (KL > 0). Right: Each KL score.
mm (mean absolute difference) and 3.6% (relative difference)
determined by comparing measurements on the 31 scan-rescan
pairs at baseline.
At baseline, the healthy (KL 0) knees had significantly thicker
cartilage than OA knees (KL > 0): 2.25 mm compared to 2.17
mm (p<0.05).
Furthermore, the longitudinal cartilage thinning over the 21
months was significantly higher for OA knees compared to
healthy: 5.9% compared to 2.3% (p<0.01). The thickness loss is
illustrated in figure 1 for the groups of healthy and OA, and then
for each KL score (where KL 3 and KL 4 are pooled since there
was only a single KL 4 knee).
Conclusions: The measurement precision of 0.08 mm or 3.6%
was comparable to the difference between the groups of healthy
and OA at baseline of 0.08 mm. Furthermore, the precision was
comparable to the rate of cartilage thinning over the study period:
2.3% for knees healthy at baseline, and 5.9% for knees with OA
at baseline. In addition, the quantification shows that the thinning
was significantly higher for OA knees (p<0.01).
A nice detail is that when cartilage thinning is measured as the
relative longitudinal change (in %), no normalization for knee
size is necessary. Thereby, the thickness quantification seems
suitable for monitoring the effects of potential disease modifying
OA drugs.
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Purpose: There is a substantial need to integrate 3D quantitative
bone and cartilage information gained from different imaging
modalities to better understand the close relationship between
cartilage and bone changes in osteoarthritis progression. It is not
clear whether existing image registration algorithms can be used
to integrate magnetic resonance (MR) and computed tomography
(CT) based images of joints, how accurately these images can
be matched, or which algorithm provides the best match. The
purpose of this study was to assess the feasibility and accuracy
of matching 3D MR-based representations of articular cartilage
to corresponding 3D CT-based representations of the underlying
bone in the hip.
Methods: A 3D solid model of the proximal femur was created
from CT images using reconstruction software (Analyze 6.0),
modeling software (RapidForm) and computer aided design (Un-
igraphics NX 2). A section of the surface of the femoral head
was exported as a 3D point cloud representing the cartilage
concave surface. The surface of the femoral head was exported
as a 3D point cloud representing the convex underlying bone.
The two point clouds were created with different neighboring
point-to-point distances to minimize overlapping and simulate the
disparity between different imaging modalities. The point clouds
were input in an aligned position and the bone was translated
and rotated by a known amount to bring the two models out of
alignment. Three variations of the Iterative Closest Points (ICP)
algorithm were used to match the cartilage and bone surfaces:
(a) "classic" ICP which uses a point-to-point distance metric for
calculating a transformation matrix, (b) random ICP which uses
the same point-to-point distance metric with a random subset of
points selected from the point clouds at each step of the itera-
tion, and (c) normals ICP which uses a point-to-plane distance
metric based upon surface normals to calculate a transformation
matrix. The performance of each algorithm was assessed by the
minimum average error and number of iterations until a minimum
was reached.
