We consider the transmission of classical information over a quantum channel. The channel is de ned by an \alphabet" of quantum states, e.g. certain photon polarizations, together with a speci ed set of probabilities with which these states must be sent. The Levitin-Kholevo theorem implies that the amount of information transmitted per \letter" cannot be greater than the von Neumann entropy H of the letter ensemble. In fact the actual amount of transmitted information will usually be signi cantly less than H if the receiver is restricted to making separate measurements on the individual signals. We show, however, that if the sender uses block coding and the receiver distinguishes whole code words rather than individual letters, the information transmitted per letter can be made arbitrarily close to H. We apply this result to \superdense" coding, and we consider its extension to noisy channels.
Quantum channels
Quantum information theory concerns the transmission and manipulation of information stored in systems that must be treated quantum mechanically. As in classical information theory, one of the most basic questions in quantum information theory is this: How e ciently can one transmit information using a given set of resources? In contrast to the classical case, however, quantum theory presents two very di erent forms of the question, depending on the nature of the information to be conveyed. On the one hand, one can try to convey quantum states themselves: the sender has a quantum system in an unknown state and wants the receiver to end up with a similar system in the same state. A coding theorem for this case has recently been proved 1, 2] . On the other hand, one might want to use quantum states to convey classical information, that is, information that can be expressed as a sequence of zeros and ones. The situation is particularly interesting if the quantum states one is using are not all orthogonal to each other, in which case they cannot be distinguished from each other perfectly by the receiver. This is the problem we consider here. As we will see, this problem leads to a new informationtheoretic interpretation of the von Neumann entropy of an ensemble of states.
Non-orthogonal quantum states might be used in a variety of contexts to transmit classical information. In studies of quantum cryptography, nonorthogonal signals are used intentionally in order to avoid eavesdropping 3]. Moreover, in any transmission using signals at the quantum level, such as weak coherent pulses in an optical ber, any ambiguity between signals may be more a matter of non-orthogonality (e.g. overlapping pulses) than classical noise. In what follows we will often imagine the signals to be non-orthogonal photon polarization states, but our analysis applies to all quantum systems.
Suppose that a sender, Alice, wishes to transmit classical information to a receiver, Bob, using a communication channel that is quantum mechanical (for instance, the polarization of a photon). Alice will represent possible messages by preparing the channel in various quantum states. Bob will recover the information by subjecting the channel to a measurement. As noted above, however, unless the signal states used by Alice are orthogonal, no measurement will allow Bob to distinguish perfectly between them. Thus, Bob's ability to recover Alice's message without error will be limited by the quantum mechanics of the channel.
That is, if the signal states are not orthogonal it will not be possible to distinguish between them perfectly. In other words, no \decoding odservable" will be su cient to recover the entire information content of the message in the quantum signal source. It might therefore be more appropriate to consider the accessible information, the maximum amount of information about the message that can be recovered in a mesurement performed on the system M which conveys that message. The proper measure of recovered information is the mutual information, which for a pair of random variables X and Y is de ned to be
(1) In classical information theory, the mutual information is the amount of information about X that is acquired by determining the value of Y . Thus if we denote by B the outcome of a measurement of an observable on M, the quantity I(A : B) measures the information about the message source A that is acquired by measurement of the observable.
A theorem stated by Levitin 4] and rst proved by Kholevo 5] states that the amount of information accessible to Bob is limited by the entropy of the ensemble of signal states. That is, suppose Alice represents each message a (with a priori probability p a ) by a state a , which is in general a mixed state. 
According to standard (classical) information theory, Alice can, by using suitably redundant coding, employ this scheme to send Bob up to, but no more than, I(A : B) bits per use of the channel with arbitrarily low probability of error.
As Kholevo himself noted 6], there are situations in which I(A : B) does not approach H( ) very closely for any choice of Bob's decoding observable.
Thus, though this theorem provides an upper bound for the amount of information accessible to Bob, this upper bound is not in general very strong 7, 8] .
One example of this was studied in detail by Peres and Wootters 9] . Suppose Alice sends a photon in one of three linear polarization states, denoted j ai, j bi, and j ci, which are separated by 120 . Each state is used equally often. This signal ensemble has a von Neumann entropy H( ) of 1.000 bit, whereas Bob's optimal decoding observable yields a mutual information I(A : B) of 0.585 bits. If two photons are used, there are nine possible signal states: j aai, j abi, etc. The von Neumann entropy is 2.000 bits and the optimal mutual information available to Bob is 1.170 bits.
However, suppose Alice sends two photons but only uses the three states j aai, j bbi, and j cci. Then the ensemble entropy S( ) is only 1.5 bits, but the optimal mutual information is 1.369 bits, or about .685 bits per photon. In other words, by restricting her code to a subset of the possible code words, Alice can increase the distinguishability of the code words and increase the information conveyed per photon to Bob. This example shows that it is sometimes possible to increase the accessible information by using code words composed of several elementary signals, and deleting some of the possible code words in the ensemble. The receiver then chooses a decoding observable optimized to distinguish among the code words actually used. Note that this observable will typically not be realizable as a set of separate measurements on the individual signals; rather, it will be a joint measurement on the whole set of signals constituting a code word.
These considerations lead us to ask whether it is possible for Alice and Bob to use this strategy to approach the Kholevo bound. That is, given an a priori ensemble of pure-state signals with entropy H( ), can Alice and Bob choose a set of code words and a decoding observable so that information is reliably transmitted at a rate approaching H( ) per elementary signal?
The answer is yes. That is, suppose we are given an ensemble E of letter states j ai of an elementary quantum system (not necessarily a photon) with a priori probabilities p a . The letter ensemble has a density matrix = X a p a j ai ha j ; (4) with von Neumann entropy H( ) = ?Tr log . Further suppose that ; > 0. We shall show:
Theorem: There exists a code (in which code words are sequences of letters of xed length, but not all such sequences of letters are code words) and a decoding observable such that the amount of encoded information per letter is greater than H( ) ? , and the probability of error is less than . It is instructive to consider the di erences and similarities between the result presented here and the Channel Capacity Theorem for classical channels ?]. The Channel Capacity Theorem for classical systems describes the reliable transmission of information through a noisy channel. The main difference between the quantum Capacity Theorem and the classical Channel Capacity Theorem is that we assume in the former that the letter states are transmitted to the receiver without alteration. That is, there is no "noise" in the quantum channel; rather, the problem is that non-orthogonal quantum states are not perfectly distinguishable by any possible measurement.
This use implies another di erence: The way the receiver, Bob, measures the output of the channel. In the classical setting, the notion of measurement is not problematic: Bob listens or looks at the output and records it, there is no way for him to confuse two output states. What may happen in the classical case, however, is that an input state may be garbled by the channel. Hence, the chief concern is noise. Indeed, the key feature of the classical channel capacity result is that one can asymptotically achieve the capacity even in the presence of noise. Thus, in the classical setting, the set of possible codewords is pruned in order to increase redundancy. In the quantum setting, the process undertaken by Bob is not quite as straightforward. As the chief concern there is one of distinguishability, the set of possible codewords is pruned in order to increase that distinguishability.
A more mathematical way of stating this di erence is to note how the measurement process gures in de nition of capacity in each of the two settings. In both cases the capacity is the maximum of the mutual information that can be transmitted by the channel. In the classical setting, the conditional probabilities in equation (1) are xed. In contrast, in the quantum setting the measurement (decoding) which is actually carried out depends upon which states are actually transmitted. Hence, the conditional probabilities in equation (1) are not xed by the coding scheme. So, in the quantum setting, we must optimize over all measurement schemes as well as over all codes. It is this requirement that necessitates the discussion in Section 3.
The proof of the Capacity Theorem presented here is similar in many respects to that of the classical Channel Capacity Theorem: both rely on the concatenation of letter states to obtain codewords and the pruning of the set of all possible code words to obtain the codes to be used in the channel. It should be emphasized that this concatenation and pruning does not result in a channel which di ers from the original. In both the situations the question is: If we allow for repeated transmission of elementary letter states, what is the maximum rate at which information can be conveyed?
Another similarity is, in both proofs the existence of a code with the desired properties is shown by considering the set of all random codes obtained by the pruning out the same number of possible codewords. It must be pointed out: in both cases, this is merely a technique of proof and not a method of signalling. Considering averages over random codes is a means of bringing statistical arguments to bear upon the problem. Consequently, the random coding argument is a means of proving the existence of a code, it does not provide a means of constructing such a code.
In the next four sections we describe the machinery necessary to complete the proof, including typical subspaces of quantum ensembles, a su ciently optimal choice of decoding observable, and the technique of \random coding". The nal sections discuss some of the corollaries and consequences of the main result. 
The number of dimensions in the typical subspace is bounded between:
The typical subspace is constructed as follows: The eigenvalues q i of the one-letter density operator form a \probability distribution" for the eigenstates of , for which the classical (Shannon) entropy is just the von (7) This inequality will be useful below in connecting the probability of error for a coding scheme to the entropy H( ).
A Decoding Observable
Suppose that Alice is using a code with words long enough for the typical subspace to exist and have the properties outlined above. Alice may not be using all of the possible code words. Denote an individual code word by j s i i.
In order to read Alice's messages, Bob will have to employ a decoding observable to determine which signal j s i i is present. This decoding observable will in general be a \positive operator" measurement (or POM) 10, 11]. Bob will want to choose his decoding observable so that he will deduce Alice's message with as small a probability of error as possible.
Bob 
The operators j k i h k j, supplemented by a projection onto the subspace perpendicular to the span of fj k ig, thus form the outcome operators of a POM.
The vectors j k i specify a particular POM that employs the outcome operators j k i h k j. This is the POM that Bob chooses in order to distinguish among the vectors. This is a reasonable choice. If the vectors j k i are orthogonal and thus completely distinguishable, the resulting measurement does indeed distinguish them perfectly. (There is no known way of specifying the best observable in general, but this observable will be good enough for our purposes.)
The j k i vectors have another interesting and (for us) useful property. Let S jk be the matrix of inner products among the j k i vectors:
S jk = h j j k i : 
In fact, this property of the j j i vectors can be taken as an implicit de nition for them.
To decode Alice's message, Bob will employ an observable to distinguish between her signal states j s i i. But we will nd it more useful to suppose that he distinguishes between projections of the signal states into the typical subspace |that is, between non-normalized vectors j i i = j s i i. To do this he will employ the \square root" measurement just described. Since the typical subspace contains \almost all" of the set of available code words (in the sense of the previous section), this re nement introduces negligible error, as we shall show. Thus, we de ne the matrix S ij = h i j j i, and construct the j i i vectors (which lie within ) so that h i j s j i = h i j j i = ( p S) ij : (13) Let us also de ne n i = S ii = h i j i i, the norm of the projected code words. The j k i vectors, together with the projection onto the subspace perpendicular to all the vectors j i i, de ne Bob's POM.
The Probability of Error
Alice's code will consist of N code words j s i i, each used with equal frequency.
The information content of a single code word is therefore log N. Each code word is a sequence of l letters chosen from the set of possible letters. (For now, we will disregard the probabilities of those letters in the given ensemble.) Bob devises his decoding observable as described above.
Alice sends the signal j s i i with probability 1=N. Bob will correctly interpret the signal|that is, he will obtain the i outcome in his decoding POM|with probability p( i js i ) = Tr j i i h i j s i i hs i j = j h i j s i i j 2 :
We note that h i j s i i is real and non-negative. The average probability of error is thus P E = 1 ? 
In terms of the S ij matrix, this is
The square root function is bounded below by a parabola: for x 0,
The matrix S is a matrix with non-negative eigenvalues, so this inequality may be applied to it: 
For a given i, we can choose z i = 1 and z k = 0 for k 6 = i. This yields 
Random Codes
To prove our main result, we need to show that Alice can choose N code words with N su ciently large so that log N is approximately l H( ), such that Bob (using the scheme above) has probability of error P E nearly equal to zero. To show the existence of such a code, we will in fact show that almost any code will do the job. That is, we will calculate the average probability of error for an ensemble of random codes of N words. We generate a random code in this way. Each of the N code words is a sequence of l letter states generated using the a priori probabilities for the letters. The probability that the ith code word j s i i = j a 1 a 2 a l i is just p(a 1 )p(a 2 ) p(a l ). Each code word is generated independently of the others. We are in e ect drawing N code words at random with replacement from the a priori ensemble.
Denote 
If the average probability of error is below this bound, then Alice and Bob will be able to nd some particular code for which P E < 2 + N 2 ?l(H( )?3 ) : (28) If l is very large (perhaps much larger than we actually need to form the typical subspace ), Alice can make N = 2 l(H( )?4 ) and still have P E < 3 . In this case, Alice encodes H( ) ? 4 bits per letter, proving our main theorem.
In fact, we can do even better: we can modify this code with a low average to probability of error to give one with a low maximum probability of error. Let us throw away the worst half of the codewords in the optimizing code. Since the average probability of error for this code is less that 3 , we have 1 2 H( X i (1 ? p( i js i )) 3 : (29) This implies that at least half the codewords must have conditional probability of error of less than 6 ; otherwise, these codewords would contribute at least 3 to the sum. Thus, in the reduced codebook we have 2 
Letter Frequencies and Channel Capacity
The proof of the main theorem is rather non-constructive. We have not explicitly constructed a code with low probability of error; we have merely shown that such a code must exist. Therefore we do not know much about the detailed properties of the code employed by Alice and Bob. In particular, we do not know that the code uses the various possible letters a with frequencies matching the a priori probabilities p a .
But it is possible to envision situations in which Alice and Bob would wish the letter frequencies to approximate the a priori probabilities. For example, the a priori probabilities might have been chosen to optimize some cost of communication|energy, time, or some other resource. Less expensive signals would therefore be assigned higher probabilities than more expensive ones. If the actual letter frequencies of the code are signi cantly di erent, then the overall cost may be greater.
Is there a code available to Alice and Bob that conveys nearly H( ) bits per letter with low probability of error, and which employs the various letters with approximately their a priori probabilities? There is. We can establish this by a slight extension of our previous argument.
We rst note that the generation of a random code consisting of N code words of length l amounts to an independent choice of Nl letters according to the a priori probability distribution. Since each code word is used equally often, the number of times a given letter appears in the list of N code words tells us its frequency of occurance when the code is used by Alice and Bob. We can apply the Weak Law of Large Numbers to the set of codes as follows:
if Nl is su ciently large, the set of all random codes may be divided into two classes:
A set of \typical" codes, in which the letter frequencies approximate the a priori probabilities to within a xed tolerance; and A set of \atypical" codes, which are generated by random coding with small total probability. The \atypical" codes, having small total probability, contribute very little to the overall average probability of error D P E E c estimated above. Thus, D P E E c must also be very small even if Alice and Bob are restricted to using \typical" codes|every one of which has letter frequencies matching the a priori probabilities. A di erent consideration arises if Alice and Bob are not required to use any particular letter frequencies but are free to adjust them as they please in order to maximize the information per letter conveyed by their channel. For that case we may de ne the channel capacity C of a quantum channel with a particular alphabet fj aig to be C = max pa H( ) (30) where = P a p a j ai ha j. Calling this the \channel capacity" is easily justi ed. Our theorem implies that Alice may communicate up to C bits per letter to Bob using the letter states fj aig with arbitrarily low probability of error. The Levitin-Kholevo theorem (together with classical information theory) tells us that this information can never be larger than C.
Superdense Coding
We can apply our results to an interesting quantum communication scheme proposed by Bennett and Wiesner 13] , which has been called \superdense coding". Superdense coding makes use of the quantum entanglement between systems to enhance their information capacity.
The simplest example works like this. Alice and Bob initially share a pair of two-state systems|e.g., a pair of spins|which are in an entangled state. Suppose that this state is one of the four orthogonal \Bell states", given by
For de niteness, we imagine that the initial state is the singlet j ? i.
Alice manipulates her own spin and then transmits it to Bob, who performs a measurement on both spins. Ordinarily, the transmission of a single spin could only communicate one bit of information to Bob (by a simple application of the Levitin-Kholevo theorem). However, in this case the preestablished entanglement between the pair of spins will allow Alice to send two bits of information to Bob. This can happen because Alice can convert the initial state j ? i into any one of the four Bell states by a suitable unitary transformation on only one of the spins; and Bob can distinguish between the four orthogonal Bell states by a coherent measurement of the pair of spins. Alice's four-way choice encodes a two-bit message that is perfectly recoverable by Bob. 1 We are interested in a more general situation. Alice and Bob work with N-state quantum systems instead of spins, and they may possess a considerable supply of them (so that they may use block coding of many independent messages). If Alice were to send messages to Bob by sending N-state quantum systems, she could send up to log N bits per system. However, suppose that Alice and Bob share many pairs of systems which are each in some entangled pure state (which may or may not be \maximally entangled" like the Bell states). What is the information capacity of these entangled systems for superdense coding?
We can write the initial state of one of the entangled pairs using the Schmidt decomposition:
where j a k i is an orthonormal basis for Alice's system and j b k i is a basis for Bob's system. The density matrix for Bob's system given by a partial trace over Alice's system has eigenvalues p k . We will call the entropy H E of that density matrix the entropy of entanglement of the system. H E will be between zero (for a product state) and log N (for a maximally entangled state).
Alice can perform a unitary transformation on her system, after which she delivers it to Bob. We might imagine her performing di erent transformations with di erent a priori probabilities, leading to an ensemble of states for the pair of systems that Bob measures. Our theorem establishes that, by judicious coding (and choice of Bob's decoding observable), Alice may convey an amount of information up to the entropy of this ensemble. How big may this entropy be|i.e., what is the information capacity of this scheme?
It is easy to see that the entropy can be no larger than H E + log N, since Alice's manipulations of her system do not a ect the density matrix for Bob's system. The total entropy for the pair of systems cannot be greater than the entropy of Bob's system (which is H E ) plus the largest possible entropy for Alice's system (which is log N). It can also be shown that a particular ensemble of transformations can make the overall entropy equal to H E + log N. One such ensemble of transformations would include all permutations of the Schmidt basis states j a k i, rotations of the relative phases of these states, and combinations of the two.
We can therefore conclude that the channel capacity of the superdense coding scheme is H E + log N. This is a sensible result. If the pair of systems is initially in a product state, H E = 0 and so Alice can only send log N bits per system, as expected. If the pair of systems is maximally entangled, then the capacity is 2 log N, exactly twice as great.
Noisy Channels
So far we have assumed that when Alice sends a letter state j ai, the state arrives at Bob's end unchanged. In many practical applications, however, the channel will introduce noise and the signal will arrive in some mixed state a .
In that case, it is as if Alice were using an ensemble of mixed states to send her message rather than an ensemble of pure states. Our theorem does not apply to ensembles of mixed states, but it suggests the following conjecture concerning this case.
Let Alice be given an ensemble E of letter states a with a priori probabilities p a , and let be the the density matrix of the whole ensemble: = P a p a a . We conjecture that the amount of information Alice can convey per letter can be made arbitrarily close to the quantity de ned by
Note that is the upper bound that appears in the general form (2) of the Levitin-Kholevo theorem.
To argue for this conjecture, it is helpful to consider two di erent ensembles: the ensemble E of mixed states that Alice is given, and the ensemble E 0 consisting of all the eigenstates j a; ji of the density matrices a . The a priori probability of the state j a; ji in E 0 is p a q aj , where q aj is the eigenvalue of a corresponding to j a; ji. In other words, E 0 is a re nement of E, in which each mixed state is replaced by its pure eigenstates. Consider now a random code constructed from the original mixed-state ensemble E. This code corresponds to a speci c code constructed from E 0 : in place of each E-code word, substitute the set of all corresponding E 0 -code words (in which each a is replaced by one of its eigenstates), with probabilities determined by the eigenvalues. There is no physical di erence between these two codes as regards the set of possible transmissions. What is di erent in the E 0 -code is that Alice knows which pure state she sends. Let us suppose for now that our main theorem applies to E 0 -codes constructed in this way. That is, if Alice had the ability to know which pure signal she was sending, then she could convey up to H( ) bits per letter using a typical E 0 -code constructed as above. Included in this information, however, is the information that Bob would obtain about which speci c eigenstates were used. In actuality, Alice knows only the mixed E-code word, so that the 
which is what we wanted to show.
Unfortunately our theorem as it stands does not apply to the E 0 -codes because of the lack of strict independence among the code words. However, it is plausible that a modi ed argument could account for this case and thereby prove the conjecture.
Conclusion
To repeat our main conclusion, the classical information capacity of an ensemble of pure quantum states is equal to the von Neumann entropy H of the ensemble. This conclusion holds in spite of the fact that for all non-orthogonal ensembles, the amount of information one can obtain by a measurement on a single system is strictly less than H 5]. One achieves the increased capacity by having the receiver discriminate among whole code words rather than trying to distinguish the individual signal states. Considering the importance of entropy in other contexts, it is satisfying that in this communication problem the entropy turns out to be the actual channel capacity, and not merely an upper bound.
