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EINLEITUNG 
1st w(N) = (x1 )...) xN) eine endliche Folge von Zahlen im Interval1 
E: 0 <x < 1, so nennt man 
D(w(N)) = D, = s”~p $ 2 c(J, x,) - 2(J) 
i-=1 
die Diskrepanz von w(N). Dabei erstreckt sich das Supremum iiber alle 
Teilintervalle von E. Dabei ist c die Indikatorfunktion und 1 die Lange von 
J. Eine unendliche Folge o = (x,) von Zahlen aus E heigt gleichverteilt in 
E, wenn fur jede Abschnittsfolge w(N) = (xi ,..., x,) von o 
lim D(o(N)) = 0 
N-CE 
gilt. Fur jede periodische Funktionfmit Periode 1, welche stetig differen- 
zierbar ist, gilt (vgl. dazu [ 11) 
wobei n(f) = Jhf(x) d x ist. Nimmt man die Klasse X1 der Funktionen 
fh(X) = f+ihx (h ganz und # 0), so folgt. 
(f 5 fib,) ( <~DN ihl, (2) 
r=l 
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und daraus folgt fur gleichverteilte Folgen o, dag 
gilt. Es hat bekanntlich H. Weyl gezeigt, daB umgekehrt aus (3) folgt, dab 
o gleichverteilt ist (Weyl’sches Kriterium). Nimmt man statt dessen die 
Klasse X2 der Funktionen g, deliniert durch g,(x) = x1, wobei I eine 
natiirliche Zahl ist, so folgt aus (1) 
Es existiert daher die sogenannte Polynomdiskrepanz 
P(dN) = PN = “YP ; f s,(-ur) - 4g,) , 
r= I 
und es ist 
P(w(W) < D(NV). 
1st also o gleichverteilt, so gilt 
lim P,= 0. 
N - 'cc, 
Aus (7) folgt aber umgekehrt, da13 o gleichverteilt ist. Es gilt sogar 
(4) 
(5) 
(6) 
(7) 
(8) 
mit einer absoluten Konstanten c (vgl. dazu [2, 31). 
Betrachten wir nun folgenden Klassen X(p) von Funktionen, wobei 
p = (p(k)) eine monoton wachsende Folge positiver Zahlen, die gegen 
Unendlich strebt, ist: 
jpCkJ ist die Funktion x~(“) in E. 
Es folgt sofort aus (l), da13 
also existiert 
(9) 
D'P'(o(N))= D$'= (10) 
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Wir wollen diesen Ausdruck die D ‘P’-Diskrepanz von o(N) nennen; es gilt 
Df$“) Q D,. (11) 
1st o gleichverteilt, so gilt wieder wegen ( 11) 
lim D’P’(w(N)) = 0. (12) 
N-tm 
Es erhebt sich wiederum die Frage, ob umgekehrt aus (12) folgt, daI3 o 
gleichverteilt ist also in (12) ein Kriterium fiir die Gleichverteilung vorliegt. 
Diese Frage ist bejahend zu beantworten, wenn 
Wir werden sogar zeigen, dalj dies bereits gilt unter der Voraussetzung ( 13 ) 
wenn fur alle jp,kI 
1 
lim f i jpgk)(~,) =- 
N+n r=l p(k)+ 1’ 
Dies folgt aus einem bertihmten Satz von Mtintz [4], der besagt, dal3 die 
Folge (j,,,,) genau dann in E vol~st~ndig ist, wenn (13) erfiillt ist. Es lli3t 
sich also jede stetige Funktion im abgeschlossenen Interval ,!?z 0 d x d 1 
durch Linearkombinationen der jpCk) g 1eichmUig approximieren. Diesen 
Satz und den Beweis, den Miintz gibt, wollen wir jetzt bentitzen, urn 
folgenden Satz zu zeigen: 
SATZ. Es sei p = (p(k)) eine monoton wachsende Folge positiver Zahlen 
mit Cp= 1 l/p(k) = 00. Dann ist die Folge w = (x,) module 1 genau dunn 
gleichverteilt, wenn 
lim DCP)(u@?)) = 0 
N 4 acs 
gilt. 
Es ist w~nschenswert fiir die Diskrepanz LIN eine Absch~tzung durch 
D,(p) zu geben. Wir geben eine solche Abschatzung in Sektion 2, die aller- 
dings einige Parameter enthalt. Wir konnen unter einer zusatzlichen 
Bedingung (vgl. Sektion 2, ( 17)) eine Abschatzung von schonerer Gestalt 
angeben. Eine einfaches Beispiel ist die Foige p(k) = k log k; wir erhalten 
wobei log, x den s-fach iterierten Logarithmus bezeichnet. 
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1 
Urn den vorher genannten Satz zu beweisen, gehen wir den Beweis in 
[4] genauer durch. Es wird dort-mit leicht geanderter Bezeichnung- 
folgendes gezeigt: 
Es ist (m > 1, ganz) [4, Seite 3091, 
(L’(L))* :=mini mxmP’- ,$, a(k) p(k) xPtk)- ‘}* dx, (1) 
wobei sich das Minimum fiber alle a(k) erstreckt, gleich 
(2) 
Setzen wir x = x[, so folgt also aus ( 1) und (2): 
Es gibt L Zahlen PL(k), sodal 
Y 
&=I =- ’ (l+(m-1)/p(k) 
* 
2m--1 k=l ’ (3) 
’ 1 -m/p(k) 
Dabei ist flL(k) = a(k)p(k)P’k’-“. Man kann solche flL(k) explizit angeben. 
Nach Miintz [4, Seite 3111, leisten dies die Zahlen (man ersetze in seinen 
Formeln p(k) durch p(k) - 1): 
BL(k)= 
P(S) - m + 1 p(k) +p(s) - 1 
’ sykm+p(s)+l p(s)-p(k) m +p(k) + 1 
(4) 
Wir setzen nun y,(k) =mj?L(k)/p(k) und erhalten wegen (3) fur alle yeE 
[vgl. 4, Seite 3101 fur die Funktion 
die Abschatzung 
P(Y) :=Y”- $ yL(W.V’k’ 
k=l 
(5) 
d mt m-1 - i p(h) y,(k) ypck’-’ ’ dt 
k=l 
1 
dm2 
si 
t”-‘- i flL(k) tp(k’-l * dt. 
0 k-1 
(6) 
GLEICHVERTEILUNG UND EIN SATZ VON MihTZ 
Also gilt nach (3) fiir alle y E i? 
Y”- i YL(op(k) <A,(m), 
k=l 
wobei 
L 1 -m/P(k) 
AL(m)=(2mml)1~2k=I 1 +m/p(k) nl 
39 
(7) 
(8) 
Weiters gilt fiir B,(m) = C,“= 1 Iy,(k)l, 
1 
B,(m)=m i - 
1 
k=ldk)m+!#)+l 
XrI p(s)-m+ 1 As)+Ak)- 1 
sfk ds)+m+l II P(S) -P(k) . (9) 
Bisher sind wir Miintz gefolgt. Es handelt sich nun darum, fiir (8) und (9) 
einfache Abschltzungen zu finden. Wir setzen zunkhst voraus, da13 
m<p(l)<p(2)< .... (10) 
Dann folgt sofort aus (8), wegen 1 - GI < e -OL, 
Dabei haben wir 
gesetzt. Weiters ist nach (9) 
B,(m)< i ’ - V(k) 
kc 1 ptk) 
wobei 
P(J) +p(k) - 1 
ds)-hk) ’ 
Es ist nun 
(12) 
(13) 
(14) 
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und mit (1 +a)/(1 -a)= 1 +2cr/(l -a)~e2zic’p”)(fiir a< 1) folgt 
f,J, < e2x;_,’ p(.~)llPlk)-PlJI) (15) 
Analog ist 
v,:= fi P(S) +Pw) - 1 
s=k+ 1 P(S) -P(k) 
<fi 1 +P(kYP(s) <,2x::=,+, P(k)m-P(kl). 
.$.=k+ 1 1 -PW/PW 
Wir erhalten also insgesamt die Abschltzung (e(cr) anstelle ea gesetzt ) 
L 1 k-l P(S) L 
BL(m)‘&;Ip(k)e 
P(S) 
.C,p(k)-p(s)+.=~+~p(s)-p(k) ’ (16) 
Bisher haber wir (11) vorausgesetzt. Da nun lim, _ ~ p(k) = co, so gibt es 
fiir jedes m sicher ein p(k,), ja fast alle p(k) erfiillen diese Eigenschaft, da13 
m <p(k,) ist. Wir kiinnen nun (11) bzw. (16) durch die folgenden gelnder- 
ten Abschltzungen (11’) bzw. (16’) ersetzen: 
1 
%~W(P(koN (12’) 
AAm 
BL(m 
Die Abschatzung (16’) kann vergr6Bert werden: 
k-l P(S) 
k-l 
c 0 
p(k- 1) 
.s+P(k)-P(S) ,skop(k)-p(k- 1)’ 
i 
p(k) <i p(k) 
,=,+,P(s)-p(k) ,=k+lP(k+l)-p(k)’ 
Setzen wir 
C,(L)= max p(r) 
r=i,...,~p(r+ 1)-p(r)’ 
so ist wegen p(k) > 1, 
B,(m) G i 42X,(L)) < Le(2LC,(L)), 
k=ko 
(16’) 
(17) 
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und mit L<e2L folgt, wobei C(L)=C,(L)+ 1 =max,=, ,,__, Lp(r+ l)/ 
Mr+ 1)-P(r), 
B,(m) 6 42LC(L)). (18) 
Es ist C(L) monoton wachsend, ebenso II/(L) = LC(L) 2 L@(2)/ 
(p(2)-p(1)) und daher lim,,, Y(L)= co. 
Bemerkung. Gibt es ein c1> 0, sodalj p(r + 1) -p(r) > CI, dann ist 
C(L) < (l/a) p(L + 1). 1st (p(r)) eine Folge natiirlicher Zahlen, so ist u = 1. 
2 
Es sei nun K eine natiirliche Zahl. Da lim,, o. p(k) = co, gibt es ein 
L, = L,(K) sodal 
K6p(Lo) < K+ 1. (1) 
Es gilt dann fur all natiirlichen m mit 1 d m <K fur alle y E E, 
Y”- i ydW”k’ <A(-& Lo), (2) 
k=Lo 
wobei nach Sektion 1 (1) 
A(L, Lo) < (Q(L) - @(Lo))-’ 
und nach Sektion 1 (18) 
B(L) := $ IrL(k)l 6 e(LW)), 
k=& 
ist. Es sei nun w(N) = (x1 ,..., x,,,). Weiters setzen wir 
(3) 
(4) 
Ag, N=Ag, 4W)= $ ; 
1 XR--. (5) 
r=l r g+l’ 
dann ist nach (2) 
Am, NJ G i IrLW)l Ap(k), N) + A(L Lo). (6) 
k=Lg 
Wir setzen nun 
D’P’(L, N) = W”(L, w(N)) = ly;:L jQ(k), N) 
. . (7) 
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und erhalten nach (6) und (4) 
p(m, N) d B(L) W’(L, N) + A(‘% Lo). (8) 
Es gilt (8) such fiir m = 0, da ja ~(0, N) = 0 ist; daher gilt (8) fiir alle gan- 
zen m mit 0 6 m < K. Nach ErdGs-Turan (vgl. [ 11) gilt mit einer festen 
Konstanten c fiir alle Zahlen M > 1, 
wobei 
W(h, iv) =; f e(27cihx,). 
r=l 
Es ist nun fiir (/xl)< 1 
K-1 (27tihx)” 
e(2nihx) = 1 
m! + RtK h) IPI=0 
(9) 
(11) 
mit 
IR(K,h)l <(2n;‘)Xe(2n IhI). 
Also folgt aus (10) und (8) wegen sh e(27cihx) dx = 0, 
1 W(h, N)( d “f ’ (2nz’)” p(m, N) + 2R(K, h) 
??I=0 
und somit such 
( W(h, N)’ < (D@‘(L, N) B(L) + A(L, Lo)) Kf’ (2n$‘)m + 2R(K, h). (12) 
WI=0 
Nun ist 
also 
K-1 2n ‘h’)” 
c’ m! 
< (271 ‘Iz’)“-~. K, 
WI=0 
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Wir erhalten also nach (6) und (12), 
D + ( (D’p”L4N’B(L) 
+ A(L, IQ)(~M)~ KMK-‘) . (12’) 
Daraus folgt der behauptetes Satz in der Einleitung, da ja Dcp’(L, N) < 
D@‘(w(N)) und nach Voraussetzug lim,, o. DcP’(o(N)) = 0 gilt; es ist 
- eBM + A(L, Lo) 8KKM2KP1 . (12”) 
Fiir L + 00 geht A(L, L,) gegen 0; weiters geht fiir K + cc das zweite Glied 
in (12”) gegen 0 und A4 + cc liefer dann lim,, m D(o(N)) = 0. Man kann 
(12) noch vereinfachen, wenn man K = 50 A4 nimmt. Mit K! > KKe- K gilt 
dann 
also 
C3WK 1 
K! 
38M<- 
M’ 
Mit 50 A4 < p( Lo) < 50 M + 1 ergibt sich 
D(w(N)) < lOOc( l/M+ (A(L, L,) + D’%I(L)) MSoM). 
Wir wollen nun L so, dab (M, = 50 M), 
@(L)>@(L,)+e((M,+ l)logM,)). 
(13) 
(14) 
(15) 
Wegen e(M1 log M,)/(@(L) - @(Lo)) < l/M, ist, dann ist (Y(L)) = 
2LW), 
D, < 103c(l/M, + Dcp’(L, N) e(2Y(L) + M, log M2). 
Da nach (14), log Q(L) > (M + 1) log M, folgt 
DN~103c(l/M,+D’P’(L INI)e(2!P(L)+log@(L)). 
Wir nehmen nun an, dab fiir all k, 
(16) 
(17) 
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ist. Wir wghlen 
dann ist 
(18) 
l log 1/2@(L) P(L,) a- 
8 log log 1/2@(L) 
und wir nehmen 
1 + 1 >A 1% v@i(L) 8 log log 1/2@(L)’ (19) 
Dabei sei L so groB gewlhlt, daI3 log f@(L) 2 es ist, denn dann ist 
log 1/2@(L)/log log 1/2@(L) B e8/8 > 16. Es gilt 
(M,+l)logM,< - 
( 
1 log 1/2@(L) 
8 log log 1/2@(L) + 2 > 
x log 
<i 2 log 1/20(L) 
’ 8 log log 1/20(L) 
log log ; @j(L) 6 log ; @j(L). 
Also ist 
Daher ist @(L,)<L,<i@(L), also M;M1+I+@(Lo)<@(L) und (13) ist 
erfiillt. Es ist 
D, < 103c 
8 log log 1/2@(L) 
log 1/2@(L) 
+ Dcp’(L, N) e(2!P(L) + log a(L)). (20) 
Nun ist 
Y(L) = LC(L) > L P(2) 
PO)- (1) 
> Q(L) 
P(2) 
P(2)--P(l) 
3 log Q(L) P(2) 
P(2)-P(l)’ 
GLEICHVERTEILUNG UND EIN SATZ VON MfJNTZ 45 
also ist 
ZY(L) + log @D(L) < Y(L) 
( 
2 + P(2)--P(l) 
P(2) i 
~ 3y(L) 
3 
also ist 
D, < 104f? ( 
log Iog 1/2@(L) 
log 1/2@(L) 
+ PyL, f N) ef 3 !qL)). (21) 
Es sei nun L so gewlhlt, daD 
Q(L) 2 ee8 
und 
(22) 
1 
3y(L) alog p’qN)l/2 (23) 
Es sei L,(D$‘)) die kleinste natiirliche Zahl w&he (22) und (23) erfiillt, 
dann ist 
D, < lO%(log 1/2~(L~(~~))log 1/2L,(D$$)). (24) 
Betrachten wir das Beispiel 
p(k) = k log k. (25) 
Es ist #(L) N log log L. Es ist (17) erfiillt. Weiters ist 
p(r+ 1) 
p(r+ l)-p(rJGr’ 
also 
wir erhalten aus (24) 
C(L) d L, 
~(~(~))~~4c log, log l/.&q? 
log, log l/J?@’ 
(26) 
Das gleiche Resultat erhalten wir, wenn (p(k)) die Folge der Primzahlen 
ist, da p(k) N log log k mit 
@t(L)= f 1 --IoglogL 
,_,p(k) 
ist (271 
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Wir zeigen noch zum SchluD die Behauptung der Einleitung: 1st fur alle 
p(k) 
(28 1 
dann ist die Folge o = (x,) gleichverteilt und es ist 
d.h., der Limes in (28) ist gleichmaBig in p(k). 
Beweis. Wir wahlen in (12’) bei gegebenem E > 0, ein M(E), dann ein 
K(E), dann an L(E), und zum SchluB IV, = N(M(s), K(E), L(E)) so groI3, da8 
D(o)N)) < 4E 
wird. Es ist also lim,, a, D(w)N)) = 0. Dann folgt aber aus der Einleitung 
daD nun lim,, m D(P)(w(N)) = 0 ist. 
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