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w x Ž .Let a g 0, 1 , p be an analytic function in the unit disk U with p 0 s 0 and h
belongs to the class Sc of convex functions with certain boundary normalization. In0
Ž . w xthis paper the authors try to find the largest constant C a for every a g 0, 1
such that the differential subordination of the form
a
zp9 zŽ .
p z 1 q $ C a h z , z g UŽ . Ž . Ž .
p zŽ .
Ž .a Ž . a w ximplies p $ h in U. There is shown that 3r2 F C a F 2 for every a g 0, 1 .
Q 1999 Academic Press
1. INTRODUCTION
 < <Let the functions f and F be analytic in the unit disk U s z g C: z
4 Ž Ž .- 1 . A function f is called subordinate to F, written f $ F or f z $
Ž . . Ž . Ž . Ž . Ž .F z , z g U , if F is univalent in U, f 0 s F 0 and f U ; F U . Let G
be a domain in C2 and let c : C2 > G “ C be an analytic function, let p
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Ž Ž . Ž ..be a function analytic in U with p z , zp9 z g G for z g U, and let h be
a function analytic and univalent in U. The function p is said to satisfy the
first-order differential subordination if
c p z , zp9 z $ h z , z g U, c p 0 , 0 s h 0 . 1.1Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
A univalent function q is called a dominant of the differential subordina-
Ž . Ž .tion 1.1 if p $ q for all p satisfying 1.1 . If q is a dominant of the1
Ž . Ž .differential subordination 1.1 and q $ q for all dominants q of 1.1 ,1
Ž .then q is said to be the best dominant of 1.1 .1
The general theory of the differential subordinations has been studied
Žintensively by many authors, particularly by S. Miller and P. Mocanu see,
w x.for example, 5, 6 .
Ž .In this article the authors search the largest constant C a for each
w xa g 0, 1 such that the differential subordination of the type
a
zp9 zŽ .
p z 1 q $ C a h z , z g U, p 0 s h 0 s 0 1.2Ž . Ž . Ž . Ž . Ž . Ž .
p zŽ .
Ž .a Ž . aimplies p $ h. There is proven that 3r2 F C a F 2 under some
natural conditions on p and h.
This type of the differential subordination was studied by S. Kanas, A.
w x Ž .Lecko, and J. Stankiewicz in 3 , where it was proven that C a G 1 for
w xeach a g 0, 1 . Exactly, it was shown that the differential subordination
a
zp9 zŽ .
p z 1 q $ h z , z g UŽ . Ž .
p zŽ .
w ximplies p $ h in U. We improve the result from the paper 3 .
At the end of this section we will formulate definitions and a lemma
which will be used in the following sections.
Let us first fix for the following considerations that the principal value
Ž xof the argument of the complex number belongs to the interval yp , p ,
Ž x  4  4i.e., Arg z g yp , p for z g C _ 0 , and let R s x g R: x - 0 .y
Ž .For a given function h analytic in U let V h denote the subset of those
points j of the unit circle for which h9 has a continuous extension to
Ž . Ž . Ž . Ž .U j V h with h9 j / 0 for j g U j V h . The set V h can be empty.
Ž .On the other hand, there are known general conditions to be V h s ›U,
Ž w x.where h is univalent in U see, e.g., 8, p. 298 .
Now we formulate the lemma that is a modification of the well-known
w xlemma proved in 5 .
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Ž .LEMMA 1.1. Let h be an analytic uni¤alent function in U and V h / B.
Ž . Ž . Ž . Ž .Let p be an analytic function in U with p 0 s h 0 and p z k p 0 , z g U.
If there exists a point z g U such that0
< < < <p z g h V h and p z g C: z - z ; h U , 4Ž . Ž . Ž .Ž . Ž .0 0
Ž .then there exists j g V h and an m G 1 such that0
z p9 z s mj h9 j .Ž . Ž .0 0 0 0
y1Ž Ž .. w xExactly in the above lemma j s h p z . In 5 the thesis of Lemma0 0
1.1 was proven under the assumption that h is analytic and is univalent on
Ž .U except for those points j g ›U for which lim h z s ‘. In fact inz “ j
Ž . Ž .the proof of this lemma the existence of h9 j and the condition h9 j / 0
at j g ›U as the conditions for h on ›U are sufficient.
Ž . Ž .A function f analytic and univalent in U with f 0 s 0 and f 9 0 / 0 is
Ž .called starlike if f U is a starlike domain with respect to the origin, i.e., if
and only if
zf 9 zŽ .
Re ) 0 for z g U.½ 5f zŽ .
The set of all starlike functions will be denoted by S*.
Ž . Ž .A function f analytic and univalent in U with f 0 s 0 and f 9 0 / 0 is
Ž .called con¤ex if f U is a convex domain, i.e., if and only if
zf 0 zŽ .
Re 1 q ) 0 for z g U.½ 5f 9 zŽ .
The set of all convex functions will be denoted by Sc.
w x w xThe following theorem due to A. Marx 4 and E. Strohhacker 9 is wellÈ
known.
Žw x.THEOREM 1.1 4, 9 . If f is a con¤ex function, then
zf 9 z 1Ž .
Re ) for z g U.½ 5f z 2Ž .
Let V be an arbitrary convex domain in the plane C. A boundary point
w of the domain V is called regular if V has a tangent line at w.
Otherwise w is called a corner point of V. The line s is called a supporting
line of V if s contains at least one boundary point of V and V lies
Ž w x.entirely in one of the closed half planes bounded by s see 1, pp. 37]38 .
Ž .We observe that, if h is a convex function in U and 0 g h U , then every
half line starting from the origin has at most one common point with the
Ž .boundary of h U .
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DEFINITION 1.1. By Sc is denoted the set of all convex functions h such0
Ž .that there exists a boundary point Q of h U lying in R and the liney
going through Q and parallel to the imaginary axis is a supporting line
Ž .of h U .
Remark 1.1. Notice that a point Q mentioned in Definition 1.1 is either
a corner point or is a regular point with the following property: the radial
vector joining the origin and Q and the outward normal to the boundary of
Ž .the domain h U at Q are parallel and have the same direction; i.e., both
 4lie on R j 0 .y
w x Ž .DEFINITION 1.2. Let a g 0, 1 be fixed, and let H a denote the class
Ž . Ž .of functions p analytic in U with p 0 s 0, p z k 0 for z g U, such that
the function
a
zp9 zŽ .
P z s p z 1 q , z g U, P 0 s p 0 s 0Ž . Ž . Ž . Ž .
p zŽ .
is well defined in U, where the power has the principal value.
Ž . w xThe class H a is non-empty for every fixed a g 0, 1 . For example, if
Ž . nc g C and n g N, then the function p z s cz , z g U, defines a function
Ž .in H a .
2. MAIN RESULTS
This section deals with first-order differential subordinations and their
dominants. We will start with the following theorem.
w x w x cTHEOREM 2.1. Let a g 0, 1 , b g a , 1 be fixed and h g S . If p g0
Ž .H b and
b azp9 z 3Ž .
p z 1 q $ h z , z g U, 2.1Ž . Ž . Ž .ž /p z 2Ž .
then p $ h.
Ž .a w xProof. Let us denote q s 3r2 h, where a g 0, 1 is fixed.
Suppose on the contrary, that p is not subordinate to h. We now show
Ž .that there exist points z g U and j g V h such that0 0
< < < <p z s h j g › h U and p z g C: z - z ; h U . 2.2 4Ž . Ž . Ž . Ž . Ž .Ž .0 0 0
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Ž . Ž < < 4.For each r g 0, 1 let us define the analytic curve G s p z g C: z s r .r
Ž . Ž . Ž . Ž .Since p U o h U so there exists r g 0, 1 such that G o h U . Taking1 r1
r s min r g 0, r : G l › h U / B , 4Ž . Ž .0 1 r
Ž .we see that G l › h U / B and G ; h U . But G is an analytic curve,Ž .r r r0 0 0
Ž .so from the convexity of the boundary › h U , from the fact that corner
Ž . Ž .points of › h U cannot form the subarc of › h U , and from the definition
Ž .of G it follows that there exists a regular point w of › h U and z g Ur 0 00
< <with z s r such that0 0
< < < <p z s w g › h U and p z g C: z - z ; h U . 4Ž . Ž . Ž .Ž .0 0 0
Ž .Since at the point w there exists a tangent line to › h U so h9 has a0
continuous extension to the some neighborhood of w with h9 / 0. This0
Ž . Ž .means that there exists j g V h such that 2.2 is satisfied.0
Ž .  4 Ž . Ž .k Ž .Note that p z / 0 for z g U _ 0 . Otherwise, p z s z y z p z ,1 1
z g U, for some k G 1 and z g U, where p is a function analytic in U1 1
Ž .and such that p z / 0. Then1 1
zp9 z zpX z kzŽ . Ž .1s q , z g U,
p z p z z y zŽ . Ž .1 1
so the above expression has a pole at the point z . This contradicts to the1
Ž .assumptions of the theorem. Consequently, h j / 0.0
w xFor a fixed z in U let R denote the function of real variable x g 0, 10
defined as
x x
z p9 z j h9 jŽ . Ž .0 0 0 0
R x s p z 1 q s h j 1 q m ,Ž . Ž . Ž .0 0p z h jŽ . Ž .0 0
where the power has the principal value. Because h is a convex function in
U and in a neighborhood of j and m G 1 by Theorem 1.1 we have0
j h9 j m 3Ž .0 0
Re 1 q m G 1 q G . 2.3Ž .½ 5h j 2 2Ž .0
This implies that the function R is well defined.
Ž . Ž . Ž . Ž .w Ž . Ž .xaObviously, R 0 s h j , R a s h j 1 q mj h9 j rh j , and0 0 0 0 0
Ž . Ž . Ž .R 1 s h j q mj h9 j . Notice that0 0 0
x
R 1Ž . x1yx w xR x s R 0 s R 0 R 1 , x g 0, 1 . 2.4Ž . Ž . Ž . Ž . Ž .
R 0Ž .
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Ž .Since j h9 j is an outward normal to the boundary of the convex0 0
Ž . Ž . Ž .domain h U at the point h j and m G 1, so R 1 is a complex number0
Ž . Ž .outside of h U lying on the half line radiating from h j in the direction0
Ž . Ž . Ž . Ž .of the outward normal. Thus R 1 f h U . We will prove that R x f q U
w xfor all x g a , 1 .
Ž .  Ž . w x4 w xLet us denote L y s R x : x g y, 1 , where y g 0, 1 . Observe that
Ž . Ž . Ž .the set L 0 is the logarithmic spiral joining points R 0 and R 1 . This
spiral intersects every radial half line at a constant angle because
R 1Ž .
< <Arg R9 x y Arg R x s Arg Log s const,Ž . Ž . ½ 5ž /R 0Ž .
w xfor every x g 0, 1 .
Now let W denote the closed convex angle with two radial half lines
Ž . Ž .going through the points R 0 and R 1 as its boundary and with the vertex
at the origin; i.e., the absolute angle measure of W is not greater than p .
Ž .But if we use 2.3 , then we have
R 1 j h9 j pŽ . Ž .0 0
< <Arg R 1 y Arg R 0 s Arg s Arg 1 q m - ,Ž . Ž . ½ 5 ½ 5R 0 h j 2Ž . Ž .0
pso really the absolute angle measure of W is less than .2
From the fact that h is an element of the class Sc we have that the line0
parallel to the imaginary axis and going through the boundary point of
Ž . Ž .h U lying on the negative real axis is a supporting line of h U . Therefore
this line is the boundary of the closed half plane which contains the origin
Ž . Ž .and h U . If the regular point h j is not the negative number, then from0
Ž . Žthe convexity of › h U by geometric viewing we observe that W l Ry
 4.  4  4j 0 s 0 . Therefore we can write W s w g C: F F Arg w F F ,0 1
 Ž . Ž .4  Ž . Ž .4where F s min Arg R 0 , Arg R 1 , F s max Arg R 0 , Arg R 1 .0 1
Consequently from the equality,
w xArg R x s 1 y x Arg R 0 q x Arg R 1 for x g 0, 1 , 2.5Ž . Ž . Ž . Ž . Ž .
Ž .which is a consequence of 2.4 we have
w xF F Arg R x F F for x g 0, 1 .Ž .0 1
Ž .Thus L 0 lies in the closed convex angle W.
Ž .From 2.3 we see that the function,
x
j h9 jŽ .0 0
< < < <w x0, 1 2 x “ R x s h j 1 q m 2.6Ž . Ž . Ž .0 h jŽ .0
< Ž . < < Ž . < < Ž . < w xis strictly increasing. Thus R 0 F R x F R 1 for every x g 0, 1 .
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Ž . Ž .From this and from the fact that L 0 ; W we conclude that L 0 lies in
the closed region,
< < < < < <V s w g C: R 0 F w F R 1 , F F Arg w F F , 4Ž . Ž . 0 1
which is a subset of W.
< < Ž .From the monotonicity of R and from 2.3 we also obtain
a
j h9 jŽ .0 0
< < < < < <R x G R a s h j 1 q mŽ . Ž . Ž .0 h jŽ .0
a a
j h9 j 3Ž .0 0
< < < < < <G h j Re 1 q m G h j s q j ,Ž . Ž . Ž .0 0 0½ 5 ž /h j 2Ž .0
2.7Ž .
w xfor all x g a , 1 .
Ž . Ž .For further considerations let us assume that Arg R 0 F Arg R 1 .
Ž . Ž . Ž . Ž .If Arg R 0 s Arg R 1 , then from 2.5 it follows that Arg R x s
Ž . Ž . w x Ž .Arg R 0 s Arg R 1 for all x g 0, 1 which means that L 0 is the closed
Ž . Ž .segment with endpoints at R 0 and R 1 . This segment lies on the radial
Ž . Ž .half line going through R 0 and cutting the boundary of q U at the point
Ž . Ž .a Ž . Ž .a Ž . Ž .q j s 3r2 h j s 3r2 R 0 because the domain h U is starlike0 0
Ž .with respect to the origin as a convex domain. Taking into account 2.7 we
Ž . Ž .see that the segment L a lies outside of q U which leads to the
contradiction with the assumptions.
Now let
Arg R 0 - Arg R 1 . 2.8Ž . Ž . Ž .
 < Ž . < < < < Ž . < Ž .Therefore V s w g C: R 0 F w F R 1 , Arg R 0 F Arg w F
Ž .4Arg R 1 .
Let H denote the closed half plane that supports the convex domain1
Ž . Ž . Ž . w xh U at the point h j and H s C _ H . By V x , x g 0, 1 , we denote0 2 1
the closed circular sector being the common part of the angle W and of
< Ž . < Ž . Ž .the closed disk of radius R x . Notice that V x ; V x for all x , x g1 2 1 2
w x Ž .0, 1 such that x F x , because the function 2.6 is strictly increasing.1 2
Observe also that with this notation V s V 1 _ V 0 .Ž . Ž .
Ž .Let us denote by g the closed boundary arc of h U that lies in the
Ž . Ž .angle W, i.e., g s › h U l W. Now we show that g lies in the sector V 0 .
Ž . Ž .Let t denote the tangent line to › h U at h j , i.e., t s › H . The line t0 1
either intersects or is tangent to the circle being the boundary of the
< Ž . <closed disk centered at the origin of radius R 0 denoted by K. If the
Ž . Ž .second case holds, then Arg R 0 s Arg R 1 and as it was proven earlier
this leads to the contradiction with the assumptions.
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Therefore let us assume that t intersects the circle › K at two points:
Ž .R 0 and the second one denoted by P. By l we denote the line1
Ž . Ž .orthogonal to t going through R 0 . It is clear that R 1 belongs to l . Let1
l denote the line parallel to l going through the origin. The half line2 1
Ž .starting from the origin and containing R 1 intersects the line t in a point
denoted by P . The line l orthogonal to t has a common point with t1 2
denoted by P and because 0 g l we conclude that P g K. Therefore2 2 2
the closed triangle T with vertexes at the origin, P and P lies in K. But1 2
w Ž .xP g P , R 0 so P g K and the closed triangle T with vertexes at the1 2 1 1
Ž .origin, R 0 and P is contained in K also. Taking into account that1
w Ž .xP g 0, R 1 and P g K we see that the triangle T is the subset of the1 1 1
Ž .sector V 0 . But T s W l H and because g ; W and g ; H so g is the1 1 1
Ž .subset of T . This implies that g is contained in V 0 . Consequently, the1
Ž .a Ž . Ž .closed boundary arc 3r2 g s › q U l W lies in the sector V a s
Ž .a Ž . < Ž . < < Ž . < Ž .a3r2 V 0 . This yields q j F q j for every j g 3r2 g . Combining0
Ž . Ž . Ž . w xthis inequality with 2.7 we finally see that R x f q U for all x g a , 1 .
Ž . Ž .The same conclusion can be drawn for the case Arg R 0 ) Arg R 1 by
repeating arguments as in the above.
Ž .Thus we arrive at a contradiction with 2.1 so p $ h.
The next corollary is the consequence of the above theorem by setting
w xb s a g 0, 1 .
w x c Ž .COROLLARY 2.1. Let a g 0, 1 be fixed and h g S . If p g H a and0
a azp9 z 3Ž .
p z 1 q $ h z , z g U,Ž . Ž .ž /p z 2Ž .
then p $ h.
For a s 1, from the above we get the following result.
COROLLARY 2.2. Let h be a con¤ex function and let p be a function
Ž .analytic in U with p 0 s 0. If
3p z q zp9 z $ h z , z g U,Ž . Ž . Ž .2
then p $ h.
In the above corollary the assumption h g Sc can be replaced by the0
assumption that h is a convex function because for a s 1 there are no
technical problems with a suitable choice of the branch of the argument.
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Corollary 2.1 can also be formulated in the following equivalent form.
w x c Ž .COROLLARY 2.3. Let a g 0, 1 be fixed and h g S . If p g H a and0
a
zp9 zŽ .
p z 1 q $ h z , z g U,Ž . Ž .
p zŽ .
Ž .athen p $ 2r3 h.
Let us introduce the following definition.
w x c Ž .DEFINITION 2.1. Let a g 0, 1 be fixed, h g S and p g H a . By0
Ž .C a , we denote the largest number such that the differential subordina-
Ž .tion 1.2 implies p $ h.
From Corollary 2.1 it follows:
Ž . Ž .a w xCOROLLARY 2.4. C a G 3r2 for all a g 0, 1 .
Ž .3. THE CASE h z s z
Ž . Ž .a w xCorollary 2.4 says that C a G 3r2 for all a g 0, 1 . We were not
Ž .able to calculate C a but it is possible to find an upper estimate of this
constant. If we select the function h in the class Sc, then we can obtain the0
corresponding constant and the result may be sharp. Let us consider the
Ž .function h z s z, z g U.
w x Ž .THEOREM 3.1. Let a g 0, 1 be fixed and p g H a . If
a
zp9 zŽ .
ap z 1 q $ 2 z , z g U, 3.1Ž . Ž .
p zŽ .
Ž . athen p z $ z, z g U. The constant 2 is the best possible; i.e., it cannot be
replaced by any larger number.
w x Ž .Proof. Let us fix a g 0, 1 and let p g H a . Let us introduce the
Ž .notation h z s z, z g U.
Suppose on the contrary, that p is not subordinate to h. Then, by
Ž .Lemma 1.1 there exist points z g U, j g ›U s V h and an m G 1 for0 0
Ž < < < <4. Ž . Ž . Ž .which p z g C: z - z ; h U s U, p z s h j s j , and0 0 0 0
Ž . Ž .z p9 z s mj h9 j s mj .0 0 0 0 0
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From the above we have
a
z p9 zŽ .0 0
P z s p z 1 qŽ . Ž .0 0 p zŽ .0
a
j h9 jŽ .0 0 as h j 1 q m s 1 q m j .Ž . Ž .0 0h jŽ .0
Thus,
a a a< < < <P z s 1 q m j s 1 q m G 2 ,Ž . Ž . Ž .0 0
because m G 1. This implies that P is not subordinate to the function 2 ah.
Ž .Thus we arrive at a contradiction with 3.1 so p $ h.
To prove that the constant 2 a is the best possible it is enough to take
Ž . Ž .p z s h z s z, z g U. Then
a
zp9 zŽ .
ap z 1 q s 2 z , z g U,Ž .
p zŽ .
which ends the proof of this theorem.
Remark 3.1. Using the notion of the best dominant we can rephrase
the fact that the constant 2 a is the best possible by saying that the function
Ž .h z s z, z g U, is the best dominant of the differential subordina-
Ž .tion 3.1 .
Setting a s 1 in Theorem 3.1 we obtain
Ž .COROLLARY 3.1. If p is an analytic function with p 0 s 0 and
p z q zp9 z $ 2 z , z g U, 3.2Ž . Ž . Ž .
Ž .then p z $ z, z g U. The constant 2 is the best possible; i.e., the function
Ž . Ž .h z s z is the best dominant of 3.2 .
Corollary 3.1 is the special case for n s 1 of the theorem proved by
w x Ž .Goldstein et al. in 2 who showed that the function q z s zr2, z g U, is
the best dominant of the nth-order differential subordination
p z q zp9 z q z 2 pŽ2. z q ??? qz npŽn. z $ z , z g U.Ž . Ž . Ž . Ž .
From Theorem 3.1 and Corollary 2.4 we conclude the following corol-
lary.
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Ž .a Ž . a w xCOROLLARY 3.2. 3r2 F C a F 2 for e¤ery a g 0, 1 .
Ž .The problem of calculating C a remains open. From Corollary 3.1 we
can formulate the following corollary.
Ž .COROLLARY 3.3. If p is a function analytic in U with p 0 s 0 and
< <p z q zp9 z - 2, z g U,Ž . Ž .
< Ž . <then p z - 1, z g U.
In this form the above corollary is the special case of the more general
w x Ž . Ž .lemma formulated by P. T. Mocanu et al. in 7, p. 74 for B z s C z ’ 1,
Ž .D z ’ 0, and M s 2.
Let A be the class of analytic functions in the unit disk U with the
Ž . Ž .normalization f 0 s f 9 0 y 1 s 0.
Ž . Ž . Ž . Ž . Ž . Ž . Ž .Setting p z s f z rz y 1, p z s f 9 z y 1, and p z s zf 9 z rf z y
1 in Corollary 3.3 we obtain, respectively, the following results.
COROLLARY 3.4. If f g A and
< <f 9 z y 1 - 2, z g U,Ž .
then
f zŽ .
y 1 - 1, z g U.
z
The constant 2 is the best possible.
To prove that the constant 2 is the best possible let us consider the
Ž . 2function f z s z q Cz , z g U, where C ) 1 is an arbitrary real num-0
< XŽ . < < < < Ž . < < <ber. Then f z y 1 s 2C z - 2C for z g U. But f z rz y 1 s C z0 0
< <) 1 for z g U such that z ) 1rC. This means that the constant 2 cannot
be replaced by the constant 2C ) 2 for any C ) 1.
COROLLARY 3.5. If f g A and
< <f 9 z q zf 0 z y 1 - 2, z g U,Ž . Ž .
then
< <f 9 z y 1 - 1, z g U.Ž .
The constant 2 is the best possible.
COROLLARY 3.6. If f g A and
zf 9 z zf 0 z zf 9 zŽ . Ž . Ž .
2 q y y 1 - 2, z g U,
f z f 9 z f zŽ . Ž . Ž .
then
zf 9 zŽ .
y 1 - 1, z g U.
f zŽ .
The constant 2 is the best possible.
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In a similar way like in Corollary 3.4 it can be proven that the constant 2
cannot be replaced by any larger number.
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