Abstract. We compare various definitions of nondegeneracy for real submanifolds of higher codimension in C N , and explain why the definition introduced by Beloshapka seems the most relevant for us for finite jet determination problems.
Introduction
Let M be a real submanifold of C N , p ∈ M , and Aut(M, p) be the stability group of M at point p, that is the set of (germs of) biholomorphisms F fixing p and such that F (M ) ⊂ M .
For a real hypersurface in complex dimension 2, H. Poincaré initiated the study of the stability group by looking at relations between the Taylor series coefficients of a defining function and the Taylor series of a transformed equation, in terms of the coefficients of the Taylor expansion of a local biholomorphic change of variable. This process was carried out much later in a significant manner by J.K. Moser for Levi non-degenerate hypersurfaces, to obtain the following finite jet determination statement: Theorem 1. [5] Let M be a real-analytic hypersurface through a point p in C N with non-degenerate Levi form at p. Let F , G be two germs of biholomorphic maps preserving M . Then, if F and G have the same 2-jets at p, they coincide.
The proof relies on the fact that the elements of Aut(M, p) have to satisfy an overdeterminated inhomogeneous system of partial differential equations, which is a very restrictive condition. But the result becomes false without any hypothesis on the Levi form, as one can see by considering the hyperplane Imw = 0 in C N z ×C w , whose stability group at 0 is infinite dimensional.
Here, we are interested in finite jet determination problems in higher codimension. For M being a submanifold of codimension d in C N , the first step is to choose a convenient generalization of the Levi nondegeneracy condition. Various definitions appeared in the literature. Our aim is to survey these definitions, to compare them by giving many examples, and to explain why the definition introduced in [3] seems the most relevant for us in the approach by model submanifolds. We will use this notion of nondegeneracy in higher codimension in a forthcoming paper.
The paper is organized as follows. In Section 2, we present the main protagonists and look at the model case. Section 3 is devoted to the various definitions of nondegeneracy. Finally, we give in Section 4 a detailed proof of the main theorem of [3] .
Preliminaries
Some situations have to be excluded in order to get a finite dimensional stability group. For instance, the stability group of a complex submanifold of positive codimension is infinite dimensional: indeed, such a submanifold is given by w = 0, and thus (z, w) → (f (z), w) is a germ of automorphism as soon as f (0) = 0 and f is locally invertible at 0. At the other extreme, Aut(R N , 0) is also infinite dimensional, because any mapping F whose components are convergent power series with real coefficients, with F (0) = 0 and the differential dF 0 is invertible, is a germ of automorphism.
To avoid these situations, we deal with a submanifold M that is generic, and thus CR, assuming the CR bundle is of positive dimension. Under these hypotheses, and after a local biholomorphic change of coordinates, we may assume p = 0 and M ⊆ C n z × C d w is given locally by the following system of equations:
. . .
where A 1 , . . . , A d are Hermitian matrices of size n. Setting
these equations can be written in a shortest way:
with a negligible remaining term h(z, Re w). We can also normalize h by asking every term of its Taylor expansion at 0 to have no pure terms, that is to involve both z andz (see [1] and [4] section 7.2 for more details).
The Levi map.
We recall that A 1 , . . . , A d are not uniquely determined but depend on the choice of the defining function of M . However, they contain some intrinsic geometric information on the submanifold because they are related to the Levi map, which is the generalization of the Levi form to the case of higher codimension. For p ∈ M , let T p M be the tangent bundle to M at p, N p M be the normal bundle to M at p (that is, the orthogonal complement of T p M in T p (R 2N ), and denote by π p : T p (R 2N ) → N p M the orthogonal projection. Following [4] , we then define the Levi map for all p ∈ M :
where X is any holomorphic vector field such that X(p) = X p and J is the standard complex structure.
Note that the definition is valid for any CR submanifold of class C 2 , and that it is preserved under the action of CR-diffeomorphisms: let M ,
) Each component of L p being a Hermitian form, it is given by a unique sesquilinear form. We denote by L p the corresponding sesquilinear map from T
where π p is extended between C ⊗ T p (R 2N ) and C ⊗ N p M .
In case M is given by (1), we obtain a convenient expression in coordinates for the Levi map of M at 0 ( [4] , section 10.2):
where N 0 M is identified with R d . Similarly, we get:
The case of a quadric. To sort various conditions of non-degeneracy, we begin with the simplest case of a quadric submanifold Q, for which there is only a Hermitian part in z:
It is easy to see that we need to put at least two conditions on the A j if we expect Aut(Q, 0) to be finite dimensional:
Remark 4.
-Condition (a) cannot be satisfied for d > n 2 , the dimension of the space of Hermitian matrices of size n.
-Condition (b) is equivalent to say that if z, z ′ = 0 for all z ′ , then we get z = 0.
After the complex linear change of coordinates
equation (4) becomes
The stability group at 0 thus contains the following mappings
being any convergent power serie with a 1 = 0 and a k ∈ R.
Assume now that (b) is not satisfied: there exists some z of norm 1 in d j=1 KerA j . We can always assume z = (1, 0, . . . , 0) up to a unitary transformation, that is, the first column of every A j is zero, and so is the first raw. This means that z, z = ( tz A 1 z, . . . , tz A d z) does not depend on z 1 , hence the stability group at 0 contains mappings as
where f is any holomorphic function in a neighborhood of 0 such that f (0) = 0 and f ′ (0) = 0.
Non-degeneracy in the sense of Beloshapka
Lemma 3 leads to the following. This convenient definition was introduced in [2, 3] . We will check later that, even if it seems to depend on the defining function of M , the Levi non-degeneracy is actually a biholomorphic invariant. We first investigate the relations between (a) and (b).
In the hypersurface case d = 1, (a) means that the only matrix A 1 is non zero, and (b) means it is invertible; thus (b) is exactly the usual Levi nondegeneracy condition for hypersurfaces and it obviously implies (a). Note that (a) and (b) are equivalent only for a real hypersurface in C 2 (n = d = 1).
the implication is always false.
Proof. The first point is obvious, since one can choose A 1 invertible and Thus, what are the first cases to explore for (a) and (b) being satisfied? In C 2 resp. C 3 , it remains only the hypersurface case (n = d = 1 or n = 2, d = 1); in C 4 , the hypersurface case (n = 3, d = 1) or n = d = 2. So the first interesting situation for higher codimension concerns the real codimension 2 in C 4 . We observe that in this case we just have to check (a), since (a) implies (b) (because d > (n − 1) 2 ).
3.2.
Other non-degeneracy conditions. Among the wide literature concerning finite jet determination problems, various (non equivalent) generalizations in higher codimension of the notion of non-degeneracy appear:
• non-degeneracy in [8, 1] is exactly condition (b);
• Levi non-degeneracy in the sense of Tumanov [7] means, using (3) , that there exists a (real) linear combination λ j A j that is invertible; or equivalently, that the conormal bundle N * M is totally real at point (0, λ j ∂ρ j (0)) where (ρ j ) is a set of defining functions for M ; Remark 9. According to (2), the first point implies (a) is biholomorphically invariant. The second point means M has a generating Levi form at p in the sense of [7] .
Proof.
(1) Expressing the Levi map in convenient coordinates (3),
is included in a hyperplane if and only if there exists (λ 1 , . . . , Example 11. Take in C 6 ,
Indeed,
) and after a composition with a linear invertible map, we obtain
(z, z ′ ) → (z 1 z ′ 1 ,z 2 z ′ 2 ,z 1 z ′ 2 ,z 2 z ′ 1 )
This map is not surjective since it takes its values in
Remark 12. Note that the surjectivity of of L p does not imply the surjectivity of L p , even if (a) and (b) are satisfied: for instance, with d = n = 2,
The image of L 0 is C 2 but the image of L 0 is (R + ) 2 .
Remark 13. Condition (b) is biholomorphically invariant since it means that
We recall the following definitions.
Definition 14.
[1] A smooth generic submanifold M ⊂ C N is holomorphically nondegenerate (in the formal sense) at p ∈ M if there is no nontrivial formal holomorphic vector field at p tangent to M.
Remark 15. Note that if M is real analytic and holomorphically nondegenerate (in the formal sense) at p, then M is holomorphically nondegenerate at p in the classical sense, that is, there is no nontrivial holomorphic vector field at p tangent to M. See Proposition 11.7.4 in [1] .
The following proposition shows that condition (b) has also some geometric meaning.
Proposition 16. Condition (b) implies that M is holomorphically non degenerate (in the formal sense).
Proof. Using Remark 11.1.15 and Theorem 11.7.5 in [1], we deduce that condition (b) implies that M is holomorphically nondegenerate.
Finite jet determination
The following statement proves that non-degeneracy in the sense of Beloshapka is the good hypothesis while dealing with finite-jet determination problems:
Theorem 17. [3] Let M be a generic smooth real submanifold in C N , and q ∈ M . Assume M is nondegenerate in the sense of Beloshapka at q: the elements of Aut(M, q) are uniquely determined by the values of the first and second derivatives at point q.
Note that the result was stated for real analytic submanifolds, but the proof given in in [3] actually works for smooth (C ∞ ) submanifolds. We will fulfill the details this proof. As before, we denote by d the real codimension of M , described by (1):
where z ∈ C n w = u + iv with u, v ∈ R d , and z,
Assume the Hermitian matrices A 1 , . . . , A d satisfiy conditions (a) and (b). The proof of Theorem 17 relies on the following step.
We first follow [5] : this equality between two smooth functions leads to the equality of their Taylor expansions. Let us write F (z, w) = az + bw + . . . and G(z, w) = αz + βw + . . . where a, b, α, β are complex linear maps, and the dots represent higher order terms. Injecting in the previous equality, we identify the first coefficients:
• the right member contains no linear term, so α = 0 and Im β = 0;
• the Hermitian terms with respect to z give β z, z = az, az . Assigning weight one to z and weight two to w, we decompose F and G into weighted homogeneous polynomials:
where F q (tz, t 2 w) = t q F q (z, w) and the same for G q . We know that
where Im β = 0 and β z, z = az, az (notice that, since (F, G) is biholomorphic at the origin, a and β must be invertible).
In the same way, for q > 2, isolating the q-th component in the left member gives Im G q (z, u + i z, z ) + terms in G r with r < q and in the right member
So we obtain that the sequences (F q ) and (G q ) satisfy the following recurring system:
∀q > 2, Re iG q + 2 F q−1 , az |v= z,z = function of G r , F r−1 with r < q
Assume that F 0 , . . . , F q−2 and G 0 , . . . , G q−1 are known. Then the difference between two solutions (F q−1 , G q ) and (F q−1 ,G q ) of (5) is a solution of the equation Re (ig + 2 f , az ) |v= z,z = 0. We will prove that the only holomorphic solutions of this homogeneous equation are polynomials of degree less or equal to 2, and thus are of weight less or equal to 4. In particular, a solution of the recurring system (5) is uniquely determined by the initial values F 0 , . . . , F 3 and G 0 , . . . , G 4 , and more precisely by the terms of degree less or equal to 2 of F 0 , . . . , F 3 and G 0 , . . . , G 4 . This means that if two elements of Aut(M, 0) have the same 2-jet at the origin, they are equal.
Thus we aim to prove that the only holomorphic solutions of the equation Re (ig + 2 f , az ) |v= z,z = 0 are polynomials of degree less or equal to 2. Using that a and β are invertible linear maps and that β is real with β z, z = az, az , we may replace f by af and g by βg and get (6) Re (ig + 2 f , z ) |v= z,z = 0 Theorem 17 will follow from the following theorem.
Theorem 18. If the basic identity given by (6) has holomorphic solutions (f, g), those are polynomials of degree less or equal to 2.
4.2.
Towards a system of PDE. Assume that (f, g) is a holomorphic solution of (6) . We decompose f = -Eliminate g 1 in (e): by (b), g 1 (z, u) = 2i f 0 (u), z , so we have ∆g 1 (z, u) = 2i ∆f 0 (z, u), z , and then (e) becomes z, f 2 (z, u) ≡ 2i ∆f 0 (z, u), z -Eliminate g 1 in (h): since ∆g 1 (z, u) = 2i ∆f 0 (z, u), z , we obtain z, ∆f 2 (z, u) ≡ 0 and thus u) ) and by replacing in (i), we get Re (
Finally, we obtain the following system, where all maps are evaluated on {Im w = 0}, that is at (z, u):
4.3. Form of the solutions. The maps f 0 and g 0 do not depend on z. We decompose f 1 , f 2 and g 1 in the following way:
thus we set f 1 (z, u) = ) , and P = (P r,s ) is a rectangular matrix with polynomial entries P r,s ∈ C[X 1 , . . . , X d ].
If Ω is convex, and the characteristic set V P = {ξ ∈ C d | P (ζ) = 0} is a proper subvariety, then the system has distinguished solutions, the so-called exponential-polynomial solutions: linear combinations of solutions of the type Θ(u) = θ(u)e ζ·u where θ is a q-vector with polynomial components and ζ any point in V P . The Fundamental Principle of Ehrenpreis-Palamodov states that every smooth solution is the limit of a sequence of exponentialpolynomial solutions ( [6] , Theorem 7.6.14).
Assume that Θ(u) = θ(u)e ζ·u is a solution of our system. Then, by using the non-degeneracy hypothesis we get that ζ = 0, that is, the only characteristic value is 0. This gives V P = {0}, in particular the characteristic set is finite and thus the degrees of the polynomial parts of the exponential-polynomial solutions are bounded by a single constant. Thus the holomorphic solutions of the system are polynomials. We can obtain precise estimates of the degrees of these polynomials: deg u f 0 ≤ 1, deg u f 2 = 0, deg u f 1 ≤ 1 and deg u g 0 ≤ 2.
