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RESUMEN
En este trabajo se presenta un algoritmo metaheur´ıstico para resolver el problema de ruteo de
veh´ıculos con mu´ltiples depo´sitos y flota heteroge´nea (MDHFVRP), la formulacio´n matema´tica del
problema se basa en un modelo de programacio´n lineal entera mixta de cuatro ı´ndices propuesto
en la literatura especializada. Para solucionar el problema MDHFVRP se utiliza una te´cnica de
solucio´n basada en un algoritmo gene´tico de Chu-Beasley modificado.
La metodolog´ıa presenta un enfoque h´ıbrido que permite generar una poblacio´n inicial de
buena calidad, para ello se utiliza como punto de inicio el procedimiento heur´ıstico de
“Lin-Kernighan-Helsgaun” (LKH), apoyado con la solucio´n del modelo de programacio´n lineal para
el problema de la ruta ma´s corta. Dos me´todos de recombinacio´n que permiten obtener descendientes
diversos son implementados y utilizados de forma conjunta. Adicionalmente, se presenta una etapa
de mejoramiento utilizada como operador de mutacio´n, donde seis estrategias de bu´squeda local
inter-rutas y dos estrategias de bu´squeda local intra-rutas son utilizadas, de tal manera que cada
descendiente sea mejorado en cada ciclo generacional tal que sea posible entrar a formar parte de
la poblacio´n.
Para validar la metodolog´ıa propuesta, se emplean instancias de prueba cuyo nu´mero de clientes
varia entre 50 y 360. Las instancias han sido adaptadas y utilizadas en la literatura especializada
como prueba de las metodolog´ıas existentes para el MDHFVRP.
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Cap´ıtulo 1
Introduccio´n
El ruteamiento de veh´ıculos es un problema cla´sico de la optimizacio´n combinatorial de gran intere´s
en el campo de la investigacio´n de operaciones debido a su elevada influencia econo´mica y dificultad
para ser resuelto. La solucio´n de este problema juega un papel importante en la cadena de suministro
de las empresas cuyas actividades involucran transporte de bienes o personas. Generalmente las
empresas se ven obligadas a enfrentar este tipo de problemas dentro de su propio sistema de
distribucio´n, para lo cual se requiere una adecuada gestio´n en los procesos log´ısticos, lo cual conlleva
ahorros econo´micos que van desde el 10 % hasta el 20 % del costo de lo bienes [1].
En este sentido, durante las u´ltimas 5 de´cadas, diferentes investigadores en el mundo, han realizado
un gran esfuerzo por proponer nuevas formulaciones que permitan resolver diferentes variantes del
problema de ruteo de veh´ıculos, incorporando en cada modelo caracter´ısticas que describan de una
forma mas precisa los problemas de la vida real y a su vez puedan ser resueltos de una manera
eficiente. En esta medida la investigacio´n de operaciones ha experimentado un crecimiento exitoso,
que sin duda alguna, se debe al desarrollo de los sistemas informa´ticos y a sus bajos costos, con
los cuales se ha logrado un gran avance en la implementacio´n de algoritmos cada vez ma´s potentes,
precisos y ra´pidos.
Las situaciones reales presentes en la log´ıstica, han sido las principales fuentes de motivacio´n para
el estudio de nuevas variantes del VRP (Problema de Ruteo de Veh´ıculos) que se ajustan a las
necesidades de los clientes, como lo son las ventanas de tiempo, servicios de entregas y recogidas o
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propiedades adicionales, tal como duracio´n de ruta, mu´ltiples depo´sitos, flota heteroge´nea, costos
fijos etc. Sin embargo, independiente de cual sea la variante del problema, el objetivo principal
siempre estara´ enmarcado en la optimizacio´n de los recursos de transporte y la satisfaccio´n de la
demanda de los clientes.
El caso especifico del problema de ruteo de veh´ıculos multi-depo´sito que considera una flota
heteroge´nea y adicional a eso relaciona costos fijos y variables de la flota (MDHFVRP por sus
siglas en ingle´s), es una variante de dif´ıcil solucio´n debido a la explosio´n combinatorial que generan
las diferentes opciones de veh´ıculos y depo´sitos disponibles para encontrar las rutas o´ptimas que
deben atender al conjunto de clientes. La literatura especializada lo clasifica en los problemas de
tipo NP-hard, lo cual implica que no es posible hallar una solucio´n exacta en un tiempo de computo
polinomial a medida que el taman˜o del problema aumenta. Razo´n por la cual, las pocas metodolog´ıas
que se han propuesto en la literatura son basadas en las te´cnicas heur´ısticas y metaheur´ısticas, que
aunque no aseguran una solucio´n o´ptima global, obtienen soluciones de muy buena calidad con un
esfuerzos computacional muy bajo en tiempos de co´mputo razonables.
Bajo estas condiciones, en esta propuesta de trabajo se busca determinar un modelo matema´tico
que describa de forma precisa el MDHFVRP para ser solucionado mediante la implementacio´n de
te´cnicas heur´ısticas y metaheur´ısticas de tal manera que se cumplan los siguientes objetivos:
1.1. Objetivos
1.1.1. Objetivo general
Desarrollar un algoritmo metaheur´ıstico que permita solucionar el problema de ruteo de
veh´ıculos multi-depo´sito considerando flota heteroge´nea con costos fijos y variables mediante la
implementacio´n de una te´cnica metaheur´ıstica de optimizacio´n.
1.1.2. Objetivos espec´ıficos
Realizar una revisio´n del estado del arte del problema de ruteamiento de veh´ıculos (VRP).
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Realizar una revisio´n sobre la variante especifica del MDHFVRP.
Definir los modelos matema´ticos que mejor representen el problema de ruteo de veh´ıculos con
mu´ltiples depo´sitos y flota heteroge´nea.
Elaborar una metodolog´ıa que permita desarrollar el problema a partir de la implementacio´n
de te´cnicas heur´ısticas y metaheur´ısticas en el ambiente de programacio´n de C++.
Validar la metodolog´ıa con base en diferentes instancias de prueba disponibles en la literatura
especializada.
Publicar y difundir resultados.
1.2. Antecedentes
Aunque el problema general de ruteamiento de veh´ıculos ha sido estudiado ampliamente desde la
primera formulacio´n aplicada a la distribucio´n de combustible realizada por Dantzig y Ramser
(1959) [2], la versio´n que involucra mu´ltiples depo´sitos y diferentes tipos de veh´ıculos ha sido
estudiada en menor medida. Entre las primeras investigaciones de ruteamiento que involucran estas
caracter´ısticas, se encuentra el trabajo realizada por Cassidy y Bennett en [3], en el cual los autores
proponen un algoritmo iterativo que busca mejoras progresivas a partir de una solucio´n inicial
aleatoria o ingresada de forma manual para solucionar el problema de programacio´n de rutas de
veh´ıculos aplicado a la entrega de comidas escolares. Para la formulacio´n del problema se tienen
en cuenta mu´ltiples depo´sitos, flota de veh´ıculos heteroge´nea y sus principales restricciones son el
taman˜o y duracio´n de cada ruta. El objetivo consiste en minimizar el tiempo de transporte de las
comidas. Las instancias utilizadas son reales e involucran 600 escuelas donde deben entregarse las
comidas, 300 centros de preparacio´n y 100 veh´ıculos.
Wren y Holliday [4], presentan un algoritmo iterativo para la programacio´n de rutas de veh´ıculos
para atender un conjunto de clientes desde uno o varios depo´sitos. La solucio´n inicial es creada por
medio de una adaptacio´n del algoritmo de los ahorros propuesto en Clarke y Wright [5], el cual es
aplicado a cada depo´sito de forma separada. Se cuenta con una flota homoge´nea y limitada para
atender a los usuarios de acuerdo a las prioridades espec´ıficas de cada uno. Los resultados obtenidos
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son comparados con las soluciones existentes para un u´nico depo´sito.
Renaud et al [6], implementan un algoritmo metaheur´ıstico Bu´squeda Tabu´ para solucionar el
problema de entrega de bienes a un conjunto de usuarios desde varios depo´sitos, bajo las restricciones
de capacidad y taman˜o de rutas. La solucio´n inicial es creada mediante la asignacio´n de clientes al
depo´sito mas cercano. Para las etapas de mejoramiento los autores usan las estrategias denominadas
1-ruta, 2-ruta y 3-ruta. La metodolog´ıa es probada en 23 instancias de la literatura especializada
En Salhi y Sari [7], se propone una heur´ıstica multinivel para solucionar el problema de ruteo
de veh´ıculos multi-depo´sito con flota heteroge´nea. El me´todo en la primera parte utiliza una
composicio´n heur´ıstica denominada borderline customers, la cual busca crear soluciones iniciales
factibles. En la segunda parte, se realiza una estrategia de bu´squeda local que permite deteriorar
o infactibilizar las soluciones, esto con el fin de evitar o´ptimos locales. Se realizan pruebas sobre
instancias de hasta 360 clientes, con una cantidad de depo´sitos que var´ıan entre 2 y 9 con veh´ıculos
de diferentes capacidades. Los resultados obtenidos igualan a las mejores soluciones reportadas en
la literatura con un tiempo de co´mputo mucho menor.
Nagy y Salhi [8], exponen diferentes algoritmos heur´ısticos que permiten solucionar el problema de
ruteo de veh´ıculos con entregas y recogidas de bienes. La metodolog´ıa es capaz de resolver aquellos
casos donde se considera un depo´sito y tambie´n cuando se consideran mu´ltiples depo´sitos. Los
autores usan el concepto de insercio´n y permiten que las entregas y recogidas de bienes se realicen
de forma integrada. Los resultados obtenidos son alentadores con respecto a los reportados en la
literatura.
Crevier et al [9], exponen una extensio´n al problema de mu´ltiples depo´sitos, en la cual se considera
completar la carga de los veh´ıculos en depo´sitos intermedios a lo largo de la ruta. La metodolog´ıa
combina una te´cnica heur´ıstica de inicializacio´n denominada algoritmo del barrido y un modelo
exacto de programacio´n entera (Set Partitioning Model). La etapa de mejoramiento se realiza a
trave´s de un algoritmo de memoria adaptativa basado en Bu´squeda Tabu´. Las pruebas se realizan
sobre un conjunto de instancias generadas de forma aleatoria.
Un algoritmo gene´tico h´ıbrido para solucionar el MDVRP es presentado por Ho et al [10], en la
primera parte del algoritmo se crean soluciones iniciales de forma aleatoria, mientras que en la
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segunda etapa la heur´ıstica del vecino mas cercano y el algoritmo de los ahorros son los encargados
de encontrar la poblacio´n inicial. Las pruebas se realizan sobre instancias de diferentes taman˜os.
Los resultados obtenidos muestran un mejor desarrollo para el algoritmo gene´tico que combina
heur´ısticas en la etapa de inicializacio´n.
Mirabi et al [11], desarrollan heur´ısticas h´ıbridas para solucionar el MDVRP, el me´todo combina
te´cnicas deterministicas, estoca´sticas y un algoritmo de Recocido Simulado (SA), con lo cual se busca
minimizar el tiempo de entrega de cada veh´ıculo. Experimentos computacionales sobre un conjunto
de pruebas generado aleatoriamente con diferentes taman˜os de clientes y depo´sitos, muestran la
eficiencia de la metodolog´ıa propuesta.
Una adaptacio´n del MDVRP al problema de disen˜o de una red urbana de fibra o´ptica para telefon´ıa
es presentada por Baldacci y Dell’Amico [12]. El problema es abordado desde la teor´ıa de grafos y
diferentes algoritmos heur´ısticos son implementados como me´todos de solucio´n. La metodolog´ıa es
probada sobre casos de prueba reales y algunos casos propuestos en la literatura especializada.
En [13], Los autores muestran una extensio´n del MDVRP, en la cual consideran un ganancia bruta y
un precio de adquisicio´n por cada cliente visitado. Dos modelos matema´ticos de programacio´n lineal
entera mixta son formulados. Sin embargo, debido a la complejidad que presenta el problema, una
Bu´squeda Tabu´ tambie´n es propuesta para solucionar instancias de taman˜o mediano y grande. La
Bu´squeda Tabu´ presenta un tiempo de ejecucio´n ligeramente mejor que el obtenido por los modelos
exactos resueltos mediante un solver comercial.
Un modelo de programacio´n entera es presentado por Gulczynski et al [14] para resolver el MDVRP
con entregas dividas. El objetivo es minimizar la distancia recorrida por los veh´ıculos con entregas
divididas, considerando un solo depo´sito y mu´ltiples depo´sitos. Los resultados son obtenidos sobre
un conjunto de 30 casos de prueba. Adicionalmente, nuevas instancias de prueba de alta calidad
son creadas.
Un algoritmo gene´tico de agrupamiento basado en la forma geome´trica, es presentado en [15]. El
me´todo busca asignar clientes a cada depo´sito, de tal forma que la distancia de cada cliente a cada
depo´sito dentro del grupo sea mı´nima. El algoritmo propuesto presenta un mejor desempen˜o con
respecto a la heur´ıstica del vecino mas cercano en cuanto al tiempo de co´mputo requerido.
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Xu et al [16], presentan una nueva formulacio´n matema´tica para el MDHFVRP con ventanas
de tiempo. El me´todo de solucio´n involucra un algoritmo modificado de bu´squeda en vecindario
variable, junto con los operadores de insercio´n e intercambio, con los cuales se busca un balance
entre calidad de solucio´n y tiempo de ejecucio´n. El algoritmo es examinado en instancias de prueba
de la literatura especializada, demostrando que la metodolog´ıa propuesta es competitiva.
Kuo y Wang [17], implementan una estrategia de bu´squeda local para solucionar la variante del
MDVRP con costos de carga. La estrategia de solucio´n considera 3 etapas: la primera considera
un me´todo estoca´stico para generar soluciones iniciales, la segunda considera cuatro operadores
seleccionados de forma aleatoria para encontrar soluciones vecinas y finalmente en la tercera etapa,
un me´todo similar al Recocido Simulado es utilizado para seleccionar una lista reducida de soluciones
vecinas. Los resultados obtenidos demuestran la eficiencia y efectividad del algoritmo para resolver
este tipo de problemas.
Una nueva variante del problema, la cual incluye localizacio´n de mu´ltiples depo´sitos (LRP), es
abordada por Wu et al [18]. Los autores proponen un me´todo secuencial e iterativo junto a un
algoritmo de Recocido Simulado como me´todo de solucio´n, considerando una flota homoge´nea e
ilimitada de veh´ıculos. Las soluciones encontradas son de buena calidad y el desarrollo del algoritmo
se realiza en un tiempo de co´mputo considerable.
Un algoritmo h´ıbrido heur´ıstico de dos etapas, que involucra una primera fase de construccio´n
mediante diferentes estrategias de diversificacio´n y una fase de mejoramiento por medio de un
algoritmo de Bu´squeda Tabu´ Granular junto a una estrategia de perturbacio´n aleatoria utilizada
para evitar o´ptimos locales en la variante del LRP capacitado es propuesta por Escobar et al [19].
Los resultados computacionales demuestran la eficiencia del algoritmo en tiempos computacionales
y nuevas soluciones para las instancias de la literatura especializada.
Andrea et al [20], proponen un me´todo exacto de Branch-Cut-Price para el MDHFVRP con ventanas
de tiempo. La metodolog´ıa se basa en tres estrategias de bu´squeda y una generacio´n de columnas.
Resultados experimentales sobre el modelo exacto son presentados.
Trabajos similares al realizado en este documento, en el cual los autores proponen una formulacio´n
que describe el MDHFVR con costos fijos y variables son presentados por Salhi et al [21] y Vidal
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et al [22]. Salhi et al [21], presentan una implementacio´n eficiente de una bu´squeda en vecindad
variable (VNS), la cual incorpora diferentes operadores de vecindad y bu´squeda local. La estrategia
incluye un esquema de pre-procesamiento para identificar “clientes l´ımite”(borderline customers),
un mecanismo que agrega y desagrega rutas entre depo´sitos y una prueba para reducir las soluciones
vecinas, lo cual permite disminuir el tiempo de co´mputo en un 80 % , especialmente en instancias de
gran taman˜o. El algoritmo es probado en 26 instancias de la literatura especializada encontrando
23 nuevas mejores soluciones, lo cual refleja la efectividad y eficiencia de la metodolog´ıa propuesta.
Por otra parte Vidal et al [22], introducen una metodolog´ıa de programacio´n dina´mica para evaluar
eficientemente los vecindarios combinando movimientos basados en secuencias con una eleccio´n
o´ptima de veh´ıculos y depo´sitos, adema´s de una estrategia denominada “Rotacio´n” que permite
determinar de manera o´ptima el primer cliente a ser visitado en cada ruta. Estos conceptos son
aplicados mediantes dos metaheur´ısticas: una bu´squeda local iterativa y un algoritmo gene´tico
h´ıbrido. Diferentes pruebas computacionales demuestran el desempen˜o notable de la metodolog´ıa
propuesta sobre instancias de la literatura especializada. Nuevas soluciones son encontradas para
el MDVRP y el MDHFVRP. La metodolog´ıa es bastante general y puede ser aplicada a muchas
variante del VRP.
1.3. Aportes del proyecto
El desarrollo de esta investigacio´n tiene como aportes los siguientes aspectos:
Generalmente las metodolog´ıas existentes en la literatura, que involucran te´cnicas
metaheur´ısticas, se basan en algoritmos de trayectoria. En este trabajo, se considera un
algoritmo gene´tico de Chu-Beasley como me´todo de solucio´n, el cual esta basado en
poblaciones, con lo cual es posible extender el problema a una variante multi-objetivo.
Un procedimiento h´ıbrido adaptado a la variante multi-depo´sito del VRP, el cual involucra
un proceso heur´ıstico y la solucio´n del modelo del problema de la ruta mas corta, con lo cual
se obtiene la poblacion inicial de buena calidad y totalmente diversa.
En la etapa de mejoramiento, ocho estrategias de bu´squeda local inter-rutas e intra-rutas son
utilizadas, las cuales permiten explorar el espacio de solucio´n en busca de mejoras sobre las
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soluciones encontradas.
La metodolog´ıa general puede ser usada para solucionar diferentes variantes del problema
de ruteo de veh´ıculos que van desde mu´ltiples agentes viajeros, VRP cla´sico y la versio´n
multi-depo´sito incluyendo flota heteroge´nea.
1.4. Productos derivados de la investigacio´n
A continuacio´n se presentan los productos derivados de este proyecto.
1.4.1. Ponencia en congreso
1. Solution to the Capacited Vehicle Routing Problem by Branch & Bound
Algorithm. VIII ALIO/EURO Workshop on Applied Combinatorial Optimization,
Montevideo, Uruguay, December 8-10, 2014. Estado de la ponencia: revisio´n.
1.4.2. Art´ıculos en revistas
1. Solucio´n del problema de mu´ltiples agentes viajeros resuelto mediante te´cnicas
heur´ısticas. Scientia et Technica . Estado del art´ıculo: Aceptado.
2. A population-based algorithm for the multi Travelling salesman Problem. Pense`e
Journal. Estado del art´ıculo: en revisio´n.
1.5. Estructura del documento
En el Cap´ıtulo 2 de este documento se presenta la descripcio´n y formulacio´n matema´tica del
problema de ruteo de veh´ıculos multi-depo´sito con flota heteroge´nea, costos fijos y variables. Luego
en el Cap´ıtulo 3 se propone una metodolog´ıa basada en el algoritmo gene´tico de Chu-Beasley
para solucionar el problema tratado. En el Cap´ıtulo 4 se describe la aplicacio´n del algoritmo en
diferentes instancias de prueba y los resultados obtenidos. Finalmente en el capitulo 5 se presentan
las conclusiones y recomendaciones obtenidas de este trabajo.
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Cap´ıtulo 2
Descripcio´n y modelado matema´tico
El problema de ruteamiento de veh´ıculos VRP (Vehicle Routing Problem) en su forma ma´s simple,
busca disen˜ar rutas que permitan atender la demanda de un conjunto de clientes que se encuentran
dispersos geogra´ficamente, desde un depo´sito con veh´ıculos de capacidad ide´ntica [23]. Este problema
ha sido estudiado ampliamente por mas de 50 an˜os, sin embargo hoy en d´ıa se considera que
es un campo de investigacio´n creciente en el a´rea operativa debido al impacto econo´mico que
representa en aplicaciones de la vida real dentro de las compan˜´ıas que ofrecen servicios y/o
productos. Precisamente, los problemas reales en el campo de la log´ıstica han llevado a que diferentes
investigadores agreguen nuevas variantes al VRP en busca de modelos que representen cada una de
las situaciones de una forma mas precisa. Diversas aplicaciones pra´cticas conducen a una variedad
de atributos que complementan el modelo cla´sico del VRP, de tal manera que se aproxime a
los requerimientos de los diferentes clientes (horarios, asignacio´n), las caracter´ısticas de la red de
suministro y de los veh´ıculos ( flota heteroge´nea, mu´ltiples depo´sitos, costos fijos) entre otros.
En esta investigacio´n se consideran especialmente dos atributos que buscan acercar el VRP hacia
una perspectiva ma´s real: mu´ltiples depo´sitos y flota heteroge´nea. Estas caracter´ısticas dan origen
a una nueva variante conocida en la literatura como MDHFVRP (Multi Depot Heterogeneous Fleet
Vehicle Routing Problem), la cual se clasifica como un problema combinatorial de tipo NP-dif´ıcil al
igual que la versio´n general del VRP.
El MDHFVRP se define mediante un grafo completo no dirigido G = (V,E), donde V = I ∪
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J = {1, 2, · · · , n+m} representa el conjunto de ve´rtices, el subconjunto I = {1, · · · , m} hace
referencia a los depo´sitos, cada uno con capacidad ilimitada, desde donde se deben atender n clientes
representados por el subconjunto J = {m+ 1, · · · , m+ n}. Cada cliente contiene una cantidad de
demanda no negativa qi. Todas las posibles aristas que permiten una conexio´n entre los ve´rtices se
representan mediante el conjunto E = {(i, j) : i ∈ V, j ∈ V }, a cada arco se le asocia un costo de
viaje ci. Todos los depo´sitos cuentan con una flota heteroge´nea de K tipos de veh´ıculos, cada uno
con capacidad Qk, costo fijo Fk que intenta representar el costo de depreciacio´n de cada veh´ıculo y
un costo variable por unidad de distancia recorrida αk. Adema´s se supone que la cantidad de cada
tipo de veh´ıculo es ilimitada.
A partir de los para´metros que se consideran en el MDHFVRP, el objetivo de este problema consiste
en minimizar la distancia recorrida por el conjunto de rutas que visitan todos los clientes, de tal
manera que cada ruta termine en el mismo depo´sito donde inicio´ y cada cliente sea visitado por una
u´nica ruta teniendo en cuenta las capacidad del veh´ıculo y la ma´xima duracio´n de ruta establecida
(D).
2.1. Formulacio´n matema´tica
En esta seccio´n se presentan dos modelos matema´ticos, el primero corresponde a la formulacio´n
matema´tica que describe el MDHFVRP y el segundo corresponde al problema de la ruta mas corta
en una red.
2.1.1. Modelo matema´tico MDHFVRP
Matema´ticamente el MDHFVRP con costos fijos y variables, puede ser formulado mediante el
modelo de programacio´n lineal entera mixta de cuatro ı´ndices presentado por Salhi et al [21],
mediante las ecuaciones (2.1) a (2.11 ) y cuyos para´metros se describen a continuacio´n:
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n: Nu´mero de clientes.
m: Nu´mero de depo´sitos.
qi: Demanda del nodo i.
K: Nu´mero de tipos de veh´ıculos.
Qk: Capacidad del veh´ıculo de tipo k.
Fk: Costo fijo del veh´ıculo de tipo k.
αk: Costo por unidad de distancia recorrida con el veh´ıculo de tipo k.
Dij : Distancia entre los nodos i y j.
Xijkd:
Es una variable de decisio´n binaria, la cual toma el valor de 1 si el veh´ıculo
de tipo k recorre el arco (i, j) desde el depo´sito d y cero en caso contrario.
Yij :
Es una variable continua no negativa, la cual indica la carga total que permanece
en el veh´ıculo antes de visitar el nodo j mientras atraviesa el arco (i, j).
mı´n Z =
n+m∑
d=n+1
K∑
k=1
Fk
n+m∑
i=n+1
n∑
j=1
Xijkd+
n+m∑
d=n+1
K∑
k=1
n+m∑
i=1
n+m∑
j=1
αkDijXijkd (2.1)
s.a.
n+m∑
d=n+1
K∑
k=1
n+m∑
i=1
Xijkd = 1; ∀j = 1, . . . , n (2.2)
n+m∑
d=n+1
K∑
k=1
n+m∑
j=1
Xijkd = 1; ∀i = 1, . . . , n (2.3)
n+m∑
i=1
Xijkd =
n+m∑
i=1
Xjikd; ∀k = 1, . . . ,K; j = 1, . . . , n+m; d = n+ 1, . . . , n+m (2.4)
n+m∑
i=n+1
n∑
j=1
Yij =
n∑
j=1
qj (2.5)
n+m∑
i=1
Yij −
n+m∑
i=1
Yji = qj ; ∀j = 1, . . . , n (2.6)
Yij ≤
n+m∑
d=n+1
K∑
k=1
QkXijkd; ∀i = 1, . . . , n+m; j = 1, . . . , n (2.7)
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Xd1ikd2 = 0; ∀i = 1, . . . , n; k = 1, . . . ,K; d1 6= d2 = n+ 1, . . . , n+m (2.8)
Xid1kd2 = 0; ∀i = 1, . . . , n; k = 1, . . . ,K; d1 6= d2 = n+ 1, . . . , n+m (2.9)
Xijkd ∈ {0, 1} ; ∀i, j = 1, . . . , n+m; k = 1, . . . ,K; d = n+ 1, . . . n+m (2.10)
Yij ≥ 0; ∀i, j = 1, . . . , n+m (2.11)
La ecuacio´n (2.1) representa el costo total. El cual incluye costos fijos de los veh´ıculos y el costo por
unidad de distancia recorrida. Las ecuaciones (2.2) y (2.3) garantizan que cada cliente sea visitado
una sola vez. La expresio´n (2.4) asegura la conservacio´n de flujo. La restriccio´n (2.5) muestra que
la cantidad de carga que sale de todos los depo´sitos es exactamente igual a la demanda de todos los
clientes y (2.6) garantiza que la cantidad de carga que permanece en el veh´ıculo despue´s de visitar
el cliente j, es igual a la cantidad de carga antes de visitar este usuario menos su demanda. La
restriccio´n (2.7) asegura que la capacidad de cualquier veh´ıculo usado no sea violada. Las ecuaciones
(2.8) y (2.9) imponen que cada veh´ıculo debe retornar al mismo depo´sito de donde salio´. Finalmente
la ecuacio´n (2.10) representa el conjunto de variables de decisio´n binarias y (2.11) representa el
conjunto de variables continuas no negativas.
2.1.2. Modelo matema´tico para el problema de la ruta ma´s corta
Este modelo permite determinar el camino mas corto entre dos ve´rtices cualquiera de una red. Sea
n el conjunto de nodos de una red, en la cual ingresa una unidad externa de flujo en el nodo s y sale
en el nodo t, siendo s y t los nodos entre los cuales se desea encontrar la ruta mas corta. Tambie´n se
define a xij como la cantidad de flujo en el arco (i, j) y cij como el costo del arco (i, j). El modelo
matema´tico esta descrito por las ecuaciones (2.12) a (2.14).
mı´nZ2 =
n∑
i=1
n∑
j=1
Cijxij (2.12)
n∑
j=1
xij −
n∑
k=1
xki =

1; si i = s
−1 si i = t
0 en caso contrario
; ∀i = 1, ..., n (2.13)
xij ∈ {0, 1} (2.14)
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La ecuacio´n (2.12) representa la funcio´n objetivo, dado por el costo de las aristas utilizadas en la
ruta que va desde el ve´rtice s al t. El conjunto de ecuaciones (2.13) representa la conservacio´n del
flujo en cada una de las aristas y finalmente la ecuacio´n (2.14) representa el conjunto de variables
binarias que representan el flujo por cada aristas, las cuales toman el valor de uno si el flujo atraviesa
la arista (i, j) y cero en caso contrario.
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Cap´ıtulo 3
Metodolog´ıa: Algoritmo gene´tico de
Chu-Beasley modificado
3.1. Generalidades
Los algoritmos gene´ticos hacen parte de las denominadas te´cnicas evolutivas, originalmente
propuestas en los an˜os 50, las cuales tiene una estructura ba´sica comu´n: realizan reproduccio´n,
variaciones aleatorias, promueven la competencia y ejecutan seleccio´n de individuos de una poblacio´n
dada, obteniendo como resultado la evolucio´n. En la simulacio´n computacional, los algoritmos
gene´ticos simulan un proceso de seleccio´n natural para dar solucio´n a problema´s del campo de
la optimizacio´n. En este caso, el problema a ser resuelto hace el papel de medio ambiente y cada
individuo de la poblacio´n esta asociado a una solucio´n candidata. Se dice que un individuo esta
mejor adaptado al ambiente, siempre que este sea una solucio´n de mejor calidad para el problema. El
objetivo del proceso evolutivo consiste en encontrar soluciones de mejor calidad en cada generacio´n,
sin embargo, esto no asegura la solucio´n o´ptima del problema.
El algoritmo gene´tico de Chu-Beasley pertenece a las denominadas te´cnicas metaheur´ısticas
poblacionales, u´tiles cuando se busca resolver problema´s de optimizacio´n para los cuales las te´cnicas
exactas no resultan eficientes o no son aplicables. Esta te´cnica utiliza los conceptos del algoritmo
gene´tico ba´sico propuesto por Holland [24]. Sin embargo posee unas caracter´ısticas que lo convierten
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en un algoritmo ma´s eficiente y competitivo a la hora de evaluar sistema´s de gran taman˜o y
complejidad. A continuacio´n se describen algunas de las caracter´ısticas ma´s importantes:
Utiliza la funcio´n objetivo para identificar el valor de la solucio´n de mejor calidad y maneja
la infactibilidad para el proceso de reemplazo de una solucio´n por otra que se encuentra en la
poblacio´n.
So´lo genera y sustituye un individuo a la vez en la poblacio´n, en cada ciclo generacional.
Es un algoritmo elitista, ya que un individuo ingresa a la poblacio´n so´lo si este es de mejor
calidad que el peor de los individuos existentes.
Cada individuo que ingresa a la poblacio´n debe ser diferente a todos los que conforman la
poblacio´n actual, lo que evita la convergencia prematura del algoritmo a o´ptimos locales y
adema´s mantiene la diversidad, condicio´n necesaria para lograr soluciones de alta calidad.
Incluye un criterio de aspiracio´n que consiste en que un individuo puede ingresar a la poblacio´n
actual, a pesar de no cumplir con el criterio de diversidad, si este es de mejor calidad que la
solucio´n incumbente.
Puede incluir una etapa de mejoramiento despue´s de aplicar los operadores gene´ticos de
seleccio´n, recombinacio´n y mutacio´n. Esto permite explorar las regiones vecinas de la solucio´n
descendiente antes de evaluar si puede o no ingresar a la poblacio´n actual.
3.2. Descripcio´n del algoritmo propuesto
En esta seccio´n se propone un algoritmo gene´tico de Chu-Beasley modificado (AGCBM) como
te´cnica de solucio´n para el MDHFVRP. El AGCBM precisa de una poblacio´n diversa obtenida
mediante un procedimiento h´ıbrido. Para el proceso de seleccio´n, dos torneos son llevados a cabo,
cada uno con dos individuos elegidos de forma aleatoria. Los individuos ganadores de cada torneo
son usados para llevar a cabo un proceso de recombinacio´n especial adaptado para el MDHFVRP.
El descendiente resultante, es dividido en rutas y seguidamente pasa a la etapa de mutacio´n, la
cual es diferente a la mutacio´n tradicional. En particular se consideran estrategias de mejoramiento
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con mecanismos de bu´squeda local inter-rutas e intra-rutas. Finalmente, un nuevo individuo es
presentado a la poblacio´n actual y es ingresado bajo los criterios de diversidad y calidad. El proceso
se realiza de forma iterativa hasta alcanzar un criterio de parada.
3.3. Poblacio´n inicial: Proceso h´ıbrido
3.3.1. Secuencias del Gran TSP
La primera etapa de la construccio´n de la poblacio´n inicial es obtenida de soluciones aproximadas
del tradicional TSP considerando: a) el conjunto completo de clientes sin incluir los depo´sitos, b)
diferentes ve´rtices de inicio en cada etapa del proceso de solucio´n y c) un veh´ıculo de capacidad
infinita. Esta estrategia permite encontrar N secuencias o permutaciones de los clientes, donde
cada una se denomina gran TSP o tour gigante. Con cada secuencia es posible obtener individuos
de alta calidad despue´s de un proceso de divisio´n, debido a que cada ciclo incorpora arcos altamente
sensibles en la funcio´n objetivo.
Las N secuencias son construidas considerando las heur´ıstica del vecino ma´s cercano [25], el me´todo
heur´ıstico de Lin-Kernighan-Helsgaun (LKH) [26] y permutaciones de clientes aleatorias. Cada una
de las te´cnicas mencionadas anteriormente determina una secuencia de TSP gigante como la que se
presenta la Figura 3.1.
C =
[
1 2 3 4 5 6 7 8
]
Depósito
Figura 3.1: Gran TSP o tour gigante
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3.3.2. Divisio´n y evaluacio´n de cada secuencia
Como punto de partida, se hace referencia al proceso de divisio´n para el VRP cla´sico presentado
por Prins [27]. Seguidamente, se realiza una generalizacio´n para el MDHFVRP.
Divisio´n para el VRP cla´sico
De acuerdo al orden de atencio´n brindado por la secuencia del TSP gigante, se construye un grafo
ac´ıclico H = (X,A), con n+1 nodos, de esta manera X contiene un nodo esta´tico o ficticio 0 ma´s n
ve´rtices que representa el conjunto de clientes en el orden establecido por cada una de las secuencias
C = (C1, ..., Cn). Al conjunto A se an˜ade un arco (i− 1, j) por cada subsecuencia (Ci, Ci+1, ..., Cj)
de C siempre y cuando la ruta que atiende a dichos clientes es un viaje factible. Es decir, si la
demanda Wij de todos los clientes de la subsecuencia no excede la capacidad del veh´ıculo, tal como
se muestra en la ecuacio´n (3.1).
Wij =
j∑
p=i
q (Cp) ≤ Q (3.1)
El costo de cada subsecuencia Zij esta dado por el costo de las aristas Lij que representan el viaje
asociado, el cual esta dado por las ecuacio´n (3.2).
Zij = Lij = D (0, Ci) +
j−1∑
p=i
D (Cp, Cp+1) +D (Cj , 0) (3.2)
Para llevar a cabo el proceso de divisio´n de cada secuencia C de forma o´ptima, es necesario hallar
la ruta ma´s corta entre el nodo 0 y el nodo n del grafo H, para lo cual se resuelve el problema de
programacio´n lineal (PL) descrito en la seccio´n ??a´sCortamodeloRutama´sCortae un grafo auxiliar
que contiene todos las subsecuencias factibles.
La Figura 3.2 ilustra un ejemplo pequen˜o para el caso del VRP cla´sico, donde el gran tour esta
dado por la secuencia C =
[
a b c d e
]
. En la Figura 3.2a se muestra el grafo ac´ıclico H
que representa la secuencia C junto con los posibles arcos que deben salir y llegar al depo´sito. La
demanda de cada cliente se encuentra entre pare´ntesis y el costo asociado al recorrido se encuentra
sobre cada arista. Cada uno de los viajes factibles extra´ıdos de C son modelados por un arco sobre el
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grafo auxiliar de la Figura 3.2b. Los arcos resaltados corresponden a la particio´n o´ptima, al aplicar
el procedimiento h´ıbrido, tomando como ve´rtice de inicio el 0 y ve´rtice final el e. La capacidad de los
veh´ıculos utilizados se asume igual a 10. La Figura 3.2c muestra las tres rutas obtenidas al realizar
la decodificacio´n de cada viaje con un costo total de 205 [27].
a
b
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Figura 3.2: Divisio´n aplicada al VRP
Divisio´n propuesta para el MDHFVRP
Al igual que el caso del VRP, a partir de la secuencia C se construye el grafo ac´ıclico H, sin
embargo nuevas condiciones son consideradas debido a las caracter´ısticas propias del MDHFVRP.
Se considera que un viaje es factibles, si la carga de cada subsecuencia (Ci, Ci+1, ..., Cj) no excede
la capacidad del veh´ıculo disponible de mayor taman˜o, tal como se muestra en la ecuacio´n 3.3.
Wij ≤ QK (3.3)
Donde K corresponde al veh´ıculo de mayor capacidad disponible.
El costo de cada subsecuencia Zijkd esta influenciada por los costos fijos (Fk) y variables (αk) que
dependen del tipo de veh´ıculo k, con k = 1, 2, ...,K, adema´s se hace necesario la seleccio´n de el
mejor depo´sito para cada subsecuencia. Para ello primero se realiza el ca´lculo del valor de los arcos
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de la subsecuencia por medio de la ecuacio´n (3.4).
Lij =
j−1∑
p=i
D (Cp, Cp+1) (3.4)
El siguiente paso consiste en encontrar, por medio de la ecuacio´n (3.5), el tipo de veh´ıculo ma´s
econo´mico que permita suplir la demanda de cada subsecuencia.
Zijk = mı´n (Fk + αkLij) ; ∀k = 1, 2, ...,K; Wij ≤ Qk (3.5)
Finalmente el mejor depo´sito es seleccionado por medio de la siguiente relacio´n:
Zijkd = Zijk + mı´n (αk [D (d,Ci) +D (Cj , d)]) ; ∀d = 1, 2, ...,m (3.6)
Es claro que cada viaje obtenido del grafo H, se describe por una arista en el digrafo auxiliar
mediante una tripleta de la siguiente manera:
Al = (Zijkd, d, k) ; ∀l|l = (i, j) factible
Como se puede observar, el proceso para llevar a cabo la divisio´n de cada secuencia C de forma
o´ptima en el MDHFVRP, es similar al del VRP, con lo cual se resuelve el mismo PL descrito en
la seccio´n ??a´sCortamodeloRutama´sCorta Despue´s de resolver el problema de la ruta ma´s corta
sobre el grafo H, la codificacio´n del MDHFVRP puede representarse mediante una estructura de
datos, la cual contiene los siguientes atributos: Un vector del TSP gigante, una matriz de las rutas
que resultan despue´s del proceso h´ıbrido, un vector con el tipo de veh´ıculo asignado a cada ruta,
un vector con cada depo´sito desde donde se atiende a cada ruta, un vector que almacena el costo
de cada ruta y una variable que almacena el valor de la funcio´n objetivo. A continuacio´n muestra
una estructura de datos que representa la codificacio´n para el MDHFVRP a partir de un secuencia
de TSP de 8 clientes.
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Sol =

Sec =
[
1 2 3 4 5 6 7 8
]
R =

1 2
3 4 5
6
7 8

C =
[
c1 c2 c3 c4
]
Dep =
[
d1 d2 d3 d4
]
V =
[
v1 v2 v3 v4
]
Fobj
3.4. Seleccio´n
Este proceso consiste en la seleccio´n de dos secuencias (individuos) de la poblacio´n inicial, para
ello se realizan dos torneos, cada uno con dos individuos elegidos de forma aleatoria. El criterio
para elegir el ganador de cada torneo, se basa el valor de funcio´n objetivo que tenga la estructura
asociada a cada secuencia elegida. A continuacio´n se ilustra el proceso de seleccio´n.
Torneo 1
Seci =
[
1 2 3 4 5 6 7 8
]
Secj =
[
8 7 6 5 4 3 2 1
]
Torneo 2
Secm =
[
4 5 6 7 8 1 2 3
]
Secn =
[
3 2 1 8 7 6 5 4
]
Ganadores Seci =
[
1 2 3 4 5 6 7 8
]
Secm =
[
4 5 6 7 8 1 2 3
]
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3.5. Recombinacio´n
Por tratarse de una codificacio´n basada en permutaciones, llevar acabo el proceso de recombinacio´n
requiere de ciertos cuidado para evitar infactibilidades. Una de las restricciones que presenta el
MDHFVRP es que cada cliente debe ser visitado una u´nica vez y que todos los clientes deben
ser atendidos, esto implica que dos genes dentro de un cromosoma no pueden tener el mismo
valor. Diferentes estrategias pueden ser aplicadas para evitar secuencias infactibles. Entre ellas se
encuentran los me´todos PMX [28], OBX [29], OX [30] y CX [30]. En este trabajo se aplican las dos
primeras estrategias de forma conjunta.
3.5.1. Recombinacio´n PMX
A partir de una secuencia i y otra j, se generan dos puntos de corte (aleatoriamente) sobre la
secuencia i y se extraen los genes que se encuentran dentro de dicho corte. Estos genes son copiados
en un vector hijo respetando cada posicio´n y luego se llenan los dema´s genes con la informacio´n de la
secuencia j en su orden. Si existen repeticiones, estos se reemplazan por los genes correspondientes
al corte aplicado en la secuencia j. El proceso se realiza de la siguiente manera:
↓ ↓
Seci =
[
1 2 3 4 5 6 7 8
]
Secj =
[
4 5 6 7 8 1 2 3
]
Hijo =
[
4 5 3 4 5 1 2 3
]
→ inf
Hijo =
[
7 8 3 4 5 1 2 6
]
→ fac
3.5.2. Recombinacio´n OBX
A partir de dos secuencias i y j se genera un punto de corte sobre i y se copian en un vector hijo
los genes ubicados a la izquierda de dicho corte. Luego se utilizan todos los genes de la secuencia
j que au´n no han sido empleados (respetando el orden de la secuencia). El proceso se realiza de la
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siguiente manera:
↓
Seci =
[
1 2 3 4 5 6 7 8
]
Secj =
[
8 7 2 3 6 5 1 4
]
Hijo =
[
1 2 3 4 8 7 6 5
]
Una vez realizado el proceso de recombinacio´n, el descendiente se divide mediante el proceso h´ıbrido
descrito en la seccio´n 3.3.2. De esta manera se obtiene conjunto de rutas junto con los dema´s
atributos pertenecientes a la codificacio´n del MDHFVRP.
3.6. Mutacio´n
El descendiente obtenido en el proceso anterior, es sometido a un proceso de mutacio´n especial, el
cual se basa en la aplicacio´n de un proceso de estructuras de vecindad que busca mejorar cada una de
las rutas obtenidas al realizar la divisio´n al descendiente que resulta del proceso de recombinacio´n.
Las etapas de mejoramiento se conocen en la literatura especializada como bu´squeda local inter-rutas
e intra-rutas [31].
3.6.1. Bu´squeda local inter-rutas
El proceso inicia con una lista de rutas aleatoria, entre las cuales se va a llevar acabo el proceso de
mejora. Seis estructuras de vecindad que involucran movimientos entre un par de rutas son aplicadas.
El espacio de solucio´n de las seis estrategias de mejora es explorado de forma exhaustiva, es decir,
todas las posibles combinaciones son examinadas y so´lo se considera el mejor de los movimientos
en cada estrategia. Las seis estructuras de vecindad inter-rutas se describen a continuacio´n:
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Shift (1,0)
Un cliente Ci de una ruta Rk es transferido a una ruta Rl. En el siguiente ejemplo, se muestra como
el cliente 6 que se encuentra en la primera posicio´n de la ruta 3, es transferido al final de la ruta 2.
R =

1 2
3 4 5
6
7 8

→ R =

1 2
3 4 5 6
7 8

La Figura 3.3 muestra gra´ficamente la aplicacio´n el me´todo Shift (1,0) sobre las rutas dadas
anteriormente.
Depot 1
Depot 2
Tipo1
Tipo4
Tipo3
Depot 1
Depot 2
Tipo1
Tipo2
Tipo3
Tipo1
Figura 3.3: Estrategia Shift (1,0)
Shift (2,0)
Dos clientes consecutivos Ci y Ci+1 de una ruta Rk son transferidos a una ruta Rl. Para el siguiente
caso, los clientes 3 y 6 que se encuentran al inicio de la ruta 2, son transferidos al inicio de la ruta
3.
R =

1 2
3 6 4 5
7 8
→ R =

1 2
4 5
3 6 7 8

La Figura 3.4 ilustra gra´ficamente el procedimiento Shift(2,0).
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Depot 1
Depot 2
Tipo1
Tipo2
Tipo5
Depot 1
Depot 2
Tipo1
Tipo 4
Tipo3
Figura 3.4: Estrategia Shift (2,0)
Shift (3,0)
Tres clientes consecutivos Ci, Ci+1 y Ci+2 son transferidos desde una ruta Rk a otra Rl. A
continuacio´n se muestra como los clientes 3, 6 y 7 que se encuentran al inicio de la ruta 3, son
transferidos al final de la ruta 2.
R =

1 2
4 5
3 6 7 8
→ R =

1 2
4 5 3 6 7
8

El proceso Shift (3,0) se ilustra de forma detallada en la figura 3.5.
Depot 1
Depot 2
Tipo1
Tipo5
Tipo1
Depot 1
Depot 2
Tipo1
Tipo2
Tipo3
Figura 3.5: Estrategia Shift (3,0)
24
Swap (1,1)
Un cliente Ci de una ruta Rk es intercambiado con un cliente Cj de una ruta Rl. Para el siguiente
caso, el cliente 4 quien pertenece a la ruta 1, es intercambiado con el cliente 2 de la ruta 2.
R =

1 4
2 5
3 6 7 8
→ R =

1 2
4 5
3 6 7 8

La Figura 3.6 ilustra de manera gra´fica las modificaciones sobre cada ruta al realizar el procedimiento
Swap (1,1).
Depot 1
Depot 2
Tipo1
Tipo2
Tipo4
Depot 1
Depot 2
Tipo1
Tipo2
Tipo4
Figura 3.6: Estrategia Swap (1,1)
Swap (2,1)
Dos clientes consecutivos Ci y Ci+1 de una ruta Rk son intercambiados por un cliente Cj de otra
ruta Rl. El ejemplo muestra como los clientes 3 y 6 de la ruta 2 son intercambiados por el cliente 5
de la ruta 3.
R =

1 2
3 6 4
5 7 8
→ R =

1 2
5 4
3 6 7 8

La Figura 3.7 ilustra el movimiento Swap (2,1) realizado en el ejemplo anterior.
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Depot 1
Depot 2
Tipo1
Tipo2
Tipo5
Depot 1
Depot 2
Tipo1
Tipo3
Tipo4
Figura 3.7: Estrategia Swap (2,1)
Swap (2,2)
Dos clientes consecutivos Ci y Ci+1 de una ruta Rk son intercambiados con dos clientes consecutivos
Cj y Cj+1 pertenecientes a otra ruta Rl. El siguiente caso muestra que los clientes 2 y5 de la ruta
2 son intercambiados con los clientes 3 y 6 de la ruta 3.
R =

1
2 5 7 8
3 6 4
→ R =

1
3 6 7 8
2 5 4

A continuacio´n se presenta gra´ficamente el movimiento Swap (2,2) para el caso presentado
anteriormente.
Depot 1
Depot 2
Tipo1
Tipo2
Tipo5
Depot 1
Depot 2
Tipo1
Tipo3
Tipo4
Figura 3.8: Estrategia Swap (2,2)
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3.6.2. Bu´squeda local intra-rutas
Dos estrategias de bu´squeda local son consideradas como estructuras de vecindad para realizar
movimientos en una misma ruta, cada una de ellas se describe a continuacio´n:
Rotacio´n
Como su nombre lo indica, esta estructura consiste en rotar la secuencia que representa una ruta RK
buscando encontrar una nueva ruta cuyo cliente inicial y final este´n cerca a uno de los depo´sitos, es
decir, la estrategia permite encontrar la mejor secuencia para cada ruta y a su vez el mejor depo´sito
desde donde se deben atender los clientes que pertenecen a la ruta RK . Para ello es necesario evaluar
todas las secuencias resultantes de dicha rotacio´n. En el siguiente ejemplo, el proceso de rotacio´n se
lleva acabo sobre la ruta 2, de la cual se obtienen cuatro nuevas secuencias, suponiendo que la mejor
secuencia para dicha ruta es R2 =
[
4 5 6 3
]
, tambie´n es posible determinar que el depo´sito 2
es el ma´s conveniente para atender la nueva ruta. La figura 3.9 ilustra gra´ficamente los movimientos
realizados sobre la ruta 2 mediante el proceso de rotacio´n.
R =

1 2
3 4 5 6
7 8

3 4 5 6
4 5 6 3
5 6 3 4
6 3 4 5
→ R =

1 2
4 5 6 3
7 8

Depot 1
Depot 2
Tipo1
Tipo4
Tipo3
Depot 1
Depot 2
Tipo1
Tipo4
Tipo3
Figura 3.9: Rotacio´n
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2-Opt
Este movimiento busca que cada ruta tenga una forma radial, es decir, evita los cruces entre los
arcos de una misma ruta. El me´todo consiste en eliminar dos aristas no consecutivas A(i, i + 1) y
A(j, j + 1) y agregar dos aristas nuevas A(i
′
, i
′
+ 1) y A(j
′
, j
′
+ 1), de tal manera que se construya
una nueva ruta. En la Figura 3.10 se observa que las aristas A(6, 4) y A(5, D2) son eliminadas y dos
nuevas aristas son agregadas A(D2, 4) y A(5, 6) formando una nueva ruta radial.
Depot 1
Depot 2
Tipo1
Tipo4
Tipo3
Depot 1
Depot 2
Tipo1
Tipo4
Tipo3
Tipo1
Figura 3.10: Estrategia 2opt
3.7. Ingreso a la poblacio´n
Cuando un nuevo individuo es obtenido a trave´s de los operadores gene´ticos de seleccio´n,
recombinacio´n y mutacio´n, es necesario determinar si este nuevo individuo puede hacer parte de la
poblacio´n actual. Los pasos para realizar la sustitucio´n son los siguientes:
i Verificar que el valor de la funcio´n objetivo del nuevo individuo sea menor que la funcio´n objetivo
del peor individuo en la poblacio´n actual.
ii Verificar que el tour gigante que representa el individuo no exista en la poblacio´n actual; es decir
se requiere como mı´nimo un grado de diversidad en cada secuencia de la poblacio´n.
Si las dos condiciones descritas anteriormente se cumplen, entonces, el nuevo individuo entra a la
poblacio´n reemplazando al individuo de peor calidad.
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3.8. Algoritmo general de la metodolog´ıa propuesta
El algoritmo 1 presenta de manera general cada uno de los pasos de la metodolog´ıa propuesta para
solucionar el problema de ruteo de veh´ıculos con mu´ltiples depo´sitos y flota heteroge´nea, el cual se
denominada Algoritmo Gene´tico de Chu-Beasley Modificado.
Data: clientes n, depo´sitos m, tipos de veh´ıculos K, demandas qi, Capacidades Qk, Taman˜o de la
poblacio´n N , P ←− {∅}, Sol←− {∅}, cantidad de iteraciones.
Result: Conjunto de rutas para el MDHFVRP
while |P | 6= N do
P ← P ∪ Secuencias obtenidas de la heur´ıstica LHK, vecino ma´s cercano y aleatorias;
end
for i ← 1...N do
Sol ← Sol ∪ Divisio´n de cada secuencia mediante el me´todo h´ıbrido;
end
while iter ≤ (cantidad de iteraciones) do
p1,p2 ← Seleccio´n por torneo (P );
if ((iter mo´d 2) == 0) then
h ← Recombinacio´n PMX(p1, p2);
else
h ← Recombinacio´n OBX(p1, p2);
end
h ← Bu´squeda local inter-ruta(h);
h ← Bu´squeda local intra-ruta(h);
if (h cumple criterio de diversidad) then
Ingresar h a la poblacio´n actual;
else
Rechazar h;
end
iter ++
end
return The best solution (P );
Algorithm 1: AGCBM para el MDHFVRP
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Cap´ıtulo 4
Resultados
Gran cantidad de experimentos computacionales fueron realizados para analizar el comportamiento
y la contribucio´n del AGCBM, compara´ndolo con los me´todos existentes en la literatura
especializada para el problema espec´ıfico MDHFVRP.
Las pruebas son realizadas en las mismas instancias utilizadas por Salhi y Sari [7], Salhi et al
[21] y Vidal et al [22]. Estos casos de pruebas presentan una combinacio´n de clientes distribuidos
gra´ficamente de forma uniforme y usuarios en forma de clu´ster. La cantidad de clientes en cada
instancia var´ıa entre 50 y 360. La cantidad de depo´sitos por cada instancia va desde 2 hasta 9. Las
instancias fueron adaptadas de las instancias t´ıpicas para MDVRP, tal como lo presenta Salhi y Sari
[7], se toma la misma localizacio´n de los usuarios y depo´sitos, la misma demanda y se generan cinco
tipos de veh´ıculos vk de la siguiente manera: Qk = (0,4 + 0,2k)Q
∗, Fk = 70 + 10k y αk = 0,7 + 0,1k
con k ∈ {1, 2, ..., 5}. Q∗ hace referencia la capacidad del veh´ıculo en la instancia original. En todas
las pruebas realizadas se considera una flota de veh´ıculos ilimitada.
En el anexo A se presenta una instancia original de 50 clientes y 4 depo´sitos para el MDVRP en el
formato requerido por la metodolog´ıa propuesta, adema´s se muestra el ca´lculo de los tipos 5 tipos
de veh´ıculos junto con los costos fijos y variables asociados para transformar la instancia en un
MDHFVRP.
La codificacio´n del AGCBM fue realizada en el lenguaje de de programacio´n C++ bajo el entorno
Visual-Studio 2010 junto con el solver CPLEX 12.5 bajo la librer´ıa CONCERT. El sistema operativo
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utilizado fue Windows 7, en un computador con procesador Core 2 Duo de 2.7 GHz y memoria
RAM de 4 GB. A continuacio´n se muestra la comparacio´n de los resultados obtenidos con tres
me´todos existentes en la literatura especializada (Salhi y Sari en [7], Salhi et al en [21] y Vidal et
al en [22]).
4.1. SS97 Vs AGCBM
La Tabla 4.1 presenta la comparacio´n entre la metodolog´ıa SS97 presentada por Salhi y Sari en [7] y
el algoritmo propuesto en este trabajo (AGCBM ) para 14 instancias de la literatura especializada.
Las tres primeras columnas corresponden a las caracter´ısticas de las instancias, en su orden se
encuentra: nu´mero de la instancia, la cantidad de clientes (n) y la cantidad de depo´sitos de cada
caso de prueba (m). Las siguientes dos columnas presentan los resultados obtenidos con cada una
de las metodolog´ıas. La columna final presenta el Gap de la solucio´n encontrada con la metodolog´ıa
propuesta con respecto del algoritmo SS97. El signo negativo indica que la solucio´n encontrada por
el AGCBM es mejor que la reportada, mientras que el signo positivo indica lo contrario.
Claramente se puede observar que en 11 de las 14 instancias la metodolog´ıa propuesta encuentra
mejores resultados en comparacio´n con los reportados por el algoritmo SS97. Las 3 instancias
restantes presentan un Gap menor al 2.2 %.
Tabla 4.1: Comparacio´n de las metodolog´ıas SS97 y AGCBM
Instancia n m SS97 Propuesta (AGCBM) Gap ( %)
1 50 4 1526,7 1513,12 -0,8895
2 50 4 992,8 981,809 -1,1071
3 75 2 1611,1 1605,77 -0,3308
4 100 2 2361,9 2338,43 -0,9937
5 100 2 1498,4 1491,83 -0,0044
6 100 3 2277,5 2252,54 -1,0959
7 100 4 2297,1 2294,79 -0,1006
continu´a . . .
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Tabla 4.1: Comparacio´n de las metodolog´ıas SS97 y AGCBM
(continuacio´n...)
Instancia n m SS97 Propuesta (AGCBM) Gap ( %)
8 80 2 2108,2 2079,98 -1,3386
9 80 2 2126,8 2116,78 -0,4711
10 80 2 2160,12 2160,46 +0,0157
11 160 4 4116,2 4056,93 -1,4399
12 240 6 6217 6193,38 -0,3799
13 249 3 6211,4 6347,27 +2,1874
14 360 9 9184,6 9353 +1,8335
4.2. SIW13-VNS1-VNS2 Vs AGCBM
La Tabla 4.2 presenta la comparacio´n entre la metodolog´ıa SIW13-VNS1-VNS2 presentada por
Salhi et al en [21] y el algoritmo propuesto en este trabajo (AGCBM ) para 14 instancias de
la literatura especializada. El me´todo SIW13-VNS1-VNS2 involucra dos algoritmos diferentes, el
primero denominado VNS1 y el segundo VNS2. Las tres primeras columnas corresponden a los
datos de cada instancias, en su orden se encuentra nu´mero de la instancia, la cantidad de clientes
(n) y la cantidad de depo´sitos de cada caso de prueba (m). Las siguientes tres columnas presentan
los resultados obtenidos con cada una de las metodolog´ıas. La columna final presenta el Gap de
la solucio´n encontrada con la metodolog´ıa propuesta con respecto a los dos algoritmos del trabajo
presentado por Shali. El signo negativo indica que la solucio´n encontrada por el AGCBM es mejor
que la reportada, mientras que el signo positivo indica lo contrario.
En la Tabla 4.2 se observa que en 4 de las 14 instancias, las soluciones encontradas son mejores
que las reportadas por los algoritmos SIW13-VNS1-VNS2. Para el resto de las instancias los Gaps
var´ıan entre 0.25 % y 4.7 %.
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Tabla 4.2: Comparacio´n de las metodolog´ıas
SIW13-VNS1-VNS2 y AGCBM
Instancia n m
SIW13
VNS1
SIW13
VNS2
Propuesta Gap ( %)
1 50 4 1503,3 1499,3 1513,12 +0,6532
2 50 4 974,9 984,5 981,809 -0,2733
3 75 2 1571,2 1588,4 1605,77 +1,0935
4 100 2 2321,9 2313,7 2338,43 +0,7119
5 100 2 1459,3 1466,9 1491,83 +1,6995
6 100 3 2224 2246,9 2252,54 +0,2510
7 100 4 2249,2 2256,4 2294,79 +1,7014
8 80 2 2085,8 2076,2 2079,98 -0,2790
9 80 2 2118,6 2096,4 2116,78 -0,0859
10 80 2 2188,6 2193,3 2160,46 -1,2857
11 160 4 4001,8 4024,9 4056,93 +0,7958
12 240 6 5994,6 5970,5 6193,38 +3,3159
13 249 3 6094,7 6068,8 6361,85 +4,1441
14 360 9 8935,6 8883,1 9353 +4,6712
4.3. HGSADC Vs AGCBM
La Tabla 4.3 presenta la comparacio´n entre la metodolog´ıa HGSADC presentada por Vidal et al
en [22]) y el algoritmo propuesto en este trabajo (AGCBM ) para 14 instancias de la literatura
especializada. Las tres primeras columnas corresponden a los datos de cada instancias, en su orden
se encuentra nu´mero de la instancia, la cantidad de clientes (n) y la cantidad de depo´sitos de cada
caso de prueba (m). Las siguientes dos columnas presentan los resultados obtenidos con cada una
de las metodolog´ıas. La columna final presenta el Gap de la solucio´n encontrada con la metodolog´ıa
propuesta con respecto a la metodolog´ıa presentada por Vidal.
La Tabla 4.3 muestra que la metodolog´ıa propuesta encuentra soluciones cercanas a las reportadas
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por la metodolog´ıa HGSADC, cuyos Gaps var´ıan entre 0,0157 % y 7,4 %
Tabla 4.3: Comparacio´n de las metodolog´ıas HGSADC y
AGCBM
Instancia n m HGSADC Propuesta Gap ( %)
1 50 4 1477,73 1513,12 2,3949
2 50 4 957,73 981,809 2,5142
3 75 2 1569,67 1605,77 2,2998
4 100 2 2292,64 2338,43 1,9973
5 100 2 1453,64 1491,83 2,6272
6 100 3 2208,66 2252,54 1,9867
7 100 4 2198,91 2294,79 4,3603
8 80 2 2072,18 2079,98 0,3764
9 80 2 2096,39 2116,78 0,9726
10 80 2 2160,12 2160,46 0,0157
11 160 4 3973,47 4056,93 2,1004
12 240 6 5887,43 6193,38 5,1967
13 249 3 5998,7 6361,85 6,0538
14 360 9 8709,26 9353 7,3914
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Cap´ıtulo 5
Conclusiones, recomendaciones y
trabajos futuros
5.1. Conclusiones
En este trabajo se presento´ la implementacio´n de un Algoritmo Gene´tico de Chu-Beasley
Modificado para solucionar el problema de ruteamiento de veh´ıculos con mu´ltiples depo´sitos
y flota heteroge´nea que incluye costos fijos y variables. La metodolog´ıa combina operadores
gene´ticos con estrategias de bu´squeda local, que permiten explorar el espacio de solucio´n de
manera adecuada para encontrar soluciones atractivas al problema de MDHFVRP.
Como etapa de inicializacio´n se presenta un procedimiento h´ıbrido que permite encontrar
soluciones de buena calidad y con un buen grado de diversidad en la poblacio´n inicial. El
procedimiento combina heur´ısticas para poblaciones basadas en permutaciones junto con
un proceso de divisio´n adaptado desde el problema cla´sico de VRP, con lo cual una nueva
codificacio´n para el problema de MDHFVRP es considerada.
Diferentes estrategias de vecindad inter-rutas e intra-rutas permiten realizar una
intensificacio´n en el espacio de bu´squeda, de tal manera que el algoritmo avance hacia regiones
de mejor calidad en cada generacio´n de la metodolog´ıa propuesta.
Para validar la metodolog´ıa propuesta, 14 instancias de prueba de la literatura con taman˜os
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entre 50 y 360 clientes son utilizadas para realizar comparaciones con otras metodolog´ıas
existentes. Los resultados obtenidos muestran la competitividad de este me´todo para
solucionar el problema de MDHFVRP. Los Gaps obtenidos con respectos a los mejores
resultados reportados en la literatura especializada demuestran la notable contribucio´n de
este trabajo en futuras investigaciones dentro del grupo de investigacio´n.
5.2. Recomendaciones y trabajos futuros
Por ser este un algoritmo basado en poblaciones, nuevos objetivos pueden ser incluidos y dar
paso a una variante Multi-Objetivo del problema de ruteo de veh´ıculos. Uno de los nuevos
objetivos a considerar es la reduccio´n de los efectos ambientales provenientes de los veh´ıculos
de carga.
Adaptar los datos de entrada, para hacer esta una metodolog´ıa general, la cual permita
solucionar diferentes versiones del problema de ruteamiento de veh´ıculos, como VRP, CVRP,
MDVRP entre otros.
Se recomienda combinar las estrategias de bu´squeda local presentadas en este trabajo con
algoritmos metaheur´ısticos basados en trayectoria, como Bu´squeda Tabu´, con el fin de realizar
comparaciones que permitan determinar que tipos de algoritmos resultan ser ma´s adecuados
a la hora de resolver este tipo de problemas.
Nuevas estrategias de bu´squeda local pueden ser incluidas, con el fin de explorar nuevas
regiones en el espacio de solucio´n, de tal forma que se encuentren mejores soluciones de manera
eficiente.
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Ape´ndice A
Instancia
En este anexo se muestra el formato necesario para ingresar los datos de cada instancia de prueba
en la metodolog´ıa propuesta, para ello se muestra una instancia de MDHVRP que consta de 50
clientes y 4 depo´sitos y su respectiva modificacio´n. Cada caso se encuentra en un archivo de texto
plano .txt, el cual costa de las siguientes partes.
A.1. Encabezado
La primera fila del archivo de texto consta de la siguiente informacio´n: Las tres primeras columnas
corresponden informacio´n original de la instancia. La primera columna indica la cantidad de
clientes, la segunda muestra el nu´mero de depo´sitos y la tercera hace referencia a la capacidad
de cada veh´ıculo para el caso homoge´neo (MDVRP). Finalmente se muestra la cantidad de tipo de
veh´ıculos que sera´n empleados en el caso MDHFVRP. La Tabla A.1 muestra la informacio´n descrita
anteriormente.
Tabla A.1: Datos iniciales
n m Q∗ Tipo de Veh´ıculos
50 4 80 5
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A.2. Coordenadas y datos de carga
Las siguientes filas del archivo, corresponden a la identificacio´n de cada cliente, las coordenadas “x”
e “y” y la demanda respectiva de cada cliente, tal como se muestra el la Tabla A.2.
Tabla A.2: Coordenadas
id x y Demanda id x y Demanda id x y Demanda
1 37 52 7 19 13 13 9 37 32 22 9
2 49 49 30 20 57 58 28 38 45 35 15
3 52 64 16 21 62 42 8 39 59 15 14
4 20 26 9 22 42 57 8 40 5 6 7
5 40 30 21 23 16 57 16 41 10 17 27
6 21 47 15 24 8 52 10 42 21 10 13
7 17 63 19 25 7 38 28 43 5 64 11
8 31 62 23 26 27 68 7 44 30 15 16
9 52 33 11 27 30 48 15 45 39 10 10
10 51 21 5 28 43 67 14 46 32 39 5
11 42 41 19 29 58 48 6 47 25 32 25
12 31 32 29 30 58 27 19 48 25 55 17
13 5 25 23 31 37 69 11 49 48 28 18
14 12 42 21 32 38 46 12 50 56 37 10
15 36 16 10 33 46 10 23 51 20 20 0
16 52 41 15 34 61 33 26 52 30 40 0
17 27 23 3 35 62 63 17 53 50 30 0
18 17 33 41 36 63 69 6 54 60 50 0
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A.3. Tipos de veh´ıculos, Costos fijos y variables
A partir de la capacidad Q∗ dada en la Tabla A.1, se calculan 5 tipos de veh´ıculos diferentes por
medio de la siguiente ecuacio´n:
Qk = (0,4 + 0,2k)Q
∗ (A.1)
Tambie´n se calculan los valores fijos (Fk) y variables αk correspondiente a cada tipo de veh´ıculo
mediante las siguientes ecuaciones:
Fk = 70 + 10k (A.2)
αk = 0,7 + 0,1k (A.3)
k ∈ {1, 2, ..., 5}
La Tabla A.3 muestra el calculo de los 5 tipos de vehiculos con sus valores fijos y variables.
Tabla A.3: Tipos de veh´ıculos
Vehiculo Q alpha F
1 48 0.8 80
2 64 0.9 90
3 80 1.0 100
4 96 1.1 110
5 112 1.2 120
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