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Let 푄푛 be a partition of the interval [0, 1] denes as푄1 = {0, 푞2, 푞, 1}.푄′푛+1 = 푞푄푛 ∩ 푞2푄푛 , 푄′′푛+1 = 푞2 + 푞푄푛 ∩ 푞푄푛 , 푄′′′푛+1 = 푞2 + 푞푄푛 ∩ 푞 + 푞2푄푛 ,푄푛+1 = 푄′푛+1 ∪ 푄′′푛+1 ∪ 푄′′′푛+1,
where 푞2 + 푞 = 1.
e sequence 푑 = 1, 2, 1, 0, 1, 2, 1, 0, 1, 0, 1, 2, 1, 0, 1, 2, 1,… denes as follows.푑1 = 1, 푑2 = 2, 푑4 = 0;푑[2퐹2푛 + 1 ∶ 2퐹2푛+1 + 1] = 푑[1 ∶ 2퐹2푛−1 + 1];푛 = 0, 1, 2,… ;푑[2퐹2푛+1 + 2 ∶ 2퐹2푛+1 + 2퐹2푛−2] = 푑[2퐹2푛−1 + 2 ∶ 2퐹2푛];푑[2퐹2푛+1 + 2퐹2푛−2 + 1 ∶ 2퐹2푛+1 + 2퐹2푛−1 + 1] = 푑[1 ∶ 2퐹2푛−3 + 1];푑[2퐹2푛+1 + 2퐹2푛−1 + 2 ∶ 2퐹2푛+2] = 푑[2퐹2푛−1 + 2 ∶ 2퐹2푛];푛 = 1, 2, 3,… ;
where 퐹푛 are Fibonacci numbers (퐹−1 = 0, 퐹0 = 퐹1 = 1).
e main result of this paper.
eorem. 푄′푛 = 1 − 푄′′′푛 = { 푘∑푖=1 푞푛+푑푖 , 푘 = 0, 1,… , 푚푛} ,푄′′푛 = 1 − 푄′′푛 = {푞2 + 푘∑푖=푚푛 푞푛+푑푖 , 푘 = 푚푛 − 1, 푚푛 ,… , 푚푛+1} ,
where 푚2푛 = 2퐹2푛−2, 푚2푛+1 = 2퐹2푛−1 + 1.
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В работе изучается разбиение отрезка, которое строится по следующему правилу:푄1 = {0, 푞2, 푞, 1}.푄′푛+1 = 푞푄푛 ∩ 푞2푄푛 , 푄′′푛+1 = 푞2 + 푞푄푛 ∩ 푞푄푛 , 푄′′′푛+1 = 푞2 + 푞푄푛 ∩ 푞 + 푞2푄푛 ,푄푛+1 = 푄′푛+1 ∪ 푄′′푛+1 ∪ 푄′′′푛+1,
где 푞2 + 푞 = 1.
Введем последовательность чисел 푑 = 1, 2, 1, 0, 1, 2, 1, 0, 1, 0, 1, 2, 1, 0, 1, 2, 1,… , положив푑1 = 1, 푑2 = 2, 푑4 = 0;푑[2퐹2푛 + 1 ∶ 2퐹2푛+1 + 1] = 푑[1 ∶ 2퐹2푛−1 + 1];푛 = 0, 1, 2,… ;푑[2퐹2푛+1 + 2 ∶ 2퐹2푛+1 + 2퐹2푛−2] = 푑[2퐹2푛−1 + 2 ∶ 2퐹2푛];푑[2퐹2푛+1 + 2퐹2푛−2 + 1 ∶ 2퐹2푛+1 + 2퐹2푛−1 + 1] = 푑[1 ∶ 2퐹2푛−3 + 1];푑[2퐹2푛+1 + 2퐹2푛−1 + 2 ∶ 2퐹2푛+2] = 푑[2퐹2푛−1 + 2 ∶ 2퐹2푛];푛 = 1, 2, 3,… ;
где 퐹푛 – числа Фибоначчи (퐹−1 = 0, 퐹0 = 퐹1 = 1).
Основной результат работы.
Теорема. 푄′푛 = 1 − 푄′′′푛 = { 푘∑푖=1 푞푛+푑푖 , 푘 = 0, 1,… , 푚푛} ,푄′′푛 = 1 − 푄′′푛 = {푞2 + 푘∑푖=푚푛 푞푛+푑푖 , 푘 = 푚푛 − 1, 푚푛 ,… , 푚푛+1} ,
где 푚2푛 = 2퐹2푛−2, 푚2푛+1 = 2퐹2푛−1 + 1.
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В работе [1] для обоснования несмещенности оценки энтропии применялась последователь-
ность разбиений отрезка, которая строилась по следующим рекуррентным правилам:푄1 = {0, 푞2, 푞, 1}.푄′푛+1 = 푞푄푛 ∩ 푞2푄푛, 푄′′푛+1 = 푞2 + 푞푄푛 ∩ 푞푄푛, 푄′′′푛+1 = 푞2 + 푞푄푛 ∩ 푞 + 푞2푄푛,푄푛+1 = 푄′푛+1 ∪ 푄′′푛+1 ∪ 푄′′′푛+1, (1)
где 푞2 + 푞 = 1.
В настоящей работе будет показано, что 푄푛 – измельчающая последовательность разбиений и
отрезки разбиения 푄푛 имеют длины 푞푛, 푞푛+1, 푞푛+2. Найдено рекуррентное задание длин отрезков
разбиения 푄푛.
Введем последовательность чисел 푑 = 1, 2, 1, 0, 1, 2, 1, 0, 1, 0, 1, 2, 1, 0, 1, 2, 1,… , положив푑1 = 1, 푑2 = 2, 푑4 = 0;푑[2퐹2푛 + 1 ∶ 2퐹2푛+1 + 1] = 푑[1 ∶ 2퐹2푛−1 + 1];푛 = 0, 1, 2,… ;푑[2퐹2푛+1 + 2 ∶ 2퐹2푛+1 + 2퐹2푛−2] = 푑[2퐹2푛−1 + 2 ∶ 2퐹2푛];푑[2퐹2푛+1 + 2퐹2푛−2 + 1 ∶ 2퐹2푛+1 + 2퐹2푛−1 + 1] = 푑[1 ∶ 2퐹2푛−3 + 1];푑[2퐹2푛+1 + 2퐹2푛−1 + 2 ∶ 2퐹2푛+2] = 푑[2퐹2푛−1 + 2 ∶ 2퐹2푛];푛 = 1, 2, 3,… ;
(2)
где 퐹푛 – числа Фибоначчи (퐹−1 = 0, 퐹0 = 퐹1 = 1).
Теорема 1. Пусть последовательность 푑 задана в (2), тогда푄′푛 = 1 − 푄′′′푛 = { 푘∑푖=1 푞푛+푑푖 , 푘 = 0, 1,… , 푚푛} , (3)푄′′푛 = 1 − 푄′′푛 = {푞2 + 푘∑푖=푚푛 푞푛+푑푖 , 푘 = 푚푛 − 1, 푚푛,… , 푚푛+1} , (4)
где 푚2푛 = 2퐹2푛−2, 푚2푛+1 = 2퐹2푛−1 + 1.
Замечание 1. Последовательность 푑 приведена и в «Энциклопедии целочисленных последовательно-
стей»1 под номером A191329, где она задана формулой푑푛 = [푛푞 + 푛] mod 2 + [푛푞] mod 2.
Замечание 2. Из (3) получаем формулу 푞2−푛 = 푚푛∑푖=1 푞푑푖 .
Доказательство. Для упрощения задания множеств 푄푛 докажем несколько вспомогательных лемм
1https://oeis.org/
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Лемма 1. 푄′푛 = 1 − 푄′′′푛 , 푄′′푛 = 1 − 푄′′푛 .
Доказательство. Проведем индукцию по 푛.
При 푛 = 1 условия леммы выполнены.
Предположим, что они выполнены для 푛 и покажем, что они выполнены при 푛 + 1.
Из предположений следует, что 푄푛 = 1 − 푄푛.
Из определения разбиения (1) следует, что1 − 푄′′′푛+1 = 푞 − 푞푄푛 ∩ 푞2 − 푞2푄푛 = 푞푄푛 ∩ 푞2푄푛 = 푄′푛+1.1 − 푄′′푛+1 = 푞 − 푞푄푛 ∩ 1 − 푞푄푛 = 푞(1 − 푄푛) ∩ 푞2 + 푞(1 − 푄푛) = 푞푄푛 ∩ 푞2 + 푞푄푛 = 푄′′푛+1.
Лемма 2. Справедливы соотношения 푄′푛 = 푞푄′푛−1 ∪ 푞푄′′푛−1. (5)푄′푛 ∩ 푞푄′푛 = 푞푄′푛−1, (6)푄′푛 ∩ 푞푄′′푛 = 푞푄′′푛−1, (7)푄′′푛 ⊂ 푞2 + 푞푄′푛, (8)푄′′푛 ⊂ 푞푄′′′푛 , (9)푄′푛−1 ⊂ 푄′푛, (10)푄′′푛−1 ⊂ 푄′′푛 , (11)
Доказательство. Проведем индукцию по 푛.
При 푛 = 2 из (1) имеем 푄2 = {0, 푞3, 푞2, 푞, 푞 + 푞4, 1},
поэтому условия леммы выполнены.
Предположим, что они выполнены для 푛 и покажем, что они выполнены при 푛 + 1.
Докажем (5). Из определения разбиения (1) следует, что푄′푛+1 = (푞푄′푛 ∪ 푞푄′′푛 ) ∩ (푞2푄′푛 ∪ 푞2푄′′푛 ∪ 푞2푄′′′푛 ) = 푞 [(푄′푛 ∩ 푞푄′푛) ∪ (푄′푛 ∩ 푞푄′′푛 ) ∪ (푄′′푛 ∩ 푞푄′′′푛 )] .
Применяя (6), (7), (9), получим 푄′푛+1 = 푞 (푞푄′푛−1 ∪ 푞푄′′푛−1 ∪ 푄′′푛 ) .
Применяя (5), получим 푄′푛+1 = 푞 (푄′푛 ∪ 푄′′푛 ) . (12)
Докажем (6). Из последнего равенства (12) имеем푄′푛+1 ∩ 푞푄′푛+1 = (푞푄′푛 ∪ 푞푄′′푛 ) ∩ (푞2푄′푛 ∪ 푞2푄′′푛 ) = 푞 [(푄′푛 ∩ 푞푄′푛) ∪ (푄′푛 ∩ 푞푄′′푛 )] .
Применяя (6), (7), (5), получим 푄′푛+1 ∩ 푞푄′푛+1 = 푞 (푞푄′푛−1 ∪ 푞푄′′푛−1) = 푞푄′′푛 .
Докажем (7). Из определения разбиения (1) следует, что푄′′푛+1 = 푞2 + 푞푄′푛 ∩ 푞푄′′′푛 . (13)
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Отсюда и из (12) следует, что푄′푛+1 ∩ 푞푄′′푛+1 = (푞푄′푛 ∪ 푞푄′′푛 ) ∩ 푞3 + 푞2푄′푛 ∩ 푞2푄′′′푛 = 푞 [(푄′푛 ∪ 푄′′푛 ) ∩ 푞2 + 푞푄′푛 ∩ 푞푄′′′푛 ] == 푞 [푄′′푛 ∩ 푞2 + 푞푄′푛 ∩ 푞푄′′′푛 ] .
Применяя (8), (9), получим 푄′푛+1 ∩ 푞푄′′푛+1 = 푞푄′′푛 .
Докажем (8). Подставив (12) и (13), получим, что нужно доказать вложение푄′′푛+1 = 푞2 + 푞푄′푛 ∩ 푞푄′′′푛 ⊂ 푞2 + 푞2푄′푛 ∪ 푞2 + 푞2푄′′푛 .
Применяя (5), получим 푞2 + 푞 (푞푄′푛−1 ∪ 푞푄′′푛−1) ∩ 푞푄′′′푛 ⊂ 푞2 + 푞2푄′푛 ∪ 푞2 + 푞2푄′′푛 .
Последнее вложение выполняется по (10), (11).
Докажем (9). Из леммы 1 и (12) следует, что푄′′′푛+1 = 푞2 + 푞푄′′푛 ∩ 푞2 + 푞푄′′′푛 . (14)
Подставив (13), получим, что нужно доказать вложение푄′′푛+1 = 푞2 + 푞푄′푛 ∩ 푞푄′′′푛 ⊂ 푞3 + 푞2푄′′푛 ∪ 푞3 + 푞2푄′′′푛 = 푄′′′푛+1.
Для этого достаточно доказать, что 푄′′′푛 ⊂ 푞2 + 푞푄′′푛 ∪ 푞2 + 푞푄′′′푛 .
Из леммы 1 и (5) следует, что 푄′′′푛 = 푞2 + 푞푄′′푛−1 ∩ 푞2 + 푞푄′′′푛−1.
Подставляя, получим вложение푞2 + 푞푄′′푛−1 ∩ 푞2 + 푞푄′′′푛−1 ⊂ 푞2 + 푞푄′′푛 ∪ 푞2 + 푞푄′′′푛 ,
которое выполняется по (10), (11).
Докажем (10). Подставив (5), (12), получим, что нужно доказать вложение푄′푛 = 푞푄′푛−1 ∪ 푞푄′′푛−1 ⊂ 푞푄′푛 ∪ 푞푄′′푛 = 푄′푛+1,
которое выполняется по (10), (11).
Докажем (11). Подставив (13), получим, что нужно доказать вложение푄′′푛 ⊂ 푄′′푛+1 = 푞2 + 푞푄′푛 ∩ 푞푄′′′푛 .
Применяя (10), (11), получим푄′′푛+1 = 푞2 + 푞푄′푛 ∩ 푞푄′′푛 ⊃ 푞2 + 푞푄′푛−1 ∩ 푞푄′′′푛−1 = 푄′′푛 .
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Введем обозначения.
Пусть 푑 = 푑1, 푑2,… , 푑푚 – последовательность целых чисел, тогда положим푑 = 푑푚, 푑푚−1,… , 푑1, (15)푑 ∗ = 0, 푑3, 푑4,… , 푑푚, (16)푄(푑) = { 푘∑푖=1 푞푑푖 , 푘 = 0, 1,… , 푚} . (17)
Лемма 3. 푄′푛 = 푞푛푄(푑′푛), (18)푄′′푛 = 푞2 + 푞푛푄(푑′′푛 ), (19)
где последовательности 푑′푛, 푑′′푛 удовлетворяют рекуррентным уравнениям푑′2푛 = 푑′2푛−1푑′′2푛−1, 푑 ′′2푛 = 푑′2푛−1, (20)푑′2푛−1 = 푑′2푛−3푑′′2푛−3푑′2푛−3,푑′∗2푛−1 = 푑′′2푛−1푑′2푛−3,푑′′2푛−1 = 푑′′2푛−3푑′2푛−5푑′′2푛−3. (21)
Доказательство. Проведем индукцию по 푛.푄′3 = 푞3푄(푑′3) = {0, 푞4, 푞3, 푞2}, 푑 ′3 = 1, 2, 1;푄′′3 = 푞2 + 푞3푄(푑′′3 ) = {푞2, 푞}, 푑 ′′3 = 0;푄′4 = 푞4푄(푑′4) = {0, 푞5, 푞4, 푞3, 푞2}, 푑 ′4 = 1, 2, 1, 0;푄′′4 = 푞2 + 푞4푄(푑′′4 ) = {푞2, 푞2 + 푞5, 푞2 + 푞4, 푞}, 푑 ′′4 = 1, 2, 1;푄′5 = 푞5푄(푑′5) = {0, 푞6, 푞5, 푞4, 푞3, 푞3 + 푞6, 푞3 + 푞5, 푞2}, 푑 ′5 = 1, 2, 1, 0, 1, 2, 1;푄′′5 = 푞2 + 푞5푄(푑′′5 ) = {푞2, 푞2 + 푞5, 푞2 + 푞4, 푞}, 푑 ′′5 = 0, 1, 0;
Поэтому лемма справедлива при 푛 ≤ 5. Предположим, что утверждения леммы выполняются при
некотором 푛, и покажем, что они выполнены для 푛 + 1.
Применяя (5) и индукционное предположение, получим푄′푛+1 = 푞푄′푛 ∪ 푞푄′′푛 = 푞푛+1푄(푑′푛) ∪ 푞3 + 푞푛+1푄(푑′′푛 ) = 푞2푛+1푄(푑′푛푑′′푛 ).
Следовательно, 푑′푛+1 = 푑′푛푑′′푛 . (22)
При нечетном 푛 получаем первое равенство в (20). При четном 푛, подставляя (20), получим первое
равенство в (21).
Из (13) имеем푄′′2푛+1 = 푞2 + 푞2푛+2푄(푑′2푛) ∩ 푞2 + 푞2푛+2푄(푑′2푛) = 푞2 + 푞2푛+2 [푄(푑′2푛) ∩ 푄(푑′2푛)] .
Найдем общую часть последовательностей 푑′2푛 = 푑′2푛−1푑′′2푛−1 и 푑′2푛 = 푑′′2푛−1푑′2푛−1.
Из второго равенства в (21) имеем푑′∗2푛−1푑′′2푛−1 = 푑′′2푛−1푑′2푛−3푑′′2푛−1.
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Поэтому, 푑′2푛 = 1, 2, 푑′′2푛−1푑′2푛−3푑′′2푛−1, 푑′2푛 = 푑′′2푛−1푑′2푛−3푑′′2푛−1, 2, 1.
Поскольку 푞 + 푞2 = 1, 푄(푑′2푛) ∩ 푄(푑′2푛) = 푄(푑′∗2푛−1푑′′2푛−1).
Следовательно, 푑′′2푛+1 = 푑′′2푛−1푑′2푛−3푑′′2푛−1
и третье равенство в (21) выполнено.
Подставляя полученное равенство в푑′∗2푛+1 = 푑′∗2푛푑′′2푛 = 푑′∗2푛−1푑′′2푛−푑′2푛−1 = 푑′′2푛−1푑′′2푛−3푑′′2푛−1푑′2푛−1,
получим второе равенство в (21).
Докажем второе равенство в (20).
Из (13) имеем푄′′2푛+2 = 푞2 + 푞2푛+3푄(푑′2푛+1) ∩ 푞2 + 푞2푛+3푄(푑′2푛+1) = 푞2 + 푞2푛+3 [푄(푑′2푛+1) ∩ 푄(푑′2푛+1)] .
Поскольку 푑′2푛+1 = 푑′2푛−1푑′′2푛−푑′2푛−1 = 푑′2푛+1,
получаем 푑′′2푛+2 = 푑′2푛+1.
Найдем величины 푚푛 = |푑′푛 |.
Из (22) имеем |푑′′푛 | = 푚푛+1 −푚푛. (23)
Подставляя во второе уравнение (21), получим푚2푛 = 푚2푛+1 −푚2푛−1. (24)
Подставляя (23) в первое уравнение (20), получим уравнение, равносильное (24).
Подставляя (23), (24) в третье уравнение (20), получим рекуррентное уравнение푚2푛+1 − 4푚2푛−1 + 4푚2푛−3 −푚2푛−5 = 0 (25)
с начальным условием 푚1 = 1, 푚3 = 3, 푚5 = 7.
Корни характеристического уравнения равны 1, 푞2, 푞−2, их степени выражаются через числа
Фибоначчи, поэтому общее решение уравнения (25) имеет вид푚2푛+1 = 퐶0 + 퐶1퐹2푛−1 + 퐶2퐹2푛−2.
Найдя константы из начальных условий, получим푚2푛+1 = 2퐹2푛−1 + 1.
Подставляя в(24), получим 푚2푛 = 2퐹2푛−2.
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