An identity in distribution due to F. Knight for Brownian motion is extended in two di erent w ays: rstly by replacing the supremum of a re ecting Brownian motion by the range of an unre ected Brownian motion, and secondly by replacing the re ecting Brownian motion by a recurrent Bessel process. Both extensions are explained in terms of random Brownian scaling transformations and Brownian excursions. The rst extension is related to two di erent constructions of Itô's law o f B r o wnian excursions, due to D. Williams and J.-M. Bismut, each i n volving back-to-back splicing of fragments of two independent three-dimensional Bessel processes. Generalizations of both splicing constructions are described which i n volve Bessel processes and Bessel bridges of arbitrary positive real dimension.
Introduction
Let B := B t ; t 0 := Bt; t 0 be a standard one-dimensional Brownian motion started at 0, and let M t := sup 0st jB s j. Let L t ; t 0 be the usual local time process at 0 for B, and set = i n f ft : L t = 1 g. F or 0 let R b e a B E S 0 process, that is a Bessel process of dimension started at 0, which can be constructed for positive i n teger as the square root of the sum of squares of independent copies of B. F or x 0 l e t T x denote the hitting time of x by R . As observed by Biane 2 , a result of Knight 1 4 , Theorem 3 can be re-expressed as follows: into various fragments, and rearranging these fragments to make a path with the same distribution as R 3 u ; 0 u T 3 2 . Here we use similar techniques to obtain some extensions of Knight's identity w h i c h w ere announced without proof in 21 . We also relate these identities in distribution to splicing constructions involving Bessel processes and their bridges for arbitrary positive real dimension . See Section 2 for a brief review of the de nition of these processes. Let S t := sup So any j o i n t distribution of R; b R determines a unique joint distribution of r; V with r V 0 a.s., and vice versa.
Our proof of Theorem 2 is based on case = 3 of the following result of 21, 22 . Let r be a standard BES bridge, starting at 0 at time 0 and ending at 0 at time 1.
Theorem 4 21 Formula 6 is meant to indicate the following absolute continuity relation between the laws of r and r on C 0; 1 : for every non-negative Borel measurable function F de ned on C 0; 1 , P Fr = P Dr F r where the density factor Dw at path w is Dw = 2 1, 2 , 2 ,1 sup 0u1 w u ,2 . Here P stands for the probability measure and expectation operator on some background probability space where processes under consideration are dened. Throughout the paper, similar notation will be used to describe absolute continuity relationships between the laws of various processes. See also 37 regarding other absolute continuity relationships related to random Brownian scaling operations. 4 is is the distribution of the square root of the total local time process of a path governed by the Brownian excursion law 3 . Consequently, 4 appears also in the L evy-Khintchine representation of the in nitely divisible family of squares of Bessel processes and Bessel bridges 19, 18 . As will be seen in Section 4, the simple form of Theorem 5 for = 4 is also closely connected to the Ray-Knight description of Brownian local times.
The next theorem gives an alternative c haracterization of the measures for all 2 b y generalizing a result of Bismut 5 for = 3. The constant c involved is the same as in 8. The rest of this paper is organized as follows. In Section 2 we brie y review the de nition and basic properties of Bessel processes which underlie our study. Section 3 presents the proof of Theorem 2 followed by s o m e variations of Knight's identity for one-dimensional Brownian motion. The splicing results of Theorems 5 and 7 are established in Section 4, followed in Section 5 by some corollaries for Bessel bridges. Section 6 presents another extension of Knight's identity, in which the re ecting Brownian motion jBj is replaced by a recurrent B E S process with dimension 2 0; 2. For yet another extension of Knight's identity, i n volving the process jB t j , L t ; t 0 for 0, see 36, Chapter 9 and 6 .
Preliminaries on Bessel Processes.
The construction of BES 0 as the radial part of a -dimensional Brownian motion for = 1 ; 2; 3 : : :makes evident the Pythagorean property of Bessel processes: for positive i n tegers and ", the sum of squares of independent BES and BES " processes is the square of a BES +" process. As shown by Shiga-Watanabe 28 , the family of BES processes for all real 0 c a n be constructed by extension of this Pythagorean property to all non-negative real and ". See Proof. Note rst from the construction of U and r that for any X with X 0 = X 1 = 0 there are the identities I 1 X = r 1,U ; A 1 X = S 1 r; L 1 X;0 = L 1 r; r 1,U : 12 Let P govern X with distribution 10, and let P br govern X as a standard Brownian bridge. As shown by V ervaat 31 and Biane 1 , under P br the random elements U and r are independent, with U uniform on 0; 1 , and r a standard BES 3 bridge. Let c = q 2=. Then for w 2 C 0; 1 and 0 x S 1 w w e can use 12 to compute as follows: PI 1 X 2 dx; r 2 dw = cP br 1=L 1 X;0; I 1 X 2 dx; r 2 dw = cP br 1=L 1 w;x; r 1,U 2 dx; r 2 dw = c1=L 1 w;xL 1 w;x dx P br r 2 dw where the last equality uses the fact that under P br the variable 1 , U has uniform distribution and is independent o f r. It follows that for x 0 a n d w 2 C 0; 1 PI 1 X 2 dx; r 2 dw = c10 x S 1 w dx P br r 2 dw and the conclusions of the lemma are evident. 2 
Some variations of Knight's identity.
Recall the well known formulae where on the right side, and in some following equations, we write L!; t; x instead of L t !;x. According to Theorem 2, the process B can be constructed by pasting back-to-back t wo independent copies of R 3 t ; 0 t Proof of Theorem 7. In Description II', given a denote by a and b a the last hitting times of a by the two independent B E S 0 processes. So by construction a = ! v where v := a , and the lifetime t of ! is t = a + b a . Let ! be the path ! standardized by B r o wnian scaling to have l e n g t h 1 . Note that ! v = a= p t, and that !;a is a measurable function of a; !;v. Description II' speci es the -nite marginal distribution 2a 3, da for a, a n d given a a conditional probability distribution for !;v. By Brownian scaling and Theorem 5, this conditional probability distribution of !;v g i v en a does not depend on a, and is identical to the distribution of r; V described by formula 7. It follows from Fubini's theorem that for every non-negative measurable function = a; !;v, the integral of with respect to the -nite joint distribution of a; !;v determined by Description II' equals P Z 1 0 da 2a 3, c r ,4 U a; r; U 20
where P denotes expectation with respect to a probability distribution which g o verns r as a standard BES bridge and U as an independent random variable with uniform distribution on 0; 1. The lifetime t = t! i s r e c o vered from a; !;v a s t = a 2 =! 2 v . Apply 20 with a; !;v = a 2 =! 2 v ; !;v, and make the ch a n g e o f v ariable t = a 2 =r 2 U in the integral, to deduce that for every non-negative measurable function = t; !;v, the integral of with respect to the distribution of t; !;v induced by t h a t o f a; !;v determined by Description II' equals P Z 1 0 dt c t 1, 2 t; r; U : 21
But this is precisely the integral of t; !;v with respect to the joint distribution of t; !;v speci ed by Description I'. 2
We n o w discuss further the correspondence between probability l a ws for R; b R and for r; V induced by Construction 3. Instead of considering the distribution of r; V corresponding to R and b R which are independent c o p i e s of a BES 0 run until its last hit of 1, we ask the following question: assuming that b R is an independent c o p y o f R, h o w m ust R be distributed so that r is a standard BES bridge and V is independent o f r? This question is answered by the following variation of Theorem 5, which coincides with that theorem for = 4, but which i s v alid for all dimensions 0 rather than just 2.
Theorem 14 For each
0 there is a unique distribution F on 0; 1, and a unique distribution Q for a process with nite lifetime, such that the following two conditions are e quivalent: i r is a standard BES bridge and V is independent of r with distribution F ;
ii R and b R are independent with common distribution Q . The distribution F is beta =4; = 4; when R has distribution Q the lifetime T of R is distributed l i k e 2, =4 ,1 , and given T the process R is distributed like a BES bridge starting at 0; 0 and ending at T;1. Proof. This follows easily from the inhomogeneous Markov property o f r, according to which for each xed time u 2 0; 1, and y 0, the two processes r t ; 0 t u a n d r 1,t ; 0 t 1 , u are conditionally independent given r u = y, with the rst process a BES 0 u; y bridge and the second process a BES Proof. This is obtained by the same method used to derive Theorem 5.
Details are left to the reader. 2
As a check on this theorem, for 2 a n d a = b = 1 , i n v i e w o f L e m m a 12 we r e c o ver Theorem 5, while for 0 a n d a = b = =4 w e r e c o ver most of Theorem 14. See also 36, Section 3.7 for some related results. Thus we deduce from Lemma 10 and Corollary 11 that for r; V a n d R; b R as in Theorem 5 for = 4, the random variables I , and I + are independent with the same stable1=2 distribution shared by , , + , = 4 and 1=8, 1=2 , while I has the same distribution as and 1=2, 1=2 . This is the case p = 2 of the following result:
Theorem 17 Let r be a standard BES 4 The simplicity of this result should be compared with the complexity o f the law o f Jp. See 12 and references therein for an approach t o t h e l a w of Jp via Sturm-Liouville equations.
The following further corollary, whose proof is left to the reader, is a consequence of Theorem 5 and Lemma 18. In two particular cases, if = 4 or " = 4 w e r e c o ver some instances of 26, p. 444, Theorem 3.5 .
Proposition 19 Let P be a n e x p ectation operator governing r as a stan- where G Tx is the time of the last zero of R before T x , the rst hitting time of x by R. 3 Conditionally given M = x, the excursion of height x over G ; D may be decomposed at its maximum into two independent copies ofR run till timeT x and joined back t o b a c k, whereT x is the hitting time of x by the di usionR started at 0 obtained as R conditioned to reach +1 before returning to 0" in the usual sense of h-processes. Williams decomposition 33, 34 . For R a B E S , i t i s k n o wn 19 thatR is a BES 4, . By combination of 1, 2 and 3 with the last exit decomposition of R at time G Tx , w h i c h has a similar expression in terms of excursion theory, i t i s clear that 4 if the excursion attaining the maximum of R on 0; i s r e m o ved and tacked after the residual process, conditionally given M = x, this rearranged process of lifetime decomposes at its maximum at time , D , into two independent processes, the rst a copy o f R t ; 0 t T x jL Tx = 1 and the second a time-reversed copy o f R t ; 0 t T x :
Assuming now t h a t R is a BES 0 for some 2 0; 2, the two processes 
