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Abstract
A sensor network is used for distributed joint mean and variance estimation, in a single time snapshot. Sensors
observe a signal embedded in noise, which are phase modulated using a constant-modulus scheme and transmitted
over a Gaussian multiple-access channel to a fusion center, where the mean and variance are estimated jointly,
using an asymptotically minimum-variance estimator, which is shown to decouple into simple individual estimators
of the mean and the variance. The constant-modulus phase modulation scheme ensures a fixed transmit power,
robust estimation across several sensing noise distributions, as well as an SNR estimate that requires a single set
of transmissions from the sensors to the fusion center, unlike the amplify-and-forward approach. The performance
of the estimators of the mean and variance are evaluated in terms of asymptotic variance, which is used to evaluate
the performance of the SNR estimator in the case of Gaussian, Laplace and Cauchy sensing noise distributions.
For each sensing noise distribution, the optimal phase transmission parameters are also determined. The asymptotic
relative efficiency of the mean and variance estimators is evaluated. It is shown that among the noise distributions
considered, the estimators are asymptotically efficient only when the noise distribution is Gaussian. Simulation
results corroborate analytical results.
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I. INTRODUCTION
SNR estimation of a signal embedded in noise finds applications in diverse areas in signal processing
and communications, such as signal strength estimation for cognitive radio, in diversity combining and
in bit-synchronization applications. The SNR estimate can be obtained by combining the estimates of the
mean and the variance. In addition to being used to form the SNR estimate, the variance can be used to
estimate the quality and the variability of the sensor measurements, since the quality of the estimates of
the mean and variance in turn depend on the true value of the variance [1], [2].
In centralized estimation problems, the samples of the signals embedded in noise are directly available to
the estimator [3]–[8]. Centralized schemes for SNR estimation of signals embedded in Gaussian noise are
considered in [8]–[13]. In the case of non-Gaussian noise, the mean and variance are estimated separately,
and then combined to form the SNR estimate, as discussed in [3]–[7]. In [3]–[6], the mean and the
variance are separately estimated from the characteristic function of the signal embedded in noise.
In contrast to the centralized regime outlined above, in the case of distributed estimation, the observations
are not directly available at the estimator, but have to be transmitted to a fusion center (FC) for estimation.
In [14], [15], the authors consider a digital transmission scheme where the sensors quantize their observa-
tions and then transmit them to the FC. Analog transmissions can also be used between the sensors and the
FC. The most commonly used type of analog transmission is the amplify-and-forward scheme, [16], [17],
where the instantaneous transmit power at the sensors depends on the individual sensing noise realizations,
and can be arbitrarily high in the typical case where the sensing noise has infinite support. Furthermore,
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2Fig. 1. System model: Wireless sensor network with constant modulus transmissions from the sensors.
with amplify-and-forward transmissions, the signal received at the FC approximates the sample mean of
the sensor observations. Since with amplify-and-forward, a linear function of the sensed data is transmitted
over additive Gaussian multiple-access channels, only information about the first moment is available at
the FC. In order to estimate other (higher-order) moments with amplify-and-forward transmissions from
the sensors to the FC, each sensor will have to transmit different powers of the data across multiple
time snapshots, which is not desirable in delay and bandwidth sensitive applications. When estimation
is attempted at the sensors before transmission [15], multiple observations are required to accumulate
at the sensors before the estimation, making estimation in a single time snapshot difficult. In contrast,
transmitting non-linear functions of the observation makes it possible to estimate second moments within
a single time-slot, making such a scheme preferable for delay-sensitive applications [18], [19].
In this paper, we consider the joint estimation of the mean and variance of a signal embedded in noise in
a distributed fashion, for the first time in the literature. Sensors are exposed to a signal in (not necessarily
Gaussian) noise as seen in Figure 1. The sensors phase modulate the observations using a constant-modulus
scheme and transmit these signals to a fusion center (FC) over a Gaussian multiple-access channel [20,
pp. 378]. These analog transmissions are appropriately pulse-shaped to consume finite bandwidth. Similar
to [21], the constant-modulus nature of the transmissions ensures a fixed instantaneous transmit power at
the sensors, irrespective of the sensing noise realizations. Due to the additive nature of the multiple-access
channel, the signals transmitted from the sensors superimpose at the FC, and approximate the characteristic
function of the sensed data. This enables robust estimation of not only the mean but also the variance,
unlike [21]. These estimates of the mean and variance are used for constructing the SNR estimate, and
therefore, the phase modulation scheme allows for the estimation of the mean, variance and SNR with a
single set of transmissions from the sensors to the FC. The asymptotic relative efficiency of each of the
estimators is calculated for different sensing noise distributions. It is shown that among the sensing noise
distributions considered (Gaussian, Laplace and Cauchy), the estimators are asymptotically efficient only
if the sensing noise distribution is Gaussian. In cases where the moments of the sensed data do not exist,
the more general quantities, location parameter and scale parameter are defined and used.
The rest of this paper is organized as follows. The system model is introduced in Section II. In Section
III, it is assumed that there is a fixed total power available across all sensors. Minimum-variance estimators
for the mean and variance are presented, along with optimal values for the phase modulation parameter
for different sensing noise distributions. In Section IV, the estimators are revisited assuming a fixed-power
budget at each sensor. The asymptotic relative efficiency of each of the estimators is also found under this
per-sensor power constraint in Section IV-B. Simulation results are presented in Section V, and concluding
remarks in Section VI.
3II. SYSTEM MODEL
A sensor network, illustrated in Figure 1, consisting of L sensors observe a deterministic parameter, θ,
in noise. The value, xl, observed at the lth sensor is
xl = θ + σηl (1)
for l = 1, ..., L, where θ is a deterministic, real-valued, unknown parameter in a bounded interval, (0, θR],
of known length, θR < ∞, and ηl are independent and identically distributed (iid) real-valued random
variables drawn from a distribution symmetric about zero, and σ > 0 is a scale parameter, which is
proportional to the standard deviation when the standard deviation of ηl exists. When the mean of ηl
exists, E[xl] = θ. Otherwise, we will refer to θ as a location parameter of xl. The sensing SNR is defined
as γ := θ2/σ2. Due to practical constraints on the peak transmit power, we consider a scheme where the
lth sensor transmits its measurement, xl, using a constant modulus base-band equivalent signal,
√
ρejωxl ,
with power ρ, over a Gaussian multiple-access channel so that the received signal at the fusion center is
given by
yL =
√
ρ
L∑
l=1
ejωxl + ν, (2)
where ω ∈ (0, 2pi/θR], is a design parameter to be optimized, and ν ∼ CN (0, σ2ν) is the channel noise
independent of {ηl}Ll=1. Note that the restriction ω ∈ (0, 2pi/θR] is necessary even in the absence of sensing
and channel noise to uniquely determine θ from yL.
As seen in (2), all sensors transmit using the same value of ω. The transmissions are to be appropriately
pulse-shaped and phase modulated to consume finite bandwidth. The transmission power at each sensor
is the same and is given by ρ. Two cases of power constraint are considered in this paper. In the first
case, a total power constraint, P , is considered, where ρ = P/L. Irrespective of the number of sensors in
the system, the total transmit power from all the sensors in the system remains P . The other transmission
scheme is a per-sensor power constraint, where ρ = P . In this regime, increasing the number of sensors
increases the total transmit power, and as L→∞, the channel noise becomes negligible compared to the
transmit power.
III. TOTAL POWER CONSTRAINT
Under the total power constraint on the sensor transmissions, we derive asymptotically optimal estima-
tors in this section. The asymptotic variance of the estimators are also derived, and the value of ω that
minimizes the asymptotic variance is computed.
In the total power constraint regime, each sensor transmits with a power of ρ = P/L. The normalized
signal at the FC that the estimator acts on is given by
zL :=
yL√
L
=
√
P
1
L
L∑
i=1
ejωxi +
ν√
L
. (3)
Asymptotically, as L→∞,
z¯ := lim
L→∞
zL =
√
P lim
L→∞
1
L
L∑
i=1
ejωxi
=
√
Pejωθϕη(σω), (4)
with probability one, where ϕη(σω) = E [ejωσηi ] is the characteristic function of ηi. The characteristic
function of the sensing noise is real-valued, since the distribution of ηi is symmetric about the median.
Also define zL :=[zRL zIL]T where zRL and zIL are the real and imaginary parts of the random variable,
zL, respectively. The vector zL converges for large L to z¯ = [z¯R z¯I ]T , where z¯R = limL→∞ zRL =
4Re{z¯} = √P cos(ωθ)ϕη(σω) and z¯I = limL→∞ zIL = Im{z¯} =
√
P sin(ωθ)ϕη(σω). Due to the central
limit theorem, this convergence takes place in such a way that limL→∞
√
L(zL − z¯) is a 2 × 1 Gaussian
random vector with zero mean and a 2× 2 covariance matrix Σ with elements
Σ11 = P
[
vc cos
2(ωθ) + vs sin
2(ωθ)
]
+
1
2
σ2ν
Σ22 = P
[
vs cos
2(ωθ) + vc sin
2(ωθ)
]
+
1
2
σ2ν
Σ12 = Σ21 = P (vc − vs) sin(ωθ) cos(ωθ), (5)
where the parameters vc := var[cos(ωηl)] = 1/2 + ϕη(2σω)/2 − ϕ2η(σω) and vs := var[sin(ωηl)] = 1/2 −
ϕη(2σω)/2.
A. The Asymptotically Minimum Variance Estimator
From zL obtained at the FC, the values of θ and σ are estimated. The estimator for [θ σ]T which yields
the minimum variance is given by [22, (3.6.2), pp. 82][
θˆopt σˆopt
]T
= argmin
θ,σ
[zL − z¯]TΣ−1[zL − z¯], (6)
where zL represents the normalized received data, and the right-hand-side of (6) depends on θ and σ
through both Σ and z¯. Intuitively, if the central limit theorem is invoked on zL in (3), the ML estimator of
[θˆ σˆ]T is the same as the estimator in (6). Interestingly, it is possible to express the asymptotic covariance
of the estimator in (6), without having to express (6) in closed form. The asymptotic covariance of the
asymptotically minimum variance estimator is given by [JTΣ−1J]−1 [22, Lemma 3.1], where J is the
Jacobian matrix of z¯ with respect to θ and σ and is given by
J = ω
√
P
[
− sin(ωθ)ϕη(ωσ) cos(ωθ)∂ϕη(ωσ)∂σ
cos(ωθ)ϕη(ωσ) sin(ωθ)
∂ϕη(ωσ)
∂σ
]
. (7)
After a straightforward calculation, the asymptotic covariance matrix is seen to be diagonal with the
elements given by the asymptotic variances of θˆopt and σˆopt respectively as
AsVθˆopt(ω) =
P + σ2ν − Pϕη(2σω)
2Pω2ϕ2η(σω)
(8)
AsVσˆopt(ω) =
P + σ2ν − 2Pϕ2η(σω) + Pϕη(2σω)
2P
[
∂ϕη(σω)
∂σ
]2 . (9)
B. Simplified Estimator
From the structure of zL in (4) and the characteristic function, ϕη(σω), alternative estimators for θ and
σ can be constructed. Separating the signal into its magnitude and phase components,
|zL| =
√
Pϕη(σω), (10)
∠zL = ωθ, (11)
where (10) depends on σ and not θ, whereas (11) depends on θ and not σ, and can be used to construct low-
complexity estimators. The simple estimates, θˆsim and σˆsim, are the solutions to (11) and (10), respectively.
In what follows, the relationship between these estimators and the minimum-variance joint estimator in
(6) is established.
5Theorem 1: When |zL| ≤
√
P , the estimates θˆ and σˆ that solve (11) and (10), respectively, are those
that minimize (6), that is,
θˆopt = θˆsim (12)
σˆopt = σˆsim. (13)
Proof: The proof is presented in Appendix A.
Since zL is asymptotically given by z¯ =
√
Pejωθϕη(σω) in (4), and because ϕη(σω) ≤ 1, the
condition of Theorem 1, |zL| ≤
√
P , is satisfied almost surely for sufficiently large L. Therefore, the
estimators in (12) and (13) are identical in the asymptotic regime, and they will be denoted by θˆ and σˆ.
Their performance will also be the same, denoted by AsVθˆ(ω) and AsVσˆ(ω) and given by (8) and (9),
respectively. Recall that (8) and (9) are in the diagonal of the asymptotic covariance matrix, indicating
that the estimate of the location parameter and the estimate of the scale parameter are asymptotically
independent.
From the scale parameter and the location parameter of xl, the sensing SNR can be estimated as
γˆ =
θˆ2
σˆ2
. (14)
The estimator of γ in (14) is constructed using the optimal estimators of θ and σ. Since the estimates
of θ and σ are asymptotically ML, and the function in (14) is one-to-one, it can be verified using the
invariance property of the MLE [9, Thm. 7.2] that γˆ is also an asymptotically ML estimate of γ.
From the asymptotic variances of θˆ and σˆ and using [9, pp. 185], the estimate of γ in (14) has an
asymptotic variance given by
AsVγˆ(ω) =
(
∂γ
∂θ
)2
AsVθˆ(ω) +
(
∂γ
∂σ
)2
AsVσˆ(ω) =
4γ
σ2
[AsVθˆ(ω) + γAsVσˆ(ω)] , (15)
where γ := θ2/σ2.
C. Optimization of ω
Ideally, the sensors should use the value of ω that minimizes the expressions in (8), (9) and (15). For
many sensing distributions, it will be tractable to minimize AsVθˆ(ω) and AsVσˆ(ω) with respect to ω.
However, AsVγˆ(ω) in (15) will be more involved. We are therefore motivated to relate the minimizer,
ω∗γ , of (15) with ω∗θ and ω∗σ, which minimize (8) and (9), respectively. Specifically, we will show that ω∗γ
lies between ω∗θ and ω∗σ. To do this, we will exploit the fact that for many sensing noise distributions, the
expressions for AsVθˆ(ω) and AsVσˆ(ω) are quasi-convex in ω, and differentiable. A univariate function,
f(ω) on ω ∈ (0, 2pi/θR], is quasi-convex if it satisfies any one of the following conditions [23, pp. 99]:
(c1) f(ω) is monotonic, i.e., f(ω) is non-decreasing or f(ω) is non-increasing
(c2) f(ω) has a global minimum at ω∗ such that for ω ≤ ω∗, f(ω) is non-increasing and for ω ≥ ω∗,
f(ω) is non-decreasing.
For settings where AsVθˆ(ω) and AsVσˆ(ω) are quasi-convex in ω, the following theorem provides a
relationship between ω∗θ , ω∗σ and ω∗γ . We will see later in this section that when the sensing noise is
Gaussian, Laplace or Cauchy distributed, AsVθˆ(ω) and AsVσˆ(ω) satisfy either condition (c1) or condition
(c2).
Theorem 2: If AsVθˆ(ω) and AsVσˆ(ω) are differentiable quasi-convex functions of ω, then ω∗γ lies in
between the values of ω∗θ and ω∗σ.
Proof: The proof is presented in Appendix B.
In what follows, three sensing noise distributions, Gaussian, Laplace and Cauchy, are considered. In
each case, (10) and (11) are applied to obtain the estimates, θˆ and σˆ, which are then used to construct γˆ.
The performance of all three schemes are studied and ω∗θ , ω∗σ and ω∗γ are also determined.
61) Gaussian Distribution: The case of Gaussian distributed sensing noise is considered first. The
characteristic function in this case is given by
ϕη(σω) = e
−ω2σ2/2 (16)
and the value of z¯ is
z¯ =
√
Pejωθe−ω
2σ2/2. (17)
The estimators using (10) and (11) are given by
θˆ =
1
ω
∠zL, (18)
σˆ =
1
ω
√
log
(
P
|zL|2
)
. (19)
The asymptotic variances are calculated to be
AsVθˆ(ω) =
P + σ2ν − Pe−2ω2σ2
2Pω2e−ω2σ2
(20)
AsVσˆ(ω) =
P + σ2ν − 2Pe−ω2σ2 + Pe−2ω2σ2
2Pω4σ2e−ω2σ2
. (21)
The value of ω that minimizes the asymptotic variance of σˆ will now be computed. Making the
substitution β ← ω2σ2 and differentiating with respect to β, the following equation is required to be
solved to find the stationary points of the asymptotic variance of σˆ:
β
[
e2β
(
σ2ν
P
+ 1
)
− 1
]
− e2β
(
σ2ν
P
+ 1
)
+ 2eβ − 1 = 0, (22)
which depends on σ, σ2ν and P , but not on θ. It is straightforward to show that in the Gaussian case,
∂2AsVσˆ(ω)/∂ω2 > 0. Therefore, the asymptotic variance is convex, and the solution to (22) leads to the
unique minimum, ω∗σ =
√
βoptσ /σ, where βoptσ is the solution to (22). Similarly, it can be shown that the
asymptotic variance of θˆ is convex. The value of ω that minimizes the asymptotic variance is given by
ω∗θ =
√
βoptθ /σ, where β
opt
θ is the solution to(
σ2ν
P
+ 1
)
(β − 1)e2β + (β + 1) = 0, (23)
which depends on σ, σ2ν and P , but not on θ. Neither (22) nor (23) can be solved analytically, but the
solutions can be obtained numerically.
The asymptotic variance of the SNR estimate is calculated using (15) and is given by
AsVγˆ(ω) = 2γ
ω2
[
P + σ2ν − 2Pe−2ω2σ2
]
+ γ
[
P + σ2ν − 2Pe−ω2σ2 + Pe−2ω2σ2
]
Pω4σ4e−ω2σ2
. (24)
Since AsVθˆ(ω) and AsVσˆ(ω) are convex, from Theorem 2, ω∗γ lies between the values of ω∗θ and ω∗γ . It
is easy to verify that ω∗γ =
√
βoptγ /σ, where βoptγ is the solution to
β
[
β
{
e2β
(
σ2ν
P
+ 1
)
+ 1
}
− e2β
(
σ2ν
P
+ 1
)
+ 1
]
+γ
[
β
{
e2β
(
σ2ν
P
+ 1
)
− 1
}
− 2
{
e2β
(
σ2ν
P
+ 1
)
− 2eβ + 1
}]
= 0. (25)
72) Laplace Distribution: Let ηi be drawn from a Laplace distribution of mean zero and variance σ2.
The characteristic function is
ϕη(σω) =
1
1 + ω
2σ2
2
(26)
and the value of z¯ is
z¯ =
√
Pejωθ
1 + ω
2σ2
2
. (27)
The estimators in this case are
θˆ =
1
ω
∠zL, (28)
σˆ =
√
2
ω
√√
P
|zL| − 1, (29)
with the asymptotic variances of θˆ and σˆ given by
AsVθˆ(ω) =
(
σ2ν
P
+ 1
)
(1 + 2ω2σ2)− 1
8ω2 (1 + 2ω2σ2) (2 + ω2σ2)−2
, (30)
AsVσˆ(ω) =
σ2ν
P
(2 + σ2ω2)
2
+ ω2σ2 (6 + ω2σ2)
32ω4σ2 (2 + ω2σ2)−2
. (31)
Using (15), the asymptotic variance of γˆ is given by
AsVγˆ(ω) =
γ (2 + ω2σ2)
2
8Pω4σ4 (1 + 2ω2σ2)
[
4σ2ω2
{
2Pω2σ2 + σ2ν
(
1 + 2ω2σ2
)}
+ γ
(
1 + 2ω2σ2
){
Pσ2ω2
(
6 + ω2σ2
)
+ σ2ν
(
2 + ω2σ2
)2}]
. (32)
To minimize the asymptotic variance of θˆ it can be shown that ω∗θ is given by ω∗θ =
√
βoptθ /σ, where
[21]
βoptθ =
1
12
(
c
σ2ν
P
+ 1
+
25σ
2
ν
P
+ 4
c
+ 2
)
, (33)
and
c3 = 125
(
σ2ν
P
)3
+ 258
(
σ2ν
P
)2
+ 141
(
σ2ν
P
)
+ 3
√
3
√(
σ2ν
P
)(
σ2ν
P
+ 1
)3(
375
σ2ν
P
+ 32
)
+ 8. (34)
To minimize the asymptotic variance of σˆ, one needs to calculate ω∗σ =
√
βoptσ /σ, where βoptσ is the
solution to the quintic equation
16
(
σ2ν
P
+ 1
)
β5 + 2
(
12
σ2ν
P
+ 13
)
β4 −
(
7
σ2ν
P
+ 8
)
β3 − 23σ
2
ν
P
β2 − 9σ
2
ν
P
β − σ
2
ν
P
= 0. (35)
Similarly, the asymptotic variance of γˆ is minimized at ω∗γ =
√
βoptγ /σ, where βoptγ is the solution to
16
(
γ + 2 + γ
σ2ν
P
+ 2
σ2ν
P
)
β5 + 2
(
13γ − 8 + 12γσ
2
ν
P
− 8σ
2
ν
P
)
β4
+ 7
(
7γ
σ2ν
P
− 14σ
2
ν
P
− 8γ
)
β3 − (23γ + 2) σ
2
ν
P
β2 − 9γσ
2
ν
P
β − γσ
2
ν
P
= 0. (36)
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be obtained numerically. It is straightforward to see that ∂2AsVθˆ(ω)/∂ω2 ≥ 0 and ∂2AsVσˆ(ω)/∂ω2 ≥ 0,
and therefore, AsVθˆ(ω) and AsVσˆ(ω) are quasi-convex [23, pp. 101]. Therefore, from Theorem 2, ω∗γ lies
between ω∗θ and ω∗γ .
3) Cauchy Distribution: Since the Cauchy distribution does not have any finite moments, the scale
parameter in this case is selected to be the Cauchy parameter, σ, which specifies the half-width at half-
maximum (HWHM) [24]. The characteristic function is given by
ϕη(σω) = e
−σω, ω > 0, (37)
to yield
z¯ =
√
Pejωθe−ωσ (38)
and the estimates of θ and σ are given as
θˆ =
1
ω
∠zL, (39)
σˆ =
1
ω
log
(√
P
|zL|
)
. (40)
These estimators have the asymptotic variance given by
AsVθˆ(ω) = AsVσˆ(ω) =
P + σ2ν − Pe−2ωσ
2Pω2e−2ωσ
. (41)
The asymptotic variance of γˆ can be calculated using (15) and is given by
AsVγˆ(ω) =
2γ (γ + 1) (P + σ2ν − Pe−2ωσ)
Pω2σ2e−2ωσ
. (42)
Since the asymptotic variances of both θˆ and σˆ are identical, and can be shown to be quasi-convex,
from Theorem 2, the same value of ω minimizes the asymptotic variances of all θˆ, σˆ and γˆ. Taking the
first derivative of the asymptotic variance with respect to ω and equating to zero, the value of ω that
minimizes the asymptotic variances is given by
ω∗ =
2 +W
[
− 2P
e2(P+σ2ν)
]
2σ
, (43)
where W (·) is the Lambert-W function, which is the inverse function of xex [25].
IV. PER-SENSOR POWER CONSTRAINT
In the case of per-sensor power constraint, the total transmit power increases as the number of sensors
in the system increases, with the channel noise variance remaining the same. Each sensor transmits with
a power of P and the signal at the FC, shown in (2) is given by
yL =
√
P
L∑
l=1
ejωxl + ν. (44)
A. The Estimator
At the FC, the signal from (44) is modified to give
ζL :=
yL
L
=
√
P
1
L
L∑
i=1
ejωxi +
ν
L
, (45)
9which as L→∞, converges with probability one to
ζ = lim
L→∞
ζL =
√
P lim
L→∞
1
L
L∑
i=1
ejωxi =
√
Pejωθϕη(σω). (46)
Defining ζL = [ζRL ζIL] and ζ = [ζR ζI ], ζL converges to ζ in such a way that
ζ˜ = lim
L→∞
√
L(ζL − ζ) (47)
is a 2× 1 Gaussian random vector with zero mean and a 2× 2 covariance matrix Σ˜ with elements
Σ˜11 = P
[
v˜c cos
2(ωθ) + v˜s sin
2(ωθ)
]
Σ˜22 = P
[
v˜s cos
2(ωθ) + v˜c sin
2(ωθ)
]
Σ˜12 = Σ˜21 = P (v˜c − v˜s) sin(ωθ) cos(ωθ), (48)
where the parameters v˜c := var[cos(ωηl)] = 1/2 + ϕη(2σω)/2 − ϕ2η(σω) and v˜s := var[sin(ωηl)] = 1/2 −
ϕη(2σω)/2. The minimum variance estimator for [θˆ σˆ]T in this case is given by[
θˆ σˆ
]T
= argmin
θ,σ
[ζL − ζ]T Σ˜
−1
[ζL − ζ], (49)
and the asymptotic covariance matrix of the estimates is given by
[
J
T
Σ˜
−1
J
]
−1
to yield the asymptotic
variances
AsVθˆ(ω) =
1− ϕη(2σω)
2ω2ϕ2η(σω)
(50)
AsVσˆ(ω) =
1− 2ϕ2η(σω) + ϕη(2σω)
2
[
∂ϕη(σω)
∂σ
]2 , (51)
which can be verified to be (8) and (9) with σν → 0.
The development in this per-sensor power constraint case shows that as the number of sensors increases,
the effect of channel noise becomes negligible. In fact, the results in the case of per-sensor power constraint
can be interpreted as a special case of the results in Section III, with σ2ν → 0. These results are separately
presented since closed form solutions can be obtained for ω∗ for the different sensing noise distributions
considered. The estimate of the SNR is computed as given in (14), with asymptotic variance as given in
(15). Theorem 1, Theorem 2 and the ML invariance property continue to hold.
The three sensing noise distributions considered previously, the Gaussian distribution, the Laplace
distribution and the Cauchy distribution are considered again for the per-sensor power constraint case. In
each case, the performance is evaluated and the values of ω that minimize the asymptotic variances of θˆ,
σˆ and γˆ are calculated.
1) Gaussian Distribution: The performance in this case is given by substituting σν = 0 in (8) and (9)
to give
AsVθˆ(ω) =
1− e−2ω2σ2
2ω2e−ω2σ2
, (52)
AsVσˆ(ω) =
(
1− e−ω2σ2
)2
2ω4σ2e−ω2σ2
. (53)
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The asymptotic variance of γˆ is given by
AsVγˆ(ω) =
γ
(
1− 2e−ω2σ2 + e−2ω2σ2
)
+ ω2σ2
(
1− e−2ω2σ2
)
2ω4σ2e−ω2σ2
. (54)
The value of ω that minimizes the asymptotic variance of θˆ is given by
ω∗θ = argmin
ω
1− e−2ω2σ2
2ω2e−ω2σ2
. (55)
It can easily be verified that the objective is minimized as ω∗θ → 0. In a similar way, it can be shown
that ω∗σ → 0 minimizes the asymptotic variance of σˆ, and that AsVγˆ(ω) is also minimized when ω∗γ → 0.
However, if ω = 0, the transmissions from the sensors do not depend on the sensed data, invalidating
the choice of ω = 0. Therefore, in order to minimize the asymptotic variance, a sufficiently small value
of ω is selected at the sensors [21]. The apparent discrepancy between the choice of ω suggested by
the asymptotic analysis (small ω) and its limiting value of ω = 0 is due to the asymptotic nature of
our analysis. In Figure 5, we show that as ω → 0 for small L, the value of AsVθˆ(ω) increases greatly,
indicating poor performance, as expected. However, for large L, the minimum is for smaller values of ω.
We elaborate more on Figure 5 in Section V.
2) Laplace Distribution: The asymptotic variances are given by (8) and (9) with σν → 0:
AsVθˆ(ω) =
σ2 (2 + ω2σ2)
2
4 (1 + 2ω2σ2)
, (56)
AsVσˆ(ω) =
σ2 (2 + ω2σ2)
2
(5 + ω2σ2)
16 (1 + 2ω2σ2)
. (57)
The asymptotic variance of γˆ is given by
AsVγˆ(ω) =
γ (2 + ω2σ2)
2
[8ω2σ2 + γ (1 + 2ω2σ2) (6 + ω2σ2)]
8ω2σ2 (1 + 2ω2σ2)
. (58)
To identify the value of ω that yields the best performance for estimating θ, the following problem
needs to be solved:
ω∗θ = argmin
ω
σ2 (2 + ω2σ2)
2
4 (1 + 2ω2σ2)
. (59)
By inspecting the first derivative, it can be verified that ω∗θ = 1/σ. For the case of σˆ
ω∗σ = argmin
ω
(2 + ω2σ2)
2
(6 + ω2σ2)
32ω2
. (60)
This is minimized at ω∗σ = (1/σ
√
8)
√
3
√
33− 13 > ω∗θ . The value of ω that minimizes AsVγˆ(ω) is
similarly calculated to be
ω∗γ =
√
−13γ − 16 +√(9γ + 16) (33γ + 16)
4σ
√
γ
. (61)
3) Cauchy Distribution: In the case of Cauchy distributed sensing noise, the asymptotic variances for
the estimates, θˆ, σˆ and γˆ, are given by
AsVθˆ(ω) = AsVσˆ(ω) =
1− e−2ωσ
2ω2e−2ωσ
, (62)
AsVγˆ(ω) =
2γ (γ + 1) (1− e2ωσ)
ω2σ2e−2ωσ
. (63)
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Distribution Gaussian Laplace Cauchy
Eθˆ 1 0.66 0.65
Eσˆ 1 0.5 0.65
TABLE I
INFORMATION EFFICIENCY FOR θ AND σ DIFFERENT DISTRIBUTIONS.
Since AsVθˆ(ω) and AsVσˆ(ω) are identical, the value of ω that minimizes them is the same. Therefore,
the value of ω that minimizes AsVθˆ(ω), AsVσˆ(ω) and AsVγˆ(ω) is given by
ω∗ =
2 +W (−2e−2)
2σ
. (64)
B. Asymptotic Relative Efficiency
Since a non-linear scheme is used to transmit the observations from the sensors to the FC, it is required
to evaluate the loss of information due to this processing. To evaluate this loss, the asymptotic relative
efficiency is defined for each of the estimators.
In the case of estimating σ, the asymptotic relative efficiency is defined as
Eσˆ =
[
Iσ inf
ω∈(0,2pi/θR ]
AsVσˆ(ω)
]
−1
, (65)
where Iσ is the Fisher information of the observations, xi, about the parameter σ [26]–[28], and AsVσˆ(ω)
is the asymptotic variance of the estimator of σ. It can be shown that Iσ depends only on σ and not on θ,
but Eσˆ is independent of both σ and θ. The asymptotic relative efficiency depends only on the distribution
of the sensing noise and 0 ≤ Eσˆ ≤ 1.
The second row of Table I shows the values of the asymptotic relative efficiency when estimating σ for
the Gaussian, Laplace and Cauchy distributions. The Fisher information is calculated using the definitions
in [26]–[28], for the different distributions, yielding 2σ−2, σ−2 and 0.5σ−2 for the Gaussian, Laplace
and Cauchy distributions, respectively. The values of infω∈(0,2pi/θR] AsVσˆ(ω) are calculated using (53) for
the Gaussian distribution, (57) for the Laplace distribution, and (62) for the Cauchy distribution. When
estimating σ, for the distributions considered in this paper (Gaussian, Laplace and Cauchy), the asymptotic
relative efficiency is one only in the case when the sensing noise is Gaussian.
Similarly, in the case of estimating θ, the asymptotic relative efficiency is defined as
Eθˆ =
[
Iθ inf
ω∈(0,2pi/θR]
AsVθˆ(ω)
]
−1
, (66)
where Iθ is the Fisher information of the observations, xi, about the parameter θ [26]–[28], and AsVθˆ(ω)
is the asymptotic variance of the estimator of θ. It is well known that Iθ is independent of θ. The
asymptotic relative efficiency for the estimators of θ are recorded in the first row of Table I. The values
of the Fisher information are given by σ−2, 2σ−2 and 0.5σ−2 for the Gaussian, Laplace and Cauchy
distributions, respectively, and the values of infω∈(0,2pi/θR ] AsVθˆ(ω) are calculated using (52), (56) and
(62), respectively.
It can be seen from these results that there is no loss in efficiency only in the case of the Gaussian
distribution. It has been shown in [29] that in the case of estimating θ, the asymptotic relative efficiency
is one if and only if the noise distribution is Gaussian. In all other cases, information is lost due to the
non-linear processing at the sensors.
Note that these results do not indicate that Gaussian noise yields the best performance. It means that
only in the case of Gaussian sensing noise, there is asymptotically no loss in information about θ or
σ due to the transformation x → ejωx. As an example, consider estimating θ, where {ηi} are Laplace
12
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Fig. 2. Asymptotic variance vs. scale parameter. Sensing noise is Gaussian distributed. The asymptotic variances match the CRLB.
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Fig. 3. Asymptotic variance vs. scale parameter. Sensing noise is Laplace distributed. The asymptotic variances match the CRLB.
distributed. It can be shown that infω∈(0,2pi/θR ] AsVθˆ(ω) is smaller for the Laplace sensing noise compared
to the Gaussian case [29].
V. SIMULATION RESULTS
Simulations are first carried out for the total power constraint case, and then for the per-sensor power
constraint case. For the total power constraint case, in each case of sensing distribution, the estimators
are simulated and compared. The values of the optimum ω for each parameter are indicated on the graphs
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Fig. 5. Plot of Lvariance(θˆ) vs. ω for different values of L.
and compared with the theoretical values. In the case of per-sensor power constraint, the estimators are
evaluated across different values of σ. The performance measures are compared against the inverse of the
Fisher Information, which is known to be the Crame´r-Rao Lower Bound (CRLB), a lower bound on the
variance of unbiased estimators.
Figure 2 shows the performance of the estimators of θ, σ and γ versus ω in the total power constraint
case and Gaussian sensing noise. It can be seen from the plots that ω∗θ ≤ ω∗γ ≤ ω∗σ as expected. The values
of ω∗θ , ω∗σ and ω∗γ are also calculated from (23), (22) and (25), respectively, and marked on the figure,
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verifying the results.
The system with Laplace sensing noise is simulated and the results are shown in Figure 3. The estimators
of θ, σ and γ are evaluated and the performance is plotted versus ω when the total power is constrained
across the sensors. As expected from the results in Section III-C2, ω∗θ ≤ ω∗γ ≤ ω∗σ. Using the formulas
in (33), (35) and (36), the values of ω∗θ , ω∗σ and ω∗γ are calculated and shown on Figure 3, where the
theoretical and simulation values are seen to agree.
Figure 4 shows the performance of the system when the sensing noise is Cauchy distributed for the
total power constraint case. The values of AsVθˆ(ω), AsVσˆ(ω) and AsVγˆ(ω) are plotted against ω. It is
easily seen that AsVθˆ(ω) = AsVσˆ(ω) and it is verified that ω∗θ = ω∗σ = ω∗γ . The theoretical value from
(43) matches the value from the simulation.
In the per-sensor power case, when the sensing noise is Gaussian distributed, it has been argued in
Section IV-A1 that the estimators are optimal if ω → 0, while the sensed data are not sent to the sensors
if ω = 0. This discontinuity is demonstrated in Figure 5. It can be seen that for small L, as ω → 0, the
performance suffers. However, for a larger number of sensors, the asymptotic variance is minimized for
smaller ω.
In Figure 6, AsVθˆ(ω) and AsVσˆ(ω) are plotted versus σ when the sensing noise is Gaussian for the
per-sensor power constraint case. The value of ω = 0.01 is used. When compared against the CRLB, in
the case of Gaussian sensing noise, both the estimators are asymptotically efficient, since the asymptotic
variances are the same as the respective values of the CRLB.
In Figure 7, the sensing noise is Laplace distributed. The performance of the estimators of θ, σ and γ are
plotted against σ for the per-sensor constraint case. For transmissions from these sensors, ω = ω∗θ = 1/σ.
In this case, the estimators are not asymptotically efficient as the asymptotic variances are larger than the
CRLB.
Cauchy distributed sensing noise was considered for the results shown in Figure 8. The estimators
of both the location parameter and the scale parameter are plotted versus σ for the per-sensor power
constraint case. Here, ω = ω∗ = 0.7968/σ. Both estimators have the same performance. Additionally,
both parameters have the same CRLB, which are lower than the asymptotic variances of the location
parameter and the scale parameter. Therefore, in the case when the sensing noise is Cauchy distributed,
15
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the estimators are also not asymptotically efficient.
VI. CONCLUSIONS
A problem of simultaneous distributed estimation of the scale parameter and location parameter of
a signal embedded in noise was considered for arbitrary sensing noise distributions. Sensors observe a
parameter in sensing noise and transmit the observations using a constant-modulus phase modulation
scheme. The sensors transmit the observations over a Gaussian multiple-access channel to a fusion center.
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Due to the additive nature of the channel, the signal received at the FC converges to the characteristic
function of the sensing noise distribution as the number of sensors grows large. The phase-modulation
scheme presented is robust to impulsive sensing noise distributions and ensures a fixed transmit power
irrespective of the signal or noise realization. Two cases of sensor power are considered, one with a total
power constraint across all the sensors, and another imposing a per-sensor power constraint.
At the fusion center, an estimation scheme is presented that is used to estimate the mean, variance,
and SNR of the observations, by using only a single set of transmissions from the sensors. Estimators
are used to estimate a location parameter, θ, and a scale parameter, σ. For each case of sensing noise
distribution, the optimum transmission parameter, ω, was calculated.
The estimates of the scale parameter and the location parameter were combined to construct an estimator
for the SNR of the observations. It was shown that this was an asymptotically minimum-variance estimator.
The performance of the SNR estimator was also evaluated.
For each estimator, the value of ω that minimized the asymptotic variance was determined. It was shown
that when the asymptotic variances of the location parameter and the scale parameter were quasi-convex
in ω, the optimum value of ω for the SNR estimator lies between the optimum values of ω for the location
parameter and the scale parameter.
In the case of per-sensor power constraint, the asymptotic efficiency of the estimators was also evaluated.
When the sensing noise distribution is Gaussian distributed, the estimators are shown to be asymptotically
efficient. For the other sensing noise distributions considered in the paper, the estimators are not asymp-
totically efficient, though they may have a better asymptotic variance than in the case of the Gaussian
sensing noise.
APPENDIX A
PROOF OF THEOREM 1
Using the values of zL and z¯ and using Σ from (5), the estimator in (6) can be simplified to[
θˆopt σˆopt
]T
= argmin
θ,σ
{
|zL|2 [ϕη(2σω) + 1]
[
1 + Pϕ2η(σω)
]
+ Pϕ2η(σω)
[
1− (zRL )2 cos2(ωθ)− (zIL)2 sin2(ωθ)− zRL zIL sin(2ωθ)
]
+ Pϕ2η(σω)
[
ϕη(2σω)− ϕ2η(σω)
]
− Pϕ2η(σω)
[
zRL cos(ωθ) + z
I
L sin(ωθ)
]2 [
ϕη(2σω)− ϕ2η(σω)
]
− 2
√
Pϕη(σω)
[
zRL cos(ωθ) + z
I
L sin(ωθ)
]
[1 + ϕη(2σω)]
}
. (67)
Defining s(θ) := zR cos(ωθ) + zI sin(ωθ), the problem is rewritten first as[
θˆopt σˆopt
]T
= argmin
s(θ)
{
|zL|2 [ϕη(2σω) + 1]
[
1 + Pϕ2η(σω)
]
+ Pϕ2η(σω)
[
1− s2(θ)] [1 + ϕη(2σω)]
− 2
√
Pϕη(σω)s(θ) [1 + ϕη(2σω)]
}
. (68)
Examining the first derivative of the objective function in (68), we have that θ solves (68) if and only if
it solves
s(θ) = |zL|. (69)
The minimization problem in (67) can now be reformulated as
σˆopt = argmin
σ>0
[1 + ϕη(2σω)]
[
|zL| −
√
Pϕη(σω)
]2
. (70)
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For large L, it can be seen from (3) that the effect of the channel noise is diminished, and with high
probability, |zL| ≤
√
P . The objective function is minimized when |zL| −
√
Pϕη(σω) = 0, which is
identical to (10). Substituting |zL| =
√
Pϕη(σω) in (69), the equation in (11) is obtained, completing the
proof.
APPENDIX B
PROOF OF THEOREM 2
With AsVγˆ(ω) = αAsVθˆ(ω) + βAsVσˆ(ω), α > 0 and β > 0, it is required to prove Theorem 2. Three
cases are considered:
1) Both AsVθˆ(ω) and AsVσˆ(ω) satisfy condition (c1): When AsVθˆ(ω) and AsVσˆ(ω) are monotonically
non-decreasing, both will have their infima as ω → 0. AsVγˆ(ω) will also be monotonically non-decreasing
and will have its infimum as ω → 0. Similarly, when both AsVθˆ(ω) and AsVσˆ(ω) are monotonically non-
increasing, the minima of AsVθˆ(ω), AsVσˆ(ω) and AsVγˆ(ω) will lie at ω = 2pi/θR. Finally, when one of
the two functions is monotonically non-increasing, and the other is monotonically non-decreasing, ω∗θ and
ω∗σ will be 0 or 2pi/θR. Since ω∗γ can lie only in [0, 2pi/θR], the proof is complete for this case.
2) Both AsVθˆ(ω) and AsVσˆ(ω) satisfy condition (c2): If ω∗θ minimizes AsVθˆ(ω), AsV ′θˆ (ω∗θ) = 0, where
AsV ′
θˆ
(ω∗θ) is the first derivative of AsVθˆ(ω) with respect to ω, evaluated at ω∗θ . Similarly if AsVσˆ(ω) is
minimized at ω∗σ, AsV ′σˆ(ω∗σ) = 0.
From (15), the expression for the asymptotic variance of γˆ is given by
AsVγˆ(ω) = αAsVθˆ(ω) + βAsVσˆ(ω), (71)
where α = 4θ2/σ4 > 0 and β = 16θ2/σ6 > 0. If ω∗γ is the minimizer of AsVγˆ(ω), it is required to verify
that
AsV ′γˆ(ω
∗
γ) = 0. (72)
The left-hand side of (72) can be rewritten using (71) so that the condition for ω∗γ to be the minimizer of
AsVγˆ(ω) is given by
AsV′
θˆ
(ω∗γ)
AsV′σˆ(ω∗γ)
= −β
α
. (73)
The right hand side of (73) is negative. This happens only when one of the slopes of AsVθˆ(ω) and
AsVσˆ(ω) is positive and the other is negative. By using the quasi-convexity of AsVθˆ(ω) and AsVσˆ(ω),
it can be seen that when the functions are quasi-convex, and when ω∗θ < ω∗σ, the ω axis can be divided
into three regions: (i) ω < ω∗θ , where both AsVθˆ(ω) and AsVσˆ(ω) have negative slope; (ii) ω∗θ < ω < ω∗σ,
where AsVθˆ(ω) has a positive slope and AsVσˆ(ω) has a negative slope; and (iii) ω > ω∗σ, where AsVθˆ(ω)
and AsVσˆ(ω) both have positive slope [23, pp. 99]. Therefore, the condition in (73) is satisfied only when
ω∗θ ≤ ω∗γ ≤ ω∗σ. A similar argument can be made when ω∗θ > ω∗σ.
3) One of AsVθˆ(ω) and AsVσˆ(ω) satisfies condition (c1) and the other satisfies condition (c2): Let
AsVθˆ(ω) satisfy condition (c1) and let AsVσˆ(ω) satisfy condition (c2). The condition in (73) will need
to hold in order to prove Theorem 2. If AsVθˆ(ω) is monotonically non-decreasing, ω∗θ → 0, and (73)
is satisfied when ω∗γ ≤ ω∗σ. When AsVθˆ(ω) is monotonically non-increasing, ω∗θ = 2pi/θR, and (73) is
satisfied when ω∗γ ≥ ω∗σ. A similar argument can be made when AsVθˆ(ω) satisfies condition (c2) and
AsVσˆ(ω) satisfies condition (c1), completing the proof.
REFERENCES
[1] S. Slijepcevic, S. Megerian, and M. Potkonjak, “Characterization of location error in wireless sensor networks: Analysis and
applications,” in Information Processing in Sensor Networks, ser. Lecture Notes in Computer Science, F. Zhao and L. Guibas, Eds.
Springer Berlin / Heidelberg, 2003, vol. 2634, pp. 552–552.
[2] A. Ashraf, A. Rajput, M. Mussadiq, B. S. Chowdhry, and M. Hashmani, “SNR based digital estimation of security in wireless sensor
networks,” in Communications Infrastructure. Systems and Applications in Europe, ser. Lecture Notes of the Institute for Computer
Sciences, Social Informatics and Telecommunications Engineering, Ozgur Akan, et. al., Ed. Springer Berlin Heidelberg, 2009, vol. 16,
pp. 35–45.
18
[3] I. A. Koutrouvelis, “Regression-type estimation of the parameters of stable laws,” Journal of the American Statistical Association,
vol. 75, no. 372, pp. 918–928, December 1980.
[4] ——, “An iterative procedure for the estimation of the parameters of stable laws,” Communications in Statistics - Simulation and
Computation, vol. 10, no. 1, pp. 17–28, 1981.
[5] A. Feuerverger and P. McDunnough, “On the efficiency of empirical characteristic function procedures,” Journal of the Royal Statistical
Society. Series B (Methodological), vol. 43, no. 1, pp. 20–27, 1981.
[6] I. A. Koutrouvelis, “Estimation of location and scale in Cauchy distributions using the empirical characteristic function,” Biometrika,
vol. 69, no. 1, pp. 205–213, April 1982.
[7] R. L. Eubank and V. N. LaRiccia, “Location and scale parameter estimation from randomly censored data,” Department of Statistics,
Southern Methodist University, Tech. Rep., August 1982.
[8] D. R. Pauluzzi and N. C. Beaulieu, “A comparison of SNR estimation techniques for the AWGN channel,” IEEE Transactions on
Communications, vol. 48, no. 10, pp. 1681 – 1691, October 2000.
[9] S. M. Kay, Fundamentals of Statistical Signal Processing: Estimation Theory. Prentice-Hall, 1993.
[10] H. L. Van Trees, Detection, Estimation, and Modulation Theory, Part I. John Wiley and Sons, 1968.
[11] R. B. Kerr, “On signal and noise level estimation in a coherent PCM channel,” IEEE Transactions on Aerospace and Electronic Systems,
vol. AES-2, no. 4, pp. 450–454, July 1966.
[12] T. R. Benedict and T. T. Soong, “The joint estimation of signal and noise from the sum envelope,” IEEE Transactions on Information
Theory, vol. IT-13, no. 3, pp. 447–454, July 1967.
[13] R. Matzner, “An SNR estimation algorithm for complex baseband signals using higher order statistics,” Facta Universitatis (Nis), vol. 6,
no. 1, pp. 41–52, 1993.
[14] V. Kapnadak, M. Senel, and E. J. Coyle, “Distributed incumbent estimation for cognitive wireless networks,” In Proc. Conference on
Information Sciences and Systems, pp. 588 – 593, March 2008.
[15] M. Senel, V. Kapnadak, and E. J. Coyle, “Distributed estimation for cognitive radio networks - the binary symmetric channel case,”
Proc. SenSIP Workshop, 2008.
[16] M. Gastpar and M. Vetterli, “Source-channel communication in sensor networks,” In Proc. International Workshop on Information
Processing in Sensor Networks (IPSN’03), pp. 162–177, March 2003.
[17] M. K. Banavar, C. Tepedelenlioglu, and A. Spanias, “Estimation over fading channels with limited feedback using distributed sensing,”
IEEE Transactions on Signal Processing, vol. 58, no. 1, pp. 414–425, Jan. 2010.
[18] M. Goldenbaum, S. Stanczak, and M. Kaliszan, “On function computation via wireless sensor multiple-access channels,” In Proc.
Wireless Communications and Networking Conference, pp. 1–6, April 2009.
[19] M. Goldenbaum and S. Stanczak, “Computing functions via SIMO multiple-access channels: How much channel knowledge is needed?”
In Proc. International Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 3394–3397, March 2010.
[20] T. M. Cover and J. A. Thomas, Elements of Information Theory. John Wiley and Sons, 1991.
[21] C. Tepedelenliog˘lu and A. B. Narasimhamurthy, “Universal distributed estimation over multiple access channels with constant modulus
signaling,” IEEE Transactions on Signal Processing, vol. 58, no. 9, pp. 4783–4794, September 2010.
[22] B. Porat, Digital processing of random signals: theory and methods. Prentice-Hall, Englewood Cliffs, NJ, 1994.
[23] S. P. Boyd and L. Vandenberghe, Convex optimization. Cambridge university press, 2004.
[24] D. T. Gillespie, Markov processes: an introduction for physical scientists. Boston: Academic Press, 1992.
[25] R. M. Corless, G. H. Gonnet, D. E. G. Hare, D. J. Jeffrey, and D. E. Knuth, “On the Lambert W function,” Advances in Computational
Mathematics, vol. 5, pp. 329–359, 1996.
[26] P. J. Huber, Robust Statistics. New York: Wiley-Interscience, 1981.
[27] E. L. Lehmann and G. Casella, Theory of Point Estimation. New York: Springer-Verlag, 1998.
[28] O. Johnson, Information Theory and the Central Limit Theorem. London: Imperial College Press, 2004.
[29] C. Tepedelenliog˘lu, M. K. Banavar, and A. Spanias, “On inequalities relating the characteristic function and fisher information,” 2010,
submitted to the IEEE Transactions on Information Theory. Preprint available at http://arxiv.org/abs/1007.1483.
