In the past decades, the ensemble systems have been shown as an efficient method to increase the accuracy and stability of classification algorithms. However, how to get a valid combination of multiple base-classifiers is still an open question to be solved. In this paper, based on the genetic algorithm, a new self-adaptive stacking ensemble model (called SSEM) is proposed. Different from other ensemble learning classification algorithms, SSEM selectively integrates different base-classifiers, and automatically selects the optimal base-classifier combination and hyper-parameters of base-classifiers via the genetic algorithm. It is noted that all of machine learning methods can be the components of SSEM. In this work, based on two base-classifier selection principles (low complexity of base-classifier and high diversity between different base-classifiers), we select five state-of-art classifiers including Naïve Bayes (NB), Extremely Randomized trees (ERT), Logistic, Random Forest (RF) and Classification and Regression Tree (CART) as the baseclassifiers of SSEM. To demonstrate the efficiency of SSEM, we have applied it to nine different datasets. Compared with other 11 state-of-art classifiers (NB, ERT, Logistic, RF, CART, Back Propagation Network (BPN), Support Vector Machine (SVM), AdaBoost, Bagging, Convolutional Neural Networks (CNN) and Deep neural network (DNN)), SSEM always performs the best under the five evaluation indexes (Accuracy, Recall, AUC, F1-score and Matthews correlation coefficient (MCC)). Moreover, the significance test result shows that SSEM can achieve highly competitive performance against the other 11 state-of-art classifiers. Altogether, it is evident that SSEM can be a useful framework for classification.
I. INTRODUCTION
In recent years, statistical classification has gained massive attention in machine learning [1] - [9] . For the classification problem, the performance of machine learning algorithms extremely depends on the characteristics of different models [10] . A possible solution is that we can use ensemble learning to integrate various learning algorithms. In the ensemble learning process, the combination of different base-classifiers can provide complementary information concerning unknown examples. It is known that this kind of solution can be used for the improvement of the overall The associate editor coordinating the review of this manuscript and approving it for publication was Sudipta Roy.
classification from the perspective of accuracy as well as generalization [11] , [12] .
For an ensemble system that works effectively, a balance between base-classifiers accuracy and component variety needs to be struck [13] . In other words, an effective ensemble can effectively integrate a series of different classifiers. On one hand, the ensemble learning methods obtain a high accuracy. On the other hand, the errors of them are bound to be independent [14] , [15] . Generally, the ensemble learning can be roughly divided into three categories: Boosting, Bagging and Stacking.
Boosting is derived from Schapire's constitutional proofs [16] to the Kearns' theory of ''whether the weak learner is equal to strong learner'' [17] . For example, an VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ additive model called AdaBoost [18] is analogue to the Newton's method in mechanism and optimizes index loss functions. Moreover, two boosting methods (GradientBoosting [19] and LPBoost [20] ) are all derived from substituting iteration optimizing algorithms.
When it comes to Bagging that is computationally intensive, it refers to one of the most updated and effective methods. They are adopted for improving unstable estimation and classification schemes. Bagging is firstly introduced by Breiman [21] , and is adopted for reducing the differentiation of predictor. As for the Bagging methods, Friedman and Hall [22] divide the smoothing estimator into two types: linear and higher-order.
Stacking is the third category of ensemble learning [23] , and has been successfully applied in supervised and unsupervised classification field. The input attributes and learning strategies of base-classifiers have a great influence on the performance of stacking. For instance, Todorovski and Deroski [24] present a stacking method called Meta Decision Tree (MDT) to improve the ensemble learning process. Zhu [25] also propose an approach named stacking data envelopment analysis (DEA) to figure out the best way of stacking.
The methods mentioned above have been successfully applied in the machine learning field. However, there is still room for them to improve. For the traditional ensemble learning [26] - [28] , the optimal parameter settings and baseclassifier combination are difficult to achieve. As for the Boosting methods, they are sensitive to anomalies which are generated by the weak classifier [29] , [30] . For the Bagging algorithm, all the prediction functions are closely associated with weights, and may cause large errors [31] , [32] . In addition, there is still a lack of optimization method which is flexible and suitable for Stacking [33] , [34] . To address the above issues, we propose a novel self-adaptive Stacking ensemble model (called SSEM) to determine optimal base-classifier combination and their corresponding hyperparameters. Firstly, we design a stacking ensemble learning classification algorithm to integrate base-classifiers with low complexity and high diversity. To overcome the shortcomings of traditional ensemble learning methods, we use the genetic algorithm to automatically select the optimal base-classifier combination, and their hyper-parameters.
The remainder of this paper is organized as follows. Section II presents related works of ensemble learning classifiers. Section III introduces the theoretical background including the stacking ensemble learning, and genetic algorithm. Section IV shows the architecture of SSEM. Section V gives the experiment results in various data sets. Finally, we conclude our work and depict outlook in Section VI.
II. RELATED WORK
Until now, many ensemble learning methods have been proposed. The ensemble learning is one of the most promising orientations among the current classification models. To design ensemble learning classifiers, the key problem is how FIGURE 1. he architecture of the stacking ensemble learning. In the base-classifiers, the training set is adopted to train layers and create a new feature matrix for the meta-classifier layer. The meta-classifier layer selects a suitable classifier to classify for final prediction.
to combine ''good and different'' base-classifiers and obtain the optimal parameters of them. In general, the type of ensemble learning strategy can be classified into two categories: base-classifier selection learning and hyper-parameter optimization learning.
There are several base-classifier selection learning methods [35] - [38] that have been proposed. The base-classifiers selected in these methods include SVM [35] , Forest [36] , Decision Tree [37] and Neural Network [38] . However, these methods only select single type of learners, and cannot guarantee the parameters optimization of the integrated learners.
For the type of the hyper-parameter optimization learning methods, several methods [39] - [42] have also been proposed to determine the hyper-parameters of ensemble learning. To optimize hyper-parameters of ensemble learning, Genetic algorithm [39] , Bayes [40] , Artificial Bee Colony [41] , and Differential Evolution [42] are used in these methods. However, these methods cannot guarantee the optimal combination of different base-classifiers.
In this work, we propose SSEM method to address the above issues. SSEM has the following two contributions. Firstly, different from the traditional ensemble learning, SSEM can automatically select the optimal combination of different base-classifiers. Secondly, the genetic algorithm is used to determine the optimal parameters of the integrated base-classifiers.
III. THEORETICAL BACKGROUND A. STACKING ENSEMBLE MODEL
In Figure 1 , we illustrate the architecture of the stacking ensemble model. The stacking ensemble learning is consisting of two levels: base-classifier and meta-classifier [23] , [43] , [44] . In the base-level classifier, the training set is adopted for the purpose of training models and making predictions. As for the meta-classifier, the meta-data is adopted for training while the output of the base-classifier is mapped to the real classification tag. This approach is used by the Netflix team known as ''The ensemble'', which tied the submission of the winning team in terms of accuracy [45] , [46] .
B. GENETIC ALGORITHM
The genetic algorithm [47] is a heuristic optimization algorithm, and is usually used to search the input space. To yield the most effective solution which is close to brute force, the genetic algorithm does not need to take the trouble of enumerating the entire elements. It has the advantage to avoid performance problems caused by exhaustive search.
The genetic algorithm is generally used to simulate the process of naturalization [48] - [50] . Through the adoption of the probabilistic optimization method, the genetic algorithm can obtain the guidance of the optimized search space in an automatic way. It also makes adjustment of the search direction while sparing the trouble of formulating the rules after the optimization.
As illustrated in Figure 2 , the genetic algorithm is mainly divided into six steps for optimizing the SSEM model as follows.
Step
Coding Initial Population:
Firstly, all of base-classifiers and their hyper-parameters are discretized, and are encoded by using binary encoding. Then, the binary encoding sequence of each base-classifier and its corresponding hyper-parameter are combined in order.
Step 2 Defining Fitness Function:
We use the minimum mean-square error (MMSE) as the fitness function of SSEM model.
Step 3 Determine Selection Criteria:
We use the ratio of the fitness value as the criteria for selecting optimal base-classifier combination, and their corresponding hyper-parameters.
Step 4 Population Production:
We eliminate the base-classifiers and their hyperparameters with low probability of inclusion. In order to ensure the consistency of individual populations, we randomly add some individuals from the retained base-classifiers and base-classifiers hyper-parameters (the number is the same as the eliminated base-classifiers and base-classifiers hyper-parameters) into existing populations.
Step 5 Crossover Operation: In this step, a binary encoding sequence denotes a population. For populations generated in Step 4, we use two-point crossover strategy where two crossover points are picked randomly (e.g. the probability of crossover is set to 0.6) from populations to generate new offsprings.
Step 6 Mutation Operation: In this step, to preserve and introduce diversity of populations in Step 5, a certain bit of populations (binary encoding sequences) with low probability (e.g. 0.1) will be mutated.
In this work, we repeat the above five steps (Step 2-6) for 10 times to guarantee the diversity of populations. 
IV. SSEM ARCHITECTURE
In theory, all machine learning methods including deep learning methods can be a base-classifier of the SSEM architecture. The base-classifier selection is based on two principles: low complexity of base-classifier and high diversity between different base-classifiers. Based on the above two principles, we consider five state-of-art of classifiers as base-classifiers of the SSEM architecture, including Naïve Bayes (NB), Extremely randomized trees (ERT), Logistic, Random Forest (RF), Classification and Regression Tree (CART).
As shown in Figure 3 , the SSEM architecture is designed based on the above mentioned two methods: Stacking ensemble model and Genetic algorithm. After integrating base-classifiers by using stacking, SSEM utilizes genetic algorithm to determine the optimal combination of different base-classifiers, and their corresponding hyper-parameters for different datasets. In the following, we will describe the two key steps (the optimal base-classifier combination, and the optimal base-classifier hyper-parameter selection) in detail. 
A. THE OPTIMAL BASE-CLASSIFIER COMBINATION
The meta-classifier g is selected from the base clas-
is represented as follows:
The actual value Y = [(y 1 , y 2 , · · · , y n ] of dataset samples label, we use the minimum mean-square error (MMSE) to represent the prediction accuracy of the trained baseclassifier. The lower value of MMSE indicates a better performance of train base-classifiers. In the SSEM, m base-classifiers can generate k (the value is (2 m − 1) · m) base-classifier and meta-classifier combinations. The optimal base-classifier combination is selected as follows:
where y denotes the actual value, y ∧ denotes the predicted value.
B. THE OPTIMAL BASE-CLASSIFIER HYPER-PARAMETER SELECTION
Suppose b ij is the j-th parameter of the i-th base-classifier, s i denotes the number of parameters in the i-th base-classifier. We define the parameter vector of the i-th base-classifier as follows.
Then, the output z i of the i-th train base-classifier by incorporating parameters is represented in the following. In the SSEM, m base-classifiers can generate p (the value is the basic parameter settings as shown in Table 1 .
The optimal base-classifier combination by incorporating parameters is selected in the following. In the formula, the b i with s i parameters ranges from a i ([a i1 , a i2 
where y denotes the actual value, y ∧ denotes the predict value.
V. RESULTS
In order to show the performance of the SSEM method, we compare it with other 11 state-of-art classification algorithms including NB [51] , ERT [52] , Logistic [53] , RF [54] , CART [55] , Back Propagation Network (BPN) [56] , support vector machines (SVM) [57] , AdaBoost [58] , Bagging [59] , Convolutional Neural Network (CNN) [60] and Deep neural network (DNN) [61] . The parameter settings of these classification algorithms are shown in Table 1 . The selected baseclassifier of AdaBoost and Bagging is Decision Tree.
A. EXPERIMENTAL PLATFORM AND DATA SOURCE
The experiments are conducted with PC Intel core i7-6700 CPU and 32 GB of RAM. The proposed method is implemented by using Python v2.7. To show the robustness of our proposed method, we perform the comparison with other classification methods in 9 different datasets. The simple description of these datasets can be seen in Table 2 . For the ORL image datasets, we use principal component analysis (PCA) [62] method to obtain data. For the IMDB, PubMed 20k RCT and Fudan set datasets, we use jieba [63] for word segmentation, and the data are represented by tf-idf [64] features. For the other datasets (MINIST, Credit Card, Adult, LETTER, and YEAST), we use all the features directly after data processing of remove missing value. For classification problems, Accuracy (ACC), Recall, Area under curve (AUC), F1_score, and Matthews Correlation Coefficient (MCC) are five commonly used metrics. Firstly, Accuracy can judge the judgment ability of the entire classification task. Recall can determine how much is predicted in the real sample. F1_score is the harmonic mean of ACC and Recall. AUC can still make a reasonable evaluation of the classifier in the case of sample imbalance. Finally, MCC can describe the confusion matrix of true and false positives and negatives. These metrics are given in Eqs. (7) to (13) . 
where TP, TN, FP, and FN are True Positive, True Negative, False Positive and False Negative, respectively.
B. HYPER-PARAMETER SETTINGS IN 9 BENCHMARK DATASETS
In general, the hyper-parameter settings of base-classifiers for different datasets are empirically adjusted. It usually takes much time and is difficult to achieve optimization. In this work, we specify the range of the learning parameters of each classifier as shown in Table 3 . For different datasets, SSEM automatically selects the hyper-parameters.
C. SSEM PERFORMS THE BEST IN 9 BENCHMARK DATASETS
For the train and test data set, we use the function of the sklearn toolbox to randomly divide each dataset into two parts: 80% (train set) and 20% (test set). The comparison results between SSEM and the other 11 classification methods are shown in Table 4 . In terms of ACC and F1_score, SSEM performs the best in 9 benchmark datasets. In terms of MCC, SSEM performs the best in 8 benchmark datasets excepting the LETTER dataset. In terms of Recall, SSEM performs the best in 7 benchmark datasets excepting the Fudan and Adult dataset. In terms of AUC, SSEM performs the best in 8 benchmark datasets excepting the Fudan dataset.
It is noted that, given the genetic algorithm, SSEM has the potential to provide insight into stacking mechanisms of the occurrence and changes of the outcome. Thus, it could help to make useful classification predictions.
D. THE SIGNIFICANCE TEST OF SSEM
The significance test provides an important basis for machine learning performance comparison. Based on this analysis, we can infer that whether the learner A is better than B on the test set or not, and whether the generalization ability of A is statistically superior to B or not. In this paper, we use the Friedman test [69] to compare multiple algorithms on a set of data sets to determine whether the performance of the algorithms is the same. For each data set, according to the performance from good to bad, the order value of 12 compared methods ranges from 1 to 12. If two or more algorithms perform the same, we will divide their adjacent ranks equally. For 9 datasets, we compute the average order value as the finial performance of each classifier. The less the average order value, the better the classifier performs. Suppose ''all algorithms have the same performance'', we compare k algorithms over N data sets. τ F obeys degrees of freedom k − 1 and F-distribution of (k − 1) (N − 1) and is computed as follows:
where
, r i denotes the average order value of the i algorithm and follows a normal distribution. The corresponding p-value is calculated in the following, and fpdf() represents F distribution probability density function.
We further use the Nemenyi test [70] to distinguish the compared methods. The Nemenyi test calculates the critical range of average order value, if the average order values of the two algorithms exceeds the critical difference (CD), the assumption that ''the two algorithms have the same performance'' is rejected, and the critical difference (CD) is computed as follows:
where q α = qtukey(1 − α, k, Inf )/sqrt(2), qtukey() represents the function of Tukey distribution critical value, and α denotes significance level.
In Figure 4 , a dot represents the average order value, and the horizontal line represents the size of the critical value range. There is no overlap in the horizontal lines, indicating that different algorithms have significant differences. If there are large overlaps between the two horizontal lines, it means there is no statistically significant difference between the two algorithms. As shown in Figure 4 , our SSEM method has small overlapping area with CNN, but has minimum average order value. This result demonstrates that SSEM can achieve highly competitive performance against comparison algorithms. 
E. SSEM SELECTS A DIFFERENT COMBINATION OF BASE-CLASSIFIERS IN 9 BENCHMARK DATASETS
As mentioned in the above, our SSEM method can adaptively select different combinations of base-classifiers in different VOLUME 7, 2019 datasets. As illustrated in Figure 5 , in the process of ensemble learning, all or a portion of 5 base-classifiers are considered. It will provide a ''white box'' for us to select suitable baseclassifiers for ensemble learning.
VI. CONCLUSION
It is well known that obtaining better predictive performance depends on different model characteristics. By integrating multiple individual learning algorithms, an ensemble learning method generally performs better than or comparable to single base-classifier. Therefore, it becomes a popular and effective method in machine learning field.
For the ensemble learning methods, there are two key issues to be solved. The first issue is how to combine ''good and different'' base-classifiers. The second is to assign reasonable parameters to each base-classifier considered in the ensemble learning. To address the two issues, we propose a new self-adaptive stacking ensemble model (SSEM). The SSEM model involves two optimization models: optimal base-classifier combination, and optimal baseclassifier hyper-parameter selection. We use the minimum mean-square error as the fitness function, and use genetic algorithm as the optimization strategy of SSEM. Stacking provides ''white box'' which has multiple combinations. For achieving optimal performance in different data sets, the genetic algorithm dynamically adjusts the base-classifier combination and the hyper-parameters in the ''white box''. By comparing with the other 11 state-of-art classification methods, SSEM performs the best or comparable in 9 different datasets in terms of ACC, Recall, AUC, F1-score and MCC. Moreover, the significance test shows that SSEM is significantly better than the other compared methods in classification. Therefore, we believe that SSEM could be a helpful method to solve classification problem.
Although the SSEM is good for classification in this work, there is still room to improve. In the current work, SSEM does not consider the weight of each base-classifier in the train layer and the case of multi-layer ensemble. In the future, we will consider deep learning methods as base-classifiers into the SSEM architecture. Moreover, we will use deep self-adaptive parameters ensemble learning to integrate more layers and assign a weight for each classifier.
