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Razvoj industrije teži k optimizaciji dela in k višji produktivnosti. Industrija v zadnjem času stremi 
predvsem k pametnim tovarnam s pametnimi sistemi. Tovrstni sistemi so pogosto sestavljeni iz 
sodelujočih robotov, katerih posebnost je, da v proces dela lahko vključujejo tudi človeško pomoč. 
Med magistrskim delom smo zato želeli nadgraditi vodenje sodelujočega robota, s katerim bi 
operaterju izboljšali sodelovalno izkušnjo.  
Osnovna problematika je omejitev industrijskih krmilnikov na nabor osnovnih ukazov, ki 
so pogosto prisotni in uporabljeni v industriji. S tem je robotski sistem nekoliko preveč 
poenostavljen za razvijanje aplikacij, ki bi lahko optimizirale naloge, pri katerih sodeluje človek. 
K težavi nadgradnje vodenja robota smo pristopili z dodatno programsko opremo in napravami, ki 
nam omogočajo večjo fleksibilnost sistema.  
Naredili smo sistem, ki nam je glede na programsko opremo bolje poznan in je hkrati 
sposoben kompleksnejših vodenj in izračunov. V sistem smo vključili tudi zaslon, ki je hkrati 
predstavljal delovno površino in pripomoček za vodenje operaterja. Zaslon smo uporabili tudi za 
zmanjševanje napak prisotnih pri zaznavi objektov, kar je še dodatno izboljšalo delovanje sistema. 
Dobljeni rezultati prinašajo nov pogled k možnostim vodenja robota in vodenja operaterja.  
Rezultati predstavljajo tudi smiselno osnovo za nadaljnji razvoj sistema, ki operaterju nudi boljšo 
izkušnjo sodelovanja z robotom pri izvedbi naloge. 
Ključne besede: industrija 4.0, obogatena resničnost, sodelujoči roboti, sodelovalna aplikacija, 












Development in the industry 4.0 strives for work optimization and higher productivity, especially 
in intelligent factories with high implementation of smart systems. Collaborative robots are often 
included into such systems. The main benefit of collaborative robots is that they enable active 
participation of the operator in the process without any risk hazards. This work includes upgrade 
of the control of collaborative robots to further improve the collaborative experience of the 
operator. 
Small set of commands for industrial robots is the basic problem for achieving improved 
control that includes safe human participation and thus further upgrade the task execution. To 
enhance the performance of the system we added additional software and hardware. 
The upgraded system consists of collaborative robot ABB YuMi, external controller based 
on Matlab software package, and additional screen that serves as a workbench, as a display for 
instruction, and as an instrument for implementing augmented reality. In addition, we also used the 
screen in the process of camera calibration which further improved the overall performance. 
Described system presents a framework for further development of new control approaches 
for collaboration of the robot and the operator, which will improve task performance and enhance 
the user experience while working together with the robot. 
Key words: industry 4.0, augmented reality, collaborative robots, collaborative application, smart 












Z željo po razvoju, optimizaciji dela in višji produktivnosti, se v industriji pristop k proizvodnji 
hitro spreminja. Veliko je poudarka na pametnih sistemih, ki so krmiljeni s pametnimi mrežami, 
preko pametnih programskih orodij, vse to pa lahko opredelimo kot pametno proizvodnjo [1]. 
1.1 Industrija 4.0 
Industrija 4.0 predstavlja četrto razvojno stopnjo proizvodnje v industriji, ki se od prejšnjih 
razvojnih stopenj razlikuje predvsem v tem, da jo sestavljajo kibernetsko fizični sistemi. Postopek 
razvoja prikazuje slika 1.1, iz katere je razvidno, da četrta razvojna stopnja predstavlja veliko 
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Slika 1.1: Prikaz razvoja industrije [4] 
Za razliko od avtomatizacije klasičnih industrijskih tovarn se kot ključne tehnologije 
napredne industrije uporabljajo strojno učenje, velika analiza podatkov, komunikacija z ostalimi 
napravami, napredna robotika, hibridno aditivne proizvodnje, virtualne tovarne ali digitalni 
dvojčki [1; 2].  
Pričakovane prednosti industrije 4.0 so predvsem višja produktivnost, sodelovanje robota 






1.2  Sodelujoči roboti 
Tipični industrijski roboti so togi, nefleksibilni in potencialno nevarni človeku. Napredovanje na 
področju robotike stremi k robotom, ki pri izvajanju svojega opravila ne bi potrebovali varnostnih 
ograj ali dodatnih varnostnih ukrepov, posledično nebi potrebovali zavzeti tako velikega prostora, 
skrajšali bi čas nedelovanja, povečali učinkovitost in znali v proces vključiti tudi človeško pomoč. 
Vse našteto nam omogočajo sodelujoči roboti, katere prikazuje slika 1.2. Sodelujoče robote danes 
že zelo pogosto uporabljajo na različnih področjih razvoja in proizvodnje z namenom optimizacije 
dela in povečanja produktivnosti. Kot vsak samostojni sistem, pa tudi to vrsto robotov spremlja 
nekaj slabih lastnosti, kot so: 
 nima lastne sposobnosti mišljenja, 
 omejena prilagodljivost, 
 omejeno delovno območje,  
 omejene aplikacije [3]. 
 
Slika 1.2: Primer sodelovanja med robotom in človekom [5] 
Glede na nekatere omenjene slabosti lahko opazimo, da jih lahko dopolnjujemo s človeško 
pomočjo, pri čemer gre za sodelovalne aplikacije. Robotske sodelovalne aplikacije predstavljajo 
torej optimizacijo s pomočjo sodelovanja, oziroma združevanja prednosti robota in operaterja, kar 




1.3  Obogatena resničnost 
Obogatena resničnost je tehnologija, ki nam z dodatnimi povratnimi informacijami nudi boljšo 
predstavo, oziroma obogateno realnost. Uporabniku so tako poleg resničnega prikaza predstavljene 
še dodatne informacije v obliki zvoka, vizualizacije ali besedila. V industriji 4.0 se zaradi velikih 
prednosti stremi k razvoju sistemov, ki vključujejo obogateno resničnost. V industriji se uporablja 
za izvedbo različnih aplikacij, kot so pomoč pri kompleksnih sestavih, pomoč pri vzdrževanju, 
strokovna podpora, nadzor kakovosti, avtomatizacija [6]. 
Primer obogatene resničnosti je prikazan na sliki 1.3. Iz slike je razvidno, da se 
uporabnikom tekom izvedbe naloge nudi dodatne informacije o pristopu, ki je potreben za uspešno 
izvedbo. 
 
Slika 1.3: Primer uporabe obogatene resničnosti [6] 
Namen obogatene resničnosti je predvsem v tem, da se ustvari uporabna dodatna 
informacija, ki kljub temu, da je prisotna, operaterja ne odvrne od realnosti, oziroma ne omejuje 






1.4 Cilji magistrske naloge 
Glavni namen magistrske naloge je bil, da bi operaterju, ki z robotom sodeluje pri izvedbi naloge, 
olajšali delo, ga vodili, oziroma mu v celoti izboljšali sodelovalno izkušnjo. Namen je bil tudi, da 
bi z izboljšanim sodelovanjem pri izvedbi naloge zmanjšali skrb za pravilno izvedbo naloge in 
povečali produktivnost. Želja je bila, da bi med nadgradnjo sistema strmeli k varnosti operaterja. 
Cilje magistrske naloge povzamejo sledeče alineje: 
 nadgradnja vodenja robota, 
 nadgradnja delovanja robotskega vida, 
 izdelava sistema z obogateno resničnostjo, 



















2 Robotska celica 
V prvem koraku projekta smo začeli s spoznavanjem obstoječih naprav in same naloge, pri tem 
smo si pomagali s strokovno literaturo in z navodili proizvajalcev. Namen projekta je bila izvedba 
sodelovalne aplikacije s sodelujočim robotom. Pri tem bi z različnimi napravami in programskimi 
okolji zgradili fleksibilen sistem, ki bi bil sposoben kompleksnih operacij. 
 
2.1 Strojna oprema 
Z željo po nadgradnji sistema smo v sistem vključili različno strojno opremo. Dodatna oprema je 
pripomogla k izboljšanem sodelovanju med robotom in operaterjem pri izvajanju naloge. Hkrati 
predstavljala tudi večjo fleksibilnost sistema. V tem poglavju smo podrobneje opredelili razloge za 
uporabo strojne opreme: 
 ABB YuMi IRB14000, 
- robotski prijemali, 
- ročna učna enota, 













2.1.1 ABB YuMi IRB14000 
Ker so klasični industrijski roboti togi, nefleksibilni in potencialno nevarni človeku, smo se 
odločili, da je za našo aplikacijo najprimernejši sodelujoči robot YuMi. YuMi je prvi dvoročni 
robot s sedmimi prostostnimi stopnjami, ki omogoča varno opravljanje naloge skupaj s človekom. 
Prednosti tovrstnih robotov so predvsem v tem, da: 
 ne potrebujejo dodatnih zaščitnih ograj, 
 združuje dobre lastnosti človeka in robota, 
 se poveča učinkovitost delovanja, 
 omogoča manjši čas nedelovanja [7]. 
 
Slika 2.1: Prikaz robota ABB YuMi IRB14000 [7] 
Robot, razviden iz slike 2.1, ima vse strojne komponente integrirane v enoten mehanizem. 
Tehta 38 kg, maksimalna obremenitev posamezne roke pa znaša 0,5 kg. Prednost tovrstnih robotov 
je tudi ročno vodenje roke v željeno pozicijo, kar občutno skrajša čas učenja želenih konfiguracij 





Ročna učna enota  
Ročna učna enota (angl. teach pendant unit) je kontrolna enota, ki je namenjena nadzoru delovanja 
robota, vodenju robota, zagonu programa, urejanju programa ter opravljanju še mnogih funkcij, ki 
so potrebne za upravljanje robotske naprave. Ročno učno enoto sestavlja tako strojna kot 









Slika 2.2: Prikaz ročne učne enote [8] 
Ročno učno enoto, ki je prikazana na sliki 2.2, sestavlja več elementov, in sicer: 
 (1) konektor, 
 (2) zaslon na dotik, 
 (3) tipka za izklop v sili, 
 (4) krmilna palica za ročno vodenje, 
 (5) USB priklop , 
 (6) pisalo za zaslon na dotik, 
 (7) tipka za ponastavitev, 










Robotski roki robota YuMi imata za prijem objektov že v osnovi nameščeno servo prijemalo s prsti 
in vakuumsko prijemalo, ki je predvsem namenjeno prijemanju gladkih objektov. Pri prijemanju s 
prsti gibanje prstov poteka vzporedno; pri tem je maksimalen razmik prstov 50 mm, sila stiska pa 
20 N. Poleg zapiranja in odpiranja je možno določiti tudi oddaljenost med prsti in maksimalno silo 
prijema [7].    
 
Slika 2.3: Prikaz vrste prijemal za YuMi robotsko roko [7] 
Pred uporabo prijemala je, le-tega potrebno kalibrirati, zato je smiselno, da je postopek 
kalibracije vključen tudi v sodelovani aplikacije. 
Poleg prstov in vakuumskega nastavka smo imeli v našem primeru na levi roki vgrajeno tudi 













Za pridobivanje informacij o legi posameznega objekta zanimanja, ima YuMi vgrajen komplet 
ABB kamere DSQC1020, ki je elektronsko in mehansko enaka različici In-Sight 7200 proizvajalca 
Cognex. Cognex je ameriški proizvajalec sistemov za strojni vid, ki s programsko opremo in 
senzorji izdeluje rešitve za razpoznavo objektov, zaznavanje napak, preverjanje sestavljanja 
izdelkov in vodenje montažnih robotov [9].  
Tovrstne kamere tipično predstavljajo svoj sistem, ki se robotski roki doda naknadno, ali 
pa se namesti poleg robota. V našem primeru je bila kamera integrirana v robotsko prijemalo, kot 
je prikazano na prvem primeru prijemala na sliki 2.3. Lastnosti kamere, ki smo jo uporabljali pri 
izvajanju naše aplikacije so: 
 resolucija (800 × 600) px, 
 lastnosti senzorja (5,3 mm diagonala, slikovna pika velikosti (5,3 × 5,3) µm, enobarvni), 
 hitrost zajema slike (16 µs–950 ms), 
 tip senzorja (1/1,8 ˝ CMOS),  
 programski spomin (512 MB), 
 integrirana osvetlitev, 
 M12 objektiv, dimenzija (75 × 84,8 × 55) mm [9]. 
Za učenje prepoznave objektov zanimanja ima kamera uporabniški vmesnik In-Sight 
EasyBuilder, ki je prilagojen za zaznavo objektov. Do uporabniškega vmesnika dostopamo preko 
programskega okolja RobotStudio, pri čemer izberemo integrirano kamero in se z njo povežemo. 
Ustvarjanje programa z In-Sight EasyBuldier uporabniškim vmesnikom je zelo hitro in enostavno, 









V sklopu naloge smo z namenom izboljšanega delovanja sodelovalne aplikacije vključili tudi LCD 
monitor E2752VQ proizvajalca AOC, katerega lastnosti so: 
 diagonala zaslona 68,6 cm, 
 format zaslona 16:9, 
 največja ločljivost (1920 × 1080) px,  
 tip zaslona LED, 
 odzivni čas 2 ms, 
 vgrajeni zvočniki [12]. 
Zaslon smo priredili tako, da služi kot delovna miza, zato smo ga vgradili v leseni obod, 
kot je to prikazano na sliki 2.4. S tem smo povečali delovni prostor in robustnost uporabljene 
opreme. Površino zaslona smo zaradi morebitnih trkov robotske roke zaščitili tudi z akrilno 
stekleno ploščo, kot je razvidno iz slike 2.5, ki prikazuje končni izdelek. 
 
 






Slika 2.5: Prikaz končnega izdelka delovne mize z zaslonom 
Po izdelavi končnega izdelka smo zaslon primerno pritrdili na obstoječo delovno mizo. Pri 
tem smo upoštevali tudi potrebno poravnavo glede na bazni koordinatni sistem robota, pri sami 
uporabi in prikazovanju kalibracijskih markerjev pa tudi njegovo resolucijo in dimenzijo. 
Za delovno mizo, ki je prikazana na sliki 2.5, se je izkazalo, da ima veliko prednosti, saj je 
med optimizacijo sistema ponujala veliko rešitev, ki bi jih drugače bistveno težje izvedli. Bistvene 
prednosti tovrstnega pristopa so, da lahko zaslon uporabimo kot: 
 delovno mizo, 
 osvetljeno površino delovnega prostora, 
 vizualizacijski prikaz aplikacije, ki se izvaja, 
 podajanje navodil uporabniku med izvajanja naloge, 
 zvočno vodenje uporabnika med izvajanjem naloge, 





2.2  Programska oprema in programska okolja 
V sklopu naloge smo se med drugim srečali tudi z različno programsko opremo, s pripadajočimi 
programski jeziki. Razlog za kombinacijo je predvsem v želji po fleksibilnosti sistema za izvedbo 
sodelovalne aplikacije, saj smo s tem pripomogli h kompleksnejšemu vodenju robota in 
virtualnemu vodenju uporabnika. V naslednjih poglavjih so opisana vsa programska okolja in 
jeziki, ki so bili vključeni v nalogo: 
 programsko okolje RobotStudio, 
 okolje za robotski vid In-Sight Vision, 
 okolje za obogateno resničnost Unity, 
 nadzorno okolje Matlab. 
2.2.1 Programsko okolje RobotStudio 
RobotStudio je programska oprema podjetja ABB, ki omogoča simulacijo, ter je zelo fleksibilna, 
enostavna in hitra za uporabo. Prednosti programskega okolja RobotStudio so: 
 omogoča programiranje robota brez, ustavitve delovanje, 
 program lahko pripravimo vnaprej, 
 učenje in optimizacija se lahko izvajata brez motnje delovanja robota, 
 zmanjšana možnost škode, 
 hitrejša vgradnja in zagon novih sistemov, 
 hitrejši preklop med proizvodnjo [10]. 
Znotraj RobotStudio programske opreme smo pisali program, ki je bil namenjen sami 
pretvorbi vrednosti med robotom in nadzornim okoljem Matlab. Za celoten prenos podatkov med 
okolji služi TCP/IP komunikacija. Pisanje programa je potekalo v programskem jeziku Rapid, ki 
je visokonivojski programski jezik, namenjen vodenju ABB industrijskih robotov. Nekatere 
značilnosti programskega jezika so: 
 aritmetični in logični izrazi, 
 modularni programi, 
 samodejno odpravljanje napak, 




2.2.2 Okolje za robotski vid In-Sight Vision 
Pri izvedbi aplikacije je bil vključen tudi robotski vid, pri čemer smo za Cognex kamero uporabljali 
In-Sight Vision programsko okolje. EasyBuilder programska zgradba je zasnovana tako, da 
uporabniku omogoča hitro načrtovanje aplikacije, brez določenega predznanja. Enostaven 
uporabniški vmesnik vodi uporabnika od začetka do cilja po naslednjih korakih: 
 kalibracija kamere, 
 nastavitev orodja in definiranje objekta zanimanja, 
 konfiguracija in nastavitve komunikacije, 
 grafični prikaz stanja. 
 
2.2.3 Okolje za obogateno resničnost Unity 
Zaradi potrebe po dodatnem virtualnem prikazu izvajanja naloge in s tem vodenju uporabnika, je 
bilo treba izbrati programsko okolje, ki je primerno za izvedbo obogatene resničnosti in 
komunikacijo z ostalimi programskimi okolji. Unity programsko okolje je namenjeno izdelavi 
video iger, aplikacij in simulacij. Z njim lahko naredimo aplikacijo v 2D ali 3D obliki, pri čemer 
lahko programsko kodo v skripti pišemo v programskem jeziku C# ali Java. Unity omogoča tudi 
uvoz različnih 3D objektov, ki smo jih načrtovali znotraj programskih okolij Autodesk Inventor in 
Blender. Po končani izvedbi lahko aplikacijo izvozimo v primernem formatu za zagon izven okolja 
Unity. V našem primeru smo aplikacijo prikazovali na računalniškem monitorju, ki je obenem 
delovna miza.  
 
2.2.4 Nadzorno okolje Matlab 
Z željo po fleksibilnem sistemu smo izvedli vodenje robota z zunanjim programskim okoljem, ki 
nam je bolje poznan in je hkrati sposobnejši kompleksnejšega vodenja in izračunov.  Izbrali smo 
programsko okolje Matlab verzije R2016b. Izkazalo se je, da je Matlab primernejši, saj omogoča 
matrične operacije, implementacijo algoritmov, razvoj uporabniških vmesnikov, analizo in razvoj 
vodenja sistemov, digitalno obdelavo signalov in številne druge funkcije. Matlab je tudi 
programsko okolje, ki je enostavno za uporabo in primerno za hitro načrtovanje testnih programov, 





3 Sodelovalna aplikacija 
Pri izdelavi sodelovalne aplikacije je bil cilj izdelati sistem, s poudarjeno fleksibilnostjo za 
načrtovanje naloge, ki bi hkrati uporabljal vse dobre lastnosti robota in operaterja. Cilj je bil, da bi 
z nadgradnjo sistema pripomogli k izboljšanju izvajanja sodelovalnih nalog in s tem gradili na 
varnem, enostavnem in brezskrbnem izvajanju naloge s sodelovanjem z robotom. 
 Strmeli smo k nadgradnji vodenja robota, ki bi rešila omejitve industrijskih krmilnikov in 
bi z vključitvijo dodatne programske opreme omogočala kompleksnejše načrtovanje aplikacij. 
Zaradi veliko omejitev pri postopku iskanja objektov, smo predvideli tudi nadgradnjo delovanja 
robotskega vida. Cilj je bil, da izvedemo iskanje za več objektov po celotnem delovnem področju.  
Kot test uspešne nadgradnje smo načrtovali izvedbo sodelovalne aplikacije. Osnovna 
naloga je zajemala uporabo primernega sestava, ki omogoča skupno sestavljanje operaterja in 
robota.  
Da lahko aplikacijo označimo s sodelovalno, ni dovolj samo uporaba sodelujočega robota. 
Zavedati se moramo, da morajo biti varna poleg robota tudi prijemalo, objekt manipulacije, okolica 
kot tudi sam potek aplikacije. Primer takšne aplikacije je prikazan na sliki 3.1. 
 






Za testiranja delujočega sklopa naprav smo iskali primerno zahtevno nalogo, na kateri bi preizkusili 
delovanje celotnega sistema. Naloga je morala biti dovolj zahtevna, da je robot sam ne bi mogel 
izvesti, prav tako pa je morala biti smiselna in uporabna. 
Kot rešitev smo našli manipulator z eno prostostno stopnjo, ki je prikazan na sliki 3.2. 
Manipulator je namenjen pozicioniranju izvršilnega segmenta po eni osi.  
 
Slika 3.2: Prikaz sestava z eno prostostno stopnjo 
Manipulator sestavlja vsega skupaj 11 različnih delov, ki jih lahko vidimo na sliki 3.3. Med 
najbolj problematične dele za robotsko sestavljanje se uvršča predvsem jermen, ki je neugoden za 
iskanje s kamero in hkrati za prijem, težava pa se pojavi tudi pri natikanju na jermenico in 
vstavljanju jermena na nosilec orodja. Podobno je problematično tudi aluminijasto vodilo, kjer 
največjo težavo predstavlja vstavljanje v odprtino nosilca motorja in odprtino nosilca jermenice. 


















Slika 3.3: Prikaz posameznih delov sestava 
Namen naloge je, da hitro in enostavno sestavljanje opravi robot in pri tem pomaga 
uporabniku skrajšati čas sestavljanja. Delo uporabnika pa je, da je v pomoč robotu pri sestavih, pri 
katerih bi robot potreboval preveč časa, da bi jih sestavil. Na takšen način je delo optimizirano 
tako, da s sodelovanjem in izkoriščanjem prednosti robota in uporabnika dosežemo krajši čas, 
potreben za izvedbo naloge in s tem večjo produktivnost. Prednost tovrstnega pristopa je tudi v 
tem, da uporabnik za takšno sodelovanje ne rabi biti seznanjen s postopkom dela, saj ga med samim 









3.2 Zaporedje operacij  
Zaporedje operacij v sistemu je prikazano na sliki 3.4. Celotno izvajanje naloge poteka po logiki 
glavnega programa, ki preko komunikacije TCP/IP povezuje robotski krmilnik in programsko 
opremo za obogateno resničnost. Glede na ukaze, pridobljene znotraj krmilnika, se v krmilniku 
ukazi ustrezno prevedejo za vodenje robotske roke. Na vrhu robotske roke je v prijemalu 
integrirana tudi kamera, s katero razpoznavamo in iščemo sestavne dele znotraj delovnega 
območja. Pri iskanju objektov smo zaradi prisotnosti napak, namesto običajne delovne mize 
uporabili kar računalniški monitor, na katerem so se prikazovali kalibracijski markerji in podajali 












Slika 3.4: Prikaz končnega izgleda sistema 
Rezultat pri zajemu slike s kamero vpliva na prikaz kalibracijskega markerja, s pomočjo 
katerega upoštevamo napake zaznave pozicije objekta zanimanja. Pristop k tovrstni kalibraciji 
temelji na tem, da se upošteva napaka predvidene lege in dejanske lege markerja, pri čemer 
predpostavimo, da je napaka markerja enaka napaki objekta zanimanja. Kot rezultat lahko opazimo 
bistveno bolj natančen prijem objekta zanimanja. 
Zaslon poleg prikazovanja kalibracijskega markerja služi tudi kot pomoč uporabniku med 





vizualnimi in zvočnimi navodili, tako da z obogateno resničnostjo prikazujemo postopek 
sestavljanja 3D delov sestava, katere spremljajo tudi zvočna navodila.  
  Med grajenjem sistema smo strmeli tudi k temu, da so postopki in navodila primerna tudi 
za uporabnike, ki niso izkušeni in seznanjeni z dano nalogo. Uporabnik je namreč s postopkom 
izvajanja naloge dobro seznanjen, kar predstavlja mnogo prednosti za izvedbo postopka pri dani 
nalogi. Največja prednost je predvsem, da je na tak način delo produktivnejše, ter da uporabnika ni 



















4  Gradniki sistema 
Sodelovalna aplikacija temelji na treh gradnikih sistema, ki skrbijo za vodenje robota, robotski vid 
in obogateno resničnost. Vsi gradniki so povezani v delujoč sistem, ki za operaterja predstavlja 
nadgradnjo v smislu vodenja robota in sodelovanja z robotom. 
 
4.1 Vodenje robota 
Za izvedbo sodelovalne aplikacije, ki bi ponujala bolj prilagodljivo platformo, je bilo treba ustrezno 
implementirati vodenje robota. V tem delu naloge smo se srečevali z različnimi težavami, ki so bile 
prisotne zaradi omejitev robotskega krmilnika in njegovega programskega okolja. Program za 
vodenje robota smo v osnovi implementirali znotraj dveh programskih okolij, znotraj katerih smo 
se srečali z naslednjimi pristopi: 
 definiranje sistema za vodenje robota, 
 zaporedje operacij pri vodenju robota, 
 problematika vodenja robota. 
 
 
4.1.1 Definiranje sistema za vodenje robota 
Osnovno strukturo programa znotraj programskega okolja RobotStudio smo gradili na podlagi 
pridobljenega YuMiPy kontrolnega uporabniškega vmesnika, ki je namenjen vodenju robota v 
Python okolju. Vsa vsebina tovrstnega pristopa k nadgradnji vodenja robota YuMi je prosto 
dostopna na spletu [11]. Naša ideja je bila, da smo program, ki je namenjen vodenju robota znotraj 
Python programskega okolja, priredili za vodenje preko Matlab nadzornega okolja.  
Program za vodenje smo glede na zahteve naše aplikacije sproti dograjevali. Program za 
vodenje robota je potekal znotraj programskega okolja RobotStudio in  nadzornega okolja Matlab, 








4.1.1.1  Programsko okolje RobotStudio 
V programskem okolju RobotStudio smo pristopili k izvedbi programa za vodenje robota. Glede 
na željo po prilagodljivem sistemu smo že na samem začetku strmeli k večopravilnosti programa. 
Robot naj med samim vodenjem omogoča vpogled v: 
 trenutno lego posamezne robotske roke, 
 trenutno pozicijo posameznega sklepa robotske roke, 
 informacijo o navoru na posamezno robotsko roko. 
Večopravilnost smo izvedli tako, da smo uredili več programov, ki smo jih različno 
definirali. Definicija programov za večopravilnost je prikazana v tabeli 4.1, iz katere je razvidno, 
da je celotna struktura sestavljena iz dveh glavnih programov, ki sta namenjena vodenju robotske 
roke, in sedmih programov, ki so namenjeni pridobivanju informacij posamezne robotske roke tudi 
med izvajanjem naloge. 
Tabela 4.1: Prikaz programov za vodenje robota 







T_ROB_L Normal N/A Da rob_L N/A 
T_ROB_R Normal N/A Da rob_R N/A 
PosesLoggerL Pol-statičen Brez varnosti Ne rob_l Ne 
PosesLoggerR Pol-statičen Brez varnosti Ne rob_r Ne 
JointsLoggerL Pol-statičen Brez varnosti Ne rob_l Ne 
JointsLoggerR Pol-statičen Brez varnosti Ne rob_r Ne 
TorquesLoggerL Pol-statičen Brez varnosti Ne rob_l Ne 
TorquesLoggerR Pol-statičen Brez varnosti Ne rob_r Ne 






Vsi programi krmilnika, ki so prikazani v tabeli 4.1, predstavljajo strežnike z istim IP 
naslovom in različnimi vrati. Znotraj vsakega programa je del, ki skrbi za komunikacijo, pretvorbo 
ukaza in izvedbo ukaza. Najpomembnejši programski del vodenja robota se nahaja znotraj dveh 
glavnih programov T_ROB_L in T_ROB_R, pri čemer je vsak program namenjen vodenju ene 
robotske roke.  
Znotraj glavnega programa je bilo potrebno urediti in določiti spremenljivke, ki so potrebne 
za vodenje robota. Pri definiranju spremenljivk smo strmeli h kar se da enostavnemu in 
prilagodljivemu pristopu. Princip definicije je prikazan na sliki 4.1, iz katere je razvidno, da gre za 
večje število spremenljivk, ki predstavljajo lego robotske roke.  
!// IZHODIŠČNA LEGA 
CONST robtarget home_L:= [[a],[b],[c],[d]];  
 
!// Poljubne shranjene lege potrebne za izvedbo naloge 
!//LEGE  ZA PRIJEM ALI SESTAVLJANJE MOTORJA 
CONST robtarget RP31:= [[a],[b],[c],[d]]; 
CONST robtarget RP32:= [[a],[b],[c],[d]];  
CONST robtarget RP33:= [[a],[b],[c],[d]];  
PERS robtarget RobotPosition{3}; 
 
Slika 4.1: Prikaz principa definicije spremenljivk 
Spremenljivke tipa robtarget so določene s štirimi parametri. Prvi parameter a 
predstavlja pozicijo, drugi parameter b predstavlja orientacijo, tretji parameter c predstavlja 
konfiguracijo robota in četrti parameter d predstavlja zunanje osi. 
Pristop za izbiro lege je takšen, da preko Matlab nadzornega okolja enostavno z ukazom 
pošljemo le številko, ki označuje lego, in s tem se izvede funkcija, ki  izbrano lego začasno shrani 
v spremenljivko RobotPosition, s katero lahko potem izvaja operacije znotraj glavnega programa. 
Glavni program, poleg naštetega, sestavlja tudi veliko primerov za vodenje robota, pri 
čemer je vsak izmed primerov določen s številsko vrednostjo. Logika glavnega programa je 
zgrajena tako, da če želimo določen primer izvesti, moramo preko komunikacije pridobiti ukaz s 
številsko vrednostjo izbranega primera. Ukaz pogosto spremlja tudi več parametrov, ki so v 
nekaterih primerih nujno potrebni za izvedbo operacije. Vsi primeri, ki smo jih določili znotraj 






Tabela 4.2: Prikaz uporabljenih primerov 
Št. Primer Št. Primer 
0 Test povezave 29 Ustavi vse operacije prijemala 
1 Linearen premik 30 Dodaj lego robotske roke v trenutni 
hranilnik 
2 Premik po sklepih 31 Pobriši trenutni pomnilnik 
3 Pridobivanje lege 32 Pridobi velikost trenutnega pomnilnika 
4 Pridobivanje vrednosti kotov v 
sklepov 
33 Izvedi premike shranjene v trenutnem 
pomnilniku kot linearne gibe 
5 Nelinearni premik 34 Premik zunanjih osi 
6 Nastavitve orodja 35 Določi krožišče za krožni gib 
7 Nastavitve delovnega območja 36 Določi začetno točko in uporabi prej 
določeno krožnico 
8 Nastavitve hitrosti 40 Vrne število 1, če je lega dosegljiva, v 
nasprotnem primeru vrne 0 
9 Nastavitve podatkov območja 41 Vrne število 1, če je lega sklepov 
dosegljiva, v nasprotnem primeru vrne 0 
11 Sinhron linearen premik 42 Priprava kamere 
12 Sinhron premik po sklepih 43 Položaj za zajem slike 
13 Relativen linearen premik 44 Zajemi objekt zanimanja 
14 Vodenje glede na navor 45 Iskanje kalibracijskega markerja 
20 Zapri prijemalo 46 Prijem objekta v poljubni legi zajema 
slike 
21 Odpri prijemalo 48 Premik v izhodiščno lego 
22 Nastavitve prijema- hitrost, sila, 
razmak 
52 Shranjene lege za izvedbo naloge znotraj 
željenega koordinatnega sistema 
23 Nastavi maksimalno hitrost 53 Prosto vodenje robotske roke- 
vklop/izklop  
24 Sila prijema 98 Vrni informacijo o tipu robota 
25 Odpri prijemalo na določen razmak 99 Domača lega robotske roke 





Večina primerov je bilo napisanih že vnaprej, vendar se znotraj naše izvedbe aplikacije v 
večini uporabljajo le primeri, ki smo jih zgradili in prilagodili sami. Med te programe se uvrščajo 
primeri s številom od 42 do 53.  
Takšen pristop k definiranju primerov vodenja robota nam omogoča, da lahko primere 
neomejeno dograjujemo glede na zahteve aplikacije. Vendar smo v osnovi želeli, da so primeri 
zelo prilagodljivi, večnamenski in kar se da razčlenjeni. Želeli smo, da program znotraj 
RobotStudia ne potrebuje urejanja in dograjevanja, ampak predstavlja le fiksno programsko 
strukturo, ki omogoča posredno vodenje robota. Glavni program, znotraj katerega poteka logika 
vodenja robota oziroma izvajanja naloge, pa poteka znotraj zunanjega programskega okolja (v 
našem primeru znotraj nadzornega okolja Matlab). 
 
4.1.1.2 Nadzorno okolje Matlab  
Nanašajoč se na logiko delovanja programov znotraj RobotStudia, smo oblikovali tudi druge 
programe znotraj nadzornega okolja Matlab. Za osnovno delovanje znotraj Matlab nadzornega 
okolja je bilo potrebno definirati komunikacijo, glavni program, znotraj katerega se je nahajala 
celotna logika izvajanja naloge in funkcije, ki skrbijo za izvedbo ukazov znotraj glavnega 
programa. 
Pri strukturiranju glavnega programa smo znotraj nadzornega okolja pazili, da je bila 
struktura programa čim bolj enostavna in pregledna. To smo dosegli tako, da večino programa 
predstavljajo funkcije, znotraj katerih se nato nahajajo kompleksnejše operacije. Funkcije se 
znotraj glavnega programa izvajajo po vrstnem redu, ki je potreben za izvedbo naloge. Struktura 
glavnega programa, oziroma klica glavnih funkcij, je prikazana na sliki 4.2. 
PrepareYumi(št. programa za robotski vid); 












PrepareYumi je funkcija, ki se  znotraj glavnega programa izvede samo enkrat. Funkcija je 
namenjena pripravi robota za izvedbo naloge, pri čemer se robotu znotraj funkcije pošljejo različne 
zahteve, kot so premik v izhodiščno lego, kalibracija prijemal in nalaganje programa za detekcijo 
objektov. Zaporedje operacij za to funkcijo bomo podrobneje opisali v poglavju 4.1.2. Glavna 
stvar, ki jo mora uporabnik določiti pri klicu funkcije je številka, ki predstavlja zaporedno številko 
programa za zaznavo objektov, katero smo določili, kot je prikazano v poglavju 4.2.1. 
 
Funkcija FindObject 
Funkcija FindObject, predstavlja pristop k iskanju objekta zanimanja. Uporabnik mora pri klicu 
te funkcije znotraj oklepajev določiti štiri parametre. Prvi parameter predstavlja lego robotske roke, 
pri kateri želimo izvesti zajem slike. To lego smo določili pri postopku definiranja spremenljivk 
znotraj programskega okolja RobotStudio. Druga dva parametra te funkcije predstavljata odmik od 
lege robotske roke, podane s prvim parametrom. Četrti parameter, ki se nahaja izven oklepajev, 
predstavlja objekt, ki ga želimo zaznati. Vse objekte, ki jih lahko zaznamo s kamero, smo definirali 
znotraj RobotStudia, pri čemer je bila vsakemu objektu dodeljena številska vrednost glede na vrstni 
red. 
 
Funkcija Send2YumiL in Send2YumiR 
Znotraj glavnega programa je bil namen, da so ukazi, katere želimo izvesti za vodenje robota, 
smiselno poimenovani. Funkciji Send2YumiL in Send2YumiR predstavljata  pretvorbo ukazov, ki 
so pisani znotraj glavnega programa v novo obliko, ki je primerna za pošiljanje robotskemu 
krmilniku. Pri klicu te funkcije je treba znotraj oklepajev določiti vsaj dva parametra, pri čemer se 
prvega zapiše kot besedilo v narekovajih. Ta parameter predstavlja vrsto ukaza, ki želimo, da ga 
robot izvede. Drugi parameter pa lahko predstavlja eno ali več vrednosti.  
V primeru, da v drugem parametru želimo podati več številskih vrednosti, vrednosti 
zapišemo znotraj oglatih oklepajev. Število parametrov, ki jih je potrebno definirati, je odvisno od 




krmilniku. Če je ukaz enostaven in ne potrebuje parametra, kot na primer odpiranje in zapiranje 
prijemal, se kot drugi parameter določi število 0. Program je namreč strukturiran tako, da je 
potrebno določiti vsaj eno število. Število parametrov posameznega ukaza lahko razberemo tudi iz 
samega zapisa funkcije Send2Yumi. Iz slike 4.3 lahko opazimo, da se pretvorba ukaza izvede le 




 if (ParamSize(1,2))==1 
  data=char(strcat({'52'}, num2str(Parameters (1,1)),{' #'})); 
 else 
  disp('NASTAVI PARAMETRE') 
 end 
Slika 4.3: Prikaz enostavne pretvorbe ukaza za vodenje robota v želeno lego 
Ko so parametri primerno določeni, se izvede pretvorba, ki strukturira ukaz, primeren za 




Podobno kot smo definirali funkcijo Send2Yumi, smo definirali tudi funkcijo Send2Unity. 
Funkcija skrbi za pretvorbo Matlab ukazov v primerne ukaze za pošiljanje v okolje za obogateno 
resničnost Unity. Funkcijo smo definirali tako, da pošilja samo eno strukturo ukazov, in sicer tri 
številske vrednosti, ki predstavljajo lego za izris objektov znotraj okolja Unity. Številske vrednosti 
ni potrebno določati ročno, saj se vrednosti pridobijo med izvajanjem naloge na podlagi zaznavanja 
objektov zanimanja. V tem primeru smo z namenom hitrejše izmenjave in posodobitve podatkov 










Ker smo med gradnjo sistema strmeli k prilagodljivemu sistemu, ki bi nam omogočal izvedbo 
kompleksnih aplikacij, smo želeli, da imamo ves čas med izvajanjem naloge tudi informacijo o legi 
posamezne robotske roke. Funkcija GetPoses je namenjena vzpostavitvi komunikacije z 
robotskim krmilnikom in pridobivanju informacije o legi robotske roke. Funkcija je definirana 
tako, da se povezava, ko pridobimo podatek, ne prekine, vendar podatke spremlja ves čas. S 




V glavnem programu smo z namenom iskanja povratne informacije uporabnika o stanju naloge 
dodali tudi funkcijo GetKey, ki je pridobiva vrednosti tipk na računalniški tipkovnici. Funkcija 
služi za časovno zakasnitev med posameznimi sklopi izvajanja naloge. Običajno se jo vključili v 
proces, kadar je v nalogo vključen operater. Namen funkcije je predvsem, da lahko operater potrdi, 
da je svoje delo uspešno opravil in da je pripravljen na naslednjo nalogo. V nekaterih primerih se 
funkcija uporablja tudi za situacije, ki so za izvedbo s strani robota bolj kompleksne ali izvedene z 
visoko hitrostjo robota, in se potrebuje operaterjevo potrdilo, da je del naloge uspešno opravljen. 
Znotraj glavnega programa je funkcija za pridobivanje vrednosti tipk definirana tako, da se ob 
primeru pritiska puščice navzgor naloga nadaljuje, v primeru pritiska puščice navzdol pa izvede 
avtomatska zaključitev naloge in prekinitev povezave. 
 
Funkcija Text2Speech 
Funkcijo Text2Speech smo znotraj glavnega programa definirali z namenom vodenja operaterja 
med izvajanjem dane naloge. Funkcija je zgrajena tako, da je za izvedbo funkcije potrebno 
definirati le besedilo, ki se v nekem delu naloge zvočno poda operaterju. S tem pristopom 





4.1.2 Zaporedje operacij pri vodenju robota 
4.1.2.1 Programsko okolje RobotStudio 
Znotraj programskega okolja RobotStudio smo vodenje posamezne robotske roke izvajali z eno 
programsko funkcijo. Zaporedje operacij pri izvedbi te programske funkcije je prikazano na sliki 
4.4. Ob zagonu robota se najprej postavi strežnik znotraj katerega čaka na ukaz, ki ga pridobi v 









Slika 4.4: Prikaz izvedbe programa na krmilniku robota 
Ukaz se nato iz besedila pretvori v uporabne številske vrednosti, pri čemer je zgradba ukaza 
sestavljena iz več parametrov, kot je prikazano na sliki 4.5. Prva številska vrednost predstavlja 
primer, ki se bo izvedel, ostali parametri pa predstavljajo potrebne vrednosti za izvedbo želenega 
primera. Kot zadnji znak v ukazu je dodan še zaključni znak, ki se pošlje z namenom, da se potrdi 
konec ukaza.   
' (Številka primera)  (Parametri)  (zaključni znak) ' 
' 8  50 50  # ' 






Glede na številko primera se nato na robotskem krmilniku izvede operacija, ki je definirana 
za ta primer. Vsi primeri, skozi katere lahko izvedemo vodenje robota, so našteti v tabeli 4.2. Po 
končanem vodenju robota se glede na postopek vodenja in rezultate, pridobljene tekom vodenja, 
ustvari sporočilo, ki se avtomatsko posreduje nazaj. Povratno sporočilo predstavlja informacijo o 
stanju izvedenega vodenja.  
 
4.1.2.2  Nadzorno okolje Matlab 
Znotraj nadzornega okolja Matlab smo za vodenje robota uporabljali več različnih programskih 




Postopek izvedbe funkcije za pripravo robota YuMi je prikazan na sliki 4.6. Funkcijo se vedno 
kliče pred izvedbo naloge. Pri tem je pomembno, da se pravilno določi parametre funkcije. S klicem 
funkcije se najprej vzpostavi komunikacija TCP/IP z desno in levo robotsko roko. Nato se izvede 
celoten postopek priprave robotskih rok na nalogo. Najprej se nastavijo maksimalne dovoljene 
hitrosti posamezne robotske roke pri izvajanju ukazov, nato pa se robotski roki premakneta v 
izhodiščno lego. Izhodiščna lega se veliko uporablja tudi med samo izvedbo naloge, saj v tej legi 



















Slika 4.6: Prikaz funkcije za pripravo robota 
Znotraj izhodiščne lege se nato izvede ponastavitev prijemal, kar je tipičen postopek, 
katerega je potrebno narediti pred izvedbo naloge, ki je vključevala prijemala. Po ponastavitvi 
prijemal je sledilo odpiranje prijemal in nalaganje programa za zaznavo objektov zanimanja. 









Ena izmed bolj kompleksnih in pomembnih funkcij je funkcija za iskanje objekta zanimanja, pri 























V tem poglavju smo želeli predvsem prikazati zaporedje operacij znotraj nadzornega okolja 
Matlab. Zaporedje operacij, je prikazano na sliki 4.7. S klicem te funkcije se izvede postopek za 
iskanje objekta, pri čemer se znotraj funkcije najprej izvede ukaz, da se robotska roka postavi v 
želeno lego. Ko je kamera v primerni  legi za zajem slike, se znotraj funkcije izvede iskanje objekta. 
Iskanje objekta poteka znotraj zanke katera izvaja ukaz za zajem slike, vse dokler ne dobi 
primerne povratne informacije, da je objekt zaznan in da se nahaja v središču slike. Popravljanje 
pozicije se izvaja znotraj programa napisanega v RobotStudiu. V Matlab se pridobi le povratno 
informacijo, glede na katero se operaterja tudi obvesti o trenutnem stanju operacije.  
 Funkcija z zaznanim objektom kot povratno informacijo pridobi informacijo o njegovi legi, 
katero se nato s funkcijo Send2Unity posreduje za izris markerja. Z majhno zakasnitvijo se nato 
pošlje ukaz tudi robotu, da izvede postopek, za kalibracijo. Po kalibraciji se kot povratno 
informacijo pridobi pravo lego objekta. 
 
Funkcija Send2Yumi 
Ko sta robotski roki pripravljeni, se pristopi k vodenju robota, za kar skrbi funkcija Send2Yumi. 
Zaporedje operacij znotraj funkcije je prikazano na sliki 4.8. Funkcijo se kliče skupaj z zapisom 
primera, za katerega smo želeli, da se izvede. Primer se nato znotraj funkcije prevede v zapis, 
primeren za pošiljanje robotskemu krmilniku. Primerno urejen podatek se pošlje preko 
komunikacije TCP/IP nato pa funkcija čaka na povratno informacijo. V primeru, da se ukaz 
uspešno izvede, se kot povratno informacijo dobi številko primera, ki se je izvedel, in število 1, ki 














Slika 4.8: Zaporedje operacij pri klicu funkcije Send2Yumi 
Funkcija Send2Unity 
Zelo podobno, kot zaporedje operacij pri klicu funkcije Send2Yumi, se izvaja tudi zaporedje 
operacij funkcije Send2Unity, kar je razvidno iz slike 4.9. Funkcija Send2Unity,  je namenjena 















Funkcija vsebuje definicijo za komunikacijo, pri čemer takoj po pretvorbi ukaza vzpostavi 
povezavo in pošlje ukaz. Funkcijo sestavlja malo primerov, ki so namenjeni samo pošiljanju lege 
objektov z namenom izrisa na zaslonu. Ko je sporočilo poslano, se znotraj funkcije čaka na 
povratno informacijo. Če te ni, se operaterju izpiše napaka, da povezava z Unity ni uspešno 
vzpostavljena, v nasprotnem primeru pa pridobimo sporočilo, da je podatek uspešno posredovan. 
 
Funkcija GetPoses 
Ena izmed enostavnejših funkcij, ki smo jih napisali, je funkcija za pridobivanje informacije o legi 
posamezne robotske roke. Potek funkcije je prikazan na sliki 4.10. Zaporedje operacij poteka tako, 
da se na samem začetku funkcije vzpostavi povezava med robotsko roko in Matlabom, pri čemer 
se ta povezava ne zaključi. Funkcija je bila zapisana kot zanka, ki preko komunikacije UDP 









Slika 4.10: Prikaz zaporedja operacij za funkcijo GetPoses 
Funkcija GetKey  
Zaporedje operacij funkcije GetKey prikazuje slika 4.11, iz katere je razvidno, da ob klicu funkcije 
teče poizvedba o stanju tipk na tipkovnici. Ob pritisku na tipko se preveri, če je tipka definirana za 
nadaljnjo izvedbo. Za vsako tipko smo lahko določili svoj primer izvedbe, vendar smo v 
















Slika 4.11: Prikaz zaporedja operacij funkcije GetKey 
 
Funkcija Text2Speech 
Funkcija Text2Speech, je namenjena vodenju operaterja med izvajanjem naloge. Pri klicu 
funkcije se izvede zaporedje operacij, ki je prikazano na sliki 4.12. Besedilo, katerega zapišemo 
kot parameter ob klicu funkcije, se znotraj nadzornega okolja Matlab pretvori v zvočno obliko, ki 












4.1.3 Problematike vodenja robota 
Pri izvedbi novega pristopa k vodenju robota smo se srečali z različnimi omejitvami, testi in 
izboljšavami. Nadgradnje oziroma izboljšanega vodenja robota smo se lotili z vodenjem robota 
preko zunanjih programskih okolij in naprav, ki smo jih vključili v proces izdelave naloge. S tem 
pristopom smo rešili: 
 problematiko omejenega vodenja,  
 problematiko sistema za robotski vid, 
 problematiko vodenja operaterja. 
 
Glavno omejitev za izvedbo naše aplikacije je predstavljala predvsem uporaba robotskega 
krmilnika, ki je svojim programskim okoljem RobotStudio in programskim jezikom Rapid močno 
omejeval zmožnosti vodenja robota, pri čemer so določene omejitve še vedno prisotne. Težavo je 
predstavlja tudi sama komunikacija in pretvorba ukazov, saj zaradi posredne izvedbe ukaza lahko 
pride do vmesnih napak ali zakasnitev. Pri vmesnih napakah je prihajalo tudi do ustavitve programa 
s strani krmilnika zaradi pošiljanja neprimernega ukaza ali druge napake, pri čemer se programski 
števec ujame znotraj neizvedenega primera. V takih primerih smo izvedli ustavitev programskega 
števca in ponovno zagnali program. S tovrstnimi napakami je zanesljivost sistema nekoliko manjša. 
Delovanje je možno optimizirati s predvidenimi rešitvami za posamezne napake in bolj strogim 














4.2 Robotski vid 
Največ poudarka pri izvedbi dane naloge je bilo na robotskem vidu, saj je bilo treba ustrezno 
implementirati zaznavo objektov zanimanja. V tem delu naloge smo se srečevali z različnimi 
težavami, ki so bile prisotne zaradi napak pri zaznavi objektov zanimanja. Zaradi lažje predstave 
se to poglavje deli na: 
 definiranje sistema za robotski vid, 
 zaporedje operacij pri iskanju objekta, 
 problematika sistema za robotski vid. 
 
4.2.1 Definiranje sistema za robotski vid 
Najprej smo se srečali s težavo logike delovanja zaznave objekta. Želeli smo namreč implementirati 
sistem, ki bi omogočal večjo prilagodljivost in bi ponujal neomejeno definiranje objektov 
zanimanja, ki bi jih bilo enostavno dodati. 
Definicija iskanja objekta zanimanja v neomejenem prostoru je potekala znotraj 
programskega okolja Robot Studio in In-Sight Vision, kjer je bilo treba določiti: 
 okolje za robotski vid In-Sight Vision: 
- ime programa, 
- kalibracijo kamere, 
- definicija objektov zanimanja, 
 programsko okolje RobotStudio: 
- ime programa, ki ga želimo pognati, 
- določitev prijema, 
- izhodiščni koordinatni sistem slike, 





4.2.1.1 Okolje za robotski vid In-Sight Vision 
Na samem začetku je bilo treba v okolju za robotski vid In-Sight Vision ustvariti nov program, 
znotraj katerega smo izvedli kalibracijo kamere v primerni točki. V obravnavanem primeru smo 
kamero kalibrirali s kalibracijsko mrežo, kot je razvidna iz slike 4.13. 
 
Slika 4.13: Prikaz kalibracije s kalibracijsko mrežo 
Točka, v kateri izvedemo kalibracijo, je zelo pomembna, saj je to točka, ki definira relacijo 
med izhodiščnim koordinatnim sistemom slike in baznim sistemom robota. To je običajno edina 
točka, znotraj katere robot išče objekt zanimanja, vendar smo to nadgradili, kar bomo podrobneje 
opisali v poglavju 4.2.2. 
Po izvedbi kalibracije smo znotraj okolja za robotski vid In-Sight definirali vzorce objektov 
zanimanja. Vsak objekt smo s kamero zajeli tako, da je bil objekt prikazan na sredini slike, z 
namenom, da se zmanjšajo napake zaradi pogleda s strani, h kateremu pripomore tudi višina 
objekta. Ko smo imeli primerno zajet objekt, smo s funkcijo za iskanje izbranih vzorcev označili 









Slika 4.14: Postopek določanja vzorcev objektov zanimanja 
Vsakemu objektu zanimanja smo nato dodelili še ime, pod katerim smo ga iskali znotraj 
programa v programskem okolju RobotStudio. Prav tako pa smo vsakemu objektu določili tudi 
primerne izhode, ki so opisali lego objekta zanimanja glede na koordinatni sistem slike. Ko smo 
uredili primeren program, katerega smo shranili na Cognex kamero, smo se lotili urejanja programa 
znotraj programskega okolja RobotStudio. 
 
4.2.1.2  Programsko okolje RobotStudio 
Pri strukturiranju aplikacije smo strmeli k nadgradnji tipičnega iskanja objekta zanimanja, zato smo 
želeli, da je definiranje vrednosti posameznih spremenljivk kar se da prilagodljivo in enostavno, 
kot je prikazano na slikah 4.15 in 4.16. V programskem okolju RobotStudio smo najprej določili 
ime programa, ki ga želimo zagnati na kameri in vse objekte zanimanja, ki smo jih definirali znotraj 







CONST string myjob1:=''Job1.job''; 
CONST string myjob1:=''Dvignjen_Grid.job''; 
PERS string job{3}; 
 
!// DOLOČITEV OBJEKTOV ZA NEOMEJENO ISKANJE 
CONST string myOby1:=''Motor''; 
CONST string myOby2:=''RedCube''; 
CONST string myOby3:=''WhiteCube'; 
CONST string myOby4:=''AluPipe''; 
CONST string myOby5:=''RightPulley''; 
CONST string myOby6:=''Marker''; 
PERS string object{6}; 
 
Slika 4.15: Določitev vrednosti spremenljivk znotraj programskega okolja RobotStudio 
Kot je razvidno iz slike 4.15, smo objekte pripisali spremenljivkam myOby, pri čemer je 
glede na vrstni red vsakemu objektu dodeljena številka. Pristop k pridobivanju vrednosti 
posameznih spremenljivk je takšen, da po potrebi spremenljivki object dodelimo vrednosti 
željene spremenljivke. Na isti način smo določili tudi območja za iskanje objektov in definicijo 
prijema za posamezen objekt, kar prikazuje slika 4.16. Vrednosti spremenljivk na sliki 4.16 so 
simbolične. 
!// IZHODIŠČNI KOORDINATNI SISTEM SLIKE 
CONST wobjdata wobjMain:=[FALSE,TRUE,'', [[a],[b],[c],[d]]];  
!//DOLOČITEV POZICIJ ZA ISKANJE OBJEKTA 
PERS robtarget CP1:= [[a],[b],[c],[d]];  
PERS robtarget CP2:= [[a],[b],[c],[d]];  
PERS robtarget CP3:= [[a],[b],[c],[d]];  
PERS robtarget CurrentCameraPosition:= [[a],[b],[c],[d]];  
PERS robtarget CameraPosition{6}; 
 
!//PRIJEM OBJEKTA 
CONST robtarget OP1:= [[a],[b],[c],[d]]; 
CONST robtarget OP2:= [[a],[b],[c],[d]];  
CONST robtarget OP3:= [[a],[b],[c],[d]];  
CONST robtarget OP4:= [[a],[b],[c],[d]];  
CONST robtarget OP5:= [[a],[b],[c],[d]];  
CONST robtarget OP6:= [[a],[b],[c],[d]];  
PERS robtarget ObjectPick{6}; 
 







Spremenljivke tipa robtarget so določene s štirimi parametri. Prvi parameter a 
predstavlja pozicijo, drugi parameter b predstavlja orientacijo, tretji parameter c predstavlja 
konfiguracijo robota in četrti parameter d predstavlja zunanje osi.  
Spremenljivke tipa wobjdata so določene s štirimi parametri. Prvi parameter a predstavlja 
pozicijo koordinatnega sistema slike, drugi parameter b predstavlja orientacijo koordinatnega 
sistema slike, tretji parameter c predstavlja pozicijo objekta glede na koordinatni sistem slike in 
četrti parameter d predstavlja orientacijo objekta glede na koordinatni sistem slike. 
Kot je razvidno iz slike 4.16, smo kot konstantno vrednost določili tudi izhodiščno lego 
kamere, v kateri smo izvedli kalibracijo. Ta namreč predstavlja relacijo med baznim koordinatnim 
sistemom robota in referenčnim koordinatnim sistemom kamere.  
Pri definiciji prijema objekta predstavlja prikazana vrednost položaj in orientacijo glede na 
lego objekta v referenčnem koordinatnem sistemu kamere. Vrednosti smo pridobili tako, da smo 
pognali program za iskanje posameznega objekta zanimanja in ga ustavili, ko je bil objekt zaznan. 
Nato smo robotsko roko vodili v želeno lego za prijem objekta ter lego ustrezno shranili kot 
spremenljivko tipa robtarget.   
 
4.2.2 Zaporedje operacij pri iskanju objekta 
Logika zaporedja operacij pri iskanju objekta je v osnovi zapisana znotraj programskega okolja 
RobotStudio, prav tako pa so v proces vključena tudi vsa ostala programska okolja. Zaradi 
obširnega programa bomo postopek predstavili shematično z naslednjimi podpoglavji:   
 priprava kamere, 
 lega za zajem slike, 
 iskanje objekta zanimanja, 
 iskanje kalibracijskega markerja, 





4.2.2.1  Priprava kamere 
Pri pristopu k iskanju objekta smo se v programskem delu najprej srečali s pripravo kamere. 
Postopek poteka priprave kamere je prikazan na sliki 4.17. Iz slike je razvidno, da se postopek 
začne s poslanim ukazom iz nadzornega okolja Matlab, katerega ukaz vsebuje številko programa, 
ki ga želimo zagnati na kameri. Znotraj okolja RobotStudio se nato kamero najprej postavi v 
programski način, da se lahko zažene izbrani program na kameri. Ko se postopek izvede, se kamera 





















4.2.2.2 Lega za zajem slike 
Ko na kameri teče program za zaznavo objektov, je treba robotsko roko voditi v primerno lego, v 
kateri lahko zajamemo sliko. Postopek poteka, kot je prikazano na sliki 4.18. Najprej se pošlje ukaz 
iz Matlab okolja, ki je sestavljen iz treh parametrov. Prvi parameter predstavlja izbiro lege za zajem 
slike, druga dva parametra pa predstavljata odmik v ravnini od omenjene lege. S takšnim pristopom 
lahko zajemamo sliko skozi celotno delovno področje, izbira izhodiščne lege pa je namenjena 












Slika 4.18: Potek določanja lege za zajem slike 
Znotraj RobotStudia smo program strukturirali tako, da zbere poslane parametre, poišče 
želeno izhodiščno lego, katero zamakne za vrednost drugih dveh parametrov, in pridobljeno lego 
shrani kot trenutno lego, ki se uporablja za nadaljnje operacije. 
 
4.2.2.3  Iskanje objekta zanimanja 
Pri načrtovanju programa za iskanje objekta zanimanja smo se srečali z mnogimi napakami 






























Slika 4.19: Potek iskanje objekta zanimanja 
V tem poglavju je predstavljen potek programa zapisanega v RobotStudiu, ki je prikazan 
na sliki 4.19. Kot je razvidno iz slike, smo program zgradili tako, da se začne z izvedbo ukaza iz 
Matlaba. Ukaz vsebuje samo en parameter, ki s številko predstavlja objekt zanimanja. Nato se v 





Znotraj funkcije v RobotStudiu nato preverimo, če smo dobili podatke o legi želenega objekta, če 
podatkov ni, se postopek ponovi. Če je objekt zaznan, se program nadaljuje tako, da se preverja 
kakšna je njegova lega glede na sliko. Zaradi prisotnosti napak pri pogledu s strani, smo v 
obravnavanem primeru želeli, da poberemo objekt le, če je v središču zajete slike, zato se program 
nadaljuje tako, da se popravlja lega robotske roke, vse dokler ni želen objekt v središču. Z vsakim 
popravljanjem lege pa spremenjeno lego shranjujemo kot trenutno lego z namenom, da imamo 
natančno informacijo o trenutni legi robotske roke za nadaljnje operacije. Ta postopek 
pozicioniranja je nadzorovan v RobotStudiu in hkrati v funkciji Matlab programa, kjer se ob 
neprimernem rezultatu, samostojno izvede ponovna zahteva za iskanje objekta. 
Ko se objekt nahaja v središču slike, se izračuna transformacija iz izhodiščnega 
koordinatnega sistema slike v trenutni koordinatni sistem slike. Razlika je namreč v zamiku lege 
robotske roke pri iskanju zunaj izhodiščne lege kamere in hkrati pri zamiku zaradi pozicioniranja 
z namenom, da je objekt v središču zajete slike. Izračun transformacije je pomemben za nadaljnjo 
izvedbo operacij. Celoten postopek izračuna transformacije bomo podrobneje opisali v poglavju 
4.2.3.  
Ko pridobimo lego transformiranega koordinatnega sistema slike, lahko s pridobljeno 
informacijo lege objekta glede na koordinatni sistem slike določimo lego objekta glede na bazni 
koordinatni sistem robota. Lego nato posredujemo preko komunikacije TCP/IP v Matlab za 
uporabo pri nadaljnji operaciji. 
 
4.2.2.4 Iskanje kalibracijskega markerja 
Podobno kot postopek iskanja objekta, smo izvedli tudi postopek iskanja kalibracijskega markerja, 
ki smo ga uvedli z namenom zmanjšanja napake, ki je bila prisotna zaradi odstopanja lege robotske 
roke, pri zajemu slike.  
Namen tovrstnega pristopa je, da s pomočjo izračunanega odstopanja lege kalibracijskih 
markerjev, predpostavimo, da je odstopanje enako, kot pri objektu zanimanja. Na ta način 
zmanjšamo napako pri določanju lege objekta. Več o pristopu in testih kalibracije z markerji bomo  





Postopek je prikazan na sliki 4.20, iz katere je razvidno, da v kolikor marker še ni prikazan, 
se  preko okolja Matlab v okolje Unity pošlje lega zaznanega objekta, glede na katero se izrišeta 
dva markerja. Okolje Unity nato vrne informacijo o izvedbi postopka, na zaslonu pa se ob objektu 
zanimanja prikažeta markerja. V Matlab funkciji se nato ponovno preveri, če je marker prikazan, 
nato pa se preko komunikacije TCP/IP pošlje ukaz v robotski krmilnik, kjer poteka program za 
zajem slike. Ko je marker zaznan, se na podlagi zaznane lege markerja in znane lege izrisa, izračuna 
































4.2.2.5 Prijem objekta znotraj nove lege 
Prijem objekta se izvaja znotraj želenega delovnega območja. V našem primeru je šlo za 
koordinatni sistem slike, ki je določen glede na bazni koordinatni sistem robota. Ker se pri samem 
zamiku robotske roke ni upošteval zamik izhodiščnega koordinatnega sistema slike, je bilo tukaj 
prav tako treba upoštevati transformacijo izhodiščnega  koordinatnega sistema slike.  
Postopek prijema objekta je prikazan na sliki 4.21, iz katere je razvidno, da se k izvedbi 
prijema pristopi s poslanim ukazom iz okolja Matlab v robotski krmilnik. Ukaz vsebuje le eno 
število, ki predstavlja vrsto prijema glede na objekt, kar smo že na samem začetku določili za vsak 
posamezen objekt. Pri prijemu se prav tako upošteva tudi vnaprej izračunana napaka lege objekta. 
Napaka lege in nova lega koordinatnega sistema slike se zapišeta znotraj spremenljivke 
wobjKamere, ki predstavlja delovno območje, znotraj katerega izvajamo prijem. 
Ko se prijem izvede, se v nadzorno okolje Matlab pošlje sporočilo o uspešni izvedbi 















4.2.3 Problematika zaznave objektov 
Pri izvedbi sodelovalne aplikacije smo želeli izboljšati zaznavo objektov z namenom, da bi 
pridobili bolj prilagodljiv sistem, ki bi izboljšal kakovost izvajanja sodelovalnih nalog. Pri sami 
gradnji sistema smo se srečali z mnogimi napakami, nad katerimi smo izvajali teste in izboljšave, 
ki jih bomo podrobneje opisali v naslednjih podpoglavjih: 
 napaka zaradi globine, 
 napaka zaradi pogleda s strani, 
 napaka zaradi odmika lege od koordinatnega sistema kamere, 
 napaka zaradi odstopanja lege robotske roke, 
 napaka zaznave markerja zunaj središča slike. 
 
4.2.3.1 Napaka zaradi globine 
Najprej smo opazili napako zaradi napačnega določanje oddaljenosti ravnine pri kalibraciji. 
Kalibracijo smo namreč izvajali s kalibracijsko mrežo, katero smo položili na delovno mizo. S 
kalibracijsko mrežo smo določili vrednost slikovnih pik v milimetrih, ki se spreminja z razdaljo 
med ravnino in objektivom.  
Ker so v povprečju naši sestavni deli debeli približno 3 cm, se je napaka prijema z 
oddaljenostjo objekta iz središča spreminjala. K tej napaki prijema objekta so pripomogle še druge 
napake, ki so opisane v naslednjih poglavjih. 
Napako zaradi globine smo zmanjšali tako, da smo ponovno izvedli kalibracijo kamere, pri 
čemer smo kalibracijski list dvignili za 3 cm. Razlika je bila za določene situacije detektiranja in 
prijema objekta opazna. 
 
4.2.3.2  Napaka zaradi pogleda s strani 
Kot drugo napako smo opazili napako zaradi pogleda s strani, najbolj opazen primer napake je 
prikazan na sliki 4.22. Iz slike je razvidno, da se ujemanje vzorca, katerega smo označili za zaznavo 
objekta znotraj okolja In-Sight, zmanjšuje z oddaljenostjo od središča. Zaradi pogleda s strani se 





V primeru, da je pogled s strani preveč spremenil vzorec, zaznava objekta odpove. Iz slike je 
razvidna tudi sprememba vzorca, zaradi višine objekta. Opazno je, da visoki objekti pri pogledu s 
strani postanejo širši, kot so v resnici. 
 
Slika 4.22. Prikaz objekta, ki ga kamera slika s strani 
Napako zaradi pogleda s strani smo izničili s tem, da smo poskrbeli, da se objekt ob zajemu 
slike vedno nahaja v središču zajete slike. To smo naredili tako, da smo se s kamero najprej 
postavili v lego, kjer je pričakovano, da bomo ob zajemu slike zaznali želen objekt. Ko je bil objekt 
zaznan in smo pridobili vrednosti lege objekta glede na koordinatni sistem slike, smo popravili 
lego kamere tako, da je bil objekt v središču zajete slike. 
 
4.2.3.3 Napaka zaradi odmika od izhodiščne lege kamere  
Lego kamere smo zamikali glede na lego objekta z razlogom razširitve delovnega prostora in hkrati 
z namenom, da se objekt nahaja v središču zajete slike. Izhodiščna lega kamere je lega, v kateri 
smo izvedli kalibracijo kamere. Med kalibracijo kamere pa se je v izhodiščni legi kamere definiral 




koordinatni sistem. Lega zaznanega objekta pa se definira glede na izhodiščni koordinatni sistem 
slike.  
Pri spremembi izhodiščne lege kamere smo kamero zamaknili le fizično, izhodiščni 
koordinatni sistem slike pa je ostal nespremenjen. Zaradi tovrstnega pristopa je bila napaka prijema 
objekta enaka zamiku od izhodiščne lege kamere. Za boljšo predstavo so vsi koordinatni sistemi, 
ki so bili uporabljeni pri postopku iskanja objekta, prikazani na sliki 4.23. 
  
Slika 4.23: Transformacije koordinatnih sistemov pri iskanju objekta 
Da bi izničili napako zaradi odmika od izhodiščne lege kamere, smo k težavi pristopili s 
transformacijo izhodiščnega koordinatnega sistema slike.  
 Kot je razvidno iz slike 4.23, je na desni strani slike prikazan bazni koordinatni sistem 




















Na zgornjem levem delu slike je s koordinatnim sistemom prikazana izhodiščna lega kamere, ki je 
označena s kratico k. Desno od izhodiščne lege kamere pa je prikazan izhodiščni koordinatni sistem 
slike, ki je označen s kratico s.  
Na sliki 4.23 lahko opazimo, da z zamikom izhodiščne lege kamere v novo lego kamere 
𝐓𝐤′ želimo, da pride tudi do zamika izhodiščnega koordinatnega sistema slike v nov koordinatni 
sistem slike 𝐓𝐬′. Ker je izhodiščni koordinatni sistem slike fiksen, se nad njim računsko izvede 
transformacija, ki nam v obliki numeričnih vrednosti podaja koordinatni sistem slike s'. 
Transformacija temelji na podlagi enačb od 1 do 4. 
 
𝐓𝐬′ = 𝐓𝐬𝐓𝐬′





𝐬−𝟏    (2) 
𝐓𝐤
𝐬 = 𝐓𝐬
−𝟏𝐓𝐤     (3) 
𝐓𝐤′
𝐤 = 𝐓𝐤
−𝟏𝐓𝐤′     (4) 
 
4.2.3.4 Napaka zaradi odstopanja lege robotske roke 
Pri izvedbi iskanja objekta v razširjenem prostoru smo opazili, da prihaja do napake prijema, pri 
čemer se je napaka večala s približevanjem skrajni legi robotske roke. Napako prijema smo testirali 
s postavitvijo več enakih objektov zanimanja, ki smo jih med seboj razmaknili za 0,2 m, kot je 






Slika 4.24: Prikaz testiranja napake prijema 
K testiranju smo pristopili z zaznavo in prijemom vseh objektov, nato pa smo primerjali 
napako prijema. Opazili smo, da pri prvem levem objektu ni prihajalo do napak. Pri drugem objektu 
je napaka zanašala 4 mm, pri tretjem objektu pa 8 mm. Opazili smo tudi, da se je napaka večala s 
približevanjem k skrajni legi robotske roke. Ne moremo trditi, da je naraščanje napake linearno 
glede na zamik lege, saj napaka ni bila zanesljivo ponovljiva. Izkazalo se je, da je do napake 
prihajalo zaradi spreminjanja orientacije kamere, ki nanese 8 mm napake pri višini 300 mm, če se 
orientacija spremeni za 1.5 stopinje. Prijem v poljubnem prostoru zaradi tolikšne napake ni mogoč, 
oziroma ni uporaben za natančno sestavljanje objektov. Zaradi tega smo se odločili za kalibracijo 
lege zaznanega objekta zanimanja s kalibracijskim markerjem, s pomočjo katerega smo na podlagi 
znane lege in zaznane lege s kamero pridobili vrednost napake lege. Za prikaz markerja smo 
uporabili obogateno resničnost na zaslonu, ki je predstavljal našo delovno površino. 
Postopek, ki smo ga izvedli je prikazan na sliki 4.25. Postopek je bil izveden tako, da smo 
ob zajemu slike in zaznanemu objektu pridobili lego objekta, glede na katero smo nato določili 
lego izrisa markerja. Marker smo vedno izrisali levo zgoraj z namenom, da ga objekt ne prekriva. 
Marker smo nato ločeno zaznali in glede na napako zaznane lege predpostavili, da gre za enako 








Slika 4.25: Pristop k izničenju napake s kalibracijskim markerjem 
Izkazalo se je, da se je napaka zmanjšala, vendar smo sklepali, da bo prisotna tudi napaka 
pri zaznavi lege markerja, ker ta ni bil v središču zajete slike in ker se nahaja 4 cm pod kalibrirano 
ravnino. 
 
4.2.3.5 Napaka pri zaznavi markerja izven središča slike 
Pokaže se, da je napaka zaradi zaznanega markerja zunaj središča vseeno prevelika. V nekaterih 
primerih  je bila zaznana napaka nasprotna dejanski in smo s kalibracijo napako prijema še 
povečali. Z namenom izboljšanja smo testirali spremembo lege markerja glede na odstopanje od 
središča zajete slike. 
Prvi test je predstavljal odmik markerja od središča po diagonali, torej za iste vrednosti v 
smereh x in y s korakom 10 mm. Za vsak odmik smo zabeležili zaznano lego markerja, katero smo 
odšteli od znane lege izrisa in s tem dobili napako lege. Spremembo napake lege smo nato 






Graf 4.1: Prikaz spremembe napake lege glede na odmik markerja od središča slike 
 Z namenom, da bi zmanjšali napako, smo testirali še odmike markerja po osi x in y ločeno, 
kot je prikazano na sliki 4.26. Prav tako smo izvedli test za 4 različne lege z zamikom 10 mm, pri 
čemer smo opazovali spremembo napake lege. 
ODMIK PO OSI X ODMIK PO OSI Y
 
Slika 4.26: Prikaz odmika markerja po osi x in osi y ločeno 
Pri takem pristopu se je izkazalo, da napaka narašča bistveno počasneje, kar je razvidno 
tudi iz grafov 4.2 in 4.3. Za primer spremembe napake lege po osi y, glede na odmik lege markerja 
po osi x se je izkazalo, da se je napaka z odmikom večala v negativni smeri, kar je nasprotno kot 
sprememba napake pri odmiku po diagonali. Napaka se je v celotnem odmiku spremenila le za 






Graf 4.2: Prikaz spremembe napake po osi y glede na odmik po osi x 
 Podobni rezultati so bili tudi pri testiranju spremembe napake lege po osi x, za katere lahko 
iz grafa 4.3 razberemo, da se je napaka z odmikom za 3 cm spremenila le za 0,4 mm. Napaka se je 
v tem primeru spreminjala prav tako v pozitivni smeri, kot v primeru odmika po diagonali, le da se 
je napaka pri odmiku po diagonali pri 3 cm odmika povečala za 4,2 mm. 
 
Graf 4.3: Prikaz spremembe napake po osi x glede na odmik po osi y 
Glede na ugotovljeno je bilo potrebno prilagoditi marker, ki bi nam podal informacijo o 
napaki lege po osi x in osi y. Odločili smo se, da vsakič izrišemo hkrati dva markerja, kot je 





Slika 4.27: Prikaz novega pristopa k zaznavi napake lege s pomočjo markerjev 
Znotraj okolja In-Sight Vision smo markerja določili ločeno, hkrati pa smo vsakemu omejili 
prostor, znotraj katerega je lahko zaznan.  
 Nov pristop k zaznavi napake lege s pomočjo markerja se je izkazal kot bistveno bolj 
zanesljiv in prilagodljiv. Pri testiranju prijema objekta na različnih delih delovne mize namreč ni 











4.3 Obogatena resničnost 
Z namenom, da bi operaterju med izvedbo naloge olajšali delo, smo se odločili, da med izvedbo 
naloge prikazujemo trenutno stanje naloge. To pomeni, da v delih naloge, kjer je bila zahteva po 
operaterjevem sodelovanju, to operaterju jasno prikažemo in ga vodimo skozi postopek izvedbe 
naloge. K prikazu stanja smo pristopili z obogateno resničnostjo. 
 
4.3.1  Vizualizacija v obogateni resničnosti 
Prikazi so znotraj okolja Unity razdeljeni na več različnih scen, ki s premiki 3D objektov 
ponazarjajo navodila za izvedbo naloge. Vizualizacijo v obogateni resničnosti sestavlja osem 
različnih scen, ki se posamezno prikazujejo, ko je potreba po operaterjevem sodelovanju. Vseh 
osem scen prikazuje slika 4.28.  
1. SCENA











Pri pristopu vodenja operaterja z obogateno resničnostjo stanje naloge prikazujemo na 
računalniškem zaslonu, ki hkrati predstavlja delovno površino. Vizualizacija v obogateni 
resničnosti se izvaja s klicem funkcije Send2Unity, pri čemer se v okolje Unity pošljejo 
parametri, ki definirajo zahtevan prikaz. 
S tovrstnim pristopom se operaterju olajša sestavljanje in omogoči, da lahko v nalogi 
sodeluje, tudi če ni seznanjen s postopkom izvedbe naloge. Problematika tovrstnega prikaza je 
možnost prekrivanja prikaza z objekti, ki so prisotni na delovni mizi. 
 
4.3.2 Zvok v obogateni resničnosti 
Poleg vizualizacije v obogateni resničnosti se operaterja med izvajanjem naloge seznanja tudi z 
zvočnimi ukazi. Zvočno vodenje poteka med celotnim izvajanjem naloge in se ujema s potekom 
vizualnega prikaza. Zvočno obveščanje se izvede s klicem funkcije Tex2Speech, ki je podrobneje 
opisana v poglavju 4.1. 
Prednost zvočnega vodenja je predvsem v tem, da uporabnika ne moti pri njegovem delu 















4.4 Povezava med gradniki 
Z namenom, da bi vse gradnike povezali v fleksibilen sistem, smo pristopili k izvedbi komunikacije 
med posameznimi gradniki.  
 
4.4.1 Povezava med robotskim krmilnikom in nadzornim okoljem Matlab 
Gradnje komunikacije med robotskim krmilnikom in Matlab okoljem smo se lotili tako, da smo 
robotski krmilnik najprej povezali v omrežje. Robotski krmilnik ima več možnih priklopov za 
komunikacijo, kot je prikazano sliki 4.29. V obravnavanem primeru smo povezali robotski 









Slika 4.29: Prikaz komunikacijskih vhodov robotskega krmilnika [13] 
Ko je bil robotski krmilnik priključen v omrežje, smo glede na navodila proizvajalca za 
povezavo s krmilnikom, izbrali komunikacijo TCP/IP. Izvedbe komunikacije smo se v začetku 












Slika 4.30: Osnovni princip delovanja komunikacije TCP/IP 
Znotraj nadzornega okolja Matlab se izvede komunikacija TCP/IP v obliki odjemalca, pri 
čemer ima vnaprej določen IP-naslov in vrata za komunikacijo z robotskim krmilnikom. V 
obravnavanem primeru se v postopku komunikacije vnaprej določi tudi podatek, ki ga želimo 
poslati. Glede na zbrane informacije se nato odpre povezava s strežnikom za izmenjavo podatkov.  
Branje znotraj strežnika je omejeno tako, da se zaključi ob pridobitvi primernega znaka, ki 
predstavlja končni znak znotraj podatka. Strežnik se po sprejemu podatkov in izvedbi naloge glede 
na pridobljen podatek odzove s povratnim sporočilom.  
Branje povratnega sporočila se znotraj nadzornega okolja Matlab izvede tako, da ves čas 










4.4.2 Povezava med nadzornim okoljem in okoljem za obogateno resničnost  
Povezava med nadzornim okoljem Matlab in okoljem za obogateno resničnost Unity poteka prav 
tako preko komunikacije TCP/IP, pri čemer smo sistem uredili tako, da program znotraj okolja 
Unity predstavlja strežnik, program znotraj nadzornega okolja Matlab pa odjemalec. Osnovni 
princip komunikacije TCP/IP je prikazan na sliki 4.30. 
Postopek poteka tako, da se ob klicu funkcije send2Unity, znotraj funkcije odpre povezava 
in v okolje Unity samodejno pošlje pridobljene parametre. Znotraj funkcije nato poteka čakanje na 
povrtano sporočilo o izvedbi naloge. Po pridobljenem sporočilu se povezava z okoljem Unity 
zapre.  
 Zapiranje in odpiranje povezave predstavlja časovno zakasnitev, zato smo pri načrtovanju 
programa strmeli k povezavi, ki bi bila odprta skozi celoten čas delovanja in spremljala spremembe. 
Opazili smo tudi, da je za komunikacijo med nadzornim okoljem Matlab in okoljem Unity smiselno 















5 Integracija sistema 
Z združitvijo gradnikov sistema smo pridobili sistem, ki omogoča fleksibilnejše načrtovanje 
aplikacij in je hkrati sposobnejši kompleksnejših vodenj in izračunov. Poleg prednosti dodatne 
programske opreme, pa predstavlja sistem tudi korak k lažjemu izvajanju sodelovalnih aplikacij, 
saj z vizualnimi in zvočnimi napotki izboljšuje sodelovanje med robotom in človekom. Končni 
sistema prikazuje slika 5.1. 
 






5.1 Preizkus delovanja 
Delovanje sistema smo preizkusili s sestavom, ki je prikazan na delovni površini na sliki 5.1. K 
izvedbi testne naloge smo pristopili znotraj nadzornega okolja Matlab, okolja za obogateno 
resničnost Unity in okolja za robotski vid In-Sight Vision.  
Glavna logika delovanja programa za sestavljanje sestava je potekala znotraj nadzornega 
okolja Matlab, v katerem smo z enostavnimi ukazi strukturirali program za sestavljanje. Znotraj 
ostalih programskih okolij ni bilo treba dodatno strukturirati programa, smo pa vnaprej definirali 
spremenljivke in objekte, ki so potrebni za izvedbo dane naloge, kar smo podrobneje opisali v 
poglavju 4. 
Postopek sestavljanja je podrobneje prikazan na Sliki 5.2, iz katere je razvidno, da se 
postopek izvaja po vrstnem redu in da ga delimo na več sklopov, pri katerih naloga vključuje tudi 
pomoč operaterja. Postopek se začne s pripravo robota, za kar poskrbi funkcija PrepareYumi. 
 Ko je robot pripravljen za vodenje, se izvede ukaz za prvo iskanje objekta. V obravnavanem 
primeru je to motor z nosilcem in jermenico. Postopek iskanja je takšen, da se desna robotska roka 
za trenutek umakne, medtem leva robotska roka zajame sliko in objektu določi natančno lego. Leva 
robotska roka se nato umakne, da lahko robot z desno roko prime objekt in ga odnese v lego za 
privijačenje. Zaradi tesnega pozicioniranja se v tem delu naloge, levo robotsko roko vodi po sili na 
takšen način, da je dodatno pritisnila motor z nosilcem v želeno lego, in s tem popravila napako pri 
sestavljanju. Med pritiskom leve roke se z desno roko izvede preprijemanje objekta z namenom, 
da operater lažje privijači vijake. Levo roko po prijemu umaknemo. Ko operater vijači vijake, 
program v nadzornem okolju Matlab čaka na operaterjev odziv, da je nalogo uspešno opravil. 
Operater potrdi opravljeno nalogo s pritiskom tipke na tipkovnici. 
 S pritiskom tipke se izvede novo iskanje objekta in sicer iskanje rdeče kocke, ki predstavlja 
zgornji del nosilca orodja. Rdečo kocko prav tako pobiramo z desno roko. Z levo robotsko roko 
poiščemo objekt, objekt nato z desno robotsko roko primemo in se umaknemo, da se lahko izvede 
še iskanje bele kocke. Bela kocka predstavlja spodnji del nosilca orodja. Belo kocko po zaznavi 
prime leva robotska roka. Nato izvede sestavljanje obeh delov, pri čemer je naloga operaterja, da 
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Opravljeno delo mora operater potrditi, da robot odloži sestavljen objekt na delovno mizo k 
operaterju za kasnejšo uporabo. 
 Nato se izvede iskanje vodila nosilca orodja. Vodilo po zaznavi prime leva robotska roka, 
ki jo prinese v bližino odprtine nosilca motorja, kamor jo uporabnik pomaga potisniti. V tem delu 
naloge se leva robotska roka postavi v način vodenja, ki omogoča da jo uporabnik prime in z njo 
vodilo prosto vodi v odprtino. S tem pristopom smo olajšali kompleksno pozicioniranje s pomočjo 
operaterja, ki to lahko izvede bistveno hitreje. Ko operater uspešno vstavi vodilo, ga nato še 
privijači.  V tem delu naloge operater na vodilo natakne tudi nosilec orodja, ki smo ga sestavili v 
prejšnji operaciji. Robot nato čaka na potrditev operaterja, da je nalogo uspešno opravil. 
 Kot zadnji del naloge se izvede iskanje in pobiranje jermenice z nosilcem z levo robotsko 
roko. Jermenico z nosilcem nato robot postavi na profil za sestavljanje. Robotska roka preklopi v 
način vodenja z roko in operater robotsko roko z nosilcem jermenice prosto vodi in natakne na 
vodilo. Operater natakne nosilec jermenice na vodilo tako, da lahko nadene jermen. Ko uspešno 
nadene jermen, to potrdi in robot izvede vodenje robotske roke, po sili. Vodenje po sili traja nekaj 
sekund, kar je dovolj časa, da operater z vijakom pritrdi vodilo v odprtini nosilca jermenice. Ko se 
čas izteče, se robotska roka postavi v izhodiščno lego in s tem dobi operater prostor, da privijači 
tudi nosilec jermenice na profil za sestavljanje. Ko nalogo uspešno opravi, to s pritiskom tipke 
potrdi in s tem se izvede zaključek programa ter prekine komunikacija z robotom. 
 Preizkus delovanja sistema smo uspešno izvedli, pri čemer smo opazili, da je nadgradnja 
vodenja robota in vključitev dodatnih naprav izboljšala delovanje. Nadgradnja je smiselna tudi z 
vidika načrtovanja programa, saj je načrtovanje programa za vodenje robota znotraj nadzornega 








V okviru magistrskega dela smo podrobno preučili delovanje YuMi robota, Cognex kamere, 
komunikacije TCP/IP, komunikacije UDP ter programskih okolij, ki služijo za delovanje in 
povezavo sistema.  
 V sistem smo vključili tudi zaslon, ki hkrati predstavlja delovno površino in služi za 
obogateno resničnost. Ugotovili smo, da vodenje operaterja s pomočjo obogatene resničnosti 
pripomore k boljši sodelovalni izkušnji z robotom. Med samo izvedbo naloge operater pridobiva 
potrebne informacije, kar mu omogoča, da lahko nalogo uspešno izvede tudi, če naloge ne pozna. 
Ugotovili smo, da je zaslon primeren tudi za reševanje napak prisotnih pri zaznavi objektov, kar je 
še dodatno pripomoglo k izvedbi sistema, primernega za sodelovalne aplikacije.    
 V nadaljnje bi bila smiselna dodatna optimizacija vodenja, da zmanjšamo možnost 
pojavljanja napak med samim delovanjem. Smiselno bi bilo tudi nadgraditi obogateno resničnost, 
saj v nekaterih primerih prihaja do prekrivanja prikazanih objektov na zaslonu. K nadgradnji bi 
pristopili z dodatnim zaslonom. Zaslon, ki predstavlja delovno površino, bi bil tako namenjen le 
osvetlitvi objektov in reševanju problematike pri zaznavi objektov. Dodatni zaslon pa bi bil 
namenjen le prikazu trenutnega stanja naloge z obogateno resničnostjo. Smiselna bi bila tudi 
pohitritev delovanja sistema: 
 hitrosti izvedbe robotskega premika, 
 optimizacije giba robotske roke, 
 spremljanja operaterja. 
Ker gib robotske roke ni točno definiran in sledi le premiku v želeno lego, je možen trk z 
objekti na delovni površini ali celo trk v delovno površino. Zaradi tega pogosto določamo vmesne 
lege, kar časovno podaljša izvedbo naloge. V nekaterih primerih bi bilo bolj smiselno načrtovati 
trajektorijo giba vrha robota, ki bi upoštevala objekte na delovni površini. Časovna zakasnitev pri 
izvedbi naloge je lahko tudi posledica čakanja robota na operaterjev odziv. Operater mora s tipko 
potrditi, da je nalogo uspešno izvedel, kar predstavlja zakasnitev pri pritisku. Smiselno bi bilo 
pristop nadgraditi z glasovnim ali znakovnim vodenjem robota. Sistem bi lahko opazoval stanje pri 
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