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Abstract
We show that the hitting time of the discrete quantum walk on
a symmetric Cayley graph over Zn2 from a vertex to its antipodal is
polynomial in degree of the graph. We prove that returning time
of quantum walk on a symmetric Cayley graph over Zn2 is polyno-
mial and the probability to hit is almost one. To prove it, we give
a new estimation of Kravchuk coefficients. We give an example of a
probabilistic polynomial algorithm that finds an antipodal vertex in
symmetric Cayley graphs.
Introduction
A discrete quantum walk is a generalisation of a random walk. In Sec-
tion 1 we define a discrete quantum walk and give a diagonalization of a
quantum walk operator for special cases.
In random walk the probability to be in a particular vertex after sufficient
large steps is very small. But in quantum walk may exist times and vertices
∗ilnur.khuziev@yandex.ru
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such that the probability to be in a particular vertex is high. This property
is called hitting.
Julia Kempe in [1] showed that hitting time of quantum walk on the
hypercube from one corner to its opposite is polynomial and the probability
to hit is 1 − o(1). In this paper we generalise her results for Cayley graph
over Zn2 with generating set
{
e ∈ Zn2
∣∣∣|e| = s}, where s is a positive integer.
Definition 1. Cay (G, S) — Cayley graph over a group G with a generat-
ing set S is a graph (V,E) with V = G and (v1, v2) ∈ E ⇔ ∃e ∈ S : ev1 = v2.
We will suppose that S−1 = S (the graph is undirected) and 1 /∈ S (vertices
have no loops).
We denote Cay (Zn2 , S) with S = {e ∈ Zn2 : |e| = s} as Cay (s).
In Section 2.4 we show that exists a moment of time T such that a quan-
tum walk returns into initial vertex with probability almost one. We prove
necessary and sufficient conditions for hitting and moment Tp(s, n).
To prove this two results we use the technique of Julia Kempe and the
new bound on Kravchuk coefficients. Also we use the Lucas’ theorem to
analyse evenness of Kravchuk coefficients.
In paper [4] Krasin found automorphisms group of symmetric Cayley
graphs for large set of parameters. In Section 3 we generalise his results and
present new properties of automorphisms groups that we use in Section 4.
It was proved in the paper [2] that there exist graphs such that every
classical algorithm traverse it exponentially slower than quantum walk. In
Section 3 we introduce the problem of an antipodal vertex search. This
problem generalises the problem from [2].
Using results of Section 3 we prove that if a pair (s, n) is satisfy conditions
of Theorem 6 then quantum walk solves the problem on the symmetric Cayley
graph (Section 4.3).
In section 4.2 we give a probabilistic algorithm that solves the problem
on symmetric Cayley graphs with comparable efficiency. In other words, we
show that our bounds don’t give exponential speed up.
Also we generalise some results of Julia Kempe about measured quantum
walk. They can be found in the Appendix B.
2
1 Quantum walk
In this section we define a discrete quantum walk for a large class of graphs.
Then we give a special form of a quantum walk operator in case of a Cayley
graph over an Abelian group. In the last part of this sections we find spectrum
of a quantum walk operator in case of a Cayley graph over Zn2 for a special
coin operator.
1.1 Definition of quantum walk
Definition 2. A graph is said to be regular if all it’s vertices have the same
degree.
Definition 3. Let B = {1, 2, . . . , m}. Function f : B × V → V is called
an invertible colouring of a m-regular graph G = (V,E) if the following
conditions hold:
1. f(b, v1) = fb(v1) = v2 ⇒ (v1, v2) ∈ E
2. ∀b ∈ B fb is a permutation of the set V .
Remark. Every Cayley graph Cay (G, S) has the canonical invertible colour-
ing in |S| colours, generated by the rule f(b, v) = sb ◦ v, sb ∈ S.
Let G = (V,E) be a m-regular graph, f be a invertible colouring of G.
Let X = Cm ⊗ C|V | be a m|V | dimensional complex space. We will
call the first tensor factor coin-space and associate it’s basis vectors with
set B. The second tensor factor is called main-space, it’s basis vectors are
associated with the set V . The basis states (vectors) of the space are denoted
by |b, v〉 = |b〉 ⊗ |v〉 = |b〉|v〉.
Definition 4. The shift operator acts on the basis states by the rule:
Qˆ|b, v〉 = |b, fb(v)〉.
An action of Qˆ on the whole X is defined by linearity.
Proposition 1. The shift operator is an unitary operator.
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Proof. By the definition of invertible colouring Qˆ acts on the set{|b, v1〉, . . . , |b, v|V |〉} as a permutation, therefore it acts as a permutation
on the set ⋃
b∈B
{|b, v1〉, . . . , |b, v|V |〉} .
Proposition 2. The shift operator has the following form:
Qˆ =
∑
b∈B
|b〉〈b| ⊗ Qˆb ,
Qˆb|v〉 = |fb(v)〉.
Let’s fix an arbitrary unitary operator Cˆ : Cm → Cm. It will be called
the coin operator.
Definition 5. The quantum walk operator for the graph G with invert-
ible colouring f is
Uˆ = Qˆ ◦ (Cˆ ⊗ Iˆ),
where Iˆ is the identity operator on the main space.
Definition 6 (Quantum walk). Quantum walk state in moment t ∈ N with
initial state |ψ0〉 is
|ψt〉 = Uˆ t|ψ0〉.
In other words, at each step we ”toss” the coin and go along the direction
that it pointed to.
Definition 7 (Symmetric initial state). If ∃v ∈ V such that the initial state
|ψ0〉 is presented as follows:
|Ψ〉 = 1√
m
m∑
j=1
|j〉,
|ψ0〉 = |Ψ〉|v〉,
then |ψ0〉 is called symmetric initial state with starting vertex v.
Definition 8. Projection operator on the state |x〉:
Πx = Iˆm ⊗ |x〉〈x|.
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Definition 9. The probability to hit vertex |x〉 at the moment t with the
initial state |ψ〉 is
‖Πx ◦ Qˆt|ψ0〉‖2. (1)
If an initial state has a starting vertex x, then the probability (1) is called
the probability to return.
1.2 Quantum walk in a Cayley graph over Abelian
group
Let G, |G| = N , be a finite Abelian group
G = Zn1 × Zn2 × · · · × Znh−1 × Znh .
We associate elements of G with their coordinate presentation
|v〉 = |v1, . . . , vh〉.
Definition 10. The Fourier transform of the basis vector v is
|v˜〉 = | ˜v1, . . . , vh〉 =
∑
k=(k1,...,kh)∈G
1√
N
(
h∏
j=1
e
−2πi kj
nj
vj
)
|k〉.
Lemma 1. Uˆ can be presented in the following way:
Uˆ =
∑
v∈V
Cˆv ⊗ |v˜〉〈v˜|,
where
Cˆv =

∏
j
e
2πi
vj (e1)j
nj
∏
j
e
2πi
vj (e2)j
nj
. . . ∏
j
e
2πi
vj (em)j
nj

◦ Cˆ.
Here ek denotes the generating element associated with colour k.
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Proof. By direct computation we have:
Qˆ|b〉|v˜〉 = ∑
k=(k1,...,kh)∈G
1√
N
(
h∏
j=1
e
−2πi kj
nj
vj
)
Qˆ|b〉|k〉 =
∑
k=(k1,...,kh)∈G
1√
N
(
h∏
j=1
e
−2πi kj
nj
vj
)
|b〉|k + eb〉 =
∑
k=(k1,...,kh)∈G
1√
N
(
h∏
j=1
e
−2πi(kj+(eb)j
nj
+
−(eb)j
nj
)vj
)
|b〉|k + eb〉 =(
h∏
j=1
e
2πi
vj (eb)j
nj |b〉
) ∑
k=(k1,...,kh)∈G
1√
N
(
h∏
j=1
e
−2πi kj
nj
vj
)
|k〉 =(
h∏
j=1
e
2πi
vj (eb)j
nj |b〉
)
⊗ |v˜〉.
1.3 Quantum walk in Cay (Zn2 , S)
Zn2
∼= Fn2 ∼= {0, 1}n has the inner product:
(v′, v′′) =
(
n∑
k=1
v′k × v′′k
)
(mod 2).
In G = Zn2 the Fourier transform is the Hadamard transform:
|v˜〉 = | ˜v1, . . . , vn〉 = 1√
N
∑
k∈{0,1}n
(−1)(v,k)|k〉. (2)
Lemma (1) can be rewritten as
Lemma 1. Uˆ can be presented in following way:
Uˆ =
∑
v∈V
Cˆv ⊗ |v˜〉〈v˜|,
where
Cˆv =

(−1)(v,e1)
(−1)(v,e2)
. . .
(−1)(v,em)
 ◦ Cˆ.
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In the sequel we use the Grover operator as a coin operator:
|Ψ〉 = 1√
m
m∑
j=1
|j〉,
Cˆm = 2|Ψ〉〈Ψ| − Iˆm =

2/n− 1 2/n 2/n · · · 2/n
2/n 2/n− 1 2/n · · · 2/n
...
...
. . .
...
2/n 2/n 2/n · · · 2/n− 1
 .
For this operator we can find the spectrum of Cˆv . (see [5])
Lemma 2 (Coin operator spectrum). Let the operator Γd has the following
matrix:
Γd =

2/m− 1 2/m · · ·
2/m 2/m− 1 · · · 2/m
...
. . .
1− 2/m −2/m · · ·
−2/m −2/m 1− 2/m · · ·
...
. . .

.
(The last d rows of the Grover operator are multiplied on −1.)
If d = 0: Γ0 has one eigenvector Ψ =
1√
m
(1, . . . , 1)T corresponding to the
eigenvalue −1. All other eigenvectors is orthogonal to Ψ and correspond to
eigenvalue 1.
If d = m: Γm has one eigenvector Ψ =
1√
m
(1, . . . , 1)T corresponding to
the eigenvalue 1. All other eigenvectors is orthogonal to Ψ and correspond
to eigenvalue -1.
If 1 ≤ d ≤ m− 1:
• Γd has d− 1 eigenvectors with eigenvalue 1.
• Γd has n− d− 1 eigenvectors with eigenvalue −1.
• λd = 1− 2dm + 2im
√
d(m− d) = eiωd is the eigenvalue for the eigenvector
νd =
1√
2
(
−i√
m− d︸ ︷︷ ︸
m−d
,
1√
d︸︷︷︸
d
)T .
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• λ∗d is an eigenvalue for eigenvector ν∗d .
The last two eigenvectors (and corresponding eigenvalues) are called
non-trivial, the others — trivial.
Proof. First two claims follows from definition of the Grover operator.
The third claim:
It’s easy to see that the dimension of eigenspace corresponding to 1 is at
least n − d − 1 (in Γd + Iˆ first n − d − 1 rows are equal), due to the same
reasons the dimension of eigenspace corresponding to −1 is at least d− 1.
It can be checked directly that νd is an eigenvector with the specified
eigenvalue.
Γd has only real coordinates, it implies the last claim.
Definition 11. The sum
dv =
∑
e∈S
(v, e)
is called the characteristic of vector v over generating set S . (Note: this
sum is taken over Z; dv is an integer from the range [0, m])
It is easy to find the spectrum of Cˆv using the fact that Cˆv is Γdv with
rearranged rows.
Let |νv〉, |ν∗v 〉 and λv, λ∗v denote non-trivial eigenvectors and eigenvalues
of Cˆv.
Hereinafter we use the symmetric initial state with starting vertex 0n:
|ψ0〉 = |Ψ〉|0n〉 = 1√
m
m∑
j=1
|j〉|0n〉.
Theorem 1 (The state decomposition). Consider the quantum walk on
Cay (Zn2 , S) with symmetric initial state |ψ0〉 and Cˆ is the Grover operator.
Then |ψt〉 has the form:
Uˆ t|ψ0〉 =
∑
v∈{0,1}n
1√
2n
(
advλ
t
dv |νv〉+ a∗dvλ∗tdv |ν∗v 〉
)⊗ |v˜〉, (3)
where
ad =
1√
2
(√
d
m
+ i
√
1− d
m
)
, d /∈ {0, m} ;
ad =
1√
2
, d ∈ {0, m} ;
νv = Ψ, dv ∈ {0, m} ;
λ0 = 1, λm = −1.
8
Proof. Let’s define ad for d /∈ {0, m} as
adv = 〈νd|Ψ〉 =
1√
2
(√
dv
m
+ i
√
1− dv
m
)
.
Taking into account ||Ψ〉|2 = 1 = |ad|2 + |a∗d|2 we obtain
|Ψ〉 = ad|v| |νv〉+ a∗d|v||ν∗v 〉. (4)
We define ad, νv for dv ∈ {0, m} in accordance with the theorem’s condi-
tions. Therefore, the equation (4) holds for all v.
Taking into account 1 | ˜˜0n〉 = |0n〉 we get the decomposition of the initial
state:
|ψ0〉 = |Ψ〉|0n〉 =
∑
v∈{0,1}n
1√
2n
(
adv |νv〉+ a∗dv |ν∗v〉
)⊗ |v˜〉.
Acting on both sides with Uˆ and using lemma 1 we obtain:
Uˆ t|ψ0〉 =
∑
v∈{0,1}n
[
Cˆv
1√
2n
(
adv |νv〉+ a∗dv |ν∗v 〉
)]⊗ |v˜〉 =
∑
v∈{0,1}n
1√
2n
(
advλ
t
dv |νv〉+ a∗dvλ∗tdv |ν∗v 〉
)⊗ |v˜〉.
2 Returning and hitting of quantum walk in
Cay (s)
Hereinafter the probability to hit |1n〉 is called the probability to hit.
In the first subsection we prove the formula for calculating probabilities
to hit 0n or 1n.
In the second subsection we find the probabilities to return and hit in form
of sums with binomial coefficients. The sums depend on the spectrum of the
walk operator, the spectrum depends on weight characteristics. We prove
that the weight characteristics are Kravchuk coefficients and prove the new
bound on them. Combining our results we prove our main results: Theorem
4 and Theorem 6.
1 〈0n|0˜n〉 = 〈0n| ∑
a∈{0,1}n
∑
b∈{0,1}n
1
2n (−1)(a,b)|b〉 = 〈0n|
∑
a∈{0,1}n
∑
b∈{0,1}n
1
2n |0n〉 = 1
9
2.1 Probability to return if S is symmetric.
Consider a quantum walk on Cay (Zn2 , S). Let P be a permutation subgroup
on n elements (permutations of coordinates).
For each p ∈ P we define the operator pˆ on the main space by the rule
pˆ|v〉 = pˆ|v1, v2, . . . , vn〉 = |vp(1), vp(2), . . . , vp(n)〉 = |p(v)〉.
Note that pˆ is a unitary operator on the main space.
For each p ∈ P we define the operator pˆ′ on the coin space: let the pˆ′ take
each e ∈ S such that p(e) ∈ S to |p(e)〉 and each e ∈ S such that p(e) /∈ S
to 0.
Note that pˆ′ is an unitary operator (a permutation of basis states) on the
coin space iff ∀e ∈ S p(e) ∈ S.
Theorem 2. Let P acts transitively on S. Then for the probability to return
and the probability to hit we have:
(Iˆ ⊗ |0n〉〈0n|)Uˆ t|ψ0〉 = 〈ψ0|ψt〉|ψ0〉,
(Iˆ ⊗ |1n〉〈1n|)|ψt〉 = 〈Ψ, 1n|ψt〉|ψ0〉.
(Here |ψ0〉 = |Ψ〉|0n〉.)
Proof. We prove the first formula, the second proved similarly.
The operator pˆ′ ⊗ pˆ commutes with Qˆ (can be easily checked on basis
vectors ). The state |Ψ〉 is an eigenvector of pˆ′. So, pˆ′ ⊗ pˆ commutes with
Cˆ = 2|Ψ〉〈Ψ| − Iˆ . That means that pˆ′ ⊗ pˆ commutes with Uˆ .
Taking into account pˆ|0n〉 = |0n〉 we get:
(pˆ′ ⊗ Iˆ)(Iˆ ⊗ |0〉〈0|) = (Iˆ ⊗ |0〉〈0|)(pˆ′ ⊗ pˆ).
Then
(pˆ′ ⊗ Iˆ)(Iˆ ⊗ |0〉〈0|)Uˆ t|ψ0〉 = (Iˆ ⊗ |0〉〈0|)(pˆ′ ⊗ pˆ)Uˆ t|ψ0〉 =
(Iˆ ⊗ |0〉〈0|)Uˆ t(pˆ′ ⊗ pˆ)|ψ0〉 = (Iˆ ⊗ |0〉〈0|)Uˆ t|ψ0〉.
The last result and transitivity of P implies that all amplitudes of
(Iˆ ⊗ |0〉〈0|)Qˆt|ψ0〉
in the expansion in the standard basis are equal:
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(Iˆ ⊗ |0〉〈0|)Qˆt|ψ0〉 = α|ψ0〉,
(Iˆ ⊗ |0〉〈0|)Qˆt|ψ0〉 = (〈ψ0|Qˆt|ψ0〉)|ψ0〉.
Note that in case of Cay (s) the theorem holds if P is the set of all
permutations on n elements.
Lemma 3. ∀t ∈ Z, ∀x ∈ Zn2 such that |x| /∈ {0, n} the probability to hit
vertex x is less or equal to 1
n
Proof. Let l = |x| and
Πˆ =
∑
y: |y|=l
|y〉〈y|.
Repeating the assignments from the proof of Theorem 2 we have:
(Iˆ ⊗Π)Qˆt|ψ0〉 = α|Ψ〉
 ∑
y: |y|=l
|y〉
 .
Therefore, for all x, y such that |x| = |y| the probability to hit x is equal
to the probability to hit y.
Number of vertexes with weight l is at least n.
2.2 Weight characteristics and linear codes
Definition 12 (Linear code). The linear [m,n] (of length m, rank n) code
over a field F is a linear subspace of dimension n in linear space Fm. If
A ∈ Mm×n is the matrix of a linear operator Aˆ : F n → Fm, the matrix A is
called the generating matrix for the code ImA.
Definition 13. The code of Cayley graph (G, S), where G = F n is a code
with a generating matrix A such that the i-th row of A is the i-th generating
element.
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Further we work with the field Z2.
In this case the generating matrix can be defined in the following way:
Ax = ((e1, x), . . . , (e|S|, x))
T .
Remark. The code for Cay (Zn2 , S) is [m, rkS] linear (where m = |S|).
Remark. In terms of linear codes, vector characteristic dv (defined in
Section 1.3 ) is |Av|.
Definition 14. The weight function of [m,n] code is W (x) =
m∑
k=0
Wkx
k,
where Wk is the number of code words that has Hamming weight k. The
numbers Wk are called weight coefficients.
Remark. According to Theorem 1 and Lemma 2, we get that weight coeffi-
cients are determine spectrum of the quantum walk on Cay (Zn2 , S).
In the case of Cay (s), if |v1| = |v2| then |Av1| = |Av2|. As it was defined
previously dv = |Av|. So, in Cay (s) dv depends only on |v|.
Definition 15. We say that dv is the weight characteristic for weight
k = |v| and write dsk. Also we define corresponding λsk, ωsk:
λdsk = 1−
2dsk
m
+
2i
m
√
dsk(m− dsk) = eiω
s
k .
Lemma 4.
In Cay (s):
• the probability to return at moment t is
√
Pr =
∣∣∣∣∣
n∑
k=0
1
2n
(
n
k
)
cos (ωskt)
∣∣∣∣∣ , (5)
• the probability to hit at moment t is
√
Pr =
∣∣∣∣∣
n∑
k=0
(−1)k
2n
(
n
k
)
cos (ωskt)
∣∣∣∣∣ . (6)
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Proof. Combining Theorem 1 and Theorem 2 we get
〈ψ0|Uˆ t|ψ0〉 =
∑
v∈{0,1}n
1√
2n
(
advλ
t
dv
〈Ψ|νv〉+ a∗dvλ∗tdv〈Ψ|ν∗v〉
) 〈0n|v˜〉 =∑
v∈{0,1}n
1√
2n
(
advλ
t
dv
a∗dv + a
∗
dv
λ∗tdvadv
)
1√
2n
=
∑
v∈{0,1}n
1
2n
(
λtdv
2
+
λ∗tdv
2
)
=
∑
v∈{0,1}n
1
2n
cos (ωvt) =
n∑
k=1
1
2n
(
n
k
)
cos (ωskt). (7)
Taking into account that 〈1n|v˜〉 = (−1)|v| the second claim can be proved
in the same way.
Lemma 5. In Cay (s) we have:
d~v = d
s
|v| =
⌊ s−1
2
⌋∑
l=0
( |v|
2l + 1
)
·
(
n− |v|
s− 2l − 1
)
. (8)
Proof. ds|v| is the number of ways to place s ones in n positions such that
there are an odd number of ones is placed in |v| predetermined positions.
2.3 Kravchuk coefficients estimation
In this section we give a bound on
cosωsk = 1−
2dsk
m
,
where
m =
(
n
s
)
dsk =
∑
l odd;l∈[0,s]
(
k
l
)(
n−k
s−l
)
,
∣∣k − n
2
∣∣ ≤ n
2
δ,
δ =
√
2f(n)
n
.
and f is sufficiently small (f = o(n)).
13
cosωk = 1− 2dkm = 1−
2
s∑
l odd;l∈[0,s]
(kl)(
n−k
s−l )
(ns)
=
∑
l∈[0,s]
(kl)(
n−k
s−l )−2
∑
l odd;l∈[0,s]
(kl)(
n−k
s−l )
(ns)
=
∑
l even;l∈[0,s]
(kl)(
n−k
s−l)−
∑
l odd;l∈[0,s]
(kl)(
n−k
s−l)
(ns)
=
s∑
l=0
(−1)l(kl)(n−ks−l)
(ns)
. (9)
The numerator of the fraction (9) is known as Kravchuk coefficient [3]:
φk,n(s) =
s∑
l=0
(−1)l
(
k
l
)(
n− k
s− l
)
.
Remark. f = (1− x)k(1 + x)n−k is the generating function of φk,n(s) [3].
Corollary 1. Let 2 | n, k = n/2. If 2 | s then
φk,n(s) = (−1)s/2
(
n/s
s/2
)
.
If 2 /| s then φk,n(s) = 0.
Proof.
n∑
s=0
φk,n(s)x
s = (1− x)n/2(1 + x)n/2 =
(1− x2)n/2 =
n/2∑
t=0
(−1)t
(
n/2
t
)
x2t.
Theorem 3. For s2 = o(n), s < δn we have:
|cosωsk| = O
(
(s+ 1)!δs/2
)
. (10)
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Proof. According to dsk = d
s
n−k we assume that k ≤ n/2 .
Using s2 = o(n) we get (1− s/n)s → 1, n→ +∞
Consider a Boolean random vector with n coordinates that have exactly
s coordinates equal to 1. All outcomes have the same probability. We divide
coordinates on two parts: first one has length 2k, the other — n− 2k.
Let’s define events:
• Asn = {in first k coordinates number of ones is even}
• Bsn = {in first kcoordinates number of ones is odd}
• Cl = { in coordinates with numbers from range [2k + 1, n] number of
ones is s− l }
We denote the indicator function as
χ[ conditiona A] =
{
1, A is true;
0, A is false.
Note that:
• cosωsk = P (Asn)− P (Bsn),
• P (
s⊔
l=0
Cl) = 1,
• P (Cl) = χ[s− l ≤ n− 2k]
(
2k
l
) · (n−2k
s−l
)
/
(
n
s
)
,
• P (Asn|Cl) = P (Al2k),
• P (Bsn|Cl) = P (Bl2k).
• Due to Corollary 1:(
2k
l
) (
P (Al2k)− P (Bl2k)
)
= (−1)l/2χ[2 | l]( k
l/2
)
.
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Combining these relations we get:
|P (Asn)− P (Bsn)| =
∣∣∣∣ s∑
l=0
P (Asn|Cl)P (Cl)−
s∑
l=0
P (Bsn|Cl)P (Cl)
∣∣∣∣ = (11)∣∣∣∣ s∑
l=0
[P (Asn|Cl)− P (Bsn|Cl)]P (Cl)
∣∣∣∣ ≤
s∑
l=0
|P (Asn|Cl)− P (Bsn|Cl)|P (Cl) =
=
s∑
l=0
∣∣P (Al2k)− P (Bl2k)∣∣P (Cl). (12)
The bound (10) follows from (12) by direct computations. The end of the
proof is given in Appendix A.
Lemma 6. In conditions of Theorem 3 we have:
π
2
− ωsk = 1−
2dsk
m
+O
(
(s+ 1)!3δ3s
)
.
Proof. Let α = π
2
− ωsk (α ∈
[−π
2
, π
2
]
). Then
sinα = cosωsk = 1−
2dsk
m
Acting arcsin on both sides of the equation completes the proof (we use
that arcsin x = x+O(x3)).
Corollary 2. If t = π
2
m+ ǫ, t ≡ m (mod 2)
cos (ωskt) = (−1)
t−m
2
+dsk
(
1− O(ǫ2δ2s)−
−O(m2 [(s+ 1)!]6 δ6s) −O(ǫm [(s+ 1)!]3 δ4s)
)
. (13)
Proof.
cosωdskt = cos(
π
2
− (π
2
− ωsk))t =
16
cos
(
π
2
t− (1− 2d
s
k
m
)(
π
2
m+ ǫ) +O(m [(s+ 1)!]3 δ3s)
)
=
cos
(π
2
(t−m)− πdsk +O(ǫδs) +O(m [(s+ 1)!]3 δ3s)
)
=
(−1) t−m2 (−1)dsk cos (O(ǫδs) +O(m [(s+ 1)!]3 δ3s)) =
(−1) t−m2 +dsk(1−O(ǫ2δ2s)−O(m2 [(s+ 1)!]6 δ6s)−
−O(ǫm [(s+ 1)!]3 δ4s)).
The proof of the next corollary is similar.
Corollary 3. If t = π
m
+ ǫ, t ≡ m (mod 2)
cos (ωskt) = (−1)
t−m
2
(
1−O(ǫ2δ2s)−
−O(m2 [(s+ 1)!]6 δ6s) −O(ǫm [(s+ 1)!]3 δ4s)
)
. (14)
Lemma 7. The following holds:
dsk+2 − dsk ≡ 0 (mod 2).
Proof.
fk+2,n − fk,n = (1− x)k+2(1 + x)n−k−2 − (1− x)k(1 + x)n−k =
fk,n−2 [(1− x)2 − (1 + x)2] = (−4x)fk,n−2
Therefore, we get:
φk+2,n(s)− φk,n(s) ≡ 0 (mod 4)
The equation
m− 2dsk = φn,k(s)
completes the proof.
Corollary 4.
If k is even then dsk is even.
If k is odd, then holds dsk ≡ msn (mod 2).
Proof.
ds0 = 0
ds1 =
(
n−1
s−1
)
= ms
n
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2.4 Return and hitting time
Theorem 4. Consider a quantum walk in Cay (s).
If the following conditions
• s! ≤ ns/8;
• t = πm+ ǫ;
• ǫ = nβs;
• 2 | (t−m);
• 1/4 < β < 1/2;
hold then the probability to return is:
Pr = 1− O( 1
n
)−O( ln
s n
ns−2βs
). (15)
Proof. To prove the theorem we estimate the sum
√
Pr =
∣∣∣∣∣
n∑
k=0
1
2n
(
n
k
)
cos (ωskt)
∣∣∣∣∣ . (5)
Let J = [n
2
(1− δ), n
2
(1 + δ)] where δ =
√
2 lnn
n
.
Using Chernoff bound we get:∣∣∣∣∣∑
k/∈J
1
2n
(
n
k
)
cos (ωdskt)
∣∣∣∣∣ ≤∑
k/∈J
1
2n
(
n
k
)
≤ 2e− δ
2n
2 = O(
1
n
).
.
Using (14) we obtain: ∑
k∈J
Ckn
2n
cos (ωdskt) =
∑
k∈J
Ckn
2n
(−1) t−m2 (−1) t−m2
(
1−O(ǫ2δ2s)−
−O(m2 [(s+ 1)!]6 δ6s) −O(ǫm [(s+ 1)!]3 δ4s)
)
=
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[
1−O( 1
n
)
]
(−1) t−m2 (−1) t−m2
(
1−O(ǫ2δ2s)− (16)
−O(m2 [(s+ 1)!]6 δ6s) −O(ǫm [(s+ 1)!]3 δ4s)
)
The first condition of the theorem implies sb = o(n) ∀b > 0 .
So, we get:
s2 [(s+ 1)!]4 ln2s n
ns
= O
(
ln2s n
ns/2−1
)
, (17)
s [(s+ 1)!]2 ln2s n
ns−βs
= O
(
ln2s n
n
3
4
s−βs−1
)
. (18)
Also we can estimate m as
m ≤ n
s
s!
.
Combining (16), (17), (18) completes the proof:
1 ≥ √Pr ≥
∣∣∣∣∑
k∈J
Ckn
2n
cos (ωdskt)
∣∣∣∣− ∣∣∣∣∑
k/∈J
Ckn
2n
cos (ωdskt)
∣∣∣∣ =
1−O( lns n
ns−2β
)− O( 1
n
).
Remark. Replace the last condition 1/4 ≤ β ≤ 1/2 by β ≤ 1/4. Then the
following bound:
1−O( 1
n
)−O( ln
2s n
ns/2−1/2
).
can be proved in a similar way.
Theorem 5. Consider a quantum walk in Cay (s).
If the following conditions
• ms
n
≡ 0 (mod 2)
• s! ≤ ns/8;
• t = π
2
m+ ǫ;
• ǫ = nβs;
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• 2 | (t−m);
• 1/4 < β < 1/2;
hold then the probability to return is:
Pr = 1− O( 1
n
)−O( ln
s n
ns−2βs
). (19)
Proof. The proof is almost similar to the proof of the previous theorem. It’s
sufficient to use (13) instead of (14) and recall Corollary 4.
Corollary 5. In conditions of Theorem 5 the probability to heat is o(1).
Theorem 6. Consider a quantum walk in Cay (s).
If the following conditions
• ms
n
≡ 1 (mod 2)
• s! ≤ ns/8;
• t = π
2
m+ ǫ;
• ǫ = nβs;
• 2 | (t−m);
• 1/4 < β < 1/2;
hold then the probability to return is:
Pr = 1− O( 1
n
)−O( ln
s n
ns−2βs
). (20)
Remark. The result for s = 1 is proved by Julia Kempe in [1].
3 Antipodality in Cay (s)
Definition 16. Let G be a graph.
A vertex u is an antipodal to a vertex v 6= u if for any automorphisms
f ∈ AutG such that f(v) = v holds f(u) = u.
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Remark. The antipodality relation is transitive but generally is not symmet-
ric.
Definition 17. We define a layer of weight k as
Lk = {v ∈ G(s) : |v| = k}
Definition 18. We say that layers t and l are connected if ∃v, u |v| = l, |u| =
t : (u, v) ∈ E and write (t, l) ∈ E ′.
Below we show that for the graphs Cay (s) with sufficiently small s (s ≤
n/6 is sufficient) each vertex v has exactly one antipodal vertex: v + 1n.
To prove the claim we show that if 0n is a fixed point then layers of G(s)
are invariant (Theorem 9).
In the paper [4] Krasin proved the theorem if s is odd and
s /∈ {n−1
2
, n+1
2
, n/2
}
.
We use similar technique to generalize his result on the even case.
Definition 19. Let G2(s) denote the sub graph of Cay (s) inducted by all
vertices with even weight. Then the graph G(s) is defined as follows
G(s) =
{
Cay (s) , if s ≡ 1 (mod 2),
G2(s), if s ≡ 0 (mod 2).
The Theorem 7 states that G(s) is exactly the connected component of
Cay (s) that contains 0n.
3.1 Structure of G(s)
Theorem 7. Let s < n, then
1. s is even ⇒ Cay (s) has 2 connected components: vertexes of even and
odd weights.
2. s is odd ⇒ Cay (s) is a connected graph.
Proof. Let denote the linear closure of S (over Zn2 ) as Lin(S).
It is easy to see that the set of vertexes that can be reached from v is
exactly v + Lin(S) = {v + e|e ∈ Lin(s)}.
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1. All elements of Lin(S) have even weight.
Let’s show that Lin(S) contains each vector of weight 2: for all m 6= k
(coordinate numbers) let’s choose e1 ∈ S having k–th coordinate equal
to one, m–th — zero; the e2 is obtained from e1 by inverting m–th and
k–th coordinates. Then e1 + e2 ∈ Lin(S) is a vector having ones only
in m–th and k–th coordinates.
Therefore Lin(S) contains all vectors with even weight, so if two vectors
difference is even, they are in the same connected component.
Due to the equivalence
|v + u| ≡ |v|+ |u| (mod 2),
vertexes with even and odd weights can’t be connected.
2. Similarly the previous, Lin(S) contains all vectors with even weight.
Since Lin(S) has a vector with odd weight it contain all vectors of
weight 1. These vectors generate the whole space Zn2 (they are basis).
Theorem 8 (Connections between layers).
The neighbours set of level l is
N(l) =
{
t ∈
[
|l − s|, min(l + s, n− (l + s− n))
] ∣∣∣ t ≡ |l − s| (mod 2)} .
Proof. Let v has weight l and u is a neighbour of v, which means ∃e, |e| =
s : u = v + e.
We denote (v1 · u1, . . . , vn · un) as v ∩ u.
Let p = |e ∩ v| (the number of coordinates that equal to 1 in both e and
v). It’s clear that p is at least l + s− n:
max(0, l + s− n) ≤ p ≤ min(|v|, |e|) = min(l, s). (21)
Using that
• l − p coordinates are one in v and zero in e,
• s− p coordinates are one in e and zero in v,
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we get:
|u| = (l − p) + (s− p) = (l + s)− 2p. (22)
Combining (21) and (22), we get:
(l + s)− 2min(l, s) ≤ |u| ≤ l + s− 2max(0, l + s− n).
Using the equality (l + s)− 2min(l, s) = |l − s| we obtain
N(l) ⊂ {t ∈ [|l − s|,min(l + s, n− (l + s− n))]|t ≡ |l − s| (mod 2)}
To prove inclusion in the other side we just note that the bound (21) is
exact (for all v).
Corollary 6 (Number of connections). Let (l, t) ∈ E ′. Then each vertex
v, |v| = l has (
l
(s+ l)/2− t/2
)(
n− l
(s+ t)/2− l/2
)
neighbours of weight t in G(s).
Proof. A vector e correspond to a neighbour of weight t, p := |e ∩ v| ⇔
(l − p) + (s− p) = t.
We get p = (s+ l − t)/2.
The number of e, such that |e| = s, |e ∩ v| = p is(
l
p
)(
n− l
s− p
)
=
(
l
(s+ l)/2− t/2
)(
n− l
(s+ t)/2− l/2
)
3.2 The invariance property of layers
Lemma 8. Put
k(l) =
(
l
l/2
)(
n− l
s− l/2
)
for 0 ≤ l ≤ 2(s− 1). Let 6s ≤ n.
Then k(l + 2) < k(l).
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Proof. By definition:
k(l + 2) = k(l) · (l + 1)(l + 2)(s− l/2)(n− l − s+ l/2)
(l/2 + 1)2(n− l − 1)(n− l) .
The lemma follows from the following bound:
(l+1)(l+2)(s−l/2)(n−l−s+l/2)
(l/2+1)2(n−l−1)(n−l) =
4(l+1)(s−l/2)(n−l−s+l/2)
(l+2)(n−l−1)(n−l) ≤ 4 l+1l+2 s(n−s)(n−2s+1)(n−2s+2) <
4 · (n/s−1)
(n/s−2+1/s)(n/s−2+2/s) ≤
4 (n/s−2)
(n/s−2)(n/s−2) ≤ 1.
Theorem 9. Let 6s ≤ n, f ∈ AutG(s).
If 0n is a fixed point of f then each layer is invariant under action of f .
Proof. In the case of odd s, it’s sufficient to show that L1 is invariant. In the
case of even s it’s sufficient to show that L2 is invariant.
If 0n is a fixed point then Ls is an invariant.
Let k(v) denote the number of vertices u, such that (v, u) ∈ E and |u| = s.
Since Ls and the adjacency matrix are invariants then k(v) = k(f(v)).
The function k(v) depends only from weight of v. We define the function
k(l) by rule: k(l) = k(v) iff |v| = l.
For each l /∈ [0, 2s] k(l) = 0. According to Lemma 8 ,if l, l′ ∈ [0, 2s] and
l, l′ are even, then k(l) 6= k(l′).
Therefore, if v ∈ Ll, l ∈ [0, 2s], l is even then f(v) ∈ Ll. It means that
Ll is invariant.
Let s is even. According to above results, L2 is an invariant.
Let s is odd. According to above results, Ls−1 and Ls+1 are invariants.
Using the condition 6s ≤ n and Theorem 8, L1 is the only layer that con-
nected only with layers s− 1 and s+ 1. So, L1 is an invariant.
4 The oracle problem of antipodal vertex search
4.1 Definition
Definition 20. Let G = (V,E) be a regular graph. Let |V | ≤ 2n. Let
f : V → {0, 1}n be the mapping of vertexes to names. The number of possible
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vertexes names are exponentially larger than number of vertexes.
Let h be a numeration of neighbours for each vertex. (Holds that if u is
k–th neighbour of v then v is k–th neighbour of u).
The algorithm can send to the oracle name of a vertex and a number. The
oracle gives the name of a neighbour vertex corresponding to the number. If
the name or the number are invalid, then oracle returns an empty string.
The machine solves antipodal vertex search problem if for a given vertex
name and oracle it will find the name of any antipodal vertex.
According to the previous section, if s < n/6 then each vertex of Cay (s)
has exactly one antipodal one.
In the sequel we call the oracle problem of antipodal vertex search as the
problem.
We call the number of queries to oracle as complexity of an algorithm.
Remark. The mapping f inducts the isomorphism of graphs G = (V,E) and
f(G) = (f(V ), f(E))
4.2 Classical algorithm
Let s < n/6.
We present an algorithm that solves the problem with probability 1
m
and
complexity O(m2 n
s
).
Let v0 be the initial vertex. Without loss of generality, we can assume
that v0 is the image of the vertex 0
n.
• Initialisation:
1. The algorithm makes m queries to get all neighbours of v0 . The
oracle answers are exactly f(Ls).
2. The algorithm takes v1 ∈ f(Ls).
3. For each u such that (u, v1) ∈ f(E) the algorithm finds out the
weight of f−1(u) with following actions:
(a) Get all neighbours of u.
(b) Calculate x as the number of neighbours from f(Ls).
(c) According to Lemma 8: k−1(x) = |f−1(u)|.
The operation requires m2 queries.
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4. t := 1.
• At step t the algorithm keeps in memory:
1. The name of vertex vt : |f−1(vk)| = ts .
2. The set N(vt) = {u ∈ f(V )| (u, vt) ∈ f(V )}.
3. |f−1(u)| for each u ∈ N(vt).
• If (t+ 1)s ≤ n:
1. The algorithm takes vt+1 ∈ N(vt) such that |f−1(vt+1)| = (t+1)s.
2. The algorithm makes m queries to build N(vt+1).
3. For each u ∈ N(vt+1) the algorithm calculates
j(u) = min
x∈N(vt)∩N(vt+1)
|f−1(x)|.
This calculation requires m queries (for each u).
According to Theorem 11 and Theorem 8:
j(u) = |f−1(u)| − s.
4. t := t+ 1.
• If (t+ 1)s = n:
The algorithm returns vt.
• If (t+ 1)s > n:
1. The algorithm takes vt+1 ∈ N(vt) such that |f−1(vt+1)| = n− s.
2. The algorithm reads a random neighbour of vt+1 and returns it.
It is easy to see that
• The number of steps ≤ n
s
and each step requires m2 +m queries.
• If s | n then the algorithm solves the problem.
• If s /| n then the algorithm solves the problem with probability 1
m
.
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4.3 Quantum algorithm
In quantum case we the have space Cm ⊗ C2n and the oracle is the operator
Qˆ such that:
• Qˆ|b, v〉 = 0 if v is not a valid name of vertex.
• Qˆ|b, v〉 = |b, fb(v)〉 otherwise.
• Qˆ is linear.
Let L be the |V |-dimensional subspace of C2n generated by valid names.
Then Qˆ is a shift operator on Cm ⊗ L.
The quantum algorithm:
1. Prepare symmetric initial state |ψ0〉 = |Ψ〉|v0〉, where v0 is the input.
2. Calculate |ψt〉 = Qˆ ◦ (Γˆ⊗ Iˆ)ψt−1 for t = 1 . . . T .
3. Measure the state |r〉 = |a〉|v〉. Return v.
If conditions of Theorem 6 hold, then the algorithm requires ≈ π
2
m queries
and the probability to success ≥ 1
s2
− o(1).
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A Kravchuk coefficients estimation: the cal-
culations
The proof begins in the section 2.3.
Proof. Recall that (see Equation(11))
|P (Asn)− P (Bsn)| =
∣∣∣∣ s∑
l=0
P (Asn|Cl)P (Cl)−
s∑
l=0
P (Bsn|Cl)P (Cl)
∣∣∣∣ =∣∣∣∣ s∑
l=0
[P (Asn|Cl)− P (Bsn|Cl)]P (Cl)
∣∣∣∣ ≤
s∑
l=0
|P (Asn|Cl)− P (Bsn|Cl)|P (Cl) =
s∑
l=0
∣∣P (Al2k)− P (Bl2k)∣∣P (Cl) =
s∑
2|l, l=0
( kl/2)
(2kl )
(2kl )·(
n−2k
s−l )
(ns)
χ[s− l ≤ n− 2k] =
s∑
2|l, l=0
( kl/2)
(ns)
(
n−2k
s−l
)
χ[s− l ≤ n− 2k] ≤
s∑
2|l, l=0
( kl/2)
(ns)
(
nδ
s−l
) ≤ s∑
2|l, l=0
kl/2
(ns)
(nδ)s−l ≤
s∑
2|l, l=0
s! kl/2
(n−s)s (nδ)
s−l ≤
s∑
2|l, l=0
s! (n/2)l/2
ns
(nδ)s−l =
s∑
2|l, l=0
(
1− s
n
)−s s!
2l/2
δs−l
ns−l/2
≤
(
1− s
n
)−s s∑
2|l, l=0
s!
2
l
2
2
s−l
2 f(n)
s−l
2 n
n
s−l
2
ns−l
ns−l/2
=
(
1− s
n
)−s s∑
2|l, l=0
2
s
2 s! f(n)
s−l
2 n
2l ns/2
≤ (1− s
n
)−s 2 s2 (s+1)·s! f(n) s2 n
2 ns/2
≤
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≤ (1− s
n
)−s
2(s+ 1)!
(
f(n)
n
)s/2
= O ((s+ 1)!δs) .
B Concurrent measurement quantum walk
In this section we establish some properties of a measured quantum walk in
Cay (s). The main result of this section is Theorem 10. It states that the
probability to return in measured quantum walk is at least 1
poly(m)
.
Definition 21. |x〉–measured from time T0 walk:
If t ≤ T0 the state of the system is |ψt〉 = Uˆ t|ψ0〉.
If t > T0 the state of the system is:
|ψt〉 = Uˆ(I −Πx)|ψt−1〉 = Uˆ(I − I ⊗ |x〉〈x|)|ψt−1〉
Definition 22. The probability to stop at moment t > T0 is qt = |Πx|ψt−1〉|2.
Let’s define qt = 0 for t ≤ T0 .
Definition 23. The probability to stop till time t is pt =
t∑
t′=0
qt′.
In this section we prove the bound on the probability to stop in |0n〉–
measured walk (and call it as the probability to return).
Let’s denote:
|ξt〉 = Uˆ t|ψ0〉,
αt = 〈ψ0|ξt〉 = 〈ψ0|Uˆ t|ψ0〉.
Using result of Section 2.1 we get αt|ψ0〉 = Π0|ξt〉.
Lemma 9. The following holds:
|ψT0+∆t〉 = |ξT0+∆t〉 −
∆t−1∑
k=0
βkQˆ
∆t−k|ψ0〉,
βk = αT0+k −
k∑
j=1
βk−jαj .
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Proof. The proof by Induction. The base ∆t = 0 is clearly by the definition:
if t ≤ T0 then |ξt〉 = |ψt〉.
Acting Uˆ(I −Π0) on |ξT0+∆t〉 −
∆t−1∑
k=0
βkQˆ
∆t−k|ψ0〉 we get:
Uˆ(I − Π0)
[
|ξT0+∆t〉 −
∆t−1∑
k=0
βkUˆ
∆t−k|ψ0〉
]
=
Uˆ
[
|ξT0+∆t〉 − αt+∆t|ψ0〉 −
∆t−1∑
k=0
βkUˆ
∆t−k|ψ0〉+
∆t−1∑
k=0
βkα∆t−k|ψ0〉
]
=
|ξT0+∆t+1〉 −
∆t−1∑
k=0
βkUˆ
∆t−k+1|ψ0〉+
(
−αt+∆t +
∆t−1∑
k=0
βkα∆t−k
)
Uˆ |ψ0〉
= |ξT0+∆t+1〉 −
∆t−1∑
k=0
βkUˆ
∆t−k+1|ψ0〉 − β∆t+1Uˆ1|ψ0〉 =
|ξT0+(∆t+1)〉 −
(∆t+1)−1∑
k=0
βkUˆ
(∆t+1)−k|ψ0〉.
Corollary 7.
β∆t = Π0|ψT0+∆t〉 = 〈ψ0|ψT0+∆t〉,
qT0+∆t = |β∆t|2.
We suppose here that s is odd. This condition is necessary and sufficient
to have Π0|ψ2t+1〉 = 0, ∀t. Also we suppose that T0 is even.
Lemma 10.
Let t = O(m),
2dsk/m = O(1/n) and |k − n/2| /n ≤ δ =
√
2 lnn
n
.
Then
∣∣α2t − α2(t+1)∣∣ ≤ O( 1n).
Proof. Using (7) we get:
αt =
n∑
k=0
1
2n
(
n
k
)
cos (ωskt). (7)
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Let bk =
π
2
− ωsk, using Chernoff estimation we get:
1
2n
∣∣∣∣ n∑
k=0
[(
n
k
)
cos (ωdk2t)−
(
n
k
)
cos (ωdk2(t+ 1)
]∣∣∣∣ ≤
1
2n
∣∣∣∣ ∑
k∈M
(
n
k
)
(−2) [sin (ωdk(2t+ 12)) sin (ωdk)]∣∣∣∣+O( 1n) ≤
2
2n
∣∣∣∣ ∑
k∈M
(
n
k
)
sin (ωdk)
∣∣∣∣+O( 1n) =
2
2n
∣∣∣∣ ∑
k∈M
(
n
k
)
cos (bk +O(b
3
k))
∣∣∣∣ +O( 1n) ≤ O( 1n).
Using previous results we get a bound on β2t:
β2t = αT0+2t −
t∑
j=1
β2(t−j)α2j =
αT0+2t −
t−1∑
j=0
β2(t−j−1)α2j+2 +
t−1∑
j=0
β2(t−j−1)α2j −
t−1∑
j=0
β2(t−j−1)α2j =
αT0+2t −
t−1∑
j=0
β2(t−j−1)α2j −
t−1∑
j=0
β2(t−j−1) (α2j − α2j+2)
Rewriting the first equation for βT0+2t−2 and using α0 = 1, we obtain
αT0+2t−2 =
t−1∑
j=0
β2(t−j−1)α2j .
Lemma 11. In conditions of lemma 10. If s is odd, T0 is even then
|β2t| ≥ |αT0+2t| − |αT0+2t−2| − O(
1
n
)
t∑
k=0
|β2k|
We want to find the return probability till moment T , starting with T0 ≤
T . Let 0 ≤ τ ≤ T − T0 is such, that |αT0+τ | ≤ γ < 1.
Lemma 12. If τ is such that
T−T0−τ∑
k=0
|βk| = o(f) then
either pT = Ω(f/
√
τ)
or ∀t : T0 ≤ 2t ≤ T |β2t| ≤ |αT0+2t| − |αT0+2t−2| − o(f/n)
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Proof.
T−T0∑
k=0
|βk| =
T−T0−τ∑
k=0
|βk|+
τ−2∑
k=0
|βk|.
If wrong inequality
T−T0∑
k=0
|βk| = o(f) then
τ−2∑
k=0
|βk| = Ω(f) Using Cauchy–Schwarz
inequality we get:
τ−2∑
k=0
|βk| ≤
√
τ
√√√√T−T0∑
k=0
|βk|2 =
√
τ
√
pT .
and the second variant holds.
If holds
T−T0∑
k=0
|βk| = o(f), the previous lemma proves the first variant.
Lemma 13.
Let |αT | − q > 0.
If τ is such that
T−T0−τ∑
k=0
|βk| = o(f) and (τf/n) = o(1) then
pT ≥ (|αT |−q−o(1))
2
τ
.
Proof. If the second variant holds we use the previous lemma:
T∑
k=0
|βk|2 ≥ 1τ
(
T−T0−τ∑
k=0
|βk|
)2
≥
1
τ
(
T−T0−τ∑
k=0
|αk| − |αk−2| − o(f/n)
)2
= (|αT |−q−o(1))
2
τ
.
The second move can be done because the expression under the brackets
is positive because of conditions.
The found estimation is worse than the first variant. Therefore the lemma
is proved.
Let parameters satisfy the conditions of Theorem 4 for returning at mo-
ment T. Then |αT | = 1− o(1).
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Lemma 14. If
T−T0−τ∑
k=0
|βk| = Ω(f) then pT = Ω(f 2/(T − T0 − τ)).
The proof is omitted (use Cauchy–Schwarz inequality).
Combining above claims we get:
Let T − τ be a moment the measurement start and the end of the obser-
vation. Then holds one of three variants:
• at the starting moment the amplitude is high enough and the stop
probability is Ω(f 2/(T − T0 − τ))
• the probability to stop till moment τ is high
• absorbed a few, and the state at moment T is almost the same as in
nonmeasured walk (so, the probability to stop near moment T is high).
More formally, we get the theorem:
Theorem 10 (Returning with absorption).
Let s is odd.
Let parameters satisfy conditions of Theorem 4 with t = T .
Let parameters satisfy conditions of Theorem 6 with t = Tp where Tp =
T/2 + ǫ.
Then the probability to return in quantum |0n〉–measured walk with mea-
surement starting at moment T0 ≤ Tp is
pT ≥ Ω( nǫ(T−Tp)2 ).
Proof. Combining previous statements with following parameters :
1. τ = T/2− ǫ = T − Tp,
2. |αTp|2 ≤ 1− phitTp — theorem about hitting time,
3. f =
√
n/(T − Tp) — follows from conditions of lemma 13.
we get: pT ≥ min(
(1−
√
1−phitTp −o(1))2
T−Tp ; Ω(
n
ǫ(T−Tp)2 )) = Ω(
n
ǫ(T−Tp)2 ).
Remark. The following satisfy the previous theorem: ǫ ≤ 1; T − Tp = π2m.
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C Local connections theorem
Theorem 11 (Local connections between layers). Let v, u, q are vertices
such that (v, u), (u, q) ∈ E, |v| = l, |q| = t.
Then:
x is a layer such that (l, x), (t, x) ∈ E ′ ⇔ there exists vertex w ∈ Lx such
that (v, w), (q, w) ∈ E.
Proof. To prove the theorem we find each layer x such that exist vertices
e1, e2 of weight s and hold the following:
• |v + e1| = x,
• v + e1 + e2 = q.
Note that Hamming difference between v and q is at most 2s and it’s
even.
Let divide n coordinates on 4 parts:
• the first part of size a = |v ∩ q| — coordinates in which both v and q
have one.
• the second part of size b1 — coordinates in which v has one, excluding
chosen a coordinates. (a+ b1 = l)
• the third part of size b2 — the same for q. (a+ b2 = |q|).
• the last part of size d — the others (both vectors has zeros).
Let e1 has α ones in the first part, β, γ, δ are the number of ones in
other parts respectively.
Then e2 must have α, b1 − β, b2 − γ, δ ones in corresponding parts: in
the first and the fourth — on the same places there e1 has, in the second and
third — on the other places, there e1 has zeros. (So, e2 is fully defined by
e1.)
All parameters satisfy the following inequalities and equations:
b1 + b2 ≤ 2s;
α ≤ a; β ≤ b1; γ ≤ b2; δ ≤ d;
a+ b1 + b2 + d = n;
|v|+ (γ + δ)− (α + β) = |v + e1|;
α + β + γ + δ = |e1| = s;
α + (b1 − β) + (b2 − γ) + δ == |e2| = s.
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The last two equations give
β + γ =
b1 + b2
2
,
α + δ = s− b1 + b2
2
.
It easy to see that if (α, β, γ, δ) satisfy:
α ≤ a; β ≤ b1; γ ≤ b2; δ ≤ d;
α+ β + γ + δ = s;
then exist e1, e2 with corresponding properties.
The weight of |v + e1| is minimal if |v ∩ e1| is maximal. This happens
exactly then:
α = min(a, s− b1 + b2
2
),
β = min(b1,
b1 + b2
2
).
So we get the maximum value of x:
maxx = (a + b1) + (γ + δ)− (α+ β) = a+ b1 + s− 2(α + β) =
a+ b1 + s− 2(min(a, s− b1+b22 ) + min(b1, b1+b22 )) =
max(s− a− b1, a+ b1 − s, s− a− b2, a+ b2 − s) =
max(|l − s|, |t− s|) = A.
The weight of |v+e1| is maximal if |v∩e1| minimal. This happens exactly
then:
δ = min(d, s− b1 + b2
2
),
γ = min(b2,
b1 + b2
2
).
So we get the minimal value of x:
|v + e1| = (a + b1) + (γ + δ)− (α + β) = a+ b1 − s+ 2(γ + δ) =
a + b1 − s+ 2(min(b2, b1+b22 ) + min(d, s− b1+b22 )) =
min((a+ b1 + b2 + d) + (b2 + d− s), a+ b1 + s, a+ b2 + s,
(a+ b1 + b2 + d) + (b2 + d− s)) =
min(min(l + s, 2n− l − s),min(t+ s, 2n− t− s)) = B.
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Let (α, β, γ, δ) be any valid set of parameters corresponding to vectors
e1, e2. Note that:
• If the set (α′, β ′, γ′, δ′) = (α − 1, β, γ, δ + 1) is valid then |v + e′1| =
2 + |v + e1|.
• If the set (α′′, β ′′, γ′′, δ′′) = (α, β − 1, γ + 1, δ) is valid then |v + e′′1| =
2 + |v + e1|.
• If |v + e1| 6= A then at least one of this sets are valid.
In other words, B,B + 2, B + 4, . . . , A− 2, A are possible values of x.
So, we get:
{x|∃w ∈ Lx, (v, w), (v, q) ∈ E} =
{x ∈ [B,A] | x ≡ |l − s| (mod 2)}.
According to Theorem 8:
{x|(x, l), (x, t) ∈ E ′} = {x ∈ [B,A] | x ≡ |l − s| (mod 2)}.
The set of layers satisfying the left condition is equal to the set of layers
satisfying the right condition.
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