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AutoBCS: Block-based Image Compressive Sensing
with Data-driven Acquisition and Non-iterative
Reconstruction
Hongping Gan, Yang Gao, Chunyi Liu, Haiwei Chen, and Feng Liu
Abstract—Block compressive sensing is a well-known signal
acquisition and reconstruction paradigm with widespread appli-
cation prospect of science, engineering and cybernetic systems.
However, the state-of-the-art block-based image compressive
sensing (BCS) generally suffer from two issues. The sparsifying
domain and the sensing matrices widely used for image acquisi-
tion are not data-driven, thus ignoring both the features of the
image and the relationship among sub-block images. Moreover, it
requires to address high-dimensional optimization problem with
extensive computational complexity for image reconstruction.
In this paper, we provide a deep learning strategy for BCS,
called AutoBCS, which takes into account the prior knowledge
of image in the acquisition step and establishes a subsequent
reconstruction model to obtain fast image reconstruction with
low computational cost. More precisely, we present a learning-
based sensing matrix (LSM) from training data so as to ac-
complish image acquisition, therefore capturing and preserving
more image characteristics. In particular, the generated LSM
is proved to satisfy the theoretical requirements, such as the so-
called restricted isometry property. Additionally, we build a non-
iterative reconstruction network, which provides an end-to-end
BCS reconstruction to eliminate blocking artifacts and maximize
image reconstruction accuracy, in our AutoBCS architecture.
Furthermore, we investigate comprehensive comparison studies
with both traditional BCS approaches as well as newly-developing
deep learning methods. Compared with these approaches, our
AutoBCS framework can not only provide superior performance
in both image quality metrics (SSIM and PSNR) and visual
perception, but also automatically benefit reconstruction speed.
Index Terms—Deep Learning, Image Compressive Sensing,
Block Diagonal Matrix, Data-driven Acquisition, Fast Image
Reconstruction
I. INTRODUCTION
Compressive sensing(CS) has renewed explosive interest
in essential sampling techniques with the goal being to ac-
quire and reconstruct signals at sub-Nyquist sampling rates.
It automatically enables data hardware compression during
the sampling process of the signals of interest x ∈ Rn, which
provides significantly potential of lifting the energy efficiency
of sensors in modern signal processing applications. Under
the guidance of a series of landmark works of Cande`s [1] and
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Donoho [2], there have emerged a large number of CS-based
applications in recent years, such as single-pixel camera [3],
data security [4, 5], multilayer network [6], and transcriptomic
profiling [7].
Mathematically, CS states that x can be exactly recon-
structed from a set of non-adaptive measurements formed by
y = B·x with B of size m× n(m << n), assuming that x has
sparsity property and the sensing matrix (sampling patterns)
B meets certain structural conditions. Note that the number of
measurements, m, is on the order of the information-theoretic
dimension instead of that of linear-algebraic ambient dimen-
sion of x [8]. Obviously, the sparsity property of x, sensing
matrix B, and nonlinear reconstruction are three ingredients
for perfect reconstruction in CS theory.
Sparsity property. Signals of interest can always be well-
represented as a linear combination with just a few entries
from a certain dictionary or basis. Let’s focus on the sparse
signal firstly. A signal x is regarded as s-sparse when ‖x‖0≤ s.
Let
Σs = {x : ‖x‖0 ≤ s}. (1)
be the array of all s-sparse signals. In general, we always
deal with that x is not itself sparse, but it admits a well-
approximated sparse in a sparsifying basis Ψ ∈ Rn. If so, we
can write x as x = Ψ · v with v being s-sparse. Originally,
typical choices of transform basis for image sparse regular-
ization include discrete cosine transform [9], wavelet domain
[10], and etc.. However, these conventional sparse regular-
izations cannot seize higher-order dependency of coefficient
vector v. To capture their dependence, various specialized and
sophisticated regularizations have been exploited for CS of
images, most remarkably, group/structured sparsity [11, 12],
Bayesian/model-based sparsity [13], low-rank regularization
[14], and non-local sparsity [15]. These sparse regularizations
can develop interpretable sparsity prior of x, resulting in that
the corresponding reconstruction approaches often provide
more accurate and efficient reconstruction. For optimal CS
recovery, unfortunately, the aforementioned sparsity regular-
izations are either not data-driven learned or predefined in
CS-based image applications.
Sensing matrix. The sensing matrix B should satisfy cer-
tain structural properties in order to seize and preserve the
salient information of x during linear dimensionality reduction:
R
n→Rm. An elegant property of B that guarantees such signal
acquisition is called restricted isometry property (RIP) [16] if
2B approaches Σs as an approximate isometry. More formally,
a matrix B satisfies the (s,δs)-RIP if
∀x ∈ Σs, (1− δ )≤
‖Bx‖22
‖x‖22
≤ (1+ δ ), (2)
where the smallest constant δs ≤ δ obeying Eq. (2) is referred
to as the restricted isometry constant. Other famous properties
for selecting B include the coherence [17], the spark [8],
and the null space property [18]. Based on these guide
properties, numerous insightful sensing matrices have by now
been introduced for CS applications [19–21]. In particular,
it is widely believed that random matrices (e.g. Gaussian
sensing matrix) can allow us to perfectly reconstruct x from
only O(slog(n/s)) measurements in polynomial time through
different reconstruction algorithms [22]. However, the sensing
matrices used in practical CS applications are often signal
independent, which discards some prior information of signal.
Nonlinear reconstruction. With the obtained measure-
ments y and the transform sparsity of x, it is a well-established
fact that we can reconstruct the original signal x via the
following optimization problem:
x˜ = argmin
x
1
2
‖Bx− y‖22+λ‖Ψx‖1, (3)
where λ denotes the regularization parameter. We can refer to
this procedure as a nonlinear reconstruction mapping x˜= f (y).
An intuitive way to solve Eq. (3) is to utilize a convex
programming method. However, such a method often suffers
from high computational complexity when handling large
signals, such as image. To avoid this, a variety of lower cost
iterative approaches have been developed, including iterative
shrinkage-thresholding algorithm (ISTA) [23], alternating di-
rection method of multipliers (ADMM) [24], and approximate
message passing [25], to name just a few. Although these
algorithms benefit convergence guarantee and theoretical anal-
ysis, the involved parameters (e.g., penalty parameters and
step size) are always hand-crafted in the solvers. Moreover,
they usually need hundreds of iterations to converge to a (sub-
)optimal solution, leading to that the whole process is much
time consuming and may take a few minutes.
In summary, the aforementioned three issues are the core
issues of CS. From a theoretical perspective, the general-
purpose CS is always effective. However, practitioners in most
engineering applications are often faced with the industrial
bottlenecks, such as big data problem, high memory require-
ment, slow reconstruction speed. Many efficient strategies
have been exploited to promote CS from theory to industry,
including block CS [26], infinite dimensional CS [27], and
quantized CS [28], etc..
A. Motivation
Over the past decade, block CS has drawn particular interest
as it shows widespread application prospect of science and
engineering such as sparse subspace clustering [29], spectrum
sensing [30], as well as multiple measurement vector [31].
In particular, such a block-based CS framework has been
successfully adapted to image acquisition systems so as to
relieve the burdens in both memory and energy consumption
of sensor, and reconstruction algorithms [26]. As a conse-
quence, the block-based image compressive sensing (BCS) is
extraordinarily desirable for low-power imaging devices (e.g.,
wireless visual sensor network) because of their limited com-
putation capabilities. Compared with the traditional general-
purpose CS of image, BCS usually benefits the following
aspects. Firstly, block-based measurement is naturally suitable
for real-time, energy-limited imaging applications since it
avoids dealing with high-dimensional data. Secondly, we can
accelerate the image reconstruction as each sub-block image
is independently handled. Thirdly, the sensing operator only
takes a small amount of memory and corresponds to feasible
hardware architectures owing to its structured construction.
The initial BCS framework introduced by Gan et.al [26]
contains two separate phases: sampling and reconstruction.
In the sampling phase, the original signal/image of interest
is divided into non-overlapping sub-block images, then each
sub-block is independently measured via the same sensing
operator. In other words, the so-called BCS accomplishes
image acquisition in a block-by-block style. We can consider
the equivalent full sensing matrix in BCS as a block diagonal
matrix whose sub-blocks are identical copies of the used
sensing operator. In the reconstruction phase, linear estimation
coupled with two-stage iterative hard thresholding has been de-
voted to reconstruct the original image. Following this baseline
framework, some sophistical reconstruction algorithms have
been proposed to further improve the performance of BCS
by exploiting either extra optimization criteria [32, 33] or
image priors [34, 35], such as smoothed projected Landweber
reconstruction (SPL) [32, 36], collaborative sparsity (RCoS)
[34], and group-based sparse representation (GbSR) [35].
Although the aforementioned algorithms have promising
performance and are beneficial with theoretical analysis, they
are still encountered the challenges of adjusting parameters be-
cause they are essentially iterative algorithms solving Eq. (3).
Moreover, the transform domain and sensing operator in the
BCS are handcrafted (not data-driven) and therefore do not
adequately make use of the prior knowledge of images, as de-
scribed before. To overcome these problems, it unsurprisingly
motivates us to seek for the data-driven BCS strategy, that is,
learning BCS from a set of training data. To this end, one
should center on the following questions:
• Can we design a learning-based image acquisition without
handcrafting both the sparsifying domain and the sensing
operator?
• With the data-dependant acquisition, is there any possi-
bility that we can customize non-iterative reconstruction
algorithms for BCS?
• How does the performance of the data-driven BCS com-
pare to that of the state-of-the-art algorithms?
These questions naturally guide us to incorporate the deep
learning (DL) concept in BCS. Roughly speaking, DL is a
framework for automating feature learning and extracting,
which has broadly used in computer vision tasks. Inspired by
this technique, different attempts have been exploited to adopt
the DL concept to CS imaging. For one thing, improvements
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Fig. 1: Schematic representation of our proposed AutoBCS architecture. AutoBCS replaces the traditional BCS approach with
a unified image acquisition and reconstruction framework.
to iterative algorithms using DL technique like ADMM-CSnet
[37] and ISTA-net [38] have been introduced for image re-
construction, however, these frameworks still employ the tradi-
tional sensing operator and thus the data acquisition are signal
independent. For another thing, the block-based reconstruction
networks for BCS such as ReconNet [39] and DR2-net [40]
have been developed, nevertheless, these networks only utilize
intra-block information to recover a sub-block thereby yielding
heavy blocking artifacts, and thus requiring a postprocessing
algorithm. And thirdly, the pure DL-based BCS pipelines [41–
43] have been proposed, unfortunately, existing frameworks
usually use the undesirable fully connected network, and they
are not fully recognized in theoretical analysis.
B. Main contributions
To address the previously described problems, motivated by
the perceptual learning archetype, we propose a pure DL-based
framework for BCS from data acquisition to reconstruction
in this paper. Figure 1 shows the schematic representation
of our proposed AutoBCS architecture, which replaces the
traditional BCS approach, with a unified image acquisition
and reconstruction framework. The main contributions are
summarized as follows:
• We build a bridge between traditional non-learning strate-
gies and prior knowledge from training sub-block image
sets and develop a learning-based sensing matrix (LSM)
for image acquisition, therefore without handcrafting the
sparsifying domain and the sensing operator.
• The generated LSM is proved to satisfy the theoretical
guarantees, such as RIP, and thus can be applied to the
traditional BCS framework while the sampling efficiency
can be significantly improved.
• We develop a non-iterative image reconstruction strategy
mainly relying on our customized octave reconstruction,
which establishes an end-to-end BCS reconstruction to
eliminate blocking artifacts and maximize image recon-
struction accuracy, in the proposed AutoBCS architecture.
The experimental results on several public testing databases
all demonstrate that, compared with the other state-of-the-art
approaches, our AutoBCS framework can not only provide
superior performance in both image quality metrics (PSNR and
SSIM) and visual perception, but also automatically benefit
reconstruction speed.
The rest paper is organized as follows. In Section II,
we briefly review the related works to highlight our mo-
tivations. Section III describes our AutoBCS framework in
detail. Extensive experiments are derived in Section IV to
present the superiorities and effectiveness of the proposed
framework. Section V demonstrates the relevant discussion
and we conclude this paper in Section VI.
II. RELATED WORK
In this section, we will review some related works on
both traditional block-based and DL-based image compressive
sensing via a general insight to highlight our motivations
and contributions, and simultaneously introduce the octave
convolution.
A. Traditional block-based image compressive sensing
Considering a full-size image x of n= H×W pixels, BCS
divides x into non-overlapping sub-block images with size
A× A and measure each sub-block using the same sensing
operator. Let xi denote the vectorized vector of the i
th sub-
block in raster-scan manner. Using an ma×A
2 sensing matrix
BA, we can obtain the corresponding measurements yi via
yi = BAxi. (4)
Such a way is equivalent to apply general-purpose CS to the
whole image x by using a block diagonal sensing operator B
defined as:
B =


BA 0 · · · 0
0 BA · · · 0
...
...
. . .
...
0 0 · · · BA

 . (5)
Note that ma = ⌊
mA2
n
⌋ and the sampling rate is τ = m
n
, where
m is the total number of the measurements y through B.
4As an inspiring work, Gan et. al [26] used linear MMSE
estimation as criterion to obtain initial solution, and then
employed two-stage iterative hard thresholding to further
improve the quality of initial image. Following this baseline
framework, Mun et. al [32] then developed a better image
reconstruction strategy for BCS, dubbed D-SPL, which com-
bines SPL with direction transforms to simultaneously benefit
smoothness and sparsity. It suggests that the dual-tree discrete
wavelet transform (DWT) and contourlets can provide the
better reconstruction performance at low sampling rates. An
improvement to this method, which utilizes multiple scales
and sub-bands of DWT, was proposed by Fowler et.al in [33].
After that, they used a multi-hypothesis prediction to develop
a different BCS strategy, dubbed MH-SPL, for images and
videos [36]. For still image, MH-SPL first calculates a multiple
prediction of an sub-block image from spatially surrounding
sub-blocks as an initial reconstruction and then obtains the
final prediction of the sub-block through an optimal linear
combination. For video, MH-SPL can obtain the correspond-
ing multi-hypothesis prediction of a frame from previously
recovered adjacent frames. Comprehensive reviews on this
kind of BCS method and its applications can be found in
[44]. Moreover, block/patch-based methods that enforce the
nonlocal self-similarity and local sparsity, such as RCoS [34]
and GBsR [35], were developed for natural image. These
aforementioned approaches can always obtain a higher-quality
image but with a low reconstruction speed.
In a nutshell, the traditional BCS strategies generally en-
hance the performance by mainly designing the sparsifying
domain or exploiting the prior knowledge of the image.
Different from them, our method is a pure data-driven BCS
framework from image acquisition to reconstruction. Com-
pared with traditional BCS paradigm, our data-driven method
automatically learns the features of each sub-block image and
the relationship among sub-blocks and develops a learning-
based sensing matrix from training data to obtain image
acquisition. In addition, the proposed AutoBCS can provide
better image recovery accuracy with an extremely fast recovery
speed.
B. Deep learning-based image compressive sensing
To substitute the traditional iterative reconstruction ap-
proaches, several attempts have been devoted to adopt the
DL technique to CS imaging. Roughly speaking, we can
divide these DL-based BCS frameworks into three categories.
First of all, interpretable optimization-inspired image recon-
struction strategies have been developed by casting iterative
optimization algorithms into DL form, in which the involved
parameters are not hand-crafted, but being gradually learned
end-to-end. For example, Yang et. al [37] introduced an
effective iterative deep architecture, called ADMM-CSnet,
which is inspired by the iterative ADMM solver for solving
Eq. (3). Based on ISTA solver, similarly, Jian et. al [38]
developed ISTA-net to solve the proximal mapping related to
the sparsity-inducing regularizer, which indeed improves the
recovery performance. Nevertheless, these frameworks mainly
focus on learning the sparsifying domain and reconstruction
strategy without concerning the sensing operator, and thus the
data acquisition are not data-dependant, which may weaken
the CS performance.
In the second place, learning block-based image reconstruc-
tion networks have been designed for CS imaging. At the
beginning, Mousavi et. al [45] applied a stacked denoising
autoencoder non-iterative network (SDA-net) to reconstruct
the image from its measurements. Following this work, Kulka-
rni et. al [39] and Yao et. al [40] respectively developed two
non-iterative reconstruction frameworks, known as ReconNet
and DR2-net, by borrowing insights from traditional BCS re-
construction methods, which have competitive reconstruction
performance with a significantly short recovery speed. How-
ever, such non-iterative reconstruction networks usually have
two deficiencies. For one thing, these non-iterative networks
only employ intra-block information to recover a sub-block
image thereby yielding blocking artifacts, and thus requiring
an addition de-blocking algorithm with high computational
complexity. For another, the involved sensing matrix for image
acquisition is hand-crafted as well, i.e., these networks still do
not take into account the sampling patterns of data acquisition.
To address these problems, finally, the pure DL-based BCS
pipelines [41–43] have been proposed for CS imaging, which
train a non-iterative reconstruction network associated with
learning the sampling patterns. For example, Wu et. al [42]
introduced a BCS framework, called CS-net, for jointly opti-
mizing the sampling patterns and the reconstruction strategy
via convolutional neural network, which was further extended
in [43]. In their research, CS-net can provide substantial im-
provements on reconstruction accuracy than other algorithms,
with a fast running speed. However, the existing pure DL-
based BCS frameworks still suffer from many disadvantages,
such as less theoretical or comprehensive analysis, using the
undesirable fully connected or repetitive network, and etc.,
which may hinder their practical applications.
Fundamentally, our proposed AutoBCS is a pure DL-based
BCS framework, which utilizes networks to learn mapping
between a set of measurements obtained by LSM and high-
quality image. Although both our proposed AutoBCS and
other pure DL-based ones have similar inspirations, they are
different due to the following reasons. On one hand, our
framework not only learns the prior information of images,
but also develops LSM for image acquisition. The generated
LSM is proved to satisfy the theoretical guarantees of the
sampling patterns. One the other hand, existing reconstruction
networks generally use either fully connected or repetitive con-
volutional layer to accomplish image reconstruction, while our
customized non-iterative reconstruction module in AutoBCS
goes beyond that to consistently boost accuracy for image,
reducing computational complexity and memory cost.
C. Octave convolution
In convolutional neural networks, we can consider the
output feature maps of a convolution layer as a mixture of
information at multiple spatial frequencies. Octave convolution
introduced by Chen et. al [46] is a novel frequency decom-
position of convolution operation, which stores and processes
5Fig. 2: The deep neural network architecture of AutoBCS contains two parts: data-driven image acquisition module and non-
iterative data reconstruction module. Note that we use different colors for the corresponding block processing to distinguish
different sub-block images.
the mixed feature maps, while decreasing spatial redundancy.
As an alternative of vanilla convolutions, it is a kind of plug-
and-play convolutional operator, and can effectively reduce the
resolution for low frequency maps and enlarge the receptive
field, and thus saving both computation and storage. With
achieving significant performance gain, octave convolution is
perfectly suitable for a variety of backbone deep convolutional
networks related to image and video processing tasks, such
as Res2Net [47] and stabilizing GANs [48], without any
adjustment on the backbone network architecture.
For the sake of augmenting the detail recovery and max-
imizing image reconstruction accuracy, we specially modify
the original octave convolution and customize an octave trans-
posed convolution to make the octave idea more suitable for
our non-iterative reconstruction network in this work. The
related details about modified octave convolution and octave
transposed convolution are introduced in Appendix A, Part
I and Part II, respectively. Compared with general DL-based
ones, our customized octave reconstruction strategy does not
contain fully connected or repetitive network, nor does it
require de-blocking processing.
III. PROPOSED METHOD
In this section, we will develop a pure DL-based BCS
framework with data-driven image acquisition and non-
iterative data reconstruction to solve the questions mentioned
in Section I, that is, how to efficiently measure image without
handcrafting both the sparsifying domain and the sensing
operator for better sampling; how to use non-iterative recon-
struction network to reconstruct image for better recovery
accuracy.
A. Framework of AutoBCS
The proposed AutoBCS is a pure DL-framework incorpo-
rating data-driven image acquisition and reconstruction mod-
ules, as described in Fig. 2. In the data acquisition mod-
ule, AutoBCS automatically captures the features of each
block image and the relationship among sub-block images
and correspondingly develops a learning-based sensing matrix
(LSM) from training data. In the image reconstruction module,
AutoBCS learns a reconstruction mapping between a set of
measurements obtained by LSM and high-quality images. As
the mapping is made, a low-dimensional and mutual joint
manifold of these two types of data is implicitly learned, seiz-
ing an extremely expressive representation which maximizes
image reconstruction accuracy. To be specific, the non-iterative
reconstruction module used in AutoBCS includes two phases:
initial reconstruction sub-network and octave reconstruction
sub-network. The former aims to obtain an initial recovery
image with the global structure while the latter focuses on
augmenting fine details and finally outputs a high-quality
reconstruction image.
For data training, the image acquisition module and the
reconstruction module in AutoBCS are jointly optimized,
and form an end-to-end network in order to maximize both
sampling efficiency and recovery performance. For application
implementation, the trained LSM is utilized to yield a set of
measurements for each sub-block, and equivalently forms a
block-diagonal matrix with constrained structure for encoding
the full-size image to obtain image acquisition. Moreover, the
trained non-iterative reconstruction module is considered as a
decoder to accomplish image reconstruction.
B. Data-driven image acquisition module
As described in Eq. (4), the traditional BCS employs BA
to respectively obtain a set of measurements yi from each
sub-block image xi. In our AutoBCS, a convolutional layer
with kernel size (A) and stride (A) and zero bias is used to
implement the linear non-overlapping block-based sampling
stage, as each row of BA can be considered as a filter. More
6Fig. 3: Histograms of the element distribution of PA in the
cases: (a) τ = 0.2; (b) τ = 0.1; (c) τ = 0.05; (d) τ = 0.01,
respectively, where the red line corresponds to standard Gaus-
sian distribution.
specifically, the image acquisition of AutoBCS is shown in the
upper left part of Fig. 2, where Np denotes the total number of
sub-block images, and the size of each filter used in sampling
layer is the same as that of sub-block image, i.e., A×A1. At
a sampling rate τ = m
n
, the sensing matrix BA has ma = ⌊
mA2
n
⌋
rows for image acquisition. As a consequence, the convolution
layer has ma filters of size A×A to obtain ma measurements.
For example, if τ = 0.01, there are 10 filters of size 32× 32
in the sampling layer.
To be more formal, let FA represent ma filters of the sam-
pling convolution layer. Mathematically, the non-overlapping
block-based image acquisition can be formulated as a convo-
lution operation:
yi = conv(FA,xi) = FA ∗ xi, (6)
which corresponds to the sampling procedure of traditional
BCS described by Eq. (4). When inputting an sub-block
image xi to the sampling layer, the output yi is a vector
of size ma, which can be considered as the corresponding
measurements of xi. In AutoBCS architecture, the sampling
layer automatically learns the sampling patterns from the
training data, i.e., the weights of FA are gradually optimized
for better data acquisition. Once the training is completed, we
can obtain the corresponding LSM, denoted by PA. LSM can
naturally capture the features of each sub-block image and the
relationship among sub-blocks, and thus can guarantee that yi
inherits more structural characteristic of xi.
In order to analyse the property of PA, we have trained
four AutoBCS networks at four sampling rates, i.e., τ ∈
{0.2,0.1,0.05,0.01}. The training details will be introduced in
Section V. To this end, Fig. 3 plots the element distribution of
the trained PA for visualization, where the red line corresponds
to standard Gaussian distribution. From these histograms, it
can be distinctly observed that the elements of PA, Pk, j (1 ≤
k ≤ ma,1 ≤ j ≤ A
2) indeed obey Gaussian-like distribution,
especially for AutoBCS with higher τ .
Although the elements of LSM and Gaussian matrix meet
a similar distribution, they are totally diverse in essence
1As done in other BCS frameworks, we employ block of size A = 32 in
our work.
because of the following two aspects. Firstly, Gaussian ma-
trix in traditional framework is usually handcrafted without
considering the prior information of the data, while our LSM
is fundamentally learned according to the prior knowledge,
rather than manually set. Secondly, the statistical properties
of elements of Gaussian matrix, such as mean and variance,
are fixed and signal independent, while these characteristics of
elements of LSM are gradually optimized from training data
to improve the sampling efficiency. Roughly speaking, we can
consider that PA is automatically learned from the training
data, whose elements follow a Gaussian-like distribution.
As described before, random matrices based on Gaussian,
Bernoulli or more generally a Gaussian-like distribution [22]
have been shown to perfectly promote the theory of CS to
satisfy real-world data acquisition demands. As a consequence,
we can leverage the well-known theorems on random matrices
to obtain many interesting conclusions for our trained LSM,
coming with theoretical guarantees. For brevity, we present the
details in Appendix B. In another viewpoint, for the full-size
image x, the equivalent sensing operator P can be considered
to follow the form of Eq. (5) with constant block diagonal el-
ement PA. As might be expected, the equivalent block sensing
matrix P follows the RIP- or coherence-based performance
guarantees as well. More related theoretical details on block
diagonal matrices can be found in [49, 50] and the references
therein.
In short, the trained LSM implicitly learns the structural
characteristic of images, and meets asymptotically optimally
theoretical guarantees. As a result, the proposed AutoBCS
is data-driven, which will automatically benefit the image
acquisition.
C. Non-iterative data reconstruction module
We implement our non-iterative image reconstruction mod-
ule with a deep neural network architecture consisted of
an initial reconstruction sub-network followed by an octave
reconstruction sub-network.
1) Initial reconstruction sub-network: Using linear MMSE
estimation as optimization criterion, the traditional BCS frame-
works [26] utilized an A2×ma reconstruction matrix B̂A =
ρxi,xiB
T
A(BAρxi,xiB
T
A)
−1 to obtain initial reconstructed image,
i.e., x̂i = B̂Ayi, where x̂i is the reconstructed vector of the i
th
sub-block image and ρxi,xi denotes the autocorrelation function
of the input data. As a replacement to the reconstruction
matrix, a convolutional layer with 1024 kernels of size 1× 1
and no bias terms is used to perform the initial reconstruction
in our AutoBCS. It is noticed that the initial reconstruction
sub-network is a linear signal reconstruction layer, as there is
no activation function and bias.
Similar to the data acquisition, we can also formulate the
initial reconstruction as a convolution operator:
x̂i = conv(F int ,yi) = F int ∗ yi, (7)
where x̂i denotes the initial reconstruction vector of xi and F int
represents A2 filters of size 1× 1 in the initial reconstruction
layer. Obviously, x̂i is a 1×A
2 vector. The traditional BCS
strategies always resize and concatenate these reconstruction
7vectors obtained by reconstruction matrix to gain the initial
reconstruction result of x. Following this baseline framework,
we first resize each 1×A2 reconstruction vector x̂i to an A×A
sub-block result, and then concatenate all sub-blocks to obtain
an initial reconstruction image x̂ in our AutoBCS. Let γ(·)
and ζ (·) denote the reshape operator and the corresponding
concatenation, respectively. We can formulate the following
model:
x̂ = ζ


γ(x̂11) γ(x̂12) · · · γ(x̂1c)
γ(x̂21) γ(x̂11) · · · γ(x̂2c)
...
...
. . .
...
γ(x̂r1) γ(x̂r2) · · · γ(x̂rc)

 , (8)
where r and c jointly denote the positions of the sub-block
images in the original full-size image.
In fact, only exploiting the initial reconstruction sub-
network is not sufficient because the sub-block image quality
of the initial recovery is low and the concatenation operator
will always yield blocking artifacts in the space domain. For
the sake of exact reconstruction, we develop a customized
octave reconstruction sub-network, which can automatically
draw on the information of both intra- and inter- sub-block
images, to eliminate blocking artifacts and maximize image
reconstruction accuracy.
2) Octave reconstruction sub-network: As shown in the
bottom part of Fig. 2, an octave convolution modified U-net
architecture is introduced to further improve the reconstruction
quality of x. Similar to traditional U-net [51], our proposed
octave reconstruction sub-network consists of a contracting
path and an expanding path as well. The goal of the former is
to produce high-dimensional features from the local receptive
field. Thus, this part could be considered as feature extraction
part, which is a set of octave-convolution and max-pooling
operations (two convolutions followed by one max-pooling).
For the contracting path, two separate operations F e and F d
(denoted by the blue and red arrows in Fig. 2, respectively)
are involved and can be summarized as:
F e(χ̂ ) = ReLU(ModOctConv(χ̂ ,3)+ z), (9)
F d(χ̂ ) =MaxPool(χ̂ ,2), (10)
where χ̂ is the input feature maps, and ModOctConv(·,3) de-
notes the 3×3 modified octave convolution operation designed
in Appendix A, Part I, z is the bias of this layer, ReLU(·) rep-
resents one of the most common activation function (Rectified
linear unit, max(0,x)), MaxPool(·,2) is the 2×2 max-pooling
operation.
The design of the upsampling-path is to increase the resolu-
tion of the images to the original size, and more importantly,
such a U-shape design allows the network to perform convo-
lution on feature maps at different spatial resolution, resulting
in a multi-scale feature representation with enlarged receptive
fields. Thus the first operation in this part is a transposed
convolution to increase the resolution of the feature maps
gradually to the original size. This operation F u, denoted by
purple arrow in Fig. 2, is included to oppose the effects of
pooling layers, and it can be expressed as:
F u(χ̂ ) = ReLU(OctTransConv(χ̂ ,2)+ z), (11)
where OctTransConv(·,2) represents the 2× 2 octave trans-
posed convolution introduced in Appendix A, Part II.
Immediately after these transposed operations, some con-
catenations between layers of contracting path and expanding
path are introduced to compensate the potential spatial loss
during the down-sampling path. We can formulate the con-
catenation F c, denoted by black dash arrow in Fig. 2, as:
F c(χ̂ 1, χ̂ 2) =MatrixCat(χ̂ 1, χ̂ 2), (12)
where χ̂ 1 and χ̂ 2 denote the corresponding feature maps of the
layers of contracting path and expanding path, respectively. For
example, if the sizes of matrices χ̂ 1 and χ̂ 2 are 256×256×10
and 256× 256× 20, respectively, then the output will be a
matrix of size 256× 256× 30.
Finally, a skip connection between the initial reconstruction
result and the final output forms a residual block and can
help the training convergence more easily. Therefore, the final
reconstructed image x˜ can be obtained by:
x˜ = x̂+OctReconNet(x̂), (13)
where OctReconNet(x̂) denotes the output of the octave re-
construction sub-network.
D. Loss Function
The proposed AutoBCS is a pure DL-based BCS framework
from image acquisition to reconstruction. Given an input
image x, our aim is to estimate parameters W of AutoBCS
such that it can automatically and efficiently obtain samples y
via image acquisition module, and then rapidly and exactly
reconstruct x from y through data reconstruction module.
To achieve this goal, we take the original image x as the
ground truth and the corresponding reconstruction image x˜
generated by AutoBCS as output. Specially, we design two
loss functions. One is for training the whole AutoBCS, and
the other is for the initial reconstruction sub-network. For the
the whole AutoBCS, the loss function is
L (W ) =
1
2N
N
∑
j=1
‖AutoBCS(x j;W )− x j‖22, (14)
where N is the number of the training images, x j denotes the
jth original image, and AutoBCS(x j;W ) represents x˜ j. For the
initial reconstruction sub-network, the loss function is
Lint(W int) =
1
2N
N
∑
j=1
‖I(x j;W int)− x
j‖22 (15)
where W int and I(x
j;W int) represents the parameters and the
output of the initial reconstruction sub-network. Note that
the image acquisition and reconstruction modules are jointly
trained, which impels AutoBCS to overcome the two main
challenges of CS theory.
IV. EXPERIMENTAL VALIDATION
The proposed AutoBCS will be verified with extensive
experiments in this section. In addition, we will compare our
AutoBCS with conventional BCS methods including TAL3
[52], D-SPL [32], MH-SPL [36], RCoS [34] and GBsR [35],
8TABLE I: AutoBCS vs. different conventional BCS methods on three typical benchmark databases
Databases
Sampling
rate τ
TAL3 D-SPL MH-SPL RCoS GBsR AutoBCS
SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR
Set5
0.01 0.4553 15.51 0.1387 9.27 0.4352 18.01 0.4684 18.35 0.4901 18.78 0.6696 24.25
0.04 0.5121 19.98 0.2773 12.71 0.6101 22.50 0.6358 23.11 0.6888 23.82 0.8446 29.18
0.1 0.7855 26.85 0.7641 24.66 0.8217 28.63 0.8522 29.56 0.8679 30.12 0.9190 33.28
0.25 0.8903 31.57 0.8939 32.64 0.9055 33.20 0.9273 34.13 0.9401 35.72 0.9607 37.65
0.3 0.9008 32.68 0.9062 33.66 0.9164 34.08 0.9331 35.06 0.9496 36.89 0.9675 38.75
Avg. 0.7088 25.32 0.5960 22.58 0.7378 27.28 0.7634 28.04 0.7873 29.07 0.8723 32.62
Set14
0.01 0.3989 15.26 0.0978 8.95 0.4211 17.22 0.4274 17.56 0.4330 17.81 0.5968 23.12
0.04 0.5083 19.37 0.2170 12.91 0.5345 21.02 0.5686 21.73 0.5849 22.32 0.7348 28.67
0.1 0.6883 25.21 0.6908 24.27 0.7492 26.88 0.7612 27.13 0.7954 28.24 0.8343 29.56
0.25 0.8131 29.01 0.8264 29.71 0.8645 31.20 0.8836 31.86 0.9017 32.65 0.9205 33.67
0.3 0.8422 30.08 0.8482 30.68 0.8824 32.06 0.8910 32.65 0.9092 33.70 0.9347 34.81
Avg. 0.6502 23.79 0.5360 21.30 0.6903 25.68 0.7064 26.18 0.7248 26.94 0.8042 29.97
BSD100
0.01 0.3991 15.97 0.1065 9.65 0.4016 18.06 0.4258 18.31 0.4438 18.64 0.5578 23.79
0.04 0.4473 18.10 0.2201 13.30 0.4954 20.89 0.5187 21.48 0.5390 22.12 0.6833 26.40
0.1 0.6610 25.42 0.6341 23.45 0.6669 25.17 0.6817 25.45 0.7048 25.88 0.7937 28.74
0.25 0.7872 28.41 0.7811 28.25 0.8026 28.90 0.8234 29.63 0.8432 30.21 0.9019 32.33
0.3 0.8188 29.13 0.8086 29.20 0.8305 29.85 0.8445 30.23 0.8632 30.90 0.9215 33.39
Avg. 0.6227 23.41 0.5101 20.77 0.6394 24.57 0.6588 25.02 0.6788 25.55 0.7716 28.93
Fig. 4: Sample images from BSD500 database.
and the newly-developing DL approaches including SDA-net
[45], ReconNet [39], DR2-net [40], ISTA-net [38], and CS-net
[43]. Similar to our AutoBCS, the block size for these state-
of-the-art frameworks is set to A= 32 as well. The structural
similarity index (SSIM) and the peak signal-to-noise ratio
(PSNR in dB) [53] are used to evaluate the reconstruction
accuracies of network performance.
A. Training Details
1) Implementation: The implementation of the proposed
AutoBCS model has been done using Pytorch 1.0 Framework
on 2 TeslaV100 GPUs.
2) Experimental data: Our training dataset is composed of
400 images drawn from the popular database BSD500 [54],
namely 200 train images and 200 test images. Some sample
images for training are illustrated in Fig. 4. In order to improve
the network performance, data augmentation including image
flipping, rotating and their combination [55] are also applied
to account more detail cases of recovery images. In total, the
training images are prepared as 89600 sub-images (96× 96
pixel size), with mini-batch size of 64, for network training.
We train the proposed AutoBCS model for 100 epoches,
while the learning rate is scheduled as 10−3 for the first
50 epochs, 10−4 for 51-80 epochs, and 10−5 for final 20
epochs. In addition, five well-known datasets including Set5
[56], Set11 [39], Set14 [57], BSD68 and BSD100 [58], are
utilized as test data to increase the diversity and generality of
the benchmark. To facilitate visual perception, we only exploit
grayscale information of images for both training and testing,
as in other BCS approaches.
B. Comparisons with traditional BCS methods
In this part, the superiorities and effectiveness of the pro-
posed AutoBCS are validated by comparing with five conven-
tional BCS methods, namely TAL3, D-SPL, MH-SPL, RCoS,
and GBsR, on three typical benchmark databases including
Set5, Set14 and BSD100. For these conventional algorithms,
we use the default setups declared in the author’s websites,
and run them on an Intel(R) Core(TV) i7-4770 CPU @ 3.40
GHz with RAM 16.0 GB. The comparison results of SSIM
and PSNR for the aforementioned approaches are illustrated
in Table I and the best result for each unit, here and after,
will be marked in boldface. In an overall view, it can be
observed that our proposed AutoBCS obtains the best perfor-
mance in both SSIM and PSNR on the three databases than
all compared conventional BCS methods. Even comparing
with the best traditional algorithm GBsR, our AutoBCS can
enhance SSIM on average by approximately 33.46%, 24.82%,
Set5
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Fig. 5: Comparison of reconstruction time in logarithmic order
for traditional BCS methods and AutoBCS on the Set5 and
BSD100. Please zoom in for better comparison.
919.04/0.743024.66/0.908528.27/0.964736.03/0.991638.21/0.9939PSNR/SSIM
Ori 0.3 0.10.25 0.04 0.01
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Fig. 6: Illustration of reconstructed images by using AutoBCS at different sampling rates. The first column: original image; the
reconstruction columns for left to right correspond to τ = 0.3, τ = 0.25, τ = 0.1, τ = 0.04, and τ = 0.01, respectively. Please
zoom in for better comparison.
7.55%, 3.65%, and 3.74% at different sampling rates, where
τ ∈ {0.01,0.04,0.1,0.25,0.3}, and the PSNR improvements
are about 5.31 dB, 5.33 dB, 2.45 dB, 1.69 dB, and 1.82
dB, respectively. From these results, obviously, our proposed
AutoBCS has great benefits at all sampling rates. Although the
sampling rate is 0.01, particularly, our method still provides
superior performance in terms of both SSIM and PSNR.
Moreover, we plot the comparison of recovery time on the
databases Set5 and Set14 in the case of τ = 0.1. Please refer
to Fig. 5, where the vertical axis obeys t = 2+ log10(treal)
(treal represents real recovery time). For example, the real
reconstruction time of AutoBCS treal = 0.04 ms, then t = 0.60.
Inspecting the figures, it can be concluded that, our proposed
AutoBCS reduces the recovery time by a large margin and
outperforms the other traditional BCS algorithms in all cases.
Even comparing with the fastest traditional BCS algorithm
TAVL3, AutoBCS is three orders of magnitude faster in
recovery speed.
In addition, we visualize the reconstructed images in order
to facilitate visual comparison. Figure 6 illustrates the corre-
sponding reconstructed images for AutoBCS at τ from 0.01 to
0.3. It once again verifies that AutoBCS can still contain rich
semantic content even at a particularly low sampling rate. As a
TABLE II: Average PSNR (dB) comparison for AutoBCS and
various DL-based BCS methods on Set11
Alg.
Sampling rate τ
0.01 0.04 0.1 0.25 0.3 Avg.
SDA-net 17.29 20.12 22.65 25.34 26.63 22.41
ReconNet 17.27 20.63 24.28 25.60 28.74 23.30
DR2-net 17.35 21.14 24.98 25.87 29.12 23.69
ISTA-net 17.30 21.23 25.80 31.53 32.91 25.75
CS-net 20.94 24.91 28.10 32.12 33.86 27.99
AutoBCS 21.05 25.38 28.78 33.72 35.17 28.82
consequence, our proposed AutoBCS is extraordinarily desir-
able for low-power imaging devices. Finally, Fig. 7 depicts the
comparison of the reconstructed images at various sampling
rates. From these visual illustrations, we can evidently observe
that AutoBCS is superior to the traditional BCS methods,
especially in recovering detail and texture.
In summary, our proposed AutoBCS can improve the perfor-
mance in both reconstruction accuracy and recovery speed, and
bring about better results than the conventional BCS methods
in different cases on these public benchmark datasets.
C. Comparisons with DL-based BCS methods
In this part, several DL-based BCS methods, namely SDA-
net, ReconNet, DR2-net, ISTA-net, and CS-net, are compared
with our AutoBCS to further demonstrate the effectiveness
of the proposed approach. Following the previous work [38],
we select dataset Set11 and BSD68 for testing, and summa-
rize the comparison result of PSNR for these approaches in
Table II and Table III, respectively. For fair comparison, the
listed results are achieved from the corresponding works or
reproduced as stated in the optimal setting provided by the
corresponding papers. The denoising postprocessing operator
of SDA, ReconNet and DR2-net, i.e., BM3D denoiser, is also
TABLE III: Average PSNR (dB) comparison for AutoBCS and
various DL-based BCS methods on BSD68
Alg.
Sampling rate τ
0.04 0.1 0.3 0.4 0.5 Avg.
SDA-net 21.32 23.12 26.38 27.41 28.35 25.32
ReconNet 21.66 24.15 27.53 29.08 29.86 26.46
DR2-net 21.87 24.34 27.77 29.27 29.96 26.64
ISTA-net 22.12 25.02 29.93 31.85 33.60 28.50
CS-net 24.03 27.10 31.45 32.53 34.89 30.00
AutoBCS 25.12 27.46 32.18 34.23 36.34 31.07
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Fig. 7: Comparison for reconstruction images for traditional BCS methods and AutoBCS at various sampling rates. The first
to third rows correspond to τ = 0.1, τ = 0.2, and τ = 0.3, respectively. Please zoom in for better comparison.
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Fig. 8: Comparison of average reconstruction time (unit: ms)
to reconstruct a 256×256 image for different DL-based BCS
methods and AutoBCS on Set5 in case of τ = 0.01 and τ = 0.1.
considered, which can significantly enhance the reconstruction
accuracies. As illustrated in Table II and Table III, we can
make a conclusion that the proposed AutoBCS outperforms
all the competitive DL-based methods in the case of these
sampling rates. Let us check the recovery time for these ap-
proaches in the case of τ = 0.01 and τ = 0.1, which are shown
in Fig. 8. We can evidentially conclude that, compared with
traditional BCS approaches, the DL-based BCS algorithms
can achieve better performance, which verifies the superi-
orities of non-iterative reconstruction methods. Among the
aforementioned DL-based approaches, our proposed AutoBCS
obtains significantly better recovery accuracy with comparable
reconstruction speed.
In particular, several visual comparisons of reconstructed
images for τ = 0.1 are illustrated in Fig. 9. By checking
the figures, we empirically observe that the reconstruction
images of SDA-net, ReconNet, and DR2-net have heavy
blocking artifacts. On the contrary, our proposed AutoBCS can
smoothly reconstruct the image with more details and sharper
edges. Overall, we can conclude from the results that AutoBCS
have significantly improved the recovery performance in both
quantitative validation and qualitative visualisation than other
strategies being compared on the aforementioned databases.
V. DISCUSSION
In this section, we will firstly figure out LSM in comparative
perspective to show whether it can indeed enhance sampling
efficiency and then discuss whether our proposed AutoBCS is
robust to noise.
A. LSM versus traditional sensing matrices
As previously described, we develop LSM for data-driven
image acquisition in our proposed AutoBCS architecture. The
generated LSM automatically captures the feature of each
block image and the relationship among sub-block images,
and is proved to satisfy the theoretical guarantees. As a
consequence, LSM can significantly improve the sampling
efficiency, and can be generally extended to the traditional
BCS frameworks. To quantify the performance, we apply LSM
and other four traditional sensing matrices (GSM [8], BSM
[22], BcSM [28] and CbSM [26])2 in the aforementioned BCS
algorithms while other parameters remain unchanged. In case
of τ = 0.1 and database Set5, the corresponding results w.r.t
both SSIM and PSNR are reported in Table IV. According to
2Note that GSM and BSM are two typical random sensing matrices, namely
Gaussian and Bernoulli sensing matrices. BcSM is a widely used deterministic
binary code-based sensing matrix [28]. CbSM represents Chebyshev chaotic
binary matrix, which was introduced in [26].
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Ori
PSNR/SSIM
PSNR/SSIM
AutoBCSSDA-net ReconNet DR
2
-net ISTA-net CS-net
32.29/0.8694 32.60/0.876123.91/0.6735 25.68/0.6933 26.44/0.7528 28.45/0.7965
29.81/0.8663 30.33/0.889123.62/0.6469 24.14/0.6454 24.84/0.6997 26.11/0.7484
Fig. 9: Comparison for image reconstructions for various DL-based BCS approaches and AutoBCS at sampling rate τ = 0.1.
The reconstruction columns from left to right correspond to SDA-net, ReconNet, DR2-net, ISTA-net, CS-net and AutoBCS,
respectively. Please zoom in for better comparison.
TABLE IV: Comparison results for various sensing matrices with traditional BCS methods at τ = 0.1
Database
Sensing
Matrix
TAL3 D-SPL MH-SPL RCoS GBsR Avg.
SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR
Set5
GSM 0.7855 26.85 0.7641 24.66 0.8217 28.63 0.8522 29.56 0.8679 30.12 0.8183 27.96
BSM 0.7786 26.76 0.7747 25.16 0.8202 28.56 0.8498 29.42 0.8624 29.86 0.8171 27.95
BcSM 0.7858 26.97 0.7892 26.08 0.8238 28.81 0.8582 29.67 0.8701 30.34 0.8254 28.37
CbSM 0.7781 26.73 0.7571 24.47 0.8176 28.40 0.8487 29.46 0.8608 29.73 0.8125 27.76
LSM 0.8378 29.56 0.8375 29.86 0.8499 30.89 0.8908 31.79 0.9002 32.51 0.8632 30.92
Ori  GSM BcSM LSM
36.16/0.960734.25/0.937533.93/0.9359PSNR/SSIM
28.23/0.894723.76/0.818323.68/0.8187PSNR/SSIM
Fig. 10: Comparison of image reconstruction using three
sensing matrices combined with traditional GBsR algorithm.
First column: the original image; the reconstruction columns
are based on GSM, BcSM and our trained LSM, respectively.
Please zoom in for better comparison.
the comparison results, we can distinctly observe that these
traditional BCS methods equipped with our generated LSM
greatly enhance the sampling efficiency for better reconstruc-
tion, and they can improve the reconstruction accuracy by
roughly 5.48% on SSIM and 10.39% on PSNR in average.
Let us now validate the comparison methods in visual sight
to make it more convinced. We select “bird” and “butterfly” as
the original images of interest. Following the previous setting,
we show the comparison results in Fig. 10. From these visual
TABLE V: Average PSNR (dB) comparison of the competing
approaches for various noise levels on dataset Set5
Noise Alg.
Sampling rate τ
0.01 0.04 0.1 0.25 0.3
σn = 0.01
D-SPL 9.26 12.70 24.61 32.49 33.45
MH-SPL 17.96 22.48 28.62 33.02 33.87
GBsR 18.76 23.80 29.73 35.59 36.68
AutoBCS 24.25 29.18 33.26 37.51 38.54
σn = 0.05
D-SPL 9.26 12.71 24.83 30.90 31.66
MH-SPL 17.89 22.28 28.02 31.60 32.22
GBsR 18.16 23.46 28.92 33.13 33.79
AutoBCS 24.24 29.08 32.73 35.25 35.49
σn = 0.1
D-SPL 9.26 12.71 24.26 28.83 29.18
MH-SPL 17.30 20.96 26.41 29.34 29.64
GBsR 18.25 21.68 26.66 30.07 30.37
AutoBCS 24.21 28.77 31.54 31.81 31.59
plots, we can distinctly observe that the reconstructed images
seem to be much clearer and contain richer textures with more
edges and details. Totally speaking, LSM can indeed facilitate
the recovery performance in a large margin, compared with
other classic sensing matrices.
B. AutoBCS for noisy reconstruction
This part aims to measure the reconstruction performance
of AutoBCS for noisy occasions3. To this end, three con-
ventional BCS methods (D-SPL, MH-SPL, and GBsR) are
3It is worth noting that here we are still using the previously trained network
instead of retraining a new AutoBCS under noisy environment.
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Fig. 11: Comparison of noisy image reconstruction for tra-
ditional BCS approaches (D-SPL and GBsR) and AutoBCS
on Set5 in case of τ = 0.1 with Gaussian noise of σn = 0.1,
where the second and the fourth rows are corresponding image
errors. Please zoom in for better comparison.
simultaneously compared with AutoBCS in the setting of
dataset Set5 and additive Gaussian noise, where standard
derivations of Gaussian noise are σn = 0.01, σn = 0.05, and
σn = 0.1, respectively. The average PSNR results at various
noise levels are shown in Table V. According to these results,
we can clearly see that our proposed AutoBCS consistently
outperforms the other competing approaches. For σn = 0.01,
our average PSNR gains over D-SPL, MH-SPL, and GBsR
methods are larger than 10.05 dB, 5.36 dB and 3.64 dB,
respectively. For σn = 0.05, AutoBCS can enhance PSNR on
average by approximately 9.49 dB, 4.96 dB and 3.87 dB,
respectively. For σn = 0.1, our proposed framework surpasses
D-SPL, MH-SPL, and GBsR methods by 8.74 dB, 4.85 dB
and 4.18 dB. In particular, we illustrate the visual comparisons
at sampling rate τ = 0.1 with Gaussian noise of σn = 0.1 in
Fig. 11. From the visual plots, it can be observed that the
other BCS algorithms all yield visually annoying artifacts;
by contrary, the images recovered by the proposed AutoBCS
contain much fewer artifacts and seem to be much smoother.
In summary, the proposed AutoBCS obtains an outstanding
performance for noisy reconstruction according to the quanti-
tative and visual results.
VI. CONCLUSION
In this work, we present a novel pure DL-based framework
for BCS, called AutoBCS, which replaces the traditional
BCS approaches from data acquisition to reconstruction. The
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Fig. 12: The concept of modified octave convolution.
proposed AutoBCS develops a learning-based sensing patterns
to obtain data acquisition without handcrafting the sparsifying
domain and the related parameters, and customizes a subse-
quent inference model to accomplish fast image reconstruction
with low computational cost. In a nutshell, the generated
LSM is data-driven and its sampling efficiency is theoretically
guaranteed, and the computational complexity of image re-
construction is significantly reduced, through our framework.
Our proposed AutoBCS is verified on several image databases,
and the corresponding results demonstrate its effectiveness and
superiorities, compared with traditional BCS approaches as
well as the other newly-developing DL-based methods.
In the future work, we will further investigate why the
sampling efficiency of LSM can outperform that of random
matrices, although we have shown that LSM meets the theoret-
ical requirements. Moreover, some strong robust modified DL
strategies will be considered for noisy image reconstruction
occasions. Meanwhile, how to extend our proposed AutoBCS
to other image inverse problems, such as inpainting and
deconvolution, is another concerned direction of our future
work.
APPENDIX A
Part I: Modified octave convolution
Let X ∈ R{h×w×u} represent the input feature tensor of
a convolution layer, where h, w, and u denote the height,
width, and channel of the feature maps, respectively. Unlike
traditional vanilla convolutions, octave convolution explicitly
factorize the feature maps X along the channel dimension
into {XH ,X L}, where XH ∈R
{h×w×(1−t)u} denotes the high
resolution features, X L ∈ R
{h×w×tu} represents the low reso-
lution features, and t ∈ [0,1], respectively. Typically, for the
input layer of the octave network t = 0, and for the following
layers t = 0.5. In our work, the original octave convolution is
specially modified by replacing the nearest interpolation with
the transposed convolution. As a consequence, the correspond-
ing outputs of modified octave convolution, {Y H ,Y L}, can be
obtained as following:
Y H = conv(XH ,W H−H)+ convT(conv(X L,W L−H),2),
Y L = conv(X L,W L−L)+ conv(pool(XH ,2),W H−L),
where convT(·,k) is the traditional transposed convolution
operation with kernels of size k× k, pool(X ,k) denotes the
pooling operation with kernel size k×k, andW is the learnable
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weights of different layers. For visual observation, we illustrate
the concept of modified octave convolution in Fig. 12.
Note that the replacement of the nearest interpolation by
the transposed convolution will result in that the up-sampling
operation becomes a learnable block and can be optimized dur-
ing the training procedure of our network. Such a modification
will degrade more redundancy on the spatial dimension, and
obtain better multi-scale representation learning than vanilla
convolutions.
Part II: Octave transposed convolution
An octave transposed convolution is designed for our cus-
tomized octave reconstruction sub-network. Let {XH ,X L} be
the input feature maps, and {YH ,Y L}, Y H ∈ R
{2h×2w×(1−t)u},
Y L ∈R
{2h×2w×tu}, represent the output features. Then we can
formulate the octave transposed convolution as:
Y H = convT(XH ,W H−H ,2)+ convT(X L,4),
Y L = convT(X L,2)+ conv(XH ,W H−L).
Such an octave transposed convolution will allow the feature
maps {XH ,X L} double their spatial resolution, and can help
build the expanding part of the octave reconstruction sub-
network.
APPENDIX B
To begin with, we show the research of RIP-based guarantee
for LSM PA, following the works of [8, 22].
Theorem 1. An ma×A
2 LSM, trained from AutoBCS network,
satisfies the (sa,δa)-RIP with the prescribed δa and any
sa ≤ c0A
2/ log(ma/sa) with probability exceeding 1−2e
−c1ma ,
where two constants c0,c1 ≥ 0 and sa is sparsity of an
arbitrary signal ∈ RA
2
.
Theorem 1 implies that LSM meets asymptotically optimal
sampling performance. Moreover, this property straightfor-
ward allows us to pose other guarantees for LSM via the
Gershgoˇrin circle theorem, such as the coherence and spark
property. For example, the coherence property can be bridged
to the (sa,δa)-RIP. Therefore, it can be directly posed the fol-
lowing condition on our trained LSM that guarantees sampling
efficiency.
Theorem 2. For an ma×A
2 LSM satisfying the (sa,δa)-RIP,
then the coherence µ(PA) and spark of LSM follow µ(PA) =
δa/(sa− 1) and spark(PA)> 2sa, respectively.
Very similar results of sampling efficiency hold for random
matrices, such as Gaussian and Bernoulli matrices. For each
sa-sparse signal to be uniquely representation by its samples
ys, we can show that PA meets the (2sa,δa)-RIP with δa > 0,
as it indicates that all sets of 2sa columns of PA are linearly
independent, that is, spark(PA) > 2sa. From a theoretical
aspect, the RIP of LSM enables recovery guarantees that
are more robust than those based on coherence and spark
properties. In addition, we can also draw similar conclusions
by analyzing the elements’ characteristics of PA.
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