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ABSTRACT 
We give an algebraic derivation of the canonical form of a generic pair of 
projections. The result is used to determine the spectral shift of a pair of projections 
and various properties of Fredholm pairs. 
INTRODUCTION 
Let X be a complex Hilbert space and (P, Q) a pair of orthogonal 
projections in GE Following Halmos [7], we call (P, Q) a generic pair if P 
and 9 have no common eigenvectors. Let us denote by Zm,, (m, R = 0, 1) 
the s;bspace of Z defined as Z&, 
direct sum of these four subspaces, 
z, so that 
= {f EaPf = mf, Qf = nf}, byq the 
and by% the orthogonal complement of 
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Each of the five subspaces on the r.h.s of (1) reduces P and Q: 
where I and 0 denote the identity operator and the zero operator in the 
subspace under consideration. The pair ( Pfi, Q ,>, obtained by restricting P 
and Q to Zg, is a generic pair of projections in t k e 
PC and Qc commute. 
Hilbert space Zg, whereas 
The geometric and analytic structure of pairs of projections has attracted 
considerable attention (see for example [2,4,5,7,9] and references quoted 
therein). (2) shows that it is especially important to study generic pairs. It has 
been noticed by Chandler Davis (see $5 of [4]) that the structure of such a 
pair is determined (except for some unitary factors) by a single positive 
contraction in the range of P (or of Q). This fact was emphasized by Halmos 
[7], who presented a different proof, and it has been useful for example in the 
description of the numerical range of a pair of projections [9] and in Fourier 
analysis [ 1,9]. 
In the present paper we give a simple, essentially algebraic proof of the 
above-mentioned theorem concerning the structure of a generic pair of 
projections (see Theorem 1 below) and show that many of the results in a 
recent paper by Avron et al. [2] are rather evident consequences of this 
theorem. We also discuss Krein’s spectral shift function for pairs of projec- 
tions. 
1. GENERIC PAIRS OF PROJECTIONS 
If T is a bounded linear operator in a complex Hilbert space X, we use 
the notation AT) for its null space, S(T) for its range, (T(T) for its 
spectrum, (TI = (T*T) ‘/’ for its (positive) absolute value, and T = %‘,]I’] for 
its polar decomposition. If T is self-adjoint, then V,. is self-adjoint and 
commutes with T and with ITI, and if Jy(JTI) = {O], then V, is unitary (see 
OVI.7 of [8]). W e b gi e n with an elementary proposition, the proof of which is 
omitted. 
PROPOSITION 1. Let (E, F) be a pair of projections in A? 
(a) lf f ~3 is such that EFf = f, then Ef = f and Ff = f. 
(b) lf (E, F) is a generic pair, then EFf = f implies that f = 0; and 
Fg = LVE~ for some complex number (Y # 0 implies that g = 0. 
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If (P, Q) is a pair of orthogonal projections in x we set P ’ = I - P, 
Q’=l-Q,A=P- Q, and B = 1 - I’ - Q = P ’ -0. All these opera- 
tors are self-adjoint. From the definition of A and B and the fact that 
I” = P and Q” = Q, the following relations are easily obtained by simple 
algebraic calculations: 
A” + B2 = I, AB + BA = 0, (3) 
PQ = (I+ A)Q, QP=(I-A)P, (4 
PA’ = A’P = PQ’ P, PB’ = B’P = PQP, (54 
QA’ = A’Q = QP’Q, QB’ = B2Q = QPQ. (5b) 
In particular the following commutators are all zero: 
[P, A2] = [P, B2] = [Q, A2] = [Q, B2] = 0. 
If (P, Q) is a generic pair of projections, then so are (P, Q ‘), (P ’ , Q), 
and (P’,Q’). Th us, these pairs share certain structural properties. In 
particular we shall see that the ranges of P, P ’ , Q, and Q’ are isomorphic 
(Proposition 3). 
PROPOSITION 2. Let (P, Q) be a generic pair. 
(a) One has 
JtT( A) =.M(IAI) =-N(B) =h’“(jBI) =N( A k I) =_N( B _+ I) = {O}. (7) 
(b) The restriction of Q to 9?(P) is an injection, the range of which is 
dense in .9’(Q). 
(c) If A is compact, then 3i.s separable. 
Proof. (a): To prove (7) we consider for example A. We have f E.A$ A) 
a Pf=Qf, g~Jt/(A+z)oPg= -Q’g, hEJY(A-Z)oP’h= 
- Q ’ h. By the second part of Proposition I(b), all these null spaces are zero. 
Finally observe that Jy(T) =.NflTI) for any operator T. 
(b): If a vector f in 9(P) belongs to J(Q), then f ~41 - A) by the 
second equation in (4). So f = 0 by (7). Th is shows that the restriction of Q 
to 9(P) is invertible. 
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Since (QP)* = PQ, the orthogonal complement in 9’(Q) of the linear 
manifold Q@P) [ i.e. of the orthogonal projection of 9(P) into 9(Q)] is the 
null space of the restriction of PQ to 9(Q). As above, this null space is zero 
[if g EL%(Q) n&P), then g EJZ’(Z + A) be the first equation in (4); hence 
g = 0 by (7)l. 
(c): The restriction of A2 to .9(P) is a self-adjoint compact operator in 
g(P), and &‘(A”) = (0). So its range is dense in 9(P); hence 9(P) is 
separable (see Theorem 111.4.10 in [S]). An identical reasoning shows that 
.HP ‘) is separable. n 
The fact that _k’( A) =_&B) = {O} implies that the operators V,h and V, 
appearing in the polar decompositions of A and B are self-adjoint and 
unitary. We set V = V,V, and collect some further properties in the next 
proposition. 
PROPOSITION 3. Let (P, Q> be a generic pair. Then: 
(a) V, and V, commute with 1 Al and with (B(. 
(b) V,V, + V,V, = 0. 
(c) V is a unitary conjugation: V * = V-l = - V. 
(d) VP=P’VandVQ=Q’V. 
(e) VaP = QV, and V,P = Q’V,. 
Proof. (a): The commutativity of V, and 1 Al has already been pointed 
out (A is self-adjoint); since B2 = \B\’ = I - \A[‘, V, also commutes with 
IBI. 
(b): By (3) and the result of (a> we have 
0 = AB + BA = [A[ [B((V,V, + VsV,), 
and the assertion follows because Jv(l A\) =Jt/(l B\) = (01. 
(c): V is a product of two unitary operators, hence unitary, and V* = 
V,*Vz = V,V, = -V,V, = -V, where we have used (b). 
(d): By (a) and (b) we have 
VA = V,V,V,lAl = lAlV,V,V, = AV,V, = -AV,V, = -AV. (8) 
Similarly one gets that VB = - BV. Now the assertions follow by 
P=+(Z+A-B), Q = +(I -A - B), 
(9) 
P’= f(Z -A + B), Q’= ;(I +A + B). 
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(e): We multiply (8) from the right by V,. By using the relations 
AV, = V, A and V,” = I, this leads to V, A = -AV,. Since V, B = BV,, the 
first result of (e) is again easily deduced from (9). We omit the proof of the 
second one. n 
Parts (d) and (e) of Proposition 3 express an important fact, namely that 
%(P>, S(Q), ‘@P ‘>, and s(Q ‘> are all isomorphic if (P, Q) is a generic 
pair. In particular the operator V establishes an isomorphism between the 
ranges of P and P ’ (see also Lemma 5.4 in the paper by C. Davis [4]). If we 
set 3 = s(P) (with the induced Hilbert-space structure), then the restric- 
tion V of v to 3 is an isometry from 3 onto 3’ z s(P ’ 1, and 
It is clear that, in this decomposition of X, the projection P assumes the form 
P = Z 6~ 0. The operator Q may be written as a matrix 
Q= 
PQP 
P’QP 
(11) 
where the entries must be appropriately interpreted as operators in X,-Y’ 
or between Xand Xi . The basic result mentioned in the introduction is the 
fact that, apart from an identification of Xand z1 (through V for example), 
this matrix is determined by a single linear operator S acting in X 
By (6), the restriction A$ of A2 to X defines a positive self-adjoint 
operator in _‘%? with norm not exceeding 1, we define S : 27 + 2 to be the 
2 positive square root of A,. We also let C : Z +X be the positive square 
root of Z - A$ = Z - S2. In other terms, S is the restriction of 1 A) to X, and 
C the restriction of 1 BJ to 2E 
S = IAlz, C = IBIz. (12) 
It is clear that C and S are commuting positive contractions in X and satisfy 
C2 + S2 = Z (the identity operator in J?). Furthermore 
H(C) =JP-(S) = {o}; (13) 
indeed we have for example J’(S) =&lAl~) C&A) = (0). 
THEOREM 1. Let (P, Q) be a generic pair of projections in a Hilbert 
space 2?. Let 2’=2%‘(P), and let G, C, and S be as defined above. Then, in 
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the represent&on % = 3 @ XL , the projections P and Q assume the follow- 
ing matrix forms: 
(14) 
REMARKS. 
(i) If Xi is identified with Z through the isomorphism v” (so that 
A?= 37 @Z), then the expression for Q becomes 
Q= c” cs l i cs s” . (15) 
(ii) Halmos 171 obtained the representation (14) as an existence result, 
while our Theorem 1 gives more explicit expressions for C and S in terms of 
P and Q (see also pp. 306-308 of [ll]). 
Proof. From (5) and Proposition 3(c), (d) we get that 
PQP = PB’ = PB’P = P( Z - A’) P, 
P ’ QP ’ = VPV-‘VQ’ V-‘VP\‘-’ = VPQ’ PV-1 = VPA’PV-‘. 
This shows that the diagonal entries of the matrix (11) (interpreted as 
operators in X and 2’ respectively) are C 2 and VS2 c- ‘. 
To obtain the off-diagonal entries, we use the relations BA = PQ - 
QP, VBVd, = VP’ and the results of Proposition 3 to find that 
PQP ’ = BAP’= (B([A(V-‘PL = [B[x[A[x+LPL = CSf-‘PI 
and 
P’QP = -P~BA = -P~v+IBIIAI = I~(BI~IAI~P 
= GCSP. 
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If (P, Q) is a generic pair, then it is easy to calculate the integer powers of 
A and B by simple matrix multiplication [use (14) and the fact that C2 + S2 
= I]. For example ( p > l), 
(16) 
REMARK. Without assuming genericity, one can show that 92’(P) and 
9%‘(Q) are isomorphic if (IP - Ql[ < 1. A proof can be found in $105 of [lo], 
and the result can also be obtained from Proposition 3 by observing that 
X0, =&;,, = (0) if /AlI < 1. 
2. APPLICATIONS 
We say that an ordered pair (P, Q> of projection is a Fredholm pair if 
G = QP:S’(P) + S’(~> is Fredholm, i.e. if 9(G) is closed, AC> is closed, 
Jy(G) has finite dimension, 9(G) has finite codimension [2, 81. The index of 
the pair (P, Q) is then defined: 
Tnd(P,Q) = Ind(G) = dimJ(G) - dim 9(G)‘. (17) 
Proposition 2(b) shows that AG) nZz = (0) and 9(G)’ nZg = (01, so 
that 
J’(G) =q,,> 9(G)‘=Zai. (18) 
If (P, 0) is a Fredholm pair and U a unitary operator, then 
(UPV’, UQU- ‘1 is again a Fredholm pair. Some further properties of 
Fredholm pairs will be established below. 
PROPOSITION 4. Let (P,Q) b e a generic pair of projections. Then the 
following four statements are equivalent: 
(i> (P, 0) is a Fredholm pair, 
(ii) (Q, P> is a Fredholm pair, 
(iii) _+ 1 do not belong to the spectrum of A. 
(iv> IIAII < 1. 
If one of these conditions is satisfied, then Ind(P, Q) = 0. 
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Proof. By (18) we have J!‘(G) = 9(G)’ = (0). The equivalence of (iii) 
and (iv) is evident, and the equivalence of (i) and (ii) holds because Q = 
V,PVi’ and P = VsQV~’ with V, unitary [Proposition 3(e)]. 
If (( A(( < 1, then Z - A has a bounded inverse in z so that 9(Z - A) 
and a fortior-i 9((Z - A)P) are closed. Since QP = (I - A)P, QP is Fred- 
holm. This proves that (iv) implies (i). 
To show that (i) implies (iii), assume that (P, Q) is a Fredholm pair. Then 
Z - A maps 3(P) onto 9(Q), S’ mce (Q, P) is a also a Fredholm pair, I f A 
maps 9(Q) onto 9(P). Hence I - A’ maps 9(P) onto 9?(P). In other 
terms, C2 = Z - S2 maps X onto X [see (16)]; hence it has a bounded 
inverse. So 1 is in the resolvent set of S2 and by (16) also in the resolvent set 
of A2, i.e., (iii) is satisfied. n 
THEOREM 2. Let (P, Q) b e a p air of orthogonal projections. 
(a) (P, Q) is a Fredholm pair if and only if the subspaces +%& and zl, are 
finite-dimensional and the generic part ( Pg, Qr> is a Fredholm pair. Zf 
(P, Q) is a Fredholm pair, then 
Ind( P, Q) = dimzl, - dim&,, 5 m1 - m_,. (19) 
(b) Zf (P, Q) is a Fredholm pair, then so is (Q, P). 
(c) Z~A=P-Q is compact, then (P, Q) is a Fredholm pair. 
Proof. (a) is an easy consequence of the decompositions (1) and (2) and 
of (18) and (b) is obtained similarly by using also the equivalence of (i) and 
(ii) in Proposition 4. For (c) we observe that A assumes the following form in 
the decomposition (1) of %? 
A=OcB -Z@Z@O@A, (Ap = Pg - 0,). (20) 
So, if A is compact, the dimension of Xar and X?$, are finite, and A, is 
compact. Because + 1 are not eigenvalues of A, [see (7)], we then have 
(( A,[[ < 1. By the implications (iv) d (i) in Proposition 4, (Pg, Q,) is a 
Fredholm pair. W 
Now assume that A belongs to the Schatten class L%‘~(“, for some natural 
number p, in other words that 1 Al p is a trace-class operator in 2 Then A is 
compact; hence (P, Q) 1s a Fredholm pair by Theorem 2(c). Furthermore 
lAgI’= (; &)‘= (y ,,;g 
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in the representation &” =zs 8 Xs’ , Xg =2?( A,). Consequently SP is a 
trace-class operator in 3s. By using the decomposition (20) of A and the 
representation (16) for the powers of A,, one may easily check the following 
results: 
THEOREM 3. Let (P, Q> be a pair of orthogonal projections and p E 
(1,2,3,. . .}. Then A = P - Q belongs to gp($I if and only if2?& and ZIO 
arejnite-dimensional and S E JB~(X~). lf A E sp(m, then 
TrAP = 
i 
m, + m_, + 2TrSP if p is even, 
Ind( P, Q) = m1 - m_ I $p is odd. (21) 
Theorem 3 implies in particular the following result given in [2, 61: if p is 
odd and A ~9~(2+J, then 
TrAr +2n = Tr AP = m1 - m_1 forall n = 1,2,3 ,.... (22) 
(We recall that A 6gp(m 2 A E~$&F? if 4 > p.) More generally, if 
$ : [O, l] + C is a continuous function, A is compact, and +(A’) is a 
trace-class operator, then 
Tr$( A2)A = +(l)[mi - m-,]. (23) 
Proposition 3 allows one to compute the perturbation determinant A(z) 
and the spectral shift c(A) f or a pair of projections. These objects have a 
meaning for any pair of self-adjoint operators (H, H,) such that H - H, is of 
trace class. For a pair of projections (P, Q>, with A 3 P - Q E 3%‘&@, we 
have 
A(z) -det[Z+ (P-Q)(Q -z)-‘] =det[(P-z)(Q -z))‘] 
(2 E a=\R), (24) 
&(A) = iargA(A + i0). 
From general considerations (see e.g. $19.1.4 of [3]) it is known that 5 E 
L’(Iw), hl e(h)] dh Q II AIll (the trace norm of A), and Tr(P - Q> = Tr A = 
lR t(h) dh. In th e special case of a pair of projections, one has supp 5 c [O, l] 
[because a(P) = (0, I}], and in fact the function 5 can be given explicitly: 
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THEOREM 4. Let (P, Q) be a pair of orthogonal projections such that 
P - Q is of trace class. Then 
II,, - m _ , 
f or z E C\[O,l], (26) 
i 
0 
5(A) = 
if A 6z [o, l] 
n, - m-1 if h 6 [o, 11. 
(27) 
lf (I’, Q) is a generic pair, then A(z) = 1 and t(h) 3 0. 
Proof. 
(i) First assume that (P, Q> is a generic pair. Then by Proposition 3(e), 
A(z) = det[(P - z)(Q -z)-‘] = det[V,(P - z)(Q - z)-‘Vi’] 
= det[(Q - z)( P - z)~‘] = det{[(P - z)(Q - z)~‘1-I) 
SoA( t_l.SinceA(z)isanalyticonC\\andA(z)+1aslImzl-+~, 
we have A(z) = + 1. 
(ii) In the general case we have, in the representation (1) of 2, 
(P - z)(Q - z)-’ = 183 51 @ “I CD I @ (Pr - z)(Q, - z)-‘. 
Hence A(z) is the product of five determinants, three of which are equal to 
1: 
Then (27) is a simple consequence of (25) and (26). 
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If 4 is a complex function on [w, then +(P> = 4(1)P + 4(O)P' , 
4(Q) = 4(1)Q + +(O>Q’ , andhence 4,(P) - 4(Q) = L+(l) - $(O)KZ'- 
Q). So P - Q ~S'@?fl implies that +(P> - $(Q> E.S~(N) and 
Tr[4(P) - 4(Q)] = [4(l) - $(o>l TrA 
= [4(l) - m>lh - rn-1). (28) 
Combined with (27), this leads to an explicit verification of the result of 
Krein’s theorem in the special case of a pair of projections: if 4 is absolutely 
continuous, then 
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