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Zusammenfassung
Von allen physikalischen Gro¨ßen ko¨nnen Frequenz und Zeitintervall mit
den geringsten Unsicherheiten bestimmt werden. Fu¨r die Realisierung der
SI-Sekunde werden Caesium-Fonta¨nenuhren eingesetzt, dabei werden re-
lative Unsicherheiten von wenigen 10−16 erreicht. In Fonta¨nenuhren nutzt
man Mikrowellenfelder, um die atomaren Zusta¨nde der Caesium-Atome
zu manipulieren, die Felder werden mit eigens entwickelten Mikrowellen-
Signalgeneratoren erzeugt. Im Rahmen dieser Arbeit wurde der Einfluss der
Mikrowellenerzeugung auf die Gesamtunsicherheit der Fonta¨ne untersucht
und Methoden zu deren Reduzierung entwickelt und bewertet.
Der Fonta¨nenbetrieb stellt hohe Anforderungen an die Zuverla¨ssigkeit und
Verfu¨gbarkeit der verwendeten Elektronik. Im Rahmen dieser Arbeit wur-
de ein modularer Mikrowellensynthesizer aufgebaut. Als Referenzsignal
wurde eine optisch stabilisierte Mikrowellenquelle verwendet. Damit konn-
te der Beitrag der Mikrowellensynthese zur statistischen Unsicherheit der
Fonta¨ne deutlich reduziert werden. Bei dem Synthesizer wurde die Rapid
Adiabatic Passage Methode implementiert um die Unsicherheit in der Be-
stimmung der Stoßverschiebung zu reduzieren. Die Methode wird an der
Fonta¨nenuhr CSF2 eingesetzt und erlaubt den Fonta¨nenbetrieb mit deut-
lich ho¨heren Atomzahlen und damit einer geringeren statistischen Unsi-
cherheit.
Wenn wa¨hrend der Manipulation der Atome Sto¨rungen in der Phase der
Mikrowellenfelder auftreten, kann die Frequenzbestimmung beeinflusst wer-
den. Sind diese Sto¨rungen synchron zum Abfragezyklus der Fonta¨nenuhr,
kann es zu einer Verschiebung der Fonta¨nenfrequenz kommen. Im Rahmen
dieser Arbeit wurde ein Phasentransienten-Analysator entwickelt mit dem
die Auswirkungen von zyklus-synchronen Phasentransienten auf wenige
10−17 genau bestimmt werden ko¨nnen.
Eine weitere mo¨gliche Quelle fu¨r Frequenzverschiebungen ist die Interak-
tion von Caesium-Atomen wa¨hrend der wechselwirkungsfreien Zeit. Eine
Verstimmung des Mikrowellenfeldes wa¨hrend dieser Zeit kann diesen Ef-
fekt und die damit verbundenen systematischen Unsicherheiten deutlich
reduzieren. Im Rahmen dieser Arbeit wurde ein System zur pra¨zisen Steue-
rung der Frequenz des Mikrowellenfeldes entwickelt und charakterisiert.
Damit konnte sichergestellt werden, daß Unsicherheitsbeitra¨ge durch die-
sen Effekt bei CSF2 im niedrigen 10−17 Bereich liegen.
Schlagworte: Atomuhren, Mikrowellenspektroskopie, Phasenmessung, di-
gital gesteuerter Oszillator, Frequenzsynthese, Frequenzstabilita¨t

Abstract
Time interval and frequency can be measured with lower uncertainty and
greater resolution than any other physical quantity. Using caesium foun-
tain clocks, the SI-second can be realized with uncertainties of several parts
in 1016. In a fountain clock, microwave fields are used to manipulate the
atomic states. These fields are driven by dedicated microwave signals. The
generation of microwave signals is a key aspect for the operation of fountain
clocks, as it can significantly contribute to the clocks statistical as well as the
systematic uncertainty.
This thesis discusses the contributions of the microwave signal generation to
the uncertainty of a caesium fountain. Several methods aimed at the reduc-
tion of the statistical as well as the systematic uncertainty were implemented
and assessed.
A modular microwave synthesizer has been designed, ensuring high reli-
ability and high availability. By utilizing a high stability local oscillator,
the contribution of the microwave signal generation to the statistical uncer-
tainty of the fountain clock could be reduced to an insignificant level. The
synthesizer has been augmented with a modulation scheme to implement
the method of Rapid Adiabatic Passage for collisional frequency shift mea-
surements. Application of this method in the fountain clock CSF2 lead to
a significant reduction of the collisional shift uncertainty and enabled foun-
tain operation with high atom numbers.
Phase perturbations in the microwave fields during the state manipulation
can lead to shifts of the fountain frequency if they are synchronous with
the fountain cycle. To facilitate a detailed analysis of cyclic perturbations on
the micro-radian level, a dedicated phase transient analyzer was developed.
With this system, the effect of cyclic phase perturbations can be evaluated
at the low 10−17 level.
Uncontrolled interactions between the caesium atoms and resonant micro-
wave fields can also be a source of frequency shifts. A method for the
suppression of such shifts has been developed, relying upon a precise con-
trol of the field’s frequency detuning. By using this scheme, the uncertainty
contributions due to such interactions at CSF2 could be limited to few parts
in 1017.
Keywords: Atomic clocks, Microwave spectroscopy, Phase measurement,
Digital-controlled oscillators, Frequency synthesizers, Frequency stability
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11 Introduction
In 1967, a hyperfine transition of the caesium atom in the microwave spec-
trum was chosen as the basis for the definition of the second [1]. At that
time, this definition could be realized by a caesium beam clock with about
12 digits of precision [2]. Today, the second is realized with atomic fountain
clocks, approaching uncertainties of 1 part in 1016 [3], an improvement by 4
orders of magnitude. Several secondary realizations of the second have been
devised [1], some of them are based on optical transitions. Optical clocks in
principle can realize the second with uncertainties of parts in 1018 [4]. This
opens the door for a future redefinition of the second, which has to be based
on a comparison between optical clocks and caesium fountain clocks [5],
emphasizing the importance of low fountain uncertainties.
Even after a potential redefinition of the SI second in terms of an optical
reference transition, atomic fountain clocks will play an important role in
the generation of atomic time scales [6] for the foreseeable future. To pursue
lower uncertainties, each contribution to the fountain clocks uncertainty is
scrutinized, driven by technological advancement and fueled by a deeper
insight into the atomic processes. This applies to the systematic uncertainty,
as well as the statistical uncertainty, also referred to as the clock’s frequency
instability. A low instability is a prerequisite for the evaluation of a number
of systematic uncertainty contributions.
In a fountain clock, the hyperfine transition is periodically excited by a res-
onant microwave field that is generated with a microwave synthesizer. The
transition probability is probed with an optical detection system during
each cycle, the detector signal is used to lock the field frequency to the
atomic resonance [7]. The microwave signal generation can significantly de-
teriorate the performance of the atomic fountain clock [8–10]. In this work,
the design and assessment of a microwave synthesizer for PTBs fountains
CSF1 [11] and CSF2 [12] is presented. It has been fully characterized for its
contribution to the systematic and statistical uncertainty of the fountains. It
was shown, that the contribution of the signal-generating electronics to the
fountain uncertainty is negligible.
2 1 Introduction
A fountain clock operates in a periodic way, its frequency stability is limited
by the so-called quantum projection noise [13]. This noise is proportional
to the square root of the number of atoms detected during the individ-
ual fountain cycle [14]. This noise can be reduced down to an insignifi-
cant level by probing a fairly large number of caesium atoms within a sin-
gle clock cycle [15]. Increasing the atom number, unfortunately, leads to
higher frequency shifts due to inter-atomic collisions that have to be cor-
rected for [16].
The correction of the collisional shift is associated with a relative uncertainty
that depends on the correction method. Hence higher atom numbers will re-
sult in a higher systematic uncertainty [17]. At the required atom numbers,
the contribution from the collisional shift would dominate the systematic
uncertainty of the fountain. To reduce the systematic uncertainty contri-
bution associated with the collisional shift, the method of rapid adiabatic
passage can be applied [18]. Such a system has been implemented in the
microwave synthesizer [19]. With this system, the fountain can be oper-
ated at the quantum projection noise limit [20] with a negligible uncertainty
contribution due to the collisional shift.
Phase perturbations in the microwave signal synchronous to the fountain
cycle can lead to significant frequency shifts [21]. Possible frequency shifts
have to be accounted for in the systematic uncertainty budget of the foun-
tain, thus these phase perturbations have to be evaluated and their effect on
the fountain frequency has to be ascertained. To facilitate this evaluation, a
phase transient analyzer is required [22]. In the scope of this work, such a
system has been developed, capable of measuring cycle synchronous phase
perturbations well below the inherent signal noise. It has been used to ana-
lyze the interrogation signals of atomic clocks in the microwave and optical
domains [23].
Another source of frequency shifts are uncontrolled interactions between
the caesium atoms and resonant microwave fields outside the designated
interaction zones. Such a perturbing field can be a consequence of micro-
wave leakage from the field-confining microwave cavities or the microwave
generating electronics [24]. As these leakage fields cannot be modeled with
sufficient accuracy, it is required to suppress interactions between the atoms
and the field outside the cavities [25]. This can be achieved by altering
the parameters of the field synchronous to the fountain cycle [26]. A well-
known method based on a suppression of the field amplitude has been
adapted for our microwave synthesis setup [21]. We also implemented a
novel method to reduce the effect of microwave leakage [27]. It depends on
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frequency detuning rather than amplitude suppression [28]. Both methods
have been employed for atomic fountain use, the phase transient analyzer
proving indispensable for their evaluation.
Design and operation of an atomic frequency standard and its individual
components is of course an collaborative effort of numerous scientists and
engineers. For this reason, I would like to briefly outline my particular
contribution to the presented work.
The microwave synthesis described in Chapter 3 is based on an existing
synthesizer design [29]. I have completely re-engineered the microwave syn-
thesizer, following a modular approach. This includes the implementation
of a new frequency control setup and reference selection scheme. Further-
more, I was strongly involved in the implementation of the method of rapid
adiabatic passage [19]. I have designed and implemented the phase tran-
sient analyzer presented in Chapter 4, a system suitable for the analysis of
phase transients occurring in microwave and optical clocks [23]. I was sub-
stantially engaged in the development of the frequency detuning method
presented in Chapter 5 [27], and was solely responsible for the technical
implementation and assessment.

52 Background
The International System of Units (SI) is the most widely used system of
units of measurement. It was defined by the General Conference on Weights
and Measures (CGPM) and is comprised of seven base units, the metre,
kilogram, second, ampere, kelvin, candela and mole [1]. Of all base units,
the second can be realized with the lowest uncertainty.
An atomic transition was chosen as the basis for the definition of the second,
as it proved to be much better than any other type of periodic oscillator. The
present definition for the second has been formulated in 1967 and is based
on a hyperfine transition of the caesium atom [1]:
The second is the duration of 9 192 631 770 periods of the radi-
ation corresponding to the transition between the two hyperfine
levels of the ground state of the Caesium 133 atom.
2.1 Hyperfine transition probing
In this section, a brief sketch of the hyperfine structure and the transition
probing procedures used in fountain clocks will be given, an in-depth de-
scription is available in [26].
2.1.1 Hyperfine structure
The hyperfine structure is a result of the coupling of the magnetic moment
of the nucleus with the magnetic field of the electrons. In the ground state
of the 133Cs atom, the electronic angular momentum is 1/2 and the nuclear
spin is 7/2, resulting in the splitting of the ground state to two hyperfine
levels characterized by quantum numbers F = 3 and F = 4.
The probabilities to find the atom in the states with F = 3 or F = 4 are given
by P3 and P4 respectively, where P3(t) + P4(t) = 1. If a field with frequency
f0 is applied, corresponding to the transition energy of the two hyperfine
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Figure 2.1: Rabi oscillations in a resonant field
levels, a periodical change of the probabilities in the two states will occur.
These oscillations are known as Rabi oscillations, the oscillation period de-
pends on the detuning from resonance (∆ω) and on the Rabi frequency ΩR.
The Rabi frequency is dependent on the amplitude of the applied field.
Shown in Figure 2.1 are Rabi oscillations in a resonant field (∆ω = 0). By
controlling the duration t of the interaction, i.e. applying a microwave pulse
with pulse area ΩRt, the probabilities can be manipulated. Two types of
pulses are commonly used in this context, a pi-pulse (ΩRt = pi) and a pi/2-
pulse (ΩRt = pi/2). If a pi-pulse is applied to an atom in the state F = 3
(equivalent to P4 = 0), it will be transferred to the state F = 4 (P4 = 1) and
vice versa. If a pi/2-pulse is applied to an atom in the state F = 3, the result
is a superposition of the two atomic states, equivalent to P3 = 0.5 and P4 =
0.5. Subjected to an external magnetic field, the hyperfine structure levels
split up into 2F+ 1 magnetic sublevels mF (Figure 2.2). The definition of the
second refers to the transition between the F = 3,mF = 0 and F = 4,mF = 0
states (clock transition).
2.1.2 Probing schemes
The caesium hyperfine transition can be probed in a three step process: By
using optical pumping, the caesium atoms are prepared in a single hyper-
fine level. They are then exposed to a resonant microwave field to excite the
clock transition. This can be realized with a single atom-field interaction
(Rabi scheme) or a temporal sequence of interactions (Ramsey scheme). In
a last step, the final state of the atoms is probed with an optical detection
system.
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Figure 2.2: Simplified 133Cs energy level diagram (not to scale) showing the Zeeman
splitting of the electronic ground state and the mF = 0 magnetic sublevels within an
external magnetic field [30].
The transition probability of the atoms depends on the frequency of the
microwave field. An excitation spectrum is obtained by changing the field
frequency and recording the associated transition probability. Different
transition probability functions are obtained when using the Rabi or Ramsey
excitation schemes. In the following, the frequency of the clock transition
will be denoted as f0 while the frequency of the microwave field will be
denoted as fR.
2.1.3 Rabi Scheme
The first microwave spectroscopy setups used a method developed by I.I.
Rabi, where the atoms are exposed to a single resonant field [31, 32]. Dur-
ing the interaction of duration ϑ (also denoted as Rabi time), the atomic
transition is excited with a pi-pulse and the resulting hyperfine state of the
atoms is subsequently probed. The resulting transition probability function
for the Rabi scheme is shown in Figure 2.3. The width of the function at a
transition probability of 0.5 is denoted as the full width at half maximum
(FWHM), it depends on the duration of the interaction between the cae-
sium atoms and the resonant field. A longer interaction time ϑ leads to
narrower line width and in turn to higher precision in determining f0. In-
homogeneities in the external magnetic field during the interaction lead to
broadening of the line shape, limiting the attainable line width.
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Figure 2.3: Excitation spectrum for the Rabi scheme
2.1.4 Ramsey Scheme
To overcome this limitation, the separated oscillatory fields method was de-
veloped by N.F. Ramsey [33, 34]. In the Ramsey scheme, the accumulated
phase difference between the atomic superposition and the microwave field
is evaluated. The scheme uses two short interactions of duration ϑ, sep-
arated by a much longer time TR (Figure 2.4). During each interaction, a
pi/2-pulse is applied. The resulting transition probability function is differ-
ent from the one obtained from the Rabi scheme. Instead of a single peak,
it exhibits several fringes (Figure 2.5).
Before the first interaction (R1 in Figure 2.4), the relation between the phase
of the atomic superposition (ϕ0) and the phase of the microwave field (ϕR) is
undefined. After R1, the atomic superposition is in phase with the resonant
field (ϕR− ϕ0 = 0). This interaction is followed by a period of free evolution
(TR), where no interaction with the microwave field occurs. During this
time, a phase difference ∆ϕ is accumulated if fR 6= f0. After the atoms
are exposed to a pi/2-pulse a second time (R2), their transition probability
is probed. When the accumulated phase difference is zero, the application
of the two pi/2-pulses is equivalent to the application of a single pi-pulse.
The final transition probability is then 1, (marked A in Figure 2.5). When a
pi phase difference is accumulated during the Ramsey time, the probing of
the atoms yields the initial hyperfine state and a transition probability of 0
(marked B in Figure 2.5). The line width of the central fringe δ depends on
the Ramsey time TR and is independent of the Rabi time.
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Figure 2.5: Excitation spectrum for the Ramsey scheme
The Ramsey scheme is executed repetitively, the results of the transition
probability probing are used to lock the frequency of the interrogation field
to the atomic resonance.
The transition probability is probed at both sides of the central fringe al-
ternating. The field frequency is modulated by ±δ/2 and the difference
between the two detected transition probabilities is evaluated. The differ-
ence is used as a process variable in a control loop, the set point is zero. In
steady state, the two transition probabilities are equal and their respective
field frequencies are f0 − δ/2 and f0 + δ/2.
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2.2 Stability analysis
The operation of an atomic frequency standard is subject to statistical pro-
cesses, leading to an instability of the locked frequency. The Allan variance
σ2y (τ), and the Allan deviation σy(τ) are measures to describe the instability
of oscillators and frequency standards in the time domain [35–37].
To determine the Allan variance, a time series of frequency measurements
is taken with no dead-time between the samples. A frequency measure-
ment is a comparison between a reference frequency fRef and an unknown
frequency f (t). The fractional frequency y(t) is the normalized difference
between fRef and f (t):
y(t) =
f (t)− fRef
fRef
. (2.1)
The fractional frequency is then averaged over an observation time τ to
obtain the average fractional frequency:
y¯(t, τ) =
1
τ
τ∫
0
y(t+ tx) dtx. (2.2)
The Allan variance σ2y (τ) is computed from a consecutive series of average
fractional frequencies with no dead time in between. It is defined as:
σ2y (τ) =
1
2
〈(y¯n+1 − y¯n)2〉, (2.3)
where 〈〉 denotes the expectation value and y¯n is the nth fractional frequency
average. To specify the frequency instability of atomic fountain clocks, the
Allan deviation σy(τ) is used.
As white frequency noise is the dominating source of noise in atomic foun-
tain clocks, the usual double-logarithmic plot of the Allan deviation exhibits
a characteristic slope of τ−1/2 [14]. This allows to compare the frequency
instability of different frequency standards by stating a single value of the
Allan deviation for τ = 1 s. Instability of the fountain results in a measure-
ment uncertainty, this statistical uncertainty is termed type A uncertainty,
ua in short [38]. In a fountain clock, the statistical uncertainty of a frequency
measurement is usually given as 1σ.
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2.3 Caesium fountain clocks
The quest for ever reduced uncertainties in the realization of the SI sec-
ond has led to the development of the atomic fountain clock [39–42], to be
described in Section 2.3.1. Fountain clocks use the Ramsey scheme con-
sisting of two microwave interactions, separated in time, and laser cooled
atoms [43–46] to determine the frequency of the caesium hyperfine transi-
tion. Fountain clocks are used for the steering of local atomic time scales [6,
47] and contribute to the steering of the international atomic time scale,
TAI [48]. They have been utilized to perform fundamental physics tests [49,
50] and to search for variations of fundamental constants [51–53].
For a fountain to contribute to TAI, a complete evaluation of its statistical
and systematic uncertainty is required. The first evaluation process can take
several years and reevaluations are performed regularly. About a dozen
caesium fountain clocks have been contributing to TAI in the last years [3,
11, 12, 15, 54–59]. Their actual designs differ in terms of physical setup as
well as electronic and optical systems. We will give a very brief overview
of the fountain principle, taking PTB’s caesium fountain CSF2 [12] as an
example. We will focus on the sections involved in the atom-microwave
interaction. A more in-depth description of atomic fountain clocks is given
in [7, 60–62].
2.3.1 Fountain principle
Atomic fountain clocks employ a cyclic process, consisting of multiple stages
(Figure 2.6). As a first step, the caesium atoms are captured and subse-
quently cooled using an optical molasses (a). The optical molasses consists
of three orthogonal pairs of counter propagating laser beams. The cooling
process results in a cloud of caesium atoms with a temperature of about
1 µK and several millimeters in diameter. At this temperature, the average
velocity of the caesium atoms is in the order of 1 cm/s, during the foun-
tain cycle the cloud of atoms is only slightly expanding. After the cool-
ing process is completed, the cloud is launched upwards using the mov-
ing molasses technique (b). The frequency of the three upward-directed
laser beams is increased (blue-detuned) while the frequency of the three
downward-directed laser is decreased (red-detuned). The generated mov-
ing interference pattern accelerates the atomic cloud to a velocity of several
meters per second. The laser beams are then switched off and the cloud
follows a ballistic trajectory.
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After the cooling phase, the atoms are in the F = 4 state, distributed among
the mF substates. In a subsequent state selection process, the atoms are
prepared in the F = 3,mF = 0 state. At first, atoms in the F = 4,mF = 0 state
are transferred to the F = 3,mF = 0 state. This is done in a microwave state
selection cavity (c). Here a magnetic field is applied and the clock transition
is excited by a microwave pi pulse. All atoms remaining in the F = 4 state
are then removed by a clearing laser tuned to their specific resonance (d).
The resulting cloud passes the Ramsey cavity where the atoms interact with
the microwave field for the first time (e). After reaching the apogee (f), the
cloud begins to descend and several hundred milliseconds after the first
interaction it passes the Ramsey cavity on the way down (g). In a last step,
detection lasers probe the atom state population by induced fluorescence
(h). The atoms in the F = 3 and F = 4 states are detected separately.
The detector signal is used by a computer to control the frequency of the
interrogation field.
2.3.2 Fountain design
A schematic diagram of PTB’s caesium fountain clock CSF2 is shown in
Figure 2.7 [12]. The cooling zone is located in the lower part of the vacuum
enclosure and has several windows used to feed the laser beams. Slightly
above the cooling zone is the state selection cavity, surrounded by field coils,
used to manipulate the Zeeman splitting of the hyperfine levels. The adja-
cent detection zone contains several windows for lasers and photo detectors.
The Ramsey cavity and the upper part of the ballistic trajectory are screened
by magnetic shields, field coils are used to apply a homogenous magnetic
field. Two vacuum pumps are located at the top and bottom. Not shown
is the caesium reservoir, located close to the cooling zone. It is temperature
controlled in order to obtain a caesium partial pressure of about 10−6 Pa in
the cooling zone. Due to the ballistic flight, the Ramsey time depends on
the launch height hmax of the atoms with respect to the Ramsey cavity:
TR = 2
√
2hmax
g
, (2.4)
where g is the standard acceleration due to gravity. In CSF2, the apogee is
located 36.5 cm above the Ramsey cavity, resulting in a Ramsey time of about
0.54 s and a line width δ ≈ 0.9 Hz. The duration of a complete fountain cycle
is about 1.2 s. Most caesium fountains use similar flight parameters.
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Figure 2.6: Operation sequence of an atomic fountain clock. Shown are the cooling
zone, the state selection resonator, the clearing and detection zone and the Ramsey
resonator (from bottom to top).
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Figure 2.7: Schematic diagram of the caesium fountain clock CSF2 [12]
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2.3.3 Statistical uncertainty
In atomic fountain clocks, several noise effects contribute to the statistical
uncertainty of a measurement. In this work, two major contributions to the
statistical uncertainty need to be considered, namely the quantum projec-
tion noise [13, 14] and the Dick effect [9].
Quantum projection noise
A fountain clock is alternately probing the left and right sides of the cen-
tral Ramsey fringe. The outcome of this quantum measurement cannot be
predicted with certainty as the obtained transition probability is neither 1
nor 0. The associated fluctuations are known as quantum projection noise
(QPN) [13]. For long measurement durations with respect to the fountain
cycle time TC (τ  TC), the fountain instability resulting from QPN can be
expressed as [14]:
σy(τ) =
δ
pi f0
√
TC
τ · Nat , (2.5)
where δ is the line width and Nat the total detected number of atoms in the
F = 3 and F = 4 hyperfine components of the caesium ground state. In-
creasing the number of probed atoms will lead to a reduction of the relative
quantum projection noise. The atom number can be increased by prolong-
ing the cooling process at the beginning of the fountain cycle.
However, longer loading times will reduce the duty cycle of the fountain
and increase the dead time between consecutive interrogations of the atoms.
On the other hand, it is possible to use optical pumping [63] or a low-
velocity intense source of atoms [64–66] to increase the number of atoms
independent of the loading time.
Dick effect
The resonant field in the Ramsey cavity is driven by a microwave signal,
the Ramsey interrogation signal. Phase noise contained in this signal will
perturb the phase of the microwave field experienced by the atoms during
the two Ramsey interactions. This will result in the addition of a random
phase offset to the phase difference accumulated during the Ramsey time,
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and thus to a random change of the detected transition probability. The
detector signal is used in a control loop to steer the frequency of the field-
driving signal, effectively converting the phase noise into frequency noise.
Due to the pulsed operation of the clock, even harmonics of the pulse rate
are subject to aliasing and the phase noise around these harmonics is down-
converted into the base band. This effect is known as the Dick effect [9],
and the resulting frequency noise contribution may limit the stability of
a fountain clock. The Dick effect depends upon the fountain timing and
the phase noise of the Ramsey interrogation signal [67, 68]. The Ramsey
interrogation signal phase noise depends on the synthesizer and the local
oscillator. Low-noise 5 MHz quartz oscillators have been widely used as
local oscillators in atomic fountains. In this case, the Dick effect limits the
frequency stability of an atomic fountain to about 1× 10−13(τ/s)−1/2 [69].
An expedient way to reduce the Dick effect is the utilization of a local os-
cillator with superior phase noise close to the carrier. A possible choice
of oscillator would be a cryogenic sapphire oscillator [70–72] or a micro-
wave source locked to an optical resonator [73–76]. When an optically
stabilized microwave is used, the Dick effect can be reduced to less then
5 × 10−15(τ/s)−1/2 [20], well below the contribution of the QPN. At this
level, the Dick effect would thus be insignificant for the statistical uncer-
tainty of the fountain.
2.3.4 Systematic uncertainty
Systematic effects can lead to a shift between the detected resonance fre-
quency and the unperturbed resonance frequency f0 [26]. These frequency
shifts are individually evaluated for a specific fountain and can depend on
operation parameters. The evaluation of each shift is associated with an
uncertainty. These systematic uncertainties are designated as type B uncer-
tainties (ub) [77]. Each shifting effect, the applied correction, and the cor-
responding uncertainty at 1σ are listed in a dedicated fountain uncertainty
budget.
Three contributions to the systematic uncertainty of a fountain clock are
closely related to the microwave signal generation: perturbations of the res-
onant microwave field inside the Ramsey cavity, the collisional shift and
uncontrolled interactions of the atoms with resonant fields during the Ram-
sey time.
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Ramsey interrogation signal
During the fountain cycle, the caesium atoms are interacting two times with
a resonant microwave field in the Ramsey cavity, driven by the Ramsey
interrogation signal. Undesired spectral components in the Ramsey inter-
rogation signal can lead to a shift of the detected frequency [8, 26]. The
extent of the shift depends on the symmetry of the spectral components
as well as their amplitude and frequency offset with respect to the carrier
(the desired signal at f0). These effects will be discussed and evaluated in
Section 3.4.1.
Phase transients in the Ramsey interrogation signal can perturb the phase
of the microwave field experienced by the atoms during the two Ramsey
interactions. If these transients are synchronous to the fountain cycle, a fixed
phase offset will be added to the phase difference accumulated during the
Ramsey time, leading to a shift of the fountain frequency. A phase offset of
1 µrad between the two Ramsey interactions would result in a relative shift
of 3× 10−17. To detect such cycle-synchronous phase differences, a phase
transient analyzer is required. The development is described in Chapter 4,
along with an evaluation of possible frequency shifts.
Collisional shift
During the fountain cycle, the atoms are subject to inter-atomic collisions
that can lead to a shift of the detected frequency. The collisional cross-
section for caesium is unusually large at the low cloud temperatures used
in a fountain [16]. The collisional shift depends on the cloud density [16, 78]
and is a significant factor in fountain uncertainty budgets [17, 79]. To deter-
mine the collisional frequency shift and to apply a correction, the fountain
is operated with two different cloud densities. The cloud density can be var-
ied by changing the loading time of the optical molasses or by modifying
the parameters of the state selection process. From the frequency difference
for the two atom densities, a collisional shift slope factor is estimated and
used to calculate the frequency shift for the actual atom density.
However, it is not possible to directly detect the cloud density. Instead, the
fluorescence signal measured during the detection is used to determine the
atom number and calculate the cloud density. The proportionality between
the number of atoms and the cloud density can be imperfect, resulting in
an uncertainty in the estimation of the cloud density. This leads to an un-
certainty in the estimation of the collisional shift.
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The state selection can be performed by using a microwave field of con-
stant amplitude and zero frequency detuning from the clock transition in
the state selection cavity (resonant field method). The atom density is var-
ied by applying different microwave amplitudes during the state selection
process. For high atom densities, a pi-pulse is applied, for low atom den-
sities a pi/2-pulse is used. The local transition probability depends on the
pulse area experienced by the atoms which in turn depends on the local
field amplitude and atom velocity. Due to the non-uniform distribution of
the field amplitude across the cavity aperture and the velocity distribution
of the atoms, the pulses experienced by the atoms deviate from ideal pi or
pi/2-pulses. This leads to a non-uniform distribution of the transition prob-
ability. When the clearing laser is applied, the local probability distribution
is converted into a local atom density variation. The corresponding system-
atic uncertainty of this method can be conservatively estimated to around
10% of the applied collisional shift correction [11, 80]. For atom numbers of
3× 104, the systematic uncertainty associated with the collisional shift is on
the order of 1× 10−16 [12] when this method is used. With this atom num-
ber, fountain instabilities would be limited by quantum projection noise to
the 10−13 level [14].
A much more robust method for controlling the cloud density in a fountain
is rapid adiabatic passage (RAP) [18, 81]. In this scheme, a static magnetic
field is applied and the frequency and amplitude of the microwave field
are modulated during the state selection process. The field’s frequency is
chirped while its amplitude is modulated by a pulse. The detuning of the
field frequency from resonance is given by ∆ω(t). The amplitude change
results in a time-dependence of the Rabi frequency (we neglect the effect
of the frequency detuning), the instantaneous Rabi frequency is denoted as
ΩR(t). The adiabatic condition is given by [18]:
d
dt
∆ω(t) < Ω2R(t). (2.6)
In most applications of RAP, the detuning is varied from −∆ to +∆, leading
to complete inversion. For the variation of the atomic density in fountain
clocks, the RAP pulse is constructed such that its amplitude is maximum
when the atom cloud is in the cavity center. At this point, the frequency
detuning is zero. For sufficiently high microwave amplitudes and appro-
priate pulse parameters, the local transition probability is very close to 1.
If the pulse is interrupted at zero frequency detuning, the transition proba-
bility is very close to 0.5, independent of the atom positions and velocities
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in the state selection cavity [18]. It has been shown that the systematic un-
certainty can be below 1% of the applied collisional shift correction when
using the RAP method [19]. This will result in a collisional shift uncer-
tainty of 4× 10−17 [82] for atom numbers on the order of 106. At this atom
number, a frequency instability of 2.6× 10−14(τ/s)−1/2 can be attained [66].
This method has been implemented in CSF2, the implementation and the
parameters of the RAP pulses are discussed in Section 3.3.4.
Microwave leakage
Interactions between the atoms and a resonant field during the period of
free evolution or before the probing of the atom state population can lead to
frequency shifts [24, 25, 83]. Such a disturbing field can be a consequence of
microwave leakage from the Ramsey or state selection cavity or the micro-
wave synthesizer. The phase and amplitude of possible leakage fields can
not be modeled with sufficient accuracy to apply a shift correction [25]. It
is thus necessary to reduce their frequency shifting effects. Methods for
the reduction can be passive - better shielding of the atom environment
against such fields - or active, by changing the parameters of a possible
leakage field, thus suppressing the interactions between the field and the
atom cloud [26].
Passive methods include the screening of microwave components located
outside the vacuum enclosure and the application of filters and isolators in
the synthesizer. By adding a waveguide inside the vacuum enclosure on top
of the Ramsey resonator, leakage fields above the Ramsey cavity can be sig-
nificantly attenuated [84]. Due to the mechanical design of the waveguide,
access to the atomic trajectory is limited, prohibiting the application of a
vertical laser or the utilization of a top vacuum pump. Also, leakage fields
below the Ramsey cavity are not affected and their frequency shifting effect
has to be reduced with an active method [84].
Active methods can be based on a reduction of the amplitude of the leakage
field [21] or a detuning of the field frequency [28]. These methods require a
modulation of the Ramsey interrogation signal synchronous to the fountain
cycle. This modulation can introduce cycle synchronous phase transients
that have to be evaluated with a dedicated phase transient analyzer. Both
methods have been employed in PTB’s fountains, their implementation and
evaluation are discussed in Chapter 5.

21
3 Microwave synthesis
Two microwave signals are required for the operation of a caesium fountain
clock, driving the fields inside the Ramsey cavity and the state selection
cavity. They are generated by a microwave synthesizer that is referenced
to a low phase noise local oscillator. A possible choice of local oscillator
is a microwave oscillator that is disciplined by a low phase noise quartz
oscillator [85]. This combination is a robust system, albeit at a limited phase
noise performance. A superior phase noise performance is achieved by
using a cryogenic sapphire oscillator [70–72, 86–88]. It is also possible to
transfer the superior phase noise performance of an optical resonator to the
microwave regime [89, 90].
The early caesium fountains [17, 40, 42] employed microwave synthesis set-
ups that were originally developed for caesium beam clocks [91]. A low
noise quartz oscillator was used as a local oscillator, the caesium interroga-
tion frequency was generated by means of frequency multiplication. While
this was sufficient for the first implementations of laser-cooled atomic foun-
tain clocks, the synthesizers were soon identified as a limiting factor for
fountain uncertainties. This led to the development of several new micro-
wave synthesizers, tailored to the specific fountain design and choice of local
oscillator [54, 88, 92–98]. Our synthesizer is based on a design originally de-
vised at the National Institute of Standards and Technology (NIST) [99]. It
has been developed in a collaboration between PTB and the National Phys-
ical Laboratory of India (NPLI) [29]. Unlike prior synthesizers, it features a
modular architecture: the synthesizer is partitioned into functional blocks.
Each block combines associated functions and is implemented within a sin-
gle module. The modular system ensures high reliability in tandem with
high availability. The complexity of individual modules is kept low, module
parameters can be specified and tested during manufacturing. Shielding
of the modules ensures low electromagnetic interference and crosstalk. The
modules are “hot-pluggable”, modules can be exchanged without disassem-
bly, easing maintenance and upgrades.
Altogether, six synthesizers were fabricated at PTB, four are designated for
local use, two were modified for usage at NPL India [100]. Two of the four
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synthesizers used at PTB are allotted to the fountain clocks CSF1 and CSF2
whereas one pair of synthesizers was combined in a test rig to facilitate
system evaluation and research.
In the following Section 3.1, the technical requirements for the microwave
synthesizer are described, based on the permissible uncertainty contribu-
tions. An appropriate local oscillator for the synthesis is determined in Sec-
tion 3.2. In Section 3.3, the general design of the synthesizer is described and
an in-depth explanation of the different modules is given. The synthesizer
performance is evaluated in Section 3.4, measurement data are presented
and assessed to determine the contribution of the microwave synthesizer to
the statistical and systematic uncertainty of the fountain clocks.
Several quantities can be used to describe phase noise. In this thesis, the
phase noise will be reported according to IEEE Standard 1139 [101]. Phase
noise will be represented by L( f ) and given in dBc/Hz.
3.1 Technical requirements
During the fountain cycle, controlled interactions between the atoms and
resonant fields take place in two confined spaces, the state selection cavity
and the Ramsey cavity. The state selection process is relatively robust. On
the contrary, interactions between the atoms and the resonant field through-
out the Ramsey scheme are highly sensitive to external disturbances. Both
cavities are driven by individual signals of the microwave synthesizer. These
microwave signals are fundamental for the operation of the fountain, requir-
ing a high level of operational performance.
3.1.1 State selection signal
Depending on the preparation method (resonant field or RAP), a microwave
signal in the range of 9.19 GHz to 9.20 GHz is required to drive the resonant
field inside the state selection cavity. The output level of the state selection
signal has to be modulated within the range of −50 dBm to +30 dBm.
3.1.2 Ramsey interrogation signal
During the two Ramsey interactions, microwave pulses are applied to ma-
nipulate the caesium hyperfine state. The pulse area and thus the transition
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probability depend on the amplitude and frequency of the resonant field
in the Ramsey cavity, driven by the Ramsey interrogation signal. During
regular fountain operation, the signal level is kept fixed and the frequency
is controlled by the fountain control computer. A signal level in the range
of −45 dBm to −20 dBm and a frequency tuning range of several kHz is re-
quired to accommodate different operating scenarios. In order not to limit
the attainable short-term stability of the fountain clock, the frequency res-
olution has to be 100 µHz at least. Also, the long-term frequency stability
of the fountain should not be limited by instabilities or drifts of the signal-
generating electronics.
The phase noise of the Ramsey interrogation signal can adversely affect the
stability of the fountain (Dick effect). This effect is negligible for a phase
noise L( f ) of less than −90 dBc/Hz from 1 Hz to 10 Hz offset from the
carrier [69]. The phase noise of the Ramsey interrogation signal is limited
by the phase noise of the local oscillator.
3.2 Local oscillator
3.2.1 Quartz oscillator
Quartz oscillators at 5 MHz can provide the best phase noise performance
close to the carrier [102]. Their phase noise properties can be transferred to
a microwave oscillator using a phase locked loop (PLL) [103] and a method
of frequency conversion (frequency multiplication or frequency division).
In the first scheme, the phase detection in the PLL is implemented in the
microwave band. The output signal of the quartz oscillator is frequency
multiplied using nonlinear elements and the microwave oscillator is phase
locked to the resulting signal. In the latter scheme, the output signal of the
microwave oscillator is divided down to match the frequency of the quartz
oscillator and the output of the phase detector is used to lock the micro-
wave oscillator. Both methods have their distinctive drawbacks, while fre-
quency multipliers are very sensitive to thermal effects, frequency dividers
are prone to additive phase noise [104].
Frequency multiplication or division affects the relative phase noise level of
the converted signal [104]. When the output signal of a microwave oscillator
at frequency fin is converted to fout, the phase noise of the output signal
Lout( f ) at carrier frequency offset f can be calculated as:
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Figure 3.1: Combination of two oscillators with different frequencies
Lout( f ) = Lin( f )− log finfout · 20 dB. (3.1)
We use a scheme based on frequency division, displayed in Figure 3.1. A
quartz oscillator OSC8607 from Oscilloquartz [85] is the local oscillator. It
is a very low noise 5 MHz oscillator with superior phase stability, this type
of quartz oscillator is denoted as BVA (Boıˆtier a` Vieillissement Ame´liore´ -
enclosure with improved aging). The disciplined microwave oscillator is
a dielectric resonator oscillator (DRO) type from PSI, the DRO-9.600 [105].
It provides an output signal in the microwave frequency band at 9.6 GHz
and has excellent phase noise properties far from the carrier. The phase
noise properties of the two oscillators at their native frequencies are given
in Table 3.1. The phase noise level of the OSC8607 at 9.6 GHz as derived
from equation 3.1 is listed for comparison. To preserve the superior phase
noise close to the carrier of the local quartz oscillator, the frequency division
is performed with integrated circuits that feature a specified phase noise
below this level [106, 107].
With the applied PLL bandwidth of 1 kHz, the phase noise at 9.6 GHz at
carrier offsets of 1 Hz and 10 Hz can be expected to be −64 dBc/Hz and
−79 dBc/Hz respectively. Due to the Dick effect, this would limit the foun-
tain frequency stability to about 1× 10−13(τ/s)−1/2 [69].
3.2.2 Optically stabilized microwave
It has been shown that the superior phase noise of a laser locked to an
optical resonator can be transferred to the microwave regime [89, 90]. The
laser frequency is divided down to the microwave regime by means of a
frequency comb. This microwave signal is used in a PLL to lock a DRO
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Carrier offset f (Hz) Phase noise L( f ) (dBc/Hz)
OSC8607 OSC8607 DRO-9.600
at 5 MHz at 9.6 GHz at 9.6 GHz
1 -130 -64
10 -145 -79 (-32)
100 -153 -87 -62
1000 -156 -90 -90
10000 -156 -90 -119
Table 3.1: Phase noise performance of the employed oscillators [85, 105]. The number
in brackets indicates estimation based on [102].
at 9.6 GHz. The disciplined oscillator is used as a local oscillator for the
caesium fountain clock [73–76]. The phase noise L( f ) close to the carrier is
below −95 dBc/Hz, at this level the fountain stability will not be limited by
the Dick effect [20].
The optically stabilized microwave (OSM) comprises a fibre laser that is
locked to a temperature controlled optical resonator as well as a frequency
comb, requiring careful tuning and regular maintenance. This is a rather
complex system in comparison to the robust approach with the BVA. To
achieve a high availability, the microwave synthesizer was designed for the
use of two different local oscillators, the OSM and the BVA disciplined
DRO. The local oscillator selection is implemented in the microwave band
at 9.6 GHz. The OSM is used as default and the fountain control has an
automatic fall-back system to the BVA disciplined DRO.
3.3 Microwave synthesizer
3.3.1 Synthesizer principle
A signal with a frequency of 9.192 631 770 GHz is required to drive the res-
onant field inside a cavity, in the following abbreviated as 9.193 GHz. The
signal has to be phase locked to the local oscillator (LO) at 9.6 GHz. To gen-
erate the required signals, we use a two-stage mixing approach with digital
frequency synthesis [29]. This scheme requires the use of several filters to
suppress undesired mixing components and maintain a high signal-to-noise
ratio. The principle is shown in Figure 3.2, filters are omitted for clarity.
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Figure 3.2: Synthesizer principle, filters are omitted
The output signal at 9.193 GHz is obtained by mixing the 9.6 GHz reference
signal with a locally generated 407.3 MHz signal. This signal is generated
in an additional mixing stage, using several dividers and a digital direct
synthesizer (DDS) [108].
The digital frequency control is implemented at a frequency of 7.3 MHz,
three orders of magnitude below the frequency of the output signal. This
results in a minimal impact of phase noise from the frequency control path
to the phase noise of the output signal, maintaining the low phase noise
close to carrier of the LO. The output signal has a tuning range of ±4 MHz
featuring a frequency resolution of less than 1 µHz.
3.3.2 Synthesizer implementation
The synthesizer principle is realized in a modular system. Two independent
frequency control sections are implemented for the Ramsey interrogation
signal and the state selection signal to achieve a high crosstalk immunity.
This includes dedicated mixers and a separate control of frequency and
signal level for each signal path as well as the intensive use of filters. In
the following figures, the modules are represented by gray boxes, they will
be shown in condensed form, e.g. filters and computer connections are
omitted.
The 9.6 GHz signal for the synthesizer can be sourced from two local os-
cillators (OSM and BVA) (Fig. 3.3). The OSM is the primary local oscil-
lator, it directly supplies the required frequency. When referencing to the
secondary local oscillator at 5 MHz, a DRO is disciplined to generate the
required 9.6 GHz signal, using the scheme described in Section 3.2.1. A
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Figure 3.3: Synthesizer - reference selector and divider
400 MHz signal is sourced to the frequency control sections for the Ramsey
interrogation signal and the state selection signal. A picture of the divider
module is shown in Figure 3.6.
The setup for frequency control of the Ramsey interrogation signal is de-
picted in Figure 3.4, the setup for the state selection signal is similar. The
400 MHz signal from the reference section is divided down to 100 MHz to
serve as a reference for the DDS module. The DDS output frequency is con-
trolled by the fountain control computer by sending a tuning word to the
DDS chip. The employed chip ISL5314 from Intersil [109] has a 48-bit fre-
quency tuning word, resulting in a frequency resolution of 50 MHz/248 ≈
0.2 µHz. Using an active single sideband (SSB) mixer [110, 111] to achieve
a high suppression of undesired mixing components, the 7.3 MHz output
from the DDS is mixed with the 400 MHz signal. A picture of the single
sideband mixer module is shown in Figure 3.7.
Due to the modular design and the choice of reference frequency common
to a range of commercial RF synthesizers, the frequency control section can
easily be modified. Modifications for special experiments are described in
Sections 3.3.4 and 5.2.
The two 407.3 MHz signals are supplied to a single microwave mixer mod-
ule, where they are mixed with the 9.6 GHz signal from the microwave se-
lector (Figure 3.5). The microwave mixer module outputs two signals at
9.193 GHz, used to drive the Ramsey cavity and the state selection cavity.
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Figure 3.4: Synthesizer - frequency control and RF mixing for the Ramsey interroga-
tion signal
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Figure 3.5: Synthesizer - microwave mixing and amplitude control
The crosstalk between these channels was verified by a measurement to be
below −80 dB. The level of the signal fed to the Ramsey cavity is set with
a continuously variable attenuator with negligible impact on the phase sta-
bility.
To facilitate control of the atom cloud density, the signal for the state se-
lection is routed through a voltage controlled attenuator which provides a
damping of the signal of up to 80 dB. In addition, to further reduce poten-
tial microwave leakage from the state selection cavity, the connection can be
disconnected using a switch, resulting in an additional damping of at least
120 dB. The connection to the fountain control interface is realized via an
external control module.
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Figure 3.6: Synthesizer - divider module
Figure 3.7: Synthesizer - single sideband mixer
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Figure 3.8: Spectrum of the Ramsey interrogation signal
3.3.3 Output spectrum
The spectrum of the Ramsey interrogation signal was measured in the fre-
quency range from 1 MHz to 26 GHz. As is shown in Figure 3.8, the fre-
quency axis is split into three ranges of interest. The output spectrum con-
tains the intermediate frequency fi at 407.3 MHz, as well as several frequen-
cies centered around fLO (9.6 GHz) and 2 fLO. These are products from the
nonlinear mixing process, at frequencies of m · fLO ± n · fi (for integer m
and n). The two main spectral components are the desired frequency f0 =
fLO − fi at 9.193 GHz and the mirror frequency fLO + fi = 10.007 GHz.
The synthesizer was designed to drive the resonant microwave fields the
caesium atoms are exposed to. The interaction between the atoms and the
microwave fields is limited to a tiny portion of the spectrum, defined by
the atomic resonance. Physical filters at the synthesizer output were conse-
quently omitted, as they are prone to temperature induced phase drifts.
3.3.4 Implementation of rapid adiabatic passage
To estimate a correction for the frequency shift due to inter-atomic colli-
sions, the fountain is operated with two different cloud densities alternat-
ingly [112]. Depending on the method of density control, this correction
can be subject to a relevant relative uncertainty, resulting in a significant
contribution to the systematic uncertainty of the fountain. Building upon
the modular synthesizer, the method of rapid adiabatic passage (RAP) [18]
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was implemented in CSF2, resulting in a significant reduction of the colli-
sional shift uncertainty [19]. Details on the RAP method and the parameter
space were given in Section 2.3.4.
The RAP method can not be implemented in CSF1 [11]. In this fountain,
the state selection cavity is situated next to the Ramsey cavity and the mag-
netic field strength required for the RAP method can disturb the subsequent
Ramsey interaction.
The RAP method requires a modulation of the state selection signal fre-
quency and amplitude. During the state selection process, a magnetic field
is applied to manipulate the transition frequencies of the mF 6= 0 substates.
The interaction between the atom cloud and the microwave field in the state
selection takes about 10 ms in CSF2 [12]. During this time, the signal fre-
quency f is chirped over resonance while its amplitude A is modulated
by a pulse. The detuning from resonance given by ∆ f (t) has to fulfill the
condition [18]:
d
dt
∆ f (t) ∝ A2(t). (3.2)
A pulsed signal contains harmonics that could result in the preparation
of undesired mF 6= 0 substates. The pulse shape has to be selected such
that harmonics are kept to a minimum [113]. It has been shown that a
Blackman pulse can be used to minimize off-resonant excitation [114]. When
a Blackman pulse with a duration of 10 ms is used, the excitation of mF = ±1
substates can be suppressed (Figure 3.9).
The progression of amplitude and frequency during the state selection pro-
cess for a Blackman pulse is shown in Figure 3.10. When this pulse and
the corresponding frequency chirp are applied during the state selection
process, 100 % of the atoms are prepared in the desired state. When the
adiabatic passage is stopped when the state selection frequency is on res-
onance, a preparation efficiency of (50.0± 0.4)% can be realized [19]. The
shape of the resulting amplitude pulse and the corresponding frequency
chirp are shown in Figure 3.11.
To generate the required signals, a two-channel arbitrary waveform gener-
ator was utilized. One channel was used to generate a chirped signal at a
frequency of 7.3 MHz, replacing the DDS-based frequency synthesizer for
the state selection. A second channel was used to generate the Blackman
and half-Blackman pulses, fed to the control module of the state selection
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Figure 3.9: Blackman pulse with a duration of 10 ms. Time domain (a) and frequency
domain (b). Red boxes indicate the excitation frequencies of the mF = ±1 substates
at normal operating conditions of CSF2 [115].
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Figure 3.10: RAP modulation scheme for 100 % preparation efficiency (simulated val-
ues). Blackman pulse (a) and corresponding frequency chirp (b).
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Figure 3.11: RAP modulation scheme for 50 % preparation efficiency (simulated val-
ues). (a) Half-Blackman pulse (a) and corresponding frequency chirp (b).
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attenuator. The magnetic field inside the cavity was driven by a program-
mable current source. The entire sequence was controlled by the fountain
control computer.
3.4 Characterization
Several properties of the field-driving microwave signals can have a di-
rect influence on the statistical and systematic uncertainty of the caesium
fountain. The systematic uncertainty contribution of the microwave synthe-
sizer should be on the low 10−17 level, its statistical uncertainty contribution
should be negligible. In the following, the relevant properties of the Ramsey
interrogation signal will be evaluated and the implications on the fountain
uncertainty will be determined. This includes the spectral purity and the
phase noise close to the carrier as well as the long-term stability of the syn-
thesized signal.
3.4.1 Spectral purity
It is well known that spectral impurities in the excitation signal can lead to
frequency shifts [8, 116, 117]. Such impurities can be introduced by compo-
nents used for the microwave synthesizer (e.g. dividers, amplifiers, digital
synthesis chips) [104, 118–121] or can be a result of mains interference. We
have assessed the extent of frequency shifts, based on an analysis of car-
rier sidebands. Sidebands are distinguished into spectral components at
frequencies below the carrier - lower sidebands (LSB) and spectral compo-
nents at frequencies above the carrier - upper sidebands (USB). When both
LSB and USB contain the same power, the corresponding sidebands are
symmetric. If the power levels of LSB and USB differ, the sidebands are
referred to as asymmetric.
Asymmetric sidebands will lead to a second-order shift of the fountain fre-
quency [8, 122]. The shift depends on the carrier offset, the sideband power
and the sideband asymmetry, i.e. the difference between LSB and USB. The
shift is maximum if only a single sideband is present (either LSB or USB).
The Ramsey interrogation signal was examined for sidebands and, in a sub-
sequent step, the worst case second-order frequency shift was calculated.
Due to the pulsed operation of the fountain, symmetric sidebands can cause
first-order frequency shifts when the sideband offset frequency is coherent
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with the measurement cycle [123, 124]. The frequency shifting mechanism
is different for sidebands resulting from phase modulation (PM) or ampli-
tude modulation (AM). If the sideband is the result of PM, the phase of the
microwave field experienced by the atoms during the two Ramsey interac-
tions is affected. This will result in the addition of a phase offset to the
phase difference accumulated during the Ramsey time. In the case of AM,
the pulse areas of the two pi/2-pulses applied during the Ramsey interac-
tions are disturbed and the detected transition probability is affected. The
duration of the Ramsey interaction is on the order of 10 ms, during this time
the atoms are exposed to the modulation. If the modulation period is less
than 4 ms (equal to a carrier offset frequency of 250 Hz), the atoms sample
a large variation of the sideband phase. This leads to an elimination of the
frequency shift [123].
The extent of the first-order shift depends on the sideband modulation (AM
or PM), the sideband power and the relation between offset frequency and
fountain cycle time. The sideband offset frequencies and power levels are
known from frequency-domain measurements. For sidebands at carrier off-
sets below 250 Hz, the modulation type was determined and the first-order
frequency shift was evaluated. The calculations were performed for CSF1
and CSF2, taking into account their individual cycle times.
Carrier sidebands
Spectral components in the Ramsey interrogation signal can be evaluated
with a spectrum analyzer [125]. Using the model FSWP26 with option B1
from Rohde & Schwarz [126], we determined the carrier sidebands at f0
individually for the two available reference options, BVA and OSM. The
spectra of the Ramsey interrogation signal were measured with a resolution
bandwidth (RBW) of 1 Hz at spans of 1 kHz and 100 kHz.
Shown in Figure 3.12 is the spectrum of the synthesizer output signal when
referenced to the 5 MHz BVA quartz, centered at the 9.193 GHz carrier fre-
quency. The measurement presented on top of the figure shows the spec-
trum close to the carrier with a span of 1 kHz while the data displayed on
the bottom graph shows the spectrum at a larger span of 100 kHz.
Clearly visible are several spectral components close to the carrier at multi-
ples of the mains frequency (50 Hz) and a small number of peaks further off.
The noise level at 500 Hz carrier offset frequency is −90 dBc. Spectral com-
ponents with a signal level above −90 dBc are summarized in Table 3.2.
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Figure 3.12: Spectrum of the Ramsey interrogation signal, centered at the 9.193 GHz
carrier frequency when referenced to the 5 MHz BVA quartz. (a) close to carrier. (b)
far from carrier.
Carrier Offset (Hz) LSB Level (dBc) USB Level (dBc) Difference (dB)
50 -68 -68 0
100 -72 -72 0
150 -84 -84 0
200 -83 -83 0
300 -80 -80 0
840 -76 -76 0
1156 -80 -80 0
2262 -75 -75 0
11621 -89 -98 9
18151 -68 -92 24
36301 -81 -75 6
47920 -98 -89 9
Table 3.2: Sideband characteristics of the Ramsey interrogation signal when refer-
enced to the 5 MHz BVA quartz. Broken down into signals below the carrier (lower
sidebands - LSB) and above the carrier (upper sidebands - USB).
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Figure 3.13: Spectrum of the Ramsey interrogation signal for different frequency
ranges, centered at the 9.193 GHz carrier frequency when referenced to the OSM.
A similar examination was carried out for the output signal of the micro-
wave synthesizer when referenced to the OSM. Again, the spectra of the
Ramsey interrogation signal were measured with a RBW of 1 Hz at spans
of 1 kHz and 100 kHz. The results are presented in Fig. 3.13, with the top
graph and bottom graph showing the spectrum close to the carrier and
further off, respectively. The noise floor close to the carrier is much lower,
ascribed to the superior phase noise properties of the OSM. Further off from
the carrier, the spectrum contains many spectral components that originate
from the optical stabilization system. Due to their low level, they will not
have detrimental effects. Spectral components at levels above −90 dBc are
summarized in Table 3.3.
Second-order frequency shifts
We estimated the worst-case second-order frequency shift caused by side-
bands. The shift is maximum if the sideband power is contained within a
single sideband, either LSB or USB. Taking the maximum level for each side-
band from Tables 3.2 and 3.3, the worst-case shift was calculated. The side-
bands and their associated shifts were treated as independent, the amounts
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Carrier Offset (Hz) LSB Level (dBc) USB Level (dBc) Difference (dB)
50 -67 -67 0
100 -88 -88 0
120 -91 -91 0
6531 -91 -94 3
11621 -89 -101 12
18151 -68 -92 24
36301 -81 -75 6
47920 -98 -89 9
Table 3.3: Sideband characteristics of the Ramsey interrogation signal when refer-
enced to the OSM. Broken down into signals below the carrier (lower sidebands -
LSB) and above the carrier (upper sidebands - USB).
of the shift were calculated and then linearly summed. For the calculations,
the procedure described in [8] was used. The results are given in Tables 3.4
and 3.5. The maximal expected frequency shift is 3.8× 10−18 when refer-
enced to the BVA and 4× 10−18 when referenced to the OSM.
Modulation analysis
Using only data obtained from the frequency spectrum it is not possible to
determine the modulation type. The FSWP26 also offers a dedicated noise
analysis mode. In this mode, the single sideband noise (SSB noise) of a car-
rier is measured, differentiated into AM noise and PM noise. The SSB noise
resulting from PM corresponds to the phase noise L( f ). Sidebands resulting
from modulation are shown as spurious signals. This permits to differen-
tiate the carrier sidebands from Tables 3.2 and 3.3 into AM and PM. Only
symmetric sidebands at carrier offsets below 250 Hz were considered.
The Ramsey interrogation signal at 9.193 GHz was investigated, using the
5 MHz BVA quartz as a reference (Figure 3.14). Shown in red is the noise
resulting from phase modulation (PM noise) whereas the noise due to am-
plitude modulation (AM noise) is depicted in blue. Sidebands at 50 Hz,
100 Hz, 150 Hz and 200 Hz are clearly visible in the PM plot with no appar-
ent contribution of AM.
We measured the SSB noise of the Ramsey interrogation signal at 9.193 GHz
when referenced to the OSM. Shown in red in Figure 3.15 is the PM noise of
the signal, the AM noise is depicted in blue. The sidebands at 50 Hz, 100 Hz
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Carrier Offset (Hz) Max. Sideband Level (dBc) Rel. Frequency Shift
50 -68 3.2× 10−18
100 -72 5.0× 10−19
150 -84 3.0× 10−20
200 -83 2.0× 10−20
300 -80 3.0× 10−20
840 -76 3.0× 10−20
1156 -80 7.0× 10−21
2262 -75 4.0× 10−21
11621 -89 8.0× 10−23
18151 -68 7.0× 10−21
36301 -75 7.0× 10−22
47920 -89 2.0× 10−23
Sum: 3.8× 10−18
Table 3.4: Worst-case estimate of the second order fountain frequency shift when the
synthesizer is referenced to the BVA
Carrier Offset (Hz) Max. Sideband Level (dBc) Rel. Frequency Shift
50 -67 4.0× 10−18
100 -88 2.0× 10−20
120 -91 5.0× 10−21
6531 -91 9.0× 10−23
11621 -89 8.0× 10−23
18151 -68 7.0× 10−21
36301 -75 7.0× 10−22
47920 -89 2.0× 10−23
Sum: 4.0× 10−18
Table 3.5: Worst-case estimate of the second order fountain frequency shift when the
synthesizer is referenced to the OSM
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Figure 3.14: Single sideband noise measured at 9.193 GHz carrier frequency when the
synthesizer is referenced to the BVA
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Figure 3.15: Single sideband noise measured at 9.193 GHz carrier frequency when the
synthesizer is referenced to the OSM
and 120 Hz are clearly visible in the PM curve and do not show a significant
signature in the AM plot. Two additional sidebands at 200 Hz and 240 Hz
can be identified, no frequency shifting effect is to be expected due to their
low levels.
First-order frequency shifts
The sidebands at carrier offsets below 250 Hz result from PM. Their car-
rier offset frequencies will be denoted as fi. The first-order frequency shift
resulting from sideband i depends on the relation between its modulation
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period Ti and the fountain cycle time Tcycle [124]. If Tcycle is an integer mul-
tiple of Ti, a fixed phase offset will be added to the phase difference accu-
mulated during the Ramsey time, leading to a constant shift of the fountain
frequency.
This phase offset can be distributed over several cycles such that the integral
of the resulting frequency shift is zero. By choosing the cycle time to be an
odd multiple of Ti/2mi, the phase offset would be alternating, distributed
over 2mi cycles:
Tcycle = (2ni + 1) · Ti2mi (3.3)
with integer ni,mi and ni  mi. The frequency shift caused by the sideband
with index i at carrier offset frequency fi is zero after 2mi cycles. In the sim-
plest case, for mi = 1, each cycle has an additional pi phase difference with
respect to the previous cycle. The frequency shift caused by the modulation
would be alternating, resulting in a cancellation after 2 cycles.
We calculated the number of averaging cycles required for a cancellation of
the first-order frequency shifts. For the calculation to be valid for BVA as
well as OSM operation, the sidebands at carrier offsets below 250 Hz given
in Tables 3.2 and 3.3 were combined. The calculations are based on the
the cycle times of CSF1 (1114.5 ms) and CSF2 (1234.5 ms). The number of
averaging cycles for both fountains are identical, as their cycle times differs
by 120 ms, the least common multiple of the modulation periods. The result
of the calculation is given in Table 3.6. For both fountains the condition
ni  mi is fulfilled.
The least common multiple of the different values of mi given in Table 3.6
is 100. Thus every 200 cycles, the first-order frequency shift resulting from
symmetric sidebands in the Ramsey interrogation signal will be zero.
3.4.2 Phase noise
The phase noise measurements shown in Figures 3.14 and 3.15 were per-
formed with the FSWP26 at f0. For small carrier frequency offsets, the
phase noise specifications for the FSWP26 exceed the phase noise of the lo-
cal oscillators the synthesizer is referenced to [126]. The acquired data thus
can not be used to determine the phase noise of the synthesizer. Instead,
two synthesizers and a heterodyne mixing technique are used to evaluate
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fi (Hz) Ti (ms) mi ni
CSF1 CSF2
50 20 20 1114 1234
100 10 10 1114 1234
120 8,33 25 3343 3703
150 6,66 20 3343 3703
200 5 5 1114 1234
Table 3.6: Ramsey interrogation signal sidebands, modulation periods and corre-
sponding values for mi and ni required for cancellation of the first-order frequency
shift.
f
f f
f
Figure 3.16: Measurement setup for phase noise and Allan deviation
the phase noise of a single synthesizer (Fig. 3.16). Two synthesizers, the
device under test (DUT) and a reference synthesizer, are locked to the same
local oscillator. Both synthesizers are tuned to different output frequencies,
f0 and f0 + fi. Their output signals are fed to a mixer, resulting in an in-
termediate frequency fi that can be analyzed. As only the phase noise of
the signal at f0 is of interest, narrow bandpass filters are inserted between
the synthesizer outputs and the mixer. Under the realistic assumption that
both synthesizers equally contribute to the phase noise of fi, their individ-
ual phase noise can be calculated by subtracting 3 dB from the measured
phase noise. To avoid signal deterioration from the internal oscillator of the
measurement device, a cross spectrum analyzer is used. It utilizes a direct
sampling technique and applies digital cross correlation to remove noise
contributions from its local oscillator and the sampling process [127]. The
used cross spectrum analyzer TimePod 5330A from miles.io [128] is now
available as model 3120A from Microsemi [129].
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The phase noise of the synthesizer was determined for the two available
reference options, BVA and OSM. For BVA operation, the local oscillator
frequency is 5 MHz. In each synthesizer, a 9.6 GHz DRO is phase locked
to the 5 MHz signal, as shown in Figure 3.3. The locking bandwidth is
1 kHz. The measurement data are displayed in Figure 3.17, in which the
black curve shows the phase noise of a single synthesizer. The phase noise
specifications of the local 5 MHz BVA oscillator OSC8607 [85] are shown in
red with square symbols. The Dick effect is dominated by noise close to the
carrier, at offset frequencies between 1 Hz and 10 Hz [69]. Here the phase
noise of the synthesizer is at least 6 dB better than the employed local os-
cillator. This phase noise is the result of additive noise from the frequency
dividers in the PLL. For offset frequencies above the locking bandwidth of
1 kHz, the phase noise of the two synthesizers is uncorrelated. The mea-
sured phase noise can be attributed to the two DROs. The specified phase
noise of the DRO [105] is displayed in green with triangle symbols. The
instrument noise is well below the measured values.
We now determined the residual phase noise of the synthesizer when ref-
erenced to the 9.6 GHz OSM. In this operational mode, the local oscillator
frequency is 9.6 GHz and the PLL is not utilized. The phase noise L( f ) of a
single synthesizer is displayed as black curve in Figure 3.18. At 1 Hz offset,
the phase noise is about −100 dBc/Hz and drops well below −100 dBc/Hz
for higher offset frequencies. The overall phase noise performance is limited
by amplifier phase noise [119]. Shown for reference is the phase noise of the
OSM (red with square symbols) [20]. The instrument noise is at least 20 dB
below the measured values.
The fountain instability caused by the Dick effect is related to the foun-
tain cycle time and the phase noise properties of the Ramsey interroga-
tion signal. It would be limited to about 1 × 10−13(τ/s)−1/2 when the
BVA is used as a reference [69]. When the OSM is used, the instability
attributed to the Dick effect can be reduced to a level well below the in-
stability resulting from QPN. For fountain cycle times of 1114.5 ms and
1234.5 ms for CSF1 and CSF2, respectively, the instability contribution of
the Dick effect in this case was estimated to be 4.8 × 10−15(τ/s)−1/2 and
5.7 × 10−15(τ/s)−1/2 [20]. The QPN depends on the number of detected
atoms, the atom number for each fountain is selected in consideration of
the systematic uncertainty contribution from the collisional shift. It has
been shown that CSF1 can be operated at 9.1× 10−14(τ/s)−1/2, while CSF2
can reach a level of 2.5× 10−14(τ/s)−1/2 [20].
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Figure 3.17: Phase noise L( f ) of a single synthesizer chain for BVA operation at
9.193 GHz
1 0 0 1 0 1 1 0 2 1 0 3 1 0 4- 1 4 0
- 1 2 0
- 1 0 0
- 8 0
- 6 0
- 4 0  S y n t h e s i z e r O S M
Figure 3.18: Phase noise L( f ) of a single synthesizer chain for OSM operation at
9.193 GHz
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3.4.3 Long-term phase stability
Using the heterodyne measurement scheme, the long-term phase stability
of the synthesizer was evaluated. The measurement was set up in a temper-
ature stabilized room and the Allan deviation σy(τ) for the combination of
two synthesizers was determined. The values are compared with the foun-
tain frequency instability. Due to the lower systematic uncertainty of the
collisional shift correction, CSF2 can utilize higher atom numbers in regular
operation and thus reaches lower instabilities than CSF1. In the following,
the instabilities for CSF2 are given for reference.
It has to be considered that phase deviations resulting from external influ-
ences are strongly suppressed in this measurement setup, as both synthesiz-
ers are exposed to the same environment. We assume that the temperature
has by far the largest impact on the individual synthesizer, compared to
other environmental factors, e.g. ambient pressure and humidity. The syn-
thesizer was examined for temperature induced phase shifts, individually
determining the effect of each module. The overall temperature sensitivity
of the microwave synthesizer was determined to be 16 ps/K, primarily re-
sulting from the frequency dividers used in the PLL. These dividers are only
used when the Ramsey interrogation signal is referenced to the local 5 MHz
BVA oscillator. When referenced to the OSM, the temperature sensitivity of
the synthesizer is less than 1 ps/K.
The synthesizer will be used in a temperature stabilized environment. The
expected temperature changes are reasonably small and we assume the fluc-
tuations of the synthesizer temperature to be equal to the fluctuations of the
ambient temperature. The temperature at the prospective synthesizer loca-
tion was measured for several weeks and the temperature differences were
converted into a relative phase. These values indicate the expected phase
differences of the output signal relative to a synthesizer at constant temper-
ature. Using these differential phase values, the corresponding Allan devia-
tion can be estimated. The worst-case estimations for temperature-induced
phase effects of a single synthesizer were computed for the two referencing
schemes (BVA and OSM). The temperature measurements were dominated
by white noise. As the temperature values were converted into phase val-
ues, this noise was converted into white phase noise. The corresponding
Allan deviation is expected to exhibit a slope of τ−1 [37].
At first, we determined the long-term phase stability for operation with the
BVA oscillator. For this measurement, both synthesizers were referenced to
the same 5 MHz BVA via a distribution amplifier. A measurement duration
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of 60 days was chosen, allowing to evaluate the Allan deviation for values
of τ up to 106 s. The resulting values of σy(τ) for a pair of synthesizers are
shown in green with circles in Figure 3.19. The calculated worst-case esti-
mate for temperature-induced phase effects is displayed in blue with star
symbols. This curve shows an increase around 4000 s, originating from the
air conditioning system. No temperature values were acquired for τ < 60 s,
here the large thermal mass of the modules acts as a low-pass filter, ef-
fectively suppressing temperature effects. Shown for comparison are the
values of the Allan deviation established for CSF2 (red curve). When refer-
enced to the BVA oscillator, the Dick effect limits the stability of the fountain
to 1× 10−13(τ/s)−1/2. It can be deduced that neither temperature-induced
phase deviations nor the instability of the synthesizer will impair the long-
term phase stability of the fountain.
The measurement was repeated, this time both synthesizers were referenced
to the OSM via a power splitter. In this operational mode, the local oscillator
frequency is 9.6 GHz and the PLL is not utilized. A shorter measurement
duration was selected, enabling the determination of the Allan deviation
for up to 6000 s. The resulting Allan deviation σy(τ) is given in Figure 3.20,
displayed in green with circles. The curve exhibits a slope of nearly τ−1/2.
Due to the noise characteristics it can be expected to have the same slope
for τ > 6000 s. Shown in blue with star symbols is the Allan deviation com-
puted from the temperature sensitivity (1 ps/K). Shown for comparison is
the frequency instability of CSF2 when referenced to the OSM (red curve).
With this reference, deteriorations caused by the Dick effect are minimized,
resulting in a stability improvement over BVA operation. The frequency
stability of CSF2 is dominated by quantum projection noise, resulting in
an instability of 2.5× 10−14(τ/s)−1/2 [20]. It can be concluded that the sta-
bility of the primary fountain clocks will not be limited by the long-term
phase stability of the microwave synthesizer when the optically stabilized
microwave is used as a reference.
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Figure 3.19: Allan Deviation of the Ramsey interrogation signal, estimated for a pair
of microwave synthesizers when referenced to the 5 MHz BVA oscillator. The effect
of temperature induced phase drifts in a single synthesizer is calculated from the
fountain temperature.
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Figure 3.20: Allan Deviation of the Ramsey interrogation signal, estimated for a pair
of microwave synthesizers when referenced to the optically stabilized microwave at
9.6 GHz. The effect of temperature induced phase drifts in a single synthesizer is
calculated from the fountain temperature.
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3.5 Assessment
3.5.1 Statistical uncertainty and long-term stability
The synthesizer has been investigated for contributions to the statistical un-
certainty of a fountain clock and its impact on the clock’s long-term fre-
quency stability. In Section 3.4.2, we investigated the implications of the
Dick effect as it can be a dominant source of instability in fountain clocks.
This effect is linked to the phase noise of the Ramsey interrogation signal.
We were able to reduce it to a level below the quantum projection noise
limit by referencing the microwave signal to an optical resonator. In this
case, the contribution of the microwave signal generation to the statistical
uncertainty of the fountain clock becomes insignificant.
The clock’s long-term stability can be constrained by the phase stability of
the Ramsey interrogation signal. The stability of the microwave synthesizer
has been examined for the two available reference options in Section 3.4.3.
For both cases, a negligible contribution to the fountain’s long-term stability
could be demonstrated.
3.5.2 Systematic uncertainty
As mentioned in Section 2.3.4, three contributions to the systematic un-
certainty of a fountain clock have to be considered: perturbations of the
Ramsey interrogation signal, the collisional shift, and microwave leakage.
In Section 3.4.1, we examined the effect of spectral impurities in the Ram-
sey interrogation signal. It could be demonstrated that first-order frequency
shifts resulting from symmetric sidebands can be canceled by selecting ap-
propriate fountain timing parameters. The second-order frequency shifts
resulting from asymmetric sidebands were verified to be below 4× 10−18.
Taking into account the rectangular distribution [38], this corresponds to
a systematic uncertainty contribution of 2.3 × 10−18. The effect of cycle-
synchronous phase transients will be assessed in the following chapter. A
measurement setup to investigate this kind of phase disturbances will be
presented, along with an evaluation of possible frequency shifts.
To reduce the systematic uncertainty contribution of the collisional shift in
CSF2 and enable operation of CSF2 with high atom numbers, the method
of rapid adiabatic passage was implemented. The synthesizer was modified
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and a modulation scheme was prepared (Section 3.3.4). Before the applica-
tion of the RAP method, the resonant field method was used to determine
the collisional shift correction. When using the resonant field method, the
collisional shift uncertainty is estimated to be around 10% of the applied
collisional shift correction [11, 80]. Application of the RAP method led to
a significant reduction of the collisional shift uncertainty to less than 0.5%
of the applied correction. The systematic uncertainty attributed to the colli-
sional shift was reduced to 4× 10−17 [82].
Interactions between the atoms and microwave leakage fields can lead to
uncontrolled frequency shifts. In previous publications, an uncertainty con-
tribution of 1× 10−16 had been attributed to microwave leakage for both
CSF1 and CSF2 [82, 130]. Two techniques to suppress this effect were im-
plemented in the caesium fountains, they will be described in Chapter 5,
along with a reevaluation of the systematic uncertainty.
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In a caesium fountain clock, the frequency of a microwave interrogation sig-
nal is locked to the atomic resonance. The frequency steering is derived
from a phase difference measurement. This measurement is performed in a
cyclic fashion, during each cycle the accumulated phase difference between
the atomic superposition and a resonant field is evaluated. If the phase of
the field-driving signal is disturbed, an error in the phase difference mea-
surement can occur. For the case of cycle-synchronous disturbances, the
error will be identical for every cycle. This will affect the frequency steering
and thus cause a shift of the fountain frequency
The fountain clock cycle involves the actuation of e.g. field coils, lasers, and
shutters. All these switching processes can result in a disturbance of the
field-driving signal. It is possible to detect such cycle-synchronous phase
disturbances in the Ramsey interrogation signal and estimate their effect on
the fountain frequency [21, 22]. We designed a system that facilitates a de-
tailed analysis of cyclic disturbances in pulsed clocks; it allows the detection
of cyclic errors in the phase of the relevant fountain signals as well as the
detailed investigation of possible sources. In the following, a compendious
description on frequency shifting factors along with the required specifica-
tions of a phase transient analyzer will be given. The principle of the phase
transient detection system will be discussed, accompanied by a delineation
of the technical implementation. Measurements of the Ramsey interrogation
signal phase for the two fountains will be presented and evaluated.
4.1 Design considerations
4.1.1 Phase transients and frequency shifts
In the Ramsey scheme, the accumulated phase difference between the atomic
superposition and a microwave field is evaluated. The scheme involves a
modulation of the Ramsey interrogation signal. In the following we will ne-
glect this modulation and assume a single Ramsey interrogation frequency
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fR. The phase of fR is denoted as ϕR. The central Ramsey fringe is located
at f0, the phase of the atomic superposition is denoted as ϕ0. The phase
difference ∆ϕ evolving between ϕR and ϕ0 during the Ramsey time TR is
evaluated during the two Ramsey interactions. ∆ϕ is used to control the
Ramsey interrogation frequency. The two Ramsey interactions are denoted
in the following as R1 and R2.
Shown in Figure 4.1 is the temporal evolution of the phase difference ∆ϕ in
the course of the Ramsey interaction. In both cases, the fountain control loop
is in steady state, ∆ϕ is thus zero during both Ramsey interactions. Part (a)
shows the case of a transient-free Ramsey interrogation signal. In this case,
the average frequency difference between fR and f0 is zero: ∆ f = fR − f0 =
0. Shown in Fig. 4.1(b) is the case of a reversible phase perturbation that
occurs during the Ramsey time, but outside of the two Ramsey interactions.
As the phase difference ∆ϕ is only determined during the interactions R1
and R2, the phase relation is not disturbed. Thus, the average frequency
difference ∆ f is zero.
Figure 4.2(a) shows the occurrence of a non-reversible phase perturbation.
A phase transient occurs during the Ramsey time, resulting in a cyclic phase
offset in ϕR. The phase evaluation during the second Ramsey interaction R2
is thus perturbed. The control loop tunes the Ramsey interrogation fre-
quency fR so that ∆ϕ = 0 during R2 (Figure 4.2(b)). This detuning from
resonance results in a fountain frequency shift ∆ f . The frequency shift cor-
responds to a relative fountain frequency error δf:
δf =
fR − f0
f0
=
∆ f
f0
. (4.1)
The relative fountain frequency error can be calculated from the phase dif-
ference ∆ϕ, the resonance frequency f0 and the Ramsey time TR [62]:
δf =
1
2pi · f0 · TR · ∆ϕ. (4.2)
4.1.2 Phase noise requirements
We demand that the phase analyzer should be able to detect phase tran-
sients that would lead to a relative fountain frequency error δf of more than
5 · 10−17. Given the caesium resonance frequency f0 of 9.193 GHz and as-
suming a Ramsey time of 500 ms, a relative frequency error of 5 · 10−17
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Figure 4.1: Temporal evolution of the accumulated phase difference ∆ϕ during the
Ramsey interaction. The fountain control loop is in steady state. (a) Undisturbed
Ramsey interrogation signal. (b) Cycle-synchronous phase disturbance in the Ramsey
interrogation signal, effective only during the Ramsey time TR.
T
f
Figure 4.2: Temporal evolution of the accumulated phase difference ∆ϕ during the
Ramsey interaction. Shown is the effect of a cycle-synchronous phase transient in the
Ramsey interrogation signal, effective during R2. (a) The fountain control loop is not
in steady state. (b) The fountain control loop is in steady state.
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corresponds to a phase difference ∆ϕ = 1.5 µrad. We furthermore assume
that such phase difference can be detected at a statistical significance of 2σ,
e.g. in a data set with a standard deviation of less than 0.75 µrad.
The standard deviation of the signal in the time domain is estimated from
its phase noise, using the root-mean-square (RMS) phase noise φrms of the
signal as an estimator for the standard deviation σ. Taking into account
the system passband, e.g. an rectangular filter with a bandwidth of fmin to
fmax, the RMS phase noise can be calculated from L( f ) [131]:
φrms =
√
2 ·
∫ fmax
fmin
10
L( f )
10 d f . (4.3)
As mentioned earlier in Section 3.3.2, the synthesizer can be referenced to
a local quartz oscillator (BVA) or an optically stabilized microwave signal
(OSM). In Section 3.4.2, the phase noise of the Ramsey interrogation signal
was measured for the two different references. Solving equation 4.3 for the
two cases (BVA and OSM) with a bandwidth of fmin = 1 Hz to fmax =
10 kHz, we get the RMS phase noise for both cases. When the synthesizer
is referenced to the BVA, the synthesizer output signal has an RMS phase
noise level of 4250 µrad, for the case of OSM referenced operation, the RMS
phase noise is 65 µrad. In both cases, the RMS phase noise is substantially
higher than the required 0.75 µrad. At this noise level, it is not possible to
make a prediction of relative fountain frequency errors on the 10−16 level.
To achieve the desired phase noise level, we can take advantage of the cyclic
nature of the fountain interaction scheme, utilizing a special averaging tech-
nique. This so called coherent averaging [132] (also referred to as time-
synchronous averaging) can be regarded as a type of lock-in-technique with
a low frequency carrier wave. The signal is averaged over multiple foun-
tain cycles, reducing the contribution of asynchronous noise. The standard
deviation of the averaged signal can be calculated as:
σavg =
σsignal√
N
. (4.4)
To reduce the measurement time, the RMS phase noise can be reduced
by decreasing the bandwidth. As this low pass filtering will also conceal
shorter phase transients, a compromise must be found between filter band-
width and measurement time. To assess the relation between bandwidth
and measurement time, the phase noise as well as the measurement time
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BVA Reference OSM Reference
Bandwidth Phase noise
(µrad)
Averaging
time (h)
Phase noise
(µrad)
Averaging
time (h)
1 Hz - 10 Hz 660 350 28 0,7
1 Hz - 100 Hz 1600 2100 34 1,0
1 Hz - 500 Hz 2800 6500 38 1,2
1 Hz - 1 kHz 3400 9500 40 1,3
1 Hz - 10 kHz 4250 15000 65 3,5
Table 4.1: Phase noise and estimated averaging time
required to reach a standard deviation σavg of less than 0.75 µrad have been
calculated for different bandwidths. A fountain cycle time of 1.2 s is used
for the calculations. The results are given in Table 4.1 for the two reference
options.
For the signal in the example above with φrms = 4250 µrad, more than 3× 107
averaging cycles are required for σavg to reach 0.75 µrad. This would require
more than 1 year of measurement time. Due to the superior phase noise of
the OSM, the averaging time is on the order of 4 h for a bandwidth of 1 Hz
to 10 kHz.
For BVA referenced operation, a bandwidth of 1 Hz to 500 Hz was cho-
sen. With these settings, a relative fountain frequency error δf of more than
3 · 10−16 would be detectable after a week of averaging. A smaller band-
width can also be beneficial for OSM-referenced operation, as it would fa-
cilitate the early identification of trends and phase aberrations. We therefore
implemented two analysis bandwidths in parallel, 1 Hz to 10 kHz and 1 Hz
to 500 Hz. These are in the following abbreviated as 10 kHz bandwidth and
500 Hz bandwidth.
4.1.3 Signal preprocessing
The output signal from the microwave synthesizer has to be digitized to
enable post-processing and filtering and facilitate coherent averaging. The
conversion is affected by clock jitter, leading to a deterioration of the signal.
The requirements for the sampling clock jitter can be estimated from the
timing jitter of the sampled signal. The absolute timing jitter ∆trms for a
signal with frequency f can be calculated from the RMS phase noise φrms:
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Figure 4.3: Heterodyne mixing front-end
∆trms =
1
2pi · f · φrms. (4.5)
The Ramsey interrogation signal frequency f is 9.193 GHz, using the values
for the OSM at a bandwidth of 10 kHz from Table 4.1, we get a timing
jitter of about 1 fs. It is not feasible to directly digitize this signal without
significant deterioration, therefore, it is required to reduce the frequency
of the signal while preserving its phase information. This can be achieved
with a heterodyne mixing scheme (Fig. 4.3), similar to the setup described
in Section 3.4.2.
The device under test (DUT) and a reference synthesizer are locked to the
same local oscillator. The frequency of the reference synthesizer fRef is off-
set from fDUT by fi. This scheme allows to transfer the phase information
contained in fDUT to fi, reducing the absolute timing jitter equal to the ratio
of the two frequencies. It is therefore beneficial to select a low intermediate
frequency fi that meets the Nyquist criterion for the applied analysis band-
width [133]. The intermediate frequency must not be a multiple (or possible
mixing product) of present system frequencies to avoid crosstalk. Based on
the bandwidth requirement of 10 kHz for OSM reference operation, fi was
selected to be 32 323 Hz. At this intermediate frequency, the RMS phase
noise of 65 µrad is equivalent to a timing jitter ∆trms of 320 ps.
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4.2 Phase transient analyzer
After the AD-conversion, the digitized data are processed to extract the
phase values, involving the extensive use of digital filters. These filters
can be efficiently implemented in a field-programmable gate array (FPGA),
allowing high data throughput and thereby a high sampling rate.
For the phase transient analyzer, a modular FPGA-based system was built,
based on a Virtex-5 SX95T FPGA from Xilinx [134]. The analog to digi-
tal conversion was performed with an AD converter from Analog Devices,
the AD9268BCPZ-125 [135]. The ADC has to be complemented with sig-
nal conditioning circuitry and a sampling clock converter, implemented in
the 5734R ADC module from National Instruments [136]. National Instru-
ments Labview FPGA was used to program the FPGA as well as the host
software.
4.2.1 Analyzer principle
The design principle of the phase analyzer is shown in Figure 4.4. The de-
vice under test and the reference synthesizer are referenced to a common
clock to ensure a fixed phase relation. Cycle-synchronous phase distur-
bances of the reference synthesizer could lead to measurement errors. Sev-
eral measures were taken to isolate the DUT from the reference synthesizer,
e.g. signal transformers and separate power supplies. Disturbances in the
phase of the local oscillator will affect both synthesizers in the same way
(common mode) and are therefore not detectable.
The frequency of the Ramsey interrogation signal is changed by the foun-
tain control computer with every cycle, this control signal is sent to the
DUT as well as the reference synthesizer. The frequency sent to the refer-
ence synthesizer is offset by 32 323 Hz, the intermediate frequency thus stays
constant. After passing an antialiasing low pass filter, the signal is fed to
the ADC, with its internal sample clock being phase locked to the common
clock. The data stream from the ADC is fed to the FGPA for data process-
ing. The internal FGPA clocks also are referenced to the common clock. The
FPGA is programmed with specifically engineered code, filter procedures
are applied to the data stream and phase and amplitude values are com-
puted. The phase and amplitude values are coherently averaged, using a
cycle synchronous trigger signal from the fountain control computer.
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Figure 4.4: Phase transient analyzer principle
4.2.2 Implementation
The implementation of the phase transient analyzer is shown in Figure 4.5.
The FPGA part is symbolized by the red border, the code running on the
host computer is marked with a green border. The AD-conversion of the
input signal results in a digital data stream. This data stream is processed
by the FPGA with two different analysis bandwidths in parallel, 10 kHz
(upper part) and 500 Hz (lower part).
In the following the process is described for a bandwidth of 10 kHz, the
processing at lower bandwidth is analogous. As a first step, the data rate
is reduced, using an array of filters and decimators [137]. The decimation
process results in an averaging of the signal. During each decimation, the
sample rate is reduced and the number of significant data bits is increased.
To avoid aliasing effects, each decimation is preceded by a low-pass filter.
Finite impulse response (FIR) filters are used as they can be efficiently im-
plemented on an FPGA [138]. The data stream with the reduced sample
rate can now be demodulated. The demodulation is done with a digital im-
plementation of the IQ-demodulator [138]. Here a DDS is implemented in
software to generate two signals of frequency fi with a phase difference of
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Figure 4.5: Phase transient analyzer data processing
90 degrees. These two signals are multiplied (mixed) with the original data
stream, the output signals are referred to as in-phase (I) and quadrature (Q)
components. Using the Coordinate Rotation Digital Computer (CORDIC)
algorithm [139], the phase ϕ and amplitude A are calculated:
ϕ = arctan
Q
I
(4.6)
A =
√
I2 +Q2. (4.7)
The carrier frequency fi is then removed by a filter stage and the data stream
is subsequently decimated to a sample rate adequate for the processing
bandwidth. The phase as well as the amplitude stream are divided in pack-
ages to facilitate coherent averaging. A trigger signal synchronous to the
fountain cycle is connected to a digital input of the FPGA. This trigger is
used in the slicer to divide the data stream into equally sized packages. The
data points are provided with time stamps relative to the cycle synchro-
nous trigger. Further post-processing will not introduce any delays or lead
to synchronization issues. The data packages are written to local memory
directly addressable for the FPGA.
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The host computer monitors the acquisition and moves completed slices into
host memory. Here the data are post-processed, coherently averaged and
analyzed, e.g. statistical calculations and consistency checks are performed.
The averaged data sets and the statistics are then each written to separate
files.
4.2.3 System performance
During the sampling process, a digital representation of the analog input
signal is generated, the timing of each sample is controlled by an external
clock. The timing of the sampling clock as well as the effective amplitude
resolution of the ADC need to be addressed, as both can be the source of
additive noise when measuring the phase of sinusoidal signals.
A timing jitter in the sampling system will affect the sample timing and
thus the phase values computed from the digitized signal [131]. The tim-
ing jitter is attributable to the jitter of the external clock supplied to the
module as well as the clock processing performed within the module. An
external clock of 10 MHz is supplied from the synthesizer chain with a jitter
of less than 0.06 ps [106]. The timing jitter of the ADC modules sampling
clock is specified to be 0.5 ps when locked to an external clock [136]. The
overall timing jitter of the sampling system can be expected to be less than
1 ps. As described in Section 4.1.2, the timing jitter of the sampled signal is
about 320 ps, so no degradation is expected due to the ADC sample clock
performance.
The AD9268 is an analog to digital converter with a nominal resolution
of 16 bits. Not all of these bits contain information about the digitized
signal as the signal preprocessing and sampling is affected by noise. For AD
converters, the term effective number of bits (ENOB) is used to indicate the
number of bits with valid information. The ENOB is equivalent to a signal
to noise ratio (SNR). To translate ENOB into SNR, we convert from dB to bits
with a conversion factor of 20 log10 2 and take into account the quantization
error of the ADC, which is equal to 1.76 dB in the ideal case [140]:
SNR(dB) = (20 log10 2) · ENOB + 1.76. (4.8)
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In order to avoid signal deterioration due to the conversion process, the
SNR of the ADC should be at least 10 dB better than the SNR of the analog
input signal. The SNR of the input signal can be calculated from its RMS
phase noise:
SNR(dB) = −20 log(φrms). (4.9)
When using the OSM as a reference, the RMS phase noise of the Ramsey
interrogation signal within an analysis bandwidth of 10 kHz is 65 µrad (Ta-
ble 4.1). This corresponds to a SNR of 84 dB. In this case an ADC with a
SNR of 94 dB is required, equal to 15.3 effective bits.
At the present operating conditions, the ADC is specified with a SNR of
78 dB for a full scale input of +10 dBm [135]. The noise contributions of the
sampling process are independent of the input level, as a consequence the
SNR is deteriorated for lower input levels. The ADC module provides an
internal amplifier with a selectable gain of 6 dB or 12 dB [136]. For an input
signal level of −9 dBm and an amplifier gain setting of 12 dB, the SNR is
71 dB, resulting in 11.5 effective bits at a data rate of 120 MSamples/s. To
achieve the required signal to noise ratio, the ADC data is decimated by the
FPGA. The data rate is reduced and the effective number of bits is increased.
Due to the binary representation of the data, it is most effective to reduce
the sample rate in steps of 2. A sample rate reduction by a factor of 29 will
increase the effective number of bits by 4.5, resulting in 16 effective bits. Us-
ing equation 4.8, we get an SNR of 98 dB, 14 dB below the SNR of the input
signal. After the different decimation stages, the data rate is 52 kSamples/s,
fulfilling the Nyquist criterion for the 10 kHz analysis bandwidth.
4.2.4 Characterization
The transient phase analyzer was characterized in several steps. At first, the
step response of the data processing system was evaluated and the system
delays were determined. We then examined the IQ detection scheme and
verified the phase processing. As a final step, the noise properties of the
data conversion and data processing system were determined.
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Figure 4.6: Filter settling time for (a) 500 Hz bandwidth and (b) 10 kHz bandwidth.
Step response
The step response of the data processing system is essential for the detection
of short transients. Two signal paths with different analysis bandwidths
were used, depicted in the processing scheme in Figure 4.5. Each path
features a different set of filters and decimators. Both signal paths were
evaluated individually for their step response and signal processing delay.
The ADC input signal was modulated synchronously with the measurement
cycle, applying a phase step of pi/2. The phase values were coherently aver-
aged, using filter bandwidths of 500 Hz and 10 kHz (Figure 4.6). At a band-
width of 500 Hz, the filter settling time is several milliseconds (Fig. 4.6(a)),
the analyzer path with 10 kHz bandwidth (Fig. 4.6(b)) has a much faster
response time of less than one millisecond.
IQ detection
To verify the IQ detection scheme and the processing of the phase values,
we detuned the frequency of the reference synthesizer and measured the
phase values for 1 s, using an analyzer bandwidth of 500 Hz. The frequency
of the reference synthesizer fRef was detuned by +1 µHz and −1 µHz. The
phase values were coherently averaged for 9000 measurement cycles. Over
the sampling duration of 1 s, consistent linear phase ramps of ±2pi µrad
can be observed (Fig. 4.7). The measurement was repeated for an analyzer
bandwidth of 10 kHz, showing comparable results.
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Figure 4.7: Phase progression for different frequency offsets. a) +1 µHz b) −1 µHz
Data conversion and processing
To evaluate the noise properties of the phase detection system, measure-
ments of the synthesizer signal were compared with measurements of a
test signal. For these measurements, an analyzer bandwidth of 10 kHz was
used. A sampling duration of 1114.5 ms was selected, analogous to the CSF1
cycle time.
The two synthesizers were connected to the analyzer, utilizing the hetero-
dyne mixing front-end from Figure 4.3. The frequency of the reference
synthesizer fRef was set to fDUT + 32.323 kHz, resulting in a difference fre-
quency of 32.323 kHz that was fed to the ADC input stage. The standard
deviation σavg(n) of the coherently averaged trace after n averaging cycles
was calculated. The plot for σavg(n) for the microwave synthesizer signal
is shown in black in Figure 4.8. It exhibits a slope of n−1/2, as expected
from equation 4.4 for a dominant contribution of white noise. A test signal
of 32.323 kHz was generated with a commercial waveform generator, phase
locked to the common clock. This signal was connected directly to the ADC
input and the measurement was repeated. The resulting plot for σavg(n) for
the test signal is shown in orange in Figure 4.8. It is well below the standard
deviation obtained from measurements of the synthesizer signal.
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Figure 4.8: Standard deviation of coherently averaged phase sample sets
The measurements were repeated with an analyzer bandwidth of 500 Hz,
showing comparable results. It can be concluded that the analysis of phase
transients is not limited by the detection and processing system.
4.3 Fountain evaluation
Using the phase transient analyzer, the microwave synthesizer described in
Chapter 3 was evaluated. This investigation was conducted for the Ram-
sey interrogation signals used for the fountain clocks CSF1 [11, 80] and
CSF2 [12]. The synthesizers were referenced to the OSM. Both fountain
clocks were configured in operational mode: all signals and switching pro-
cesses were applied in the same way as during regular frequency measure-
ments.
The Ramsey interrogation signal was disconnected from the Ramsey cavity
and fed to the phase analyzer. The frequency of the Ramsey interrogation
signal was slightly varied by the control computer with random frequency
offsets of several millihertz at every cycle, similar to the behavior of the
control loop used to lock the frequency of the Ramsey interrogation signal
to the atomic resonance. The phase of the Ramsey interrogation signal was
recorded for a duration of 1000 ms, starting with the launching of the atoms,
shown as phase (b) in Figure 2.6.
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Figure 4.9: Phase progression of the Ramsey interrogation signal during the CSF1
fountain cycle when referenced to the optically stabilized microwave. (a) 10 kHz
analysis bandwidth. (b) 500 Hz analysis bandwidth. The two Ramsey interactions
are symbolized by orange boxes.
4.3.1 CSF1
The analysis was conducted with bandwidths of 10 kHz and 500 Hz simul-
taneously. The results are given in Figure 4.9(a) and Figure 4.9(b) respec-
tively. The data were averaged for 21 hours, equaling 68000 fountain cycles
in CSF1. The fountain cycle time is 1114.5 ms. The two Ramsey interactions
have a duration of 10 ms, they are symbolized by orange boxes in Figure 4.9.
The first Ramsey interaction takes place at 125 ms, the second interaction is
occurring at 695 ms.
The coherent averaging over 68 000 fountain cycles results in a single phase
sequence. The data were also stored in 13 phase sequences, each resulting
from 5000 coherently averaged traces. For each sequence, the average value
of the phase during the Ramsey interactions was calculated and the phase
difference between the two Ramsey interactions was determined. From this
series of phase difference values, we calculated the mean difference and the
standard deviation.
Fast phase transients could lead to inaccurate data at low bandwidth. No
such transients are visible in the 10 kHz bandwidth plot in Figure 4.9(a).
We can thus assume the measurement data acquired with a bandwidth of
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500 Hz to be valid. Based on the data acquired with a bandwidth of 500 Hz,
the phase difference between the two Ramsey interactions was evaluated to
be (0.00± 0.52)µrad. Using equation 4.2, the resulting systematic uncer-
tainty was calculated to be 1.6× 10−17.
4.3.2 CSF2
The fountain cycle time for CSF2 is 1234.5 ms, the two Ramsey interactions
of duration 10 ms are centered at 195 ms and 745 ms. The phase measure-
ment of the Ramsey interrogation is shown in Fig. 4.10, the phase values
were synchronously averaged for 45 000 fountain cycles, requiring a mea-
surement time of 15 h. A large phase transient is visible at 45 ms, before
the first Ramsey interaction. This is provoked by the switching of the mag-
netic field in the state selection cavity for the RAP method as explained in
Section 3.3.4.
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Figure 4.10: Phase progression of the Ramsey interrogation signal during the CSF2
fountain cycle when referenced to the optically stabilized microwave. (a) 10 kHz
analysis bandwidth. (b) 500 Hz analysis bandwidth. The two Ramsey interactions
are symbolized by orange boxes.
The phase sequences were also stored in sets, each resulting from of 2000 co-
herent averages. From the resulting phase sequences, the individual phase
differences between the two Ramsey interactions were calculated and used
to compute the mean value and standard deviation. Based on the mea-
surement data acquired with a bandwidth of 10 kHz, the phase difference
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between the two Ramsey interactions was evaluated to be (0.23± 1.14)µrad.
Using the measurement data acquired with a bandwidth of 500 Hz, the
phase difference was calculated to be (0.14± 1.04)µrad. We assume a maxi-
mum phase difference of 1.18 µrad, as obtained from the measurement data
acquired with a bandwidth of 500 Hz. This phase difference corresponds to
a systematic uncertainty contribution of 3.7× 10−17.
Even though this value is higher than the results obtained for CSF1, this
does not necessarily imply a lower phase stability of the microwave syn-
thesis used in CSF2. The difference can be attributed among other things
to the longer measurement time and slightly different data processing and
statistical analysis.
In summary, it can be stated that the phase transient analyzer performs as
expected and can be readily used to investigate the Ramsey interrogation
signals in fountain clocks. Furthermore, it could be demonstrated that the
effect of cycle-synchronous disturbances is on the low 10−17 level during
normal fountain operation.
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5 Transient-free switching
Interactions between the caesium atoms and microwave fields during the
free evolution or before the population probing can lead to a shift of the
fountain frequency [24]. Such a disturbing field can be a consequence of
microwave leakage from the Ramsey or state selection cavity or the micro-
wave synthesizer. The interaction is dependent on the parameters of the
resonant field, e.g. field strength, field frequency and phase [26]. It can
be reduced by changing leakage field parameters synchronously with the
fountain cycle, right before and after the two Ramsey interactions. Field
parameters available to external modification are the field strength as well
as the field frequency.
Modifying the Ramsey interrogation signal synchronous with the fountain
cycle is very likely to result in phase disturbances, in turn causing frequency
shifts. The effect of such phase shifts can be orders of magnitude larger than
the effect of microwave leakage itself. Therefore, the development and ap-
plication of an active method has to be accompanied by an evaluation of the
phase shifts. This can be achieved with a dedicated phase transient analyzer,
the development of such an analyzer has been presented in Chapter 4.
A method to manipulate the field strength has been described previously
[21]. Here the microwave signal is attenuated using an interferometric
switch. This method has been implemented for the use at one of the foun-
tains at PTB. A brief explanation of the general idea and the setup used
at CSF1 is given in Section 5.1. This is accompanied by measurement
data recorded with the phase transient analyzer and an assessment of the
method.
For CSF2, we devised a different method to reduce the effect of microwave
leakage. It depends on frequency detuning rather than amplitude reduc-
tion [28]. The field frequency is detuned with negligible effects on the field
phase during the Ramsey interactions. Possible errors during operation can
be detected by the fountain itself and do not require the assignment of a
phase transient analyzer. In Section 5.2, we will outline the principle of the
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method and give a detailed description of its implementation with a digi-
tal frequency synthesizer. This includes a description of the setup used for
coherently detuning the interrogation frequency of CSF2 and an analysis
of the parameter space. We will present measurement data and evaluate
the contribution of microwave leakage to the systematic uncertainty of the
fountain.
Finally, the advantages and disadvantages of the interferometric switching
and the phase-coherent frequency detuning scheme are discussed in Sec-
tion 5.3.
5.1 Interferometric switching
5.1.1 Principle
A leakage field can be originating from the Ramsey cavity or the microwave
synthesizer as well as from signal connections, its strength is dependent on
the amplitude of the Ramsey interrogation signal. To reduce the effect of
field leakage, the signal can be set to nominal amplitude at the beginning of
each Ramsey interaction and attenuated right after. The amplitude could be
controlled directly at the output of the synthesizer, at a frequency of about
9.193 GHz. Implementing a switching scheme for the Ramsey interrogation
signal at this frequency can cause a high insertion loss and cannot guarantee
that leakage from the synthesizer will not arrive at the fountain by free-
space propagation [21, 141]. The modular design of the synthesizer allows
for an implementation of the amplitude control at a frequency of 407.3 MHz,
between the Ramsey frequency control section and the microwave mixer (for
details refer to Section 3.3.2).
Conventional radio frequency (RF) switches exhibit large phase transients
with time constants in the hundreds of milliseconds when they are actu-
ated. These phase transients are most noticeable when closing the switch,
rendering them unsuitable for direct control of the signal amplitude. By
implementing the RF switch in one arm of a balanced interferometer (Fig-
ure 5.1), the amplitude of the Ramsey interrogation signal can be switched
with negligible phase transients. Two directional couplers are used to split
and combine the RF signal, their attenuation is compensated using an am-
plifier. The interferometer is tuned to a dark fringe with a phase shifter and
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Figure 5.1: Principle of the interferometric switch [21]
an attenuator. When the switch is actuated, the output of the interferom-
eter is strongly attenuated by destructive interference. When the switch is
opened, the signal at the output is virtually unperturbed [21].
5.1.2 Implementation
Using a mechanical phase shifter and attenuator, an interferometric switch
(IFS) was implemented in CSF1. The amplitude tuning proved to be de-
manding, several mechanical attenuators had to be investigated. Most of
them were either unstable or suffered from backlash during amplitude set-
ting. In contrast, the phase control was rather uncomplicated, eased by the
long wavelength of 0.73 m at 407.3 MHz. The coarse phase was set by ca-
ble length and the fine tuning was performed with a mechanical precision
phase shifter. Switches with different technologies (e.g. bipolar, electro-
mechanical relays and micro electromechanical systems (MEMS)) were eval-
uated. The attenuation of the interferometric switch at 407.3 MHz was mon-
itored over the course of several months and proved to be at least 35 dB.
The spectrum of the Ramsey interrogation signal was measured for the two
switch states (Figure 5.2). The attenuated signal is represented in black
color, the spectrum of the signal applied during the two Ramsey interactions
is shown in green. Figure 5.2(a) shows the spectrum close to the carrier, the
Ramsey interrogation signal is attenuated by more than 35 dB. Such an
attenuation would imply a reduction of possible leakage effects by at least
a factor of 50 [24, 25].
The switch can only be tuned to attenuate a single frequency, sidebands and
spurious emissions are largely unaffected as shown in Fig. 5.2(b). Due to the
single-sideband mixing of the Ramsey interrogation signal (for details see
Section 3.3.2), the sidebands are more than 30 dB lower than the frequency
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Figure 5.2: Interferometric switch attenuation. (a) Close to carrier and (b) far from
carrier. The attenuated signal is represented in black color, the signal used during the
two Ramsey interactions is shown in green.
of interest. Owing to this low level and their large frequency detuning, their
frequency shifting effect will be negligible.
It is not possible to monitor the interferometric switch online during foun-
tain operation, as a measurement of the attenuation requires the switch to
be disconnected from the synthesizer. Therefore, the interferometric switch
has to be checked regularly before and after longer fountain measurement
campaigns.
5.1.3 Amplitude transients
The measurement data presented in Figure 5.2 only provide information
about the steady state attenuation. Additional time-resolved measurements
of the output amplitude were carried out to obtain confidence on the atten-
uation during the Ramsey time TR and to rule out disturbing effects due to
amplitude transients during the interactions. The two Ramsey interactions
will be symbolized by orange boxes in the following figures, light orange
boxes indicate the time interval the atoms spend in the cut-off tubes of
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Figure 5.3: Temporal evolution of the signal level during interferometric switching.
The two Ramsey interactions are symbolized by orange boxes. The time interval the
atoms spend in the cut-off tubes is indicated by light orange boxes.
the Ramsey cavity [142]. The interferometric switch is actuated for 530 ms,
symmetrical with respect to the atom-microwave interactions. During this
time the microwave field is attenuated and the effect of leakage fields is
reduced.
Time-resolved amplitude values are a by-product of the phase analysis sys-
tem discussed in Chapter 4, however with a limited measurement range.
To overcome this limitation, the amplitude at 407.3 MHz was detected with
a spectrum analyzer set to zero span [143]. The analyzer converts the dis-
played signal level to an analog voltage. This signal was recorded with a
modified transient analyzer firmware, the amplitude values were then aver-
aged synchronously to the fountain cycle. The measurement data are given
in Fig. 5.3, the IFS attenuates the signal by more then 35 dB in less than a
millisecond.
5.1.4 Phase transients
Phase perturbations in the Ramsey interrogation signal caused by the in-
terferometric switch were examined using the phase transient analyzer de-
scribed in Chapter 4. Bandwidths of 10 kHz and 500 Hz were used for the
analysis. The data were averaged for 40 hours, equal to 125000 fountain
cycles in CSF1. The measurement data are shown in Figures 5.4(a) (10 kHz)
and 5.4(b) ( 500 Hz). The measurement data at high bandwidth (a) reveal
small phase drifts, overlaid by rather large levels of noise with no apparent
outliers. Such outliers would be masked at lower bandwidth. At 500 Hz
bandwidth (b), the phase noise is considerably lower, revealing a small
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Figure 5.4: Phase transients during interferometric switching. (a) 10 kHz analysis
bandwidth and (b) 500 Hz analysis bandwidth. The two Ramsey interactions are
symbolized by orange boxes. The time interval the atoms spend in the cut-off tubes
is indicated by light orange boxes.
phase difference between the two Ramsey interactions. At low bandwidth,
a significant filter settling time (discussed earlier in Section 4.2.4) can be
observed.
The data were also recorded in 25 sets of 5000 coherent averages. Based
on this data, the phase difference between the two Ramsey interactions was
evaluated to be (0.42± 0.85)µrad. Using the calculations explained in Sec-
tion 4.1.1, the resulting fountain frequency shift was determined. A phase
difference of 1.27 µrad corresponds to a relative shift of 3.9× 10−17.
5.1.5 Assessment
The IFS was installed in the fountain CSF1. Two modes of operation were
used, normal mode and IFS mode. In normal mode, the switch is not actu-
ated and the output signal is not attenuated. In IFS mode, the interferomet-
ric switch is triggered synchronously to the cycle. The fountain frequency
was recorded independently for both operation modes. We have to take into
account, that the frequency shift resulting from microwave leakage could be
correlated with the shifts caused by the cycle synchronous field alterations.
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Assuming a correlation coefficient of −1, the resulting shift is obtained by
adding linearly the frequency shifts induced by the switching process to the
leakage shift estimate obtained from the frequency difference [38].
Fountain operation alternating between normal mode and IFS mode showed
a frequency difference of (1.5± 1.4)× 10−16. The maximal expected leakage
shift can be calculated to be 2.9× 10−16 + 3.9× 10−17 ≈ 3.3× 10−16. Use of
the interferometric switch will reduce the amplitude of the resonant field by
at least 35 dB during the Ramsey time, resulting in a reduction of possible
frequency shifts by at least a factor of 50. Therefore, the maximal expected
leakage shift during IFS operation can be estimated to be 6.6× 10−18.
The total uncertainty of microwave leakage related effects can be calculated
by the quadratic addition of the maximum expected leakage shift and pos-
sible frequency shifts induced by the switching process (3.9× 10−17). The
systematic uncertainty contribution associated with microwave leakage in
CSF1 is 4.0× 10−17 when using the interferometric switch.
5.2 Phase-coherent frequency detuning
5.2.1 Principle
Undesired interactions of the caesium atoms with an external leakage field
can also be reduced by detuning the field frequency from resonance [28].
We assume f0 to be the frequency of the Ramsey interrogation signal, tuned
to the atomic resonance, fDet the frequency detuning, and f1 = f0 + fDet
to be the detuned frequency. Due to the sinusoidal nature of the signals
involved, the two frequencies f0 and f1 repeatedly have the same phase
after time t given by t = 1/ fDet. Therefore, the phase before and after the
frequency detuning will be the same if the detuning time td is an integer
multiple n of the period of the detuning frequency:
td = n · 1fDet . (5.1)
In Figure 5.5, the two Ramsey interactions R1 and R2 are shown, separated
by the Ramsey time TR. Shortly after the end of the first Ramsey interaction,
when the atoms have passed the microwave resonator, the frequency of
the microwave field is detuned by fDet. The relative phase between the
microwave field and the atomic superposition starts to progress, wrapping
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Figure 5.5: Phase-coherent frequency detuning - principle
over several times. After time td, before the caesium atoms enter the Ramsey
cavity for the second time, the microwave frequency is switched back to f0.
If equation 5.1 is fulfilled, the phase difference resulting from the frequency
detuning is zero. The frequency detuning is thus imperceptible when only
looking at the phase relation before and after the detuning, as done in the
Ramsey scheme.
5.2.2 Direct digital synthesis
Direct digital synthesis (DDS) is a well established signal generation method,
a detailed description is available in [144], for a concise introduction refer to
[145, 146]. The main parts of a direct digital synthesizer are a phase accumu-
lator, a phase-to-amplitude look-up table and a digital-to-analog converter
(DAC) (Fig. 5.6).
The phase accumulator is a N-bit register that is incremented by the value
of a N-bit tuning word with every cycle of the DDS reference clock. The
maximum value of the phase accumulator register is 2N, further incremen-
tation will lead to overflow. The digital phase value at the output of the
accumulator therefore has a repetitive range of 0 to 2N. This corresponds to
the repetitive angular phase range of 0 to 2pi of continuous-time sinusoidal
signals. The output of the phase accumulator is converted to an amplitude
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value by using a sine wave look-up table, the minimum (0) and maximum
(2N) values of the phase accumulator are mapped to 0 and 2pi respectively.
The amplitude value is then fed to a DAC, clocked with the DDS reference
clock. The output frequency depends on the value of the tuning word and
the reference clock. For a DDS with a resolution of N bits and a reference
clock frequency fclk, the frequency tuning word M0 can be calculated for
the desired output frequency f0:
M0 =
f0
fclk
· 2N. (5.2)
Direct digital synthesizers are available as integrated circuits with differ-
ent feature sets. In the phase-coherent frequency detuning setup, the chip
AD9956 from Analog Devices is utilized [147]. Characteristic features of this
DDS chip are depicted in Figure 5.7. Eight 48-bit tuning words are available
from which two are shown, the tuning words M0 and M1. The active tuning
word is selected by the internal state machine based on the logic level of an
input pin of the DDS chip. The state machine is clocked with an internal
system clock ( fsysclk), phase locked to the reference clock ( fclk). The tuning
word selection input is evaluated by the state machine at rising edges of the
system clock only.
By changing the tuning word for a certain time td, the DDS frequency can
be increased so that the additional phase increment due to this detuning
equals n · 2pi (for integer n). If the phase accumulator is incremented by
an additional MDet (with M1 = M0 + MDet) with every clock cycle, the
frequency is increased correspondingly and becomes f1 = f0 + fDet. By
selecting appropriate parameters, equation 5.1 can be satisfied and the ad-
ditional phase increment becomes zero (n · 2pi), when switching back to the
original frequency f0 after the detuning time td:
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Figure 5.7: Direct digital synthesis - implementation in the AD9956
td =
n · 2N
MDet · fclk
. (5.3)
In reality, due to the finite frequency resolution of the DDS there will be
a slight phase error accumulated as a result of the detuning. For a DDS
reference clock fclk of 50 MHz and a DDS resolution of 48 bits, the least
significant bit of the tuning word corresponds to 50 MHz/248 = 0.18 µHz,
resulting in a maximum quantization error ∆ fquant of 0.09 µHz [148]. This
quantization error will give rise to the phase error ∆ϕquant, linearly increas-
ing over the detuning time:
∆ϕquant = ∆ fquant · td · 2pi. (5.4)
Using equation 4.2, the effect of the quantization on the fountain frequency
error δf can be calculated:
δf =
∆ϕquant
f0 · TR · 2pi =
∆ fquant · td
f0 · TR . (5.5)
For a quantization error ∆ fquant = 0.09 µHz and a detuning duration td =
500 ms, the accumulated phase error due to the detuning would be 0.3 µrad.
Such a phase offset between the two Ramsey interactions would lead to a
relative frequency error of 1× 10−17 for a Ramsey time TR of 550 ms. Taking
into account the rectangular distribution, this corresponds to a systematic
uncertainty contribution uquant of 0.6× 10−17.
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5.2.3 Implementation
The aforementioned DDS chip AD9956 is used to control the frequency of
the Ramsey interrogation signal, a detailed explanation of the synthesizer
was given in Section 3.3.2. The experimental control computer programs the
DDS with two tuning words: M0 (corresponding to the original frequency
of the Ramsey interrogation signal) and M1 (corresponding to the detuned
frequency). Each tuning word is written to a different register and the reg-
isters can be selected from an input pin of the DDS chip (offset enable). The
detuning time td has to match the detuning MDet = M1 −M0 according to
equation 5.3.
As shown in Figure 5.7, the offset tuning word is processed inside the DDS
chip, the state machine is clocked with the DDS system clock: fsysclk =
fclk/4. In our case, a DDS reference clock of 50 MHz is used. The system
clock is 12.5 MHz, equivalent to a clock period of 80 ns. The tuning word
selection input is evaluated at the rising edges of the system clock only,
the DDS can not resolve changes of the tuning word within a clock period.
The tuning word selection signal is expected to have a timing jitter of a few
nanoseconds. If the edges of the tuning word selection signal coincide with
a rising edge of fsysclk, td could jitter by one clock cycle as a result. This
would result in a wrong phase value after the detuning. Taking advantage
of the 50% duty cycle of the system clock, we align the falling and rising
edges of the tuning word selection signal with the falling edges of fsysclk,
thus achieving maximum jitter tolerance.
This alignment is performed by a dedicated trigger synchronization setup,
complementing the DDS module (Fig. 5.8). The 100 MHz signal required
for the DDS module is also supplied to the trigger synchronization module,
enabling a fixed phase relation to the DDS clock. Magnetical isolators and
optocouplers are used to avoid ground loops and minimize phase distur-
bances of the 7.3 MHz output signal. The trigger for the frequency detuning
sent from the fountain control computer is asynchronous with respect to
the DDS clock. Its length is adjusted to match equation 5.1 for the applied
detuning frequency fDet. The rising and falling edges of the resulting pulse
are aligned with the falling edges of fsysclk. The synchronized tuning word
selection signal is fed to the DDS chip.
The trigger synchronization has been implemented with a delay generator
and a simple synchronization logic for the trigger input. The detuning time
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td was kept at a fixed value of 500 ms. In the future, the synchronization
will be realized with a field programmable gate array (FPGA), allowing full
control of the detuning timing by the fountain control computer.
5.2.4 Detuning timing
Two frequency detunings were selected to evaluate the timing parameters,
400 Hz and 500 kHz. Detuning the Ramsey interrogation signal by 400 Hz
will reduce the frequency shifting effect of microwave leakage by at least
one order of magnitude [115]. A greater suppression of microwave leakage
can be achieved at higher detunings [26]. The frequency detuning is lim-
ited by the DDS tuning range, making detunings much larger than 500 kHz
impractical.
The method depends on the exact timing of the detuning pulse. The edges
of the tuning word selection signal have to be aligned with the falling edge
of fsysclk. If the detuning time td is shortened by one period of the reference
clock fRef, the phase accumulator would miss one addition of the tuning
word, resulting in a phase slip ∆ϕslip:
∆ϕslip = fRef · MDet248 · 2pi. (5.6)
For frequency detunings of 400 Hz and 500 kHz, a missed clock cycle would
result in phase slips of 200 µrad and 250 mrad, respectively.
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Figure 5.9: Ramsey interaction phase differences for different timings of the detuning
pulse leading edge. a) Frequency detuning 500 kHz, b) Frequency detuning 400 Hz.
Using the phase transient analyzer, we evaluated the phase difference be-
tween the two Ramsey interactions in relation to the timing of the trig-
ger pulse. The leading and trailing pulse edges were evaluated separately.
These parameters were recorded for a range of pulse delays at detunings of
400 Hz and 500 kHz. All delays were set with respect to the synchronized
trigger pulse. The measurement data for the leading edge of the detuning
pulse are given in Figure 5.9. The data agree with the calculated values that
are shown as red lines with steps of 250 mrad (Figure 5.9(a)) and 200 µrad
(Figure 5.9(b)). The steps have a width of 80 ns, corresponding to the pe-
riod of the system clock. Measurements of the trailing edge delay yielded
comparable results.
The phase slip ∆ϕslip corresponds to a fountain frequency shift. Using equa-
tions 5.6 and 4.2, the frequency shift ∆ fslip due to a missed clock cycle can
be estimated:
∆ fslip =
1
f0 · TR ·
fDet
fsysclk
. (5.7)
If the frequency is detuned by 500 kHz during a 550 ms Ramsey time, a
missed clock cycle results in a frequency step of 73 mHz, equivalent to a
relative frequency difference of 8 × 10−12. Likewise, with a detuning of
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Figure 5.10: Fountain frequency offset for different timings of the detuning pulse
trailing edge. a) Frequency detuning 500 kHz, b) Frequency detuning 400 Hz.
400 Hz, a missed clock cycle will cause a frequency step of 58 µHz and a
relative difference of 6× 10−15.
The fountain was put into operation with the detuning-enabled synthesizer,
recording the fountain frequency while shifting the edges of the detuning
trigger pulse. The measurement data for the trailing edge delays are given
in Figure 5.10. The top graph shows the results for a frequency detuning
of 500 kHz, 20 frequency measurements were made for each point. The
calculated values are shown as red lines, exhibiting distinctive plateaus with
a width of 80 ns that agree very well with the measured data. The frequency
values for a frequency detuning of 400 Hz are shown in Figure 5.10(b), the
steps in frequency are smaller by 3 orders of magnitude, again agreeing
very well with the calculations shown as red lines. For each point, over
1000 fountain cycles were averaged, requiring a measurement time of 30
minutes per point.
Measurements of the fountain frequency shift in relation to the leading edge
delay yielded similar results. The fountain frequency data closely resem-
ble the results of the phase measurements as presented in Figure 5.9. For
determining the delay parameters, a fountain frequency measurement is
therefore equivalent to a measurement with a phase transient analyzer. At
a detuning of 500 kHz, a timing error will cause a frequency step that is
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Figure 5.11: Ramsey interrogation signal phase with 0 Hz detuning. The two Ramsey
interactions are symbolized by orange boxes. The time interval the atoms spend in
the cut-off tubes is indicated by light orange boxes.
detectable instantaneous during regular fountain operation. This allows for
an online monitoring of the detuning scheme.
5.2.5 Phase transients
The phase transient analyzer presented in Chapter 4 was used to evaluate
detrimental effects on the phase of the Ramsey interrogation signal. Phase
disturbances are most likely caused by the trigger signals, activated right
before and after the Ramsey interrogations.
To assess the effect of the trigger signals, the detuning frequency was set to
0 Hz. The acquired phase values of the Ramsey interrogation signal for a
bandwidth of 500 Hz are given in Figure 5.11. The two Ramsey interactions
of 10 ms duration are symbolized by orange boxes, light orange boxes in-
dicate the time interval the atoms spend in the cut-off tubes. The detuning
interval of length td is centered between the two Ramsey interactions. No
effects of the register switching at the micro-radian level can be identified
at the beginning or the end of the detuning interval.
Additional phase measurements of the Ramsey interrogation signal were
performed, this time setting a frequency detuning of 400 Hz. The results
are given in Figure 5.12. No phase perturbations during the two Ramsey
interactions are discernible. Taking into account the standard deviation of
the measurement, the phase difference between the two interactions is well
below 1 µrad, corresponding to an uncertainty contribution uphase of 3 ×
10−17. Phase measurements at 500 kHz detuning also showed no evidence
of phase distortions that could lead to a frequency shift above this level.
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Figure 5.12: Phase of the CSF2 Ramsey interrogation signal with 400 Hz detuning.
The two Ramsey interactions are symbolized by orange boxes. The time interval the
atoms spend in the cut-off tubes is indicated by light orange boxes.
5.2.6 Assessment
To estimate an upper limit for remaining frequency shifts when using this
method, a frequency measurement was performed with CSF2. The fountain
was operated with the detuning-enabled synthesizer, using two modes of
operation. In the detuning mode, the phase-coherent frequency detuning is
triggered synchronously to the cycle. In the normal mode, the interrogation
signal is not detuned. For the measurement, a detuning of 400 Hz was used.
A relative frequency difference of (−0.1± 2.0)× 10−16 was obtained.
In Section 5.2.2, the uncertainty contribution uquant due to the quantization
error was estimated to be 0.6 × 10−17. The uncertainty contribution due
to phase transients (uphase) could be verified in the previous section to be
below 3× 10−17. We need to take into account that in an unfavorable case a
microwave leakage induced shift could be correlated with the shifts uquant
and uphase. By adding linearly these detuning-caused shift estimates to the
leakage shift estimate (2.1× 10−16) obtained from the frequency difference
measurement, we get a worst case estimate of the leakage shift without
detuning of 2.5× 10−16.
Taking into account a reduction by a factor of 10, the frequency detuning
would result in a leakage shift (and a corresponding uncertainty udet) of
2.5 × 10−17. The uncertainty due to residual microwave leakage shifts is
obtained from the quadratic addition of the uncertainties uphase, uquant and
udet. When the phase coherent frequency detuning method is used with
a Ramsey time frequency detuning of 400 Hz, the systematic uncertainty
contribution due to microwave leakage in CSF2 would thus be 4.0× 10−17.
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5.3 Comparison of the methods
This thesis presented two methods to reduce the effect of microwave leakage
in CSF1 and CSF2, currently associated with a systematic uncertainty con-
tribution of 1× 10−16 [82, 130]. The interferometric switch relies on a reduc-
tion of the Ramsey interrogation signal amplitude to diminish the effect of
leakage fields. This method has been implemented in the caesium fountain
CSF1, resulting in a systematic uncertainty contribution due to microwave
leakage of 4.0× 10−17. We were also able to demonstrate that the effect of
microwave leakage can be reduced by phase coherent frequency detuning
to the 10−17 level. The demonstration was set up on CSF2 and the sys-
tematic uncertainty contribution of microwave leakage related effects was
determined to be 4.0× 10−17 at the most.
The interferometric switch has been introduced to several caesium foun-
tains [21, 54, 96–98, 149–151]. Due to its analog nature, its implementation
requires a careful selection of components, and ideally a phase transient an-
alyzer. As the method relies on a variation of the amplitude, the thermal
impact on the frequency synthesizer has to be considered and examined.
The frequency range of the interferometric switch is limited, it is suitable
for frequencies in the range of 50 MHz - 500 MHz. A temperature compen-
sation of the switch can be necessary. The extinction ratio has to be checked
regularly, as it can vary due to component aging and drift effects.
The phase-coherent frequency detuning method [28] relies on digital fre-
quency synthesis and obviates the specific disadvantages of an analog de-
sign such as aging and drift. The most likely cause for phase transients in
the Ramsey interrogation signal are disturbances from the trigger signals
due to crosstalk. Other interfering effects are hardly conceivable. Crosstalk
can be minimized with signal isolation and separated power supplies.
The approach requires a DDS-based synthesizer which is widely used in
controlling the frequency of the Ramsey interrogation signal [71, 92, 93, 95,
96]. No temperature compensation of the frequency detuning setup itself
is necessary and also the thermal impact on the synthesizer is negligible,
as the amplitude of the Ramsey interrogation signal remains constant. The
method presented is tolerant towards small fluctuations in the detuning
timing; timing errors can be detected by monitoring the fountain frequency.
This method has several advantages over the interferometric switch, espe-
cially fountain operation without the need for periodic evaluations.
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The uncertainty contribution resulting from the quantization error, uquant,
can be eliminated. This error will be zero if the detuning frequency can
be generated in a DDS without quantization. This is true for detuning fre-
quencies fDet that fulfill the equation fDet = fclk/2n (for integer n). It can be
expected, that the systematic uncertainty of the method will then be limited
only by statistical parameters of the fountain frequency measurement and
the phase transient measurements. In this case, a systematic uncertainty
due to microwave leakage of less then 1× 10−17 is conceivable.
85
6 Assessment in a global context
This work demonstrated the potential of microwave signal generation for
the reduction of uncertainties in atomic fountain clocks. In this section, the
results will be reviewed and the current state of research will be discussed.
For the discussion, caesium fountain clocks are taken into account that have
been regularly contributing to the international atomic time scale in the
period from July 2015 to June 2017. The following fountain clocks will be
considered, their total systematic uncertainties reported for contributions to
TAI is given in Table 6.1:
• FO2 from the Laboratoire national de me´trologie et d’essais - Syste`mes
de Re´fe´rence Temps Espace (LNE-SYRTE) in France [15]
• SU-CsFO2 from the All-Russian Scientific Research Institute of Physico-
Technical Measurements (VNIIFTRI) [55]
• NIST-F1 from the National Institute of Standards and Technology
(NIST) [56]
• ITCsF2 from the Italian Istituto Nazionale di Ricerca Metrologica
(INRIM) [54]
• NPL-CsF2 from the National Physical Laboratory of England (NPL) [3]
• NIM5 from the National Institute of Metrology (NIM) of China [97]
Fountain Clock Total systematic uncertainty
LNE-SYRTE-FO2 2.4× 10−16 [152]
SU-CsFO2 2.4× 10−16 [153]
NIST-F1 3.1× 10−16 [154]
ITCsF2 1.7× 10−16 [155]
NPL-CsF2 3.7× 10−16 [156]
NIM5 1.4× 10−15 [157]
Table 6.1: Total systematic uncertainties reported for TAI contributions
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Phase transient analysis
A system that facilitates a detailed analysis of cycle-synchronous pertur-
bations in the Ramsey interrogation signal has been presented. The devel-
oped phase analyzer system utilizes a FPGA and an analog-digital converter
front-end [23]. Data acquisition and filtering is entirely carried out using the
FPGA, enabling the implementation of variable filters and decimation tech-
niques as well as digital demodulation and phase detection. The system
proved indispensable for the evaluation of transient-free switching methods
aimed at the reduction of microwave leakage effects in fountain clocks [27].
Cycle-synchronous phase transients below 1 µrad can be detected, allow-
ing to evaluate the associated fountain uncertainties at the low 10−17 level.
The phase analyzer was also used to investigate phase variations in optical
frequency standards [23].
A detailed analysis of phase transients in fountain clocks was first described
for the fountain LNE-SYRTE-FO2 [21]. Phase perturbations could be identi-
fied at the µrad level and frequency shifts caused by phase transients were
verified to be below 3× 10−17 [21].
A similar system has been used for the analysis of phase transients in
NIM5, allowing to identify cycle-synchronous phase perturbations below
10 µrad [59, 150]. Associated frequency shifts were assessed at the low 10−16
level.
Up to now, no evaluation of frequency shifts caused by cycle-synchronous
phase transients has been published for the fountains NPL-CsF2, SU-CsFO2,
ITCsF2, and NIST-F1.
Synthesizer phase noise
Phase noise in the Ramsey interrogation signal can limit the frequency sta-
bility of the fountain (Dick effect) [9]. The phase noise of the Ramsey inter-
rogation signal is constrained by the phase noise of the local oscillator used
as a reference for the microwave synthesizer. In this work, a microwave
synthesizer was presented that can be referenced to an optically stabilized
microwave. During the design, great care was taken to minimize noise con-
tributions from components and assemblies. The instability attributed to the
Dick effect could be reduced to a level well below the instability resulting
from quantum projection noise.
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For CSF1, this instability limit has been reported to be 9.1× 10−14(τ/s)−1/2,
while CSF2 can reach a level of 2.5 × 10−14(τ/s)−1/2 [20]. The optically
stabilized microwave offers a superior phase noise performance, but it is
a rather complex system. An automatic fall-back system to a robust local
quartz oscillator has been implemented to achieve a high availability.
The microwave synthesizer designed for LNE-SYRTE-FO2 is referenced to
a cryogenic sapphire oscillator [87, 94]. This allows to operate the fountain
at the quantum projection noise limit (1.6× 10−14(τ/s)−1/2) [15, 71]. The
application of an optically stabilized microwave as a local oscillator has been
demonstrated [75].
The microwave synthesizer used for NPL-CsF2 is referenced to a local quartz
oscillator. Hence, the attainable fountain instability is limited by the Dick
effect to 1.7× 10−13(τ/s)−1/2 [96]. Operation of the fountain at the quantum
projection noise limit has been demonstrated, using an optically stabilized
microwave as a local oscillator. A fountain instability of 3.7× 10−14(τ/s)−1/2
was reported [3].
In the fountains NIM5, SU-CsFO2, ITCsF2, and NIST-F1, the interrogation
signals are referenced to local quartz oscillators, resulting in fountain insta-
bilities at the low 10−13 level [54, 55, 59, 92].
Spectral impurities
Frequency shifts due to spectral impurities in the Ramsey interrogation
signal [8] had been taken into account with 1 × 10−17 in the uncertainty
budget of PTB’s caesium fountain CSF2 [158]. For CSF1, a contribution of
1× 10−16 had been taken into account [159]. As a part of this work, the
uncertainty contribution attributed to these frequency shifts was evaluated
to be 2.3× 10−18.
In the uncertainty budgets of the caesium fountains NIM5 [97] and NPL-
CsF2 [96], an uncertainty contribution of 1× 10−17 is specified. An identical
value has been given for SU-CsFO2 [153] and ITCsF2 [54]. For the foun-
tain NIST-F1, the uncertainty contribution from spurious components were
determined to be 3× 10−18 [154].
88 6 Assessment in a global context
Microwave leakage
Interactions between the caesium atoms and microwave fields are only in-
tended for short periods of time during the fountain cycle. Uncontrolled
interactions of the atoms with leakage fields outside these periods can lead
to frequency shifts [24]. In the fountains CSF1 and CSF2, this effect had
been taken into account so far with a systematic uncertainty contribution of
1× 10−16 [82, 130]. By manipulating the parameters of the Ramsey interro-
gation signal synchronous to the fountain cycle, it is possible to suppress the
frequency-shifting effect of leakage fields and thus reduce the uncertainty
contribution associated with microwave leakage.
In CSF1, a method was implemented that relies on manipulation of the field
amplitude [21], a systematic uncertainty contribution of 4× 10−17 could be
demonstrated. This corresponds to the results published for the application
of this method in the caesium fountains LNE-SYRTE-FO2 [15] and NPL-
CsF2 [96]. This method has also been applied to the caesium fountain NIM5,
here a significantly larger uncertainty contribution of 1.2× 10−15 has been
reported [97].
The effect of leakage fields can also be suppressed by detuning the field fre-
quency [28]. An uncertainty contribution of 2× 10−16 was estimated for the
application of this method at NIM5. As a part of this work, a phase-coherent
frequency detuning scheme for CSF2 was developed [27] and the uncer-
tainty contribution due to microwave leakage was reduced to 4× 10−17. A
further reduction to below the 10−17 level appears feasible.
In the fountain ITCsF2, the effect of leakage fields is suppressed using a
combination of passive methods and a frequency shift keying scheme [84].
The systematic uncertainty associated with microwave leakage has been re-
ported to be 1.5× 10−16 [54].
For the fountain NIST-F1, the effect of microwave leakage has been reported
to be below 1.1× 10−16 [25, 154]. No evaluation of frequency shifts due to
microwave leakage fields has been published for SU-CsFO2.
Collisional shift
Inter-atomic collisions can lead to significant fountain frequency shifts [79].
The shift can be estimated and corrected during fountain operation [112].
For the shift estimation, the fountain is operated with different atom den-
sities by varying the parameters of the state selection process. Depending
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on the method of density control, the applied correction can be subject to a
large relative uncertainty [11].
Prior to this work, the atom density in CSF2 had been varied by changing
the field amplitude in the state selection cavity [112]. With this method, the
relative uncertainty of the shift estimation is about 10%. For atom numbers
of 3× 104, the collisional shift is on the order of 1× 10−15 [12], resulting
in a systematic uncertainty contribution of 1 × 10−16. In this work, the
method of rapid adiabatic passage [18] was implemented in CSF2 and the
relative uncertainty of the collisional shift estimation was reduced by one
order of magnitude to below 1% [19]. For 106 probed atoms, the systematic
uncertainty contribution attributed to the collisional shift was reported to
be 4× 10−17, taking into account a relative uncertainty of 0.5% [82].
The method of rapid adiabatic passage was originally developed for the
fountain LNE-SYRTE-FO2 [18, 94]. The relative uncertainty of the collisional
shift correction is estimated to be 0.5% [152]. A systematic uncertainty con-
tribution of 5× 10−17 is taken into account for atom numbers on the order
of 106.
The fountain clock NPL-CsF2 is operated at the zero collisional shift point
by modifying the composition of atomic states [160]. With this method, a
systematic collisional shift uncertainty of 4× 10−17 [3] could be achieved for
atom numbers on the order of 106.
In the fountains NIM5, SU-CsFO2, ITCsF2, and NIST-F1 no particular tech-
nique for collisional shift reduction is applied. The systematic uncertainty
contribution associated with the collisional shift in NIM5 is on the order of
1× 10−16 for 1.5× 106 probed atoms [97]. In the evaluation of the foun-
tains SU-CsFO2, ITCsF2, and NIST-F1 the collisional shift is not taken into
account as a systematic contribution to the total fountain uncertainty.
Conclusion
One of the objectives of this work was to reduce the contribution of the
microwave synthesis to the systematic uncertainty of the fountains to an
insignificant level. This goal has been reached. Moreover, the potential of
the microwave generating electronics for the further reduction of systematic
and statistical uncertainties was successfully exploited.
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For CSF1, systematic uncertainty contributions associated with microwave-
generating electronics and microwave leakage effects were addressed. Un-
certainty contributions associated with electronics could be reduced from
2 × 10−16 to 2.3 × 10−18 while uncertainty contributions associated with
microwave leakage could be reduced from 1× 10−16 to 4× 10−17. The com-
bined contribution of the two effects was reduced to 0.4× 10−16. Consider-
ing the total systematic uncertainty for CSF1 of 3.6× 10−16, the contribution
of the microwave-generating electronics is now negligible.
For CSF2, the systematic uncertainty contributions associated with the micro-
wave-generating electronics were reduced from 2× 10−16 to 2.3× 10−18 and
the uncertainty contributions associated with microwave leakage were re-
duced from 1× 10−16 to 4× 10−17. The implementation of rapid adiabatic
passage allowed to increase the number of probed atoms by about two or-
ders of magnitude while at the same time led to a reduction of the sys-
tematic uncertainty associated with the collisional shift from 1× 10−16 to
4× 10−17. The combined uncertainty contribution of the three effects was
reduced from 2.4× 10−16 to 0.6× 10−16. This was a necessary condition for
CSF2 to achieve a exceptionally low systematic uncertainty of 1.8× 10−16.
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7 Summary
This work focuses on the reduction of the frequency instability and the sys-
tematic uncertainty in fountain clocks. The important techniques were pre-
sented, addressing detrimental effects closely related to microwave signal
generation. Technical limitations to the fountain frequency stability were
eliminated and the systematic uncertainty attributed to several effects was
significantly reduced. For PTB’s caesium fountain clock CSF2, the appli-
cation of the techniques described herein will result in a record systematic
uncertainty of 1.8× 10−16.
The microwave synthesizer outlined in Chapter 3 features a modular ar-
chitecture, aspects such as operational reliability and ease of maintenance
were taken into account during the development. It can be referenced to
two different local oscillators, a quartz oscillator and an optically stabilized
microwave. Using this synthesizer, the fountains can be operated in the
quantum projection noise limited regime, removing technical limitations to
their frequency instability.
To enable operation of CSF2 with high atom numbers, the method of rapid
adiabatic passage was implemented. Using this method, the relative un-
certainty of the collisional shift estimation was reduced by one order of
magnitude to below 1%. The number of probed atoms was increased to
106 while maintaining a collisional shift uncertainty of 0.4 × 10−16. With
this atom number, CSF2 can be operated a frequency instability of 2.5 ×
10−14(τ/s)−1/2.
In this work, the development of a phase-transient analyzer is presented,
covering the technical requirements, the design process, and the evaluation
(Chapter 4). The system allows for the detection of cycle-synchronous phase
transients below 1 µrad, the associated fountain uncertainties can be evalu-
ated at the low 10−17 level. Using the transient phase analyzer, the impact
of cycle synchronous phase transients on PTB’s fountain clocks CSF1 and
CSF2 could be investigated for the first time. This system can also be used
to investigate phase variations in optical frequency standards.
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Microwave leakage had been associated with a systematic uncertainty con-
tribution of 1 × 10−16 in the uncertainty budgets of CSF1 and CSF2. In
Chapter 5, two methods to reduce this contribution were presented, the
phase transient analyzer proving indispensable for their evaluation. In
CSF1, an interferometric switch was implemented, resulting in a uncertainty
contribution due to microwave leakage of 4× 10−17. For CSF2, a phase co-
herent frequency detuning scheme was developed. With this scheme, a
reduction of the uncertainty attributed to microwave leakage to below the
10−17 level is feasible.
PTB’s fountains are among the world’s best primary fountain clocks regard-
ing systematic and statistical uncertainty as well as reliability. In 2017, they
have been regularly contributing to the calibration of TAI with weights of
60− 80%. The microwave systems presented in this work are integral com-
ponents for the caesium fountains CSF1 and CSF2. Their potential for the
reduction of fountain uncertainties was successfully exploited. The devel-
oped systems are highly reliable and allow for continuous fountain opera-
tion and dependable contributions TAI, further strengthening the prominent
position of PTB’s fountain clocks.
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