ABSTRACT. In this paper, a Kolmogorov-type model, which includes the Gause-type model (Kuang and Freedman, 1988) , the general predator-prey model (Huang 1988, Huang and Merrill 1989) , and many other specialized models, is studied. The stability of equilibrium points, the existence and uniqueness of limit cycles in the model are proved.
INTRODUCTION.
The topic of limit cycles is interesting both in mathematics and in science. This concept first appeared in print in the famous paper by Poincare (1881, 1882, 1885, 1886) . Then in 1926, van der Pol proposed an equation in the study of a self-sustained oscillation occurring in a vacuum tube circuit which showed that the closed orbit in the phase plane of the equation is a limit cycle as considered by Poincare. After this observation, the existence, non-existence, uniqueness and other properties of limit cycles were studied extensively by mathematicians and physicists.
By the 1950's, many models from physics, engineering, chemistry, biology, economics, etc. were displayed as plane autonomous systems with limit cycles. Since then, more and more mathematicians and scientists have been attracted to the topic. Even in the renowned 23 Hilbert problems, you will find a place for limit cycles, specifically in the 16th problem (see [9] for example).
In mathematical modeling of ecological systems, since the papers of May In this paper, a general model of Kolmogorov-type is investigated. This model takes into account all of the above models as special cases. We are going to prove the stability of the equilibrium points, the existence and the uniqueness conditions of limit cycles. Several known theorems will be easily derived again as an illustration of our theorem.
The method used in this paper can be employed for use in the study of general Kolmogorov systems and will be published elsewhere for further study. where x is the prey density, y is the predator density, (x)F(x) is the intrinsic growth rate of the prey in the absence of predators, and (y) (3) is the intrinsic rate of the increasing (or decreasing) of the predator. The term (x)zt (3) represents the functional response of the predator, i.e.
#(x) (3) x is the rate of prey consumption per predator. Most of the authors simply take zt (y)= y, but a function zt (y) that increases slower than the linear could be used to model interference among predators with each other's hunting, or faster than the linear could be used to model predator cooperation [3] . The term 0 (y)p(x) is the response of the predator, which means the difference of the actual rate of increase and the intrinsic rate of increase of the predator. This discussion is in the interior of the first quadrant.
3. THEOREMS AND PROOFS.
Clearly, system (2.1) with assumptions (H1) (H4) has a positive equilibrium (x',y'), where "
x" < K and one or more saddles, for example, (K,0), and (0,0) (if F(0) < For the stability of (x',y') we have:
H(x*,y*) < 0, the equilibrium (x*,y*) is stable, while H(x*,y*) > 0 unstable.
PROOF. The Jacobian of system (2.1) at (x*,y*) is j(x .,y ,) (
and the signs of the real parts of the eigenvalues are determined by t(x ",y ') =(x ")'(x ") +e(y ")'(y "). Therefore, x(t) is bounded.
It is easy to see that Theorem 3.1 is valid.
there exists a co > such that M/co'(x) '(x) <_ 0 for all x _> 0 and
F(x) < 0 for x > K*, where K* is as in (Ha). To show y(t) is bounded, by using (H4), we estimate the following In the case when (x*, y') is unstable, we have any trajectory intersects rz will either cross from exterior to interior or remain on it. The Poincare-Bendixson Theorem guarantees that there is at least one limit cycle inside rz.
Therefore, in any cases there exists at least one limit cycle around (x*,y*). Now, for the proving of the uniqueness theorem of limit cycles, we define" th=min {-, 2 2 L(x, y) H(x, y) K(xO, y) ( Hence, there exists (0,) such that L(x, y) > 0 for (x, y)N, (2) n {(x, y)I-< x < xo), which is a contradiction to (3.13 PROOF: By the Green formula,
Now, we are in the position to prove the following uniqueness theorem. then there exists at most one limit cycle in system (2.1).
PROOF. As in Fig. 4 , let t0 intersect C1 at At, Az, Cz at B1, Bz. results in a contradiction. Fig. 4 It is impossible that the system (2.1) has two limit cycles. [xA+ [7] . Clearly, system (4.3) is a special case of (4.1) and hence if all the assumptions in this paper are satisfied, Theorem 3.7 is applicable.
The original proof of the uniqueness of limit cycles in [7] is based on Zhang's theorem. However, since the assumptions (H1 *), (Ha) and (H4) in this paper are not assumed there, the existence of limit cycles is not guaranteed and some arguments need to be modified.
As an example, let us consider the following system: dx x (1 + 2x x2) yx at (4.4) =(-+x), dt which satisfies all the required hypotheses by Kuang and Freedman [7] . Unfortunately, since (4.4) in [7] , "= e(s') (s+x') 2 2
--------' (4.5) -x+ By (4.1) in [7] , X+x* =x. Hence 2 (4.6)
Therefore, u has no definition on ,+
