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Abstract
OurgrowingrelianceononlineservicesaccessibleontheInternetdemandshighly-availablesystems
that provide correct service without interruptions. Byzantine faults such as software bugs, operator
mistakes, and malicious attacks are the major cause of service interruptions. This thesis describes
a new replication algorithm, BFT, that can be used to build highly-available systems that tolerate
Byzantine faults. It shows, for the ﬁrst time, how to build Byzantine-fault-tolerant systems that can
be used in practice to implement real services because they do not rely on unrealistic assumptions
and they perform well. BFT works in asynchronous environments like the Internet, it incorporates
mechanisms to defend against Byzantine-faulty clients, and it recovers replicas proactively. The
recovery mechanism allows the algorithm to tolerate any number of faults over the lifetime of the
systemprovidedfewerthan1
￿ 3ofthereplicasbecomefaultywithinasmallwindowofvulnerability.
The window may increaseunder a denial-of-serviceattack but the algorithm can detect and respond
to such attacks and it can also detect when the state of a replica is corrupted by an attacker.
BFT has been implemented as a generic program library with a simple interface. The BFT
library provides a complete solution to the problem of building real services that tolerate Byzantine
faults. WeusedthelibrarytoimplementtheﬁrstByzantine-fault-tolerantNFSﬁlesystem,BFS.The
BFTlibraryandBFSperformwellbecausethelibraryincorporatesseveralimportantoptimizations.
The most important optimization is the use of symmetric cryptography to authenticate messages.
Public-key cryptography, which was the major bottleneck in previous systems, is used only to
exchange the symmetric keys. The performance results show that BFS performs 2% faster to 24%
slower than production implementations of the NFS protocol that are not replicated. Therefore, we
believe that the BFT library can be used to build practical systems that tolerate Byzantine faults.
Keywords: algorithms, analytic modelling, asynchronous systems, Byzantine faults, correct-
ness proofs, fault tolerance, high availability, integrity, performance, proactive security, replication,
and security.
This report is a minor revision of the dissertation of the same title submitted to the Department
of ElectricalEngineeringand ComputerScience on November30, 2000, in partial fulﬁllmentof the
requirements for the degree of Doctor of Philosophy in that department. The thesis was supervised
by Professor Barbara Liskov.Acknowledgments
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1.2 Thesis Outline
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2 BFT-PK: An Algorithm With Signatures 15
2.1 System Model
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2.2 Service Properties
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2.3 The Algorithm
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2.3.1 Quorums and Certiﬁcates
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2.3.2 The Client
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ 19
2.3.3 Normal-Case Operation
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2.3.4 Garbage Collection
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2.3.5 View Changes
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2.4 Formal Model
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2.4.1 I/O Automata
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2.4.2 System Model
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2.4.3 Modiﬁed Linearizability
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2.4.4 Algorithm Speciﬁcation
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3 BFT: An Algorithm Without Signatures 39
3.1 Why it is Hard to Replace Signatures by MACs
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ 39
3.2 The New Algorithm
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3.2.1 Authenticators
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3.2.2 Normal-Case Operation
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3.2.3 Garbage Collection
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3.2.4 View Changes
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3.2.5 View Changes With Bounded Space
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4 BFT-PR: BFT With Proactive Recovery 52
4.1 Overview
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4.2 Additional Assumptions
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ 53
4.3 Modiﬁed Algorithm
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4.3.1 Key Exchanges
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4.3.2 Recovery
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4.3.3 Improved Service Properties
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5 Implementation Techniques 60
5.1 Optimizations
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75.1.1 Digest Replies
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5.1.2 Tentative Execution
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5.1.3 Read-only Operations
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5.1.4 Request Batching
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5.1.5 Separate Request Transmission
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ 64
5.2 Message Retransmission
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5.3 Checkpoint Management
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5.3.1 Data Structures
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5.3.2 State Transfer
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5.3.3 State Checking
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5.4 Non-Determinism
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5.5 Defenses Against Denial-Of-Service Attacks
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6 The BFT Library 72
6.1 Implementation
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6.2 Interface
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6.3 BFS: A Byzantine-Fault-tolerant File System
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7 Performance Model 78
7.1 Component Models
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7.1.1 Digest Computation
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7.1.2 MAC Computation
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7.1.3 Communication
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7.2 Protocol Constants
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7.3 Latency
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7.3.1 Read-Only Operations
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7.3.2 Read-Write Operations
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7.4 Throughput
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7.4.1 Read-Only Requests
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7.4.2 Read-Write Requests
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7.5 Discussion
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8 Performance Evaluation 89
8.1 Experimental Setup
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8.2 Performance Model Parameters
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8.2.1 Digest Computation
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8.2.2 MAC Computation
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8.2.3 Communication
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8.3 Normal Case
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8.3.1 Latency
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8.3.2 Throughput
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8.3.3 Impact of Optimizations
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8.3.4 Conﬁgurations With More Replicas
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8.3.5 Sensitivity to Variations in Model Parameters
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8.4 Checkpoint Management
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ 115
8.4.1 Checkpoint Creation
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8.4.2 State Transfer
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8.5 View Changes
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ 119
88.6 BFS
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8.6.1 Experimental Setup
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8.6.2 Performance Without Recovery
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8.6.3 Performance With Recovery
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8.7 Summary
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8.7.1 Micro-Benchmarks
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8.7.2 BFS
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9.2 Replication With Byzantine Faults
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9.3 Other Related Work
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9Chapter 1
Introduction
We are increasingly dependent on services provided by computer systems and our vulnerability to
computer failures is growing as a result. We would like these systems to be highly-available: they
should work correctly and they should provide service without interruptions.
There is a large body of research on replication techniques to implement highly-available
systems. Theideaissimple: insteadofusingasingleservertoimplementaservice,thesetechniques
replicate the server and use an algorithm to coordinate the replicas. The algorithm provides the
abstraction of a single service to the clients but the replicated server continues to provide correct
service even when a fraction of the replicas fail. Therefore, the system is highly available provided
the replicas are not likely to fail all at the same time.
The problem is that research on replication has focused on techniques that tolerate benign
faults (e.g., [AD76, Gif79, OL88, Lam89, LGG
￿ 91]): these techniques assume components fail
by stopping or by omitting some steps and may not provide correct service if a single faulty
component violates this assumption. Unfortunately, this assumption is no longer valid because
malicious attacks, operator mistakes, and software errors can cause faulty nodes to exhibit arbitrary
behavior and they are increasingly common causes of failure. The growing reliance of industry
and government on computer systems provides the motif for malicious attacks and the increased
connectivity to the Internet exposes these systems to more attacks. Operator mistakes are also cited
as oneof themaincausesof failure[ML00]. Inaddition, thenumberofsoftware errorsis increasing
due to the growth in size and complexity of software.
Techniques that tolerate Byzantine faults [PSL80, LSP82] provide a potential solution to this
problem because they make no assumptions about the behavior of faulty components. There
is a signiﬁcant body of work on agreement and replication techniques that tolerate Byzantine
faults. However,mostearlierwork(e.g., [CR92, Rei96,MR96a, MR96b,GM98,KMMS98])either
concerns techniques designed to demonstrate theoretical feasibility that are too inefﬁcient to be
used in practice, or relies on unrealistic assumptions that can be invalidated easily by an attacker.
For example, it is dangerous to rely on synchrony for correctness, i.e., to rely on known bounds on
11message delays and process speeds. An attacker may compromise the correctness of a service by
delaying non-faulty nodes or the communication between them until they are tagged as faulty and
excluded from the replica group. Such a denial-of-service attack is generally easier than gaining
control over a non-faulty node.
This thesis describes a new algorithm and implementation techniques to build highly-available
systems that tolerate Byzantine faults. These systems can be used in practice because they perform
well and do not rely on unrealistic assumptions. The next section describes our contributions in
more detail.
1.1 Contributions
ThisthesispresentsBFT,anewalgorithmforstatemachinereplication[Lam78,Sch90]thattolerates
Byzantine faults. BFT offers both liveness and safety provided at most
￿
￿
￿
￿
￿ 1
3
￿ out of a total of
￿
replicas are faulty. This means that clients eventually receive replies to their requests and those
replies are correct according to linearizability [HW87, CL99a]. We used formal methods to specify
the algorithm and prove its safety. Formal reasoning is an important step towards correctness
because algorithms that tolerate Byzantine faults are subtle.
BFTistheﬁrstByzantine-fault-tolerant,state-machinereplicationalgorithmthatworkscorrectly
in asynchronous systems like the Internet: it does not rely on any synchrony assumption to provide
safety. In particular, it never returns bad replies even in the presence of denial-of-service attacks.
Additionally, it guarantees liveness provided message delays are bounded eventually. The service
may be unable to return replies when a denial of service attack is active but clients are guaranteed
to receive replies when the attack ends.
Safety is provided regardless of how many faulty clients are using the service (even if they
collude with faulty replicas): all operations performed by faulty clients are observed in a consistent
way by non-faulty clients. Since BFT is a state-machine replication algorithm, it has the ability to
replicate services with complex operations. This is an important defense against Byzantine-faulty
clients: operations can be designed to preserve invariants on the service state, to offer narrow
interfaces, and to perform access control. The safety property ensures faulty clients are unable
to break these invariants or bypass access controls. Algorithms that restrict service operations to
simple reads and blind writes (e.g., [MR98b]) are more vulnerable to Byzantine-faulty clients; they
relyontheclientstoorderandgroupthesesimpleoperationscorrectlyinordertoenforceinvariants.
BFTisalsotheﬁrstByzantine-fault-tolerantreplicationalgorithmtorecoverreplicasproactively
in an asynchronous system; replicas are recovered periodically even if there is no reason to suspect
that they are faulty. This allows the replicated system to tolerate any number of faults over the
lifetime of the system provided fewer than 1
￿ 3 of the replicas become faulty within a window of
vulnerability. The best that could be guaranteed previously was correct behavior if fewer than 1
￿ 3
12of the replicas failed during the lifetime of a system. Limiting the number of failures that can
occur in a ﬁnite window is a synchrony assumption but such an assumption is unavoidable: since
Byzantine-faulty replicas can discard the service state, we must bound the number of failures that
canoccurbeforerecoverycompletes. Totolerateless than1
￿ 3faults overthelifetimeof thesystem,
we require no synchrony assumptions for safety.
The window of vulnerability can be made very small (e.g., a few minutes) under normal
conditions with a low impact on performance. Our algorithm provides detection of denial-of-
service attacks aimed at increasing the window; replicas can time how long a recovery takes and
alert their administrator if it exceeds some pre-established bound. Therefore, integrity can be
preserved even when there is a denial-of-service attack. Additionally, the algorithm detects when
the state of a replica is corrupted by an attacker.
UnlikepriorresearchinByzantinefault toleranceinasynchronoussystems,this thesisdescribes
a complete solution to the problem of building real services that tolerate Byzantine faults. For
example, it describes efﬁcient techniques to garbage collect information, to transfer state to bring
replicas up-to-date, to retransmit messages, and to handle services with non-deterministicbehavior.
Additionally, BFT incorporates a number of important optimizations that allow the algorithm
to perform well so that it can be used in practice. The most important optimization is the use of
symmetric cryptography to authenticate messages. Public-key cryptography, which was cited as
the major latency [Rei94] and throughput [MR96a] bottleneck in previous systems, is used only
to exchange the symmetric keys. Other optimizations reduce the communication overhead: the
algorithm uses only one message round trip to execute read-only operations and two to execute
read-write operations, and it uses batching under load to amortize the protocol overhead for read-
write operations over many requests. The algorithm also uses optimizations to reduce protocol
overhead as the operation argument and return sizes increase.
BFT has been implemented as a generic program library with a simple interface. The BFT
library can be used to provide Byzantine-fault-tolerant versions of different services. The thesis
describes the BFT library and explains how it was used to implement a real service: the ﬁrst
Byzantine-fault-tolerant distributed ﬁle system, BFS, which supports the NFS protocol.
The thesis presents a thorough performance analysis of the BFT library and BFS. This analysis
includes a detailed analytic performance model. The experimental results show that BFS performs
2%fasterto24%slowerthanproductionimplementationsoftheNFSprotocolthatarenotreplicated.
These results support our claim that the BFT library can be used to implement practical Byzantine-
fault-tolerant systems.
There is one problem that deserves further attention: the BFT library (or any other replication
technique) provides little beneﬁt when there is a strong positive correlation between the failure
probabilities of the different replicas. Our library is effective at masking several important types
of faults, e.g., it can mask non-deterministic software errors and faults due to resource leaks.
13Additionally, it can mask other types of faults if some simple steps are taken to increase diversity in
the execution environment. For example, the library can mask administrator attacks or mistakes if
replicas are administered by different people.
However, it is important to develop affordable and effective techniques to further reduce the
probability of 1
￿ 3 or more faults within the same window of vulnerability. In the future, we plan to
explore existing independent implementations of important services like databases or ﬁle systems
to mask additional types of faults. Chapter 10 discusses these issues in more detail.
1.2 Thesis Outline
Therestofthethesisisorganizedasfollows. Chapter2describesBFT-PK,whichisaversionofBFT
thatusespublic-keysignaturestoauthenticateallmessages. WestartbydescribingBFT-PKbecause
it is simpler than BFT but captures the key ideas. This chapter presents a formalization of BFT-PK
and AppendixApresentsa formalsafetyproof. Chapter3describesBFT: it explainshowto modify
BFT-PK to use symmetric cryptography to authenticate all messages. The proactive recovery
mechanism is presented in Chapter 4. Chapter 5 describes optimizations and implementation
techniques that are important to implement a complete, practical solution for replication in the
presence of Byzantine faults. The implementation of the BFT library and BFS is presented in
Chapter 6. The analytic performance model is described in Chapter 7 and Chapter 8 presents
a detailed performance analysis for the BFT library and BFS. Chapter 9 discusses related work.
Finally, our conclusions and some directions for future work appear on Chapter 10.
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BFT-PK: An Algorithm With Signatures
ThischapterdescribesBFT-PK,whichisanalgorithmthatusespublic-keysignaturestoauthenticate
all messages and does not support recovery. We start by explaining BFT-PK because it is simple
and it captures the key ideas behind our more complex algorithms. The next chapters explain how
to eliminate public-key signatures and perform recovery, and Chapter 5 describes several important
optimizations.
We begin by describing our system model and assumptions. Section 2.2 describes the problem
solved by the algorithm and states correctness conditions. The algorithm is described informally
in Section 2.3 and Section 2.4 presents a formalization of the system model, the problem, and the
algorithm. BFT-PK was ﬁrst presented in [CL99c] and the formalization appeared in [CL99a].
2.1 System Model
Section 2.4.2 presents a formal deﬁnition of the system model. This section describes the model
informally. BFT-PK is a form of state machine replication [Lam78, Sch90]: it can be used to
replicate any service that can be modeled as a deterministic state machine. These services can
have operations that perform arbitrary computations provided they are deterministic: the result and
new state produced when an operation is executed must be completely determined by the current
state and the operation arguments. We can handle some common forms of non-determinism as
explained in Section 5.4. The idea is to modify the services to remove computations that make
non-deterministic choices and to pass the results of those choices as operation arguments.
The algorithm does not require all replicas to run the same service code. It is sufﬁcient for
them to run implementations with the same observable behavior, that is, implementations that
produce the same sequence of results for any sequence of operations they execute. A consequence
of this observation is that service implementations are allowed to have non-deterministic behavior
provided it is not observable. The ability to run different implementations or implementations with
non-deterministic behavior is important to reduce the probability of simultaneous failures due to
software errors.
15The replicated service is implemented by
￿ replicas. Clients issue requests to the replicated
service to invoke operations and wait for replies. Clients and replicas are correct if they follow
the algorithm in Section 2.3. The clients and replicas run in different nodes in an asynchronous
distributed system. These nodes are connected by an unreliable network. The network may fail to
deliver messages, delay them, duplicate them, or deliver them out of order.
BFT-PK uses digital signatures. Any non-faulty client or replica,
￿ , can authenticate messages
it sends on the multicast channel by signing them. We denote a message
￿ signed by
￿ as
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
The algorithm also uses a cryptographic hash function
￿ to compute message digests.
We use a Byzantine failure model, i.e., faulty nodes may behavearbitrarily. We allow for a very
strong adversary that can coordinate faulty nodes, delay communication, or delay correct nodes
in order to cause the most damage to the replicated service. But we assume that the adversary is
computationally bound so that (with very high probability) it is unable to subvert the cryptographic
techniques mentioned above.
We assume the signature scheme is non-existentially forgeable even with an adaptive chosen
message attack [GMR88]: if a node
￿ is not faulty and it did not sign message
￿ , the adversary is
unable to generate a valid signature
￿
￿
￿
￿
￿
￿
￿
￿
￿ for any
￿ . We also assume that the cryptographic hash
function is collision resistant [Dam89]: the adversaryis unable to ﬁnd two distinct messages
￿ and
￿
￿
￿ such that
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
!
￿ . These assumptions are probabilistic but they are believed to hold
with high probability for the cryptographic primitives we use [BR96, Riv92]. Therefore, we will
assume that they hold with probability one in the rest of the text.
If we were only concerned with non-malicious faults (e.g., software errors), it would be pos-
sible to relax the assumptions about the cryptographic primitives and use weaker, more efﬁcient
constructions.
2.2 Service Properties
BFT-PKprovidesbothsafetyandlivenessproperties[Lyn96]assumingnomorethan
￿
￿
￿
"
￿ 1
3
￿ replicas
are faulty over the lifetime of the system. The safety property is a form of linearizability [HW87]:
the replicatedservice behaveslike a centralizedimplementationthat executesoperationsatomically
one at a time. We modiﬁed the original deﬁnition of linearizability because it does not work with
Byzantine-faulty clients. Section 2.4.3 presents our modiﬁed deﬁnition formally.
In a fail-stop [SS83] model, it is possible to provide safety even when all replicas fail. But, in a
Byzantine failure model, safety requires a bound on the number of faulty replicas because they can
behave arbitrarily (for example, they can destroy their state).
The resilience of BFT-PK is optimal: 3
#
%
$ 1 is the minimum number of replicas that allow
an asynchronous system to provide the safety and liveness properties when up to
# replicas are
faulty. To understand the bound on the number of faulty replicas, consider a replicated service that
16implements a mutable variable with read and write operations. To provide liveness, the replicated
service may have to return a reply to a request before the request is received by all replicas. Since
# replicas might be faulty and not responding, the service may have to return a reply before the
request is received by more than
￿
’
&
(
# replicas. Therefore, the service may reply to a write request
after the new value is written only to a set
) with
￿
￿
&
*
# replicas. If later a client issues a read
request, it may receive a reply based on the state of a set
+ with
￿
,
&
￿
# replicas.
+ and
) may have
only
￿
-
& 2
# replicas in common. Additionally, it is possible that the
# replicas that did not respond
are not faulty and, therefore,
# of those that responded might be faulty. As a result, the intersection
between
+ and
) may contain only
￿
.
& 3
# non-faulty replicas. It is impossible to ensure that
the read returns the correct value unless
+ and
) have at least one non-faulty replica in common;
therefore
￿
0
/ 3
# .
Safetyisprovidedregardlessofhowmanyfaultyclientsareusingtheservice(eveniftheycollude
with faulty replicas): all operations performed by faulty clients are observed in a consistent way by
non-faulty clients. In particular, if the service operations are designed to preserve some invariants
ontheservicestate,faultyclientscannotbreakthoseinvariants. Thisisanimportantdefenseagainst
Byzantine-faultyclients that is enabledby BFT-PK’s ability to implementan arbitrary abstractdata
type [LZ75] with complex operations.
Algorithms that restrict service operations to simple reads and blind writes (e.g., [MR98b])
are more vulnerable to Byzantine-faulty clients; they rely on the clients to order and group these
simple operations correctly in order to enforce invariants. For example, creating a ﬁle requires
updates to meta-data information. In BFT-PK, this operation can be implemented to enforce meta-
data invariants such as ensuring the ﬁle is assigned a new inode. In algorithms that restrict the
complexity of service operations, a faulty client will be able to write meta-data information and
violate important invariants, e.g., it could assign the inode of another ﬁle to the newly created ﬁle.
The modiﬁed linearizability property may be insufﬁcient to guard against faulty clients, e.g., in
a ﬁle system a faulty client can write garbage data to some shared ﬁle. However, we further limit
the amount of damage a faulty client can do by providing access control: we authenticate clients
and deny access if the client issuing a request does not have the right to invoke the operation. Also,
services may provide operations to change the access permissions for a client. Since the algorithm
ensures that the effects of access revocation operations are observed consistently by all clients, this
provides a powerful mechanism to recover from attacks by faulty clients.
BFT-PK does not rely on synchrony to provide safety. Therefore, it must rely on synchrony to
provide liveness; otherwise it could be used to implement consensus in an asynchronous system,
which is not possible [FLP85]. We guarantee liveness, i.e., clients eventually receive replies to
their requests, provided at most
￿
￿
￿
"
￿ 1
3
￿ replicas are faulty and delay
￿
￿
1
2
￿ does not grow faster than
1
indeﬁnitely. Here, delay
￿
￿
1
2
￿ is the time between the moment
1 when a message is sent for the ﬁrst
timeandthemomentwhenitisreceivedbyitsdestination(assumingthesenderkeepsretransmitting
17the message until it is received). This is a rather weak synchrony assumption that is likely to be
true in anyreal system providednetwork faults are eventuallyrepairedand denial-of-serviceattacks
eventually stop, yet it enables us to circumvent the impossibility result in [FLP85].
TherearerandomizedalgorithmstosolveconsensuswithByzantinefaultsthatdonotrelyonany
synchrony assumption but provide probabilistic liveness guarantees, e.g.,[BT85, CR92, CKS00].
The algorithm in [BT85] assumes there is some round in which messages from correct replicas
are delivered before the ones from faulty replicas; this is less likely to be true in practice than
our synchrony assumption. The algorithms in [CR92, CKS00] do not rely on this assumption
but, like BFT-PK, they are not going to be able to make progress in the presence of a network
failure or denial-of-service attack that prevents communication among a majority of the replicas.
Furthermore, they rely on expensive cryptography whereas we explain how to modify BFT-PK to
use only inexpensive symmetric cryptography in Chapter 4.
Our algorithms do not address the problem of fault-tolerant privacy: a faulty replica may leak
informationtoanattacker. Itisnotfeasibletoofferfault-tolerantprivacyinthegeneralcasebecause
service operations may perform arbitrary computations using their arguments and the service state;
replicas need this informationin the clear to execute such operationsefﬁciently. It is possible to use
secret sharing schemes [Sha79] to obtain privacy even in the presence of a threshold of malicious
replicas[HT88] forthe argumentsand portionsof the statethat areopaqueto theservice operations.
We plan to investigate these techniques in the future.
2.3 The Algorithm
Our algorithm builds on previous work on state machine replication [Lam78, Sch90]. The service
is modeled as a state machine that is replicated across different nodes in a distributed system. Each
replica maintains the service state and implements the service operations. We denote the set of
replicas by
3 and identify each replica using an integer in
4 0
5
￿
￿
6
￿
6
￿
6
5
8
7
3
0
7
9
& 1
: . For simplicity, we
assume
7
3
0
7
;
￿ 3
#
<
$ 1 where
# is the maximum number of replicas that may be faulty; although
there could be more than 3
#
-
$ 1 replicas, the additional replicas degrade performance (since more
and bigger messages are being exchanged) without providing improved resilience.
BFT-PK works roughly as follows. Clients send requests to execute operations to the replicas
and all non-faulty replicas execute the same operations in the same order. Since replicas are
deterministic and start in the same state, all non-faulty replicas send replies with identical results
for each operation. The client waits for
#
’
$ 1 replies from different replicas with the same result.
Since at least one of these replicas is not faulty, this is the correct result of the operation.
The hard problem in state machine replication is ensuring non-faulty replicas execute the
same requests in the same order. Like Viewstamped Replication [OL88] and Paxos [Lam89], our
algorithmusesacombinationofprimary-backup[AD76]andquorumreplication[Gif79]techniques
18to orderrequests. ButittoleratesByzantinefaults whereasPaxosandViewstampedreplicationonly
tolerate benign faults.
In a primary-backup mechanism, replicas move through a succession of conﬁgurations called
views. In a view one replica is the primary and the others are backups. We choose the primary of a
view to be replica
= such that
=
%
￿
?
> mod
7
3
0
7, where
> is the view number and views are numbered
consecutively. This is important with Byzantine faults to ensure that the primary of a view is not
faulty for more than
# consecutive views. The mechanism used to select the new primary in Paxos
and Viewstamped replication does not have this property.
The primary picks the ordering for execution of operations requested by clients. It does this by
assigning a sequence number to each request and sending this assignment to the backups. But the
primary may be faulty: it may assign the same sequence number to different requests, it may stop
assigning sequence numbers, or it may leave gaps between request sequence numbers. Therefore,
the backups checkthe sequencenumbersassignedby the primary and trigger viewchangesto select
a new primary when it appears that the current one has failed.
Theremainderofthissectiondescribesasimpliﬁedversionofthealgorithminformally. Weomit
details related to message retransmissions and some important optimizations. These are explained
in Chapter 5. We present a formal speciﬁcation of the algorithm in Section 2.4.4.
2.3.1 Quorums and Certiﬁcates
Toorderrequestscorrectlydespitefailures,werelyonquorums[Gif79]. WecoulduseanyByzantine
dissemination quorum system construction [MR97] but currently our quorums are just sets with at
least 2
#
,
$ 1 replicas. Since there are 3
#
,
$ 1 replicas, quorums have two important properties:
@ Intersection property: any two quorums have at least one correct replica in common.
@ Availability property: there is always a quorum available with no faulty replicas.
These properties enable the use of quorums as a reliable memory for protocol information. The
information is written to quorums and replicas collect quorum certiﬁcates, which are sets with one
message from each element in a quorum saying that it stored the information. We also use weak
certiﬁcates, which are sets with at least
#
<
$ 1 messages from different replicas. Weak certiﬁcates
prove that at least one correct replica stored the information. Every step in the protocol is justiﬁed
by a certiﬁcate.
2.3.2 The Client
A client
A requests the execution of state machine operation
B by sending a
￿ REQUEST
5
2
B
C
5
D
1
E
5
2
A
￿
￿
￿
￿
G
F
message to the primary. Timestamp
1 is used to ensure exactly-once semantics for the execution of
client requests. Timestamps for
A ’s requests are totally ordered such that later requests have higher
19timestamps than earlier ones. For example, the timestamp could be the value of the client’s local
clock when the request is issued to ensure ordering even across client reboots.
Each reply messagesent by the replicas to the clientincludes the current view number, allowing
the client to track the view and hence the current primary. A client sends a request to what it
believes is the current primary using a point-to-point message. The primary atomically multicasts
the request to all the backups using the protocol described in the next section.
A replica sends the reply to the request directly to the client. The reply has the form
￿ REPLY
5
D
>
H
5
D
1
E
5
2
A
I
5
D
J
2
5
D
K
￿
￿
￿
￿
￿
L where
> is the current view number,
1 is the timestamp of the correspond-
ing request,
J is the replica number, and
K is the result of executing the requested operation.
The client waits for a weak certiﬁcate with
#
M
$ 1 replies with valid signatures from different
replicas, and with the same
1 and
K , before accepting the result
K . Since at most
# replicas can be
faulty, this ensures that the result is valid. We call this certiﬁcate the reply certiﬁcate.
If the client does not receive a reply certiﬁcate soon enough, it broadcasts the request to all
replicas. If the request has already been processed, the replicas simply re-send the reply; replicas
rememberthelastreplymessagetheysenttoeachclient. Otherwise,ifthereplicaisnottheprimary,
it relays the request to the primary. If the primary does not multicast the request to the group, it will
eventually be suspected to be faulty by enough replicas to cause a view change.
We assume that the client waits for one request to complete before sending the next one but it
is not hard to change the protocol to allow a client to make asynchronous requests, yet preserve
ordering constraints on them.
2.3.3 Normal-Case Operation
We use a three-phase protocol to atomically multicast requests to the replicas. The three phases
are pre-prepare,prepare,and commit. The pre-prepare and prepare phases are used to totally order
requests sent in the same view even when the primary, which proposes the ordering of requests,
is faulty. The prepare and commit phases are used to ensure that requests that commit are totally
ordered across views. Figure 2-1 shows the operation of the algorithm in the normal case of no
primary faults. Replica 0 is the primary and replica 3 is faulty.
The state of each replica includes the state of the service, a message log containing messages
the replica has accepted or sent, and an integer denoting the replica’s current view. We describe
how to truncate the log in Section 2.3.4. The state can be kept in volatile memory; it does not need
to be stable.
When the primary
= receives a request
￿ from a client, it assigns a sequence number
￿ to
￿ . Then it multicasts a pre-prepare message with the assignment to the backups and inserts this
message in its log. The message has the form
￿ PRE-PREPARE
5
D
>
H
5
D
￿
N
5
D
￿
￿
￿
￿
￿
2
O , where
> indicates the view
in which the message is being sent.
Like pre-prepares, the prepare and commit messages sent in the other phases also contain
￿
20X
P
request pre−prepare prepare commit reply
client
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Figure 2-1: Normal Case Operation
and
> . A replica only accepts one of these messages provided it is in view
> ; it can verify the
authenticity of the message; and
￿ is between a low water mark,
Q , and a high water mark,
R .
The last condition is necessary to enable garbage collection and to prevent a faulty primary from
exhausting the space of sequence numbers by selecting a very large one. We discuss how
R and
Q
advance in Section 2.3.4.
A backup
J accepts the pre-prepare message provided (in addition to the conditions above) it
has not accepted a pre-prepare for view
> and sequence number
￿ containing a different request.
If
J accepts the pre-prepare, it enters the prepare phase by multicasting a
￿ PREPARE
5
D
>
S
5
D
￿
N
5
2
T
U
5
D
J
￿
￿
￿
￿
￿
L
message with
￿ ’s digest
T to all other replicas; in addition, it adds both the pre-prepare and prepare
messagesto its log. Otherwise,itdoesnothing. The preparemessagesignals thatthebackupagreed
to assign sequence number
￿ to
￿ in view
> . We say that a request is pre-prepared at a particular
replica if the replica sent a pre-prepare or prepare message for the request.
Then,eachreplicacollectsmessagesuntilithasaquorumcertiﬁcatewiththepre-prepareand2
#
matching prepare messages for sequence number
￿ , view
> , and request
￿ . We call this certiﬁcate
the prepared certiﬁcate and we say that the replica prepared the request. After this point, replicas
agree on an order for requests in the same view. The protocol guarantees that it is not possible to
obtain prepared certiﬁcates for the same view and sequence number and different requests.
It is interesting to reason why this is true because it illustrates one use of quorum certiﬁcates.
Assumethat itwere false and thereexistedtwo distinctrequests
￿ and
￿
￿ withpreparedcertiﬁcates
for the same view
> and sequence number
￿ . Then, the quorums for these certiﬁcates would haveat
least one non-faulty replica in common. This replica would have sent prepare messages agreeing to
assign the same sequence number to both
￿ and
￿
￿ in the same view. Therefore,
￿ and
￿
￿ would
not be distinct, which contradicts our assumption.
This is not sufﬁcient to ensure a total order for requests across view changes however. Replicas
may collect prepared certiﬁcates in different views with the same sequence number and different
requests. The following example illustrates the problem. A replica collects a prepared certiﬁcate
21in view
> for
￿ with sequence number
￿ . The primary for
> is faulty and there is a view change.
The new primary may not have the prepared certiﬁcate. It may even have accepted a pre-prepare
message in
> for a distinct request with the same sequence number. The new primary may try to
prevent conﬂicting sequence number assignments by reading ordering information from a quorum.
It is guaranteed to obtain one reply from a correct replica that assigned
￿ to
￿ in
> but it may
also receive conﬂicting replies or replies from replicas that never assigned sequence number
￿ .
Unfortunately, there is no way to ensure it will choose the correct one.
Thecommitphasesolvesthisproblemasfollows. Eachreplica
J multicasts
￿ COMMIT
5
D
>
H
5
D
￿
N
5
2
T
U
5
D
J
V
￿
￿
￿
￿
L
saying it has the prepared certiﬁcate and adds this message to its log. Then each replica collects
messages until it has a quorum certiﬁcate with 2
#
%
$ 1 commit messages for the same sequence
number
￿ and digest
T from different replicas (including itself). We call this certiﬁcate the com-
mitted certiﬁcate and say that the request is committed by the replica when it has both the prepared
and committed certiﬁcates.
After the request is committed, the protocol guarantees that the request has been prepared by a
quorum. Newprimariesensureinformationaboutcommittedrequestsispropagatedtonewviewsas
follows: theyread preparedcertiﬁcatesfrom aquorum and selectthe sequencenumber assignments
in the certiﬁcates for the latest views. Since prepared certiﬁcates for the same view never conﬂict
and cannot be forged, this ensures replicas agree on sequence numbers assigned to requests that
committed across views.
Eachreplica
J executestheoperationrequestedbytheclientwhen
￿ iscommittedwithsequence
number
￿ and the replica has executed all requests with lower sequence numbers. This ensures
that all non-faulty replicas execute requests in the same order as required to provide safety. After
executing the requested operation, replicas send a reply to the client. Replicas discard requests
whose timestamp is lower than the timestamp in the last reply they sent to the client to guarantee
exactly-once semantics.
We do not rely on ordered message delivery, and therefore it is possible for a replica to commit
requests out of order. This does not matter since it keeps the pre-prepare, prepare, and commit
messages logged until the corresponding request can be executed.
2.3.4 Garbage Collection
This section discusses the garbage collection mechanism that prevents message logs from growing
without bound. Replicas must discard information about requests that have already been executed
from their logs. But a replica cannot simply discard messages when it executes the corresponding
requests because it could discard a prepared certiﬁcate that will later be necessary to ensure safety.
Instead, the replica must ﬁrst obtain a proof that its state is correct. Then, it can discard messages
corresponding to requests whose execution is reﬂected in the state.
Generating these proofs after executing every operation would be expensive. Instead, they are
22generated periodically, when a request with a sequence number divisible by the checkpoint period,
W
,isexecuted. Wewillrefertothestatesproducedbytheexecutionoftheserequestsascheckpoints
and we will say that a checkpoint with a proof is a stable checkpoint.
When replica
J produces a checkpoint, it multicasts a
￿ CHECKPOINT
5
D
>
H
5
D
￿
N
5
2
T
U
5
D
J
V
￿
￿
￿
L message to the
other replicas, where
￿ is the sequence number of the last request whose execution is reﬂected in
the state and
T is the digest of the state. A replica maintains several logical copies of the service
state: the last stable checkpoint, zero or more checkpoints that are not stable, and the current state.
This is necessary to ensure that the replica has both the state and the matching proof for its stable
checkpoint. Section 5.3 describes how we manage checkpoints and transfer state between replicas
efﬁciently.
Each replica collects messages until it has a weak certiﬁcate with
#
’
$ 1 checkpoint messages
(including its own) signed by different replicas with the same sequence number
￿ and digest
T .
This certiﬁcate is the proof of correctness for the checkpoint: it proves that at least one correct
replica obtained a checkpoint with sequence number
￿ and digest
T . We call this certiﬁcate the
stable certiﬁcate. At this point, the checkpoint with sequence number
￿ is stable and the replica
discards all entries in its log with sequence numbers less than or equal to
￿ ; it also discards all
earlier checkpoints.
The checkpoint protocol is used to advance the low and high water marks (which limit what
messages will be added to the log). The low-water mark
Q is equal to the sequence number of the
last stablecheckpointandthehighwater markis
R
X
￿
Y
Q
Z
$
\
[ , where
[ isthe logsize. The logsize is
the maximum number of consecutive sequence numbers for which the replica will log information.
It is obtained by multiplying
W
by a small constant factor (e.g., 2) that is big enough so that it is
unlikely for replicas to stall waiting for a checkpoint to become stable.
2.3.5 View Changes
The view change protocol provides liveness by allowing the system to make progress when the
currentprimaryfails. The protocolmust alsopreservesafety: itmustensurethatnon-faultyreplicas
agree on the sequence numbers of committed requests across views.
View changes are triggered by timeouts that prevent backups from waiting indeﬁnitely for
requests to execute. A backup is waiting for a request if it received a valid request and has not
executed it. A backup starts a timer when it receives a request and the timer is not already running.
It stops the timer when it is no longer waiting to execute the request, but restarts it if at that point it
is waiting to execute some other request.
If the timer of backup
J expires in view
> , the backup starts a view change to move the system
to view
>
]
$ 1. It stops accepting messages (other than checkpoint, view-change, and new-view
messages) and multicasts a
￿ VIEW-CHANGE
5
D
>
]
$ 1
5
D
￿
N
5
_
^
‘
5
V
a
b
5
V
c
-
5
D
J
￿
￿
￿
￿
L message to all replicas. Here
￿
is the sequence number of the last stable checkpoint
^ known to
J ,
a is the stable certiﬁcate for
23that checkpoint, and
c is a set with a prepared certiﬁcate for each request that prepared at
J with a
sequence number greater than
￿ . Figure 2-2 depicts an instance of the view change protocol.
Replica 0 = primary v
d
Replica 1 = primary v+1
d
Replica 2
d
Replica 3
d
X
e
view−change new−view
Figure 2-2: View Change Protocol
The new primary
= for view
>
￿
$ 1 collects a quorum certiﬁcate with 2
#
,
$ 1 valid view-change
messages for view
>
]
$ 1 signed by different replicas (possibly including its own message). We
call this certiﬁcate the new-view certiﬁcate. It is guaranteed to contain messages with prepared
certiﬁcates for all requests that committed in previous views and also for some requests that only
prepared. The new primary uses this information to compute a set of pre-prepare messages to send
in
>
f
$ 1. This ensures that sequence numbers assigned to committed requests in previous views do
not get reassigned to a different request in
>
￿
$ 1.
After obtaining a new-viewcertiﬁcate,
= multicastsa
￿ NEW-VIEW
5
D
>
g
$ 1
5
D
h
i
5
￿
j
<
5
l
k
m
￿
￿
￿
O message to
all other replicas. Here
h is the new-view certiﬁcate, and
j
o
n
￿
k is the set of pre-prepare messages
that propagate sequence number assignments from previous views.
j and
k are computed as
follows:
1. The primary determines the sequence number
Q of the latest stable checkpoint in
h and the
highest sequence number
R in a prepared certiﬁcate in a message in
h .
2. The primary creates a new pre-prepare message for view
>
￿
$ 1 for each sequence number
￿
such that
Q
0
p
m
￿
r
q
s
R . There are two cases: (1) there is a prepared certiﬁcate in a message
in
h with sequence number
￿ , or (2) there is no prepared certiﬁcate. In the ﬁrst case, the
primary adds a new message
￿ PRE-PREPARE
5
D
>
￿
$ 1
5
D
￿
N
5
D
￿
￿
￿
￿
￿
2
O to
j , where
￿ is the request in a
prepared certiﬁcate with sequence number
￿ and with the highest view number in a message
in
h . In thesecondcase,itaddsanewpre-preparemessage
￿ PRE-PREPARE
5
D
>
t
$ 1
5
D
￿
N
5 null
￿
￿
￿
O to
k . Here, null is the digest of a special null request; a null request goes through the protocol
like other requests, but its execution is a no-op. (Paxos [Lam89] used a similar technique to
ﬁll in gaps.)
Next the primary appends the messages in
j and
k to its log. If
Q is greater than the sequence
number of its latest stable checkpoint, the primary also adds the stable certiﬁcate for the checkpoint
withsequencenumber
Q toitsloganddiscardsinformationfromthelogasdiscussedinSection2.3.4.
If
Q is greater than the primary’s current state, it also updates its current state to be equal to the
24checkpoint with sequence number
Q . Then it enters view
>
u
$ 1: at this point it is able to accept
messages for view
>
￿
$ 1.
Abackupacceptsanew-viewmessageforview
>
N
$ 1ifitissignedproperly,ifitcontainsavalid
new-viewcertiﬁcateforview
>
t
$ 1, and if thesets
j and
k arecorrect: it veriﬁesthecorrectnessof
these sets byperformingacomputationsimilar to theone used bythe primaryto createthem. These
checks prevent backups from accepting sequence number assignments that conﬂict with requests
that committed in previous views. Then the backup adds the new informationto its log as described
for the primary, multicasts a prepare for each message in
j
*
n
￿
k to all the other replicas, adds these
prepares to its log, and enters view
>
￿
$ 1.
Thereafter, the protocol proceeds as described in Section 2.3.3. Replicas redo the protocol
for messages between
Q and
R but they avoid re-executing client requests by using their stored
information about the last reply sent to each client.
Liveness
To provide liveness, replicas must move to a new view if they are unable to executea request. But it
is important to maximize the period of time when at least 2
#
￿
$ 1 non-faulty replicas are in the same
view, and to ensure that this period of time increases exponentially until some operation executes.
We achieve these goals by three means.
First, to avoid starting a view change too soon, a replica that multicasts a view-change message
for view
>
]
$ 1 waits for 2
#
M
$ 1 view-change messages for view
>
]
$ 1 before starting its timer.
Then, it starts its timer to expire after some time
v . If the timer expires before it receives a valid
new-view message for
>
i
$ 1 or before it executes a request in the new view that it had not executed
previously, it starts the view change for view
>
w
$ 2 but this time it will wait 2
v before starting a
view change for view
>
￿
$ 3.
Second, if a replica receives a set of
#
-
$ 1 valid view-change messages from other replicas for
views greater than its current view, it sends a view-change message for the smallest view in the set,
even if its timer has not expired; this prevents it from starting the next view change too late.
Third, faulty replicas are unable to impede progress by forcing frequent view changes. A faulty
replica cannot cause a view change by sending a view-change message, because a view change will
happen only if at least
#
-
$ 1 replicas send view-change messages. But it can cause a view change
when it is the primary (by not sending messages or sending bad messages). However, because the
primary of view
> is the replica
= such that
=
￿
￿
x
> mod
7
3
0
7, the primary cannot be faulty for more
than
# consecutive views.
These three techniques guarantee liveness unless message delays grow faster than the timeout
period indeﬁnitely, which is unlikely in a real system.
Our implementation guarantees fairness: it ensures clients get replies to their requests even
25when there are other clients accessing the service. A non-faulty primary assigns sequence numbers
using a FIFO discipline. Backups maintain the requests in a FIFO queue and they only stop the
view change timer when the ﬁrst request in their queue is executed; this prevents faulty primaries
from giving preference to some clients while not processing requests from others.
2.4 Formal Model
This section presents a formalization of BFT-PK using I/O automata [Lyn96]. It starts with a
brief introduction to I/O automata. Then, it presents a formal description of the system model and
assumptions behind BFT-PK. Section 2.4.3 provides a speciﬁcation for the modiﬁed linearizability
condition implemented by BFT-PK and Section 2.4.4 contains the speciﬁcation for the algorithm
ran by clients and replicas. We present a formal safety proof for BFT-PK in Appendix A.
2.4.1 I/O Automata
An I/O automaton is an automaton with (possibly inﬁnite) state and with an action labeling each
transition. These actions have a pre-condition, which determines whether they are enabled, and
they have effects, which determine how the state is modiﬁed when they execute. The actions of an
I/O automaton are classiﬁed as input, output and internal actions, where input actions are required
to be always enabled. Automata execute by repeating the following two steps: ﬁrst, an enabled
action is selected non-deterministically, and then it is executed. Several automata can be composed
by combining input and output actions. Lynch’s book [Lyn96] provides a good description of I/O
automata.
2.4.2 System Model
The algorithm can replicate any service that can be modeled by a deterministic state machine as
deﬁned in Deﬁnition 2.4.1. The requirement that the state machine’s transition function
y be total
meansthattheservicebehaviormustbewelldeﬁnedforallpossibleoperationsandarguments. This
is important to ensure non-faulty replicas produce the same results even when they are requested to
execute invalid operations. The client identiﬁer is included explicitly as an argument to
y because
the algorithm authenticates the client that requests an operation and provides the service with its
identity. This enables the service to enforce access control.
Deﬁnition 2.4.1 A deterministic state machine is a tuple
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26The argumentsto the function are a client identiﬁer in
a , an operationin a set
j , which encodes an
operation identiﬁer and any arguments to that operation, and an initial state. These arguments are
mapped by
y to the result of the operation in
j
￿ and a new state;
y must be total.
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Figure 2-3: System Model
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￿ ismodeled
as asetof I/Oautomata[Lyn96]. Eachclienthas auniqueidentiﬁer
A in
a andismodeledbyaclient
automaton
￿
g
￿ . The composition of all clients is denoted by
￿ . The replicated service is modeled
as an automaton
￿ that is the composition of three types of automata: proxy, multicast channel,
and replica. Figure 2-3 shows the architecture of the system and Figure 2-4 presents the external
interface of
￿ .
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Figure 2-4: External Signature of the Replicated Service Automaton,
￿
There is a proxy automaton
￿
￿ for each client
￿
￿ .
￿
￿ provides an input action for client
A to
invoke an operation
B on the state machine, REQUEST
￿
￿
B
‘
￿
￿
￿ , and an output action for
A to learn the
27result
K of an operation it requested, REPLY
￿
￿
K
￿
￿
￿ . The communication between
￿
￿ and
￿
￿ does not
involve any network; they are assumed to execute in the same node in the distributed system.
￿
￿
￿
communicates with a set of state machine replicas to implement the interface it offers to the client.
Each replica has a unique identiﬁer
J in a set
3 and is modeled by an automaton
+
f
￿ .
Replicas and proxies execute in different nodes in the distributed system. Automata have no
access to the state components of automata running on other nodes in the distributed system. They
communicate through an unreliable network.
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Figure 2-5: Network speciﬁcation: multicast channel automaton.
The networkbetween replicasand proxiesis modeledas the multicastchannelautomaton,
–
†
￿ ,
deﬁned in Figure 2-5. There is a single multicast automaton in the system with SEND and RECEIVE
actions for each proxy and replica. These actions allow automata to send messages in a universal
messageset
‡ toanysubsetofautomatawithidentiﬁersin
·
~
￿
?
a
{
n
{
3 . Theautomatonhasasingle
state component wire that stores pairs with a message and a destination set. It does not provide
authenticated communication; the RECEIVE actions do not identify the sender of the message.
The SEND actions simply add the argument message and its destination set to wire and the
RECEIVE actions deliver a message to one of the elements in its destination set (and remove this
element from the set). The MISBEHAVE actions allow the channel to lose messages or duplicate
them and the RECEIVE actions are deﬁned such that messages may be reordered. Additionally, the
automaton is deﬁned such that every message that was ever sent on the channel is remembered
in wire. This allows the MISBEHAVE actions to simulate replays of any of these messages by an
attacker. We do not assume synchrony. The nodes are part of an asynchronous distributed system
with no known bounds on message delays or on the time for automata to take enabled actions.
We use a Byzantinefailuremodel, i.e., faulty clients and replicas maybehavearbitrarily (except
for the restrictions discussed next). The CLIENT-FAILURE and REPLICA-FAILURE actions are used to
28model client and replica failures. Once such a failure action occurs the corresponding automaton is
replacedby an arbitrary automatonwiththe same externalinterface and it remainsfaulty forthe rest
of the execution. We assume however that this arbitrary automaton has a state component called
faulty that is set to true. It is important to understand that the failure actions and the faulty variables
are used only to model failures formally for the correctness proof; our algorithm does not know
whether a client or replica is faulty or not.
As discussed in Section 2.1, the algorithm uses digital signatures and cryptographic hash func-
tions. We assume the signature scheme is non-existentially forgeable even with an adaptive chosen
message attack [GMR88] and that the cryptographic hash function is collision resistant [Dam89].
These assumptions amount to restrictions on the computational power of the adversary and the
Byzantine-faulty replicas and clients it may control.
2.4.3 Modiﬁed Linearizability
The safety property offered by BFT-PK is a form of linearizability [HW87]: the replicated service
behaves like a centralized implementation that executes operations atomically one at a time.
We modiﬁed the deﬁnition of linearizability because the original deﬁnition does not work with
Byzantine-faulty clients. The problem is that these clients are not restricted to use the REQUEST
and REPLY interface provided by the replicated service automaton. For example, they can make the
replicatedserviceexecutetheirrequestsbyinjectingappropriatemessagesdirectlyintothenetwork.
Therefore, the modiﬁed linearizability property treats faulty and non-faulty clients differently.
Asimilarmodiﬁcationtolinearizabilitywasproposedconcurrentlyin[MRL98]. Theirproposal
uses conditions on execution traces to specify the modiﬁed linearizability property. We specify the
property using an I/O automaton,
￿ , with the same external signature as the replicated service
automaton,
￿ . Our approach has several advantages: it produces a simpler speciﬁcation and it
enables the use of state-based proof techniques like invariant assertions and simulation relations to
reason about linearizability. These proof techniques are better than those that reason directly about
execution traces because they are more stylized and better suited to produce automatic proofs.
Thespeciﬁcationofmodiﬁedlinearizability,
￿ ,isasimple,abstract,centralizedimplementation
of the state machine
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￿ that is deﬁned in Figure 2-6. We say that
￿ satisﬁes the
safety property if it implements
￿ .
The state of
￿ includes the following components: val is the current value of the state machine,
in records requests to execute operations, and out records replies with operation results. Each
last-req
￿ component is used to timestamp requests by client
A to totally order them, and last-rep-t
￿
remembers the value of last-req
￿ that was associated with the last operation executed for
A . The
faulty-client
￿ and faulty-replica
￿ indicate which clients and replicas are faulty.
The CLIENT-FAILURE and REPLICA-FAILURE actions are used to model failures; they set the
faulty-client
￿ or the faulty-replica
￿ variables to true. The REQUEST
￿
￿
B
‘
￿
￿
￿ actions increment last-req
￿
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Figure 2-6: Speciﬁcation of Safe Behavior,
￿
to obtain a new timestamp for the request, and add a triple to in with the requested operation,
B ,
the timestamp value, last-req
￿ , and the client identiﬁer. The FAULTY-REQUEST actions are similar.
They model execution of requests by faulty clients that bypass the external signature of
￿ , e.g., by
injecting the appropriate messages into the multicast channel.
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￿ actions pick a request with a triple
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B
C
5
D
1
E
5
2
A
￿
￿ in in for execution and remove
the triple from in. They execute the request only if the timestamp
1 is greater than the timestamp
of the last request executed on
A ’s behalf. This models a well-formedness condition on non-faulty
clients: they are expected to wait for the reply to the last requested operation before they issue the
next request. Otherwise, one of the requests may not even execute and the client may be unable to
match the replies with the requests. When a request is executed, the transition function of the state
machine,
y , is used to compute a new value for the state and a result,
K , for operation
B . The client
identiﬁer is passed as an argument to
y to allow the service to enforce access control. Then, the
30actions add a triple with the result
K , the request timestamp, and the client identiﬁer to out.
The REPLY
￿
￿
K
￿
￿
￿
￿ actions return an operation result with a triple in out to client
A and remove
the triple from out. The REPLY precondition is weaker for faulty clients to allow arbitrary replies
for such clients. The algorithm cannot guarantee safety if more than
￿
I
˘
˙
¨
˘
￿ 1
3
￿ replicas are faulty.
Therefore, the behavior of
￿ is left unspeciﬁed in this case.
2.4.4 Algorithm Speciﬁcation
Proxy. Each client
￿
g
￿ interacts with the replicated service through a proxy automaton
￿
￿
￿ , which is
deﬁned in Figure 2-7.
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Figure 2-7: Proxy automaton
Theproxyremembersthelastrequestsenttothereplicasinout
￿ anditcollectsrepliesthatmatch
this request in in
￿ . It uses last-req
￿ to generate timestamps for requests, view
￿ to track the current
view of the replicated system, and retrans
￿ to indicate whether a request is being retransmitted.
The REQUEST actions add a request for the argument operation to out
￿ . This request is sent on
31the multicast channel when one of the SEND actions execute: requests are sent ﬁrst to the primary
of view
￿ and are retransmitted to all replicas. The RECEIVE actions collect replies in in
￿ that match
the request in out
￿ . Once there are more than
# replies in in
￿ , the REPLY action becomes enabled
and returns the result of the requested operation to the client.
Replica. The signature and state of replica automata are described in Figure 2-8.
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Figure 2-8: Signature and State of Replica Automaton
J
The state variables of the automaton for replica
J include the current value of the replica’s copy
of the state machine, val
￿ , the last reply last-rep
￿ sent to each client, and the timestamps in those
replies last-rep-t
￿ . There is also a set of checkpoints, chkpts
￿ , whose elements contain not only a
snapshot of val
￿ but also a snapshot of last-rep
￿ and last-rep-t
￿ . The log with messages received or
sentbythe replicais storedin in
￿ and out
￿ buffers messagesthat are aboutto be senton themulticast
32channel. Replica’s also maintain the current view number, view
￿ , the sequence number of the last
request executed, last-exec
￿ , and, if they are the primary, the sequence number assigned to the last
request, seqno
￿ .
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Figure 2-9: Auxiliary Functions
Figure 2-9 deﬁnes several auxiliary functions that are used in the speciﬁcation of replicas’
actions. The tag
￿
￿
￿
0
5
￿
￿
¯
￿ predicate is true if and only if the tag of message
￿ is
￿ . The function
primary
￿
￿
>
9
￿ returns the identiﬁer of the primary replica for view
> and primary
￿
￿
J
￿
￿ returns the
identiﬁer of the primary for the view with number view
￿ .
The next three predicates are used by replicas to decide which messages to log: in-v
￿
￿
>
H
5
D
J
￿
￿ is
33true if and only if
> equals
J ’s current view; in-w
￿
￿
￿
N
5
D
J
￿
￿ is true if and only if sequence number
￿ is
between the low and high water marks in
J ’s log; and in-wv
￿
￿
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D
￿
N
5
D
J
￿
￿ is the conjunction of the two.
The prepared
￿
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￿ predicate is true if and only if there is a prepared certiﬁcate in
–
for request
￿ with sequence number
￿ and view
> . last-prepared
￿
￿
￿
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￿ is true if and only
if the certiﬁcate with view
> is the one with the greatest view number for sequence number
￿ .
The predicate committed
￿
￿
￿
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￿
￿ is true provided the request is committed at replica
J : there
is a committed certiﬁcate in in
￿ for request
￿ with sequence number
￿ and view
> , and
￿ (or a
pre-prepare message containing
￿ ) is also in in
￿ .
The correct-view-change
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￿
"
￿ and correct-new-view
￿
￿
￿
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D
>
`
￿ predicates check the correctness
of view-change and new-view messages, respectively. The function update-state-nv updates the
replica’s checkpoints and current state after receiving (or sending) a new-view message. Sec-
tion 2.3.5 explains how correct view-change and new-view messages are built and how the state is
updated. Finally, has-new-view
￿
￿
>
H
5
D
J
￿
￿ returns true if replica
J is in view 0 or has a valid new-view
message for view
> , and take-chkpt
￿
￿
￿
ø
￿ returns true if
￿ is the sequence number of a checkpoint (as
explained in Section 2.3.4).
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Figure 2-10: Output Actions
The replica’s output actions are deﬁned in Figure 2-10. They are very simple: actions of the
ﬁrst type multicast messages to the other replicas, the others are used to forward requests to the
primary and to send replies to the clients, respectively. Figure 2-11 presents the garbage collection
actions, which are also simple. The RECEIVE actions collect checkpoint messages in the log and
the COLLECT-GARBAGE actions discard old messages and checkpoints when the replica has a stable
certiﬁcate logged.
Figure2-12presentstheactionsassociatedwiththenormal-caseprotocol. Theactionsmatchthe
description in Section 2.3.3 closely but there are some details that were omitted in that description.
For example, pre-prepare messages are sent by the primary or accepted by the backups only if the
replica has a new-view message logged for its current view; this is important to ensure the replica
has enough information to prevent conﬂicting sequence number assignments.
34The execute action is the most complex. To ensure exactly-once semantics, a replica executes a
request only if its timestamp is greater than the timestamp in the last reply sent to the client. When
it executes a request, the replica uses the state machine’s transition function
y to compute a new
value for the state and a reply to send to the client. Then, if take-chkpt is true, the replica takes a
checkpoint by adding a snapshot of of val
￿
5 last-rep
￿ , and last-rep-t
￿ to the checkpoint set and puts
a matching checkpoint message in out
￿ to be multicast to the other replicas.
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Figure 2-11: Garbage Collection Actions
ThelastsetofactionsispresentedinFigure2-13. Theseactionsdeﬁnethebehaviorofthereplica
automata during view changes and are more complex. The SEND-VIEW-CHANGE action increments
theviewnumberandbuildsanewview-changemessagethatisputinout
￿ tobemulticasttotheother
replicas. This view-change message contains the replica’s stable checkpoint sequence number, h
￿ ,
the stable checkpoint, stable-chkpt
￿ , a copy of the stable certiﬁcate in the replica’s log,
￿ , and a
copy of the prepared certiﬁcates in the log with the highest view number for each sequence number.
The replicas collect view-change messages that are correct and have a view number greater than or
equal to their current view.
The SEND-NEW-VIEW
￿
￿
>
S
5
￿
￿
]
￿
￿ action is enabledwhen the new primaryhas a new-viewcertiﬁcate,
￿ , in the log for view
> . When this action executes, the primary picks the checkpoint with the
highest sequence number,
Q
￿
￿ max-n
￿
￿
￿
u
￿ , to be the start state for request processing in the new
view. Then it computes the sets
￿ and
￿ with pre-prepare messages for view
> :
￿ has a message
for each request with a prepared certiﬁcate in some message in
￿ with sequence number greater
than
Q ; and
￿ has a pre-prepare for the null request for every sequence number between max-n
￿
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￿
]
￿
and max-n
￿
￿
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w
￿ without a message in
￿ . The new-view message includes
￿ ,
￿ , and
￿ . The new
primary updates seqno
￿ to be max-n
￿
￿
￿
w
￿ to ensure it will not assign sequence numbers that are
already assigned in
￿ . If needed, the update-state-nv function updates the replica’s checkpoint set
and val
￿ to reﬂect the information in
￿ .
When the backups receive the new-view message, they check if it is correct. If it is, they update
their state like the primary and they add prepare messages for each message in
￿
?
n
￿
￿ to out
￿ to be
multicast to the other replicas.
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Figure 2-12: Normal Case Actions
36We omitted some details in order to simplify the deﬁnitions. For example, we omitted the au-
tomatacodetoensurefairness,thesafeguardstoensurethelogsizeisbounded,andretransmissions.
This was done after careful reasoning that adding these details would not affect safety. The other
thing we omitted was the automata code to manipulate view-change timers and ensure liveness.
Adding this code would not affect safety because it simply adds restrictions to the pre-condition of
SEND-VIEW-CHANGE.
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38Chapter 3
BFT: An Algorithm Without Signatures
Thealgorithminthepreviouschapter,BFT-PK,issimplebutitisslowbecauseitreliesonpublic-key
cryptography to sign all messages. Public-key cryptography is the main performance bottleneck
in previous Byzantine-fault-tolerant state machine replication systems [Rei94, MR96a, KMMS98].
This chapter describes BFT, a new algorithm that uses message authentication codes (MACs) to
authenticate all messages. MACs are based on symmetric cryptography and they can be computed
three orders of magnitude faster than signatures. Therefore, the modiﬁed algorithm is signiﬁcantly
faster. Additionally, asexplainedinChapter4,thenewalgorithmeliminatesafundamentalproblem
that prevents BFT-PK from supporting recovery of faulty replicas.
The new algorithm is also interesting from a theoretical perspective because it can be modiﬁed
to work without relying on cryptography. This can be done by using authenticated point-to-point
channels between nodes and by replacing message digests by the message values. With this
modiﬁcation, the algorithm is secure against computationally unbounded adversaries.
The ﬁrst section in this chapter explains why it is hard to modify BFT-PK to replace signatures
by message authentication codes. Section 3.2 presents a description of BFT. An earlier version
of this algorithm appeared in [CL99b] and the algorithm in its current form was ﬁrst presented
in [CL00].
3.1 Why it is Hard to Replace Signatures by MACs
Replacing signatures by MACs seems like a trivial optimization but it is not. The problem is that
MACs are not as powerful as public-key signatures. For example, in a synchronous system, it is
possible to solve the Byzantine consensus problem with any number of faulty participants when
using signatures [PSL80]. However, it is necessary to have fewer than one third faulty participants
to solve this problem with symmetric authentication [PSL80].
Digital signatures are computed using public-key cryptography. The sender of a message
computes a signature, which is a function of the message and the sender’s private key, and appends
the signature to the message. The receiver can verify the signature using the public key of the
39sender. Since only the sender knows the signing key and the veriﬁcation key is public, the receiver
can also convince a third party that the message is authentic. It can prove the message was sent by
the original sender by simply forwarding the signed message to that third party.
MACs use symmetriccryptographyto authenticatethe communicationbetween two parties that
share a secret session key. The sender of a message computes a MAC, which is a small bit string
that is a function of the message and the key it shares with the receiver, and appends the MAC to
the message. The receiver can check the authenticity of the message by computing the MAC in the
same way and comparing it to the one appended to the message.
MACs are not as powerful as signatures: the receiver may be unable to convince a third party
that the message is authentic. This is a fundamental limitation due to the symmetry of MAC
computation. The third party is unable to verify the MAC because it does not know the key used
to generate it. Revealing the key to the third party does not remove this limitation because a faulty
receiver could send messages pretending to be the sender. The other possibility would be for the
sender to compute an extra MAC (using a different key shared with the third party) and to append
both this MAC and the MAC for the receiver to the message. But this does not work either because
a faulty sender could compute a valid MAC for the receiver and an invalid MAC for the third party;
since the receiver is unable to check the validity of the second MAC, it could accept the message
and not be able to prove its authenticity to the third party.
MACs are sufﬁcient to authenticate messages in many protocols but BFT-PK and previous
Byzantine-fault-tolerant algorithms [Rei96, KMMS98] for state machine replication rely on the
extra power of digital signatures. BFT-PK is based on the notion of quorum certiﬁcates and weak
certiﬁcates, which are sets with messages from different replicas. Its correctness relies on the
exchange during view changes of certiﬁcates collected by the replicas. This works only if the
messages in these sets are signed. If messages are authenticated with MACs, a replica can collect a
certiﬁcate but may be unable to prove to others that it has the certiﬁcate.
3.2 The New Algorithm
BFTusesthesamesystemmodelasBFT-PKanditprovidesthesameserviceproperties. Thesystem
model and properties are deﬁned informally in Sections 2.1 and 2.2, and formally in Section 2.4.
But BFT uses MACs to authenticate all messages including client requests and replies. Therefore,
it can no longer rely on the exchange of prepared, stable and new-view certiﬁcates during view
changes. We were able to retain the same communication structure during normal case operation
and garbage collection at the expense of signiﬁcant and subtle changes to the view change protocol.
The basic idea behind the newviewchange protocol is the following: if some non-faulty replica
J collectsaquorumcertiﬁcateforsomepieceofinformation
￿ , thenon-faultyreplicasinthequorum
cancooperatetosendaweakcertiﬁcatefor
￿ toanyreplica
￿ duringviewchanges. Thiscanbedone
40by having the replicas in the quorum retransmit to
￿ the messages in the certiﬁcate they originally
sent to
J . Since a quorum certiﬁcate has at least 2
#
M
$ 1 messages and at most
# replicas can be
faulty,
￿ will eventually receive a weak certiﬁcate for the same information
￿ with at least
#
<
$ 1
messages. But weak certiﬁcates are not as powerful as quorum certiﬁcates. For example, weak
prepared certiﬁcates can conﬂict: they can assign the same sequence number to different requests
in the same view. The new view change protocol uses invariants that are enforced during normal
case operation to decide correctly between conﬂicting weak certiﬁcates.
The use of MACs to authenticate client requests raises additional problems. It is possible for
some replicas to be able to authenticate a request while others are unable to do it. This can lead
both to safety violations and liveness problems.
Section 3.2.1 explains how messages are authenticated in BFT. Section 3.2.2 describes how
the algorithm works when there are no view changes and how it handles authentication of client
requests. The new view change protocol is discussed in Section 3.2.4.
3.2.1 Authenticators
The new algorithm uses MACs to authenticate all messages including client requests. There is a
pair of session keys for each pair of replicas
J and
￿ :
’
￿
)
(
* is used to compute MACs for messages
sent from
J to
￿ , and
’
*
+
(
￿ is used for messages sent from
￿ to
J . Each replica also shares a single
secret key with each client; this key is used for to authenticate communication in both directions.
These session keys can be established and refreshed dynamically using the mechanism described in
Section 4.3.1 or any other key exchange protocol.
Messagesthataresentpoint-to-pointto asinglerecipientcontainasingleMAC; wedenotesuch
a message as
￿
￿
￿
￿
￿
-
,
8
L
. , where
J is the sender,
￿ is the receiver, and the MAC is computed using
’
￿
)
(
* .
Messages that are multicast to all the replicas contain authenticators; we denote such a message as
￿
￿
￿
￿
￿
0
/
Æ
L , where
J is the sender. An authenticator is a vector of MACs, one per replica
￿ (
￿
2
1
￿
o
J ), where
the MAC in entry
￿ is computed using
’
￿
)
(
* . The receiver of a message veriﬁes its authenticity by
checking the corresponding MAC in the authenticator.
The time to generate and verify signatures is independent of the number of replicas. The time
to verify an authenticator is constant but the time to generate one grows linearly with the number
of replicas. This is not a problem because we do not expect to have a large number of replicas and
there is a large performance gap between MAC and digital signature computation. For example,
BFT is expectedto perform better than BFT-PKwith up to 280 replicas in the experimentdescribed
in Section 8.3.3. The size of authenticators also grows linearly with the number of replicas but
it grows slowly: it is equal to 8
￿ bytes in the current implementation (where
￿ is the number of
replicas). For example, an authenticator is smaller than an RSA signature with a 1024-bit modulus
for
￿
0
q 16 (i.e., systems that can tolerate up to 5 simultaneous faults).
413.2.2 Normal-Case Operation
The behaviors of BFT and BFT-PK are almost identical during normal case operation. The only
differences are the following. BFT uses authenticatorsin request, pre-prepare, prepare, and commit
messages and uses a MAC to authenticate replies. The modiﬁed protocol continues to ensure the
invariant that non-faulty replicas never prepare different requests with the same view and sequence
number.
Another difference concerns request authentication. In BFT-PK, backups checked the authen-
ticity of a request when it was about to be executed. Since requests were signed, all replicas would
agree either on the client that sent the request or that the request was a forgery. This does not work
in BFT because some replicas may be able to authenticate a request while others are unable to do it.
We integrated request authentication into BFT to solve this problem: the primary checks the
authenticity of requests it receives from clients and only assigns sequence numbers to authentic
requests; and backups accept a pre-prepare message only if they can authenticate the request it
contains. A request
￿ REQUEST
5
2
B
C
5
D
1
E
5
2
A
￿
￿
/
F in a pre-prepare message is considered authentic by a
backup
J in one of the following conditions:
1. the MAC for
J in the request’s authenticator is correct or
2.
J has accepted
# prepare messages with the request’s digest or
3.
J has received a request from client
A with the same operation and timestamp and with a
correct MAC for
J in its authenticator
Condition 1 is usually sufﬁcient for the backups to authenticate requests. But it is possible for
the primary to include a request with a corrupt authenticator in a pre-prepare message. This can
happenbecausetheclientisfaulty,theprimaryisfaulty, ortherequestwascorruptedinthenetwork.
Arequestwithanincorrectauthenticatormaycommitprovidedithasatleast
#
ø
$ 1correctMACs.
Without condition 2, the system could deadlock permanently when this happens. This condition
ensures that if a request commits, all backups are eventually able to authenticate it. The condition
is safe because the request is not considered authentic unless at least one correct replica was able
to verify its MAC in the request’s authenticator. It is important for correct replicas to remember
requests they pre-prepared across view changes because it may be necessary for them to convince
othersthatrequests,whicharepropagatedfrompreviousviews,areauthentic. Section3.2.4explains
how this problem is solved.
It is also possible for a request with a corrupt authenticator to force a view change. This may
happen when a sequence number is assigned to a request whose authenticator has less than
#
<
$ 1
correct MACs, or when a request is sent to at least one correct backup and the primary is unable
to authenticate the request. These view changes are desirable when the cause of the problem is a
faulty primary. But they can also be used to mount denial-of-service attacks by replacing correct
42primaries frequently. Condition 3 allows correct clients to ﬁx the problem by retransmitting the
request with a correct authenticator to all the replicas.
However, faulty clients can still force view changes. Our current implementation does not deal
with this problem but view changes are sufﬁciently fast (see Section 8.5) that it is not very serious.
We could force suspected clients to sign their requests and replicas could process these requests at
lower priority to bound the rate of these view changes.
3.2.3 Garbage Collection
The garbagecollection mechanismin BFT is similar to the one in BFT-PK. Replicascollect a stable
certiﬁcate with checkpoint messages for some sequence number
￿ and then they discard all entries
in their log with sequence numbers less than or equal to
￿ and all earlier checkpoints. But since
checkpoint messages have authenticators instead of signatures, a weak certiﬁcate is insufﬁcient for
replicas to prove the correctness of the stable checkpoint during view changes. BFT solves this
problem by requiring the stable certiﬁcate to be a quorum certiﬁcate; this ensures other replicas
will be able to obtain a weak certiﬁcate proving that the stable checkpoint is correct during view
changes.
3.2.4 View Changes
The view change protocol is signiﬁcantly different in BFT because of the inability to exchange
certiﬁcates between the replicas. The new protocol is depicted in Figure 3-1. It has the same
communication pattern except that backups send acknowledgments to the new primary for each
view-changemessage theyreceivefrom anotherbackup. Theseacknowledgmentsare used to prove
the authenticity of the view-change messages in the new-view certiﬁcate.
Replica 0 = primary v
3
Replica 1 = primary v+1
3
Replica 2
3
Replica 3
3
X
4 view-change view-change-ack new-view
Figure 3-1: View Change Protocol
The basic idea behind the protocol is for non-faulty replicas to cooperate to reconstruct weak
certiﬁcates corresponding to any prepared or stable certiﬁcate that might have been collected by
some non-faulty replica in a previous view. This is done by having replicas include in view-change
messages information about pre-prepare, prepare, and checkpoint messages that they sent in the
past.
43We start by describing a simpliﬁed view change protocol that may require unbounded space.
Section 3.2.5 presents a modiﬁcation to the protocol that eliminates the problem.
Data structures. Replicas record informationabout what happened in earlier views. This informa-
tionismaintainedintwosets,thePSetandtheQSet. Areplicaalsostorestherequestscorresponding
to the entries in these sets. These sets only contain information for sequence numbers between the
current low and high water marks in the log. The sets allow the view change protocol to work
properly even when more than one view change occurs before the system is able to continuenormal
operation; the sets are usually empty while the system is running normally.
The PSet at replica
J stores informationabout requests that haveprepared at
J in previous views.
Its entries are tuples
￿
￿
￿
N
5
2
T
H
5
D
>
9
￿ meaningthat
J collected a preparedcertiﬁcate for a requestwith digest
T with number
￿ in view
> and no request prepared at
J in a later view.
The QSet stores information about requests that have pre-prepared at
J in previous views
(i.e., requests for which
J has sent a pre-prepare or prepare message). Its entries are tuples
￿
￿
￿
N
5
G
4
‘
￿
6
￿
6
￿
6
5
¶
￿
￿
T
6
5
9
5
D
>
7
5
Æ
￿
￿
5
￿
￿
6
￿
6
￿
ﬂ
:
I
￿ meaning for each
’ that
>
7
5 is the latest view in which a request pre-prepared
with sequence number
￿ and digest
T
6
5 at
J . This information is used to construct weak certiﬁcates
for prepared certiﬁcates proposed in the view-change messages of non-faulty replicas.
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Figure 3-2: Computing
c and
h
View-change messages. When a backup
J suspects the primary for view
> is faulty, it enters view
>
￿
$ 1 and multicasts a
￿ VIEW-CHANGE
5
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￿
$ 1
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￿
Q
;
5
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a
b
5
V
c
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I
h
￿
5
D
J
￿
￿
/
Æ
L message to all replicas. Here
Q is the
sequence number of the latest stable checkpoint known to
J ;
a is a set of pairs with the sequence
number and digest of each checkpoint stored at
J ; and
c and
h are sets containing a tuple for
every request that is prepared or pre-prepared, respectively, at
J . These sets are computed using the
information in the log, the PSet, and the QSet, as explained in Figure 3-2. Once the view-change
44messagehas beensent,
J stores
c in PSet,
h in QSet, and clearsits log. The QSet maygrowwithout
bound if the algorithm changes views repeatedly without making progress. Section 3.2.5 describes
a solution to this problem. (It is interesting to note that this problem did not arise in BFT-PK; since
prepared certiﬁcates contained signed messages, there was no need to maintain information about
pre-prepared requests.)
View-change-ack messages. Replicas collect view-change messages for
>
￿
$ 1 and send acknowl-
edgments for them to
>
￿
$ 1’s primary,
= . Replicas only accept these view-change messages if all
the information in their
c and
h components is for view numbers less than or equal to
> . The
acknowledgments have the form
￿ VIEW-CHANGE-ACK
5
D
>
,
$ 1
5
D
J
2
5
￿
￿
Æ
5
2
T
9
￿
-
,
8
L
O where
J is the identiﬁer of
the sender,
T is the digest of the view-changemessage being acknowledged,and
￿ is the replica that
sent that view-change message. These acknowledgmentsallow the primary to prove authenticity of
view-change messages sent by faulty replicas.
New-view message construction. The new primary
= collects view-change and view-change-ack
messages (including messages from itself). It stores view-change messages in a set
z . It adds a
view-change message received from replica
J to
z after receiving 2
#
M
& 1 view-change-acks for
J ’s
view-changemessage fromother replicas. Theseview-change-ackmessagestogetherwiththe view
change message it received and the view-change-ack it could have sent form a quorum certiﬁcate.
We call it the view-change certiﬁcate. Each entry in
z is for a different replica.
The new primary uses the information in
z and the decision procedure sketched in Figure 3-3
to choose a checkpoint and a set of requests. This procedure runs each time the primary receives
new information, e.g., when it adds a new message to
z .
let
T
b
i
j
X
Z
E
F
;
￿
G
-
D
I
H
l
k
$
K 2
m
n
B 1 messages
o
p
P
r
q :
o
t
s
￿
:
=
?
>
;
v
u
_
K
w
m
n
B 1 messages
o
x
P
r
q :
E
F
;
￿
G
0
D
O
H
2
P
_
o
t
s
￿
y
z
\
if
K
S
E
"
:
{
G
-
D
I
H
Q
P
=
T :
|
}
E
W
;
~
M
W
G
0
D
N
M
￿
H
V
P
=
T :
;
~
M
S
?
A
: then
select checkpoint with digest
D and number
:
else exit
for all
; such that
:
=
<
>
;
@
?
A
:
C
B
2
9 do
A. if
K
%
o
p
P
￿
q with
E
F
;
￿
G
-
D
[
G
￿
8
7
H
V
P
_
o
￿
s
￿
J that veriﬁes:
A1.
K 2
m
C
B 1 messages
o
￿
M
S
P
￿
q :
o
}
M
"
s
:
b
<
￿
;
￿
u
v
|
}
E
W
;
￿
G
-
D
O
M
W
G
-
8
O
M
￿
H
Q
P
_
o
}
M
W
s
 
J :
8
I
M
S
<
>
8
d
￿
@
￿
W
8
O
M
L
i
￿
8
￿
u
_
D
N
M
n
i
￿
D
O
￿
A2.
K
￿
m
C
B 1 messages
o
}
M
￿
P
r
q :
K
S
E
F
;
￿
G
￿
X
I
s
f
s
￿
s
f
G
￿
E
"
D
N
M
"
G
￿
8
I
M
f
H
￿
G
+
s
f
s
￿
s
￿
\
]
H
Q
P
=
o
￿
M
"
s
Z
^ :
8
I
M
S
￿
>
8
￿
u
r
D
O
M
C
i
￿
D
A3. the primary has the request with digest
D
then select the request with digest
D for number
;
B. else if
K 2
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P
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q such that
o
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￿
:
=
<
>
;
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s
￿
J has no entry for
;
then select the null request for number
;
Figure 3-3: Decision procedure at the primary.
The primary starts by selecting the checkpoint that is going to be the starting state for request
45processing in the new view. It picks the checkpoint with the highest number
Q from the set of
checkpoints that are known to be correct (because they have a weak certiﬁcate) and that have
numbers higher than the low water mark in the log of at least
#
M
$ 1 non-faulty replicas. The last
conditionisnecessaryforsafety;itensuresthattheorderinginformationforrequeststhatcommitted
with numbers higher than
Q is still available.
Next, the primary selects a request to pre-prepare in the new view for each sequence number
between
Q and
Q
i
$
0
[ (where
[ is the size of the log). For each number
￿ that was assigned to some
request
￿ that committed in a previous view, the decision procedure selects
￿ to pre-prepare in the
new view with the same number; this ensures safety because no distinct request can commit with
that number in the new view. For other numbers, the primary may pre-prepare a request that was in
progress but had not yet committed, or it might select a special null request that goes through the
protocol as a regular request but whose execution is a no-op.
The decision procedure ends when the primary has selected a request for each number. After
deciding, the primary multicasts a new-view message to the other replicas with its decision. The
new-view message has the form
￿ NEW-VIEW
5
D
>
i
$ 1
5
D
h
f
5
￿
·
<
￿
/
￿
O . Here,
h contains a pair for each entry
in
z consistingoftheidentiﬁerofthesendingreplicaandthedigestofits view-changemessage,and
· identiﬁes the checkpoint and request values selected. The view-changes in
h are the new-view
certiﬁcate.
New-view message processing. The primary updates its state to reﬂect the information in the
new-view message. It records all requests in
· as pre-prepared in view
>
￿
$ 1 in its log. If it does
not have the checkpoint with sequence number
Q , it also initiates the protocol to fetch the missing
state (see Section 5.3.2). In any case the primary does not accept any prepare or commit messages
with sequence number less than or equal to
Q and does not send any pre-prepare message with such
a sequence number.
The backups in view
>
￿
$ 1 collect messages for view
>
￿
$ 1 until they have a correct new-view
messageandacorrectmatchingview-changemessageforeachpairin
h . Ifabackupdidnotreceive
oneof theview-changemessagesforsomereplicawitha pairin
h , the primaryalone maybe unable
to prove that the message it received is authentic because it is not signed. The use of view-change-
ack messages solves this problem. Since the primary only includes a view-change message in
z
after obtaining a matching view-change certiﬁcate, at least
#
-
$ 1 non-faulty replicas can vouch for
theauthenticityofeveryview-changemessagewhosedigestisin
h . Therefore,iftheoriginalsender
of a view-change is uncooperative the primary retransmits that sender’s view-change message and
the non-faulty backups retransmit their view-change-acks. A backup can accept a view-change
message whose authenticator is incorrect if it receives
# view-change-acks that match the digest
and identiﬁer in
h .
After obtaining the new-view message and the matching view-change messages, the backups
check if these messages support the decisions reported by the primary by carrying out the decision
46procedure in Figure 3-3. If they do not, the replicas move immediately to view
>
￿
$ 2. Otherwise,
they modify their state to account for the new information in a way similar to the primary. The
only difference is that they multicast a prepare message for
>
]
$ 1 for each request they mark as
pre-prepared. Thereafter, normal case operation resumes.
The replicas use the status mechanism in Section 5.2 to request retransmission of missing
requests as well as missing view-change, view-change acknowledgment, and new-view messages.
Correctness
We now argue informally that the view change protocol preserves safety and that it is live. We will
start by sketching a proof of Theorem 3.2.1. This theorem implies that after a request commits in
view
> with sequence number
￿ no distinct request can pre-prepare at any correct replica with the
same sequence number for views later than
> . Therefore, correct replicas agree on a total order for
requests because they never commit distinct requests with the same sequence number.
Theorem 3.2.1 If a request
￿ commits with sequence number
￿ at some correct replica in view
>
then the decision procedurein Figure 3-3 will not choose a distinct request for sequence number
￿
in any view
>
￿
/
*
>
Proof sketch:The proof is by induction on the number of views between
> and
>
￿ . If
￿
committed at some correct replica
J ,
J received commit messages from a quorum of replicas,
￿ ,
saying that they prepared the request with sequence number
￿ and view
> .
In thebase case, assumeby contradictionthat the decision procedurechooses a request
￿
￿
1
￿
o
￿
for sequence number
￿ in
>
"
￿
￿
†
>
w
$ 1. This implies that either condition A1 or condition B must
be true. By the quorum intersection property, there must be at least one view-change message from
a correct replica
￿
d
￿
￿
￿ with
Q
￿
p
œ
￿ in any quorum certiﬁcate used to satisfy conditions A1 or B.
But since this replica did not garbage collect information for sequence number
￿ , its view-change
message must include
￿
￿
￿
N
5
2
￿
.
￿
￿
￿
￿
￿
￿
5
D
>
9
￿ in its
c component. Therefore, condition B cannot be true.
Similarly, condition A1 cannot be true for
￿
￿
￿
N
5
2
￿
.
￿
￿
￿
￿
￿
￿
5
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"
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￿
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￿
￿
￿
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￿
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￿
X
￿
.
￿
￿
￿
￿
￿ (with high
probability) and
>
Z
￿
]
q
r
> (because view-change messages for
>
"
￿ are not accepted if there is any tuple
with view number greater than
>
￿
& 1 in their
c component).
The reasoning is similar for the inductive step:
>
￿
￿
N
/
x
>
w
$ 1. There must be at least one view-
change message from a correct replica
￿
￿
￿
￿
￿ with
Q
￿
p
o
￿ in any quorum certiﬁcate used to satisfy
conditions A1 or B. From the inductive hypothesis and the procedure to compute
c described in
Figure 3-2,
￿ ’s view-change message for
>
"
￿ must include
￿
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￿ in its
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> . Therefore, condition B cannot be true. But condition A1 can be true if a view-change
message from a faulty replica includes
￿
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￿ ; condition
A2 prevents this problem. Condition A2 is true only if there is a view-change message from
a correct replica with
￿
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h component such that
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￿
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>
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￿ . Since
47￿
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￿
￿
￿
￿
￿
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￿
￿
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￿ (with high probability), the inductive hypothesis implies that
>
"
￿
￿
q
m
> . Therefore,
>
Z
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]
q
*
> and conditions A1 and A2 cannot both be true, which ﬁnishes the proof of the theorem.
The primary will also be ableto makea correct decisioneventually(unlessthere is a subsequent
viewchange). Assumebycontradictionthat theprimaryis unableto dothis. Let
Q
￿ be thesequence
numberof thelatestcheckpointthat isstableat somecorrect replica. Sincethis checkpointis stable,
it has been reached by
#
M
$ 1 correct replicas and therefore the primary will be able to choose the
value
Q
`
￿ for
Q . For every sequence number between
Q and
Q
-
$
[ , there are two cases: (1) some
correct replica prepared a request with sequence number
￿ ; or (2) there is no such replica.
In case (1), condition A1 will be veriﬁed because there are 2
#
\
$ 1 non-faulty replicas and
non-faulty replicas never prepare different requests for the same view and sequence number; A2
willalsobe satisﬁedsincearequestthatpreparesatanon-faultyreplicapre-preparesatatleast
#
æ
$ 1
non-faulty replicas. Condition A3 may not be satisﬁed initially, but the primary will eventually
receivetherequestinaresponsetoitsstatusmessages(discussedinSection5.2)andthiswilltrigger
the decision procedure to run. Furthermore, since condition A2 is true every replica will be able to
authenticate the request that is chosen.
In case (2), condition B will eventually be satisﬁed because there are 2
#
<
$ 1 correct replicas
that by assumption did not prepare any request with sequence number
￿ .
3.2.5 View Changes With Bounded Space
The protocol in the previous section may require an unbounded amount of memory. It bounds the
number of tuples in the QSet by
[ but each tuple may grow without bound if there is an unbounded
number of view changes before a request with the corresponding sequence number is prepared by
a quorum.
This section describes a modiﬁed view change protocol that solves this problem. The new
protocol bounds the size of each tuple in QSet; it retains only pairs corresponding to the
– distinct
requests that pre-prepared in the latest views where
– is a small constant greater than 1 (e.g., 2).
The idea behind the new protocol is the following. When a replica pre-prepares a request with
sequence number
￿ in view
> , it knows that no distinct request committed in a view earlier than
> . But it cannot discard any of the corresponding pairs from the tuple for
￿ in the QSet until it
can prove this to the other replicas. To obtain these proofs, each replica records this not-committed
information. Additionally, the protocol delays pre-preparing a request (if that would cause an entry
to be discarded from the QSet) until the replica obtains messages from a quorum stating that they
have matching not-committed information. The not-committed information is sent in view-change
messages; if a replica claims that a request prepared for sequence number
￿ but
#
\
$ 1 replicas
say that it did not commit, the new primary can choose a null request for
￿ . The next paragraphs
describe the new protocol in more detail.
The new protocol computes the view-change messages as before except that it bounds the size
48of
h and the QSet as shownin Figure 3-4: if the number of pairs in a tuple exceeds an upper bound,
– , the pair with the lowest view number is discarded.
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Figure 3-4: Computing
c and
h (with bounded space).
The new protocol has an additional data struture — the NCset. Like the others, this set only
contains information for sequence numbers between the current low and high water marks in the
log. The NCset at replica
J stores information to prove that certain requests did not commit. Its
entries are tuples
￿
￿
￿
N
5
2
T
U
5
D
>
S
5
￿
￿
;
￿ meaning that:
T was the digest of request number
￿ proposed in the
new-view message with the latest view number
> received by
J ; and no request committed in a view
>
￿
q
>
￿ with sequence number
￿ . The view-change messages have an extra ﬁeld,
k
a , with the
current value of the NCset. Replicas only accept a view-change message for view
>
"
￿ provided all
tuples
￿
￿
￿
N
5
2
T
H
5
D
>
H
5
￿
￿
;
￿ in its
k
a component have
>
’
p
>
￿
￿ and
￿
.
p
*
> .
Replicas collect view-change and view-change-ack messages as before but the decision pro-
cedure used to compute and check the new-view message, which is described in Figure 3-5, is
different. It has an extra option, C, that enables the new primary to choose a null request for a
sequencenumberifat leastone correctreplicaclaimsthatnoneof therequestsproposedas prepared
with that number in 2
#
,
$ 1 view-change messages could have committed.
The decision procedure takes
￿
-
￿
￿
[
?
}
￿
7
3
»
7 2
}
￿
–
†
￿ local steps in the worst case and the normal
case is much faster because most view-change messages propose identical values, they contain
information for less than
[ requests, and their
h componentscontain tuples with less than
– pairs.
The NCSet is updated when the primary creates a new-view message or a backup accepts a
new-view message. This is described in Figure 3-6.
Before sending any prepare message for the requests proposed in a new-view message, each
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Figure 3-5: Decision procedure at the primary (with bounded space).
backup
J checksif that wouldcause an entry to be discardedfromthe QSet. In this case,
J multicasts
a message
￿ NOT-COMMITTED
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L to all the other replicas where
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￿
h
f
5
￿
·
M
￿ is the digest
ofthecontentsofthenew-viewmessage. Theotherreplicasreplybymulticastingasimilarmessage
if they accepted the same new-view message and they have updated their NCset according to that
message. Backup
J waits for not-committed messages from a quorum before sending the prepare
messagesin
>
$ 1. Thisensuresthatthenot-committedinformationtojustifydiscardinginformation
from the QSet is stored by a quorum and, therefore, will be available in subsequent view changes.
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Figure 3-6: Computing not-committed information.
Sending a new-view message implicitly pre-prepares a set of requests. Therefore, the new
primary
= also checks if pre-preparing any of those requests would cause an entry to be discarded
50from the QSet. In this case,
= multicasts a message
￿ NOT-COMMITTED-PRIMARY
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· are the values it intends to send in the new-view message. The
backups check the correctness of this message and update their not-committed information as if
they were processinga new-viewmessage. Then, they reply by multicasting
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it sends the new-view message.
Processing not-committed messages does not introduce a signiﬁcant overhead and these mes-
sages are sent rarely even for small values of
– .
Correctness
The modiﬁed view change protocol preserves safety and it is live. We will ﬁrst argue that Theo-
rem 3.2.1 is true by reusing the proof that was presented at the end of the previous section. For the
modiﬁed protocol to make the theorem false, condition C must be true for a sequence number
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The modiﬁed protocol also enables the primary to eventually make the correct decision. Dis-
carding information from the QSet could potentially prevent progress: a correct replica could
prepare a request with sequence number
￿ and another correct replica could discard information
that the request had pre-prepared. This could prevent the primary from making a decision because
neither condition A2 nor condition B would ever be true. The new protocol prevents the problem
because when a correct replica drops information for sequence number
￿ from its QSet there is
not-committed information justifying its action in the NCSet of all correct replicas in a quorum.
Therefore, condition C will be true for sequence number
￿ if neither condition A nor B can be true.
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BFT-PR: BFT With Proactive Recovery
BFT provides safety and liveness if fewer than 1
￿ 3 of the replicas fail during the lifetime of the
system. These guarantees are insufﬁcient for long-lived systems because the bound is likely to be
exceeded in this case. We developed a recovery mechanism for BFT that makes faulty replicas
behave correctly again. BFT with recovery, BFT-PR, can tolerate any number of faults provided
fewer than 1
￿ 3 of the replicas become faulty within a window of vulnerability.
Limiting the number of faults that can occur in a ﬁnite window is a synchrony assumption but
such an assumption is unavoidable: since Byzantine-faulty replicas can discard the service state, it
is necessary to bound the number of failures that can occur before recovery completes. To tolerate
# faults over the lifetime of the system, BFT-PR requires no synchrony assumptions.
By making recoveries automatic, the window of vulnerability can be made very small (e.g., a
few minutes) with low impact on performance. Additionally, our algorithm provides detection of
denial-of-service attacks aimed at increasing the window; replicas can time how long a recovery
takes and alert their administrator if it exceeds some pre-established bound. The administrator can
then take steps to allow recovery to complete. Therefore, integrity can be preserved even when
there is a denial-of-service attack. Furthermore, the algorithm detects when the state of a replica is
corrupted by an attacker and can log the differences between the corrupt state and the state of non-
faulty replicas. This information can be valuable to analyze the attack and patch the vulnerability
it exploited.
Section 4.1 presents an overview of the problems that arise when providing recovery from
Byzantine faults. Section 4.2 describes the additional assumptions required to provide automatic
recoveries and the modiﬁcations to the algorithm are described in Section 4.3.
4.1 Overview
The recovery mechanism embodies several new techniques needed to solve the problems that arise
when providing recovery from Byzantine faults:
Proactive recovery. A Byzantine-faulty replica may appear to behave properly even when broken;
52therefore recovery must be proactive to prevent an attacker from compromising the service by
corrupting 1
￿ 3 of the replicas without being detected. Our algorithm recovers replicas periodically
independent of any failure detection mechanism. However, a recovering replica may not be faulty
and recovery must not cause it to become faulty, since otherwise the number of faulty replicas
could exceed the bound required to provide correctness. In fact, we need to allow the replica
to continue participating in the request processing protocol while it is recovering, since this is
sometimes required for it to complete the recovery.
Fresh messages. An attacker must be prevented from impersonating a replica that was faulty after
it recovers. Impersonation can happen if the attacker learns the keys used to authenticate messages.
But even if messages are signed using a secure cryptographic co-processor, an attacker will be able
to sign bad messages while it controls a faulty replica. These bad messages could be replayed later
to compromise safety. To solve this problem, we deﬁne a notion of authentication freshness and
replicas reject messages that are not fresh. As a consequence, replicas may be unable to prove to a
third partythat some messagetheyreceivedis authenticbecauseit maynolongerbe fresh. BFTcan
supportrecoverybecauseit does not rely onsuch proofsbut BFT-PKand allprevious state-machine
replication algorithms [Rei95, KMMS98] relied on them.
Efﬁcient state transfer. State transfer is harder in the presence of Byzantine faults and efﬁciency
is crucial to enable frequent recovery with low degradation of service performance. To bring a
recovering replica up to date, the state transfer mechanism must check the local copy of the state
to determine which portions are both up-to-date and not corrupt. Then, it must ensure that any
missing state it obtains from other replicas is correct. We have developed an efﬁcient hierarchical
statetransfermechanismbasedonMerkletrees[Mer87] andincrementalcryptography[BM97];the
mechanism tolerates Byzantine-faults and modiﬁcations to the state while transfers are in progress.
It is described in Section 5.3.2.
4.2 Additional Assumptions
To implement recovery, we must mutually authenticate a faulty replica that recovers to the other
replicas, and we need a reliable mechanism to trigger periodic recoveries. This can be achieved by
involving system administrators in the recovery process, but such an approach is impractical given
our goal of recovering replicas frequently. To implement automatic recoveries we need additional
assumptions:
Secure Cryptography. Each replica has a secure cryptographic co-processor, e.g., a Dallas Semi-
conductorsiButton or the security chip in the motherboardof the IBM PC 300PL. The co-processor
stores the replica’s private key, and can sign and decrypt messages without exposing this key. It
also containsa true randomnumber generator, e.g., basedon thermalnoise, and a counterthat never
goes backwards. This enables it to append random numbers or the counter to messages it signs.
53Read-Only Memory. Each replica stores the public keys for other replicas in some memory that
survivesfailures withoutbeingcorrupted(providedthe attackerdoes nothavephysicalaccessto the
machine). Thismemorycouldbe aportionof theﬂashBIOS.Mostmotherboardscan beconﬁgured
such that it is necessary to have physical access to the machine to modify the BIOS.
Watchdog Timer. Each replica has a watchdog timer that periodically interrupts processing and
hands control to a recovery monitor, which is stored in the read-only memory. For this mechanism
to be effective, an attacker should be unable to change the rate of watchdog interrupts without
physical access to the machine. Some motherboards and extension cards offer the watchdog timer
functionality but allow the timer to be reset without physical access to the machine. However, this
is easy to ﬁx by preventing write access to control registers unless some jumper switch is closed.
These assumptions are likely to hold when the attacker does not have physical access to the
replicas, which we expect to be the common case. When they fail we can fall back on the system
administrators to perform recovery.
Notethatallpreviousproactivesecurityalgorithms[OY91,HJKY95,HJJ
￿ 97,CHH97,GGJR99]
assume the entire program run by a replica is in read-only memory so that it cannot be modiﬁed
by an attacker, and most also assume that there are authenticated channels between the replicas that
continue to work even after a replica recovers from a compromise. These assumptions would be
sufﬁcient to implement our algorithm but they are less likely to hold in practice. We only require a
small monitor in read-only memory and use the secure co-processors to establish new session keys
between the replicas after a recovery.
The only work on proactive security that does not assume authenticated channels is [CHH97],
but the best that a replica can do when its private key is compromised is alert an administrator.
Our secure cryptography assumption enables automatic recovery from most failures, and secure
co-processors with the properties we require are now readily available, e.g., IBM is selling PCs
with a cryptographic co-processor in the motherboard at essentially no added cost. We also assume
clients have a secure co-processor; this simpliﬁes the key exchange protocol between clients and
replicas but it could be avoided by adding an extra round to this protocol.
4.3 Modiﬁed Algorithm
Recall that in BFT replicas collect certiﬁcates. Correctness requires that certiﬁcates contain at most
# messages that were sent by replicas when they were faulty. Recovery complicates the collection
of certiﬁcates. If a replica collects messages for a certiﬁcate over a sufﬁciently long period of time,
it can end up with more than
# messages from faulty replicas. We avoid this problem by changing
keys periodically and by having replicas reject messages that are authenticated with old keys. This
is explained in Section 4.3.1 and the recovery mechanism is discussed in Section 4.3.2.
544.3.1 Key Exchanges
Replicas and clients refresh the session keys used to send messages to them by sending new-key
messages periodically (e.g., every minute). The same mechanism is used to establish the initial
session keys. The message has the form
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L . The message is signed
by the secure co-processor (using the replica’s private key) and
1 is the value of its counter; the
counter is incremented by the co-processor and appended to the message every time it generates a
signature. (This prevents suppress-replay attacks [Gon92].) Each
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￿ is the key replica
￿ should
use to authenticate messages it sends to
J in the future;
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￿ is encrypted by
￿ ’s public key, so that
only
￿ can read it. Replicas use timestamp
1 to detect spurious new-key messages:
1 must be larger
than the timestamp of the last new-key message received from
J .
Each replica shares a single secret key with each client; this key is used for communication in
both directions. The key is refreshed by the client periodically, using the new-key message. If a
client neglects to do this within some system-deﬁned period, a replica discards its current key for
that client, which forces the client to refresh the key.
When a replica or client sends a new-keymessage, it discards all messages in its log that are not
part of a complete certiﬁcate (with the exception of pre-prepare and prepare messages it sent) and
it rejects any messages it receives in the future that are authenticated with old keys. This ensures
that correct nodes only accept certiﬁcates with equally fresh messages, i.e., messages authenticated
with keys created in the same refreshment epoch.
4.3.2 Recovery
The recovery protocol makes faulty replicas behave correctly again to allow the system to tolerate
morethan
# faultsoveritslifetime. Toachievethis,theprotocolensuresthatafterareplicarecovers:
it is running correct code, it cannot be impersonated by an attacker, and it has correct state that is
up to date.
Reboot. Recovery is proactive — it starts periodically when the watchdog timer goes off. The
recoverymonitorsavesthereplica’sstate(thelog,theservicestate,andcheckpoints)todisk. Thenit
rebootsthesystem withcorrectcodeand restartsthereplicafromthesavedstate. The correctnessof
theoperatingsystemandservicecodecanbeensuredbystoringtheirdigestintheread-onlymemory
and by having the recovery monitor check this digest. If the copy of the code stored by the replica
is corrupt, the recovery monitor can fetch the correct code from the other replicas. Alternatively,
the entire code can be stored in a read-only medium; this is feasible because there are several disks
that can be write protected by physically closing a jumper switch (e.g., the Seagate Cheetah 18LP).
Rebooting restores the operating system data structures to a correct state and removes any Trojan
horses left by an attacker.
If the recovering replica believes it is in a view
> for which it is the primary, it multicasts a
55view-change message for
>
w
$ 1 just before saving its state and rebooting; any correct replica that
receivesthismessageandisinview
> changestoview
>
￿
$ 1immediately. Thisimprovesavailability
because the backups do not haveto wait for their timers to expire before changingto
>
Z
$ 1. A faulty
primary could send such a message and force a view change but this is not a problem because it is
always good to replace a faulty primary.
After this point, the recovering replica’s code is correct and it did not lose its state. The replica
must retain its state and use it to process requests even while it is recovering. This is vital to ensure
both safety and liveness in the common case when the recovering replica is not faulty; otherwise,
recovery could cause the f+1st fault. But if the recovering replica was faulty, the state may be
corrupt and the attacker may forge messages because it knows the MAC keys used to authenticate
both incoming and outgoing messages. The rest of the recovery protocol solves these problems.
The recovering replica
J starts by discarding the keys it shares with clients and it multicasts a
new-key message to change the keys it uses to authenticate messages sent by the other replicas.
This is important if
J was faulty because otherwise the attacker could prevent a successful recovery
by impersonating any client or replica.
Run estimation protocol. Next,
J runs a simple protocol to estimate an upper bound,
R
￿
« , on the
high-water mark that it would have in its log if it were not faulty; it discards any log entries or
checkpoints with greater sequence numbers to bound the sequence number of corrupt information
in its state. Estimation works as follows:
J multicasts a
￿ QUERY-STABLE
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replicas. When replica
￿ receives this message, it replies
￿ REPLY-STABLE
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L , where
A and
= are the sequence numbers of the last checkpoint and the last request prepared at
￿ respectively.
Replica
J keeps retransmitting the query message and processing replies; it keeps the minimum
value of
A and the maximum value of
= it received from each replica. It also keeps its own values
of
A and
= . During estimation
J does not handle any other protocol messages except new-key,
query-stable, and status messages (see Section 5.2).
The recovering replica uses the responses to select
R
« as follows.
R
«
￿
￿
[
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$
￿
A
« where
[ is
the log size and
A
‹
« is a value
A receivedfrom one replica
￿ that satisﬁestwo conditions: 2
# replicas
other than
￿ reported values for
A less than or equal to
A
‹
« , and
# replicas other than
￿ reported
values of
= greater than or equal to
A
« .
For safety,
A
‹
« must be greater than the sequence number of any stable checkpoint
J may have
when it is not faulty so that it will not discard log entries in this case. This is insured because if a
checkpoint is stable, it will have been created by at least
#
￿
$ 1 non-faulty replicas and it will have a
sequence number less than or equal to any value of
A that they propose. The test against
= ensures
that
A
‹
« is close to a checkpoint at some non-faulty replica since at least one non-faulty replica
reports a
= not less than
A
$
« ; this is important because it prevents a faulty replica from prolonging
J ’s recovery. Estimation is live because there are 2
#
,
$ 1 non-faulty replicas and they only propose
a value of
A if the corresponding request committed; this implies that it prepared at at least
#
’
$ 1
56correctreplicas. Therefore,
J canalwaysbaseits choiceof
A
« onthesetofmessagessentbycorrect
replicas.
After this point
J participates in the protocol as if it were not recovering but it will not send any
messages above
R
« until it has a correct stable checkpoint with sequence number greater than or
equal to
R
￿
« . This ensures a bound
R
￿
« on the sequence number of any bad messages
J may send
based on corrupt state.
Send recovery request. Next
J multicasts a recovery request to the other replicas with the form:
￿ REQUEST
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L . This message is produced by the cryptographic co-processor
and
1 is the co-processor’s counter to prevent replays. The other replicas reject the request if it is a
replay or if they accepted a recovery request from
J recently (where recently can be deﬁned as half
of the watchdog period). This is important to prevent a denial-of-service attack where non-faulty
replicas are kept busy executing recovery requests.
The recovery request is treated like any other request: it is assigned a sequence number
￿
ﬁ
› and
it goes through the usual three phases. But when another replica executes the recovery request, it
sends its own new-key message. Replicas also send a new-key message when they fetch missing
state (see Section 5.3.2) and determine that it reﬂects the execution of a new recovery request. This
is important because these keys may be known to the attacker if the recovering replica was faulty.
By changing these keys, we bound the sequence number of messages forged by the attacker that
may be accepted by the other replicas — they are guaranteed not to accept forged messages with
sequence numbers greater than the maximum high water mark in the log when the recovery request
executes, i.e.,
R
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The reply to the recovery request includes the sequence number
￿
ﬁ
› . Replica
J uses the same
protocol as the client to collect the correct reply to its recovery request but waits for 2
#
u
$ 1 replies.
Then it computes its recoverypoint,
R
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￿ . The replica also computes a valid view:
it retains its current view,
>
O
– , if there are
#
<
$ 1 replies to the recovery request with views greater
than or equal to
>
– , else it changes to the median of the views in the replies. The replica also retains
its view if it changed to that view after recovery started.
The mechanism to compute a valid view ensures that non-faulty replicas never change to a view
with a number smaller than their last active view. If the recovering replica is correct and has an
active view with number
>
I
– , there is a quorum of replicas with view numbers greater than or equal
to
>
I
– . Therefore, the recovery request will not prepare at any correct replica with a view number
smaller than
>
– . Additionally, the median of the view numbers in replies to the recovery request
will be greater than or equal to the view number in a reply from a correct replica. Therefore, it will
be greater than or equal to
>
I
– . Changing to the median,
>
O
† , of the view numbers in the replies is
also safe because at least one correct replica executedthe recoveryrequestat a view number greater
than or equal to
>
I
† . Since the recovery point is greater than or equal to
R
ﬂ
› , it will be greater than
the sequence number of any request that propagated to
>
I
– from an earlier view.
57Check and fetch state. While
J is recovering, it uses the state transfer mechanism discussed in
Section 5.3.3 to determine what pages of the state are corrupt and to fetch pages that are out-of-date
or corrupt.
Replica
J isrecoveredwhenthecheckpointwithsequencenumber
R isstable. Thisensuresthat
any state other replicas relied on
J to have is actually held by
#
-
$ 1 non-faulty replicas. Therefore
if some other replica fails now, we can be sure the state of the system will not be lost. This is true
because the estimation procedure run at the beginning of recovery ensures that while recovering
J never sends bad messages for sequence numbers above the recovery point. Furthermore, the
recoveryrequestensuresthat other replicaswill not acceptforged messages withsequencenumbers
greater than
R .
If clients aren’t using the system this could delay recovery, since request number
R needs to
execute for recovery to complete. However, this is easy to ﬁx. While a recovery is occurring, the
primary sends pre-prepares for null requests.
Our protocolhasthenicepropertythatanyreplicaknowsthat
J has completedits recoverywhen
checkpoint
R is stable. This allows replicas to estimate the duration of
J ’s recovery,which is useful
to detect denial-of-service attacks that slow down recovery with low false positives.
4.3.3 Improved Service Properties
Our system ensures safety and liveness (as deﬁned in Section 2.2) for an execution
‡ provided
at most
# replicas become faulty within a window of vulnerability of size
v
￿
·
%
￿ 2
v
￿
5
f
$
v
￿
– . The
values of
v
￿
5 and
v
￿
– are characteristic of each execution
‡ and unknown to the algorithm.
v
￿
5 is the
maximum key refreshment period in
‡ for a non-faulty node, and
v
– is the maximum time between
when a replica fails and when it recovers from that fault in
‡ .
The session key refreshment mechanism from Section 4.3.1 ensures non-faulty nodes only
accept certiﬁcates with messages generated within an interval of size at most 2
v
￿
5 .1 The bound
on the number of faults within
v
￿
· ensures there are never more than
# faulty replicas within any
interval of size at most 2
v
￿
5 . Therefore, safety and liveness are provided because non-faulty nodes
never accept certiﬁcates with more than
# bad messages.
Because replicas discard messages in incomplete certiﬁcates when they change keys, BFT-
PR requires a stronger synchrony assumption in order to provide liveness. It assumes there is
some unknown point in the execution after which all messages are delivered (possibly after being
retransmitted) within some constant time
T or all non-faulty clients have received replies to their
requests; here,
T is a constant that depends on the timeout values used by the algorithm to refresh
keys, and trigger view-changes and recoveries.
1It would be
¶
6
• except that during view changes replicas may accept messages that are claimed authentic by
￿
￿ 1
replicas without directly checking their authentication token.
58We have little control over the value of
v
· because
v
– may be increased by a denial-of-service
attack. But we have good control over
v
￿
5 and the maximum time between watchdog timeouts,
v
￿
‚ ,
because their values are determined by timer rates, which are quite stable. Setting these timeout
values involves a tradeoff between security and performance: small values improve security by
reducingthe window of vulnerabilitybut degrade performanceby causingmore frequentrecoveries
and key changes. Section 8.6.3 analyzes this tradeoff and shows that these timeouts can be quite
small with low performance degradation.
The period between key changes,
v
￿
5 , can be small without impacting performancesigniﬁcantly
(e.g., 15 seconds). But
v
￿
5 should be substantially larger than 3 message delays under normal load
conditions to provide liveness.
The value of
v
￿
‚ should be set based on
+
￿ , the time it takes to recover a non-faulty replica
under normal load conditions. There is no point in recovering a replica when its previous recovery
has not yet ﬁnished; and we stagger the recoveries so that no more than
# replicas are recovering
at once, since otherwise service could be interrupted even without an attack. Therefore, we set
v
‚
￿ 4
}
￿
^
w
}
￿
+
￿ . Here, the factor 4 accounts for the staggered recovery of 3
#
,
$ 1 replicas
# at a
time, and
^ is a safety factor to account for benign overload conditions (i.e., no attack).
The results in Section 8.6.3 indicate that
+
￿ is dominated by the time to reboot and check the
correctness of the replica’s copy of the service state. Since a replica that is not faulty checks its
state without placing much load on the network or any other replica, we expect the time to recover
# replicas in parallel and the time to recover a replica under benign overload conditions to be close
to
+
￿ ; thus we can set
^ close to 1.
We cannot guarantee any bound on
v
￿
· under a denial-of-service attack but it is possible for
replicas to time recoveries and alert an administrator if they take longer than some constant times
+
￿ . The administrator can then take action to allow the recovery to terminate. For example, if
replicas are connected by a private network, they may stop processing incoming requests and use
the private network to complete recovery. This will interrupt service until recoverycompletes but it
does not give any advantage to the attacker; if the attacker can prevent recovery from completing,
it can also prevent requests from executing. It may be possible to automate this response.
Replicas should also log information about recoveries, including whether there was a fault at a
recovering node, and how long the recovery took, since this information is useful to strengthen the
system against future attacks.
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Implementation Techniques
We developed several important techniques to implement BFT efﬁciently. This chapter describes
these techniques. They range from protocol optimizations to protocol extensions that enable repli-
cation of some non-deterministicservices. The protocol optimizations are described in Section 5.1.
Section 5.2 explains a message retransmission mechanism that is well-suited for BFT and Sec-
tion 5.3 explains how to manage checkpoints efﬁciently. The last two sections describe how to
handle non-deterministic services and how to defend against denial of service attacks.
5.1 Optimizations
This section describes several optimizations that improve the performance during normal case
operationwhilepreservingthesafetyandlivenessproperties. Theoptimizationscanallbecombined
and they can be applied to BFT-PK as well as BFT (with or without recovery).
5.1.1 Digest Replies
The ﬁrst optimization reduces network bandwidth consumption and CPU overhead signiﬁcantly
when operations have large results. A client request designates a replica to send the result. This
replica may be chosen randomly or using some other load balancing scheme. After the designated
replicaexecutestherequest, it sendsbackareply containingtheresult. The otherreplicassendback
replies containing only the digest of the result. The client collects at least
„
ﬂ
” 1 replies (including
the one with the result) and uses the digests to check the correctness of the result. If the client
does not receive a correct result from the designated replica, it retransmits the request (as usual)
requesting all replicas to send replies with the result. This optimization is not used for very small
replies; the threshold in the current implementation is set to 32 bytes.
This optimization is very effective when combined with request batching (see Section 5.1.4). It
enables several clients to receive large replies in parallel from different replicas. As a result, the
aggregate throughput from the service to the clients can be several times above the maximum link
bandwidth. The optimization is also important at reducing protocol overhead when the number of
60replicas increases: it makes the overhead due to additional replicas independent of the size of the
operation result.
5.1.2 Tentative Execution
The second optimization reduces the number of message delays for an operation invocation from 5
to4. Replicasexecuterequeststentatively. Arequestisexecutedassoonasthefollowingconditions
are satisﬁed: the replicas havea prepared certiﬁcate for the request; their state reﬂectsthe execution
of all requests with lower sequence number; and these requests are all known to have committed.
After executing the request, the replicas send tentative replies to the client.
Since replies are tentative, the client must wait for a quorum certiﬁcate with replies with the
same result before it accepts that result. This ensures that the request is prepared by a quorum and,
therefore, it is guaranteed to commit eventually at non-faulty replicas. If the client’s retransmission
timer expires before it receives these replies, the client retransmits the request and waits for a weak
certiﬁcate with non-tentative replies. Figure 5-1 presents an example tentative execution.
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Figure 5-1: Tentative execution
A request that has executed tentatively may abort if there is a view change and it is replaced by
a null request. In this case, the replica reverts its state to the checkpoint in the new-view message
or to its last checkpointed state (depending on which one has the higher sequence number).
Replicas checkpoint their state immediately after executing a request, whose sequence number
is divisible by the checkpoint interval, tentatively. But they only send a checkpoint message after
the request commits.
It is possible to take advantage of tentative execution to eliminate commit messages; they can
be piggybacked in the next pre-prepare or prepare message sent by a replica. Since clients receive
replies after a request prepares, piggybacking commits does not increase latency and it reduces
both load on the network and on the replicas’ CPUs. However, it has a low impact on the latency
61of the service because, with tentative execution, the commit phase is already overlapped with the
sending of new requests to the service. Its impact on throughput is also low because the batching
optimization described in Section 5.1.4 amortizes the cost of the commit phase over many requests.
5.1.3 Read-only Operations
The next optimization improves the performance of read-only operations, which do not modify the
service state. A clientmulticastsa read-onlyrequestto all replicas. The replicasexecutetherequest
immediately after checking that it is properly authenticated, that the client has access, and that the
request is in fact read-only. The last two checks are performed by a service speciﬁc upcall. The
last check is important because a faulty client could mark as read-only a request that modiﬁes the
service state.
A replica sends back a reply only after all requests reﬂected in the state in which it executed
the read-only request have committed; this is necessary to prevent the client from observing un-
committed state that may be rolled back. The client waits for a quorum certiﬁcate with replies with
the same result. It may be unable to collect this certiﬁcate if there are concurrent writes to data
that affect the result. In this case, it retransmits the request as a regular read-write request after its
retransmission timer expires. This optimization reduces latency to a single round-trip for read-only
requests as depicted in Figure 5-2.
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Figure 5-2: Read-only operations
The read-only optimization preserves the modiﬁed linearizability condition. To show this, we
will argue that any read-only operation
‰ can be serialized after any operation that ends before
‰
starts and before any operation that starts after
‰ ends. (An operation starts when the request to
execute it is sent for the ﬁrst time and ends when the client obtains the result.)
Let
￿ be the quorum certiﬁcate containing the replicas that send the replies with
‰ ’s result.
When any read-write operation,
¿ , that precedes
‰ ends, it has been tentatively executed by a
quorum
￿
n
￿ . Therefore, anywrite performedby
¿ will be reﬂected in
‰ ’s resultbecause
￿
n
￿ intersects
￿ in at least one correct replica. Similarly, any operation that starts after
‰ ends will return a result
62that reﬂects all the writes observed by
‰ and maybe later writes. This is true because
‰ ’s results
do not reﬂect uncommitted state and
￿
￿ intersects in at least one correct replica the quorum that
tentatively executes any later read-write operation or the quorum that sends replies to any later
read-only operation.
Note that for the read-only optimization to work correctly, it is required that the client obtain
a quorum certiﬁcate with replies not only for read-only operations but also for any read-write
operation. This is the case when replies are tentative but the algorithm must be modiﬁed for this
to happen with non-tentative replies (before it was sufﬁcient to obtain a weak certiﬁcate). This is
generally a good tradeoff; the only exception are environments with a high message loss rate.
5.1.4 Request Batching
The algorithm can process many requests in parallel. The primary can send a pre-prepare with a
sequence number assignment for a request as soon as it receives the request; it does not need to
wait for previous requests to execute. This is important for networks with a large bandwidth-delay
product but, when the service is overloaded, it is better to process requests in batches.
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Figure 5-3: Request batching
Batching reduces protocol overhead under load by assigning a single sequence number to a
batch of requests and by starting a single instance of the normal case protocol for the batch; this
optimization is similar to a group commit in transactional systems [GK85]. Figure 5-3 depicts the
processing of a batch of requests.
We use a sliding-window mechanism to bound the number of protocol instances that can run in
parallel. Let
ˆ be the sequence number of the last batch of requests executed by the primary and let
¿ be the sequence number of the last pre-prepare sent by the primary. When the primary receives
a request, it starts the protocol immediately unless
¿
￿
˜
b
ˆ
￿
”
￿
¯ , where
¯ is the window size. In the
63latter case, it queues the request.
When requests execute, the window slides forward allowing queued requests to be processed.
The primary picks the ﬁrst requests from the queue such that the sum of their sizes is below a
constant bound; it assigns them a sequence number; and it sends them in a single pre-prepare
message. The protocol proceeds exactly as it did for a single request except that replicas execute
the batch of requests (in the order in which they were added to the pre-prepare message) and they
send back separate replies for each request.
OurbatchingmechanismreducesbothCPUandnetworkoverheadunderloadwithoutincreasing
the latency to process requests in an unloaded system. Previous state machine replication systems
thattolerateByzantinefaults[MR96a,KMMS98]haveusedbatchingtechniquesthatimpactlatency
signiﬁcantly.
5.1.5 Separate Request Transmission
The algorithm we described inlines requests in pre-prepare messages. This simpliﬁes request
handling but it leads to higher latency for large requests because they go over the network twice:
the client sendsthe requestto the primary and then the primary sendsthe request to the backups in a
pre-prepare message. Additionally, it does not allow request authentication and digest computation
to be performed in parallel by the primary and the backups: the primary authenticates requests
before it sends the pre-prepare message and the backups authenticate requests when they receive
this message.
Wemodiﬁedthealgorithmnottoinlinerequestswhosesizeisgreaterthanathreshold(currently
255 bytes), in pre-prepare messages. Instead, the clients multicast these requests to all replicas;
replicas authenticate the requests in parallel; and they buffer those that are authentic. The primary
selects a batch of requests to include in a pre-prepare message (as described in the previous section)
but it only includes their digests in the message. This reduces latency for operations with large
arguments and it also improves throughput because it increases the number of large requests that
can be batched in a single pre-prepare message.
5.2 Message Retransmission
BFT is implemented using low-level, unreliable communication protocols, which may duplicate or
losemessagesor deliverthemout of order. The algorithmtoleratesout-of-orderdeliveryand rejects
duplicates. This Section describes a technique to recover from lost messages.
It is legitimateto ask whyBFTdoes not use an existingreliablecommunicationprotocol. There
are many protocols in the literature to implement reliable point-to-point (e.g., TCP [Pos81]) and
multicastcommunicationchannels(e.g.,XTP[SDW92]). Theseprotocolsensurethatmessagessent
between correct processesare eventuallydeliveredbut they areill-suited for algorithmsthat tolerate
64faults in asynchronous systems. The problem is that any reliable channel implementation requires
messages to be buffered until they are known to have been received. Since a faulty receiver cannot
be distinguished from a slow one in an asynchronous system, any reliable channel implementation
requires either an unbounded amount of buffer space or requires the algorithm to stop when buffer
space runs out due to a faulty receiver.
BFT uses a receiver-based mechanism inspired by the SRM [FJL
˘ 95] framework to recover
from lost messages in the communication between replicas: a replica
˙ multicasts small status
messages that summarize its state; when other replicas receive a status message they retransmit
messages they have sent in the past that
˙ is missing using unicast. Status messages are sent
periodically and when the replica detects that it is missing information (i.e., they also function as
negative acknowledgments).
This receiver-based mechanism works better than a sender-based one because it eliminates
unnecessary retransmissions. The sender can use the summary of the receiver’s state to avoid
retransmitting messages that are no longer required for the receiver to make progress. For exam-
ple, assume replica
¨ sent a prepare message
¿ to
˙ , which was lost, but
˙ prepared the request
corresponding to
¿ using messages received from other replicas. In this case,
˙ ’s status message
will indicate that the request is prepared and
¨ will not retransmit
¿ . Additionally, this mechanism
eliminates retransmissions to faulty replicas.
The next paragraphs describe the mechanism BFT uses to recover from lost messages in
more detail. A replica
˙ whose current view
￿ is active multicasts messages with the format
˚
STATUS-ACTIVE
¸
￿
￿
z
¸
￿
￿
￿
¸
￿
˝
￿
ˆ
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¸
￿
˙
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˛
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¸
￿
ˇ
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—
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7
￿ . Here,
￿ is the sequence number of the last stable checkpoint,
˝
￿
ˆ is the sequence number of the last request
˙ has executed,
˛ contains a bit for every sequence
number between
˝
￿
ˆ and
￿ (the high water mark in the log) indicatingwhether that request prepared
at
˙ , and
ˇ is similar but indicates whether the request committed at
˙ .
If the replica’s current view is pending, it multicasts a status message with a different format to
trigger retransmission of view-change protocol messages:
˚
STATUS-PENDING
¸
￿
￿
{
¸
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￿
￿
¸
￿
˝
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ˆ
Z
¸
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￿ .
Here, the componentswith the same name havethe same meaning,
￿ is a ﬂag that indicateswhether
˙ has the new-view message,
￿ is a set with a bit for each replica that indicates whether
˙ has
accepted a view-change message for
￿ from that replica, and
￿ is a set with tuples
˚
￿
￿
¸
￿
￿
￿
— indicating
that
˙ is missing a request that prepared in view
￿ with sequence number
￿ .
If a replica
¨ is unable to validate the status message, it sends its last new-key message to
˙ .
Otherwise,
¨ sends messages it sent in the past that
˙ may require in order to make progress. For
example, if
˙ is in a view less than
¨ ’s,
¨ sends
˙ its latest view-change message. In all cases,
¨
authenticates messages it retransmits with the latest keys it received in a new-key message from
˙ .
This is important to ensure liveness with frequent key changes.
BFT uses a different mechanism to handle communication between clients and replicas. The
receiver-based mechanism does not scale well to a large number of clients because the information
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BFT uses an adaptive retransmission scheme [KP91] similar to the one used in TCP. Clients
retransmit requests to replicas until they receive enough replies. They measure response times to
computetheretransmissiontimeoutandusearandomizedexponentialbackoffiftheyfailtoreceive
a reply within the computed timeout. If a replica receives a request that has already been executed,
it retransmits the corresponding reply to the client.
5.3 Checkpoint Management
BFT’s garbage collection mechanism (see Section 2.3.4) takes logical snapshots of the service state
called checkpoints. These snapshots are used to replace messages that have been garbage collected
from the log. This section describes a technique to manage checkpoints. It starts by describing
checkpoint creation, computation of checkpoint digests, and the data structures used to record
checkpoint information. Then, it describes a state transfer mechanism that is used to bring replicas
up to date when some of the messages they are missing were garbage collected. It ends with an
explanation of the mechanism used to check the correctness of a replica’s state during recovery.
5.3.1 Data Structures
We use hierarchical state partitions to reduce the cost of computing checkpoint digests and the
amount of information transferred to bring replicas up-to-date. The root partition corresponds to
the entire service state and each non-leaf partition is divided into
￿ equal-sized, contiguous sub-
partitions. Figure 5-4 depicts a partition tree with three levels. We call the leaf partitions pages and
the interior ones meta-data. For example, the experiments described in Chapter 8 were run with a
hierarchy with four levels,
￿ equal to 256, and 4KB pages.
Each replica maintains one logical copy of the partition tree for each checkpoint. The copy is
created when the checkpoint is taken and it is discarded when a later checkpoint becomes stable.
Checkpointsaretakenimmediatelyaftertentativelyexecutingarequestbatchwithsequencenumber
divisiblebythecheckpointperiod
￿ (butthecorrespondingcheckpointmessagesaresentonlyafter
the batch commits).
Thetreeforacheckpointstoresatuple
˚
˝
"
￿
￿
¸
￿
￿
￿
— foreachmeta-datapartitionandatuple
˚
˝
)
￿
￿
¸
￿
￿
{
¸
￿
¿
￿
—
for each page. Here,
˝
)
￿ is the sequence number of the checkpoint at the end of the last checkpoint
epoch where the partition was modiﬁed,
￿ is the digest of the partition, and
¿ is the value of the
page.
Partitiondigests are important. Replicasuse the digestof the rootpartition during view changes
to agree on a start state for request processing in the new view without transferring a large amount
of data. They are also used to reduce the amount of data sent during state transfer.
The digests are computed efﬁciently as follows. A page digest is obtained by applying a
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Figure 5-4: Partition tree.
cryptographic hash function (currently MD5 [Riv92]) to the string obtained by concatenating the
indexof the page within the state, its valueof
˝
)
￿ , and
¿ . A meta-data digestis obtainedbyapplying
the hash function to the string obtained by concatenating the index of the partition within its level,
its value of
˝
)
￿ , and the sum modulo a large integer of the digests of its sub-partitions. Thus, we
apply AdHash [BM97] at each meta-data level. This construction has the advantagethat the digests
for a checkpoint can be obtained efﬁciently by updating the digests from the previous checkpoint
incrementally. It is inspired by Merkle trees [Mer87].
The copies of the partition tree are logical because we use copy-on-write so that only copies
of the tuples modiﬁed since the checkpoint was taken are stored. This reduces the space and time
overheads for maintaining these checkpoints signiﬁcantly.
5.3.2 State Transfer
A replica initiates a state transfer when it learns about a stable checkpoint with sequence number
greaterthanthehighwatermarkinitslog. Itusesthestatetransfermechanismtofetchmodiﬁcations
to the service state that it is missing. The replica may learn about such a checkpoint by receiving
checkpoint messages or as the result of a view change.
It is important for the state transfer mechanism to be efﬁcient because it is used to bring a
replica up to date during recovery and we perform proactive recoveries frequently. The key issues
to achieving efﬁciency are reducing the amount of information transferred and reducing the burden
imposed on other replicas. The strategy to fetch state efﬁciently is to recurse down the partition
hierarchy to determine which partitions are out of date. This reduces the amount of information
about (both non-leaf and leaf) partitions that needs to be fetched.
The state transfer mechanism must also ensure that the transferred state is correct even when
some replicas are faulty. The idea is that the digest of a partition commits the values of all its
67sub-partitions. A replica starts a state transfer by obtaining a weak certiﬁcate with the digest of
the root partition at some checkpoint
￿ . Then it uses this digest to verify the correctness of the
sub-partitions it fetches. The replica does not need a weak certiﬁcate for the sub-partitions unless
the value of a sub-partition at checkpoint
￿ has been discarded. The next paragraphs describe the
state transfer mechanism in more detail.
A replica
˙ multicasts
˚
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￿ to all other replicas to obtain information for the
partition with index
￿ in level
˝ of the tree. Here,
˝
￿
￿ is the sequence number of the last checkpoint
˙
knows for the partition, and
￿ is either -1 or it speciﬁes that
˙ is seeking the value of the partition at
sequence number
￿ from replica
Æ .
When a replica
˙ determines that it needs to initiate a state transfer, it multicasts a fetch message
forthe rootpartitionwith
˝
￿
￿ equal to its last checkpoint. The valueof
￿ is notnegativewhen
˙ knows
the correct digest of the partition information at checkpoint
￿ , e.g., after a view change completes
˙ knows the digest of the checkpoint that propagated to the new view but might not have it.
˙ also
creates a new (logical) copyof the tree to store the state it fetches and initializes a table
￿
¡
ª in which
it stores the number of the latest checkpoint reﬂected in the state of each partition in the new tree.
Initially each entry in the table will contain
˝
)
￿ .
If
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￿ is received by the designated replier,
Æ , and it has a checkpoint for
sequencenumber
￿ , it sends back
˚
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˛ is a set witha tuple
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￿
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￿
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>
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￿
￿ . Since
˙ knows the correct
digest for the partition value at checkpoint
￿ , it can verify the correctness of the reply without the
need for a certiﬁcate or even authentication. This reduces the burden imposed on other replicas and
it is important to provide liveness in view changes when the start state for request processing in the
new view is held by a single correct replica.
Replicas other than the designated replier only reply to the fetch message if they have a stable
checkpoint greater than
˝
￿
￿ and
￿ . Their replies are similar to
Æ ’s except that
￿ is replaced by the
sequence number of their stable checkpoint and the message contains a MAC. These replies are
necessary to guarantee progress when replicas have discarded a speciﬁc checkpoint requested by
˙ .
Replica
˙ retransmitsthefetchmessage(choosingadifferent
Æ eachtime)untilitreceivesavalid
reply from some
Æ or a weak certiﬁcate with equally fresh responses with the same sub-partition
values for the same sequence number
￿
-
¿ (greater than
˝
￿
￿ and
￿ ). Then, it compares its digests for
each sub-partition of
￿
￿
˝
0
¸
￿
￿
￿
￿ with those in the fetched information; it multicasts a fetch message for
sub-partitions where there is a difference, and sets the value in
￿
¡
ª to
￿ (or
￿
-
¿ ) for the sub-partitions
that are up to date. Since
˙ learns the correct digest of each sub-partition at checkpoint
￿ (or
￿
-
¿ ), it
can use the optimized protocol to fetch them using the digests to ensure their correctness.
Theprotocolrecursesdownthetreeuntil
˙ sendsfetchmessagesforout-of-datepages. Pagesare
fetched like other partitions except that meta-data replies contain the digest and last modiﬁcation
sequence number for the page rather than sub-partitions, and the designated replier sends back
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DATA
¸
￿
￿
ﬁ
¸
￿
¿
￿
— . Here,
￿ is the page indexand
¿ is the page value. The protocol imposes little overhead
on other replicas; only one replica replies with the full page and it does not even need to compute a
MAC for the message since
˙ can verify the reply using the digest it already knows.
When
˙ obtains the new value for a page, it updates the state of the page, its digest, the value of
the last modiﬁcation sequence number, and the value corresponding to the page in
￿
¡
ª . Then, the
protocol goes up to its parent and fetches another missing sibling. After fetching all the siblings,
it checks if the parent partition is consistent. A partition is consistent up to sequence number
￿ , if
￿ is the minimum of all the sequence numbers in
￿
￿
ª for its sub-partitions, and
￿ is greater than or
equal to the maximum of the last modiﬁcation sequence numbers in its sub-partitions. If the parent
partition is not consistent, the protocol sendsanother fetch forthe partition. Otherwise, the protocol
goes up again to its parent and fetches missing siblings.
The protocol ends when it visits the root partition and determines that it is consistent for some
sequence number
￿ . Then the replica can start processing requests with sequence numbers greater
than
￿ .
Since state transfer happens concurrently with request execution at other replicas and other
replicas are free to garbage collect checkpoints, it may take some time for a replica to complete
the protocol, e.g., each time it fetches a missing partition, it receives information about yet a later
modiﬁcation. If the service operations change data faster than it can be transfered, an out-of-date
replicamaynevercatchup. Thestatetransfermechanismdescribedcantransferdatafastenoughthat
this is unlikely to be a problem for most services. The transfer rate could be improved by fetching
pages in parallel from different replicas but this is not currently implemented. Furthermore, if the
replica fetching the state ever is actually needed (because others have failed), the system will wait
for it to catch up.
5.3.3 State Checking
It is necessary to ensure that a replica’s state is both correct and up-to-date after recovery. This is
done by using the state transfer mechanism to fetch out-of-date pages and to obtain the digests of
up-to-date partitions; the recovering replica uses these digests to check if its copies of the partitions
are correct.
The recovering replica starts by computing the partition digests for all meta-data assuming that
the digests for the pages match the values it stores. Then, it initiates a state transfer as described
above except that the value of
˝
￿
￿ in the ﬁrst fetch message for each meta-data partition is set to
￿ 1.
This ensures that the meta-data replies include digests for all sub-partitions.
The replica processes replies to fetch messages as described before but, rather than ignoring
up-to-date partitions, it checks if the partition digests match the ones it has recorded in the partition
tree. If they do not, the partition is queued for fetching as if it was out-of-date; otherwise, the
partition is queued for checking.
69Partition checking is overlapped with the time spent waiting for fetch replies. A replica checks
apartition bycomputingthedigests foreachof the partition’s pagesand bycomparingthosedigests
with the ones in the partition tree. Those pages whose digests do not match are queued for fetching.
5.4 Non-Determinism
State machine replicas must be deterministic but many services involve some form of non-
determinism. For example, the time-last-modiﬁed in a distributed ﬁle system is set by reading
the server’s local clock; if this were done independently at each replica, the states of non-faulty
replicas would diverge. This section explains how to extend the algorithm to allow replication of
such services.
The idea is to modify the service code to remove the computations that make non-deterministic
choices. Replicas run a protocol to agree on the value of these choices for each operation and this
valueispassedasanargumenttotheoperation. Ingeneral,theclientcannotselectthevaluebecause
it does not have enough information; for example, it does not know how its request will be ordered
relative to concurrent requests by other clients. Instead the primary selects the value independently
or based on values provided by the backups.
If the primary selects the non-deterministic value independently, it concatenates the value with
the associated request batch and sends the value and the batch in a pre-prepare message. Then, it
runs the three phase protocol to ensure that non-faulty replicas agree on a sequence number for the
request batch and the value. This prevents a faulty primary from causing replica state to diverge
by sending different values to different backups. However, a faulty primary might send the same,
incorrect, value to all backups. Therefore, when the backups are about to execute the request,
they check the value proposed by the primary. If this value is correct, they execute the request;
otherwise, they can choose an alternative or reject the request. But they must be able to decide
deterministically whether the value is correct (and what to do if it is not); their decision must be
completely determined by the service state and operation arguments.
This protocol is adequate for most services (including the NFS service in Section 6.3) but
occasionally backups must participate in selecting the values to satisfy a service’s speciﬁcation,
e.g., in services that generate a timestampthat must be close to real time. This can be accomplished
by adding an extra phase to the protocol: the primary obtains authenticated values proposed by the
backups, concatenates 2
„
}
” 1 of them with the associated request batch, and starts the three phase
protocol for the concatenated message. Replicas choose the value by a deterministic computation
on the 2
„
￿
” 1 values and their state, e.g., taking the median ensuresthat the chosen valueis between
the values proposed by two non-faulty replicas.
It may be possible to optimize away the extra phase in the common case. For example, if
replicas need a time value that is “close enough” to that of their local clock, the extra phase can
70be avoided when their clocks are synchronized within some delta. Replicas can check the value
proposed by the primary in the pre-prepare message and reject this message if the value is not close
to their local clock. A primary that proposes bad values is replaced as usual by the view change
mechanism.
5.5 Defenses Against Denial-Of-Service Attacks
The most important defense against denial-of-service attacks is to avoid making synchrony as-
sumptions. BFT does not rely on any synchrony assumption to provide safety. Therefore, a
denial-of-service attack cannot cause a replicated service to return incorrect replies. But it can
prevent the service from returning replies by exhausting resources at the replicas or the network.
We implemented several defenses to make denial-of-service attacks harder and to ensure that
systemscancontinuetoprovidecorrectserviceafteranattackends. Theideaistomanageresources
carefully to prevent individual clients or replicas from monopolizing any resource. The defenses
include using inexpensive message authentication, bounding the rate of execution of expensive
operations, bounding the amount of memory used, and scheduling client requests fairly.
Replicasonly accept messages that are authenticatedby a knownclient or another replica; other
messages are immediately rejected. This can be done efﬁciently because most message types use
MACs that are inexpensive to compute. The only exception are new-key messages and recovery
requests, which are signed using public-key cryptography. Since correct replicas and clients only
send these messages periodically, replicas can discard these messages without even checking their
signatures if the last message from the same principal was processed less than a threshold time
before. This bounds the rate of signature veriﬁcationand the rate at which authentic messages from
faulty principals are processed, which is important because they they are expensive to process.
The amount of memory used by the algorithm is bounded: it retains information only about
sequence numbers between the low and high water mark in the log, and it bounds the amount of
informationper sequence number. Additionally, it boundsthe fraction of memory used on behalf of
any single client or replica. For example, it retains information about a single pre-prepare, prepare,
or commit message from any replica for the same view and sequence number. This ensures that the
algorithm always has enough memory space to provide service after an attack ends.
To ensure that client requests are scheduled fairly, the algorithm maintains a FIFO queue for
requests waiting to be processed and it retains in the queue only the request with the highest
timestamp from each client. If the current primary does not schedule requests fairly, the backups
trigger a view change. The algorithm defends against attacks that replay authentic requests by
caching the last reply sent to each client and the timestamp,
Ł , of the corresponding request.
Requests with timestamp lower than
Ł are immediately discarded and replicas use the cached reply
to handle requests with timestamp
Ł efﬁciently.
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The BFT Library
The algorithm has been implemented as a generic program library with a simple interface. The
library can be used to provide Byzantine-fault-tolerant versions of different services. Section 6.1
describes the library’s implementation and Section 6.2 presents its interface. We used the library to
implement a Byzantine-fault-tolerant NFS ﬁle system, which is described in Section 6.3.
6.1 Implementation
The libraryusesa connectionlessmodelof communication: point-to-pointcommunicationbetween
nodes is implemented using UDP [Pos80], and multicast to the group of replicas is implemented
using UDP over IP multicast [DC90]. There is a single IP multicast group for each service, which
contains all the replicas. Clients are not members of this multicast group (unless they are also
replicas).
The library is implemented in C++. We use an event-driven implementation with a structure
verysimilar totheI/Oautomatoncodein theformalizationofthealgorithmin Section2.4. Replicas
and clients are single threaded and their code is structured as a set of event handlers. This set
contains a handler for each message type and a handler for each timer. Each handler corresponds
to an input action in the formalization and there are also methods that correspond to the internal
actions. The similarity between the code and the formalization is intentional and it was important:
it helped identify several errors in the code and omissions in the formalization.
The event handling loop works as follows. Replicas and clients wait in a select call for a
message to arrive or for a timer deadline to be reached and then they call the appropriate handler.
The handler performs computations similar to the corresponding action in the formalization and
then it invokes any methods corresponding to internal actions whose pre-conditions become true.
The handlers never block waiting for messages.
We use the SFS [MKKW99] implementation of a Rabin-Williams public-key cryptosystem
with a 1024-bit modulus to establish 128-bit session keys. All messages are then authenticated
usingmessageauthenticationcodescomputedusing thesekeysandUMAC32[BHK
˘ 99]. Message
72digests are computed using MD5 [Riv92].
The implementation of public-key cryptography signs and encrypts messages as described
in [BR96] and [BR95], respectively. These techniques are provably secure in the random oracle
model[BR95]. Inparticular, signaturesarenon-existentiallyforgeableevenwithanadaptivechosen
message attack. UMAC32 is also provably secure in the random oracle model. MD5 should still
provideadequatesecurityand itcan bereplacedeasilybyamore securehashfunction(forexample,
SHA-1 [SHA94]) at the expense of some performance degradation.
We havedescribed our protocol messages at a logical level without specifyingthe size or layout
of the different ﬁelds. We believe that it is premature to specify the detailed format of protocol
messages without further experimentation. But to understand the performance results in the next
two chapters, it is important to describe the format of request, reply, pre-prepare, and prepare
messages in detail. Figure 6-1 shows these formats in our current implementation.
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Figure 6-1: Message formats.
All protocol messages have a generic 64-bit header, which contains a tag that identiﬁes the
message type, a set of ﬂags that are type speciﬁc, and the total size of the message. The generic
header is part of a type-speciﬁc header, which has a ﬁxed size for each type.
73The request header includes an MD5 digest of the string obtained by concatenating the client
identiﬁer, the request identiﬁer (timestamp), and the operation being requested. The header also
includes the identiﬁer of the designated replier (that is the replica chosen to return the result in the
digest-replies optimization), the size of the operation in bytes, opsz, the client identiﬁer, cid, and
the request identiﬁer, rid. The ﬂags in the request header indicate whether to use the read-only
optimizationandwhethertherequestcontainsasignatureoranauthenticator. Inthenormalcase,all
requests contain authenticators. In addition to the header, the request message includes a variable
sizepayloadwiththeoperationbeingrequestedandanauthenticator. Theauthenticatoriscomposed
of a 64-bit nonce, and
￿ 64-bit UMAC32 tags that authenticate the request header (where
￿ is the
number of replicas). When a replica receives a request, it checks if the corresponding MAC in the
authenticator and the digest in the header are correct.
The primary assignsa sequencenumber to a batch of requests and sends a pre-prepare message.
Thepre-prepareheaderincludestheprimary’sviewnumber,thesequencenumber,anMD5digestof
the pre-prepare payload, the number of bytes in requests inlined in the message, ireqsz, the number
of digests of requests that are not inlined, sreqno, and the number of bytes in the non-deterministic
value associated with the batch, ndetsz. The variable size payload includes the requests that are
inlined, ireqs, the digests in the headers of the remaining requests in the batch, sreqs, and the
non-deterministic choices, ndet. Additionally, the message includes an authenticator with a nonce,
and
￿
V
￿ 1 UMAC32 tags that authenticate the pre-prepare header.
The current implementation limits the total size of pre-prepare messages to 9000 bytes (to ﬁt in
a UDP message in most kernel conﬁgurations) and the number of request digests to 16 (to limit the
amount of storage used up by the log). This limits the batch size.
When the backups receive a pre-prepare message they check if the corresponding MAC in the
authenticator and the digest in the header are correct. They also check the requests that are inlined
in the message. The requests that are transmitted separately are usually checked in parallel by the
primary and the backups.
If the backups accept the pre-prepare message and they have already accepted the requests in
the batch that are transmitted separately, they send a prepare message. The prepare header includes
the view number, the sequence number, an MD5 digest of the pre-prepare payload, the identiﬁer of
the backup, and it is padded with 0’s to a 64-bit boundary. The message has an authenticator with a
nonce, and
￿
2
￿ 1 UMAC32 tags that authenticate the prepare header. When the replicas receive a
prepare message, they check the corresponding MAC in the authenticator.
Once the replicas have the pre-prepare and at least 2
„ prepare messages with the same digest in
theheader,theyexecutealloperationsinthebatchtentativelyandsendareplyforeachofthem. The
reply header includes the view number, the request identiﬁer, rid, an MD5 digest of the operation
result, the identiﬁer of the replica, and the size of the result in bytes, ressz. Additionally, the reply
message contains the operation result if the replica is the designatedreplier. The other replicas omit
74the result from the reply message and set the result size in the header to -1. Reply messages contain
a single UMAC32 nonce and tag that authenticates the reply header. The client checks the MAC in
the replies it receives and it also checks the result digest in the reply with the result.
Note that the MACs are computed only over the ﬁxed-size header. This has the advantage of
making the cost of authenticator computation, which grows linearly with the number of replicas,
independent of the payload size (e.g., independent of the operation argument size in requests and
the size of the batch in pre-prepares).
6.2 Interface
We implemented the algorithm as a library with a very simple interface (see Figure 6-2). Some
components of the library run on clients and others at the replicas.
Client:
int Byz init client(char *conf);
int Byz invoke(Byz req *req, Byz rep *rep, bool ro);
Server:
int Byz init replica(char *conf, char *mem, int size, proc exec, proc nondet);
void Byz modify(char *mod, int size);
Server upcalls:
int execute(Byz req *req, Byz rep *rep, Byz buffer *ndet, int cid, bool ro);
int nondet(Seqno seqno, Byz req *req, Byz buffer *ndet);
Figure 6-2: The replication library API.
On the client side, the library provides a procedure to initialize the client using a conﬁguration
ﬁle, which contains the public keys and IP addresses of the replicas. The library also provides a
procedure, invoke, that is called to cause an operation to be executed. This procedure carries out the
client side of the protocol and returns the result when enough replicas have responded. The library
also provides a split interface with separate send and receive calls to invoke requests.
Ontheserverside,weprovideaninitializationprocedurethattakesasarguments: aconﬁguration
ﬁle with the public keys and IP addresses of replicas and clients, the region of memory where the
servicestateisstored,aproceduretoexecuterequests,andaproceduretocomputenon-deterministic
choices. When our system needs to executean operation, it does an upcall to the execute procedure.
The arguments to this procedure include a buffer with the requested operation and its arguments,
req, and a buffer to ﬁll with the operation result, rep. The execute procedure carries out the
operation as speciﬁed for the service, using the service state. As the service performsthe operation,
each timeit is aboutto modifythe servicestate, it callsthe modify procedureto informthe library of
the locationsabout to be modiﬁed. This call allows us to maintain checkpointsand computedigests
efﬁciently as described in Section 5.3.2.
Additionally, the executeproceduretakes as arguments the identiﬁerof theclient whorequested
75the operation and a boolean ﬂag indicating whether the request was processed with the read-only
optimization. The service code uses this information to perform access control and to reject
operations that modify the state but were ﬂagged read-only by faulty clients. When the primary
receives a request, it selects a non-deterministic value for the request by making an upcall to the
nondet procedure. The non-deterministic choice associated with a request is also passed as an
argument to the execute upcall.
6.3 BFS: A Byzantine-Fault-tolerant File System
We implemented BFS, a Byzantine-fault-tolerantNFS [S
˘ 85] service, using the replication library.
BFS implements version 2 of the NFS protocol. Figure 6-3 shows the architecture of BFS. A
ﬁle system exported by the fault-tolerant NFS service is mounted on the client machine like any
regular NFS ﬁle system. Application processes run unmodiﬁed and interact with the mounted ﬁle
system through the NFS client in the kernel. We rely on user level relay processes to mediate
communication between the standard NFS client and the replicas. A relay receives NFS protocol
requests, calls the invoke procedure of our replication library, and sends the result back to the NFS
client.
Andrew
benchmark
kernel NFS client
replication
library
relay
client
replica 0
replication
library
snfsd
kernel VM
replica n
replication
library
snfsd
kernel VM
Figure 6-3: BFS: Replicated File System Architecture.
Each replica runs a user-level process with the replication library and our NFS V2 daemon,
which we will refer to as snfsd (for simple nfsd). The replication library receives requests from the
relay, interacts with snfsd by making upcalls, and packages NFS replies into replication protocol
replies that it sends to the relay.
We implemented snfsd using a ﬁxed-size memory-mapped ﬁle. All the ﬁle system data struc-
tures, e.g., inodes, blocks and their free lists, are in the mapped ﬁle. We rely on the operating
system to manage the cache of memory-mapped ﬁle pages and to write modiﬁed pages to disk
76asynchronously. The current implementation uses 4KB blocks and inodes contain the NFS status
information plus 256 bytes of data, which is used to store directory entries in directories, pointers
to blocks in ﬁles, and text in symbolic links. Directories and ﬁles may also use indirect blocks in a
way similar to Unix.
Our implementation ensures that all state machine replicas start in the same initial state and are
deterministic, which are necessary conditions for the correctness of a service implemented using
our protocol. The primary proposes the values for time-last-modiﬁed and time-last-accessed, and
replicas select the larger of the proposed value and one greater than the maximum of all values
selected for earlier requests. The primary selects these values by executing the upcall to compute
non-deterministic choices, which simply returns the result of gettimeofday in this case.
We do not require synchronous writes to implement NFS V2 protocol semantics because BFS
achievesstabilityofmodiﬁeddataandmeta-datathroughreplicationaswasdoneinHarp[LGG
˘ 91].
If power failures are likely to affect all replicas, each replica should have an Uninterruptible Power
Supply (UPS). The UPS will allow enough time for a replica to write its state to disk in the event of
a power failure as was done in Harp [LGG
˘ 91].
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Performance Model
Analytic models are invaluable to explain the results of experiments and to predict performance
in experimental conditions for which no measurements are performed. But care must be taken to
ensure that they match reality. This chapter develops an analytic model for the performance of
replicated services implemented using the BFT library. We validate the model by showing that it
predicts the experimental results in the next chapter with accuracy. The model ignores the cost of
checkpoint management, view changes, key refreshment, and recovery; these costs are analyzed in
the next chapter.
7.1 Component Models
The experimental results show that the time to execute operations on a replicated service has three
major components: digest computation, MAC computation, and communication.
7.1.1 Digest Computation
The model for the time to compute digests is simple. It has only two parameters: a ﬁxed cost,
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and a cost per byte,
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￿ . The time to compute the digest of a string with
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This model is accurate for the MD5 [Riv92] cryptographic hash function, which is used in the
current implementation of the BFT library. Another model parameter related to digest computation
is the size of digests in bytes, SD.
7.1.2 MAC Computation
We intended to use a similar model for the time to compute MACs but our experimental results
showed that such a model would be extremely inaccurate for small input strings. Instead, we
measured the time to compute a MAC in microseconds, TM
￿
￿
˝
￿
￿ , for each string size of
˝ bytes. This
was feasible because our current implementation only computes MACs on strings with one of two
constant sizes (40 or 48 bytes).
78The size of MACs in bytes is SM
￿ SMN
” SMT, where SMN is the size of the MAC nonce and
SMT is the size of the MAC tag (both 8 bytes in UMAC32 [BHK
˘ 99]).
Replies contain a single MAC but other messages contain authenticators. Authenticators have
a MAC for each replica except that when the sender is a replica they do not have a MAC for the
sender. Thus, the time to generate an authenticator TGA in microseconds is modeled as:
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Here
˝ is the size of the string the MAC is computed on and
￿ is the number of replicas. The time
to verify an authenticator is modeled as:
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Since the library uses a single nonce for all the MACs in an authenticator, the size of an
authenticator in bytes is given by the formula:
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7.1.3 Communication
The performance model for communication assumes that each client and each replica is connected
byadedicatedfull-duplexlinktoastore-and-forwardswitch. Allthelinkshavethesamebandwidth
and the switch can forward both unicast and multicast trafﬁc at link speed. The model assumes that
the propagation delay on the cables connecting the hosts to the switch is negligible. The switch
does not ﬂood multicast trafﬁc on all links; instead multicast trafﬁc addressed to a group is only
forwarded on the links of hosts that are group members. The model also assumes that messages
are not lost; this is reasonable when the loss rate (due to congestion or other causes) is sufﬁciently
low not to affect performance. These assumptions match our experimental environment, which is
described in Section 8.1.
Theﬁrstattempttomodelthecommunicationtimeusedaﬁxedcost,
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Unfortunately, this simple model does not separate the time spent at the hosts from the time spent
in the switch. Therefore, it cannot predict the communication time with accuracy when multiple
messages are sent in parallel or when a message is fragmented. To avoid this problem, we broke
communication time into time spent in the switch, and time spent computing at each of the hosts.
The model for the time spent in the switch has two parameters: a ﬁxed cost in microseconds,
￿
￿ , and a variable cost in microseconds per byte,
￿
￿ . The ﬁxed cost is the switch latency and the
variable cost is the inverse of the link bandwidth.
The actual time spent in the switch by a frame sent between hosts depends on the load on the
switch. It always takes the switch
￿
￿
￿
￿
˝ microseconds to receive all the bits in the frame. Since
the switch is store-and-forward, it waits until it receives all the bits before forwarding the frame
79on an output link. Then, it takes an additional
￿
￿ microseconds before forwarding the frame. If
the output links are free, it takes
￿
￿
S
￿
2
˝ microseconds to forward the frame. Otherwise, there is an
additional delay while other frames are forwarded.
The model for the computation time at the hosts also has two parameters:
￿
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￿ is a ﬁxed cost in
microseconds and
￿
￿
￿ is the cost per byte. The computation time, TH
￿
￿
˝
￿
￿ , to send a frame of
˝ bytes
is modeled as:
TH
￿
￿
˝
￿
￿
¡
￿
_
￿
￿
￿
&
”
￿
￿
￿
￿
￿
￿
￿
˝
The computation time to receive a frame of
˝ bytes is assumed to be identical for simplicity. The
accuracy of the model suggests that this is reasonable in our experimental environment.
Combining the two models yields the following total communication time for a frame of
˝ bytes
without congestion:
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When several messages are sent in parallel, it is necessary to reason how the computation times at
the hosts and the switch overlap in order to compute the total communication time. For example,
Figure 7-1 shows a time diagram for the case where
￿ hosts send frames of
˝ bytes in parallel to the
same host. The communication time in this case is:
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It is necessary to take the maximum because the receiver can process frames only after it receives
them but it may take longer for the receiver to process a frame than its transmission time.
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Figure 7-1: Performance model: time to send
￿ frames with
˝ bytes in parallel.
The model uses frames rather than messages to compute the communication time. To complete
the model, it is necessary to deﬁne a mapping between the messages sent by the library and the
80frames actually sent on the wire. These differ because messages may be fragmented into several
framesand frames includeadditionalprotocolheadersand trailers. Forexample,IP fragmentsUDP
messages sent over Ethernet when their size is greater than 1472 bytes. We deﬁne NF
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˝
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￿ as the
number of fragments for a message of
˝ bytes. The message has NF
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z
￿ 1 fragments whose frames
have the maximum size, MFS, and one fragment that contains the remaining bytes. The function
RFS
￿
￿
˝
￿
￿ returns the frame size of the fragment that contains the remaining bytes. The mapping
between messages and frames is used next to derive an expression for the communication time of
fragmented messages.
sender
sender link
receiver
receiver link
TH(l’)
￿
TH(RFS(l))
￿
TH(MFS)
Sv x RFS(l)
Sv x MFS
Sv x MFS Sv x MFS
Sv x MFS
TH(MFS)
NF(l)−2
Sf+Sv x RFS(l)
Figure7-2: Performancemodel: timetosendamessagewith
˝ bytesthatisfragmented.
˝
￿ isthesize
of the message plus the number of bytes of protocol overhead (
˝
￿
￿ RFS
￿
￿
˝
￿
￿
z
”
v
￿ NF
￿
￿
˝
￿
￿
ﬁ
￿ 1
￿
￿
￿ MFS).
Figure 7-2 shows a time diagram for the case where a host sends a message of
˝ bytes that is
fragmented. Thisﬁgure assumes that the small fragmentis sentﬁrst as it is done in the Linux kernel
in our experimentalsetup. The ﬁgure also reﬂects the fact that in Linux the sender performs almost
all the computation before the ﬁrst fragment is sent on the wire. The communication time in this
case is:
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7.2 Protocol Constants
Table 7.1 describes several constants that are characteristic of the protocol used by the BFT library
and independent of the experimental environment. These constants appear in the analytic models
for latency and throughput presented in the following sections.
7.3 Latency
We will now derive a model for the latency of the replicated service using the component models
presented in the previous section. We will start with read-only operations because they are simpler.
81name value description
RID 12 bytes sum of the sizes of the client and request identiﬁers
REQH 40 bytes size of request message header
REPH 48 bytes size of reply message header
PPH 48 bytes size of pre-prepare message header
PH 48 bytes size of prepare message header
Table 7.1: Protocol Constants
7.3.1 Read-Only Operations
Figure 7-3 shows a timing diagram for a read-only operation. The client starts by digesting the
operation argument, the client identiﬁer, and the request identiﬁer. Then, it places the resulting
digest in the request header and computes an authenticator for the header that is appended to the
request message. Next, the request is sent to all the replicas. The replicas check the authenticator
and the digest. If the message passes these checks, the replicas execute the operation. The reply
message includes a digest of the operation result in its header and a MAC of the header. After
building the reply messages, the replicas send them to the client.
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Figure 7-3: Performance model: read-only requests. Here,
￿ is the size of the argument to the
requested operation,
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Here,
￿ is the size of the operation argument,
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The communication time for the request depends on whether the request is fragmented or not.
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The communication time for replies also depends on the size,
￿ , of the operation result. There
are three cases. Figure 7-4 depicts the ﬁrst case where
￿ is sufﬁciently large that digest replies
are used but small enough that the reply with the operation result is not fragmented. The Figure
assumes that the reply with the result is scheduled last on the client link. This overestimates the
communication cost; latency may be lower if this reply is one of the ﬁrst 2
„
￿
” 1 to be scheduled.
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Figure 7-4: Communication time for replies that are not fragmented. REPW is the size of the reply
frame with the result of the operation and REPDW is the size of a frame with a digest reply.
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frame with the result starts being forwarded on the client link, and
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starts processing this frame. These formulas account for the overlap between the time to verify the
83MACs in replies and communication.
In the second case, the reply message with the result is fragmented. To derive the formula
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ˇ 3 is the time when the ﬁrst fragment starts to be forwarded on
the client link,
ˇ 4 is the time when the client starts to process the ﬁrst fragment, and
ˇ 5 is the time
when the client starts to process the last fragment.
The third case occurs when
￿ is less than a threshold (currently 33 bytes). In this case, all
replicas send replies with the operation result insteadof using the digest replies optimization. Since
all replies have the same size and are not fragmented, we use the formula for
￿
n
ˇ
ł
￿
N
￿
￿
œ modiﬁed to
account for the overlap between MAC computation and communication. The value of
ˇ
ß
œ
￿
￿
W
￿ is:
ˇ
ß
œ
￿
￿
"
￿
￿
￿
￿
￿
O
¸
￿
￿
ł
￿
¡
￿ 2TH
￿ REPW
￿
￿
￿
6
￿
￿
￿
ﬁ
”
￿
￿
&
” 2
￿
￿
￿
￿ REPW
￿
￿
￿
6
￿
” 2
„
d
￿
Q
￿
￿
￿
￿
l
￿
￿
￿
U
￿ REPW
￿
￿
￿
6
￿
￿
¸ TH
￿ REPW
￿
￿
” TM
￿ REPH
￿
￿
￿
ﬁ
” TD
￿
￿
￿
Z
￿
7.3.2 Read-Write Operations
Next, we derivea model for read-write operations. There are two cases dependingon the size of the
operation argument. If the size of the argument is less than a threshold (currently 256 bytes), the
client sends the request only to the primary and the request is inlined in the pre-prepare message.
Otherwise, the client multicasts the request to all replicas and the pre-prepare message includes
only the digest of the request. Figure 7-5 shows a time diagram for the second case.
The ﬁrst part of the read-write algorithm is identical to the read-only case. Thus,
￿
￿
œ
￿
￿
￿
￿ can be
computed using the same formula. After checking the request, the primary computes the digest of
the digest in the request header. Then, it constructs a pre-prepare message with the resulting digest
in its header and an authenticator for the header. The backups check the pre-prepare message by
verifying the authenticator and recomputing the digest. If they accept the pre-prepare and already
have a matching request, they build a prepare message with an authenticator and send it to all other
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Figure 7-5: Performance model: read-write requests.
replicas. After replicas have prepared the request, they execute it and the algorithm proceeds as in
the read-only case;
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"
￿ is given by the same formulas.
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The communication time for the pre-prepare message,
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The communication time for prepare messages is similar in structure to
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for the overlap between authenticator veriﬁcation and computation:
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The case when requests are inlined in the pre-prepare message is similar. The differences are
that
ˇ
ł
￿
￿
￿ increasesbecausethepre-preparemessageisbiggerandthatbackupsonlychecktherequest
when they receive the pre-prepare message. The resulting formulas are:
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7.4 Throughput
We obtain a model for the throughput of a replicated system by developing a model for the time
to process a batch of requests. This model is based on the latency models in the previous section
but it has two additional parameters: the batch size
K and the number of client machines
￿ . Each
client sends
K
 
L
N
￿ of the requests in the batch. For simplicity, we assume that all the clients send the
requests at the same time.
7.4.1 Read-Only Requests
We start with read-only requests again because they are simpler. The strategy is to split the total
time,
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￿ , into the sum of two components: the time to get the requests ready to execute at the
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of each of these components is obtained by taking the maximum of the computation times over all
the nodes and the communication times over all the links. An accurate model for latency requires
careful reasoning about scheduling of communication and computation at the different components
but taking the maximum is a good approximation for large request batches.
We use Figure 7-3 and the formulas for
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Here, REQW is the number of bytes in frames that contain the request.
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time at each client; it is equal to the corresponding client computation time for a single request
multiplied by
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￿ (because each client sends only
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￿ requests). Replicas receive all the requests
in the batch so their computation time is multiplied by
K ; this is reﬂected in the formula for the
computation time at each replica,
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at each replica link.
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simplify the model):
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operation result and the number of bytes in frames with digest replies, respectively.
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Using these formulas, we can now compute the time to execute the batch of read-only requests:
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7.4.2 Read-Write Requests
The time to execute a batch of read-write requests is split into the sum of three components:
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87There are two differences when the requests are not inlined in the pre-prepare message: the size
of this message decreases because it includes only digests of the requests rather than copies; and
the backups check the requests in parallel with the primary, which eliminates
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These formulas allow us to compute the time to execute the batch of read-write requests:
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7.5 Discussion
The analytic model for latency has some properties that are worth highlighting:
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￿ grows linearly with the number of replicas because of authenticator generation and
increased communication cost due to growth in the size of request authenticators.
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linearly with the argument size due to increased communication and digest computation time
for requests.
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￿ grows linearly with the number of replicas because each replica sends a reply to the
client.
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￿ also grows linearly with the result size due to increased communication and
digest computation time for replies.
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￿ is(mostly)independentof argumentand resultsizes. However,it growswiththe square
of the number of replicas because of the prepare messages that are sent in parallel by the
backups and contain authenticators whose size grows linearly with the number of replicas.
￿ The overhead introduced by adding additional replicas is (mostly) independent of operation
argument and result sizes.
The same observations are valid for the corresponding components in the throughput model.
Accordingto this model, theonlycostthat growswiththesquareof the numberof replicas,
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￿ , is
amortizedoverthebatchsize. Additionally,thecomputationtimeatareplicaandthecommunication
time in its link decreaselinearly with the numberof replicas(if there are more clients than replicas).
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Performance Evaluation
The BFT library can be used to implement Byzantine-fault-tolerant systems but these systems will
not be used in practice unless they perform well. This chapter presents results of experiments to
evaluate the performance of these systems. The results show that they perform well — systems
implemented with the BFT library have performance that is competitive with unreplicated systems.
We ran several benchmarks to measure the performance of BFS, our Byzantine-fault-tolerant
NFS.TheresultsshowthatBFSperforms2%fasterto24%slowerthanproductionimplementations
oftheNFSprotocol,whichareuseddailybymanyusersandarenotreplicated. Additionally,weran
micro-benchmarks to evaluate the performance of the replication library in a service-independent
wayandtodeterminetheimpactofeachofouroptimizations. Wealsomeasuredperformancewhen
the number of replicas increases and we used the analytic model to study sensitivity to variations in
the model parameters.
The experiments were performed using the setup in Section 8.1. We describe experiments
to measure the value of the analytic model parameters in Section 8.2. Section 8.3 uses micro-
benchmarks to evaluate the performance during the normal case without checkpoint management,
view changes, key refreshment, or recovery. Sections 8.4 and 8.5 present results of experiments to
evaluate the performance of checkpoint management, and view changes, respectively. Section 8.6
studies the performance of the BFS ﬁle system with and without proactive recoveries.
The main results in this chapter are summarized in Section 8.7.
8.1 Experimental Setup
The experiments ran on nine Dell Precision 410 workstations with a single Pentium III processor,
512 MB of memory, and a Quantum Atlas 10K 18WLS disk. All machines ran Linux 2.2.16-3
compiled without SMP support. The processor clock speed was 600 MHz in seven machines and
700 MHz in the other two. All experiments ran on the slower machines except where noted.
Themachineswereconnectedbya100Mb/sswitchedEthernetandhad3Com3C905Binterface
cards. Eachmachinewas connectedbyasingleCategory5cableto afull-duplexportin an Extreme
89Networks Summit48 V4.1 switch. This is a store-and-forward switch that can forward IP unicast
and multicast trafﬁc at link speed. Additionally, it performs IGMP snooping such that multicast
trafﬁcisforwarded onlyto themembersof thedestinationgroup. Allexperimentsranonan isolated
network and we used the Pentium cycle counter to measure time accurately.
The library was conﬁgured as follows. The checkpoint period,
￿ , was 128 sequence numbers,
which causes garbage collection to occur several times in each experiment. The size of the log,
￿
, was 256 sequence numbers. The state partition tree had 4 levels, each internal node had 256
children,andtheleaveshad4KB.Requestsforoperationswithargumentsizegreaterthan255bytes
weretransmittedseparately;theotherswereinlinedinpre-prepares. Thedigestrepliesoptimization
was notappliedwhen thesizeof theoperationresultwas lessthanor equalto32bytes. The window
size for request batching was set to 1.
8.2 Performance Model Parameters
In order to use the analytic model to explain the experimental results in the next sections, it is
necessary to measure the value of each parameter in the model in our experimental setup. This
section describes experiments to measure these values.
8.2.1 Digest Computation
The BFT library uses the MD5 [Riv92] cryptographic hash function to compute digests. We ran
an experiment to measure the time to compute MD5 digests as a function of the input string. The
experiment was designed such that the input string was not in any of the processor caches before
being digested. Figure 8-1 presents the results.
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Figure 8-1: Time to compute MD5 digests as a function of the input size.
We used a linear regression (least squares method) to compute the parameters
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90the digest computation model. Table 8.1 shows the values we obtained and Figure 8-1 shows digest
computation times predicted with
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almost indistinguishable as evidenced by a high coefﬁcient of determination (0.999).
parameter value description
æ
ﬂ
￿ 2.034
￿ s time to digest 0 bytes
æ
}
￿ 0.012
￿ s/byte additional cost per byte
SD 16 bytes digest size
Table 8.1: Digest computation model: parameter values
8.2.2 MAC Computation
The BFT library only computes MACs of message headers that have a constant size of either
40 or 48 bytes. We ran an experiment to measure the time to compute these MACs using the
UMAC32 [BHK
˘ 99] algorithm. The parameter values for the model are listed in Table 8.2.
parameter value description
￿
C
￿
>
￿ 40
￿ 965 ns time to MAC 40 bytes
￿
C
￿
>
￿ 48
￿ 958 ns time to MAC 48 bytes
￿
￿
￿
￿ 8 bytes size of MAC tag
￿
￿
￿
￿ 8 bytes size of MAC nonce
Table 8.2: MAC computation model: parameter values
8.2.3 Communication
The communication model is split into two components: time spent at the switch and time spent
at the hosts. To separate out these two components, we measured round-trip latency for different
framesizes with and without the switch. In the conﬁgurationwithoutthe switch, the two hosts were
connected directly by a crossover Category 5 cable.
Accordingtoourmodel,thetotal(one-way)communicationtimethroughtheswitchforaframe
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91Thereasoningassumesthatthepropagationdelayonthenetworkcablesisnegligible. Thisisagood
assumption in our experimental environment; we use only Category 5 cables that add a maximum
delay of 0.011
￿ s per meter [Spu00] and our cables are signiﬁcantly shorter than 10 meters.
We ran a linear regression with the values
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￿
L 2 obtained by dividing the difference between
the measured round-trip times by two. It yielded the values
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￿79
￿ s and
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￿ 08
￿ s/B with
a coefﬁcient of determination of 0.999. The high coefﬁcient of determination shows that the model
matches the experimental data and
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Q
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￿ 08
￿ s/B also matches the nominal bandwidth of Fast
Ethernet.
With the value of
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￿ , we computed
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˝ from the round-trip time
measured without the switch and dividing the result by two. Finally, we performed a linear
regression analysis on these values and obtained
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￿83
￿ s and
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j
￿ 0
￿ 011
￿ s/B with a
coefﬁcient of determination of 0.996. Table 8.3 shows the values of the parameters associated with
the communication model.
parameter value description
￿
￿ 9.79
￿ s switch latency
￿
￿ 0.08
￿ s/byte inverse of link bandwidth
￿
t
￿ 20.83
￿ s host time to send 0 byte frame
￿
￿
￿ 0.011
￿ s/byte host time to send each additional byte
MFS 1514 bytes maximum size of frame with fragment
Table 8.3: Communication model: parameter values
To complete the communication model, it is necessary to deﬁne the functions that map between
messages and frames. These functions have the following values in UDP/IP over Ethernet:
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~
” 42, if
˝
:
￿ 1472
￿
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˝
￿
￿ 1472
￿ mod 1480
” 34, otherwise
TheIP,UDP,andEthernetheadersandtheEthernettrailersum42bytesinlength. Themaximum
size for a frame is 1514 bytes. The fragment with the ﬁrst bytes in the message has both IP and
UDP headers so it can hold 1472 message bytes. The other fragments do not have the UDP header
so they can hold up to 1480 message bytes.
We validated the communication model by comparing predicted and measured communication
times for various message sizes. Figure 8-2 shows both absolute times and the relative error of the
predicted values. The predicted values were obtained using:
￿
n
ˇ
ﬂ
￿
￿
￿
}
￿
￿
￿
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˝
￿
￿
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￿ for messages that are
not fragmented and
￿
n
ˇ
￿
￿
œ
￿
￿
￿
￿
￿
￿
˝
￿
￿ with fragmentation (these formulas are deﬁned in Section 7.1.3).
The model is very accurate; it deviates at most 3.6% from the measured values and all the points
92except the ﬁrst have an error with absolute value less than 1%.
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Figure 8-2: Communication time: measured and predicted values.
8.3 Normal Case
This section evaluates the performance during the normal case: there are no view changes or
recoveries, and MAC keys are not refreshed. It compares the performance of two implementations
of a simple service: one implementation, BFT, is replicated using the BFT library and the other,
NO-REP, is not replicated and uses UDP directly for communication between the clients and the
server.
The simple service is really the skeleton of a real service: it has no state and the service
operations receive arguments from the clients and return (zero-ﬁlled) results but they perform no
computation. We performed experiments with different argument and result sizes for both read-
only and read-write operations. These experiments provide a service-independent evaluation of the
performance of the replication library.
Sections8.3.1and8.3.2describeexperimentstoevaluatethelatencyandthroughputofthesimple
replicated service, respectively. Section 8.3.3 evaluates the impact of the various optimizations on
performance. All these experiments use four replicas. In Section 8.3.4, we investigate the impact
on performance as the number of replicas increases. Finally, Section 8.3.5 uses the analytic model
to predict performance in a WAN environment and in a very fast LAN.
8.3.1 Latency
We measured the latency to invoke an operation when the service is accessed by a single client.
All experiments ran with four replicas. Four replicas can tolerate one Byzantine fault; we expect
this reliability level to sufﬁce for most applications. The results were obtained by timing a large
93number of invocations in three separate runs. We report the average of the three runs. The standard
deviations were always below 3% of the reported values.
Varying Argument Size
Figure 8-3 shows the latency to invoke the replicated service as the size of the operation argument
increases while keeping the result size ﬁxed at 8 bytes. It has one graph with elapsed times and
another with the slowdown of BFT relative to NO-REP. The graphs have results for both read-write
and read-only operations.
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Figure8-3: Latencywithvaryingargumentsizes: absolutetimesandslowdownrelativetoNO-REP.
The results show that the BFT library introduces a signiﬁcant overhead relative to NO-REP
in this benchmark. It is important to note that this is a worst-case comparison; in real services,
computation or I/O at the clients and servers would reduce the slowdown (as shown in Section 8.6).
The two major sources of overhead are digest computation and the additional communication due
to the replication protocol. The cost of MAC computation is almost negligible (less than 3%).
The results show two major trends: the read-only optimization is very effective at reducing the
slowdown introduced by the BFT library; and the slowdown decreases signiﬁcantly as the size of
the operation argument increases.
The read-only optimization improves performance by eliminating the time to prepare the re-
quests. The analytic model predicts that this time does not change as the argument size increases
(forargumentsgreaterthan255bytes). Thisisconﬁrmedbytheexperimentalresults: thedifference
between the latency of read-only and read-write operations for the same argument size is approxi-
mately constantand equal to 225
⁄ s. Therefore, thespeed upaffordedby theread-onlyoptimization
decreases to zero as the argument size increases: it reduces latency by 52% with 8 B arguments but
only by 15% for 8 KB arguments.
94The slowdown for the read-write operation decreases from 4.07 with 8 B arguments to 1.52
with 8 KB arguments and it decreases from 1.93 to 1.29 with the read-only optimization. The
decreased slowdown is also explained by the analytic model. The only component that changes as
theargumentsizeincreasesis
¥
‘
ƒ
￿
§
￿
¤ , whichisthetimetogettherequesttothereplicas.
¥
‘
ƒ
￿
§
￿
¤ increases
because the communication time and the time to digest the request grow with the argument size.
In our experimental setup, the communication time increases faster than the digest computation
time: communicationincreases0
' 011
“ 0
'08
« 0
'091
⁄ s per byte (the sum accountsfor the variable
cost at the sender and at the switch); and the digest computation time increases 2
‹ 0
'012
⁄ s
per byte (which accounts for the variable cost of computing the request digest at both the client
and the replicas). Since the communication cost of NO-REP also increases 0
'091
⁄ s/byte, the
model predicts that the slowdown will decrease as the argument size increases till an asymptote of
›
0
' 091
“ 2
‹ 0
'012
ﬁ
￿
ﬂ 0
'091
« 1
'26, which is close to the experimental results for the read-only
operation.
TheperformancemodelcanpredicttheresultsinFigure8-3withveryhighaccuracy. Figure8-4
shows the error of the latency values predicted by the model relative to the values measured. The
absolute value of the error is always below 2.3%.
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Figure 8-4: Latency model: relative prediction error for varying argument sizes.
Varying Result Sizes
Figure 8-5 shows the latency to invoke the replicated service as the size of the operation result
increases while keeping the argument size ﬁxed at 8 B. The graphs in this ﬁgure are very similar to
the ones for varying argument size: they also show that the read-only optimization is effective at
reducingtheslowdownintroducedbytheBFTlibrary;andthattheslowdowndecreasessigniﬁcantly
as the size of the operation result increases. The major sources of overhead are again additional
95communication and digest computation (this time for replies).
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Figure 8-5: Latency with varying result sizes: absolute times and slowdown relative to NO-REP.
The impact of the read-only optimization can be explained exactly as before. In this case, the
difference between the latency of read-only and read-write operations for the same result size is
approximately constant and equal to 215
⁄ s. The optimization also speeds up latency by 52% with
8 byte results but only by 15% for 8 KB results.
The slowdown for the read-write operation decreases from 4.08 with 8 B results to 1.47 with
8 KB results and it decreases from 1.95 to 1.25 with the read-only optimization. The argument why
the slowdown decreases is similar to the one presented for varying arguments. But, in this case, the
only component that changes as the result size increases is
¥
ƒ
￿
§
3
• , which is the time to get the replies
to the client.
¥
‘
ƒ
￿
§
3
• grows as the result size increases due to the increased communication cost to
send the reply with the result to the client and due to the increased cost to compute the digest of
the result at the replicas and the client. Since the communication cost in NO-REP increases at the
same rate, the model predicts that the slowdown will decrease as the result size increases towards
the same asymptote as before (1.26); this prediction is close to the experimental results.
The performancemodelcan alsopredict latencywith varyingresultsizes accurately. Figure 8-4
shows the error of the latency values predicted by the model relative to the values measured. The
absolute value of the error is always below 2.7% for all result sizes except for 64 and 128 bytes,
where it is as high as 11.5%. It is not clear why the model overestimates the latency for these
result sizes but it may be due to our pessimistic assumption that the reply with the complete result
is always scheduled last for forwarding on the client’s link.
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Figure 8-6: Latency model: relative prediction error for varying result sizes.
8.3.2 Throughput
This section reports the result of experiments to measure the throughput of BFT and NO-REP as
a function of the number of clients accessing the simple service. The client processes were evenly
distributed over 5 client machines1 and each client process invoked operations synchronously, i.e.,
it waited for a reply before invoking a new operation. We measured throughput for operations with
different argument and result sizes. Each operation type is denoted by a/b, where a and b are the
sizes of the argument and result in KB.
The experiment ran as follows: all client processes started invoking operations almost simulta-
neously; each client process executed 3
‰ operations (where
‰ was a large number) and measured
the time to execute the middle
‰ operations. The throughput was computed as
‰ multiplied by the
number of client processes and divided by the maximum time (taken over all clients) to complete
the
‰ operations. This methodology provides a conservative throughput measurement: it accounts
for cases where clients are not treated fairly and take longer to complete the
‰ iterations. Each
throughput value reported is the average of at least three independent runs.
Figure8-7showsthroughputresultsforoperation0/0. Thestandarddeviationwasalwaysbelow
2% of the reported values. The bottleneck in operation 0/0 is the server’s CPU. BFT has lower
throughput than NO-REP due to extra messages and cryptographic operations that increase the
CPU load. BFT’s throughput is 52% lower for read-write operations and 35% lower for read-only
operations.
The read-only optimization improves throughput by eliminating the cost of preparing the batch
of requests. The throughput of the read-write operation improves as the number of clients increases
1Two client machines had 700 MHz PIIIs but were otherwise identical to the other machines.
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Figure 8-7: Throughput for operation 0/0 (with 8 byte argument and result).
because the cost of preparing the batch of requests is amortized over the size of the batch. In the
current implementation, the size of the batch is limited by how many requests can be inlined in
a pre-prepare message; this limit is equal to 101 requests for this operation. The average batch
size in this experiment is approximately equal to the total number of clients divided by two (with
the constraint that it is not greater than 101 requests). Therefore, the throughput of the read-write
operation increases as the client population grows up to 200 and then it saturates.
Figure 8-8 shows throughputresults for operation 0/4. Each point is an average of ﬁveindepen-
dent runs for the read-write operation and ten for the read-only operation. The standard deviation
was below 4% of the reported values for the read-write operation but was as high as 18% for the
read-only operation.
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Figure 8-8: Throughput for operation 0/4 (with 8 byte argument and 4 KByte result).
98BFThasbetterthroughputthanNO-REP.ThebottleneckforNO-REPinoperation0/4isthelink
bandwidth; NO-REP executes approximately 3000 operations per second, which saturates the link
bandwidth of 12 MB/s. BFT achieves better throughput because of the digest-replies optimization:
eachclientchoosesonereplicarandomly; thisreplica’s replyincludesthe4KBresultbut thereplies
oftheotherreplicasonlycontainsmalldigests. Asaresult, clientsobtainthelarge repliesinparallel
from different replicas. BFT achievesa maximumthroughputof 6625 operationsper second for the
read-write operation and 8698 operations per second with the read-only operation; this corresponds
to an aggregate throughput of 26MB/s and 34 MB/s. The bottleneck for BFT is the replicas’ CPU.
The throughput of the read-write operation increases with the number of clients because the
cost of preparing the batch of requests is amortized over the batch size. The throughput with the
read-onlyoptimizationis veryunstable. The instabilityoccurs becausethe system is not always fair
to all clients; this results in a large variance in the maximum time to complete the
‰ operations,
which is the time we use to compute the throughput. The average time for the clients to compute
the
‰ operations remains stable. Figure 8-9 compares the throughput for this operation computed
both using the maximum time and the average time to complete the
‰ operations at all clients.
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Figure 8-9: Throughput for read-only operation 0/4. The results labeled avg are based on the
average time to complete the middle
‰ operations rather than the maximum.
Figure 8-10 shows throughput results for operation 0/4. The standard deviation was below 7%
of the reported value. There are no points with more than 15 clients for NO-REP operation 4/0
because of lost request messages; NO-REP uses UDP directly and does not retransmit requests.
Thebottleneckinoperation4/0forbothNO-REPandBFTisthetimetogettherequeststhrough
the network. Since the link bandwidth is 12 MB/s, the maximum throughput achievable is 3000
operations per second. NO-REP achieves a maximum throughput of 2921 operations per second
while BFT achieves 2591 for read-write operations (11% less than NO-REP) and 2865 with the
read-only optimization (2% less than NO-REP).
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Figure 8-10: Throughput for operation 4/0 (with 4 KByte argument and 8 byte result).
Batching is once more responsible for increasing the throughput of the read-write operation
as the number of clients increases. The requests for operation 4/0 are not inlined in pre-prepare
messages and the current implementation imposes a limit of 16 such requests per batch. We
measured an average batch size equal to the number of clients divided by two (up to the 16 request
maximum). This explains why the throughput stops growing with approximately 30 clients. The
throughput drops and its variance increases for more clients due to an increase in lost messages
and retransmissions. This variance also disappears if we use the average time to complete the
‰
operations to compute throughput rather than the maximum.
conﬁguration 0/0 0/4 4/0
read-only 19707 (-0.4%) 8132 (-7%) 2717 (-5%)
read-write 14298 (-9%) 7034 (+6%) 2590 (0%)
Table 8.4: Throughput model: predicted values and errors relative to measured values.
The throughput performance model is accurate. Table 8.4 shows the maximum throughput
values predicted by the model and the error relative to the values measured. The values for
operations 0/0 and 0/4 were computed with a batch size of 101 and the values for operation 4/0
were computed with a batch size of 16. The absolute value of the error is always below 10%.
8.3.3 Impact of Optimizations
Theexperimentsintheprevioussectionsshowthattheread-onlyoptimizationiseffectiveatreducing
latency and improving throughput of services replicated using the BFT library. The read-only
optimization is special because it can only be applied to operations that satisfy a speciﬁc semantic
100constraint (namely not modifying the state). This section analyses the performance impact of the
other optimizations that are applied to operations regardless of their semantics. It starts by studying
the impact of the most important optimization: the elimination of public-key cryptography. Then,
it analyzes the impact of the optimizations described in Section 5.1.
Elimination of Public-Key Cryptography
To evaluate the beneﬁt of using MACs instead of public key signatures, we implemented a version
of the library that uses the BFT-PK algorithm. The version of BFT-PK described in Chapter 2
relies on the extra power of digital signatures to authenticate pre-prepare, prepare, checkpoint, and
view-change messages but it can be modiﬁed easily to use MACs to authenticate other messages.
Our implementation of BFT-PK is identical to the BFT library but it uses public-key signatures to
authenticatethese fourtypes of messages. Thisallowed us to measurethe impact of the more subtle
part of this optimization.
The experiments compared the latency and throughput of two implementations of the simple
service: the one labeled BFT used the BFT library and the one labeled BFT-PK used the BFT-PK
library. We only compared performance of read-write operations because both libraries have the
same performance with the read-only optimization.
Table 8.5 reports the latency to invoke an operation when the simple service is accessed by a
single client. The results were obtained by timing a large number of invocations in three separate
runs. We report the average of the three runs. The standard deviations were always below 0.5% of
the reported value.
system 0/0 0/4 4/0
BFT-PK 59368 59761 59805
BFT 431 999 1046
Table 8.5: Cost of public-key cryptography: operation latency in microseconds.
BFT-PKhas two signaturesin the critical path and each of them takes 29.4 ms to compute. BFT
eliminatestheneedfor thesesignaturesandachievesaspeedupbetween57and138 relativeto BFT-
PK. We use the SFS [MKKW99] implementation of a Rabin-Williams public-key cryptosystem
with a 1024-bit modulus to sign messages and verify signatures. There are other public-key
cryptosystems that generate signatures faster, e.g., elliptic curve public-key cryptosystems, but
signature veriﬁcation is slower [Wie98] and in our algorithm each signature is veriﬁed many times.
Theoretically, BFT-PK scales better than BFT as the number of replicas increases because the
latency in BFT-PK grows linearly with the number of replicas rather than with the square of this
number. But in practice BFT-PK only outperforms BFT for an unreasonably large number of
101replicas. For example, the performance model predicts that BFT’s latency for operation 0/0 with
280 replicas is still lower than BFT-PK’s latency with 4 replicas.
Figure 8-11 compares the throughput of the two implementations of the simple service for
operationswith differentargumentand resultsizes. It usesthe experimentalsetup and methodology
described in Section 8.3.2: there are 5 client machines and 4 replicas. Each point in the graph is
the average of at least three independent runs and the standard deviation for all points was below
4% of the reported value (except that it was as high as 17% for the last four points in the graph for
BFT-PK operation 4/0).
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Figure 8-11: Cost of public-key cryptography: throughput in operations per second.
Thethroughputofbothimplementationsincreaseswiththenumberofconcurrentclientsbecause
of request batching. Batching amortizes the signature generation overhead in BFT-PK over the size
of the batch. Since this overhead is independent of the batch size, the throughput of the two
implementations grows closer as the batch size increases. The current implementation limits batch
size to 101 requests in operations 0/0 and 0/4 and 16 requests in operation 4/0; the throughput of
bothimplementationssaturatesoncethebatchsizereachesitsmaximum. Themaximumthroughput
achieved by BFT-PK is 5 to 11 times worse than the one achieved by BFT.
If there were no limits on batch size, the two implementations would theoretically reach sim-
ilar throughput values. However, this could only happen with an unreasonably large number of
concurrent clients.
Digest Replies
To evaluate the impact of the digest replies optimization described in Section 5.1.1, we modiﬁed
the BFT library not to use this optimization. This section compares the performance of two
implementations of the simple service: BFT, which uses the regular BFT library, and BFT-NDR,
which uses the version of the library without the digest replies optimization.
Figure 8-12 compares the latency to invoke the two implementations of the simple service as
the size of the operation result increases. The standard deviations were always below 3% of the
reported value. The digest replies optimization reduces the latency to invoke operations with large
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Figure 8-12: Latency with varying result sizes with and without the digest replies optimization.
The lines labeled NDR correspond to the conﬁguration without the optimization.
results signiﬁcantly: it speeds up execution by up to a factor of 2.6.
The performance beneﬁt of the digest replies optimization increases linearly with the number
of replicas. In BFT-NDR, all replicas send back replies with the operation result to the client;
whereasinBFTonlyonereplicasendsbackareplywiththeresultandtheotherssendsmalldigests.
Therefore, the speedup afforded by the optimization is approximately equal to 2
￿
￿
“ 1 with large
result sizes.
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Figure 8-13: Throughput for operation 0/4 with and without the digest replies optimization. The
lines labeled NDR correspond to the conﬁguration without the optimization.
Figure 8-13 shows throughput results for operation 0/4. The values in the ﬁgure for BFT are
the same that appeared in Figure 8-8. The standard deviation for the BFT-NDR values was always
below 2% of the reported value.
103BFT achievesa throughputup to 3 times betterthan BFT-NDR.The bottleneckforBFT-NDRis
the link bandwidth: it is limited to a maximum of at most 3000 operations per-second regardless of
the number of replicas. The digest replies optimization enables the available bandwidthfor sending
repliestotheclientstoscalelinearlywiththenumberofreplicasanditalsoreducesloadonreplicas’
CPUs.
Request Batching
Thethroughputresultshaveshowntheimportanceofbatchingrequestsandrunningasingleinstance
of the protocol to prepare the batch. However, we did not present a direct comparison between the
performance of the service with and without request batching; Figure 8-14 offers this comparison
for the throughput of operation 0/0. Without batching, the throughput does not grow beyond 3848
operations per second and starts to decrease with more than 20 clients. The experiments in the
previous section show that throughput reaches 15740 operations per second with batching.
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Figure 8-14: Throughput for operation 0/0 with and without request batching.
Since the replication algorithm can process many requests in parallel, the throughput without
batching grows with the number of clients up to a maximum that is 66% better than the throughput
with a single client. But processing each of these requests requires a full instance of the prepare
protocol; and the replica’s CPUs saturate for a small number of clients hindering throughput.
For our experimental environment, the best conﬁguration uses a batching window of 1: the
primary waits until the requests in a batch execute before sending a pre-prepare message for the
next batch. In WAN environments where the latency is higher, the window should be set to a larger
value to allow several batches to be processed in parallel.
104Separate Request Transmission
The BFT library sends small requests inlined in pre-prepare messages but requests with argument
size greater than 255 bytes are not inlined. These requests are multicast by the client to all replicas
and the primary only includes their digests in pre-prepare messages. We measured the impact on
latency and throughput of separating request transmission.
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Figure 8-15: Latency for varying argument sizes with separate request transmission, SRT, and
without, NO-SRT.
Figure 8-15 compares the latency to invoke the simple service for varying argument sizes with
and without separate request transmission. Separating request transmission reduces latency by up
to 40% becausethe requestis sentonly onceand the primaryand the backups computethe request’s
digest in parallel. The performance model predicts that the reduction will increase towards an
asymptote of 53% as the argument size increases.
The other beneﬁt of separate request transmission is improved throughput for large requests.
Figure 8-16 compares the throughput for operation 4/0 with and without separate request transmis-
sion. It shows that the optimization improves throughput by up to 91%. This happens because the
requests go over the network twice when they are inlined in pre-prepare messages: once from the
client to the primary and then from the primary to the backups. Additionally, inlining the requests
results in a maximum batch size of 2 (due to the limit on the size of pre-prepares).
Other Optimizations
The tentative execution optimization eliminates one round of the protocol: it allows replicas to
execute requests and send replies to clients as soon as requests prepare. We implemented one
version of the simple service, BFT-NTE, that uses the BFT library modiﬁed not to execute requests
tentatively.
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Figure 8-16: Throughput for operation 4/0 with separate request transmission, SRT, and without,
NO-SRT.
We measured the latencyof the BFT-NTEservice as the argument and result sizes vary between
8 B and 8 KB. The tentative execution of requests reduces latency by a value that does not depend
on the size of argument and result values. Therefore, the impact of this optimization decreases
as the argument or result size increases. For example, the optimization improves performance by
27% with 8 B argument and result sizes but only by 5% when the argument size increases to 8 KB.
We also measured the throughput of operations 0/0, 0/4, and 4/0 without tentative execution. The
results show that this optimization has an insigniﬁcant impact on throughput.
We conclude that tentative execution of requests does not improve performance as signiﬁcantly
as the previous optimizations did (in our experimental setup). Even in WAN environments where
communication latency is higher, this optimization should not improve service latency by more
than 20% (because it eliminates one message delay from a total of 5). Since the throughput in
these environments is also lower, the performance gain should be signiﬁcantly smaller than this
maximum.
A potential beneﬁt of tentative execution of requests is that it enables the piggybacking of
commit messages on pre-prepare and prepare messages. We implemented a version of the simple
service with piggybacked commits and measured its latency and throughput. This optimization is
not part of the BFT library; we only wrote code for it to work in the normal case.
Piggybacking commits has a negligible impact on latency because the commit phase of the
protocol is performed in the background thanks to tentative execution of requests. It also has a
small impact on throughput except when the number of concurrent clients accessing the service
is small. For example, Figure 8-17 compares the throughput for operation 0/0 with and without
this optimization. Piggybacking commits improves throughput by 33% with 5 clients and by 27%
106with 10 but only by 3% with 200 clients. The beneﬁt decreases with the number of clients because
batching amortizes the cost of processing the commit messages over the batch size.
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Figure 8-17: Throughput for operation 0/0 with and without piggybacked commits.
8.3.4 Conﬁgurations With More Replicas
Theexperimentsintheprevioussectionsraninaconﬁgurationwithfourreplicas,whichcantolerate
one fault. We believe this level of reliability will be sufﬁcient for most applications. But some
applications will have more stringent reliability requirements and will need to run in conﬁgurations
with more replicas. Therefore, it is important to understand how the performance of a service
implemented with the BFT library is affected when the number of replicas increases. This section
describesexperimentstomeasurethelatencyandthroughputofasystemwithsevenreplicas(
￿
￿
￿ 2)
and uses the analytic performance model to predict performance with more replicas.
Latency
We ran experiments to measure the latency with varying argument and result sizes with 7 replicas
and compared these results with the ones obtained with 4 replicas. In both conﬁgurations, all the
replicas had a 600 MHz Pentium III processor and the client had a 700 MHz Pentium III processor.
Varying argument size. Figure 8-18 compares the latency to invoke the replicated service with
￿
￿
￿ 1 (4 replicas) and
￿
￿
￿ 2 (7 replicas) as the size of the operation argument increases while
keeping the result size ﬁxed at 8 bytes. The ﬁgure has two graphs: the ﬁrst one shows elapsed
times and the second shows the percentage slowdown of the conﬁguration with
￿
5
￿ 2 relative to
the conﬁguration with
￿
+
￿ 1. The standard deviation was always below 2% of the reported value.
It is not clear why the slowdown drops for argument sizes of 5 KB and 6 KB with the read-only
optimization.
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Figure 8-18: Latency with varying argument sizes with
￿
￿
￿ 2: absolute times and slowdown
relative to
￿
o
￿ 1.
The resultsshowthat theslowdowncausedbyincreasingthe numberof replicasto 7is low. The
maximum slowdown for the read-write operation is 30% and it is 26% for the read-only operation.
Theresultsalsoshowthat theslowdowndecreasesas theargumentsize increases: withan argument
size of 8 KB, the slowdown is only 7% for the read-write operation and 2% with the read-only
optimization. Accordingto the performancemodel, increasingthe numberof replicasintroducesan
overhead that is independent of the size of the operation argument; this explains why the slowdown
decreases as the argument size increases.
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Figure 8-19: Latency model: relative prediction error for varying argument sizes with
￿
￿
￿ 2.
The latency model can predict these experimental results accurately. Figure 8-19 shows the
108error of the latency values predicted by the model for
￿
@
￿ 2 relative to the values measured. The
error is always below 8% and it is signiﬁcantly lower for most argument sizes.
Since the model proved to be quite accurate, we used it to predict latency for conﬁgurations
with more replicas. Figure 8-20 shows the predicted slowdown relative to the conﬁguration with
￿
J
￿ 1 for conﬁgurations with increasing values of
￿ . The slowdown increases linearly with the
number of replicas for read-only operations. For read-write operations, the slowdown increases
with the square of the number of replicas but with a small constant. Since the overhead due to
adding more replicas is independent of the argument size, the slowdown decreases as the argument
size increases: for example, the slowdown for the read-write operation with
￿
@
￿ 10 is 4.2 with 8
byte arguments, 2.3 with 4 KB, and only 1.9 with 8 KB.
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Figure 8-20: Predicted slowdown relative to the conﬁguration with
￿
￿
￿ 1 for increasing
￿ and
argument size.
Varyingresultsize. Wealsomeasuredthelatencyforvaryingresultsizeswith
￿
￿
￿ 2; Figure8-
21 compares these results with those obtained with
￿
￿
￿ 1. The ﬁgure has two graphs: the ﬁrst
one shows elapsed times and the second shows the percentage slowdown of the conﬁguration with
￿
8
￿ 2 relative to the conﬁguration with
￿
8
￿ 1. The values are averages of 5 independent runs and
the standard deviation was always below 2% of the reported averages.
Like in the case of varying argument sizes, the results show that the slowdown caused by
increasing the number of replicas to 7 is small: the maximum slowdown for both read-only and
read-write operations is 26%. The digest-replies optimization makes the overhead introduced by
increasing the number of replicas independent of the result size. Therefore, the slowdown also
decreases as the result size increases: the slowdown with 8 KB results is 5% for the read-write
operation and only 1% with the read-only optimization.
The digest-replies optimization has another interesting effect: the communication time for the
large reply with the result hides the time to process the small replies with the digests. Because of
this effect, the slowdown drops faster as the result size increases than it does when the argument
size increases. This effect is clear with the slowdown for the read-only operation.
Figure 8-22 shows that the performance model is less accurate at predicting the latency for
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Figure 8-22: Latency model: relative prediction error for varying result sizes with
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110￿
5
￿ 2 as the result size increases. The error is as high as 23% for small result sizes but it is less
than 3% for result sizes greater than 512 bytes. This experimental conﬁguration uses a client that
is faster than the machines where the parameters for the model were measured; this can explain
the large error for small result sizes (for larger result sizes this error is hidden because the cost of
processing digest replies is overlapped with the communication time for the reply with the result).
Theperformancemodelissufﬁcientlyaccuratetomakeinterestingpredictionsforconﬁgurations
with more replicas. Figure 8-23 shows the predicted slowdown relative to the conﬁguration with
￿
￿
￿ 1 for operations 0/0, 0/4, and 0/8. The results for operation 0/4 and 0/8 are similar to those
presented for operations 4/0 and 8/0. The difference is that the slowdown grows slower as the
number of replicas increases. This happens because the time to process the small replies is hidden
by the communication time for the reply with the result for large result sizes.
0
￿ 2
￿ 4
￿ 6
￿ 8
￿ 10
f 
￿
0
1
2
3
4
o
p
e
r
a
t
i
o
n
 
0
/
0
:
 
s
l
o
w
d
o
w
n
￿
read-write
￿
read-only
￿
0
￿ 2
￿ 4
￿ 6
￿ 8
￿ 10
f 
￿
0
1
2
3
4
o
p
e
r
a
t
i
o
n
 
0
/
4
:
 
s
l
o
w
d
o
w
n
￿
0
￿ 2
￿ 4
￿ 6
￿ 8
￿ 10
f 
￿
0
1
2
3
4
o
p
e
r
a
t
i
o
n
 
0
/
8
:
 
s
l
o
w
d
o
w
n
￿
Figure 8-23: Predicted slowdown relative to the conﬁguration with
￿
￿
￿ 1 for increasing
￿ and
result size.
Throughput
Wetriedtomeasurethethroughputofthesystemconﬁguredwith
￿
￿
￿ 2. Butsincethisconﬁguration
requires7replicas,theexperimentswerelimitedtouse2machinestoruntheprocessesthatsimulate
the client population. This prevented us from obtaining meaningful results because the CPU of the
client machines and their links to the switch became bottlenecks.
The performance model was able to predict the maximum throughput for
￿
￿
￿ 1 and the latency
for
￿
5
￿ 2 with good accuracy. Therefore, we are conﬁdent that it provides a good prediction for
the maximum throughput in conﬁgurations with more replicas; Figure 8-24 shows this prediction
for operations 0/0, 0/4, and 4/0. The prediction was obtained for 100 client machines with a batch
size of 100 for operations 0/0 and 0/4, and with a batch size of 16 for operation 4/0.
The ﬁgure suggests that increasing the value of
￿ up to 10 does not cause a severe throughput
degradation. To explain this, it is necessary to look at the components of the model in more detail.
Themodelbreaksthetimetoexecutetherequestsintothreecomponents: thetimetogettherequests
in the batch to the replicas,
￿
￿
￿
￿
￿
￿
￿ , the time to prepare the batch,
￿
￿
￿
￿
￿
￿
￿
￿
￿ , and the time to execute the
1110
￿ 2 4 6
￿ 8
￿ 10
f 
￿
0
5000
10000
15000
20000
0
/
0
 
o
p
e
r
a
t
i
o
n
s
 
p
e
r
 
s
e
c
o
n
d
read-only
￿
read-write
￿
0
￿ 2 4 6
￿ 8
￿ 10
f 
￿
0
2000
4000
6000
8000
10000
0
/
4
 
o
p
e
r
a
t
i
o
n
s
 
p
e
r
 
s
e
c
o
n
d
0
￿ 2 4 6
￿ 8
￿ 10
f 
0
1000
2000
3000
4
/
0
 
o
p
e
r
a
t
i
o
n
s
 
p
e
r
 
s
e
c
o
n
d
￿
Figure 8-24: Predicted throughput for increasing
￿ for operations 0/0, 0/4 and 4/0.
requests in the batch and get the replies to the clients
￿
￿
￿
 
￿
￿
￿
!
￿ .
For our experimental setup and the values in this ﬁgure, the last component is equal to the CPU
time spent by the replicas executing the requests and sending the replies. Therefore,
￿
￿
￿
 
￿
￿
￿
!
￿ does
not increase with the number of replicas.
￿
￿
￿
"
￿
￿
￿ is either equal to the communication time in each
replica’slink(inoperation4/0)ortotheCPUtimereceivingandcheckingtherequestsatthereplicas
(in operations 0/0 and 0/4). In either case,
￿
￿
￿
￿
￿
#
￿ grows slowly with the number of replicas; it grows
only because of increased communication cost due to larger authenticators.
￿
￿
￿
￿
￿
￿
￿
!
￿ grows quickly as
the number of replicas increases becauseboth the number and size of pre-prepare/preparemessages
processedby the replicasgrowlinearly with
￿ . But the growingoverheadin
￿
￿
￿
￿
￿
￿
￿
!
￿ is amortizedover
the size of the batch.
The
￿
￿
￿
￿
￿
￿
￿
￿
￿ component is 0 for read-only requests, which explains why the throughput decreases
moreslowlywiththeread-onlyoptimizationforoperations0/0and4/0. Additionally,
￿
￿
￿
 
￿
￿
￿
!
￿ actually
decreases with the number of replicas for operation 0/4, which explains why throughput improves
slightly as the number of replicas increases.
For read-write operations 0/0 and 0/4, the current implementation might not do as well as the
model predicts because the requests in these operations are inlined in the pre-prepare message and
themaximumbatchsizewoulddecreasedownto27for
￿
o
￿ 10. Butthisisnotanintrinsicproblem;
the library could use separate request transmission for all request sizes.
8.3.5 Sensitivity to Variations in Model Parameters
We used the analytic model to predict the performance of the BFT library in two different experi-
mental setups: a WAN environment, and a LAN with 1Gb/s Ethernet and 1.2GHz processors. The
WAN environment is interesting because placing the replicas in different geographic locations is an
important technique to increase their failure independence. The LAN environment represents the
fastest LAN available today.
112WAN
We assumed that the only parameters that varied when switching between our current experimental
setup and the WAN environment were the network latency,
$
&
% , and the network cost per byte,
$
(
’ ,
(i.e., the inverse of the throughput). We also assumed that these parameters were the same for
communication between all pairs of nodes.
Wemeasuredthevalueof theseparametersbetweenahostatMITandahostattheUniversityof
CaliforniaatBerkeley. Weobtainedaround-triplatencyof75msandathroughputofapproximately
150KB/s. Based on these values, we set
$
)
%
c
￿ 37500
* s and
$
’
￿ 6
+61
* s/byte.
We are not modeling message losses. We measured a loss rate of less than 0.5%; this should
not impact performance very signiﬁcantly. Furthermore, the algorithm can tolerate some message
loss without requiring retransmissions. We are also assuming that multicast works in the WAN
environment; this is not true in the entire Internet today but there are already several important ISPs
that provide multicast services (e.g. UUNET).
Figure 8-25 shows the predicted slowdown in the latency to invoke the replicated service, BFT,
relative to the service without replication,NO-REP, in a WAN. It presents results for operations0/0,
0/8, and 8/0 with and without the read-only optimization. The number of replicas was four.
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Figure 8-25: Latency: predicted slowdown due to BFT library in a WAN environment.
In the LAN, we measured a slowdown of approximately 4 for operation 0/0 without the read-
only optimization and 2 with the optimization. The slowdown decreases in the WAN because
the CPU costs are dwarfed by the network costs. The slowdown is approximately 2 for read-write
operation0/0becausetheprotocolintroducesanextraround-tripdelayrelativetothesystemwithout
replication. The read-only optimization eliminates the extra round-trip and virtually eliminates the
slowdown.
The slowdown for read-write operations 0/8 and 8/0 is actually slightly larger than the value we
measured in our experimental setup. This is because the ratio between a round-trip delay and the
113timeto transmitan8KBmessageishigherintheWAN environment. However,theslowdowninthe
WANshouldvirtuallyvanishforlargerresultandargumentsizeswhereasittendstoanasymptoteof
1.26 in our LAN. In many conﬁgurations, communication between the replicas is likely to be faster
than communication between clients and replicas. This would decrease slowdown even further.
The throughput in the WAN environmentis bound by the low network throughputin our model.
The extra round-trip latency introduced by the protocol is amortized over the batch size and we
can run the protocol in parallel for several batches. Thus, the limit is the network throughput in
the server links not the extra computation and communication introduced by the protocol. For
example, the server link bandwidth limits the throughput in NO-REP to 18 operationsper second in
operation 0/8. The predicted throughput for BFT is 59 operations per second without the read-only
optimization and 65 operations per second with the optimization.
Fast LAN
To model the LAN with 1Gb/s Ethernet and 1.2GHz processors, we divided the switch parameters
we measured by 10 and the processor parameters by 2. Figure 8-26 shows the predicted slowdown
in the latency to invoke the replicated service, BFT, relative to the service without replication,
NO-REP, in the fast LAN environment. It presents results for operations 0/0, 0/8, and 8/0 with and
without the read-only optimization. The number of replicas was four.
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Figure 8-26: Latency: predicted slowdown due to BFT library in a fast LAN environment.
The predictions for the slowdown in operation 0/0 in the fast LAN environment are almost
identical to those in our experimental environment. But the slowdown for operations 0/8 and 8/0
is higher. This is explained by a higher ratio between the cost per byte of digest computation and
the cost per byte of communication. The model predicts an asymptote of 1.65 for the slowdown as
the argument and result sizes increase whereas it predicts an asymptote of 1.26 in our experimental
environment.
114Figure 8-27 shows the predicted throughput for BFT in our experimental environment and in
the fast LAN. The throughput is normalized to allow a comparison: it is divided by the predicted
throughput for NO-REP in the same conﬁguration.
0/0 
4
￿
5 0/8
4 8/0
4
read-write
6
0
1
2
3
n
o
r
m
a
l
i
z
e
d
 
t
h
r
o
u
g
h
p
u
t
 
7
slow LAN
fast LAN
8
0/0 
4
￿
5 0/8
4 8/0
4
read-only
0
1
2
3
n
o
r
m
a
l
i
z
e
d
 
t
h
r
o
u
g
h
p
u
t
 
7
slow LAN
fast LAN
8
Figure 8-27: Predicted throughput for BFT in slow and fast LANs normalized to NO-REP’s
throughput.
The normalizedthroughputsforoperation0/0 in thetwo conﬁgurationsare verysimilar because
the server CPU is the bottleneck for both BFT and NO-REP in the two conﬁgurations. But the
normalized throughput for operations 0/8 and 8/0 is lower in the fast LAN. This happens because
the network speed increases by a factor of 10 but the CPU speed only increases by a factor of 2 and
BFT places a heavier load on the CPUs than NO-REP.
8.4 Checkpoint Management
Theexperimentsintheprevioussectionusedasimpleservicethathadnostate. Theonlycheckpoint
management overhead in those experiments was due to storing the last replies to read-write opera-
tions sent to each client. This section analyzes the performance overhead introduced by checkpoint
management using a modiﬁed version of the simple service that adds state. The state in the new
service is a persistent array of contiguous pages that is implemented by the replicas using a large
memory-mapped ﬁle. The service operations can read or write these pages.
The section presents results of experiments to measure both the time to create checkpoints and
the time for state transfer to bring replicas up-to-date.
8.4.1 Checkpoint Creation
The BFT library creates a checkpoint whenever the requests in a batch with sequence number
divisible bythe checkpointperiod are executed. The requests that executebetweentwo checkpoints
115are said to be in the same checkpoint epoch. The checkpoints are created using the technique
described in Section 5.3. In our experimental setup, the checkpoint period,
9 , is equal to 128. The
state partition tree has 4 levels, each internal node has 256 children, and the pages (i.e. the leaves
of the tree) have 4 KB.
We ran a benchmark to measure the cost of checkpoint creation using the simple service with
state. The benchmark used a state with 256 MB, 4 replicas, and 1 client. The client invoked
operations that received an offset into the state and a stride as arguments; and then wrote eight
4-byte words to the state starting at the offset and separated by the stride. The offset argument for
an operation was made equal to the offset of the last word written by the previous operation plus the
stride value. This allowed us to measure the cost of checkpointing in a controlled way: by running
experiments with different stride values, we were able to vary the number of modiﬁed pages per
checkpoint epoch without changing the cost to run the protocol and execute the operations.
Thecostof checkpointcreationhastwocomponents: thetimeto performcopy-on-write(COW)
and the time to compute the checkpoint digest. Figure 8-28 showsthe values we measured for these
timeswithavaryingnumberofmodiﬁedpagespercheckpointepoch. Thetimetocreatecheckpoints
increases slightly when the modiﬁed pages are selected at random (for example, it increases 4% for
128 pages).
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Figure 8-28: Checkpoint cost with a varying number of modiﬁed pages per checkpoint epoch.
The results show that both the time to perform copy-on-write and the time to compute digests
grow linearly with the number
? of distinct pages modiﬁed during a checkpoint epoch. We ran a
linear regression on the digest and copy-on-write results. The coefﬁcient of determination was 1
for the digest results and 0.996 for the copy-on-write results. We obtained the following model for
the checkpoint time in microseconds:
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C includes the time to iterate over a bitmap that indicates which pages have been modiﬁed
and the time to clear this bitmap; this accounts for the 248
* s latency. The cost to digest each page
is 72
* s, which is 39% higher than the time to digest a page using MD5. The additional overhead
is due to the cost of updating the incremental checkpoint for the parent using the AdHash [BM97]
algorithm.
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￿
S includes the time to allocate memory to hold a copy of the page and the time to copy
the page. The model for
￿
@
B
R
￿
S is not as good because the cost per page actually increases with the
number of pages modiﬁed; this accounts for the high latency of 767
* s in spite of an experimental
result of 52
* s with
?
￿ 3. We ran some micro-benchmarks that showed that the increased cost per
page was due to a growing cost to allocate memory to hold the copy of the page.
In these experiments, the service state ﬁt in main memory. We do not expect checkpointing
to increase the number of disk accesses signiﬁcantly when the state does not ﬁt in main memory.
A page is copied just before it is accessed and digests are computed on the pages that have been
modiﬁed in the preceding checkpoint epoch; these pages are likely to be in main memory. The only
case where checkpointing can increase the number of disk accesses signiﬁcantly is when the space
overheadto keep the checkpointsrepresents a signiﬁcantfraction of the memoryavailable; this case
is unlikely in practice.
The cost of checkpoint creation can represent a substantial fraction of the average cost to run an
operation when the rate of change is high. For example, the cost of checkpoint creation represents
approximately65% of thetotal costto runthe experimentwitha strideof 1024. Thisis aworst-case
example because each operation modiﬁes 8 pages without performing any computation and with
little communication overhead (because it has small argument and result sizes). Nevertheless, it is
not hard to imagine real applications where the current implementation of checkpoint management
will be the bottleneck.
It is possible to improve checkpoint performance with sparse writes by using smaller pages in
the partition hierarchy. But decreasing the size of these pages increases the space overhead due to
additional meta-data. A more interesting alternative would be to compute checkpoint digests lazily.
It is possible to modify the protocol not to send checkpoint digests in checkpoint messages. Thus,
checkpoint digests would need to be computed only before a view change or a state transfer. This
has the potential of substantially reducing the overhead during the normal case at the expense of
potentially slower view changes and state transfers.
8.4.2 State Transfer
We also ran experiments to measure the time to complete a state transfer. The experiments used
the simple service with 256 MB of state and 4 replicas. In the ﬁrst experiment, a client invoked
117operations that modiﬁed a certain number of pages
? . Then, the client was stopped and one of the
backups was restarted from its initial state. We measured the time to complete the state transfer to
bring that backupup-to-datein an idle system. The experimentwas runfor severalvaluesof
? both
with randomly chosen pages and pages chosen sequentially. Figure 8-29 shows the elapsed time to
complete the state transfer and its throughput.
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Figure 8-29: State transfer latency and throughput.
The results show that the time to complete the state transfer is proportional to the number
of pages that are out-of-date. The throughput is approximately equal to 5 MB/s except that it is
4.5 MB/s when fetching 1000 random pages. The throughput is lower with random pages because
it is necessary to fetch more meta-data information but this additional overhead is dwarfed by the
time to fetch a large number of pages.
The time to complete the state transfer is dominated by the time to fetch data pages and the
time to compute their digests to check their correctness. We measured an average time to digest
each page of 56
* s and our communication model predicts 651
* s to send the fetch message and
receivethe data. This predictsa throughputof 5.5 MB/s, whichis close to the maximumthroughput
observed (5.1MB/s).
The second experiment ran 5 clients. Each client invoked an operation that took a 4 KB page
as an argument and wrote its value to a random page in the state. We ran this experiment with 3
replicas and measured an aggregate throughput of 6.7 MB/s from the clients to the service. Then,
we reran the experiment with 4 replicas but one of the replicas was started 25 seconds after the
beginning of the experiment. The results show that the replica was unable to get up-to-date; it
started a state transfer that never ended because the state was modiﬁed faster than it could fetch
the modiﬁcations. This happened because the maximum state transfer throughout is approximately
5 MB/s and the current implementation does not give priority to fetch messages (it uses a single
118queue for all messages). On the positive side, the state transfer did not delay request processing
signiﬁcantly and the clients achieved an aggregate throughput of 6.5 MB/s.
The problem in the previous paragraph may decrease availability: if there is a fault, the system
willstopprocessingclientrequestsuntiltheout-of-datereplicacancompletethestatetransfer. There
are several ways to ameliorate this problem. First, the throughput of the state transfer mechanism
can be improved by fetching pages in parallel from all replicas; this should improve throughput to
the link bandwidth (12MB/s). Second, the replicas can give priority to handling of fetch requests:
thiswillreducethedegradationinthestatetransferthroughputinthepresenceofrequestprocessing.
Additionally, it will slow down request processing thereby increasing the chances that the replica
will be able to complete the state transfer. A more drastic step would be to artiﬁcially restrict the
rate of change.
8.5 View Changes
The experimentsdescribed so far analyze the performance of the system when there are no failures.
This section studies the performance of the view change protocol. It measures the time from the
moment a replica sends a view-change message until it is ready to start processing requests in the
new view. This time includes not only the time to receive and process the new-view message but
also the time to obtain any missing requests and, if necessary, the checkpoint chosen as the starting
point for request processing in the new view.
We measured the time to complete the view change protocol using the simple service with
256 MB of state and 4 replicas. There was a single client that invoked two types of operations: a
read-only operation that returned the value of a page; and a write operation that took a 4KB page
value as an argument and wrote it to the state. The client chose the operation type and the page
randomly. View changes were triggered by a separate process that multicast special messages that
caused all replicas to move to the next view at approximately the same time.
Table 8.6 shows the time to complete a view change for an idle system, and when the client
executes write operations with 10% and 50% probability. For each experiment, we timed 128 view
changes at each replica and present the average value taken over all replicas.
idle 10% 50%
view-change time (
* s) 575 4162 7005
Table 8.6: Average view change time with varying write percentage.
Replicas never pre-prepare any request in the idle system. Therefore, this case represents the
minimum time to complete a view change. This time is small; it is only 34% greater than the time
to execute operation 0/0 on the simple service.
119The view change time increases when the replicas process client requests because view-change
messages include information about requests that are prepared or pre-prepared by the replicas.
Table 8.7 shows that the average size of view changes increases: they contain information about
an average of 56 requests for 10% writes and 71 requests for 50% writes. The increase in the
view change time from 10% to 50% writes is partly explained by the 27% increase in the number
of requests in view change messages but most of it is due to one view change that took 607ms to
complete. Thisviewchangewas muchslowerbecausethereplicawasout-of-dateandhadto fetcha
missing checkpoint before it could start processing requests in the new view. The time to complete
view changes also increases when it is necessary to fetch missing requests or when the replica has
to rollback its state because it executed a request tentatively that did not commit. But these are
relatively uncommon occurrences.
idle 10% 50%
view-change size (bytes) 160 1954 2418
new-view size (bytes) 136 189 203
Table 8.7: Average size of view-change and new-view messages with varying write percentage.
The time to complete a view change when the primary fails has an additional component: the
timeout replicas wait for an outstanding request to execute before suspecting that the primary is
faulty. The cost of the viewchange protocol in our library is small; this enablesthe timeout to be set
to a small value (e.g., one second or less) to improve availability without risking poor performance
due to false failure suspicions.
8.6 BFS
We measured the performance of the BFT library using simple, service-independent benchmarks.
Next, we present the results of a set of experiments to evaluate the performance of a real service —
BFS, which is a Byzantine-fault-tolerantNFS service built using the BFT library that was described
in Section 6.3.
The experiments compared the performance of BFS with two other implementations of NFS:
NO-REP, which is identical to BFS except that it is not replicated, and NFS-STD, which is the
NFS V2 implementation in Linux with Ext2fs at the server. The ﬁrst comparison allows us to
evaluatethe overheadof the BFT library accurately within an implementation of a real service. The
second comparison shows that BFS is practical: its performance is similar to the performance of
NFS-STD, which is used daily by many users. Since the implementation of NFS in Linux does
not ensure stability of modiﬁed data and meta-data before replying to the client (as required by the
NFS protocol [S
[ 85]), we also compare BFS with NFS-DEC, which is the NFS implementation in
120Digital Unix and provides the correct semantics.
The section starts with a description of the experimental setup. Then, it evaluates the perfor-
mance of BFS without view-changes or proactive recovery and it ends with an analysis of the cost
of proactive recovery.
8.6.1 Experimental Setup
The experiments to evaluate BFS used the setup described in Section 8.1. They ran two well-
known ﬁle system benchmarks: the modiﬁed Andrew benchmark [Ous90, HKM
[ 88] and Post-
Mark [Kat97].
ThemodiﬁedAndrewbenchmarkemulatesasoftwaredevelopmentworkload. Ithasﬁvephases:
(1) creates subdirectories recursively; (2) copies a source tree; (3) examines the status of all the
ﬁles in the tree without examiningtheir data; (4) examines every byte of data in all the ﬁles; and (5)
compiles and links the ﬁles.
Unfortunately, Andrew is so small for today’s systems that it does not exercisethe NFS service.
So we increasedthe size of the benchmarkby a factor of
\ as follows: phase 1 and 2 create
\ copies
of the source tree, and the other phases operate in all these copies. We ran a version of Andrew
with
\ equal to 100, Andrew100, and another with
\ equal to 500, Andrew500. BFS builds a ﬁle
system inside a memory mapped ﬁle. We ran Andrew100 in a ﬁle system ﬁle with 205 MB and
Andrew500 in a ﬁle system ﬁle with 1 GB; both benchmarks ﬁll 90% of theses ﬁles. Andrew100
ﬁts in memory at both the client and the replicas but Andrew500 does not.
PostMark [Kat97] models the load on Internet Service Providers. It emulates the workload
generated by a combination of electronic mail, netnews, and web-based commerce transactions.
The benchmark starts by creating a large pool of ﬁles with random sizes within a conﬁgurable
range. Then, it runs a large number of transactions on these ﬁles. Each transaction consists of
a pair of sub-transactions: the ﬁrst one creates or deletes a ﬁle, and the other one reads a ﬁle or
appends data to a ﬁle. The operation types for each sub-transaction are selected randomly with
uniform probability distribution. The create operation creates a ﬁle with a random size within the
conﬁgurable range. The delete operation deletes a random ﬁle from the pool. The read operation
reads a random ﬁle in its entirety. The append operation opens a random ﬁle, seeks to its end, and
appends a random amount of data. After completing all the transactions, the remaining ﬁles are
deleted.
We conﬁgured PostMark with an initial pool of 10000 ﬁles with sizes between 512 bytes and
16 Kbytes. The ﬁles were uniformly distributed over 130 directories. The benchmark ran 100000
transactions.
For all benchmarks and NFS implementations, the actual benchmark code ran at the client
workstation using the standard NFS client implementation in the Linux kernel with the same
mount options. The most relevant of these options for the benchmark are: UDP transport, 4096-
121byte read and write buffers, allowing write-back client caching, and allowing attribute caching.
Both NO-REP and BFS used two relay processes at the client (see Section 6.3).
Out of the 18 operations in the NFS V2 protocol only getattr is read-only because the time-
last-accessedattribute of ﬁlesand directoriesis set byoperationsthat would otherwisebe read-only,
e.g., readand lookup. We modiﬁedBFSnot to maintainthe time-last-accessedattribute in order
to apply the read-only optimization to read and lookup operations. This modiﬁcation violates
strict Unix ﬁle system semantics but is unlikely to have adverse effects in practice.
8.6.2 Performance Without Recovery
We will now analyze the performance of BFS without view-changes or proactive recovery. We will
start by presentingresults of experimentsthat ran with four replicas and later we will present results
obtained with seven replicas. We also evaluate the impact of the most important optimization in
BFT, the elimination of public-key cryptography, on the performance of BFS.
Four Replicas
Figures8-30and8-31presentresultsforAndrew100andAndrew500,respectively,inaconﬁguration
with four replicas and one client machine. We report the mean of 3 runs of the benchmark. The
standard deviation was always below 1% of the reported averages except for phase 1 where it was
as high as 33%.
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Figure 8-30: Andrew100: elapsed time in seconds.
ThecomparisonbetweenBFSandNO-REPshowsthattheoverheadofByzantinefaulttolerance
islowforthisservice—BFStakesonly14%moretimetorunAndrew100and22%moretimetorun
Andrew500. Thisslowdownissmallerthanwhatwasobservedwiththelatencyofthesimpleservice
because the client spends a signiﬁcant fraction of the elapsed time computing between operations
(i.e., between receiving the reply to an operation and issuing the next request) and operations at the
122server perform some computation. Additionally, there are a signiﬁcant number of disk writes at the
server in Andrew500.
The overhead is not uniform across the benchmark phases: it is 40% and 45% for the ﬁrst two
phases and approximately 11% for the last three. The main reason for this is a variation in the
amount of time the client spends computing between operations.
The comparison with NFS-STD shows that BFS can be used in practice — it takes only
15% longer to complete Andrew100 and 24% longer to complete Andrew500. The performance
difference would be smaller if Linux implemented NFS correctly. For example, the results in
Table8.8showthatBFSis2%fasterthantheNFSimplementationinDigitalUnix,whichimplements
the correct semantics. The implementation of NFS on Linux does not ensure stability of modiﬁed
data and meta-data before replying to the client as required by the NFS protocol, whereas BFS
ensures stability through replication.
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Figure 8-31: Andrew500: elapsed time in seconds.
Table 8.8 shows a comparison between BFS, NO-REP, and the NFS V2 implementation in
Digital Unix, NFS-DEC. These experiments ran the Andrew benchmark with one client and four
replicas on DEC 3000/400 Alpha workstations connected by a switched 10Mb/s Ethernet. The
complete experimental setup is described in [CL99c].
The results show that BFS is 2% faster than NFS-DEC. This is because during phases 1, 2, and
5 a large fraction (between 21% and 40%) of the operations issued by the client are synchronous,
i.e., operations that require the NFS implementation to ensure stability of modiﬁed ﬁle system state
before replying to the client. NFS-DEC achievesstability by writing modiﬁed state to disk whereas
BFS achieves stability with lower latency using replication (as in Harp [LGG
[ 91]). NFS-DEC is
faster than BFS in phases 3 and 4 because the client does not issue synchronous operations.
Figure8-32presentsthethroughputmeasuredusingPostMark. Theresultsareaveragesofthree
runs and the standard deviation was below 2% of the reported value. The overhead of Byzantine
fault tolerance is higher in this benchmark: BFS’s throughput is 47% lower than NO-REP’s. This
123phase BFS NO-REP NFS-DEC
1 0.47 0.35 1.75
2 7.91 5.08 9.46
3 6.45 6.11 5.36
4 7.87 7.41 6.60
5 38.3 32.12 39.35
total 61.07 51.07 62.52
Table 8.8: Andrew: BFS vs NFS-DEC elapsed times in seconds.
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Figure 8-32: PostMark: throughput in transactions per second.
124is explained by a reduction on the computation time at the client relative to Andrew. What is
interesting is that BFS’s throughput is only 13% lower than NFS-STD’s. The higher overhead is
offset by an increase in the number of disk accesses performed by NFS-STD in this workload.
Seven Replicas
Figure 8-33 shows a comparison between the time to complete Andrew100 with four replicas
(
d
V
e 1) and with seven replicas (
d
V
e 2). All replicas had a 600 MHz Pentium III processor and the
client had a 700 MHz Pentium III processor. We report the average of three runs of the benchmark.
The standard deviation was always below 1% of the reported value.
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Figure 8-33: Andrew100: elapsed time with f=1 and f=2.
Theresultsshowthatimprovingtheresilienceofthesystembyincreasingthenumberofreplicas
from four to sevendoes not degrade performancesigniﬁcantly. This outcomewas predictable given
the micro-benchmark results in the previous sections. Since there is a signiﬁcant amount of
computation at the client in Andrew100, BFS with
d
V
e 2 is only 3% slower than with
d
V
e 1.
Elimination of Public-Key Cryptography
The micro-benchmarksin Section 8.3.3 showedthat the replacementof digital signatures by MACs
improvedperformancedramatically. Toevaluatetheimpactofthisoptimizationontheperformance
of a real service, we implemented BFS-PK using the BFT-PK library (that was described in that
section). Tables 8.9 and 8.10 present results comparing the time to complete Andrew100 and
Andrew500 (respectively) in BFS and BFS-PK.
The results show that BFS-PK takes 12 times longer than BFS to run Andrew100 and 15
times longer to run Andrew500. The slowdown is smaller than the one observed with the micro-
benchmarks because the client performs a signiﬁcant amount of computation in this benchmark.
Additionally, both BFS and BFS-PK use the read-only optimization for getattr, read and
125phase BFS-PK BFS
1 25.4 0.7
2 1528.6 39.8
3 80.1 34.1
4 87.5 41.3
5 2935.1 265.4
total 4656.7 381.3
Table 8.9: Andrew100: elapsed time in seconds for BFS and BFS-PK.
lookup; this reduces the performance difference between BFS and BFS-PK during phases 3 and
4 where most operations are read-only.
phase BFS-PK BFS
1 122.0 4.2
2 8080.4 204.5
3 387.5 170.2
4 496.0 262.8
5 23201.3 1561.2
total 32287.2 2202.9
Table 8.10: Andrew500: elapsed time in seconds for BFS and BFS-PK.
8.6.3 Performance With Recovery
Frequent proactive recoveriesand key changes improve resilience to faults by reducing the window
of vulnerability, but they also degrade performance. We ran Andrew to determine the minimum
window of vulnerability that can be achieved without overlapping recoveries. Then, we conﬁgured
thereplicatedﬁlesystemtoachievethiswindow,andmeasuredtheperformancedegradationrelative
to a system without recoveries.
The implementation of the proactive recovery mechanism is complete except that we are sim-
ulating the secure co-processor, the read-only memory, and the watchdog timer in software. We
are also simulating fast reboots. The LinuxBIOS project [Min00] has been experimenting with
replacing the BIOS by Linux. They claim to be able to reboot Linux in 35 s (0.1 s to get the
kernel running and 34.9 to execute scripts in /etc/rc.d) [Min00]. This means that in a suitably
conﬁguredmachineweshould be ableto reboot in less thana second. Replicassimulate areboot by
sleeping either 1 or 30 seconds and calling msync to invalidate the service-state pages (this forces
reads from disk the next time they are accessed).
126Recovery Time
Thetimetocompleterecoverydeterminestheminimumwindowofvulnerabilitythatcanbeachieved
without overlaps. We measured the recovery time for Andrew100 and Andrew500with 30s reboots
and with the period between key changes,
i
&
j , set to 15s.
Table 8.11 presents a breakdownof the maximum time to recover a replica in both benchmarks.
Since the processes of checking the state for correctness and fetching missing updates over the
network to bring the recovering replica up to date are executed in parallel, Table 8.11 presents a
single line for both of them. The line labeled restore state only accounts for reading the log from
disk; the service state pages are read from disk on demand when they are checked.
Andrew100 Andrew500
save state 2.84 6.3
reboot 30.05 30.05
restore state 0.09 0.30
estimation 0.21 0.15
send new-key 0.03 0.04
send request 0.03 0.03
fetch and check 9.34 106.81
total 42.59 143.68
Table 8.11: Andrew: maximum recovery time in seconds.
The most signiﬁcant components of the recovery time are the time to save the replica’s log and
service state to disk, the time to reboot, and the time to checkand fetchstate. The other components
are insigniﬁcant. The time to reboot is the dominant component for Andrew100 and checking and
fetching state account for most of the recovery time in Andrew500 because the state is bigger.
Given these times, we set the period between watchdog timeouts,
i
J
k , to 3.5 minutes in An-
drew100 and to 10 minutes in Andrew500. These settings correspond to a minimum window of
vulnerability of 4 and 10.5 minutes, respectively. We also ran the experiments for Andrew100 with
a 1s reboot and the maximum time to complete recovery in this case was 13.3s. This enables a
window of vulnerability of 1.5 minutes with
i
J
k set to 1 minute.
Recovery must be fast to achieve a small window of vulnerability. While the current recovery
times are low, it is possible to reduce them further. For example, the time to check the state can
be reduced by periodically backing up the state onto a disk that is normally write-protected and
by using copy-on-write to create copies of modiﬁed pages on a writable disk. This way only the
modiﬁedpagesneedtobechecked. Iftheread-onlycopyofthestateisbroughtuptodatefrequently
(e.g., daily), it will be possible to scale to very large states while achieving even lower recovery
times.
127Recovery Overhead
We also evaluatedthe impact of recoveryon performancein the experimentalsetup describedin the
previous section; Figure 8-34 shows the elapsed time to complete Andrew100 and Andrew500 as
the window of vulnerability increases. BFS-PR is BFS with proactive recoveries. The number in
square brackets is the minimum window of vulnerability in minutes.
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Figure 8-34: Andrew: elapsed time in seconds with and without proactive recoveries.
The results show that adding frequent proactive recoveries to BFS has a low impact on perfor-
mance: BFS-PR[4] is 16% slower than BFS in Andrew100 and BFS-PR[1.5] is only 27% slower
(even though every 15s one replica starts a recovery). The overhead of proactive recovery in
Andrew500 is even lower: BFS-PR[10.5] is only 2% slower than BFS.
There are severalreasons why recoverieshave a low impact on performance. The most obvious
is that recoveriesare staggered such that there is nevermore than one replica recovering;this allows
the remaining replicas to continue processing client requests. But it is necessary to perform a view
change whenever recovery is applied to the current primary and the clients cannot obtain further
service until the view change completes. These view changes are inexpensive because a primary
multicasts a view-change message just before its recovery starts and this causes the other replicas
to move to the next view immediately.
The results also show that the period between key changes,
i
&
j , can be small without impacting
performance signiﬁcantly.
i
&
j could be smaller than 15s but it should be substantially larger than
3 message delays under normal load conditions to provide liveness. The problem is that changing
keys frequently does not scale well with the number of clients. Active clients need to refresh their
keys to ensure that the reply certiﬁcates contain only messages generated by the replicas within
an interval of size at most 2
t
G
i
J
j . This means that, with 200 active clients and
i
&
j
u
e 15
v , each
replica would spend 20% of the time processing new-key messages from clients. This processing
128is performed by the secure co-processor, which allows the replicas to use the CPUs to execute the
protocol. Nevertheless, it may be a problem with a large number of active clients.
8.7 Summary
The results in this chapter show that services implemented with the BFT library perform well even
when compared with unreplicated implementations. Section 8.7.1 summarizes the experimental
results obtained with the micro-benchmarks, which were designed to evaluate the performance of
the BFT library in a service-independent way, and the performance results for BFS are summarized
in Section 8.7.2.
8.7.1 Micro-Benchmarks
Recallthatthemicro-benchmarkscomparetwoimplementationsofasimpleservicewithnostateand
whose operations perform no computation. The two implementations are BFT, which is replicated
using the BFT library, and NO-REP, which is not replicated. The micro-benchmarks overestimate
the overhead introduced by the BFT library because, in real services, computation or I/O at clients
and servers reduces the overhead relative to unreplicated implementations.
The experimental results show that our analytic performance model is accurate: the absolute
value of the relative predictionerror for latency and throughput was below 10% of the experimental
results for almost all experiments.
Latency
When the operation argument and result sizes are very small, the latency to invoke the replicated
service is much higher than without replication. The maximum slowdown relative to NO-REP
occurs when the operation argument and result size are both equal to 8 B and it is equal to 4.07 for
read-write operations and 1.93 with the read-only optimization.
However, the slowdown decreases quickly as the argument and result sizes increase. For
example, the slowdown with an 8 KB result size is 1.47 for read-write operations and 1.25 with
the read-only optimization. The model predicts an asymptote of 1.26 for the slowdown with very
large arguments or results for bothread-write and read-onlyoperations. The read-onlyoptimization
reduces slowdown signiﬁcantly with small argument and result sizes but its beneﬁt decreases to
zero as these sizes increase.
The model predicts similar trends in a WAN environment. However, the maximum predicted
slowdown relative to NO-REP is approximately 2 for read-write operations because the communi-
cation latency in the WAN dwarfs CPU costs and BFT only adds an extra round-trip. The read-only
optimization removes this round-trip and virtually eliminates the overhead.
129Increasing the number of replicas from 4 to 7 does not cause a severe increase in the latency
to invoke the replicated service. In our experimental setup, the maximum overhead relative to
the conﬁguration with 4 replicas is 30% with very small argument and result sizes. Furthermore,
the overhead decreases as the argument or result sizes increase: it is at most 7% for read-write
operations and 2% with the read-only optimization with an argument or result size of 8 KB.
The model predicts a similar behavior in conﬁgurations with up to 31 replicas (
d
G
e 10): there
is a large overheadfor operationswith small argumentand result sizesbut it decreasesas thesesizes
increase. For example, BFT with
d
w
e 10 is 4.2 times slower than with
d
x
e 1 with 8 B arguments
and results but only 1.9 with 8 KB arguments and 1.7 with 8 KB results. The slowdown is lower
with the read-only optimization: BFT with
d
V
e 10 is at most 3.3 times slower with 8 B arguments
and results but only 1.35 with 8 KB arguments and 1.13 with 8 KB results.
Throughput
The results show that BFT has signiﬁcantly lower throughput than NO-REP for operations with
small argument and result sizes. The bottleneck in this case is the replica (or server) CPU and BFT
generates more CPU load than NO-REP. For example, when both the argument and the result size
are equal to 8 B, BFT achieves a throughput that is 52% lower than NO-REP’s with read-write
operations and 35% lower with the read-only optimization.
However, the throughput degradation is less signiﬁcant with large argument sizes: BFT’s
throughput is only 11% lower than NO-REP’s with 4 KB arguments. The bottleneck in this case is
thenetwork link to eachreplica(or tothe server). Furthermore,withlarge resultsizes BFTachieves
better throughput than NO-REP because different clients can obtain large results in parallel from
different replicas: BFT’s throughput with 4 KB results is 2.3 times higher than NO-REP’s for
read-write operations and up to 3 times higher with the read-only optimization. The bottleneck in
NO-REP is the network link to the client and in BFT it is the CPU at the replicas.
According to our model, increasing the resilience of the system to
d
y
e 10 does not cause a
severethroughputdegradationrelativetotheconﬁgurationwith
d
V
e 1: themaximumdegradationis
31% for read-write operations with very small argument and result sizes. Furthermore, it decreases
as these sizes increase. The degradation is even lower for read-only operations: the maximum
degradation is 5% and throughput actually improves as the number of replicas increases for large
result sizes.
Impact Of Optimizations
BFT performs well because of several important optimizations. The most important is the elimi-
nation of public-key cryptography. This optimization improves latency dramatically in our exper-
imental setup; it achieves a speedup between 57 and 138 depending on argument and result sizes.
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Batching requests, digest replies, and separate request transmission are also very important
optimizations. Batchingrequestsis veryeffectiveatimprovingthroughputofread-writeoperations.
For example, it improves the throughput of an operation with argument and result size equal to 8 B
by a factor of 4.1. The digest replies optimization has a signiﬁcant impact with large result sizes.
Our results show that it reduces latency by up to a factor of 2.6 and improves throughput by up to a
factor of 3. Similarly, separate request transmission improves latency and throughput signiﬁcantly
for operations with large argument sizes: it reduces latency by 40% and improves throughput by
91%.
Tentative execution of requests is not as effective: it improves latency by at most 27% and has
no signiﬁcant impact on throughput.
8.7.2 BFS
The performance results for BFS show that the relative overhead introduced by the BFT library is
even lower for a real service. BFS takes 14% to 22% more time than an unreplicatedservice (which
uses the same ﬁle system code) to complete scaled up versions of the Andrew benchmark.
The comparisonwith NFS implementationsin production operatingsystems (Linux and Digital
Unix) shows that BFS can be used in practice: its performs similarly to these systems, which are
used daily by many users. BFS’ performance ranges from 2% faster to 21% slower depending on
the NFS implementation and the amount of data used in the scaled up Andrew benchmark. BFS is
2% faster than the NFS implementation in Digital Unix, which implements correct NFS semantics,
andupto21%slowerthantheNFSimplementationinLinuxwithExt2fs,whichdoesnotimplement
the correct semantics.
Finally, the experiments with proactive recovery show that the overhead is low even with very
frequent recoveries: it ranges from 27% with a minimum window of vulnerability of 1.5 minutes to
2% with a window of vulnerability of 10.5 minutes. Therefore, it is possible to improve resilience
by decreasing the window of vulnerability with a low impact on performance.
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Related Work
There is a large body of research on replication but the earlier work did not provide an adequate
solution for building systems that tolerate software bugs, operator mistakes, or malicious attacks.
Most of this work reliedon assumptions that are not realisticin the presence of these types of faults,
and the work that did not rely on unrealistic assumptions performed poorly and did not provide a
complete solution to build replicated systems.
Sections 9.1 and Section 9.2 discuss replication techniques that assume benign faults and
replication techniques that tolerate Byzantine faults, respectively. Section 9.3 discusses other
related work.
9.1 Replication With Benign Faults
Most research on replication has focused on techniques that tolerate benign faults (e.g., [AD76,
Lam78,Gif79,OL88,Lam89,LGG
z 91]): theyassumereplicasfailbystoppingorbyomittingsome
steps. This assumption is not valid with software bugs, operator mistakes, or malicious attacks.
For example, an attacker can replace the code of a faulty replica to make it behave arbitrarily.
Furthermore, services with mutable state may return incorrect replies when a single replica fails
becausethisreplicamaypropagatecorruptinformationtotheothers. Consequently,replicationmay
decrease resilience to these types of faults: the probability of incorrect system behavior increases
with the number of replicas.
Viewstamped replication [OL88] and Paxos [Lam89] use a combination of primary-backup
[AD76] and quorum [Gif79] techniques to tolerate benign faults in an asynchronous system. They
use a primary to assign sequence numbers to requests and they replace primaries that appear to
be faulty using a view change protocol. Both algorithms use quorums to ensure that request
ordering information is propagated to the new view. BFT borrows these ideas from the two
algorithms. But tolerating Byzantine faults requires a protocol that is signiﬁcantly more complex:
BFTusescryptographicauthentication,quorumcertiﬁcates,anextrapre-preparephase,anddifferent
techniques to perform view changes, select primaries, and garbage collect information.
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several replicated ﬁle systems that tolerate benign faults, e.g. Ficus [GHM
z 90], Coda [Sat90],
Echo [HBJ
z 90], and Harp [LGG
z 91]. Our system is most similar to Harp, which also implements
the NFS protocol. Like Harp, we take advantage of replication to ensure stability of modiﬁed data
and meta-data before replying to clients (as required by the NFS protocol) without synchronous
disk writes.
9.2 Replication With Byzantine Faults
Techniques that tolerate Byzantine faults [PSL80, LSP82] make no assumptions about the behavior
offaultycomponentsand,therefore,cantolerateevenmaliciousattacks. However,mostearlierwork
(e.g., [PSL80, LSP82, Sch90, CASD85, Rei96, MR96a, GM98, KMMS98]) assumes synchrony,
which is not a good assumption in real systems because of bursty load in both the processors and
the network. This assumption is particularly dangerous with malicious attackers that can launch
denial-of-service attacks to ﬂood the processors or the network with spurious requests.
Agreement and Consensus
Some agreement and consensus algorithms tolerate Byzantine faults in asynchronous systems (e.g,
[BT85, CR92, MR96b, DGGS99, CKS00]). However, they do not provide a complete solution for
state machine replication, and furthermore, most of them were designed to demonstrate theoretical
feasibility and are too slow to be used in practice.
BFT’s protocol during normal-case operation is similar to the Byzantine agreement algorithm
in [BT85]. However, this algorithm is insufﬁcient to implement state-machine replication: it
guaranteesthat non-faulty processes agree ona message sent bya primary but it is unable to survive
primary failures. Their algorithm also uses symmetric cryptography but since it does not provide
view changes, garbage collection, or client authentication, it does not solve the problems that make
eliminating public-key cryptography hard.
The algorithm in [CKS00] solves consensus more efﬁciently than previous algorithms. It is
possible to use this algorithm as a building block to implement state machine replication but the
performance would be poor: it would require 7 message delays to process client requests and it
would perform at least three public-key signatures in the critical path. The algorithm in [CKS00]
uses a signature sharing scheme to generate the equivalent of our quorum certiﬁcates. This is
interesting: it could be combined with proactive signature sharing [HJJ
z 97] to produce certiﬁcates
that could be exchanged among replicas even with recoveries.
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OurworkisinspiredbyRampart[Rei94,Rei95,Rei96,MR96a]andSecureRing[KMMS98],which
also implement state machine replication. However, these systems rely on synchrony assumptions
for safety.
Both Rampart and SecureRing use group communication techniques [BSS91] with dynamic
group membership. They must exclude faulty replicas from the group to make progress (e.g., to
remove a faulty primary and elect a new one), and to perform garbage collection. For example, a
replica is required to know that a message was received by all the replicas in the group before it can
discard the message. So it may be necessary to exclude faulty nodes to discard messages.
These systems rely on failure detectors to determine which replicas are faulty. However, failure
detectors cannot be accurate in an asynchronous system [Lyn96], i.e., they may misclassify a
replica as faulty. Since correctness requires that fewer than 1
{ 3 of group members be faulty, a
misclassiﬁcation can compromise correctness by removing a non-faulty replica from the group.
This opens an avenue of attack: an attacker gains control over a single replica but does not change
its behavior in any detectable way; then it slows correct replicas or the communication between
them until enough are excluded from the group. It is even possible for these system to behave
incorrectly without any compromised replicas. This can happen if all the replicas that send a reply
to a client are removedfrom the group and the remainingreplicas never process the client’s request.
To reduce the probability of misclassiﬁcation, failure detectors can be calibrated to delay
classifying a replica as faulty. However, for the probability to be negligible the delay must be very
large, which isundesirable. Forexample,if theprimaryhas actuallyfailed, thegroupwill be unable
to process client requests until the delay has expired, which reduces availability. Our algorithm
is not vulnerable to this problem because it only requires communication between quorums of
replicas. Since there is always a quorum available with no faulty replicas, BFT never needs to
exclude replicas from the group.
Public-key cryptography was the major performance bottleneck in Rampart and SecureRing
despite the fact that these systems include sophisticated techniques to reduce the cost of public-key
cryptography at the expense of security or latency. These systems rely on public-key signatures to
work correctly and cannot use symmetric cryptography to authenticate messages. BFT uses MACs
to authenticate all messages and public-key cryptography is used only to exchange the symmetric
keysto computethe MACs. This approachimprovesperformancebyupto two ordersof magnitude
without loosing security.
Rampart and SecureRing can guarantee safety only if fewer than 1
{ 3 of the replicas are faulty
during the lifetime of the system. This guarantee is too weak for long-lived systems. Our system
improvesthisguaranteebyrecoveringreplicasproactivelyandfrequently;itcantolerateanynumber
of faults if fewer than 1
{ 3 of the replicas become faulty within a window of vulnerability, which
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Rampart and SecureRing provide group membership protocols that can be used to implement
recovery, but only in the presence of benign faults. These approaches cannot be guaranteed to work
inthepresenceofByzantinefaultsfortworeasons. First,thesystemmaybeunabletoprovidesafety
if a replica that is not faulty is removed from the group to be recovered. Second, the algorithms rely
on messages signed by replicas even after they are removed from the group and there is no way to
prevent attackers from impersonating removed replicas that they controlled.
Quorum Replication
Phalanx [MR97, MR98a, MR98b] and its successor Fleet [MR00] apply quorum replication tech-
niques [Gif79] to achieve Byzantine fault-tolerance in asynchronous systems. This work does not
provide generic state machine replication. Instead, it offers a data repository with operations to
read or write individual variables and to acquire locks. We can implement arbitrary operations that
access any number of variables and can both read and write to those variables, whereas in Fleet it
would be necessary to acquire and release locks to execute such operations. This makes Fleet more
vulnerable to malicious clients because it relies on clients to group and order reads and blind writes
to preserve any invariants over the service state.
Fleet provides an algorithm with optimal resilience (
|
~
} 3
d
￿
￿ 1 replicas to tolerate
d faults)
but malicious clients can make the state of correct replicas diverge when this algorithm is used. To
prevent this, Fleet requires
|
￿
} 4
d
￿
￿ 1 replicas.
Fleet does not provide a recovery mechanism for faulty replicas. However, it includes a mecha-
nism to estimate the number of faulty replicas in the system [APMR99] and a mechanism to adapt
the threshold
d on the number of faults tolerated by the system based on this estimate [AMP
z 00].
This is interesting but it is not clear whether it will work in practice: a clever attacker can make
compromised replicas appear to behave correctly until it controls more than
d and then it is too late
to adapt or respond in any other way.
There are no published performance numbers for Fleet or Phalanx but we believe our system is
fasterbecauseithasfewermessagedelaysinthecriticalpathandbecauseofouruseofMACsrather
thanpublickeycryptography. InFleet,writesrequirethreemessageround-tripstoexecuteandreads
require one or two round-trips. Our algorithm executes read-write operations in two round-trips
and most read-only operations in one. Furthermore, all communication in Fleet is between the
client and the replicas. This reduces opportunities for request batching and may result in increased
latency since we expect that in most conﬁgurations communication between replicas will be faster
than communication with the client.
The approach in Fleet offers the potential for improved scalability: each operation is processed
by only a subset of replicas. However, the load on each replica decreases slowly with
| (it is
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￿
￿ ). Therefore, we believe that partitioningthe state by severalstate machine replica groups
is a better approach to achieve scalability for most applications. Furthermore, it is possible to
combine our algorithm with quorum systems that tolerate benign faults to improve on Fleet’s
scalability but this is future work.
9.3 Other Related Work
The problem of efﬁcient state transfer has not been addressed by previous work on Byzantine-fault-
tolerantreplication. Wepresentan efﬁcientstatetransfermechanismthatenablesfrequentproactive
recoveries with low performance degradation. The state transfer algorithm is also unusual because
it is highly asynchronous. In replication algorithms for benign faults, e.g.,[LGG
z 91], replicas
typically retain a checkpoint of the state and messages in their log until the recovering replica is
brought up-to-date. This could open an avenue for a denial-of-service attack in the presence of
Byzantine faults. Instead, in our algorithm, replicas are free to garbage collect information and are
minimally delayed by the recovery.
The SFS read-only ﬁle system [FKM00] can tolerate Byzantine faults. This ﬁle system uses a
technique to transfer data between replicas and clients that is similar to our state transfer technique.
They are both based on Merkle trees [Mer87] but the read-only SFS uses data structures that are
optimizedforaﬁlesystemservice. Anotherdifferenceisthatourstatetransferhandlesmodiﬁcations
to the state while the transfer is in progress. Our technique to check the integrity of the replica’s
state during recovery is similar to those in [BEG
z 94] and [MVS00] except that we obtain the tree
with correct digests from the other replicas rather than from a secure co-processor.
The concept of a system that can tolerate more than
d faults provided no more than
d nodes
in the system become faulty in some time window was introduced in [OY91]. This concept has
previously been applied in synchronous systems to secret-sharing schemes [HJKY95], threshold
cryptography [HJJ
z 97], and more recently secure information storage and retrieval [GGJR99]
(whichprovidessingle-writersingle-readerreplicatedvariables). Butouralgorithmismoregeneral;
it allows a group of nodes in an asynchronous system to implement an arbitrary state machine.
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Conclusions
The growing reliance of our society on computers demands highly-available systems that provide
correct service without interruptions. Byzantine faults such as software bugs, operator mistakes,
and malicious attacks are the major cause of service interruptions. This thesis describes a new
replication algorithm and implementation techniques to build highly-available systems that tolerate
Byzantine faults. It shows, for the ﬁrst time, how to build Byzantine-fault-tolerant systems that can
be used in practice to implement real services because they do not rely on unrealistic assumptions
and they perform well.
This chapter presents a summary of the main results in the thesis and directions for future work.
10.1 Summary
This thesis describes BFT, a state-machine replication algorithm that tolerates Byzantine faults
provided fewer than 1
{ 3 of the replicas are faulty.
BFT does not rely on unrealistic assumptions. For example, it is bad to assume synchrony
because a denial-of-service attack can cause the service to return incorrect replies. BFT is the ﬁrst
state-machine replication algorithm that works correctly in asynchronous systems with Byzantine
faults: itprovideslinearizability,whichisastrongsafetyproperty,withoutrelyingonanysynchrony
assumption. Additionally, it guarantees liveness provided message delays are bounded eventually.
Aservicemaybeunabletoreturnreplieswhenadenialofserviceattackisactivebutitneverreturns
incorrect replies and clients are guaranteed to receive replies when the attack ends.
It is also bad to assume that client faults are benign because clients are usually easier to
compromisethanreplicas. BFTprovidessafetyand livenessregardlessof thenumberofByzantine-
faulty clients. Additionally, it can be used to replicate services with complex operations, which
is important to limit the damage Byzantine-faulty clients can cause. Service operations can be
designed to preserve invariants on the service state and to perform access control; BFT ensures
faulty clients are unable to break these invariants or bypass the access control checks. Algorithms
that restrict service operations to simple reads and blind writes are more vulnerable to Byzantine-
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in order to enforce invariants.
Itisnotrealistictoassumethat fewerthan1
{ 3of thereplicasfailoverthelifetimeof thesystem.
This thesis describes a proactive recovery mechanism that allows the replicated system to tolerate
anynumber of faults overthe lifetime of the system providedfewer than 1
{ 3 of the replicas become
faulty within a window of vulnerability. This mechanism recovers replicas periodically even if
there is no reason to suspect that they are faulty. Replicas can be recovered frequently to shrink
the window of vulnerability to a few minutes with a low impact on performance. Additionally, the
proactive recovery mechanism provides detection of denial-of-service attacks aimed at increasing
the window and it also detects when the state of a replica is corrupted by an attacker.
BFT has been implemented as a generic program library with a simple interface. The BFT
library provides a complete solution to the problem of building real services that tolerate Byzantine
faults. For example, it includes efﬁcient techniques to garbage collect information, to transfer state
to bring replicas up-to-date, to retransmit messages, and to handle services with non-deterministic
behavior. The thesis describes a real service that was implemented using the BFT library: the ﬁrst
Byzantine-fault-tolerant NFS ﬁle system, BFS.
The BFT library and BFS perform well. For example, BFS performs 2% faster to 24% slower
than production implementations of the NFS protocol that are not replicated. This good perfor-
mance is due to several optimizations. The most important optimization is the use of symmetric
cryptography to authenticate messages. Public-key cryptography, which was the major bottleneck
in previous systems, is used only to exchange the symmetric keys. Other optimizations reduce the
communication overhead: the algorithm uses only one message round trip to execute read-only
operations and two to execute read-write operations, and it uses batching under load to amortizethe
protocol overhead over many requests. The algorithm also uses optimizations to reduce protocol
overhead as the operation argument and return sizes increase.
There is little beneﬁt in using the BFT library or any other replication technique when there
is a strong positive correlation between the failure probabilities of the replicas. For example, our
approach cannot mask a software error that occurs at all replicas at the same time. But the BFT
library can mask nondeterministic software errors, which seem to be the most persistent [Gra00]
since they are the hardest to detect. In fact, we encountered such a software bug while running our
system, and our algorithm was able to continuerunning correctlyin spite of it. The BFT library can
also mask software errors due to aging (e.g., resource leaks). It improves on the usual technique of
rebootingthesystembecauseitrefreshesstateautomaticallyandstaggersrecoverysothatindividual
replicas are highly unlikely to fail simultaneously. Additionally, systems replicated with the BFT
library can tolerate attacks that take longer than the window of vulnerability to succeed.
One can increase the beneﬁt of replication further by taking steps to increase diversity. One
possibility is to have diversity in the execution environment: the replicas can be administered by
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urations (e.g., run different combinations of services, or run schedulers with different parameters).
This improves resilience to several types of faults, for example, administrator attacks or mistakes,
attacks involving physical access to the replicas, attacks that exploit weaknesses in other services,
and software bugs due to race conditions.
An agent from Europol reported in a recent news article [Sul00] that a bank lost millions of
dollars through a scheme implemented by one of its own system administrators who added a few
lines of code to the bank’s software. The BFT library could have prevented this problem.
10.2 Future Work
We want to explore the use of software diversity to improve resilience to software bugs and
attacks that exploit software bugs because these faults are the most common. N-version program-
ming [CA78] is expensive but since there are several independent implementations available of
operating systems and important services (e.g., ﬁle systems, data bases, and WEB servers), replicas
can run different operating systems and different implementations of the code for these services.
For this to work, it is necessary to implement a small software layer to ensure that the different
replicas have the same observable behavior. This is simpliﬁed by the existence of standardized
protocols to access important services (e.g., NFS [S
z 85] and ODBC [Gei95]) but there are some
interesting issues on how to implement this layer efﬁciently.
Additionally, for checkpoint management and state transfer to work with software diversity, it
is necessary to deﬁne a common observable service state and to implement efﬁcient translation
functions between the state in each implementation and this observable state. Since the observable
state abstracts away implementation details, this technique will also improve resilience to resource
leaks in the service code; our state transfer technique can be used to restart a replica from a correct
checkpoint of the observable state that is obtained from the others.
It is possible to improvesecurity further by exploitingsoftware diversityacross recoveries. One
possibilityis to restrict theserviceinterface at areplicaafter its stateis foundtobe corrupt. Another
potential approach is to use obfuscation and randomization techniques [CT00, F
z 97] to produce a
new versionof the software each time a replica is recovered. These techniquesare not very resilient
toattacksbuttheycanbeveryeffectivewhencombinedwithproactiverecoverybecausetheattacker
has a bounded time to break them.
The algorithm described in this thesis uses a ﬁxed group of replicas. We would like to extend
it to allow dynamic conﬁguration changes. This is hard with Byzantine faults: an attacker that
controls a quorum of the replicas in some old conﬁguration may fool clients into believing that
the current conﬁguration is an arbitrary set of replicas under its control. We believe it is possible
to use proactive signature sharing [HJJ
z 97] to solve this problem. The idea is that the members
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well-known public key. Such a signature could be used to convince the clients of the current group
membership. To prevent an attacker from learning how to generate a valid signature, the shares
used to generate it would be refreshed on every conﬁguration change. For this to work, it would be
necessaryto developa refreshmentprotocolfor thesharesthat worked both correctlyand efﬁciently
in asynchronous systems.
Another problem of special interest is reducing the amount of resources required to implement
a replicatedservice. The numberof replicascanbe reducedbyusing
d replicasas witnesses[Par86,
LGG
z 91] that are involved in the protocol only when some full replica fails. It is also possible to
reduce the number of copies of the state to
d
￿
￿ 1 but the details remain to be worked out.
Wehaveshownhowto implementaByzantine-fault-tolerantﬁlesystem. Itwouldbeinteresting
to use the BFT library to implementother services, for example, a relational database or an httpd.
The library has already been used to replicate the Thor [LAC
z 96, CALM97] object-oriented
database [Rod00] and a Domain Name Service (DNS) [TPRZ84] with dynamic updates [Ahm00,
Yan99]. DNS is interesting because it uses hierarchical state partitioning and caching to achieve
scalability. To implement a Byzantine-fault-tolerant DNS, we had to develop an efﬁcient protocol
for replicated clients that allows the replicas in a group to request operations from another group of
replicas.
Thisthesishas focusedontheperformanceoftheBFTlibraryin thenormalcase. Itis important
to perform an experimental evaluation of the reliability and performance of the library with faults
by using fault-injection techniques. The challenge is that attacks are hard to model. For example,
attacks can involve cooperation between faulty clients and replicas, and can combine denial-of-
service with penetration. Ultimately, we would like to make a replicated service available on the
Internet and launch a challenge to break it.
Source Code Availability
We made the source code for the BFT library, BFS, and the benchmarks used in their performance
evaluation available to allow others to reproduce our results and improve on this work. It can be
obtained from:
http://www.pmg.lcs.mit.edu/˜castro/byz.html
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Formal Safety Proof for BFT-PK
This appendix presents a formal safety proof for the BFT-PK algorithm. The proof is based on in-
variantassertionsandsimulationrelations. Itshowsthatthealgorithm
￿
￿
￿
￿
￿ formalizedinSection2.4
implementstheautomaton
￿ ,whichspeciﬁessafebehaviorandwasdeﬁnedinSection2.4.3. Weuse
the following strategy to show this. We start by proving that a simpliﬁed version of the algorithm,
￿ , which does not have garbage collection, implements
￿ . Then, we prove that
￿
￿
￿
￿
￿ implements
￿ .
A.1 Algorithm Without Garbage Collection
This section speciﬁes the simpliﬁed algorithm
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￿
￿ in Section 2.4.
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Safety Proof
Next, we prove that
￿ implements
￿ . We start by proving some invariants. The ﬁrst invariant says
that messages, which are signed by a non-faulty replica, are in the replica’s log. This invariant is
important because its proof is the only place where it is necessary to reason about the security of
signaturesand it enablesmost of the other invariantsto reasononly aboutthe local state of a replica.
The key results are Invariant A.1.4, which says that correct replicas never prepare distinct
requests with the same view and sequence number, and Invariant A.1.11, which says that correct
replicas never commit distinct requests with the same sequence number. We use these invariants
and a simulation relation to prove that
￿ implements
￿ .
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The latter and the two former conditions prove the invariant.
Thenextbatchofinvariantsstatesself-consistencyconditionsforthestateofindividualreplicas.
For example, it states that replicas never log conﬂicting pre-prepare or prepare messages for the
same view and sequence number.
Invariant A.1.2 The following is true of any reachable state in an execution of
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Proof: The proof is by induction on the length of the execution. The initializations ensure that
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C and, therefore, all conditions are vacuously true in the base case. For the inductive step,
assume that the invariant holds for every state of any execution
U of length at most
V . We will show
that the invariant also holds for any one step extension
U 1 of
U .
Condition (1) can be violated in
U 1 only if an action that may insert a prepare message signed
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E in in
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145The ﬁrst type of action cannot violate condition (1) because the condition in the if statement en-
suresthat
F PREPARE
@
(
W
X
@
￿
|
Y
@
O
Z
G
￿
￿
9
\
[
!
￿
￿
@
(
E
K
H
K
J
￿ isnotinsertedinin
￿ whenthereexistsa
F PREPARE
@
(
W
P
@
￿
|
Y
@
O
]
P
@
(
E
K
H
K
J
￿
B
in
￿ such that
Z
G
￿
￿
9
[
￿
￿
^
e
_
] . Similarly, the second type of action cannot violate condition (1) because
it only inserts the argument prepare message in in
￿ if it is signed by a replica other than
￿
￿ .
For the case
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￿
e 0, actions of type 3 never have effects on the state of
￿
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￿ . For the case
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we can apply the inductive hypothesis of conditions (7) and (4) to conclude that if there existed a
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U , there would also exist a new-view message
for view
W in in
￿ in that state. Therefore, the precondition of actions of type 3 would prevent
them from executing in such a state. Since actions of type 3 may insert multiple prepare messages
signed by
￿
￿
￿ into in
￿ , there is still a chance they can violate condition (1). However, this cannot
happen because these actions are enabled only if the argument new-view message is correct and the
deﬁnition of correct-new-view ensures that there is at most one pre-prepare message with a given
sequence number in
‘
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d
c .
Condition (2) can be violated in
U 1 only by the execution of an action of one of the following
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Actions of the ﬁrst two types cannot violate condition (2) because they only insert pre-prepare
messages in in
￿ that are not signed by
￿
￿ . Actions of the third type cannot violate condition (2)
because the inductive hypothesis for condition (3) and the precondition for the send-pre-prepare
action ensure that the pre-prepare message inserted in in
￿ has a sequence number that is one higher
thanthesequencenumberofanypre-preparemessageforthesameviewsignedby
￿
￿ inin
￿ . Finally,
actions of the fourth type cannot violate condition (2). For
W
e 0, they are not enabled. For
W
u
} 0,
the inductive hypothesis of condition (4) and the precondition for the send-new-view action ensure
that no pre-prepare for view
W can be in in
￿ when the action executes,and the deﬁnition of
‘ and
c
ensures that there is at most one pre-prepare message with a given sequence number in
‘
b
a
d
c .
Condition (3) can potentially be violated by actions that insert pre-prepares in in
￿ or modify
seqno
￿ . These are exactly the actions of the types listed for condition (2). As before, actions of
the ﬁrst two types cannot violate condition (3) because they only insert pre-prepare messages in in
￿
that are not signed by
￿
￿
￿ and they do not modify seqno
￿ . The send-pre-prepare action preserves
condition (3) because it increments seqno
￿ such that it becomes equal to the sequence number of
the pre-prepare message it inserts in in
￿ . The send-new-view actions also preserve condition (3):
(as shown before) actions of this type only execute if there is no pre-prepare for view
W in in
￿ and,
when they execute, they set seqno
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￿ , which is equal to the sequence number of the
pre-prepare for view
W with the highest sequence number in in
￿ .
146To violate condition (4), an action must either insert a pre-prepare message in in
￿ or remove a
new-viewmessage from in
￿ . No action everremoves new-viewmessages from in
￿ . The actions that
mayinsertpre-preparemessagesinin
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￿ . Therefore,
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ensures that send-pre-prepare actions preserve condition (4). Finally, the send-new-view actions
alsopreservecondition(4)becausetheireffectsandtheinductivehypothesisforcondition(6)ensure
that a correct new-view message for view
W is inserted in in
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Conditions (5) and (6) are never violated. First, received new-view and view-change messages
are always checked for correctness before being inserted in in
￿ . Second, the effects of send-view-
change actions together with the inductive hypothesis of condition (9) and the precondition of
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Condition (8) can only be violated by actions that insert pre-prepare messages in in
￿ because
prepare messages are never removed from in
￿ . These are exactly the actions listed for condition
(2). The ﬁrst two types of actionspreservecondition (8) becausewhenevertheyinserta pre-prepare
message in in
￿ they always insert a matching prepare message. The last two types of actions can
not violate condition (8) because they never insert pre-prepare messages for views
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The only actions that can violate condition (9) are actions that insert pre-prepare messages in
in
￿ or make view
￿ smaller. Since no actions ever make view
￿ smaller, the actions that may violate
condition (9) are exactly those listed for condition (2). The if statement in the ﬁrst type of action
ensures that it only inserts pre-prepare messages in in
￿ when their view number is equal to view
￿ .
The if statement in the second type of action ensures that it only inserts pre-prepare messages in in
￿
when their view number is greater than or equal to view
￿ . Therefore, both types of actions preserve
theinvariant. Thepreconditionforthethirdtypeofactionandtheeffectsofthefourthtypeof action
ensure that only pre-prepare messages with view number equal to view
￿ are inserted in in
￿ . Thus,
these two types of actions also preserve the invariant.
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The next two invariants are important. They state that replicas agree on an order for requests
within a single view, i.e., it is impossible to produce prepared certiﬁcates with the same view and
sequence number and with distinct requests. The intuition behind the proof is that correct replicas
do not accept conﬂicting pre-prepare messages with the same view and sequence number, and that
the quorums corresponding to any two certiﬁcates intersect in at least one correct replica.
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Invariant A.1.1 and (b) imply:
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Condition (c) contradicts Invariant A.1.2 (conditions 1, 7 and 2.)
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Proof: Since Invariant A.1.2 (condition 5) ensures any new-view message in in
￿ for a non-faulty
E
satisﬁes correct-new-view, the proof for Invariant A.1.4 can also be used here with minor modiﬁca-
tions.
Invariants A.1.6 to A.1.10 show that ordering information in prepared certiﬁcates stored by a
quorum is propagated to subsequent views. The intuition is that new-view messages are built by
collecting prepared certiﬁcates from a quorum and any two quorums intersect in at least one correct
replica. These invariants allow us to prove Invariant A.1.11, which shows that replicas agree on the
sequence numbers of committed requests.
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Invariant A.1.6 and (b) prove the invariant.
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Proof: The proof is by induction on the length of the execution. The initializations ensure that
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For the inductive step, the only actions that can violate condition (1) are those that insert view-
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The proof for (b) is by induction on the length of the execution. It is vacuously true in the base
case. For the inductive step, the only actions that can violate (b) are actions that insert view-change
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￿ smaller. Sincetherearenoactionsthatmake
view
￿ smaller, these actions have the form VIEW-CHANGE
￿
￿
W
￿
￿
#
￿ . The effects of actions of this form
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Condition (2) of the lemma can only be violated by actions that insert new-view messages in
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Invariant A.1.9 The following is true of any reachable state in an execution of
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Condition (a) implies the invariant. Invariant A.1.2 (condition 4) states that there is never a
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￿ and Invariant A.1.2 (conditions 1,2 and 8) implies that
no different pre-prepare message for sequence number
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The proof is by induction on the number of views between
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[ . For the base case,
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151Incase(1),(a)isobviouslytrue. Ifcase(2)holds,InvariantsA.1.1andA.1.2(condition7)imply
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Proof: Both Invariant A.1.11 and A.1.12 are implied by Invariants A.1.10 and A.1.7.
Rather than proving that
￿ implements
￿ directly, we will prove that
￿ implements
￿
M
[ , which
replaces the valueof the state machinein
￿ bythe history of all the operationsexecuted.
￿
[ is better
suited for the proof and we will use a simple simulation relation to prove that it implements
￿ . We
start by deﬁning a set of auxiliary functions that will be useful in the proof.
152Deﬁnition A.1.13 We deﬁne the following functions inductively:
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B
￿
if
￿
&
￿ last-rep-t
￿ hist
￿
￿
￿
￿
￿
￿
￿ then
hist :
￿ hist
Ø
￿ seqno
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
out :
￿ out
￿
˛
￿
￿ last-rep
￿
￿
￿
"
￿
#
￿
￿
￿
￿
￿
￿
￿
￿
￿
B
￿
EXECUTE-NULL
Eff: seqno :
￿ seqno
￿ 1
The EXECUTE-NULL actions allow the seqno component to be incremented without removing
any tuple from in. This is useful to model execution of null requests.
Theorem A.1.14
￿
M
[ implements
￿
Proof: The proof uses a forward simulation
￿ from
￿
[ to
￿ .
￿ is deﬁned as follows:
Deﬁnition A.1.15
￿ is a subset of states
￿
 
￿
M
[
￿
￿
￿
t states
￿
 
￿
￿
￿ ;
￿
￿
D
￿
@
(
￿
£
￿ is an element of
￿ (also written
as
￿
￿
B
￿
￿
￿
￿
D
Q
￿ ) if and only if all the following conditions are satisﬁed:
1. All state components with the same name are equal in
￿ and
æ .
2.
￿
P
￿val
￿ val
v
1
æ
p
￿hist
￿
3.
￿
P
￿last-rep-t
￿
M
￿ last-rep
v
￿
æ
5
￿hist
￿
￿
v
1
￿
￿
￿
O
￿
￿
}
￿
￿
0
￿
￿
￿
153To prove that
￿ is in fact a forward simulation from
￿
M
[ to
￿ one most prove that both of the
following are true [Lyn96].
1. For all
D
￿
B start
￿
 
￿
[
￿ ,
￿
 
￿
D
￿
￿
￿
￿ start
￿
 
￿
￿
￿
￿
^
e
￿
8
￿
C
2. For all
￿
￿
D
￿
@
O
￿
§
@
O
D
[
￿
￿
B trans
￿
 
￿
[
￿ , where
D is a reachable state of
￿
[ , and for all
￿
\
B
￿
￿
￿
￿
D
Q
￿ , where
￿ is reachable in
￿ , there exists an executionfragment
U of
￿ starting with
￿ and ending with
some
￿
￿
[
“
B
\
￿
 
￿
D
Q
[
￿
￿ such that trace
￿
￿
U
￿
￿
·
e trace
￿
￿
￿
P
￿ .
It is clear that
￿ veriﬁes the ﬁrst condition because all variables with the same name in
￿ and
￿
M
[ are initialized to the same values and, since hist is initially equal to
º ,
D
￿
ı val
e
v
￿
￿
￿
e val
￿
￿
º
J
￿ and
D
￿
ı last-rep-t
￿
e 0
e last-rep
￿
￿
º
J
￿
￿
￿
￿
ł
￿
￿ .
We use case analysis to show that the second condition holds for each
￿
T
B acts
￿
 
￿
[
￿ . For
all actions
￿ except EXECUTE-NULL, let
U consist of a single
￿ step. For
￿
e EXECUTE-NULL,
let
U be
º . It is clear that this satisﬁes the second condition for all actions but EXECUTE. For
￿
￿
e EXECUTE
￿
￿
ø
p
@
(
¸
￿
@
O
ł
￿
￿ , deﬁnition A.1.13 and the inductive hypothesis (i.e.,
D
￿
ı val
e val
￿
￿
￿
“
ıhist
￿ and
D
￿
ı last-rep-t
￿
e last-rep
￿
￿
￿
“
ıhist
￿
￿
￿
￿
ł
￿
￿ ) ensure that
￿
p
[
“
B
￿
￿
￿
￿
D
P
[
￿
￿ .
Deﬁnition A.1.16 Wedeﬁnethefunctionpreﬁx:
￿ N
t
"
Ł
t N
t
￿
Ø
)
￿
k
Œ
￿
œ
￿ N
t
"
Ł
t N
t
￿
Ø
)
￿
k
Œ asfollows:
preﬁx
￿
￿
ß
Y
@
￿
|
￿
￿ is the subsequence obtained from
ß by removing all tuples whose ﬁrst component is
greater than
| .
Invariant A.1.17 The following is true of any reachable state in an execution of
￿
M
[ ,
￿
￿
￿
￿
¢
£
￿
B
￿
D
￿
￿
￿
#
￿
￿
￿
￿
￿
–
„ hist :
￿
.
￿
–
￿ last-rep-t
￿ preﬁx
￿ hist
￿
￿
¢
￿
￿ 1
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Proof: The proof is by induction on the length of the execution. The initial states of
￿
M
￿ verify the
condition vacuously because hist is initially
￿ . For the inductive step, the only actions that can
violate the invariant are those that modify hist, i.e., EXECUTE
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . But these actions only modify
hist if
￿
￿
￿
last-rep-t
￿ hist
￿
+
￿
￿
￿
￿
￿ .
Invariant A.1.18 The following are true of any reachable state in an execution of
￿
￿ :
1.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ hist :
￿
 
￿ faulty
!
#
"
$
￿
￿
% last-req
!
￿
&
2.
￿
￿
￿
’
￿
￿
￿
￿
￿
￿
￿
￿
￿
(
￿
￿
￿ in :
￿
 
￿ faulty
!
￿
"
)
￿
*
% last-req
!
&
Proof: The proof is by induction on the length of the execution. The initial states of
￿
M
￿ verify the
conditionvacuouslybecausehistisinitially
￿ andinisempty. Fortheinductivestep, sincenoaction
ever decrements last-req
+ or changes faulty
+ from true to false, the only actions that can violate
the invariant are those that append tuples from a non-faulty client
￿ to hist, i.e., EXECUTE
￿
￿
￿
,
￿
￿
￿
￿
￿
￿
￿ or
to in, REQUEST
￿
￿
￿
,
￿
￿
￿
￿
￿ . The EXECUTE actions only append a tuple
-
/
.
0
￿
￿
￿
,
￿
￿
￿
￿
￿
￿
1 to hist if
-
2
￿
,
￿
￿
￿
￿
￿
￿
1
4
3 in;
therefore, the inductive hypothesis for condition 2 implies that they preserve the invariant. The
REQUEST actions also preserve the invariant because the tuple
-
2
￿
,
￿
￿
￿
￿
￿
￿
1 inserted in in has
￿
equal to
the value of last-req
+ after the action executes.
154We are now ready to prove the main theorem in this section.
Theorem A.1.19
5 implements
￿
Proof:We provethat
5 implements
￿
￿ , which impliesthat
5 implements
￿ (TheoremA.1.14.) The
proof uses a forward simulation
6 from
5
￿
￿ to
￿
M
￿ (
5
￿
￿ is equal to
5 but with all output actions not in
the external signature of
￿ hidden.)
6 is deﬁned as follows.
Deﬁnition A.1.20
6 is a subset of states
￿
￿
5
￿
￿
7
￿
9
8 states
￿
e
￿
M
￿
’
￿ ;
￿
￿
:
;
￿
￿
<
=
￿ is an element of
6 if and only if
the following are satisﬁed:
1.
>
@
?
B
A
9
C :
D
7
E
￿
Ffaulty
G
,
H
J
I
K
Ffaulty-replica
G
 
L
2.
>
@
M
#
A
9
N :
D
7
E
￿
F faulty
O
￿
H
P
I
@
F faulty-client
O
￿
L
and the following are satisﬁed when n-faulty
Q
S
R
3.
>
@
M
#
A
9
N :
D
’
T
U
E
￿
F faulty
O
;
V
W
E
,
F last-req
O
;
H
J
I
K
Flast-req
O
￿
L
4.
>
@
?
B
A
9
C :
D
’
T
U
E
￿
Ffaulty
G
U
V
X
E
￿
F last-exec
G
Z
Y
I
@
Fseqno
L
5.
>
@
?
B
A
9
C :
D
’
T
U
E
￿
Ffaulty
G
V
X
E
￿
F val
G
H val
D preﬁx
D
7
I
@
F hist
[
￿
E
,
F last-exec
G
L
￿
L
￿
L
6.
>
@
?
B
A
9
C :
D
’
T
U
E
￿
Ffaulty
G
U
V
\
>
@
M
￿
A
]
N :
D
7
E
￿
Flast-rep
G
￿
D
7
M
^
L
B
H last-rep
D preﬁx
D
7
I
K
F
_
‘
?
 
a
￿
b
￿
[
2
E
￿
F last-exec
G
L
￿
L
￿
D
7
M
￿
L
￿
L
￿
L
7.
>
@
?
B
A
9
C :
D
’
T
U
E
￿
Ffaulty
G
V
\
>
@
M
￿
A
]
N :
D
7
E
￿
Flast-rep-t
G
D
7
M
￿
L
=
H last-rep-t
D preﬁx
D
7
E
,
F
_
c
?
/
a
￿
b
￿
[
￿
I
@
F last-exec
G
L
￿
L
￿
D
7
M
^
L
￿
L
￿
L
8.
> 0
d
f
e
Y
I
@
Fseqno :
g
i
h
e
Z
[
￿
j
￿
[
2
b
￿
[
￿
M
￿
k
l
A
m
I
@
F hist :
D
g
c
n
p
o
C
4
[
r
q
s
A N :
D
r
t
n
t
v
u 2
w
s
x
y
I
@
F n-faulty
z
>
@
{
]
A
n
:
D
’
T
U
E
￿
Ffaulty
|
}
z prepared
D
h
REQUEST
[
￿
j
￿
[
￿
b
￿
[
￿
M
^
k
/
~
￿
￿
￿
[
￿
q
￿
[
￿
e
Z
[
r
￿
*
￿
￿
F
{
‘
L
￿
L
￿
L
￿
L
￿
￿
D
’
T
g
i
h
e
Z
[
￿
j
￿
[
2
b
￿
[
2
M
￿
k
l
A
m
I
@
F hist
z
D
g
c
n
￿
o
C
4
[
￿
q
￿
[
/
b
￿
A N
[
2
j
￿
A
4
￿
s
[
￿
M
#
A
￿
N :
D
r
t
n
t
￿
u 2
w
￿
x
y
I
@
F n-faulty
z
s
b
Y last-rep-t
D preﬁx
D
7
I
@
F hist
[
￿
e
]
x 1
L
￿
L
￿
D
7
M
￿
L
￿
L
=
z
>
@
{
]
A
n
:
D
’
T
U
E
￿
Ffaulty
|
}
z prepared
D
h
REQUEST
[
￿
j
￿
[
￿
b
￿
[
￿
M
^
k
~
￿
￿
[
￿
q
￿
[
￿
e
Z
[
r
￿
￿
F
{
‘
L
￿
L
￿
L
￿
L
￿
g
c
n
p
o
C
4
[
r
q
s
A N :
D
r
t
n
t
￿
u 2
w
￿
x
y
I
@
F n-faulty
z
￿
>
K
{
9
A
n
:
D
’
T
U
E
￿
Ffaulty
|
z prepared
D null
[
￿
q
￿
[
￿
e
Z
[
￿
￿
*
￿
￿
F
{
‘
L
￿
L
￿
L
￿
L
￿
L
9.
>
h
REPLY
[
2
q
￿
[
2
b
￿
[
￿
M
(
[
r
?
￿
[
￿
￿
￿
k
/
~
(
￿
￿
A
￿
D
7
E
,
F out
G
‘
￿
4
￿
￿
￿
t
g
v
￿
:
D
￿
[
￿
L
l
A
￿
E
￿
F wire
￿
￿
E
￿
F in
O
L :
D
’
T
U
E
￿
Ffaulty
G
,
V
g
i
h
e
Z
[
￿
j
￿
[
￿
b
￿
[
/
M
￿
k
￿
A
￿
I
@
F hist :
D
7
￿
0
H last-rep
D preﬁx
D
7
I
@
Fhist
[
￿
e
,
L
￿
L
￿
D
7
M
￿
L
￿
L
￿
L
10.
>
h
e
Z
[
￿
j
￿
[
r
I
K
Flast-req
O
[
￿
M
^
k
￿
A
]
I
@
F hist :
D
￿
D
’
T
U
E
￿
Ffaulty
O
z
￿
E
￿
F out
O
￿
￿
H
￿
￿
￿
L
￿
V
g
K
h
last-rep
D preﬁx
D
7
I
K
Fhist
[
￿
e
,
L
￿
L
￿
D
7
M
￿
L
￿
[
￿
I
@
F last-req
O
[
2
M
￿
k
l
A
m
I
@
F out
L
11. Let
￿
O
H
J
E
￿
Fout
O
￿
￿
￿
￿
￿
￿
t
g
?
￿
A
]
C :
D
’
T
U
E
￿
F faulty
G
z
￿
A
]
E
￿
F in
G
￿
E
￿
Fout
G
￿
￿
m
￿
￿
￿
t
g
v
￿
:
D
￿
[
￿
L
l
A
m
E
,
F wire
￿ ,
and
￿
1
O
H merge-P
D
￿
￿
￿
H
h
VIEW-CHANGE
[
￿
q
￿
[
B
“
￿
[
’
￿
￿
k
~
￿
￿
t
￿
A
4
￿
O
￿
g
i
h
NEW-VIEW
[
2
q
￿
[
 
«
￿
[
r
￿
￿
[
￿
￿
4
k
/
~
￿
A
￿
￿
O :
D
￿
A
•
«
￿
L
r
￿
￿
L ,
>
@
M
#
A
9
N :
D
’
T
U
E
￿
F faulty
O
;
V
￿
>
￿
j
￿
A
4
￿
￿
[
2
b
￿
A N :
D
￿
D
￿
H
h
REQUEST
[
￿
j
￿
[
2
b
￿
[
￿
M
^
k
/
~
￿
A
4
￿
O
￿
g
K
h
PRE-PREPARE
[
r
q
￿
[
￿
e
Z
[
￿
k
~
￿
A
4
￿
O
￿
￿
￿
1
O
L
=
V
￿
D
h
j
v
[
/
b
￿
[
2
M
^
k
￿
A
]
I
@
F in
￿
g
e :
D
h
e
Z
[
￿
j
￿
[
￿
b
￿
[
/
M
￿
k
￿
A
￿
I
@
Fhist
L
￿
L
￿
L
￿
L
The intuition behind the deﬁnition of
6 is the following. The ﬁrst two conditions say that the
same replicas and clients are faulty in related
5
￿
￿ and
￿
M
￿ states. The next condition requires the
last request timestamp for all non-faulty clients to be equal in related states. Condition 4 says that
automaton
5
￿
￿ cannot execute requests with sequence numbers that have not yet been executed in
￿
M
￿ . Conditions 5 to 7 state that
:
}
￿val
￿
￿
￿
￿
:
;
￿last-rep
￿ , and
:
}
￿last-rep-t
￿ can be obtained by executing
the preﬁx of
< ’s history up to the sequence number of the last request executed by replica
￿ in
: .
Condition 8 is the most interesting because it relates the commit point for requests in
5
￿
￿ with
the execution of regular and null requests in
￿
§
￿ . All sequence numbers in
< that correspond to a
request in
< ’s history must be prepared by at least
R
¢
¡ 1 correct replicas in
: . The other sequence
155numbers must correspond to a request with an old timestamp or a null request that is prepared by at
least
R
£
¡ 1 correct replicas in
: . Condition 9 says that replies from non-faulty replicas in
5
￿
￿ must
correspond to replies returned in
￿
￿ . The next condition requires every request from a correct client
in
< ’s history to have a reply in
<
B
￿
⁄
￿
‘
¥
￿
if that reply was not received by the client in
: . The ﬁnal
condition states that all requests in
: must be either in
< ’s history or in
<
B
￿ in.
Note that most of the conditions in the deﬁnition of
6 only need to hold when n-faulty
Q
S
R , for
n-faulty
￿
R any relation will do because the behavior of
￿
§
￿ is unspeciﬁed.
To prove that
6 is in fact a forward simulation from
5
￿ to
￿
￿ one most prove that both of the
following are true.
1. For all
:
ƒ
3 start
￿
￿
5
￿
￿
￿
￿ ,
6
￿
§
:
=
¤
U
' start
￿
e
￿
M
￿
￿
￿
￿
“
«
›
‹
@
ﬁ
2. For all
￿
￿
:
}
￿
￿
ﬂ
#
￿
￿
:
Q
￿
 
￿
￿
3 trans
￿
￿
5
￿
￿
￿
￿ , where
: is a reachable state of
5
￿
￿ , and for all
<
J
3
￿
6
￿
§
:
=
¤ , where
< is reachable in
￿
￿ , there exists an execution fragment
– of
￿
￿ starting with
< and ending
with some
<
￿
￿
l
3
p
6
￿
§
:
Q
￿
†
¤ such that trace
￿
￿
–
0
￿
« trace
￿
￿
ﬂ
}
￿ .
It is easy to see that the ﬁrst condition holds. We use case analysis to show that the second
condition 2 holds for each
ﬂ
￿
3 acts
￿
￿
5
￿
￿
￿
￿
Non-faulty proxy actions. If
ﬂ
« REQUEST
￿
￿
￿
@
￿
+ ,
ﬂ
« CLIENT-FAILURE
+ , or
ﬂ
« REPLY
￿
2
‡
i
￿
+ , let
– consist of a single
ﬂ step.
6 is preserved in a trivial way if
ﬂ is a CLIENT-FAILURE action. If
ﬂ is a
REQUEST action, neither
ﬂ nor
– modify the variables involved in all conditions in the deﬁnition of
6 except 3, and 10 and 11. Condition 3 is preserved because both
ﬂ and
– increment
<
B
￿ last-req
+ .
Condition 10 is also preserved because Invariant A.1.18 implies that there are no tuples in
<
l
￿hist
with timestamp
<
p
￿
 
￿ last-req
+ and
– does not add any tuple to
<
l
￿hist. Even though
ﬂ inserts a new
request in
:
;
￿ out
+ , condition 11 is preserved because
– inserts
-
2
￿
￿
￿
￿
￿
￿
￿
￿
1 in
<
l
￿in.
If
ﬂ is a REPLY
￿
2
‡
i
￿
+ action that is enabled in
: , the REPLY
￿
2
‡
i
￿
+ action in
– is also enabled. Since
thereareless than
R faulty replicas,the preconditionof
ﬂ ensuresthat thereis atleastonenon-faulty
replica
￿ and a view
· such that
- REPLY
￿
￿
·
￿
￿
￿
:
;
￿ last-req
+
￿
￿
￿
‘
￿
￿
￿
￿
￿
￿
‡
i
1
￿
￿
G
3
¶
:
;
￿ in
+ and that
:
;
￿ out
+
“
«
•
‹
@
ﬁ .
Therefore, the inductive hypothesis (conditions 9 and 10) implies that
-
/
‡
‘
￿
￿
￿
￿
￿
￿
1
J
3
‚
<
l
￿out and thus
REPLY
￿
2
‡
i
￿
+ is enabled.
6 is preserved because
ﬂ ensures that
:
Q
￿
/
￿out
+
«
›
‹
@
ﬁ .
If
ﬂ
« RECEIVE
￿
2
„
p
￿
+ , or
ﬂ
« SEND
￿
2
„
”
￿
￿
»
￿
￿
+ , let
– be
￿ . This preserves
6 because
<
¢
3
￿
6
￿
§
:
=
¤ and
the preconditions require that the reply message being received is in some tuple in
:
;
￿wire and the
request message being sent is in
:
}
￿out
+ .
Internal channel actions. If
ﬂ is a MISBEHAVE
￿
2
„
”
￿
￿
»
p
￿
￿
»
￿
￿ action, let
– be
￿ .
6 is preserved
because
ﬂ does not add new messages to
:
;
￿ wire and retains a tuple with
„ on
:
Q
￿
/
￿ wire.
Non-faulty replica actions. For all actions
ﬂ except
ﬂ
« REPLICA-FAILURE
￿ and
ﬂ
«
EXECUTE
￿
2
„
”
￿
￿
·
￿
￿
￿
.
*
￿
￿
￿ , let
– be
￿ . It is clear that this could only violate conditions 8, 9 and 11
because these actions do not modify the state components involved in the other conditions. They
can notviolatecondition8; since nomessagesare everremovedfromin
… (where
‰ isanynon-faulty
156replica), if prepared
￿
2
„
”
￿
￿
·
￿
￿
￿
.
0
￿
￿
‰
Z
￿
« true, it remains true for the entire execution or until replica
‰
becomes faulty. And these actions do not violate conditions 9 and 11 because any request or reply
messages they add to
:
;
￿ in
￿ ,
:
;
￿ out
￿ , or
:
}
￿wire (either directly or as part of other messages) was
already in
:
;
￿ wire,
:
}
￿in
￿ , or
:
;
￿ out
￿ .
For
ﬂ
« REPLICA-FAILURE
￿ , let
– consist of a single
ﬂ step. This does not violate the conditions
in the deﬁnition of
6 . For conditionsother than 1 and 8, it either does not change variablesinvolved
in these conditions (2 and 3), or makes them vacuouslytrue. Condition 1 is satisﬁed in a trivial way
because
– also sets
<
l
￿faulty-replica
￿ to true. And condition 8 is not violated because the size of the
sets
￿ in the condition is allowed to decrease when additional replicas become faulty.
Non-faulty replica execute (non-null request.)
For
ﬂ
« EXECUTE
￿
￿
- REQUEST
￿
￿
￿
,
￿
￿
￿
￿
￿
￿
1
￿
￿
O
￿
￿
·
B
￿
￿
.
*
￿
￿
￿ , there are two cases: if
:
}
￿last-exec
￿
9
¿
›
<
l
￿seqno,
let
– be
￿ ; otherwise, let
– consist of the execution of a single EXECUTE
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ action preceded by
FAULTY-REQUEST
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ in the case where
:
}
￿faulty
+
« true. In any of these cases, it is clear that
only conditions 4 to 11 can be violated.
For the case where
–
«
￿ , conditions 4, 8, 10 and 11 are also preserved in a trivial way. For the
other conditions we consider two cases (a)
￿
￿
￿
last-rep-t
￿
￿
￿
￿
￿
￿ and (b) otherwise. The precondition
of
ﬂ ensures that
:
;
￿ committed
￿
￿
- REQUEST
￿
￿
￿
￿
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￿
￿
￿
￿
￿
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￿
￿
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￿
￿
·
￿
￿
￿
.
0
￿
￿
￿
^
￿ is true. In case (a), this precondition,
Invariant A.1.12, and the deﬁnition of
6 (condition 8) imply that there is a tuple in
<
B
￿ hist with
sequence number
. and that it is equal to
-
/
.
0
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
1 . Therefore, conditions 5 to 7 and 9 are
preserved. In case (b), the precondition of
ﬂ , Invariant A.1.12, the deﬁnition of
6 (condition 8),
and Invariant A.1.17 imply that there is no tuple with sequence number
. in
<
B
￿ hist. Therefore,
conditions 5 to 9 are preserved in this case.
For the case where
–
‚
“
«
￿ , when
ﬂ is enabled in
: the actions in
– are also enabled in
< . In the
casewhere
￿ isfaulty, FAULTY-REQUEST
￿
￿
￿
￿
￿
￿
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￿ isenabledanditsexecutionenables EXECUTE
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
Otherwise, since
<
p
3
￿
6
￿
§
:
Z
¤ , condition 11 in Deﬁnition A.1.20 and the precondition of
ﬂ imply that
EXECUTE
￿
￿
￿
,
￿
￿
￿
￿
￿
￿
￿ is enabled in
< .
It is easy to see that conditions 4 to 7 and 9 to 11 are preserved. For condition 8, we consider
two cases (a)
￿
￿
￿
last-rep-t
￿
￿
￿
￿
￿
￿ and (b) otherwise. In both cases, the precondition of
ﬂ ensures that
:
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￿
￿
￿
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￿
￿
￿
￿
￿ is true. This precondition, Invariant A.1.7 and the fact
that
– appends a tuple
-
/
<
￿
￿
2
￿ seqno
￿
￿
￿
,
￿
￿
￿
￿
￿
￿
1 to
<
l
￿ hist, ensure that condition 8 is preserved in this case.
In case (b), the precondition Invariant A.1.7 and the assumption that
￿
Q last-rep-t
￿
￿
￿
￿
￿
￿ , ensure that
condition 8 is preserved also in this case.
Non-faulty replica execute (null request.)
For
ﬂ
« EXECUTE
￿
2
.
￿
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￿
2
￿
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￿
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·
￿
￿
￿
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￿
￿
￿ , if
:
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￿last-exec
￿
s
¿
`
<
l
￿seqno, let
– be
￿ ; otherwise, let
– consist
of the execution of a single EXECUTE-NULL action. Execution of a null request only increments
:
;
￿ last-exec
￿ and
– can at mostincrement
<
B
￿ seqno. Therefore, onlyconditions4 to 8 can be violated.
Condition4 is not violated because
– increments
<
l
￿seqno in the case where
:
}
￿last-exec
￿
«
<
l
￿seqno.
157For the case where,
–
«
￿ , conditions 5 to 7 are also not violated because
– does not append
any new tuple to
<
B
￿ hist and all tuples in
<
B
￿ hist have sequence number less than
<
￿
￿
/
￿ seqno; therefore,
preﬁx
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Forthecasewhere
– consistsofa EXECUTE-NULLstep,
:
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Invariant A.1.12, and the deﬁnition of
6 (condition 8) imply that there is no tuple in
<
￿
￿ hist with se-
quence number
:
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￿
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￿ ; therefore, preﬁx
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￿
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Faulty replica actions. If
ﬂ is an action of a faulty replica
￿ (i.e.,
:
;
￿ faulty
￿
« true), let
– be
￿ . Since
ﬂ can not modify faulty
￿ and a faulty replica cannot forge the signature of a non-faulty
automaton this preserves
6 in a trivial way.
Faulty proxy actions. If
ﬂ is an action of a faulty proxy
￿ (i.e.,
:
;
￿ faulty
+
« true), let
– consist
of a single
ﬂ step for REQUEST, REPLY and CLIENT-FAILURE actions and
￿ for the other actions.
Since
ﬂ can not modify faulty
+ and faulty clients cannot forge signatures of non-faulty automata
this preserves
6 in a trivial way. Additionally, if
ﬂ is a REPLY action enabled in
: ,
ﬂ is also enabled
in
< .
A.2 Algorithm With Garbage Collection
We are now ready to prove that
5
9
¯
+ (the algorithm speciﬁed in Section 2.4) implements
￿ . We
start by introducing some deﬁnitions and proving a couple of invariants. Then, we use a simulation
relation to prove
5
¯
+ implements
5 .
Deﬁnition A.2.1 We deﬁne the following functions inductively:
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Deﬁnition A.2.2 We deﬁne the following subsets of
￿ and predicate:
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The functionsin DeﬁnitionA.2.1computethe valueof the variouscheckpointcomponentsafter
executinga sequence of requests. The predicate committed-Wire relates the value of the checkpoint
components with a sequence of committed requests in Wire+o that can be executed to obtain those
values(whereWire+oisthesetofmessagesinthemulticastchannelorintheoutvariablesofcorrect
replicas). The following invariant states that committed-Wire is true for the state components of
correct replicas and the checkpoint messages they send.
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Proof:The proofis byinductiononthe lengthof theexecution. Forthe basecase,the initializations
ensure that val
￿
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￿ . There-
fore, 1 is obviously true in the base case and 2 is also true because all the checkpoint messages
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Fortheinductivestep,assumethattheinvariantholdsforeverystateofanyexecution
– oflength
at most
￿ . We will show that the lemma also holds for any one step extension
– 1 of
– . The only
actions that can violate 1 are actions that change val
￿
￿ last-rep
￿
￿ last-rep-t
￿
￿ last-exec
￿ , decrement
view
￿ , or remove messages from Wire+o. But no actions ever decrement view
￿ . Similarly, no
159actions ever remove messages from Wire+o because wire remembers all messages that were ever
sentoverthemulticastchannelandmessagesareonlyremovedfromout
& (foranynon-faultyreplica
’
) when they are sent over the multicast channel. Therefore, the only actions that can violate 1 are:
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The inductive hypothesis of condition 2 ensures that actions of the ﬁrst and third type do not
violate condition 1 because they set val
￿
￿
￿ last-rep
￿
￿ last-rep-t
￿ and last-exec
￿ to the corresponding
values in a checkpoint message from a non-faulty replica.
Actionsofthesecondtypealsodonotviolate1becauseoftheinductivehypothesis,andbecause
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where
’
is anynon-faulty replica. Actions of types 1, 2, 4, and 6 preserve2 because the checkpoints
theyinsertinto
$ arealreadyin
$ beforetheactionexecutesandbecauseoftheinductivehypothesis.
Actionsof types 3 and 7 mayinserta newcheckpointmessage from
’
into
$ ; but theyalsopreserve
condition 2 because this message has the same sequence number and checkpoint digest as some
checkpoint message from a non-faulty replica that is already in
$ before the action executes and
because of the inductive hypothesis. Finally, the argument to show that actions of the ﬁfth type
preserve 1 also shows that they preserve condition 2.
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Proof: (By contradiction) Suppose that the invariant is false. Then, there may exist some sequence
number
‰ (0
¿
‚
‰
J
Q
￿
￿
0
￿length) and two different requests
„
ƒ
… 1 and
„
ƒ
… 2 such that:
160￿
￿
1
￿
2
1 1 :
￿
￿
￿
1 1
￿
4
3 2
￿
￿
ß
￿
5
￿
￿
￿
6
1 1 :
￿
￿
￿ COMMIT
￿
￿
1
￿
.
7
U
￿
￿
￿
8
￿
:
9 1
&
￿
￿
￿
￿
￿
￿
￿
;
￿
¸
￿ Wire+o
&
￿
& and
￿
￿
2
￿
2
1 2 :
￿
￿
￿
1 2
￿
4
3 2
￿
￿
ß
￿
5
￿
￿
￿
6
1 2 :
￿
￿
￿ COMMIT
￿
￿
2
￿
.
7
U
￿
￿
￿
8
￿
:
9 2
&
￿
￿
￿
￿
￿
￿
￿
;
￿
¸
￿ Wire+o
&
￿
&
This, Invariant A.1.1 and Invariant A.1.6 contradict Invariant A.1.10.
Invariant A.2.4 states that if committed-Wire is true for two sequences of messages in
5 (which
is the algorithm without garbage collection) then one sequence must be a preﬁx of the other. Now
we can prove our main result:
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Additionally, we assume faulty automata in
: are also faulty and identical in
<
¸
§
:
Z
¤ (i.e., they
have the same actions and the same state.) Note that the conditions in the deﬁnition of
< only need
to hold when n-faulty
Q
S
R , for n-faulty
￿
R the behavior of
￿ is unspeciﬁed.
States related by
< have the same values for variables with the same name with the exception
of wire, and the in and out variables of non-faulty replicas. The second condition says that the in
variablesof non-faulty replicas havethe same messages in related states with the exceptionof those
messages that were garbage collected in
: and view-change, new-view, and checkpoint messages.
Conditions 3 and 4 specify that view-change and new-view messages in
:
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consistent. These conditions deﬁne the notion of consistency precisely but the intuition is the
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„
￿ with sequence number greater
than the checkpoint in
„ . Similarly, new-view messages are consistent if they contain consistent
view-change messages and they propagate the same pre-prepares for the new-view with sequence
number greater than the checkpoint that is propagated to the new view in
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+ .
Condition 5 says that messages in the wire or out variables of non-faulty replicas in
: have
identical or consistent messages in the wire or out variables in
< . The next condition requires the
same of messages in the wire that are signed by faulty replicas. The ﬁnal condition says that all
requests in the wire in
: are also in the wire in
< .
To prove that
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We prove condition 2 by showing it holds for every action of
5
￿
¯
+ . We start by deﬁning
an auxiliary function
K
￿
￿
2
<
l
￿
￿
„
”
￿
H
L
U
￿ to compute a sequence of actions of
5
￿
￿ starting from state
< to
simulate a receive of message
„ by an automaton
L (where
L is either a client or replica identiﬁer):
162M
D
7
I
K
[
￿
[
O
N
c
L
4
H
if
g
0
￿
:
D
￿
D
￿
[
￿
L
y
A
￿
I
@
F wire
L then
if
g
#
￿
:
D
￿
D
￿
[
￿
L
y
A
￿
I
K
Fwire
z
P
N
¸
A
￿
L then
RECEIVE
D
￿
L
￿
Q
else
MISBEHAVE
D
￿
[
￿
[
￿
￿
¨
￿
N
‘
￿
￿
L . RECEIVE
D
￿
L
￿
Q
0
t
￿
D
￿
[
￿
L
￿
A
￿
I
@
F wire
else
if
g
? :
D
7
I
@
F faulty
G
9
H false
z
￿
A
￿
I
K
Fout
G
L then
SEND
D
￿
[
￿
N
‘
￿
￿
L
G . RECEIVE
D
￿
L
Q
else
R
If RECEIVE
￿
2
„
p
￿
￿
S is enabled in a state
: , there is an
„
\
￿ such that
K
￿
￿
2
<
B
￿
￿
„
\
￿
2
￿
H
L
Z
￿ is deﬁned and the
actions in
K
￿
￿
2
<
l
￿
￿
„
￿
￿
H
L
U
￿ are enabled for all
<
˚
3
￿
<
”
§
:
=
¤ , and:
T
„
«
„
￿ , if
„ is not a checkpoint, view-change, or new-view message
T consistent-vc
￿
2
„
”
￿
￿
„
￿
￿ , if
„ is a view-change message
T consistent-nv-set
￿
‹
„
ﬁ
￿
‹
„
\
￿
ﬁ
￿ , if
„ is a new-view message
This is guaranteed by clauses 5, 6, and 7 in the deﬁnition of
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these cases.
Internal channel actions. If
ﬂ is a MISBEHAVE
￿
2
„
”
￿
￿
»
p
￿
￿
»
 
￿
￿
￿ action, there are two cases: if
ﬂ is
not enabled in
< , let
– be
￿ ; otherwise, let
– contain a single
ﬂ step. In either case,
< is preserved.
because
ﬂ does not add new messages to
:
;
￿ Wire.
Receive of request, pre-prepare, prepare, or commit. For actions
ﬂ
« RECEIVE
￿
2
„
p
￿
￿
￿ where
„ is a syntactically valid request, pre-prepare, prepare, or commit message, let
–
«
K
￿
￿
2
<
B
￿
￿
„
”
￿
￿
￿
^
￿ ;
–
transforms
< into
<
￿
3
￿
<
¸
§
:
￿
¤ :
T
ﬂ and
– modify wire in a way that preserves clauses 5, 6, and 7.
T For receives of request messages,
– and
ﬂ add the same messages to out
￿ and in
￿ thereby
preserving the state correspondence deﬁned by
< .
T For the other message types, the deﬁnition of
< and the deﬁnition of in-wv ensure that when
theﬁrst
￿
￿
R conditionistruein
: , itisalsotruein
< (becausetheconditionismorerestrictivein
5
￿
¯
+ , and
:
}
￿in
￿ and
<
l
￿in
￿ have the same prepare and commit messages with sequence numbers
higher than
:
;
￿ h
￿ .) Thus, in this case, the state correspondencedeﬁned by
< is preserved. But
it is possible for the
￿
￿
R condition to be true in
< and false in
: ; this will cause a message to
163be added to
<
l
￿ in
￿ and (possibly)
<
l
￿out
￿ that is not added to
:
;
￿ in
￿ or
:
}
￿out
￿ . Since this happens
only if the sequence number of the message received is lower than or equal to
:
;
￿ h
￿ , the state
correspondence is also preserved in this case.
Garbagecollection. If
ﬂ
« RECEIVE
￿
￿
- CHECKPOINT
￿
￿
·
￿
￿
￿
.
0
￿
H
V
=
￿
’
1
￿
Æ
￿
￿ ,or
ﬂ
« COLLECT-GARBAGE
￿ ,
the condition holds when
– is
￿ . It is clear that the condition holds for the ﬁrst type of action.
For the second type, the condition is satisﬁed because all the messages removed from
:
;
￿ in
￿ have
sequence number lower than or equal to
. and the action sets
:
}
￿h
￿ to
. . The action sets
:
;
￿h
￿ to
. because it removes all triples with sequence number lower than
. from
:
;
￿ chkpts
￿ and there is
a triple with sequence number
. in
:
;
￿ chkpts
￿ . The existence of this triple is guaranteed because
the precondition for the collect-garbage
￿ action requires that there is a checkpoint message from
￿ with sequence number
. in
:
;
￿ in
￿ and
￿ only inserts checkpoint messages in in
￿ when it inserts a
corresponding checkpoint in chkpts
￿ .
Receive view-change. If
ﬂ
« RECEIVE
￿
2
„
«
- VIEW-CHANGE
￿
￿
·
￿
￿
￿
.
0
￿
(
˜
i
￿
D
W
￿
￿
H
U
s
￿
’
1
￿
￿
Æ
￿
￿
￿ , let
–
«
K
￿
￿
2
<
l
￿
￿
„
￿
￿
￿
￿
￿
￿ such that consistent-vc
￿
2
„
”
￿
￿
„
￿
￿ . The deﬁnition of consistent-vc ensures that either both
messages are incorrect or both are correct. In the ﬁrst case,
ﬂ and
– only modify the destination set
of the messages in wire; otherwise, they both insert the view change message in in
￿ . In either case,
the state correspondence deﬁned by
< is preserved.
Receive new-view. When
ﬂ
« RECEIVE
￿
2
„
«
- NEW-VIEW
￿
￿
·
￿
￿
D
X
￿
￿
D
Y
￿
￿
H
$
”
1
￿
Æ
￿
￿ , we consider
two cases. Firstly, if the condition in the outer
￿
￿
R is not satisﬁed, let
–
«
K
￿
￿
2
<
l
￿
￿
„
\
￿
2
￿
￿
￿
￿
￿ , where
consistent-nv-set
￿
‹
„
ﬁ
￿
‹
„
￿
ﬁ
￿ . It is clear that this ensures
<
￿
3
J
<
”
§
:
￿
¤ under the assumption that
<
ƒ
3
Z
<
¸
§
:
Z
¤ . Secondly, if the condition in the outer
￿
￿
R is satisﬁed when
ﬂ executes in
: , let
– be the
execution of the following sequence of actions of
5
￿
￿ :
1. The actions in
M
D
7
I
@
[
￿
￿
K
H
h
NEW-VIEW
[
￿
q
￿
[
￿
E
￿
￿
￿
[
r
￿
#
￿
 
[
￿
￿
]
￿
￿
k
/
~
￿
[
￿
?
 
L , where consistent-nv-set
D
￿
￿
￿
￿
￿
[
￿
￿
￿
￿
￿
￿
￿
L
2. Let
) be a sequence of tuples
D
7
q
D
[
K
[
n
[
i
[
￿
[
c
L from N
\ 2
]
^
\
”
C
￿
˘ such that the following conditions are true:
i)
>
￿
e :
D
7
E
,
F last-exec
G
d
\
e
Y max-n
D
8
E
￿
L
￿
L
ii)
>
]
D
7
q
_
[
K
[
n
[
K
[
￿
[
c
L :
D
7
q
_
[
”
d
X
q
¢
z
t
n
[
,
t
#
u 2
w
ƒ
z
￿
>
s
{
”
A
n
[ :
D
h
COMMIT
[
￿
q
D
[
i
[
2
e
=
[
￿
‘
m
D
￿
[
￿
L
￿
[
￿
{
‘
k
~
D
C
A
￿
E
￿
F Wire+o
L
z
￿
D
g
q
￿ :
D
h
PRE-PREPARE
[
2
q
￿
[
￿
e
Z
[
￿
[
‘
k
~ primary
a
c
b
*
d
f
e
A
¨
E
￿
FWire+o
L
s
￿
￿
[
”
A
¨
E
￿
FWire+o
L
for each
D
7
q
[
[
n
[
[
￿
[
L
y
A
g
) in order of increasing
e execute:
a)
M
D
7
I
@
[
2
M
￿
[
C
H
h
COMMIT
[
r
q
D
[
K
[
r
e
Z
[
￿
‘
m
D
￿
[
‘
L
￿
[
￿
{
‘
k
~
D
C
[
￿
?
 
L , for each
{
”
A
n
[
b) if enabled
M
D
7
I
@
[
i
h
[
H
h
PRE-PREPARE
[
￿
q
￿
[
￿
e
Z
[
￿
[
k
/
~ primary
a
j
b
￿
d
i
e
[
r
?
 
L else
M
D
7
I
@
[
￿
[
[
2
?
/
L
c) EXECUTE
D
￿
[
￿
[
￿
q
D
[
i
[
2
e
￿
L
G
The deﬁnition of
< (clauses 1, 4, 5 and 6) ensures that, when the receive of the new-view
message executes in
< , the condition in the outer
￿
￿
R is true exactly when it is satisﬁed in
: . Let
< 1
be the state after
K
￿
￿
2
<
l
￿
￿
„
\
￿
/
￿
￿
￿
^
￿ executes; we show that when
W is empty (i.e., max-n
￿
*
X
￿
￿
￿
Q last-exec
￿ ),
<
p
￿
«
< 1
3
k
<
¸
§
:
Q
￿
†
¤ . This is true because:
164T Both
ﬂ and
K
￿
￿
2
<
l
￿
￿
„
\
￿
/
￿
￿
￿
￿
￿ set view
￿ to
· , add all the pre-prepares in
Y
m
l
n
$ to in
￿ , and add
consistent new-view messages to in
￿ .
T
K
0
￿
2
<
B
￿
￿
„
\
￿
2
￿
￿
￿
￿
￿ also adds the pre-prepares in
￿
*
Y
4
￿
o
l
p
$
 
￿
￿
￿
r
q
￿
*
Y
!
l
s
$
”
￿ to in
￿ but this does not violate
< because
ﬂ ensures that
:
Q
￿
2
￿ h
￿ is greater than or equal to the sequence numbers in these
pre-prepares.
T Both
ﬂ and
K
￿
￿
2
<
B
￿
￿
„
\
￿
2
￿
￿
￿
￿
￿ add prepares to in
￿ and out
￿ ;
K
￿
￿
2
<
l
￿
￿
„
\
￿
/
￿
￿
￿
^
￿ adds all the prepares added by
ﬂ and some extra prepares whose sequence numbers are less than or equal to
:
￿
￿ h
￿ .
When
W is not empty (i.e., max-n
￿
*
X
￿
￿
￿
last-exec
￿ ), it is possible that
< 1
“
3
t
<
”
§
:
P
￿
¤ because some
of the requests whose execution is reﬂected in the last checkpoint in
:
Q
￿ may not have executed in
< 1. The extra actions in
– ensure that
<
￿
3
￿
<
¸
§
:
￿
¤ .
We will ﬁrst show that
W is well-deﬁned, i.e., there exists a sequence with one tuple for each
.
between
:
}
￿last-exec
￿ and max-n
￿
*
X
￿
￿ that satisﬁes conditions i) and ii).
Let
„
\
￿
￿
«
- VIEW-CHANGE
￿
￿
·
￿
￿ max-n
￿
*
X
￿
￿
￿
￿
v
-
￿
˜
K
￿
￿
￿
￿
￿
￿
1
￿
￿
D
W
￿
￿
￿
￿
H
U
s
￿
￿
‰
Z
1
￿
| be the view-change message in
X
whose checkpoint value,
-
￿
˜
K
￿
￿
￿
￿
￿
￿
1 , is assigned to
￿ val
￿
￿
￿ last-rep
￿
￿ last-rep-t
￿
￿ . Since
„
\
￿
￿ is correct,
W
￿ contains at least
R
£
¡ 1 checkpoint messages with sequence number max-n
￿
*
X
￿
￿ and the digest of
-
￿
˜
i
￿
￿
￿
￿
￿
￿
1 . Therefore, the bound on the number of faulty replicas, and Invariant A.2.3 (condition 2)
imply there is a sequence of requests
￿ 1 such that committed-Wire
￿
r
˜
i
￿
￿
￿
￿
￿
￿
￿ max-n
￿
*
X
￿
￿
￿
￿
￿
·
￿
￿
￿
￿ 1
￿ .
Since by the inductive hypothesis
<
3
u
<
”
§
:
=
¤ , all the the commit, pre-prepare and request
messages corresponding to
￿ 1 are also in
<
B
￿ Wire+o. Therefore, all the actions in a) and at least one
oftheactionsinb) areenabledstartingfrom
< 1 foreach
. andeach
‰
¢
3
˙
￿
￿
￿ . Since
·
￿
￿
˚
¿
￿
· forallthe
tuplesin
W ,eachreceivein
K
￿
￿
2
<
l
￿
￿
￿
￿
￿
|
￿
￿
￿
￿
￿ willinsert
￿
￿
￿
| inin
￿ . Similarly, thereceiveofthepre-prepare
or request will insert a matching pre-prepare or request in in
￿ . This enables execute
￿
2
„
P
￿
Z
￿
￿
·
￿
￿
￿
￿
￿
.
*
￿
￿
￿ .
Invariant A.2.3 (condition 1) also asserts that there exists a sequence of requests
￿ 2 such
that committed-Wire
￿
￿
v
/
val
œ
￿
￿
v
/
last-rep
œ
￿
￿
v
/
last-rep-t
œ
￿
￿
v
/
last-exec
œ
￿
￿
v
/
view
œ
￿
￿
2
& . Since by the inductive
hypothesis
<
˚
3
k
<
”
§
:
=
¤ , all the the commit, pre-prepareand requestmessages correspondingto
￿ 1 and
￿ 2 are also in
<
B
￿ Wire+o. This and Invariant A.2.4 imply that
￿ 2 is a preﬁx of
￿ 1. Therefore, after
the execution of
– , val
￿
￿ last-rep
￿
￿ last-rep-t
￿
￿ last-exec
￿ have the same value in
:
P
￿ and
<
p
￿ as required
by
< .
Send. If
ﬂ
« SEND
￿
2
„
”
￿
￿
»
”
￿
￿
￿ , let
– be:
T A single send
￿
2
„
”
￿
￿
»
￿
￿
￿
￿ step, if
„ does not have the CHECKPOINT, VIEW-CHANGE, or NEW-VIEW
tag and this action is enabled in
< .
T
￿ , if
„ has the CHECKPOINT tag or the action is not enabled in
< (because the message is
already in the channel.)
T A single send
￿
2
„
\
￿
’
￿
￿
»
”
￿
￿ step, if
„ has the VIEW-CHANGE tag and this action is enabled in
<
(where consistent-vc
￿
2
„
”
￿
￿
„
\
￿
’
￿ .)
165T A single send
￿
2
„
\
￿
￿
￿
￿
»
￿
￿
￿ step, if
„ has the NEW-VIEW tag and this action is enabled in
< (where
consistent-nv-set
￿
‹
„
ﬁ
￿
‹
„
\
￿
ﬁ
￿ .)
Send-pre-prepare and send-commit. If
ﬂ
« SEND-PRE-PREPARE
￿
2
„
”
￿
￿
·
￿
￿
￿
.
*
￿
￿
￿ or
ﬂ
« SEND-
COMMIT
￿
2
„
”
￿
￿
·
B
￿
￿
.
*
￿
￿
￿ , let
– contain a single
ﬂ step. This ensures
<
p
￿
￿
3
t
<
¸
§
:
Q
￿
ˆ
¤ because these actions are
only enabled in
: when they are enabled in
< , and they insert and remove the same messages from
in
￿ and out
￿ .
Execute. When
ﬂ
« EXECUTE
￿
2
„
”
￿
￿
·
B
￿
￿
.
*
￿
￿
￿ , let
– contain a single
ﬂ step. The action is enabled
in
< when it is enabled in
: because it is only enabled in
: for
.
￿
:
}
￿h
￿ and
:
;
￿ in
￿ and
<
l
￿in
￿ have
the same pre-prepare and commit messages with sequence numbers greater than
:
;
￿ h
￿ and the same
requests. It is easy to see that the state correspondence deﬁned by
< is preserved by inspecting the
code.
View-change. If
ﬂ
« VIEW-CHANGE
￿
2
·
Z
￿
￿ , let
– contain a single
ﬂ step. The action is enabled in
< when it is enabled in
: because view
￿ has the same value in
: and
< . Both
ﬂ and
– insert view-
change messages
„ and
„
￿ (respectively) in in
￿ and out
￿ ; it is clear that this ensures
<
￿
3
g
<
¸
§
:
￿
¤
provided consistent-vc
￿
2
„
\
￿
/
￿
￿
„
\
￿
￿
￿ is true. Clause 2 in the deﬁnition of
< ensures that
„ and
„
\
￿
contain the same messages in the
U component for sequence numbers greater than
:
}
￿h
￿ ; therefore,
consistent-vc
￿
2
„
￿
￿
￿
„
￿
￿ is true.
Send-new-view. If
ﬂ
« SEND-NEW-VIEW
￿
2
·
B
￿
D
X
y
￿
￿
￿ , let
– be the execution of the following
sequence of actions of
5
￿ :
1. send-new-view
D
7
q
￿
[
￿
E
￿
L
G step, where consistent-vc-set
D
8
E
￿
[
￿
E
￿
L .
2. Let
) be a sequence of tuples
D
7
q
[
[
n
[
[
￿
[
L from N
\ 2
]
\
”
C
￿
˘ such that the following conditions are true:
i)
>
￿
e :
D
7
E
,
F last-exec
G
d
\
e
Y max-n
D
8
E
￿
L
￿
L
ii)
>
]
D
7
q
[
[
n
[
[
￿
[
L :
D
7
q
[
d
X
q
¢
z
t
n
[
t
#
u 2
w
ƒ
z
￿
>
s
{
”
A
n
[ :
D
h
COMMIT
[
￿
q
[
[
2
e
=
[
￿
‘
m
D
￿
[
L
￿
[
￿
{
‘
k
/
~
C
A
￿
E
￿
F Wire+o
L
z
￿
D
g
q
￿
￿ :
D
h
PRE-PREPARE
[
2
q
￿
￿
’
[
￿
e
Z
[
￿
[
k
/
~ primary
a
c
b
d
e
A
¨
E
￿
FWire+o
L
s
￿
￿
[
A
¨
E
￿
FWire+o
L
for each
D
7
q
D
[
K
[
n
[
K
[
￿
[
c
L
y
A
g
) in order of increasing
e execute:
a)
M
D
7
I
@
[
2
M
[
C
H
h
COMMIT
[
r
q
[
[
r
e
Z
[
￿
‘
m
D
￿
[
L
￿
[
￿
{
‘
k
/
~
C
[
￿
?
 
L , for each
{
”
A
n
[
b) if enabled
M
D
7
I
@
[
i
h
w
[
￿
H
h
PRE-PREPARE
[
￿
q
￿
[
￿
e
Z
[
￿
[
c
k
~ primary
a
j
b
d
e
[
r
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L else
M
D
7
I
@
[
￿
[
K
[
2
?
/
L
c) EXECUTE
D
￿
[
[
￿
q
[
[
2
e
￿
L
G
This simulation and the argument why it preserves
< is very similar to the one presented for
receives of new-view messages.
Failure. If
ﬂ
« REPLICA-FAILURE
￿ or
ﬂ
« CLIENT-FAILURE
￿ , let
– contain a single
ﬂ step. It is
easy to see that
<
￿
3
k
<
¸
§
:
￿
¤ .
Actions by faulty nodes. If
ﬂ is an action of a faulty automaton, let
– contain a single
ﬂ step.
The deﬁnition of
< ensures that
– is enabled in
< whenever
ﬂ is enabled in
: . Modiﬁcations to
the internal state of the faulty automaton cannot violate
< . The only actions that could potentially
violate
< are sends. But this is not possible because a faulty automaton cannot forge the signature
of a non-faulty one.
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