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ABSTRACT  
The rapid growth of Android-based mobile devices technology in recent years has increased the proliferation of 
mobile devices throughout the community at large. The ability of Android mobile devices has become similar to its 
desktop environment; users can do more than just a phone call and short text messaging. These days, Android mobile 
devices are used for various applications such as web browsing, ubiquitous services, social networking, MMS and many 
more. However, the rapid growth of Android mobile devices technology has also triggered the malware author to start 
exploiting the vulnerabilities of the devices. Based on this reason, this paper explores mobile malware detection through an 
n-gram system call sequence which uses a sequence of system call invoked by the mobile application as the feature in 
classifying a benign and malicious mobile application. Several n-gram values are evaluated with Linear-SVM classifier to 
determine the best n system call sequence that produces the highest detection accuracy and highest True Positive Rate 
(TPR) with low False Positive Rate (FPR). 
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INTRODUCTION 
Technological advancement had produced many 
mobile operating systems such as iOS from Apple, 
Blackberry, Symbian, Windows mobile and Android by 
Google. Of all the systems mentioned, the most popular 
platform is the Android system by Google as it has 
controlled over 80% of the overall mobile devices market 
sales in 2013 [1]. Despite the high market demand, 
Android-based mobile devices are also exposed to mobile 
malware threat. This is shown in the 2013 Kaspersky’s 
Lab report which reveals almost 98 % of the mobile 
malware found in 2013 is targeting the Android platform 
[2].  A mobile device infected by malware can expose the 
user to information theft, activity and location sniffing, 
overbilling of sending random SMS and MMS to contacts, 
being exploited as denial of services attack source and can 
cause the mobile device resources such as memory, battery 
and storage overloaded by unknown processes [3]. 
To date, several mitigation processes to overcome 
the mobile malware infection have been introduced. For 
instance, software companies have introduced their mobile 
version of antivirus, yet they still detect malware using the 
signature approach and works as a cleaning up service 
after the mobile devices have been infected. Since the 
signature based mobile malware detection only detects 
known malware, a new malware on the market can easily 
evade this approach. Furthermore, solely depending on 
antivirus is not enough. Based on Zhou et al. [4], in the 
best case, only 79.6% antivirus can detect the mobile 
malware variant they have collected and even worse, some 
existing antivirus only detected 20.2% of the malware 
variant. Hence, there is a need for an effective approach in 
detecting mobile malware.  
Another detection approach that can be used to 
mitigate mobile malware is the anomaly-based detection 
which has the ability to monitor regular activities in the 
devices and look for any behavior that deviates from the 
normal pattern. Anomaly-based detection is effective in 
detecting a known and unknown malware, yet it has a 
drawback of generating false alert which indicates an 
incorrectly classified benign application to be malicious or 
vice versa. This research also uses the anomaly-based 
detection approach through the machine learning 
classifying technique in revealing the benign and 
malicious method. On the contrary, this research attempts 
to improve the drawback of the anomaly-based detection 
by improving the detection TPR, FPR and accuracy using 
the n-gram system call sequence as a feature in classifying 
the mobile malware. The n-gram system call sequence is 
an n number of system call sequence invoked by the 
mobile application. The n-gram system call sequence can 
be used to represent a set of system call processes invoked 
by the malicious application. The basic concept of this 
approach is discussed in the next section.  
 
RELATED WORK 
Malicious software or called malware is written 
for the purpose of exploiting the weaknesses found in a 
computer system. The rapid changes and evolution of 
malware have made it difficult to stop any malware in any 
platform. The first step in mitigating the mobile malware 
is to understand how mobile malware behaves in mobile 
devices. This can be done by analyzing the malware 
sample itself. Malware analysis can enable researchers to 
observe and obtain the real behavior of a malware in 
action [5]. Based on the work done by [6] and [7] most 
Android-based malware has the following malicious 
intentions. 
 
 Changes and accessing file system, e.g. creation, 
modification or deletion of files. 
 Attempts on root access, e.g. creation or modification 
root files. 
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 Infection of running processes, e.g. to insert malicious 
code into other processes, or updating packages. 
 Acquiring of sensitive data, e.g. IMEI, GEO Location 
or SMS and call log. 
 Network activity and transfer, e.g. HTTP connections. 
 Starting and stopping OS or application, e.g. restart 
OS. 
The comparison between the malicious intention 
with the mobile malware behavior experiment and the 
observation made in the previous work [8] reveals that the 
behavior of mobile malware can be traced via the system 
call invoked by the application. Figure 1 shows a sample 
of the system call log file captured in the experiment run 
in [8]. 
 





3 [{"\3", 1}, {"Gsm/SmsMessage\0", 15}, {"SMS SC timestamp: 1410667507000\0", 32}]













61 {st_mode=S_IFREG|0660, st_size=365, ...}
"/data/data/com.GoldDream.pg03/files/zjsms.txt" 660
61 "+60126730936#Account 56789543216 pin 6785#2014-09-14 12:05:07\r\n"
















Figure-1. A GoldDream system call log for capturing and logging user SMS. 
 
writev writev access fstat chmod write fstat close
 
 
Figure-2. Sequence of system call used to capture and log 
sms received. 
 
SYSTEM CALL AND N-GRAM ANALYSIS 
A set of system call invoked by a mobile 
application through the kernel interface in an operating 
system is able to provide accurate information on the 
behavior of a mobile application. This is based on the 
reason that all requests made from the mobile application 
such as network communication, file management or 
process related operations have to pass through to the 
kernel using the system call interface before they are 
executed. This system has been used by these people in 
their work; Crowdroid [9], Isohara et al. [10], Azteni et al. 
[13], AMDA [11] and MADAM [12]. Crowdroid captures 
the whole system call invoked by application and use K-
mean clustering algorithm to distinguish the benign and 
malicious application. Meanwhile, Isohara et al. applies a 
based signature approach in detecting mobile malware by 
filtering list of system call against a database of malicious 
system called regular expressions signature. System call 
dependency graph of an app execution and supervised 
learning machine learning is used by Azteni et al. to 
classify the application. MADAM and AMDA use 
machine learning classifier on a set of selected system call. 
Similarly, these researches used the anomaly-based 
detection approach and system call as features to 
distinguish a benign and malicious mobile application, yet 
our approach attempts to improve the detection rate 
accuracy and reduce the false alert using the n-gram 
system call sequence. The classification accuracy achieved 
by AMDA and Azteni et al. using their approach are 
71.15% and 86.80%, respectively. 
 
RESEARCH METHODOLOGY 
This paper proposes an n-gram system call sequence as a 
feature to be used in machine learning classifying 
algorithm for classifying the benign and malicious android 
application. For the purpose of this research, the study has 
captured the system call invoked from 100 normal 
Android applications acquired from Google play and 102 
infected Android applications acquired from the 
MalGenome Project [4]. Each Android application used in 
this experiment is scanned with these antiviruses, 
Bitdefender [20], eseT [21] and VirusTotal [22] for 
verification whether it is truly a malicious or benign 
application. Every Android application is executed on a 
tablet and stimulated with user interaction such as web 
browsing and SMS for 10 minutes. After each execution 
and simulation, the tablet is wiped out clean to its factory 
setting before another Android application is installed. 
This manual approach is used for evading any anti 
emulator or virtual machine evasion mechanism that might 
be included in the malicious application. The research 
methodology used in this research consists of four phase; 
data collection phase, n-gram extraction phase, machine 
learning classifiers phase and performance evaluation 
phase. The research methodology is depicted in Figure-3. 
In data collection phase (Phase I), each application runs on 
a real device in an experimental test bed environment [23]. 
The system call generated by each of the application is 
captured in a log file using a tool called strace.  Next, an 
extraction module is introduced in Phase II.  The module 
starts by extracting all the system call sequence and 
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dropping all the parameter from the system call log. The 
sequence of system call is then encoded into a Unicode 
UTF-8 representation before it goes through the N-gram 
Generator. The encoding of system call will represent each 
system call with a unique character; hence it reduces the 
size of data stored for processing. Finally, the output of the 
N-gram Generator is a data set consists of n-gram system 
call sequence and its occurrence frequency, fngram. In 
order to evaluate the optimum n value, this research only 
generates 6 different dataset comprise of 1-gram, 2-gram, 
3-gram, 4-gram, 5-gram and 6-gram system call sequence 
for evaluation. Each of n-gram system call sequence 
subset is then applied to the classifier in Phase III.  
 
  Phase IV  
  Phase III 
  Phase II  














 Figure-3. Research methodology. 
 
The evaluation for finding the optimum n-value in the n-
gram system call sequence for this research uses the 
linear-SVM classifier provided in the LibLinear Package 
introduced by [24]. The approach is chosen based on the 
fact that Linear SVM is suitable for machine learning 
applications that deal with large instances and features 
such as in text classification and bioinformatics [25] and 
with the number of features increased as the value of n-
gram is increased, the Linear SVM classifier is the 
appropriate classifier algorithm for this evaluation. Given 
a data set of instance (xi, yi), i = 1,..., l, xi ∈ Rn, yi ∈ {−1, 
+1}, Linear SVM type L2-SVM can be used to solve the 
optimization problem for 
 
                     (1) 
 
Where C > 0 is a penalty parameter and the loss 
functions is   ii xy  1,0max 2 
Finally, Phase IV evaluates the performance of the 
classifier based on the True Positive Rate (TPR) that 
indicates the rate of correctly detecting an instance as 
malware, False Positive Rate (FPR) that indicates the rate 
of false detection of benign application as malware, and 
Accuracy is the percentage of correctly classified benign 
or malicious mobile application [26], [27], [28]. The best n 
value is chosen based on the number of system call 
sequence that can generate the highest detection Accuracy 
and TPR while the FPR is low. The equation of all 
matrices represented as below: 
 
     (2) 
 
     (3) 
 
     (4) 
 
Where 
TP = number of malware cases correctly classified (true 
positives) 
FN = number of malware cases misclassified as legitimate 
software (false negatives) 
FP = number of benign software cases incorrectly detected as 
malware  
TN = number of legitimate executables correctly classified.    
 
ANALYSIS AND DISCUSSION 
The Linear SVM applies in this experiment is the 
L2-SVM classifier from the Liblinear package and the 
experiment is performed using Weka 3.7.10 [26]. The 
experiment is done on Windows 7 that runs on a desktop 
computer with Pentium Dual Core CPU and 2GB of 
RAM. The classifier evaluation is validated using k-fold 
cross-validation which can estimate how well the learned 
model generalizes. For this implementation, the value of k 
is set to be 10. The 10 fold cross validation divided the 
data into 10 subsets and the holdout method is repeated for 
10 times. In every fold, the subset is divided into 9 training 
sets and one testing set. The average value of the 
performance metric from each fold result is taken as a 
single estimation result for the overall implementation 
performance. The empirical results of the experiment are 
shown in Table-1.  
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Table-1 shows the TPR, FPR and the Accuracy of 
6 different n-gram system call sequence and it apparently 
shows 3-gram system call sequence has the highest 
detection accuracy which is 96.19% and FPR which is 5%. 
Even though the TPR is only 97.06% and not the highest 
value, 3-gram system call sequence provide a 
classification between benign and malicious application 
with high detection accuracy and low FPR. Comparatively, 
the 3-gram system call sequence provides better 
classification accuracy with an acceptable TPR and the 
lowest FPR value compared to the 1 gram system call. 
Interestingly, when n-gram is higher than 3-gram, the 
accuracy is decreasing. This is due to the higher the 
number of n-gram sequence, the fewer occurrences of the 
system call sequence will be invoked hence, most of the 
system call sequence value will be 0. This causing the 
system call sequence for the higher n-gram generates a 
sparse vector, resulting in lower detection accuracy.  
 
CONCLUSIONS 
Mobile malware evolution was triggered due to 
the rapid development in mobile device technology. It has 
multiplied greatly in recent years and causing adverse 
effects towards mobile users. Thus, there is a need in 
finding more effective measure to handle this issue as this 
paper explores the used of n-gram system call sequence as 
a feature in classifying benign and malicious android 
application. The experiment and evaluation of the n-gram 
show that the n-gram can improve the accuracy for the 
classification made and the false alarm rate which solved 
the issues in anomaly-based malware detection. The 3-
gram system call sequence returns the highest detection 
accuracy with a well-balanced TPR and FPR values even 
though it cannot achieve 100% for the TPR value 
compared to 4, 5 and 6 gram system call sequence. For 
future works, the proposed method may be potentially 
applied in developing Android malware detection. 
However, there is still an issue to be addressed especially 
in the limitation and constrain of mobile devices’ 
environment especially on the storage and memory 
consumption such as the large number of features 
generated as the n-gram value increases.    
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