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Publishable Executive Summary 
The purpose of this deliverable is to provide a single point of reference on the safety, regulatory and 
liability issues for operating robots in the European Union. The deliverable describes a state of the 
art and the well-known normative frameworks for assuring safety on the one hand and examines the 
regulatory and legal liability issues related to operating robots on the other. 
We organised the report based on the required structure of the deliverable with taking into 
consideration the different robots technologies, as recognised at the European Union and 
international level.  
This deliverable is closely related to other deliverables which describe the current state of the arts 
and normative framework from a different point of view.  This review report is intended as a guiding 
document to be used by all project partners. 
There is currently no single framework to regulate robotics technology in Europe. Different types of 
robots, depending on where they operateà?which Member State and in the air, on land, or in the 
watersà?may be subject to various existing laws or regulations on the international, European Union, 
Member State levels. The regulations include legal standards and industry guidelines on the robot 
technologies themselves and on the developers, manufacturers, suppliers, and operators that must 
be met before these new technologies can be legally and safely deployed. Specific types of robots 
are subject to different regulatory regimes, and depending on the type of the robot, the applicable 
regulations may be harmonised across Europe or differ in each Member State. 
Current liability regimes on the EU and Member State levels govern the situations in which the 
humans associated with the robots are civilly liable for the damage they cause to property or injuries 
to persons. The appropriate legal regime could be fault-based, strict liability, or product liability 
depending on the particular circumstances. While existing laws are sufficient to address liability 
issues given the current state of the technology, further scientific advances that lead to increasingly 
sophisticated robots may raise problems on how to appropriately assign responsibility.  
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Introduction 
RIMA networkà?ƐĚŽŵĂŝŶs of application are safety-critical because of both the things inspected and 
maintained (such as drinking water pipes, rail tunnels, and offshore platforms) and the things that 
are proposed to inspect and maintain them (such as drones, crawlers, and manipulator arms). 
Organisations developing technology in this domain will need to make rigorous efforts to ensure and 
assure its safety, to comply with relevant legislation, and to adequately manage the liability they 
have should something go wrong. 
This report reviews legal frameworks for robotic infrastructure I&M, along with relevant standards 
and best practices in development, verification and assurance. It is an attempt to capture the best 
practices for achieving safety assurance, meeting existing regulatory standards, addressing legal 
risks, as well as dealing with potential liability issues. Within RIMA, it is delivered under Task 7.3 
à“^ƚĂŶĚĂƌĚŝƐĂƚŝŽŶà?ĂƐƐƵƌĂŶĐĞĂŶĚĐĞƌƚŝĨŝĐĂƚŝŽŶà?ůĞŐŝƐůĂƚŝŽŶĂŶĚƉŽůŝĐǇà?ŝŶtŽƌŬWĂĐŬĂŐĞà?àW à“EŽƌŵĂƚŝǀĞ
ĨƌĂŵĞǁŽƌŬà?à? 
There are several challenges that need to be addressed when developing safety, assurance and 
regulation guidance for RIMA network of DIH: 
x Standards and regulations can differ in diverse ways between different Member States. 
x There is a great deal of existing knowledge on safety even before considering the knowledge 
ƐƉĞĐŝĨŝĐ ƚŽ Z/Dà?Ɛ ĚŽŵĂŝŶs. In this report we assume that the reader (or, at least, their 
organisation) is able to carry out basic safety assessments.  
x The main issues which apply to industrial bodies concern the ability to the assure novel-use, 
novel-ƚĞĐŚŶŽůŽŐǇĂƉƉůŝĐĂƚŝŽŶƐĂƐƐŽĐŝĂƚĞĚǁŝƚŚŶĞǁƌŽďŽƚŝĐƐŽůƵƚŝŽŶƐŝŶZ/Dà?ƐĚŽŵĂŝŶs. This 
is especially important when robots are operated with a high level of autonomy. Based on 
the previous concepts, we urgently require new types of approaches that do not (solely) rely 
on this basic assumption (everything is defined at design time).   
Naturally, there is a strong relationship between the safety standards that apply to robotics 
technology and the law. More specifically, this relates to regulations regarding safety standards, as 
well as potential liability issues that may arise in the event that robotic technology causes damage to 
property, humans, or both. The aim of this report is to outline the safety requirements that are 
currently in place. This is done with the intention of providing guidance on how to deal effectively 
with each step of the robot development process. This will allow for safe operation by limiting the 
potential for harm to be caused. The regulations that are discussed provide evidence of existing 
regimes which apply to robotic technology, as well as highlight gaps in the law as it is presently 
constituted.  
The understanding of the existing regulatory framework is necessary in order to determine what are 
the next steps necessary to address the need for best practices and regulations specific to robotics in 
Inspection and Maintenance of Infrastructures. Robots operating in the RIMA domains raise specific 
issues and have particular risks that may not be relevant to robotics in general. Achieving safety, 
both through safety standards and regulatory standards, and understanding the allocation of 
liabilities specifically for RIMA application domains will facilitate regulatory and legal certainty. 
In this report, we present our initial findings on the best practices for standardisation, assurance and 
certification, legislation, and policy for robots in RIMA application domains. Focus is placed on 
outlining best practices for robotic technologies which can operate in the air, on land, and at sea. For 
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each of these forms of technology we have sought to provide the reader with useful information 
regarding safety, regulatory, and liability issues with a focus on RIMA application domains.  
 
 
1 General Concepts 
This section introduces the general concepts of regulation and legal liability. It first discusses the 
various ways the development and operation of robotics technology can be regulated to ensure 
safety standards are met. It then focuses on the liability regimes that can compensate victims of 
unsafe or malfunctioning robotics technology who suffer injury or property damage. The main types 
of liability regimes available in the Member States are fault-based and strict liability, with the 
product liability regime being a special type of strict liability. 
1.1 Methods of Regulation 
Regulations for robotics used for Inspection and Maintenance of infrastructures will ensure that 
robot technologies meet minimum requirements before they are deployed and used in society and 
also ensure that the individuals responsible for accidents resulting from the use of technology would 
be legally responsible for any damages caused.1 These regulations will make certain that robots can 
operate safely for the sake of the individuals directly involved and also society as a whole that should 
not be forced to pay for the wrongdoings of the robotics companies, insofar as that is possible given 
the rapid pace of technological development.2 While there may be numerous reasons for why 
regulations may be necessary, at this stage of the development of robotics technology for RIMA 
network, the overwhelming concern is likely the assurance that robots will work properly in the ways 
ƚŚĞǇ ĂƌĞ ƐƵƉƉŽƐĞĚ ƚŽ ĂŶĚ ƉĞŽƉůĞà?Ɛ ƐĂĨĞƚǇ ĂƌĞ ŶŽƚ ƵŶĚƵůǇ ƚhreatened for the sake of advances in 
technology.3 Having a sound regulatory framework would instil confidence in the technologies and 
facilitate the further development and expansion of the use of robotic technologies for Inspection 
and Maintenance of Infrastructure.4 
From a legal perspective, the two main ways to regulate technologies used for Inspection and 
Maintenance of Infrastructures addressed in RIMA network5 are direct and indirect regulation. Direct 
legal regulation involves the robotic technologies meeting the approval requirements to be able to 
be used, whether in testing environments or in real life settings. Indirect legal regulation is 
effectuated through criminal and civil liabilities, the latter either being laws specifically designed for 
                                                          
1
 &ŽƌƐƵŐŐĞƐƚĞĚƉƌŝŶĐŝƉůĞƐĨŽƌƚŚĞƌĞŐƵůĂƚŝŽŶŽĨƌŽďŽƚƐà?ƐĞĞŐĞŶĞƌĂůůǇDĂƌŐĂƌĞƚŽĚĞŶà?à‘WƌŝŶĐŝƉůĞƐŽĨZŽďŽƚŝĐƐàP
ZĞŐƵůĂƚŝŶŐZŽďŽƚƐŝŶƚŚĞZĞĂůtŽƌůĚà?à?à?à?à?à?à)à?à?ŽŶŶĞĐƚŝŽŶ^ĐŝĞŶĐĞà?à?à?à?ZŽŶĂůĚ>ĞĞŶĞƐĞƚĂůà?à‘ZĞŐƵůĂƚŽƌǇ
Challenges of Robotics: Some Guidelines foƌĚĚƌĞƐƐŝŶŐ>ĞŐĂůĂŶĚƚŚŝĐĂů/ƐƐƵĞƐà?à?à?à?à?à?à)à?>Ăǁà?/ŶŶŽǀĂƚŝŽŶĂŶĚ
Technology 1; DŝĐŚĂĞůEĂŐĞŶďŽƌŐĞƚĂůà?à‘ƚŚŝĐĂůZĞŐƵůĂƚŝŽŶƐŽŶZŽďŽƚŝĐƐŝŶƵƌŽƉĞà?à?à?à?à?à?à)à?à?/à?^ŽĐŝĞƚǇà?à?à?à?
Jacob Turner, Robot Rules: Regulating Artificial Intelligence (Palgrave MacMillan 2019). 
2
 ^ĞĞŐĞŶĞƌĂůůǇDĂƌŬ&ĞŶǁŝĐŬà?tƵůĨ<ĂĂůĂŶĚƌŝŬWDsĞƌŵĞƵůĞŶà?à‘ZĞŐƵůĂƚŝŽŶdŽŵŽƌƌŽǁàPtŚĂƚ,ĂƉƉĞŶƐ
tŚĞŶdĞĐŚŶŽůŽŐǇ/Ɛ&ĂƐƚĞƌƚŚĂŶƚŚĞ>Ăǁà?à?à?à?à?à?à)à?ŵhƵƐ> ZĞǀà?à?à?à?tƵůĨ<ĂĂů and Erik PM Vermeulen, 
'How to Regulate Disruptive Innovation - From Facts to Data' (2017) 57 Jurimetrics 169. 
3
 Other reasons include protecting vulnerable populations, allocating scarce resources, ensuring costs are 
borne by certain parties and not society as a whole, discouraging anti-competitive behaviour, and ensuring the 
continuance of basic, essential services. Robert Baldwin, Martin Cave and Martin Lodge, Understanding 
Regulation: Theory, Strategy, and Practice (OUP 2012) 24. 
4
 https://www.bundesbank.de/en/press/speeches/confidence-through-regulation-711516 
5
 Referred to as RIMA technologies in the rest of the document  
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the particular technology, or tort law or delict, which may incorporate or refer to industry standards 
and soft law such as the ISO or IEEE standards.6 These laws can be passed by legislatures or be judge-
made.7 
Direct regulation of technologies used in I&M generally works by preventing accidents from 
occurring in the first place. Robots would have to meet requirements in order to be designed and 
used, including specifications of the technology and the qualifications of the operators. If an entity 
building the robot fails to meet the standards, it would be forbidden from putting the robot in 
operation. These regulatory measures may also have a post hoc effect where the operators or 
manufacturers may be sanctioned if it were determined that they deployed the robots without 
undergoing the approval process or received approval through providing erroneous information or 
otherwise did not meet the requisite standards. Depending on the country and specific regulatory 
framework, penalties could include monetary fines or reputational sanctions where the regulatory 
breaches are made public.8 
Indirect regulations through criminal and civil liabilities would only come into play if an accident 
were to occur and it becomes necessary to determine whether the potential wrongdoer would be 
subject to any criminal or civil liability. Because the applicable laws are specific to each country, the 
details would differ for each situation. In general, the applicable law would be that of the jurisdiction 
in which the accident occurs, though it may also be possible for individuals to be charged in the 
jurisdiction in which they live. The potential criminal charges would also be different and depend on 
whether property was damaged, and if so, the amount of damage, and whether people were injured 
or killed. Depending on the particular circumstances, not only could the operator be subject to 
criminal liability, the designer, owner, or other individuals involved in the process of making the 
robotic technology a reality may also be potentially criminally liable. In general, for criminal liability 
to be found by the courts, there would probably have to be some type of maliciousness involved 
where the actions that led to the damage or injuries were the result of intentional acts or were due 
to the personà?Ɛ ƌĞĐŬůĞƐƐŶĞƐƐŽƌ ŐƌŽƐƐŶĞŐůŝŐĞŶĐĞà? /ŶŽƚŚĞƌǁŽƌĚƐà? ƚŚĞĂĐƚŵƵƐƚŚĂǀĞ ƌĞƐƵůƚĞĚďŽƚŚ
from a criminal act and a mental state to commit that act.9 
Civil liabilities have a much lower legal standard. If an accident were to occur whilst using the 
robotics technology, the operator, designer, owner, or other individuals involved in leading to the 
robot being deployed could be subject to civil liability if it were found that the technology did not 
meet the specific requirements to which they were subject, such as the training requirements for a 
drone operator. There could also be civil liabilities if it were found that the accident occurred due to 
negligence. In general, to show negligence, the court would have to find that the person did not 
meet the requisite standard of care, or duty. This standard of care is usually what a reasonable 
person in the particular situation would be expected to maintain, and in the realm of robots used in 
I&M, this standard could be industry guidance or best practices that are not independently binding.10 
These guidelines and best practices are usually called soft law, which, unlike legislation or case law, 
                                                          
6
 Expert Group on Liability and New Technologies àW New Technologies Formation, Liability for Artificial 
Intelligence and Other Emerging Digital Technologies (European Union 2019) 
<ec.europa.eu/transparency/regexpert/index.cfm?do=groupDetail.groupMeetingDoc&docid=36608> 23. 
7
 Marta KatarǌǇŶĂ<ŽůĂĐǌà?ůďĞƌƚŽYƵŝŶƚĂǀĂůůĂĂŶĚKƌůŝŶzĂůŶĂǌŽǀà?à‘tŚŽ^ŚŽƵůĚZĞŐƵůĂƚĞŝƐƌƵƉƚŝǀĞdĞĐŚŶŽůŽŐǇ
(2019) 10 Eur J Risk Reg 4. 
8
 ^ĞĞ:ŽŚŶƌŵŽƵƌĞƚĂůà?à‘ZĞŐƵůĂƚŽƌǇ^ĂŶĐƚŝŽŶƐĂŶĚZĞƉƵƚĂƚŝŽŶĂůĂŵĂŐĞŝŶ&ŝŶĂŶĐŝĂůDĂƌŬĞƚƐà?à?à?à?à?à?à)à?à?
Journal of Financial and Quantitative Analysis 1429. 
9
 For criminal liability issues, see generally Jeremy Horder, ƐŚǁŽƌƚŚ ?ƐWƌŝŶĐŝƉůĞƐŽĨƌŝŵŝŶĂů>Ăǁ(OUP 9th edn 
2019); Michael Bohlander, Principles of German Criminal Law (Hart 2008); Markus D Dubber and Tatjana 
Hörnle, Criminal Law: A Comparative Approach (OUP 2014).  
10
 https://www.hg.org/legal-articles/what-is-the-relevance-of-industry-standards-under-the-law-36794 
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do not have any regulatory effect on their own because they are not laws made by state parties.11 
They nevertheless lead to compliance with ĐĞƌƚĂŝŶ ƐƚĂŶĚĂƌĚƐ ďĞĐĂƵƐĞ ƚŚĞǇ à‘create expectations 
ĂďŽƵƚ ĨƵƚƵƌĞ ĐŽŶĚƵĐƚà?12 or acquire legally-ďŝŶĚŝŶŐ ĨŽƌĐĞ à‘ƚŚƌŽƵŐŚ ĂĐĐĞƉƚĂŶĐĞ ĂƐ ŵĂƌŬĞƚ
ƌĞƋƵŝƌĞŵĞŶƚƐà?13 These soft law standards can be found by the court to be applicable in a case to 
determine civil liability, but they could also be incorporated into a contract, such as the one between 
the manufacturer of the robot and the user, and become an issue in a contractual dispute. 
While it is unclear so far, it may be possible for courts or legislative bodies to determine that for 
robots for I&M, strict liability would be the standard for the determination of civil liabilities. For strict 
liability, negligence by the operator or manufacturer would not need to be shown as long as there is 
a defect with the robot and the defect caused the damage.14 Determining whether there is a defect, 
again, could be aided by assessing whether industry standards were met, though this is not 
dispositive.15 This means that the entities or individuals within them could be liable for monetary 
compensation even in the absence of fault. Product liability is a special case of strict liability. While 
criminal liability, fault-based civil liability, and strict liability laws may differ depending on the EU 
Member State, the EU Product Liability Directive 1985 harmonised the law on product liability 
throughout the EU. 
Another way RIMA technologies could be regulated is through private regulation, especially through 
insurance contracts.16 When an entity purchases insurance to cover risks arising from the trial and 
use of these technologies, the insurer is incentivised to reduce the risk because minimising losses 
would benefit both the insurer and the policyholder. Insurance, thus, plays the role of regulators of 
corporate behaviour by ensuring that basic safety standards are met.17 /Ŷ ƚŚŝƐ ƌĞŐĂƌĚà? à‘ŝŶƐƵƌĂŶĐĞ
policies are quite similar to statutes regulating the activity, expectations, and conceptions of insurers 
ĂŶĚ ƉŽůŝĐǇŚŽůĚĞƌƐà?à?18 Some even argue that insurance companies are better regulators than the 
government because of their close working relationship with the insured.19 Entities operating drones 
and trialling autonomous vehicles are required to purchase insurance to cover any losses, and 
through these insurance contracts, the insurer may require the companies to show evidence that all 
relevant regulations are met, or even to impose stricter standards of their own. Entities would abide 
by these contractual terms because failure to do so would mean they would not have insurance 
cover and consequently not be allowed to operate the robots. 
1.2 European Union Directives 
Various European Union Directives may be applicable to robots for infrastructure inspection and 
maintenance. The Directives all have different scopes, exclude different types of products or 
equipment, and have different purposes.  This section introduces the Machinery Directive, the Radio 
Equipment Directive, and the Electromagnetic Compatibility Directive because all three are likely to 
                                                          
11
 ZǇĂŶ,ĂŐĞŵĂŶŶà?:ĞŶŶŝĨĞƌ,ƵĚĚůĞƐƚŽŶ^ŬĞĞƐĂŶĚĚĂŵdŚŝĞƌĞƌà?à‘^ŽĨƚ>ĂǁĨŽƌ,ĂƌĚWƌŽďůĞŵƐàPdŚĞ'ŽǀĞƌŶĂŶĐĞ
ŽĨŵĞƌŐŝŶŐdĞĐŚŶŽůŽŐŝĞƐŝŶĂŶhŶĐĞƌƚĂŝŶ&ƵƚƵƌĞà?à?à?à?à?à à)à?à?ŽůŽdĞĐŚ>:à?à?à?à?à?-49. 
12
 ŶĚƌĞǁd'ƵǌŵĂŶĂŶĚdŝŵŽƚŚǇ>DĞǇĞƌà?à‘/ŶƚĞƌŶĂƚŝŽŶĂů^ŽĨƚ>Ăǁà?à?à?à?à?à?à)à?:ŽƵƌŶĂůŽĨ>ĞŐĂůŶĂůǇƐŝƐà?à?à?à?à?à?à?à? 
13
 Naomi Roht-ƌƌŝĂǌĂà?à‘à“^ŽĨƚ>Ăǁà?ŝŶĂà“,ǇďƌŝĚà?KƌŐĂŶŝǌĂƚŝŽŶàPdŚĞ/ŶƚĞƌŶĂƚŝŽŶĂůKƌŐĂŶŝǌĂƚŝŽŶĨŽƌ
^ƚĂŶĚĂƌĚŝǌĂƚŝŽŶà?ŝŶŝŶĂŚ^ŚĞůƚŽŶà?ĞĚà)à?Commitment and Compliance: The Role of Non-Binding Norms in the 
International Legal System (Oxford University Press 2000) 263àW64. 
14
  Directive 85/374/EEC Art 1. 
15
 https://www.din.de/en/about-standards/standards-and-the-law/legal-significance-of-standards 
16
 &ŽƌĂŐĞŶĞƌĂůĚŝƐĐƵƐƐŝŽŶŽĨƉƌŝǀĂƚĞƌĞŐƵůĂƚŝŽŶŽĨĂƌƚŝĨŝĐŝĂůŝŶƚĞůůŝŐĞŶĐĞà?ƐĞĞ^ŽŶŝĂ<<ĂƚǇĂůà?à‘WƌŝǀĂƚĞ
ĐĐŽƵŶƚĂďŝůŝƚǇŝŶƚŚĞŐĞŽĨƌƚŝĨŝĐŝĂů/ŶƚĞůůŝŐĞŶĐĞà?à?à?à?à?9) 66 UCLA L Rev 54. 
17
 See Omri Ben-^ŚĂŚĂƌà?<ǇůĞ>ŽŐƵĞà?à‘KƵƚƐŽƵƌĐŝŶŐZĞŐƵůĂƚŝŽŶàP,Žǁ/ŶƐƵƌĂŶĐĞZĞĚƵĐĞƐDŽƌĂů,ĂǌĂƌĚà?à?à?à?à?à?à)
111 Michigan Law Review 197, 217àW28. 
18
 :ĞĨĨƌĞǇt^ƚĞŵƉĞůà?à‘dŚĞ/ŶƐƵƌĂŶĐĞWŽůŝĐǇĂƐ^ƚĂƚƵƚĞà?à?à?à?à?à?à)à?à?DĐ'ĞŽƌŐĞ>ĂǁZĞǀŝĞǁà?à?à?à?à?à?5-06. 
19
 :ĞĨĨƌĞǇt^ƚĞŵƉĞůà?à‘dŚĞ/ŶƐƵƌĂŶĐĞWŽůŝĐǇĂƐ^ƚĂƚƵƚĞà?à?à?à?à?à?à)à?à?DĐ'ĞŽƌŐĞ>ĂǁZĞǀŝĞǁà?à?à?à?à?à?à?à?à?à?à?àW38. 
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be applicable to many different types of robotics technology, though it is important to remember 
that existing Directives may not be able to account for the rapid pace of technological 
advancements, and some robots may be excluded given the definitions used in the various 
Directives. Two more Directives, the Product Safety Directive and the Product Liability Directive, will 
be discussed in a later section.20 It is unlikely they would apply as is in the commercial settings in 
which infrastructure inspection and maintenance robots operate given their focus on consumer 
protection. However, they are discussed because they offer safety standards and a liability regime 
for victim compensation that may be useful for robotics technology in general. They can serve as 
guidance and possible roadmaps for legal reform in the future to make similar measures applicable 
in the commercial robotics setting. 
 
1.2.1 Machinery Directive 
 
In general, robotics technology is likely to be regulated by the provisions of the Machinery Directive 
2006/42/EC, which was first published in June 2006 and came into effect in December 2009. The 
purpose of the Directive is to protect the health and safety of persons in the EU from risks that may 
arise from the use of machinery.21 The risks associated with machinery are usually high because of 
the ability of industrial robots to inflict serious injuries.22 The Directive also guarantees the freedom 
of movement of products within the EU, as once a machinery is determined to be in conformity with 
the Directive, it can be put in the market or placed in service in any Member State without further 
restrictions.23 This Directive is only applicable to machinery that are being placed in the EU for the 
first time.24 
 
¾ Scope of Directive 
 
According to the Directive, machinery is defined as: 
 
à?  an assembly, fitted with or intended to be fitted with a drive system other than 
directly applied human or animal effort, consisting of linked parts or components, at 
least one of which moves, and which are joined together for a specific application, 
à?  an assembly referred to in the first indent, missing only the components to connect 
it on site or to sources of energy and motion, 
à?  an assembly referred to in the first and second indents, ready to be installed and 
able to function as it stands only if mounted on a means of transport, or installed in a 
building or a structure, 
à?  assemblies of machinery referred to in the first, second and third indents or partly 
completed machinery referred to in point (g) which, in order to achieve the same end, 
are arranged and controlled so that they function as an integral whole, 
à?  an assembly of linked parts or components, at least one of which moves and which 
are joined together, intended for lifting loads and whose only power source is directly 
applied human effort;25 
 
                                                          
20
 See Section 1.4. 
21
 DĂĐŚŝŶĞƌǇŝƌĞĐƚŝǀĞƌƚŝĐůĞà?à?à?à)à?dŚĞŝƌĞĐƚŝǀĞà?ƐŚĞĂůƚĂŶĚƐĂĨĞƚǇƌĞƋƵŝƌĞŵĞŶƚƐĂƌĞĂůƐŽŵĞĂŶƚƚŽƉƌŽƚĞĐƚ
animals and the environment in certain cases. 
22
  ^W'ĂƐŬŝůůĂŶĚ^Z'tĞŶƚà?à‘^ĂĨĞƚǇ/ƐƐƵĞƐŝŶDŽĚĞƌŶƉƉůŝĐĂƚŝŽŶƐŽĨZŽďŽƚƐà?à?à?à?à?à?à)à?à?ZĞůŝĂďŝůŝƚǇŶŐŝŶĞĞƌŝŶŐ
& System Safety 301, 301. 
23
 Machinery Directive Article 6. 
24
 George A Ballas and Theodore J Konstantakopoulosà?à‘'ƌĞĞĐĞŚĂƉƚĞƌà?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?ĞƚĂůà?ĞĚƐà)
Comparative Handbook: Robotic Technologies Law (Éditions Larcier, 2016) 161. 
25
 Machinery Directive Article 2(a). 
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Partly completed machinery are also governed by the Directive.26 Partly completed machinery: 
 
means an assembly which is almost machinery but which cannot in itself perform a 
specific application. A drive system is partly completed machinery. Partly completed 
machinery is only intended to be incorporated into or assembled with other machinery 
or other partly completed machinery or equipment, thereby forming machinery to 
which this Directive applies.27 
 
The Directive excludes its application to many products or equipment.28 For example, the following 
ĂƌĞŶŽƚǁŝƚŚŝŶƚŚĞƉƵƌǀŝĞǁŽĨƚŚĞŝƌĞĐƚŝǀĞàPà‘ƐĂĨĞƚǇĐŽŵƉŽŶĞŶƚƐŝŶƚĞŶĚĞĚƚŽďĞƵƐĞĚĂƐƐƉĂƌĞƉĂƌƚƐ
ƚŽƌĞƉůĂĐĞ ŝĚĞŶƚŝĐĂůĐŽŵƉŽŶĞŶƚƐĂŶĚƐƵƉƉůŝĞĚďǇƚŚĞŵĂŶƵĨĂĐƚƵƌĞƌŽĨ ƚŚĞŽƌŝŐŝŶĂůŵĂĐŚŝŶĞƌǇà?à?ĂŶĚ
à‘ŵĂĐŚŝŶĞƌǇƐƉĞĐŝĂůůǇĚĞƐŝŐŶĞĚŽƌ put into service for nuclear purposes which, in the event of failure, 
ŵĂǇƌĞƐƵůƚŝŶĂŶĞŵŝƐƐŝŽŶŽĨƌĂĚŝŽĂĐƚŝǀŝƚǇà?à?29 
 
More pertinent to robotics for infrastructure inspection and maintenance, it is generally agreed that 
robots in general are considered machinery.30 There is little doubt that current industrial robots fall 
under the purview of the Machinery Directive. dŚŝƐŝƐĚĞƐƉŝƚĞƚŚĞĨĂĐƚƚŚĂƚƚŚĞǁŽƌĚà‘ƌŽďŽƚà?ĚŽĞƐŶŽƚ
appear in the Directive.31 However, the Directive does explicitly exclude various forms of 
transportation that may impact its applicability to future robotics technology. The exclusions include 
agricultural and forestry tractors, four-wheeled vehicles designed for road use, two and three-
ǁŚĞĞůĞĚǀĞŚŝĐůĞƐà? à‘ŵĞĂŶƐŽĨƚƌĂŶƐƉŽƌƚďǇĂŝƌà?ŽŶǁĂƚĞƌĂŶĚŽŶƌĂŝůŶĞƚǁŽƌŬƐà?ĂŶĚ à‘ƐĞĂŐŽŝŶŐǀĞƐƐĞůƐ
ĂŶĚŵŽďŝůĞŽĨĨƐŚŽƌĞƵŶŝƚƐà?à?32 The shared characteristic that leads to the exclusion of these systems is 
that they are designed to transport goods or people.33 
 
ƐĂƌĞƐƵůƚà?à‘à?ŵà?ĂĐŚŝŶĞƌǇŝŶƚĞŶĚĞĚĨŽƌƵƐĞŽŶƌĂŝůŶĞƚworks that is not intended for the transport of 
persons and/or goods such as, for example, railbound machinery for the construction, maintenance 
ĂŶĚŝŶƐƉĞĐƚŝŽŶŽĨƚŚĞƌĂŝůƚƌĂĐŬĂŶĚƐƚƌƵĐƚƵƌĞƐà?ŝƐĂůƐŽŝŶƚŚĞƐĐŽƉĞŽĨƚŚĞDĂĐŚŝŶĞƌǇŝƌĞĐƚŝǀĞà?à?34 One 
scholar was initially unsure whether the Directive would apply to aerial drones but clearly advocated 
for its inclusion.35 The Guide to Application of the Machinery Directive later suggested that drones 
ƚŚĂƚĂƌĞŶŽƚĐŽŶƐŝĚĞƌĞĚà‘ŵĞĂŶƐŽĨƚƌĂŶƐƉŽƌƚà?ĂƌĞƐƚŝůůĐŽǀĞƌĞd by the Directive.36 As will be discussed 
                                                          
26
 Machinery Directive Article 1(g). The Directive also applies to interchangeable equipment; safety 
components; lifting accessories; chains, ropes and webbing; removable mechanical transmission devices are 
also under the purview of the Machinery Directive. For definitions of these products, see Machinery Directive 
Article 2. 
27
 Machinery Directive Article 2(g).  
28
 Machinery Directive Article 1(2). 
29
 Machinery Directive Article 1(2)(a)-(c). 
30
 ^ĂŶƚŽƐƵŽƐƐŽà?ŽƐĐĂƌĂƚŽà?&ĂƌŽůĞŽà?Z>ĂďƌƵƚŽĂŶĚ>ĞƌŽƵǆà?à‘ZŽďŽts, Market and Civil Liability: A 
ƵƌŽƉĞĂŶWĞƌƐƉĞĐƚŝǀĞà?à?à?à?à?à?à)/ZK-MAN: The 21st IEEE International Symposium on Robot and Human 
Interactive Communication 1051, 1052. 
31
 DĂƌĐ'ĂůůĂƌĚŽà?à‘^ƉĂŝŶŚĂƉƚĞƌà?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?ĞƚĂůà?ĞĚƐà)ŽŵƉĂƌĂƚŝǀĞ,ĂŶĚďŽŽk: Robotic Technologies 
Law (Éditions Larcier, 2016) 308. 
32
 Machinery Directive Article 1(2)(e)-(f). 
33
 European Commission Directorate-General for Internal Market, Industry, Entrepreneurship and SMEs, Guide 
to Application of the Machinery Directive 2006/42/EC (2.2 edn, October 2019) 67-57. 
34
 European Commission Directorate-General for Internal Market, Industry, Entrepreneurship and SMEs, Guide 
to Application of the Machinery Directive 2006/42/EC (2.2 edn, October 2019) 57. 
35
 Guido Noto La Diega, 'Machine Rules. Of Drones, Robots, and the Info-Capitalist 
Society' (2016) 2 Italian LJ 367, 397. 
36
 European Commission Directorate-General for Internal Market, Industry, Entrepreneurship and SMEs, Guide 
to Application of the Machinery Directive 2006/42/EC (2.2 edn, October 2019) 56-57. 
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later, aerial drones are also subject to Commission regulations specifically on drones.37 The 
DĂĐŚŝŶĞƌǇŝƌĞĐƚŝǀĞà?ƐƌĞƋƵŝƌĞŵĞŶƚƐŽŶŚĞĂůƚŚĂŶĚƐĂĨĞƚǇĂƌĞŐĞŶĞƌĂůůǇĂƉƉůŝĐĂďůĞà?ďƵƚà‘[w]here those 
health and safety ƌĞƋƵŝƌĞŵĞŶƚƐ ĂƌĞ ŝŶƚƌŝŶƐŝĐĂůůǇ ůŝŶŬĞĚ ƚŽ ƚŚĞ ƐĂĨĞƚǇ ŽĨ ƚŚĞ ĨůŝŐŚƚà?à? ŽŶůǇ ƚŚĞ ĚƌŽŶĞ
regulation would apply.38 
 
Tractors that are covered by the Tractor Directive 2007/37/EC, which include wheeled tractors, 
track-laying tractors, trailers, and interchangeable towed equipment, are excluded from the 
Machinery Directive.39 At the time the Machine Directive was first passed, it covered some risks 
related to tractors, but Regulation 167/2013 made it clear ƚŚĂƚ ƚƌĂĐƚŽƌƐ à‘are completely excluded 
from the Machinery Directiveà?à?40 The machinery mounted or semi-mounted on tractors remain under 
the purview of the Machinery Directive.41 It must also be noted that if the à‘à“ǀĞŚŝĐůĞà? ŝƐ ƉƌŝŵĂƌŝůǇ
designed for a task such that it does not meet the definition of an agricultural vehicle in Regulation 
(EU) No 167/2013à?à?ƚŚĞŶƚŚĞ Machinery Directive still applies. Consequently, care must be taken to 
determine whether specific designs and models in the future are covered by the Machinery Directive 
or the Tractor Directive should they deviate from the industrial robots used today. 
 
For cars and motorcycles, the exclusion is only applied to those that are designed to travel on roads, 
so off-road vehicles would still be subject to the Machinery Directive.42 Vehicles used for aŶà‘ŝŶƚƌĂ-
ĞŶƚĞƌƉƌŝƐĞ ƐĞƚƚŝŶŐà? ĂƌĞ ĂůƐŽ ŐĞŶĞƌĂůůǇ ĐŽǀĞƌĞĚ ďǇ ƚŚĞ ŝƌĞĐƚŝǀĞà?43 With the exception of seagoing 
vessels and offshore units, the machinery on the vehicles must still abide by the Directive.44 Such 
ŵĂĐŚŝŶĞƌǇ ŝŶĐůƵĚĞƐ à‘ůŽĂĚĞƌ ĐƌĂŶĞƐà? ƚĂŝů-lifts, vehicle or trailer-mounted compressors, vehicle-
mounted compaction systems, vehicle mounted concrete mixers, skip loaders, powered winches, 
tipper bodies and vehicle or trailer-ŵŽƵŶƚĞĚ ŵŽďŝůĞ ĞůĞǀĂƚŝŶŐ ǁŽƌŬ ƉůĂƚĨŽƌŵƐà?à?45 The machinery 
installed on seagoing vessels and offshore units are not within the scope of the Directive because 
they are subject to international conventions.46 
 
Due to the various exclusions, whether the Machinery Directive would be applicable to robots for 
infrastructure inspection and maintenance is a question without an overarching answer. The same 
water-borne robot that inspects bridges would be covered by the Machinery Directive if it is in a 
DĞŵďĞƌ^ƚĂƚĞà?ƐŝŶƚĞƌŶĂůǁĂƚĞƌƐďƵƚǁŽƵůĚďĞĞǆĐůƵĚĞĚŝĨ ŝƚǁĞƌĞŽƉĞƌĂƚŝŶŐŝŶŝŶƚĞƌŶĂƚŝŽŶĂůǁaters. 
Aerial drones for infrastructure inspection and maintenance would likely be included in the Directive 
so long as they are not meant to transport goods or people and the health and safety requirements 
are not intrinsic to flight safety requirements. Land-based robots may or may not be subject to the 
Directive depending on how they are designed. If it moves on rails and is not meant for the 
transportation of people or goods, the Directive would apply. If it has wheels but is designed strictly 
to travel on roads and transport people or goodsà? ŝƚǁŽƵůĚŶŽƚďĞǁŝƚŚŝŶ ƚŚĞŝƌĞĐƚŝǀĞà?Ɛ ƐĐŽƉĞ, as 
                                                          
37
 See Section 2.1. 
38
 COMMISSION DELEGATED REGULATION (EU) 2019/945 of 12 March 2019 on unmanned aircraft systems and 
on third-country operators of unmanned aircraft systems Recital (6). 
39
 Thomas Klindt et al, The New EC Machinery Directive 2006 (Beuth Verlag 2007) 24. 
40
 European Commission Directorate-General for Internal Market, Industry, Entrepreneurship and SMEs, Guide 
to Application of the Machinery Directive 2006/42/EC (2.2 edn, October 2019) 53. 
41
 European Commission Directorate-General for Internal Market, Industry, Entrepreneurship and SMEs, Guide 
to Application of the Machinery Directive 2006/42/EC (2.2 edn, October 2019) 54. 
42
 European Commission Directorate-General for Internal Market, Industry, Entrepreneurship and SMEs, Guide 
to Application of the Machinery Directive 2006/42/EC (2.2 edn, October 2019) 54-55. 
43
 Thomas Klindt et al, The New EC Machinery Directive 2006 (Beuth Verlag 2007) 25. 
44
 Machinery Directive Article 1(2)(e)-(f). 
45
 European Commission Directorate-General for Internal Market, Industry, Entrepreneurship and SMEs, Guide 
to Application of the Machinery Directive 2006/42/EC (2.2 edn, October 2019) 55. 
46
 European Commission Directorate-General for Internal Market, Industry, Entrepreneurship and SMEs, Guide 
to Application of the Machinery Directive 2006/42/EC (2.2 edn, October 2019) 57. 
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other EU legislation, Council Directive 70/156/EEC or Directive 2002/24/EC, would apply. As for 
machinery mounted on top of such vehicles, with technological advancements, whether something is 
considered an integral part of the vehicle or mounted equipment could become hard to determine, 
making the applicability of the Directive less certain. 
 
¾ Obligations of Member States and Manufacturers 
 
The Directive requires DĞŵďĞƌ ^ƚĂƚĞƐ ƚŽ ĞŶƐƵƌĞ ƚŚĂƚ ŵĂĐŚŝŶĞƌǇ ƚŚĂƚ ĂƌĞ à‘ƉůĂĐĞĚ ŽŶ ƚŚĞ ŵĂƌŬĞƚ
ĂŶĚà?ŽƌƉƵƚŝŶƚŽƐĞƌǀŝĐĞà?ŵĞĞƚƚŚĞƌĞƋƵŝƌĞŵĞŶƚƐƐĞƚĨŽƌƚŚŝŶƚŚĞŝƌĞĐƚŝǀĞĂŶĚà‘ĚŽĞƐŶŽƚĞŶĚĂŶŐĞƌƚŚĞ
ŚĞĂůƚŚ ĂŶĚ ƐĂĨĞƚǇ ŽĨ ƉĞƌƐŽŶƐàQǁŚĞŶ ƉƌŽƉĞƌůǇ ŝŶƐƚĂůůĞĚ ĂŶĚ ŵĂŝŶƚĂŝŶĞĚ ĂŶĚ ƵƐĞĚ ĨŽƌ ŝƚƐ intended 
ƉƵƌƉŽƐĞ Žƌ ƵŶĚĞƌ ƌĞĂƐŽŶĂďůǇ ĨŽƌĞƐĞĞĂďůĞ ĐŽŶĚŝƚŝŽŶƐà?à?47 Annex I of the Directive contains the 
à‘à?Ğà?ssential health and safety requirements relating to theàQĚĞƐŝŐŶ ĂŶĚ ĐŽŶƐƚƌƵĐƚŝŽŶŽĨŵĂĐŚŝŶĞƌǇà?
that manufacturers must meet.48 These are mandatory provisions that must be followed.49 
 
ŶŶĞǆ / ƌĞƋƵŝƌĞƐ ƚŚĂƚ à‘[m]achinery must be designed and constructed so that it is fitted for its 
ĨƵŶĐƚŝŽŶà? ĂŶĚ ĐĂŶ ďĞ ŽƉĞƌĂƚĞĚà? ĂĚũƵƐƚĞĚ ĂŶĚŵĂŝŶƚĂŝŶĞĚ ǁŝƚŚŽƵƚ ƉƵƚƚŝŶŐ ƉĞƌƐŽŶƐ Ăƚ ƌŝƐŬà? ĨŽƌ ƚŚĞ
ŵĂĐŚŝŶĞƌǇà?Ɛ ŶŽƌŵĂů ĨƵŶĐƚŝŽŶƐ ĂŶĚmisuse that is reasonably foreseeable.50 Manufacturers must 
ensure that the machinery is designed and manufactured in ways that prevent abnormal use that 
could lead to danger.51 The risk elimination must be for the machinĞƌǇà?Ɛ ůŝĨĞƚŝŵĞà? ŝŶĐůƵĚŝŶŐ à‘ƚŚĞ
phases ŽĨƚƌĂŶƐƉŽƌƚà?ĂƐƐĞŵďůǇà?ĚŝƐŵĂŶƚůŝŶŐà?ĚŝƐĂďůŝŶŐĂŶĚƐĐƌĂƉƉŝŶŐà?à?52 In taking measures to prevent 
risks, the following steps must be followed: 
 
à?  eliminate or reduce risks as far as possible (inherently safe machinery design and 
construction), 
à?  take the necessary protective measures in relation to risks that cannot be 
eliminated, 
à?  inform users of the residual risks due to any shortcomings of the protective 
measures adopted, indicate whether any particular training is required and specify any 
need to provide personal protective equipment.53 
 
Manufacturers must use materials that would not endanger the health and safety of people when 
constructing the machinery, and there must be internal and external lighting as appropriate to 
ensure safe operations, inspections, and maintenance.54 The machinery must be made to be safely 
handled and transported, including being affixed with attachments for or shaped in ways compatible 
with lifting gear.55 The health and safety of the person operating the machinery must also be 
ĐŽŶƐŝĚĞƌĞĚà? dŚŝƐ ŝŶĐůƵĚĞƐ ĞƌŐŽŶŽŵŝĐ ĚĞƐŝŐŶƐ ƚŚĂƚ ŵŝŶŝŵŝƐĞ à‘ƉŚǇƐŝĐĂů ĂŶĚ ƉƐǇĐŚŽůŽŐŝĐĂů ƐƚƌĞƐƐà?à?
ensuring the position of the operator is not subject to undue hazards such as exhaust gases, and 
stable seating for the operator if appropriate for the machinery.56 
 
dŚĞƌĞĂƌĞĂůƐŽŚĞĂůƚŚĂŶĚƐĂĨĞƚǇƌĞƋƵŝƌĞŵĞŶƚƐĨŽƌƚŚĞŵĂĐŚŝŶĞƌǇà?ƐĐŽŶƚƌŽůƐǇƐƚĞŵƐà?ǁŚŝĐŚƐŚŽƵůĚďĞ
designed and constructed so that: 
                                                          
47
 Machinery Directive Article 4(1). 
48
 Machinery Directive Annex I. 
49
 Machinery Directive Annex I General Principles (3). 
50
 Machinery Directive Annex I 1.1.2(a). 
51
 Machinery Directive Annex I 1.1.2(c). 
52
 Machinery Directive Annex I 1.1.2(a). 
53
 Machinery Directive Annex I 1.1.2(b). 
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 Machinery Directive Annex I 1.1.5. 
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 Machinery Directive Annex I 1.1.6-1.1.8. 
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à?  they can withstand the intended operating stresses and external influences, 
à?  a fault in the hardware or the software of the control system does not lead to 
hazardous situations, 
à?  errors in the control system logic do not lead to hazardous situations, 
à?  reasonably foreseeable human error during operation does not lead to hazardous 
situations.57 
Additionally, control devices are to be: 
à?  clearly visible and identifiable, using pictograms where appropriate, 
à?  positioned in such a way as to be safely operated without hesitation or loss of time 
and without ambiguity, 
à?  designed in such a way that the movement of the control device is consistent with 
its effect, 
à?  located outside the danger zones, except where necessary for certain control 
devices such as an emergency stop or a teach pendant, 
à?  positioned in such a way that their operation cannot cause additional risk, 
à?  designed or protected in such a way that the desired effect, where a hazard is 
involved, can only be achieved by a deliberate action, 
à?  made in such a way as to withstand foreseeable forces; particular attention must be 
paid to emergency stop devices liable to be subjected to considerable forces.58 
 
dŚĞŵĂĐŚŝŶĞƌǇĂůƐŽŵƵƐƚďĞŵĂĚĞŝŶǁĂǇƐƚŚĂƚǁŽƵůĚŵŝŶŝŵŝƐĞƚŚĞà‘à?ƌà?ŝƐŬŽĨůŽƐƐŽĨƐƚĂďŝůŝƚǇà?à?à‘à?ƌà?ŝƐŬ
of break-ƵƉĚƵƌŝŶŐŽƉĞƌĂƚŝŽŶà?à?à‘à?ƌà?ŝƐŬƐĚƵĞƚŽĨĂůůŝŶŐŽƌĞũĞĐƚĞĚŽďũĞĐƚƐà?à?à‘à?ƌà?ŝƐŬƐĚƵĞƚŽƐƵƌĨĂĐĞƐà?ĞĚŐĞƐ 
Žƌ ĂŶŐůĞƐà?à? à‘à?ƌà?ŝƐŬƐ ƌĞůĂƚĞĚ ƚŽ ĐŽŵďŝŶĞĚ ŵĂĐŚŝŶĞƌǇà?à? à‘à?ƌà?ŝƐŬƐ ƌĞůĂƚĞĚ ƚŽ ǀĂƌŝĂƚŝŽŶƐ ŝŶ ŽƉĞƌĂƚŝŶŐ
ĐŽŶĚŝƚŝŽŶƐà?à?ĂŶĚà‘à?ƌà?ŝƐŬƐƌĞůĂƚĞĚƚŽŵŽǀŝŶŐƉĂƌƚƐà?à?59 dŚĞà‘ƉƌŽƚĞĐƚŝŽŶĂŐĂŝŶƐƚƌŝƐŬƐĂƌŝƐŝŶŐĨƌŽŵŵŽǀŝŶŐ
ƉĂƌƚƐà? à‘ŵƵƐƚ ďĞ ƐĞůĞĐƚĞĚ ŽŶ ƚŚĞ ďĂƐŝƐ ŽĨ ƚŚĞ ƚǇƉĞ ŽĨ ƌŝƐŬà?à? ĂŶĚ ǁŚĞŶ ƚŚĞ ŵĂĐŚŝŶĞƌǇ ŝƐ ƐƚŽƉƉĞĚà?
ƵŶĐŽŶƚƌŽůůĞĚŵŽǀĞŵĞŶƚ à‘ŵƵƐƚďĞƉƌĞǀĞŶƚĞĚŽƌŵƵƐƚďĞ ƐƵĐŚ ƚŚĂƚ ŝƚĚŽĞƐŶŽƚƉƌĞƐĞŶƚĂŚĂǌĂƌĚà?à?60 
Risks from other hazards such as the electric supply, static electricity, errors of fitting, extreme 
temperatures, fire, noise and radiation, must also be prevented.61 The above are essential for all 
machinery, and Annex I also includes health and safety requirements for certain categories of 
machinery,62 health and safety requirements associated with machinery mobility,63 health and safety 
ƌĞƋƵŝƌĞŵĞŶƚƐ ƚŽ ƉƌĞǀĞŶƚ à‘ŚĂǌĂƌĚƐ ĚƵĞ ƚŽ ůŝĨƚŝŶŐ ŽƉĞƌĂƚŝŽŶƐà?à?64 health and safety requirements for 
machinery intended for underground work,65 and health and safety requirements to guards against 
à‘ŚĂǌĂƌĚƐĚƵĞƚŽƚŚĞůŝĨƚŝŶŐŽĨƉĞƌƐŽŶƐà?à?66 
 
The Directive takes a risk-ďĂƐĞĚĂƉƉƌŽĂĐŚƌĂƚŚĞƌ ƚŚĂŶ à‘ƚĞƐƚà?ŝŶŐà? ĨŽƌĂůůƉŽƐƐŝďůĞĚĂŶŐĞƌŽƵƐĨĂƵůƚƐà?à?67 
Consequently, a risk assessment as stipulated in Annex I must be performed by the manufacturer, 
and the design and construction must take into account this risk assessment.68 The risk assessment 
and resulting actions must: 
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 Machinery Directive Annex I 1.2.1. 
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 Machinery Directive Annex I 1.2.2. 
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System Safety 301, 307. 
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à?  determine the limits of the machinery, which include the intended use and any 
reasonably foreseeable misuse thereof, 
à?  identify the hazards that can be generated by the machinery and the associated 
hazardous situations, 
à?  estimate the risks, taking into account the severity of the possible injury or damage 
to health and the probability of its occurrence, 
à?  evaluate the risks, with a view to determining whether risk reduction is required, in 
accordance with the objective of this Directive, 
à?  eliminate the hazards or reduce the risks associated with these hazards by 
application of protective measures, in the order of priority established in section 
1.1.2(b).69 
 
Though it is not a requirement to satisfy the requirements of the risk assessment, the UK 
government suggests that: 
 
the harmonised standard BS EN ISO 12100:2010 Safety of machinery - General 
principles for design - Risk assessment and risk reduction...provides fundamental 
guidance and an overall framework for designers making decisions during the 
development of machinery to enable them to design machines that are safe for their 
intended use.70 
 
Conducting a risk assessment and reducing risks do not mean that all risks must be eliminated, so 
residual risk can be acceptable if the circumstances call for it.71 Some machines are simply inherently 
dangerous.72 ZĞƐŝĚƵĂů ƌŝƐŬƐ ĂƌĞ ƌŝƐŬƐ à‘ƚŽ ďĞ ĐŽŶƚƌŽůůĞĚ ďǇ ƚŚĞ ƵƐĞƌ ďĂƐĞĚ ŽŶ ŝŶĨŽƌŵĂƚŝŽŶ ĨƌŽŵ ƚŚĞ
manufacturer contrary to the risks which have been eliminated by design measures and/or 
ƉƌĞǀĞŶƚĞĚďĂƐĞĚŽŶƐĂĨĞŐƵĂƌĚŝŶŐà?à?73 The protective measures the user needs to take, which can be, 
for example, additional screens, protective gear, or operational restrictions to certain personnel, 
must be provided by the manufacturer.74 
 
Manufacturers have the obligation to ensure the machinery is safe before putting it on the market or 
ŝŶƚŽ ƐĞƌǀŝĐĞà? &ŝƌƐƚà? ŝƚ ŵƵƐƚ à‘ĞŶƐƵƌĞ ƚŚĂƚ ŝƚ ƐĂƚŝƐĨŝĞƐ ƚŚĞ ƌĞůĞǀĂŶƚ ĞƐƐĞŶƚŝĂů ŚĞĂůƚŚ ĂŶĚ ƐĂĨĞƚǇ
ƌĞƋƵŝƌĞŵĞŶƚƐƐĞƚŽƵƚŝŶŶŶĞǆ/à?à?75 So long as ƚŚĞŵĂĐŚŝŶĞƌǇŝƐà‘ŵĂŶƵĨĂĐƚƵƌĞĚŝŶĐŽŶĨŽƌŵŝƚǇǁŝƚŚĂ
harmonised standard, the references to which have been published in the Official Journal of the 
European Union, [it] shall be presumed to comply with the essential health and safety requirements 
covered ďǇƐƵĐŚĂŚĂƌŵŽŶŝƐĞĚƐƚĂŶĚĂƌĚà?à?76 These harmonised standards are developed by European 
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Mkt Stud 1001, 1011. 
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Standardisation Organisations.77 The standards are highly technical and usually left to the private 
actors without intervention from Member States or the Commission.78 The harmonised standards 
ĂƌĞ ĚŝǀŝĚĞĚ ŝŶƚŽ ƚŚƌĞĞ ƚǇƉĞƐà? à‘A-type standards specify basic concepts, terminology and design 
principles applicable to all categories of machineryà? ĂŶĚ ĨŽůůŽǁŝŶŐ ƚŚĞƐĞ ƐƚĂŶĚĂƌĚƐ ĂůŽŶĞ ŝƐ à‘not 
sufficient to ensure conformity with the relevant essential health and safety requirements of the 
Directive and therefore does not give a full presumption of conformityà?à?79 à‘B-type standards deal with 
specific aspects of machinery safety or specific types of safeguard that can be used across a wide 
range of categories of machineryà? ĂŶĚ ŝƚƐ ĂƉƉůŝĐĂƚŝŽŶ ĐŽŶĨĞƌƐ Ă ƉƌĞƐƵŵƉƚŝŽŶ ŽĨ ĐŽŶĨŽƌŵŝƚǇ ŝĨ à‘a 
technical solution specified by the B-type standard is adequate for the particular category or model 
of machinery concernedà?ŽƌŝĨŝƚŝƐĨŽƌƐĂĨĞƚǇĐŽŵƉŽŶĞŶƚƐplaced on the market independently.80 à‘C-
type standards provide specifications for a given category of machineryà?ĂŶĚĨŽůůŽǁŝŶŐƚŚĞƐƚĂŶĚĂƌĚ
gives rise to a presumption of conformity.81 
 
Examples of the standards that could be applicable to robots for infrastructure inspection and 
maintenance include: 
 
x EN ISO 10218-1:2011: Robots and robotic devices - Safety requirements for industrial 
robots - Part 1: Robots (ISO 10218-1:2011) 
x EN ISO 10218-2:2011: Robots and robotic devices - Safety requirements for industrial 
robots - Part 2: Robot systems and integration (ISO 10218- 2:2011). 
x EN ISO 1525:1997 Safety of industrial trucks. Driverless trucks and their systems. 
(under revision, project published in 2018 as PR EN ISO 3691-4) 
x EN 13020:2015: Road surface treatment machines - Safety requirements 
x EN 13524:2003+A2:2014: Highway maintenance machines - Safety requirements 
EN 15997:2011/AC:2012: All terrain vehicles (ATVs - Quads) - Safety requirements and 
test methods82 
 
Manufacturers can also choose to conform to the requirements without referring to these 
harmonised standards or only parts of them, but they must be able to show that their own standard 
à‘ƉƌŽǀŝĚĞƐ Ă ůĞǀĞů ŽĨ ƐĂĨĞƚǇ ƚŚĂƚ ŝƐ Ăƚ ůĞĂƐƚ ĞƋƵŝǀĂůĞŶƚ ƚŽƚŚĂƚ ĂĨĨŽƌĚĞĚ ďǇ ĂƉƉůŝĐĂƚŝŽŶ ŽĨ ƚŚĞ
specifications of tŚĞŚĂƌŵŽŶŝƐĞĚƐƚĂŶĚĂƌĚà?à?83 The presumption provided by the private harmonised 
standards offers a level of certainty to the manufacturer.84 However, it is rebuttable and can always 
be challenged should disputes arise.85 This was confirmed in a 2007 European Court of Justice case.86 
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^ĞĐŽŶĚà?ŵĂŶƵĨĂĐƚƵƌĞƌƐŵƵƐƚ ĐŽŵƉŝůĞĂŶĚŵĂŬĞĂǀĂŝůĂďůĞĂ ƚĞĐŚŶŝĐĂů ĨŝůĞ ƚŚĂƚ à‘ĚĞŵŽŶƐƚƌĂƚĞà?Ɛà? ƚŚĂƚ
ƚŚĞ ŵĂĐŚŝŶĞƌǇ ĐŽŵƉůŝĞƐ ǁŝƚŚ ƚŚĞ ƌĞƋƵŝƌĞŵĞŶƚƐà? ŽĨ ƚŚĞ DĂĐŚŝŶĞ ŝƌĞĐƚŝǀĞà?87 The technical file is 
meant to include all the documentation, most importantly the risk assessment, so they can be 
assessed by the national authority.88 Third, the manufacturer must provide necessary information 
such as instructions.89 These instructions are required to include information on health and safety.90 
dŚĞǇƐŚŽƵůĚĂůƐŽďĞà‘ĂĐĐĞƐƐŝďůĞĂŶĚƌĞĂĚŝůǇƵŶĚĞƌƐƚŽŽĚà?ŝŶŽƌĚĞƌƚŽďĞƵƐĞĨƵůĂŶĚĞĨĨĞĐƚŝǀĞà?91 Fourth, 
ƚŚĞǇ ŵƵƐƚ à‘ĐĂƌƌǇ ŽƵƚ ƚŚĞ ĂƉƉƌŽƉƌŝĂƚĞ ƉƌŽĐĞĚƵƌĞƐ ĨŽƌ ĂƐƐĞƐƐŝŶŐ ĐŽŶĨŽƌŵŝƚǇà?à?92 To satisfy this 
requirement: 
 
the person carrying out the conformity assessment must have, or have access to the 
necessary means to verify the conformity of the machinery with the applicable health 
and safety requirements. The means may include, for example, access to the necessary 
qualified personnel who have knowledge of both the Machinery Directive and relevant 
standards, access to the necessary information, the competency and the equipment 
needed to carry out the necessary design checks, calculations, measurements, 
functional tests, strength tests, visual inspections and checks on information and 
instructions to ensure the conformity of the machinery with the relevant essential 
health and safety requirements.93 
 
&ŝĨƚŚà?ŵĂŶƵĨĂĐƚƵƌĞƌƐĂƌĞƌĞƋƵŝƌĞĚƚŽ à‘ĚƌĂǁƵƉƚŚĞĚĞĐůĂƌĂƚŝŽŶŽĨĐŽŶĨŽƌŵŝƚǇà?à?à?ĂŶĚĞŶsure that it 
ĂĐĐŽŵƉĂŶŝĞƐƚŚĞŵĂĐŚŝŶĞƌǇà?à?94 ĂŶĚĨŝŶĂůůǇà?ŵĂŶƵĨĂĐƚƵƌĞƌƐŵƵƐƚà‘ĂĨĨŝǆƚŚĞŵĂƌŬŝŶŐà?ĂƐƐƉĞĐŝĨŝĞĚŝŶ
the Machinery Directive.95 The CE marking denotes that the manufacturer has ensured the 
machinery conforms to health and safety standards.96 The ŵĂƌŬŝŶŐà‘ƐŚĂůůĐŽŶƐŝƐƚŽĨƚŚĞŝŶŝƚŝĂůƐà“à?à?
ĂŶĚà‘ƐŚĂůůďĞĂĨĨŝǆĞĚƚŽƚŚĞŵĂĐŚŝŶĞƌǇǀŝƐŝďůǇà?ůĞŐŝďůǇĂŶĚŝŶĚĞůŝďůǇà?à?97 In addition to the CE marking, 
ƚŚĞŵĂĐŚŝŶĞƌǇŵƵƐƚŝŶĐůƵĚĞŽƚŚĞƌŵĂƌŬŝŶŐǁŝƚŚƚŚĞĂƉƉƌŽƉƌŝĂƚĞŝŶĨŽƌŵĂƚŝŽŶà‘ƵƐƵĂůůǇƐƉĞĐŝĨŝĞĚŝŶƚŚĞ
relevanƚ ŚĂƌŵŽŶŝƐĞĚ ƐƚĂŶĚĂƌĚƐà?à?98 All five of these steps are mandatory provisions that 
manufacturers must follow.99 
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Member State authorities have the obligation of market surveillance to ensure that products are safe 
when or after they have entered the market.100 TŚŝƐ ĐĂŶ ďĞ ƉĞƌĨŽƌŵĞĚ à‘Ăƚ ĂŶǇ ƐƚĂŐĞ ĂĨƚĞƌ ƚŚĞ
ĐŽŶƐƚƌƵĐƚŝŽŶŽĨƚŚĞŵĂĐŚŝŶĞƌǇŝƐĐŽŵƉůĞƚĞà?ĂŶĚĐĂŶďĞĐŽŵƉůĞƚĞĚĂƚà‘ƚŚĞƉƌĞŵŝƐĞƐŽĨŵĂŶƵĨĂĐƚƵƌĞƌƐà?
ŝŵƉŽƌƚĞƌƐà?ĚŝƐƚƌŝďƵƚŽƌƐà? ƌĞŶƚĂů ĐŽŵƉĂŶŝĞƐà? ŝŶ ƚƌĂŶƐŝƚŽƌĂƚ ƚŚĞĞǆƚĞƌŶĂůďŽƌĚĞƌƐŽĨ ƚŚĞhà?à?101 While 
machinery wiƚŚ à‘ŵĂƌŬŝŶŐĂŶĚĂĐĐŽŵƉĂŶŝĞĚďǇƚŚĞĚĞĐůĂƌĂƚŝŽŶŽĨĐŽŶĨŽƌŵŝƚǇà? ŝƐƉƌĞƐƵŵĞĚƚŽ
have conformed to the Directive, the power of market surveillance is an external check to the 
ŵĂŶƵĨĂĐƚƵƌĞƌà?ƐƐĞůĨ-assessment and regulation.102 If non-conformity is found, the national authority 
may order corrective measures be taken or forbid the use of the machinery altogether.103  
 
The market surveillance must take into account the state of the art, meaning that although it may 
ŶŽƚà‘ďĞƉŽƐƐŝďůĞƚŽŵĞĞƚƚŚĞŽďũĞĐƚŝǀĞƐƐĞƚďǇà?ƚŚĞŝƌĞĐƚŝǀĞà?àQƚŚĞŵĂĐŚŝŶĞƌǇŵƵƐƚà?ĂƐĨĂƌĂƐƉŽƐƐŝďůĞà?
ďĞĚĞƐŝŐŶĞĚĂŶĚĐŽŶƐƚƌƵĐƚĞĚǁŝƚŚƚŚĞƉƵƌƉŽƐĞŽĨĂƉƉƌŽĂĐŚŝŶŐƚŚĞƐĞŽďũĞĐƚŝǀĞƐà?à?104 When making this 
assessment, the authority must also take into account the intended use of the machinery and the 
reasonablǇĨŽƌĞƐĞĞĂďůĞŵŝƐƵƐĞà?ĂƐà‘ĐĞƌƚĂŝŶŬŝŶĚƐŽĨŵŝƐƵƐĞà?ǁŚĞƚ ƌŝŶƚĞŶƚŝŽŶĂůŽƌƵŶŝŶƚĞŶƚŝŽŶĂůà?ĂƌĞ
predictable on the basis of experience of past use of the same type of machinery or of similar 
machinery, accident investigations and knowledge about human behavioƵƌà?à?105 Examples of misuse 
ŝŶĐůƵĚĞà‘ůŽƐƐŽĨĐŽŶƚƌŽůŽĨƚŚĞŵĂĐŚŝŶĞďǇƚŚĞŽƉĞƌĂƚŽƌà?ĂŶĚà‘ďĞŚĂǀŝŽƵƌƌĞƐƵůƚŝŶŐĨƌŽŵƉƌĞƐƐƵƌĞƐƚŽ
ŬĞĞƉŵĂĐŚŝŶĞƌǇƌƵŶŶŝŶŐŝŶĂůůĐŝƌĐƵŵƐƚĂŶĐĞƐà?à?106 In addition to the market surveillance obligations of 
the Machinery Directive, Member States must also follow the market surveillance rules in Chapter III 
of the Regulation (EC) No 765/2008 if the former is silent on the issue.107 Manufacturers of robotics 
technology should be aware of the measures Member State authorities can take in both the 
Directive and this regulation. 
 
Member States have the ability to ensure that the machinery is made unavailable should there be 
violations of the Directive: 
 
Where a Member State ascertains that machinery covered by this Directive, bearing the 
CE marking, accompanied by the EC declaration of conformity and used in accordance 
with its intended purpose or under reasonably foreseeable conditions, is liable to 
endanger the health or safety of persons or, where appropriate, domestic animals or 
property or, where applicable, the environment, it shall take all appropriate measures to 
withdraw such machinery from the market, to prohibit the placing on the market and/or 
putting into service of such machinery or to restrict the free movement thereof.108 
 
The Member State that takes this action must then inform the European Commission and other 
Member States the reason for the measure it has taken.109 
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¾ Applicability to New Technologies 
 
Whether the Machinery Directive is fit for purpose to regulate the health and safety of robotics for 
infrastructure maintenance and inspection is an open question, though it must be able to do so to 
fulfil its original and fundamental purpose.110 It has been suggested that the Directive was meant to 
ƌĞŐƵůĂƚĞŚĞĂůƚŚĂŶĚƐĂĨĞƚǇŝŶà‘ƌĞůĂƚŝǀĞůǇǁĞůůƐƚƌƵĐƚƵƌĞĚà?ŝŶĚƵƐƚƌŝĂůĞŶǀŝƌŽŶŵĞŶƚƐǁŚĞƌĞƚŚĞƌŝƐŬƐĂƌĞ
able to be easily controlled.111 tŝƚŚ ŶĞǁ ĂŶĚ ŵŽƌĞ ĐŽŵƉůĞǆ ƚĞĐŚŶŽůŽŐŝĞƐ ŽƉĞƌĂƚŝŶŐ ŝŶ à‘ůĞƐƐ
structureĚ ĞŶǀŝƌŽŶŵĞŶƚƐà?à? ƚŚĞ ŝƌĞĐƚŝǀĞŵĂǇ ŶĞĞĚ ƚŽ ďĞ ĂŵĞŶĚĞĚà?112 dŚĞ ŝƌĞĐƚŝǀĞà?Ɛ ĂƉƉƌŽĂĐŚ ŽĨ
minimising interactions between the machine and humans to reduce casualty is also one that may 
not be appropriate for artificial intelligence or robots for infrastructure inspection and maintenance 
that may necessarily encounter humans and operate in outdoor, uncontrolled environments.113 The 
unpredictability of the behaviour of humans who are not part of the robotics operation while in 
relatively close proximity is an additional factor brought about by the new technologies.114 
 
The European Commission conducted a public consultation on the Directive in 2016 which, in part, 
ƐŽůŝĐŝƚĞĚŽƉŝŶŝŽŶƐŽŶ à‘ŝƚƐ ĨŝƚŶĞƐƐ-for-ƉƵƌƉŽƐĞ ƚŽ ŶĞǁ ƚĞĐŚŶŽůŽŐŝĐĂů ĚĞǀĞůŽƉŵĞŶƚƐà?à?115 While 45% of 
the responĚĞŶƚƐĂŶƐǁĞƌĞĚà‘ƚŽĂůĂƌŐĞĞǆƚĞŶƚà?ŽŶǁŚĞƚŚĞƌƚŚĞŝƌĞĐƚŝǀĞà‘à?ƚà?ŽŽŬĂĐĐŽƵŶƚƐƵĨĨŝĐŝĞŶƚůǇŽĨ
ŶĞǁŝŶŶŽǀĂƚŝŽŶƐĂŶĚŶĞǁƚĞĐŚŶŽůŽŐŝĞƐĂƚƚŚĞƚŝŵĞà?ŝƚǁĂƐĨŝƌƐƚŝŵƉůĞŵĞŶƚĞĚà?ŽŶůǇà?à?á?ĂŶƐǁĞƌĞĚƚŚĞ
same way to the questions of whether it has been able to account for technological developments 
ƐŝŶĐĞ ƚŚĞŶ ĂŶĚ à?à?á? ƚŽ ƚŚĞ ƋƵĞƐƚŝŽŶ ŽĨ ǁŚĞƚŚĞƌ ƚŚĞ ŝƌĞĐƚŝǀĞ ǁŽƵůĚ ďĞ ĂďůĞ ƚŽ à‘ĚĞĂů ǁŝƚŚ ŶĞǁ
ŝŶŶŽǀĂƚŝŽŶƐ ĂŶĚ ƚĞĐŚŶŽůŽŐŝĞƐ ŽǀĞƌ ƚŚĞ ŶĞǆƚ à?à? ǇĞĂƌƐà?à?116 For the latter two questions, 32% of the 
ƌĞƐƉŽŶĚĞŶƚƐ ĂŶƐǁĞƌĞĚ à‘ƚŽ Ă ŵŽĚĞƌĂƚĞ ĞǆƚĞŶƚà?à?117 In a 2017 report commissioned by the EC 
Directorate-General for Internal Market, Industry, Entrepreneurship and SMEs, the Technopolis 
'ƌŽƵƉ ĨŽƵŶĚ ƚŚĂƚ Ă à‘ƐŝŐŶŝĨŝĐĂŶƚŵŝŶŽƌŝƚǇà? ŽĨ ƐƚĂŬĞŚŽůĚĞƌƐ ŝŶDĞŵďĞƌ ^ƚĂƚĞƐǁŽƵůĚ ůŝŬĞ ƚŽ ƐĞĞ ƚŚĞ
Machinery Directive revised to account for technological advances.118 Specifically, new technologies 
ŝŶ ƚŚĞ à‘ĂƌĞĂƐ ŽĨ ĚŝŐŝƚŝƐĂƚŝŽŶ ĂŶĚ ƌŽďŽƚŝĐƐà?à? ŝŶĐůƵĚŝŶŐ à‘ĂƵƚŽŶŽŵŽƵƐ ŵĂĐŚŝŶĞƐà?ƐǇƐƚĞŵƐà? ĂƌƚŝĨŝĐŝĂů
ŝŶƚĞůůŝŐĞŶĐĞà?ĐŽůůĂďŽƌĂƚŝǀĞƌŽďŽƚŝĐƐà?à?ĂŶĚà?ŵŽďŝůĞƌŽďŽƚŝĐƐà?ǁĞƌĞŵĞŶƚŝŽŶĞĚĂƐ ƉƌŽĚƵĐƚƐƚŚĂƚà‘ŵĂǇŶŽƚ
ďĞǁĞůůĂĚĚƌĞƐƐĞĚďǇƚŚĞŝƌĞĐƚŝǀĞĐƵƌƌĞŶƚůǇà?à?119 The common characteristic of these machines is that 
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their operations and behaviours are governed by computer algorithms, like much of the robotics 
technology used for infrastructure inspection and maintenance.120 
 
In a March 2017 meeting of the Machinery Directive 2006/42/EC Working Group, the applicability of 
ƚŚĞŝƌĞĐƚŝǀĞƚŽĂƵƚŽŶŽŵŽƵƐƐǇƐƚĞŵƐĂŶĚĂƌƚŝĨŝĐŝĂůŝŶƚĞůůŝŐĞŶĐĞǁĂƐĨŝƌƐƚĚŝƐĐƵƐƐĞĚà?/ƚǁĂƐà‘ĐŽŶĨŝƌŵĞĚ
that it is necessary to clarify a whole range of aspects for robots, including a clearcut definition, in 
view of industrial evolution and the new concepts of robots, for the Machinery Directive to provide 
ĂĚĞƋƵĂƚĞƌĞƋƵŝƌĞŵĞŶƚƐà?à?121 It is evident that the EU is taking the applicability of the Directive to new 
technologies seriously. In the working document evaluating the 2016 survey responses, the 
European Commission noted the important of accounting for new technologies: 
 
These emerging digital technologies may not be inherently less safe than more 
traditional products whose risks are well addressed by the Machinery Directive, but their 
evolutionary and self-learning capabilities require attention in terms of safety.122 
 
As a result, the European Commission is currently in the process of updating the Machinery Directive 
to take into account technological advances.123 Feedback is closed, and the Commission is expected 
to release its proposal in the first quarter of 2021.124 The Directive may be amended to better 
regulate the health and safety standards of autonomous robots, but in the meantime, manufacturers 
and operators of robotics technology should strive to meet the obligations of the Directive if the 
technology falls within its scope.125 
 
1.2.2 Radio Equipment Directive  
 
The Radio Equipment Directive 2014/53/EU à‘establishes a regulatory framework for the making 
available on the market and putting into service in the Union of radio equipmentà?.126 This is 
particularly important in the context of new technologies that are constantly connected to and in 
communication with each other. Not only do systems need to communicate with one another, users 
and the systems also need to communicate for certain types of robots to function properly. The 
Directive defines radio equipment as: 
 
an electrical or electronic product, which intentionally emits and/or receives radio 
waves for the purpose of radio communication and/or radiodetermination, or an 
electrical or electronic product which must be completed with an accessory, such as 
antenna, so as to intentionally emit and/or receive radio waves for the purpose of radio 
communication and/or radiodetermination;127 
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Certain equipment are explicitly excluded and would not have to comply with the requirements of 
the Directive, including equipment used for public security, marine equipment, and airborne 
equipment.128 ,ŽǁĞǀĞƌà?à‘ĞůĞĐƚƌŝĐĂůà?ƌĂĚŝŽĞƋƵŝƉŵĞŶƚŶŽƚŝŶƚĞŶĚĞĚĨŽƌĞǆĐůƵƐŝǀĞĂŝƌďŽƌŶĞƵƐĞà?à?ĚƌŽŶĞƐ
ŝŶ ƚŚĞŽƉĞŶĂŶĚƐƉĞĐŝĨŝĐĐĂƚĞŐŽƌǇà?ĂŶĚĚƌŽŶĞƐ ŝŶ ƚŚĞĐĞƌƚŝĨŝĞĚĐĂƚĞŐŽƌǇ à‘if not intended to operate 
only on frequencies allocated by the Radio Regulations of the International Telecommunication 
hŶŝŽŶ ĨŽƌ ƉƌŽƚĞĐƚĞĚ ĂĞƌŽŶĂƵƚŝĐĂů ƵƐĞà? ĂƌĞ ĐŽǀĞƌĞĚ ďǇ ƚŚĞ ŝƌĞĐƚŝǀĞ ŝĨ ƚŚĞǇ ĂƌĞ à‘ŝŶƚĞŶĚĞĚ ƚŽ Ğŵŝƚ
and/or receive electromagnetic waves of frequencies below 3000 GHz for the purpose of radio 
ĐŽŵŵƵŶŝĐĂƚŝŽŶ ĂŶĚà?Žƌ ƌĂĚŝŽĚĞƚĞƌŵŝŶĂƚŝŽŶà?à?129 This means that aerial robots for infrastructure 
inspection and maintenance, if they meet the above requirements, can be subject to the Directive. 
 
The purpose of the Directive, per Article 3(1), ŝƐƚŽĞŶƐƵƌĞƚŚĞà‘ŚĞĂůƚŚĂŶĚƐĂĨĞƚǇŽĨƉĞƌƐŽŶƐĂŶĚŽĨ
ĚŽŵĞƐƚŝĐĂŶŝŵĂůƐĂŶĚƚŚĞƉƌŽƚĞĐƚŝŽŶŽĨƉƌŽƉĞƌƚǇà?à?ĂŶĚƌĂĚŝŽĞƋƵŝƉŵĞŶƚŵƵƐƚďĞďƵŝůƚǁŝƚŚƚŚŝƐĂŝŵŝŶ
mind.130 Article 3(1) also requires equipment to ŵĂŝŶƚĂŝŶ à‘ĂŶ ĂĚĞƋƵĂƚĞ ůĞǀĞů ŽĨ ĞůĞĐƚƌŽŵĂŐŶĞƚŝĐ
compatŝďŝůŝƚǇà? ŝŶĐŽŵƉůŝĂŶĐĞǁŝƚŚƚŚĞůĞĐƚƌŽŵĂŐŶĞƚŝĐŽŵƉĂƚŝďŝů ƚǇŝƌĞĐƚŝǀĞĚŝƐĐƵƐƐĞĚŝŶƚŚĞŶĞǆƚ
section.131 /ŶĂĚĚŝƚŝŽŶà? à‘à?ƌà?ĂĚŝŽĞƋƵŝƉŵĞŶƚ ƐŚĂůůďĞ ƐŽĐŽŶƐƚƌƵĐƚĞĚ ƚŚĂƚ ŝƚďŽƚŚĞĨĨĞĐƚŝǀĞůǇƵƐĞƐĂŶĚ
supports the efficient use of radio spectrum in order to avoid ŚĂƌŵĨƵů ŝŶƚĞƌĨĞƌĞŶĐĞà?, as Article 3(2) 
mandates.132 Finally, Article 3(3) states: 
 
Radio equipment within certain categories or classes shall be so constructed that it 
complies with the following essential requirements: 
(a) radio equipment interworks with accessories, in particular with common chargers; 
(b) radio equipment interworks via networks with other radio equipment; 
(c) radio equipment can be connected to interfaces of the appropriate type 
throughout the Union; 
(d) radio equipment does not harm the network or its functioning nor misuse network 
resources, thereby causing an unacceptable degradation of service; 
(e) radio equipment incorporates safeguards to ensure that the personal data and 
privacy of the user and of the subscriber are protected; 
(f) radio equipment supports certain features ensuring protection from fraud; 
(g) radio equipment supports certain features ensuring access to emergency services; 
(h) radio equipment supports certain features in order to facilitate its use by users 
with a disability; 
(i) radio equipment supports certain features in order to ensure that software can 
only be loaded into the radio equipment where the compliance of the combination 
of the radio equipment and software has been demonstrated.133 
 
Only when the equipment comports with these health and safety essential requirements can the 
manufacturer make them available on the market.134 They can only be put into service and use when 
ƚŚĞĞƋƵŝƉŵĞŶƚà‘ĐŽŵƉůŝĞĚǁŝƚŚƚŚŝƐŝƌĞĐƚŝǀĞǁŚĞŶŝƚŝƐƉƌŽƉĞƌůǇŝŶƐƚĂůůĞĚà?ŵĂŝŶƚĂŝŶĞĚĂŶĚƵƐĞĚĨŽƌŝƚƐ
ŝŶƚĞŶĚĞĚƉƵƌƉŽƐĞà?à?135 Compliance means that the equipment can then be moved freely within the 
EU.136 
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As with the Machinery Directive, compliance with harmonised standards published in the Official 
Journal of the European Union affords the presumption that the essential requirements are met.137 
dŚĞŵĂŶƵĨĂĐƚƵƌĞƌ ŝƐŽďůŝŐĂƚĞĚƚŽ à‘ƉĞƌĨŽƌŵĂĐŽŶĨŽƌŵŝƚǇĂƐƐĞƐŵĞŶƚŽĨƚŚĞƌĂĚŝŽĞƋƵŝƉŵĞŶƚǁŝƚŚĂ
ǀŝĞǁ ƚŽ ŵĞĞƚŝŶŐ ƚŚĞ ĞƐƐĞŶƚŝĂů ƌĞƋƵŝƌĞŵĞŶƚƐà?à?138 Demonstrating compliance with the essential 
requirements in Article 3(1) can be done through one of three ways: 
 
(a) internal production control set out in Annex II; 
(b) EU-type examination that is followed by the conformity to type based on internal 
production control set out in Annex III; 
(c) conformity based on full quality assurance set out in Annex IV.139 
 
For conformity to the essential requirements in Article 3(2) and (3), this can be done by the following 
procedures if a harmonised standard was used: 
 
(a) internal production control set out in Annex II; 
(b) EU-type examination that is followed by the conformity to type based on internal 
production control set out in Annex III; 
(c) conformity based on full quality assurance set out in Annex IV.140 
 
If no harmonised standards were referenced or if no relevant standards exist, conformity cannot be 
shown with internal production control, and one of the other two procedures must be used.141 The 
internal control production control procedure set out in Annex II requires the manufacturer to self-
regulate and ensure conformity. Technical documentation must be drafted, measures to ensure 
compliance during the manufacturing process must be taken, and CE marking and declaration of 
conformity must be prepared.142 For the other procedures, an outside notified body would be 
involved to assess conformity.143 This body is set up by the individual Member States.144 
 
Designers and manufacturers of robots for infrastructure inspection and maintenance should be 
familiar with the requirements of the Radio Equipment Directive because it is likely these robots 
would need to communicate with each other and with users using equipment that would be subject 
to the Directive.  However, some robots may be excluded by the Directive depending on their design, 
so evaluating the applicability of this Directive to various types of robots is an important first step to 
take with regard to new technologies. 
 
1.2.3 Electromagnetic Compatibility Directive 
 
The Electromagnetic Compatibility Directive 2014/30/EU à‘regulates the electromagnetic 
ĐŽŵƉĂƚŝďŝůŝƚǇŽĨĞƋƵŝƉŵĞŶƚà?à?145 It main purposes is not health and safety; rather, it is concerned with 
compatibility.146 This is important in the contexts of robotics technology to ensure that the robots 
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can operate properly in the electromagnetic environment without interference so that systems such 
as the GPS can function properly.147 
 
dŚĞ ŝƌĞĐƚŝǀĞ ŝƐ ĂƉƉůŝĞĚ ƚŽ à‘ĞƋƵŝƉŵĞŶƚà?à? ǁŚŝĐŚ à‘ŵĞĂŶƐ ĂŶǇ ƉƉĂƌĂƚƵƐ Žƌ ĨŝǆĞĚ ŝŶƐƚĂůůĂƚŝŽŶà?à?148 
ƉƉĂƌĂƚƵƐà? ŝŶ ƚƵƌŶà? à‘ŵĞĂŶƐ ĂŶǇ ĨŝŶŝƐŚĞĚ ĂƉƉůŝĂŶĐĞ Žƌ ĐŽŵďŝŶĂƚŝŽŶ ƚŚĞƌĞŽĨŵĂĚĞ ĂǀĂŝůĂďůĞ ŽŶ ƚŚĞ
market as a single functional unit, intended for the end-user and liable to generate electromagnetic 
ĚŝƐƚƵƌďĂŶĐĞà?ŽƌƚŚĞƉĞƌĨŽƌŵĂŶĐĞŽĨǁŚŝĐŚŝƐůŝĂďůĞƚŽďĞĂĨĨĞĐƚĞĚďǇƐƵĐŚĚŝƐƚƵƌďĂŶĐĞà?à?ǁŚĞƌĞĂƐĨŝǆĞĚ
ŝŶƐƚĂůůĂƚŝŽŶ à‘ŵĞĂŶƐ Ă ƉĂƌƚŝĐƵůĂƌ ĐŽŵďŝŶĂƚŝŽŶ ŽĨ ƐĞǀĞƌĂů ƚǇƉĞƐ ŽĨ ĂƉƉĂƌĂtus and, where applicable, 
other devices, which are assembled, installed and intended to be used permanently at a predefined 
ůŽĐĂƚŝŽŶà?à?149 /Ŷ ŽƚŚĞƌ ǁŽƌĚƐà? ƚŚĞ ŝƌĞĐƚŝǀĞ ĂƉƉůŝĞƐ ƚŽ à‘a vast range of equipment encompassing 
electrical and electronic appliances, ƐǇƐƚĞŵƐ ĂŶĚ ŝŶƐƚĂůůĂƚŝŽŶƐà?à?150 /Ĩ ƚŚĞ ƉƌŽĚƵĐƚ à‘ĚŽĞƐ ŶŽƚ ĐŽŶƚĂŝŶ
ĞůĞĐƚƌŝĐĂůĂŶĚà?ŽƌĞůĞĐƚƌŽŶŝĐƉĂƌƚƐà?à?ŝƚŝƐŶŽƚĐŽǀĞƌĞĚďǇƚŚĞŝƌĞĐƚŝǀĞà?151 Additionally, radio equipment, 
aeronautical products, inherently benign products, custom built evaluation kits, and equipment 
specifically covered by other legislation are excluded by the Directive.152 
 
Equipment specifically covered by other legislation and thus not under the purview of the 
Electromagnetic Compatibility Directive include vehicles for road use, agricultural and forestry 
tractors, and vehicles with two or three wheels.153 As a result, robots for infrastructure inspection 
and maintenance may or may not be covered by the Electromagnetic Compatibility Directive 
depending on how they are designed, and this must be determined on a case-by-case basis. 
 
DĞŵďĞƌ^ƚĂƚĞƐĂƌĞƌĞƋƵŝƌĞĚƚŽĞŶƐƵƌĞƚŚĂƚĂŶǇĞƋƵŝƉŵĞŶƚà‘ŵĂĚĞĂǀĂŝůĂďůĞŽŶƚŚĞŵĂƌŬĞƚĂŶĚà?ŽƌƉƵƚ
ŝŶƚŽƐĞƌǀŝĐĞà?ĐŽŵƉůŝĞƐǁŝƚŚƚŚĞŝƌĞĐƚŝǀĞà?154 Similarly, Member States cannot restrict the movement 
of equipment that do comply.155 To comply with the Directive, the equipment must meet the 
following requirements set out in Annex I: 
 
Equipment shall be so designed and manufactured, having regard to the state of the art, 
as to ensure that: 
 
(a) the electromagnetic disturbance generated does not exceed the level above which 
radio and telecommunications equipment or other equipment cannot operate as 
intended; 
(b) it has a level of immunity to the electromagnetic disturbance to be expected in its 
intended use which allows it to operate without unacceptable degradation of its 
intended use.156 
 
ĚĚŝƚŝŽŶĂůůǇà? à‘[a] fixed installation shall be installed applying good engineering practices and 
respecting the information on the intended use of its components, with a view to meeting the 
essential requirements set out à?ĂďŽǀĞà?à?à?157 
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The manufacturer is the party that must ensure that the equipment or apparatus meets the above 
requirements.158 /ĨƚŚĞĞƋƵŝƉŵĞŶƚŝƐà‘ŝŶĐŽŶĨŽƌŵŝƚǇǁŝƚŚŚĂƌŵŽŶŝƐĞĚƐƚĂŶĚĂƌĚƐŽƌparts thereof the 
references of which have been published in the Official Journal of the European Unionà?à?ƚŚĞŶƚŚĞƌĞŝƐ
Ă ƉƌĞƐƵŵƉƚŝŽŶ ƚŚĂƚ ŝƚ ŝƐ ŝŶ ĐŽŶĨŽƌŵŝƚǇ ǁŝƚŚ ƚŚĞ ŝƌĞĐƚŝǀĞà?Ɛ ƌĞƋƵŝƌĞŵĞŶƚƐà?159 For apparatus, 
à‘[c]ompliancĞàQwith the essential requirements set out in Annex I shall be demonstrated by means of 
either of the following conformity assessment procedures: 
 
(a) internal production control set out in Annex II; 
(b) EU type examination that is followed by Conformity to type based on internal 
production control set out in Annex III.160 
 
Annex II requires the manufacturer ƚŽà‘perform an electromagnetic compatibility assessment of the 
apparatusà?à? ǁŚŝĐŚ à‘shall take into account all normal intended operating conditionsà?à?161 The 
ŵĂŶƵĨĂĐƚƵƌĞŵƵƐƚƉƌĞƉĂƌĞƚĞĐŚŶŝĐĂůĚŽĐƵŵĞŶƚĂƚŝŽŶƚŚĂƚà‘make[s] it possible to assess the apparatus 
conformity to the relevant requirements, and shall include an adequate analysis and assessment of 
the risk(s)à?à?162 During the manufacturing process, the manufacturer must take into account the 
technical documentation and ensure the essential requirements are met.163 Finally, after meeting all 
of the above requirements, the manufacturer must affix a CE marking to the apparatus and draft a 
declaration of conformity.164 
 
Annex III is a two-step process and states the following: 
 
1. EU-type examination is the part of a conformity assessment procedure in which a 
notified body examines the technical design of an apparatus and verifies and attests that 
the technical design of the apparatus meets the essential requirements set out in point 
1 of Annex I. 
2. EU-type examination shall be carried out by assessment of the adequacy of the 
technical design of the apparatus through examination of the technical documentation 
referred to in point 3, without examination of a specimen (design type). It may be 
restricted to some aspects of the essential requirements as specified by the 
manufacturer or his authorised representative.165 
 
ĨƚĞƌ ƚŚĞ ĞǆĂŵŝŶĂƚŝŽŶ ďǇ ƚŚĞ ŶŽƚŝĨŝĞĚ ďŽĚǇà? ƚŚĞ ŵĂŶƵĨĂĐƚƵƌĞƌà‘ensures and declares that the 
apparatus concerned are in conformity with the type described in the EU-type examination 
certificate and satisfy the requirements of this Directive that apply to themà?à?166 It is obligated to 
monitor compliance throughout the manufacturing process and to affix the CE marking and draft the 
declaration of compliance.167 
 
The Electromagnetic Compatibility Directive is not concerned with health and safety, but compliance 
with it is equally important to ensure that robots for infrastructure inspection and maintenance can 
be manufactured and used in the EU and operate as intended. However, as noted in this section, 
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whether the specific robotics technology would be covered by this Directive is a question that 
depends on the design of the robot and whether other directives are applicable. 
1.3 Civil Liability Regimes 
1.3.1 General issues 
 
Like any technology, robotics can fail, be operated poorly, or be improperly maintained, which could 
result in bodily injuries or damages to property. When such situations occur, there must be ways to 
remedy the situation and compensate the victims for their loss. In general, this is done through the 
civil tort liability or delict regimes. Fundamentally, tort law, as used in common law jurisdictions is a 
mechanism to compensate victims of wrongdoing and vindicate their rights.168 Delict is the functional 
equivalent in civil law countries.169 While tort law developed haphazardly through the development 
ŽĨĐĂƐĞůĂǁà?ĚĞůŝĐƚůĂǁŝƐŐĞŶĞƌĂůůǇĂĐŽŚĞƌĞŶƚƐĞƚŽĨƌƵůĞƐŝŶĞĂĐŚũƵƌŝƐĚŝĐƚŝŽŶƚŚĂƚŝƐà‘ƚŚĞƌĞƐƵůƚŽĨĂ
ůŽŶŐĂŶĚĐŚĂƌĂĐƚĞƌŝƐƚŝĐƉƌŽĐĞƐƐŽĨŐĞŶĞƌĂůŝǌĂƚŝŽŶà?ƐǇƐƚĞŵĂƚŝǌĂƚŝŽŶĂŶĚĂďƐƚƌĂĐƚŝŽŶà?à?170 Unlike criminal 
law where a convicted defendant may be punished through imprisonment or criminal fines, 
compensation through monetary damages is the central principle in tort and delict law.171 It can also 
be differentiated from contract law where, in general, there needs to be some type of prior 
contractual relatioŶƐŚŝƉ ďĞƚǁĞĞŶ ƚŚĞ ƉĂƌƚŝĞƐ ĂŶĚ ƚŚĞ Ăŝŵ ŝƐ ƚŽ à‘ƉƌŽƚĞĐƚ ƐƉĞĐŝĨĐ ĞǆƉĞĐƚĂƚŝŽŶƐ
ĞŶŐĞŶĚĞƌĞĚďǇĂďŝŶĚŝŶŐƉƌŽŵŝƐĞà?à?172 ĂŵĂŐĞƐà?ŽƌĐŽŵƉĞŶƐĂƚŝŽŶŝŶĐŽŶƚƌĂĐƚůĂǁà‘ƉƵƚƚŚĞĐůĂŝŵĂŶƚŝŶ
the position he would have been in had the contract been performed, whereas damages in torts put 
ŚŝŵŝŶƚŚĞƉŽƐŝƚŝŽŶŚĞǁŽƵůĚŚĂǀĞďĞĞŶŝŶŚĂĚƚŚĞƚŽƌƚŶŽƚďĞĞŶĐŽŵŵŝƚƚĞĚà?à?173 
 
¾ Choice of Law and Jurisdiction 
 
Member States have different tort and delict laws, and where the litigation occurs and which law is 
applicable depends on the specific situation, such as where the robot causing the incident was used 
or where the manufacturer or supplier of the robotics technology conducts business. The Convention 
of 30 June 2005 on Choice of Court Agreements (Hague Convention) and Brussels Regulation (recast) 
govern jurisdiction. They are both for international civil cases, but if both parties are EU Member 
States, then the latter would apply.174 Article 4(1) of the latter ƐƚĂƚĞƐà‘ƉĞƌƐŽŶƐĚŽŵŝĐŝůĞĚŝŶĂDĞŵďĞƌ
^ƚĂƚĞƐŚĂůůà?ǁŚĂƚĞǀĞƌƚŚĞŝƌŶĂƚŝŽŶĂůŝƚǇà?ďĞƐƵĞĚŝŶƚŚĞĐŽƵƌƚƐŽĨƚŚĂƚDĞŵďĞƌ^ƚĂƚĞà?à?175 Companies are 
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(recast) <eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2012:351:0001:0032:en:PDF> article 4(1); See 
ĂůƐŽdŚŽŵĂƐ<'ƌĂǌŝĂŶŽà?à‘ƌŽƐƐ-border traffic accidents in the EU àW the poƚĞŶƚŝĂůŝŵƉĂĐƚŽĨĚƌŝǀĞƌůĞƐƐĐĂƌƐà?Ă
:ƵŶĞà?à?à?à?ƐƚƵĚǇĐŽŵŵŝƐƐŝŽŶĞĚďǇƚŚĞ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à‘ĚŽŵŝĐŝůĞĚĂƚƚŚĞƉůĂĐĞǁŚĞƌĞŝƚŚĂƐŝƚƐàPà?Ăà)ƐƚĂƚƵƚŽƌǇƐĞĂƚà?à?ď ) Đentral administration; or (c) principal 
ƉůĂĐĞŽĨďƵƐŝŶĞƐƐà?à?176 dŚĞĚĞĨĞŶĚĂŶƚĐĂŶĂůƐŽďĞƐƵĞĚà‘ŝŶƚŚĞĐŽƵƌƚƐĨŽƌƚŚĞƉůĂĐĞǁŚĞƌĞƚŚĞŚĂƌŵĨƵů
ĞǀĞŶƚ ŽĐĐƵƌƌĞĚŽƌŵĂǇŽĐĐƵƌà? ĨŽƌ ƚŽƌƚ ĂĐƚŝŽŶƐà?177 For example, a land-based robot controlled by a 
company registered in Spain and does the bulk of its business in Slovakia crashes into an Estonian 
family driving their car in Lithuania. According to the rules, the family can sue in the courts of Spain 
Žƌ^ůŽǀĂŬŝĂďĞĐĂƵƐĞĞŝƚŚĞƌĐŽƵůĚƉŽƐƐŝďůǇďĞƚŚĞĐŽŵƉĂŶǇà?ƐĚŽŵŝĐŝůĞà?Žƌƚhe family can sue Lithuania 
because that is where the crash happened. Based on the above, one may assume the family cannot 
sue in an Estonian court. However, the family would be able to sue in Estonia in this case because for 
ĐůĂŝŵƐĂŐĂŝŶƐƚ ƚŚĞĚĞĨĞŶĚĂŶƚà?Ɛ car liability insurer, the injured party also has the further option to 
bring a claim before the courts of his or her own domicile, pursuant to articles 13(2) and 11(1)(b) of 
the Brussels I Regulation (recast).178 This is an important reminder that the jurisdictional rules 
introduced above have many exceptions and legal advice should be sought if robot manufacturers or 
operators find themselves to be in situations where there may be legal disputes. 
As for the applicable law, the Rome II Regulation would govern. The general rule is that for tort 
ĂĐƚŝŽŶƐà?ƚŚĞĂƉƉůŝĐĂďůĞůĂǁà‘ƐŚĂůůďĞƚŚĞůĂǁŽĨƚŚĞĐŽƵŶƚƌǇŝŶ ǁŚŝĐŚƚŚĞĚĂŵĂŐĞŽĐĐƵƌƐŝƌƌĞƐƉĞĐƚŝǀĞ
of the country in which the event giving rise to the damage occurred and irrespective of the country 
or countries ŝŶǁŚŝĐŚƚŚĞŝŶĚŝƌĞĐƚĐŽŶƐĞƋƵĞŶĐĞƐŽĨƚŚĂƚĞǀĞŶƚŽĐĐƵƌà?à?179 This means that the law of 
the Member State in which the direct damage such as injury or death occurred would be used, and 
not the law where indirect damages such as financial losses to relatives.180 On this point, it has been 
outlined that in the context of a road traffic accident: 
If a traffic accident victim brings a claim against the driver, keeper, or owner of a 
vehicle involved in causing the damage, jurisdiction in the courts in Europe is to be 
determined by the Brussels I Regulation (recast). A claim may, in principle, either be 
brought under art 4(1) of the Brussels I Regulation (recast), before the courts of the 
^ƚĂƚĞ ŽĨ ƚŚĞ ĚĞĨĞŶĚĂŶƚà?Ɛ ĚŽŵŝĐŝůĞà? or under art 7(2) of the Brussels I Regulation 
(recast) before the courts of the place where the accident occurred.181 
 
,ŽǁĞǀĞƌà? ŝĨ ďŽƚŚƉĂƌƚŝĞƐ à‘ŚĂǀĞ ƚŚĞŝƌŚĂďŝƚƵĂů ƌĞƐŝĚĞŶĐĞ ŝŶƚŚĞ ƐĂŵĞ ĐŽƵŶƚƌǇ Ăƚ ƚŚĞ ƚŝŵĞǁŚĞŶ ƚŚĞ
ĚĂŵĂŐĞŽĐĐƵƌƐà?ƚŚĞůĂǁŽĨƚŚĂƚĐŽƵŶƚƌǇƐŚĂůůĂƉƉůǇà?à?182 This would be the case even if there were no 
prior relationships.183 dŚĞƌĞŝƐĂƚŚŝƌĚĂůƚĞƌŶĂƚŝǀĞà?ǁŚŝĐŚŝƐƚŚĞůĂǁŽĨĂƐƚĂƚĞƚŚĂƚŝƐà‘ŵĂŶŝĨĞƐƚůǇŵŽƌĞ
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ĐůŽƐĞůǇĐŽŶŶĞĐƚĞĚà? ƚŽ ƚŚĞ ƐŝƚƵĂƚŝŽŶà?184 The law of this state would apply in such a circumstance.185 
This is determined by any pre-existing relationships, including a contractual one, between the parties 
that is closely connected to the tort action.186  For example, an operator based in France entered into 
a contract with a manufacturer based in Poland to purchase an aerial drone for inspection purposes. 
The contract was signed in Greece, where the drone was delivered, and chose Greek law as the 
applicable law for any disputes arising from the contract. The drone malfunctions and crashes in 
Bulgaria, and the operator sues the manufacturer. Although the general rule would lead to Bulgarian 
law as the one the court would use in litigation, the fact that the contractual relationship was formed 
in Greece and the parties chose Greek law as the law for the contractual dispute means that the 
court is likely to find Greek law has the closest connection and choose it as the applicable law for the 
tort dispute.187 It should be noted that these rules for determining the applicable apply regardless of 
whether the incident occurs on land, in the waters, or in the air.188 
In addition, it is important to note that victims of a road traffic accident also have the option to bring 
an action against the insurer of the vehicle responsible for causing any damage directly. This allows 
ĂŶĂĐƚŝŽŶƚŽďĞďƌŽƵŐŚƚ à‘ŝŶƚŚĞĐŽƵƌƚƐĨŽƌƚŚĞƉůĂĐĞǁŚĞƌĞƚŚĞŚĂƌŵĨƵůĞǀĞŶƚ à?ƚŚĂƚ ŝƐƚŚĞĂĐĐŝĚĞŶƚà?
ŽĐĐƵƌƌĞĚà?à?189 In addition, that same victim may also bring that claim in the jurisdiction where they, 
themselves are domiciled.190 This has been confirmed by the CJEU in the case Odenbreit.191However, 
it has been noted that: 
 
It is not yet established to which extent the laws of the EU Member States provide for 
direct action against the insurers of manufacturers. Therefore, the holding in the 
Odenbreit case and the rules in art 13(2), 11(1)(b) of the Brussels I Regulation (recast) 
cannot be applied in a general way to claims against manufacturer of defective 
products that caused a traffic accident or their liability insurers. Regarding a claim 
against manufacturers, the victims thus do not necessarily benefit from a further 
forum at their own domicile(s).192 
 
This is particularly resonant in the context of robotic technology because, where a defect in that 
technology leads to damage, the routes to compensation available to a victim could potentially be 
reduced. 
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¾ Fault-based Liability 
 
While tort systems in Member States vary, they all have some type of fault-based liability regime.193 
To be liable, the defendant would have to have committed a wrong. In other words, it acted in a 
manner than is deemed insufficient under the circumstances and failed to meet its duty. Specifically 
in the present circumstance, the manufacturer or supplier would be responsible for the accident and 
resulting damage if it is shown that they did not meet some kind of objective standard in designing 
or manufacturing the robot, or the operator would be responsible if it did not meet the objective 
standard in operating the robot.194 The focus in fault-based liability is the conduct of the tortfeasor, 
ĂŶĚ à‘ƚŚĞ idea is that it is fair that liability be imposed wherever the defendant has improperly 
prioritized his or her interests over the ĐůĂŝŵĂŶƚà?Ɛà?à?195 The technological advancement of robotics 
ƚĞĐŚŶŽůŽŐǇŵĞĂŶƐƚŚĂƚƚŚĞƌĞƐƉŽŶƐŝďůĞƚŽƌƚĨĞĂƐŽƌŵĂǇďĞŚĂƌĚĞƌƚŽĚĞƚĞƌŵŝŶĞà?ĂƐà?ĨŽƌĞǆĂŵƉůĞà?à‘ƚŚĞ
ĚĞƐŝŐŶĞƌŵŝŐŚƚŶŽƚďĞƚŚĞŽŶĞƚƌĂŝŶŝŶŐƚŚĞ/ŝŶǁĂǇƐƚŚĂƚĐĂƵƐĞĚŝƚƚŽƐƵďƐĞƋƵĞŶƚůǇĚŽŚĂƌŵà?à?196 In 
the context of new technologies, it is suggested that for operators, the duty of care would include 
ƚŚĞ ĚƵƚǇ ŽĨ à‘ĐŚŽŽƐŝŶŐ ƚŚĞ ƌŝŐŚƚ ƐǇƐƚĞŵ ĨŽƌ ƚŚĞ ƌŝŐŚƚ ƚĂƐŬ ĂŶĚ ƐŬŝůůƐà?, the ĚƵƚǇ ŽĨ à‘ŵŽŶŝƚŽƌŝŶŐ ƚŚĞ
ƐǇƐƚĞŵà? ĂŶĚ ƚŚĞ ĚƵƚǇ à‘ŵĂŝŶƚĂŝŶŝŶŐ ƚŚĞ ƐǇƐƚĞŵà?à?197  Producers ǁŽƵůĚ ŚĂǀĞ ƚŚĞ ĚƵƚǇ ƚŽ à‘ĚĞƐŝŐŶà?
describe and market products in a way effectively enabling operators to comply with the 
à?ĂĨŽƌĞŵĞŶƚŝŽŶĞĚà? ĚƵƚŝĞƐà? ĂŶĚ ƚŚĞ ĚƵƚǇ ƚŽ à‘ĂĚĞƋƵĂƚĞůǇ ŵŽŶŝƚŽƌ ƚŚĞ ƉƌŽĚƵĐƚ ĂĨƚĞƌ ƉƵƚƚŝŶŐ ŝƚ ŝŶƚŽ
ĐŝƌĐƵůĂƚŝŽŶà?à?198  
Being able to show the ƉƌŽĚƵĐĞƌŽƌŽƉĞƌĂƚŽƌà?ƐĨĂƵůƚŵĂǇĂůƐŽďĞďƵƌĚĞŶƐŽŵĞà?dǇƉŝĐĂůůǇà?ƚŚĞďƵƌĚĞŶ
of proving fault is on the plaintiff.199  However, showing that the duty of care was breached may be 
difficult in the context of new technologies, so it has been suggested that this bƵƌĚĞŶ à‘ƐŚŽƵůĚ ďĞ
reversed if disproportionate difficulties and costs of establishing the relevant standard of care and of 
ƉƌŽǀŝŶŐƚŚĞŝƌǀŝŽůĂƚŝŽŶũƵƐƚŝĨǇŝƚà?à?200  Among the factors that various jurisdictions have recognised to 
support the shifting of the burden of proof to the defendant are: 
 
a) high likelihood of fault, 
ďà)ƚŚĞƉĂƌƚŝĞƐà?ƉƌĂĐƚŝĐĂůĂďŝůŝƚǇƚŽƉƌŽǀĞĨĂƵůƚà? 
c) violation of statutory obligation by the defendant, 
Ěà)ƉĂƌƚŝĐƵůĂƌĚĂŶŐĞƌŽƵƐŶĞƐƐŽĨƚŚĞĚĞĨĞŶĚĂŶƚà?ƐĂĐƚŝǀŝƚǇƚŚĂƚƌĞƐƵůƚĞĚŝŶĚĂŵĂŐĞà? 
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e) nature and scope of the damage.201  
 
These factors would have to be considered to determine whether the burden of proof of fault should 
be shifted in the context of new technologies. 
In general, one of the advantages of fault-based liability is its flexibiliƚǇà?ĂƐ à‘à?ƚà?ŚĞ ůĞǀĞůŽĨĚƵƚǇĐĂŶ
ĞǆƉĂŶĚĂŶĚ ƐŚƌŝŶŬ ĂĐĐŽƌĚŝŶŐ ƚŽ ĐŽŶƚĞǆƚà?à? 202Technological advances and different usages of robots 
could theoretically be accommodated by existing law. However, with increasing developments in 
robotics technology, they can become very complex and perform actions that are unforeseeable, 
especially when different systems are interacting.203 This could especially be the case if artificial 
intelligence is writing the algorithms that control the robots.204 If this does become reality, existing 
fault-based liability laws may be unable to account for damages caused by such systems due to the 
importance of foreseeability of the damage as an important element.205 Foreseeability is the notion 
that the damage must have been something the reasonable person would not have disregarded as 
far-fetched.206 For example, it would be foreseeable for a malfunctioning aerial robot performing 
inspection near a bridge to cause damages to cars driving on the bridge. However, the foreseeability 
of the same drone learning how to communicate in a manner it was not designed due to self-
learning interacting with a submersible owned by another company that appeared suddenly, 
resulting in the drone being led into open waters 20 nautical miles away and damaging a cruise ship 
is more questionable. It may be possible for courts to view the damage as too remote to hold the 
drone operator liable.  
The complexity of the system could also possibly make determination of causation more difficult.207 
Causation is important to show liability because it means the actions of the defendant are 
ƌĞƐƉŽŶƐŝďůĞĨŽƌƚŚĞĚĂŵĂŐĞà?tŝƚŚŽƵƚĐĂƵƐĂƚŝŽŶà?ƚŚĞǀŝĐƚŝŵĐĂŶŶŽƚƐŚŽǁƚŚĂƚŝƚǁĂƐƚŚĞĚĞĨĞŶĚĂŶƚà?Ɛ
actions or inactions that led to the injury.208 If a robot malfunctions, the complexity of the system 
may mean that it could be difficult to determine whether the injury was caused by the software 
programming by one party, the hardware design of another company, or the coding error that led to 
the hardware malfunction.209 Furthermore, the injury could be caused by faulty data or ƌŽďŽƚà?ƐƐĞůĨ-
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learning and changing its own code.210 In addition, the software running the robots may be updated 
periodically, and these updates may not necessarily be done by the original manufacturer.211 This 
adds an additional party and possible cause of malfunction that complicates the determination of 
cause.212  
The Expert Group on Liability and New Technologies àW New Technologies Formation suggests that 
there should be a balancing test to determine when the bar of the burden of proving causation 
should be lowered.213  The factors to consider are: 
(a) The likelihood that the technology at least contributed to the harm; 
(b) The likelihood that the harm was caused either by the technology or by some 
other cause within the same sphere; 
(c) The risk of a known defect within the technology, even though its actual causal impact is 
not self-evident; 
(d) The degree of ex-post traceability and intelligibility of processes within the technology 
that may have contributed to the cause (informational asymmetry); 
(e) The degree of ex-post accessibility and comprehensibility of data collected and generated 
by the technology 
(f) The kind and degree of harm potentially and actually caused.214 
The general rationale for the shifting of the burden of proof is that victims may be in a weaker 
position to satisfy the burden of proof given the complexity of the technology. 215 
While the law recognises multiple causes, the possibility of multiple causes arising from complicated 
systems could still lead to protracted litigation and delayed compensation for the claimant. This 
increasingly loss of control of the machine by the human due to robots making autonomous 
ĚĞĐŝƐŝŽŶƐ ĂŶĚ ŚĂǀŝŶŐ ƚŚĞ ĐĂƉĂĐŝƚǇ ĨŽƌ ĂƵƚŽŶŽŵŽƵƐ ůĞĂƌŶŝŶŐ ƌĞƐƵůƚƐ ŝŶ Ă à‘ƌĞƐƉŽŶƐŝďŝůŝƚǇ ŐĂƉà?ǁŚĞƌĞ
humans can longer be ascribed the liability.216 If the human operators are not liable, then it leads to 
the problem of the injured party not being able to receive compensation.217 Not only could there be 
a legal vacuum, this gap may also affĞĐƚ ƚŚĞ ƐŽĐŝĞƚǇà?ƐŵŽƌĂů ƐĞŶƐĞŽĨ ũƵƐƚŝĐĞĂƐ ŝƚ ĂƉƉĞĂƌƐ ƚŚĂƚŶŽ
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humans could be morally culpable. While the robots may be blameworthy morally, they would not 
be legally liable under current liability regimes.218 
 
¾ Strict Liability 
Most Member States also have risk-based regimes applicable in certain situations where there is 
strict liability due to the inherent risk of the thing in question.219 Instead of focusing on the fault of 
the party in fault-based regimes, risk is the key. The party that has the greater knowledge and 
control should bear the risk because it is in a better position to do so. Thus, many jurisdictions have 
strict liability regimes for wild animals.220 Product liability law is also another area of strict liability.221 
In the context of robotics, the rationale for the development of strict liability regimes is that a robot 
ŽƉĞƌĂƚŽƌ ƐŚŽƵůĚ ƚĂŬĞ ŽŶ Ă ŐƌĞĂƚĞƌ ƌŝƐŬ ďĞĐĂƵƐĞ ŝƚ ŝƐ ĂůůŽǁĞĚ ƚŽ à‘ůĞŐĂůůǇ ĞǆĞƌĐŝƐĞ Ă ƐŽĐŝĂůůǇ ƵƐĞĨƵů
activity which otherwise (because of its statistically unavoidable risks) should have been 
ĨŽƌďŝĚĚĞŶà?à?222 ,ĞƌĞà? à‘ƚŚĞ ĨŽĐƵƐ à?ŝƐà?ŽŶ ƚŚĞ ĐŽŶĚŝƚŝŽŶŽĨthe product itselfà? ĂŶĚŶŽƚ à‘ƚŚĞĚĞĨĞŶĚĂŶƚà?Ɛ
conductà?à?223 While the potential tortfeasor could have performed to a reasonable standard or far 
exceed it, the conduct is irrelevant if the product ends up being the cause of the harm. It does not 
matter that there was no fault because the system of strict liability is more interested in how the 
product itself performed and placing the culpability on the party that had the control over the 
design, manufacture, and distribution of the product.224 
 
A strict liability regime, as it does not require a showing of fault, would usually be an easier path 
toward obtaining compensation.225 ,ŽǁĞǀĞƌà?à‘ŽĨƚĞŶƐƚƌŝĐƚůŝĂďŝůŝƚŝĞƐĂƌĞĐŽƵƉůĞĚǁŝƚŚůŝĂďŝůŝƚǇĐĂƉƐŽƌ
other restrictions in order to counterbalance the increased risk of liability of those benefiting from 
ƚŚĞ ƚĞĐŚŶŽůŽŐǇà? ƐŽ ƚŚĞ ĐŽŵƉĞŶƐĂƚŝŽŶ ƌĞĐĞŝǀĞĚ ďǇ ƚŚĞ ǀŝĐƚŝŵŵĂǇ ďĞŵŽƌĞ ůŝŵŝƚĞĚà?226 It has been 
argued that relying on strict liability, however, may inhibit progƌĞƐƐŝŶƌŽďŽƚŝĐƐƚĞĐŚŶŽůŽŐǇà‘ƐŝŶĐĞƚŚĞ
more the strict liability rules are effective, the less we can test our AI systems, the more such rules 
ŵĂǇŚŝŶĚĞƌƌĞƐĞĂƌĐŚĂŶĚĚĞǀĞůŽƉŵĞŶƚŝŶƚŚĞĨŝĞůĚà?à?227 On the other hand, it has been suggested, in 
the context of autonomous cars, ƚŚĂƚĂƉƌĞĚŝĐƚĂďůĞà?ƐƚƌŝĐƚůŝĂďŝůŝƚǇƌĞŐŝŵĞà‘ŵĂǇďĞƚƚĞƌƐƉƵƌŝŶŶŽǀĂƚŝŽŶ
than a less predictable system that depends on a quixotic search for, and then assignment of, 
ĨĂƵůƚà?à?228 As noted in the previous section, finding fault may be difficult in the context of robotics 
technology. A predictable liability regime that is based on the product and not the actions or 
                                                          
218
 ƌĞŶƚĂŶŝĞůDŝƚƚĞůƐƚĂĚƚĞƚĂůà?à‘dŚĞƚŚŝĐƐŽĨůŐŽƌŝƚŚŵƐàPDĂƉƉŝŶŐƚŚĞĞďĂƚĞà?à?à?à?à?à?à)à?ŝŐĂƚĂà?^ŽĐŝĞƚǇà?à?
11. 
219
 European Group on Tort Law, Principles of European Tort Law: Text and Commentary (Springer 2005) 67. 
220
 'ĞƌŚĂƌĚtĂŐŶĞƌà?à‘ŽŵƉĂƌĂƚŝǀĞdŽƌƚ>Ăǁà?ŝŶDĂƚŚŝĂƐZĞŝŵĂŶŶĂŶĚZĞŝŶŚĂƌĚŝŵŵĞƌŵĂŶŶà?ĞĚƐà)dŚĞKǆĨŽƌĚ
Handbook of Comparative Law (2nd edn OUP 2019) 1029. 
221
 'ĞƌŚĂƌĚtĂŐŶĞƌà?à‘ŽŵƉĂƌĂƚŝǀĞdŽƌƚ>Ăǁà?ŝŶDĂƚŚŝĂƐZĞŝŵĂŶŶĂŶĚZĞŝŶŚĂƌĚŝŵmermann (eds) The Oxford 
Handbook of Comparative Law (2nd edn OUP 2019) 1032. 
222
 European Group on Tort Law, Principles of European Tort Law: Text and Commentary (Springer 2005) 67. 
223
 ƵƌƚŝƐ<ĂƌŶŽǁà?à‘dŚĞƉƉůŝĐĂƚŝŽŶŽĨdƌĂĚŝƚŝŽŶĂůdŽƌƚdŚĞŽƌǇƚŽŵďŽĚŝĞĚ DĂĐŚŝŶĞ/ŶƚĞůůŝŐĞŶĐĞà?ŝŶZǇĂŶ
Calo, A Michael Froomkin and Ian Kerr (eds) Robot Law (Edward Elgar 2016) 66. 
224
 dĂŝǀŽà?>ŝŝǀĂŬĂŶĚ:ĂŶŶŽ>ĂŚĞà?à‘ĞůŝĐƚƵĂů>ŝĂďŝůŝƚǇĨŽƌĂŵĂŐĞĂƵƐĞĚďǇ&ƵůůǇƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐàPdŚĞ
ƐƚŽŶŝĂŶWĞƌƐƉĞĐƚŝǀĞà?à?à?à?à?à?à)à?à?DĂƐĂƌǇŬhJL & Tech 49, 57-8. 
225
 European Group on Tort Law, Principles of European Tort Law: Text and Commentary (Springer 2005) 101. 
226
 Expert Group on Liability and New Technologies àW New Technologies Formation, Liability for Artificial 
Intelligence and Other Emerging Digital Technologies (European Union 2019) 
<ec.europa.eu/transparency/regexpert/index.cfm?do=groupDetail.groupMeetingDoc&docid=36608> 26. 
227
 hŐŽWĂŐĂůůŽĂŶĚ^ĞƌĞŶĂYƵĂƚƚƌŽĐŽůŽà?à‘dŚĞ/ŵƉĂĐƚŽĨ/ŽŶƌŝŵŝŶĂů>Ăǁà?ĂŶĚ/ƚƐdǁŽĨŽůĚWƌŽĐĞĚƵƌĞƐà?ŝŶ
Woodrow Barfield and Ugo Pagallo (eds) Research Handbook on the Law of Artificial Intelligence (Edward Elgar 
2018) 406. 
228
 David C Vladeck, 'Machines Without Principals: Liability Rules and Artificial Intelligence' (2014) 89 Wash L 
Rev 117, 147. 
[GA 824990] RIMA -- Robotics for Inspection and Maintenance Page 32/151 
inactions of the potential tortfeasor would take that element away and allow claimants to be 
compensated without having to address the problems of the foreseeability of the harm and what 
constitutes a reasonable person in the context of new technologies. According to the Expert Group 
on Liability and New Technologies, a strict liability regime would be most appropriate when the 
robots ĂƌĞ à‘ŽƉĞƌĂƚĞĚ ŝŶ ŶŽŶ-ƉƌŝǀĂƚĞ ĞŶǀŝƌŽŶŵĞŶƚƐ ĂŶĚŵĂǇ ƚǇƉŝĐĂůůǇ ĐĂƵƐĞ ƐŝŐŶŝĨŝĐĂŶƚ ŚĂƌŵà?à?229 By 
ĐŽŶƚƌĂƐƚà? à‘ŵĞƌĞůǇ ƐƚĂƚŝŽŶĂƌǇ ƌŽďŽƚƐàQĞŵƉůŽǇĞĚ ŝŶ Ă ĐŽŶĨŝŶĞĚ ĞŶǀŝƌŽŶŵĞŶƚà?ǁŝƚŚ Ă ŶĂƌƌŽǁ ƌĂŶŐĞŽĨ
ƉĞŽƉůĞĞǆƉŽƐĞĚƚŽƌŝƐŬà?ǁŽƵůĚďĞďĞƚƚĞƌƐĞƌǀĞĚǁŝƚŚŽƚŚĞƌƌĞŐŝŵĞƐà?ƐƵĐŚas a fault-based one.230 To 
ensure civil justice for victims, both regime must continue to co-exist.231 Whether a fault-based or 
strict liability regime provides better compensation for victims in a particular situation will depend 
on the specific context and technology, and victims should have the option of choosing the route 
that would lead to the most just outcome from their perspective.232 
 
It is important to note that when discussing liability, it is the entity or person associated with the 
robot that would ďĞůŝĂďůĞĨŽƌĐŽŵƉĞŶƐĂƚŝŽŶà?ĂŶĚŶŽƚƚŚĞƌŽďŽƚŝƚƐĞůĨà?ĂƐƚŚĞůĂƚƚĞƌà‘ĐĂŶŶĞǀĞƌďĞĂƌ
any legal responsibility until there is a degree of legal personality attributed to it and an acceptance 
ŽĨĂůĞŐĂůƉŽƐŝƚŝŽŶƚŽƉĞƌĨŽƌŵůĞŐĂůĂĐƚŝŽŶƐǁŝƚŚůĞŐĂůĞĨĨĞĐƚà?à?233 One difficulty this raises is that it may 
be difficult to determine who or what is the entity or person behind the robot, as it could include, 
amongst others, the hardware manufacturer, software developer, and the operator.234 For now, one 
way that could possibly be used to form the nexus between the robot and the entity or person is 
through the perspective of robot-as-tool, so the entity or person using or controlling the tool would 
ultimately be liable.235 Since the robot is only a tool, it is the person or company that has control over 
and wielding the robot that would retain the ultimate responsibility.236 
 
¾ Legal personhood for robots 
 
The EU recognises the issue of possibly granting robots legal personality. In the European Parliament 
resolution of 16 February 2017 with recommendations to the Commission on Civil Law Rules on 
Robotics, the European Parliament called on the Commission to consider: 
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[C]reating a specific legal status for robots in the long run, so that at least the most 
sophisticated autonomous robots could be established as having the status of 
electronic persons responsible for making good any damage they may cause, and 
possibly applying electronic personality to cases where robots make autonomous 
decisions or otherwise interact with third parties independently.237 
 
dŚŽƵŐŚŝƚƵƌŐĞƐƚŚĞĐĂƌĞĨƵůĐŽŶƚĞŵƉůĂƚŝŽŶŽĨƚŚŝƐŝƐƐƵĞà?ƚŚĞƵƌŽƉĞĂŶWĂƌůŝĂŵĞŶƚǁĂƌŶƐƚŚĂƚà‘ĂƚƚŚĞ
ƉƌĞƐĞŶƚƐƚĂŐĞƚŚĞƌĞƐƉŽŶƐŝďŝůŝƚǇŵƵƐƚůŝĞǁŝƚŚĂŚƵŵĂŶĂŶĚŶŽƚĂƌŽďŽƚà?à?238 In its own report released 
in April 2018, Artificial Intelligence for Europe, the Commission did not include the issue of robotics 
legal personality.239 The report Liability for Artificial Intelligence and Other Emerging Digital 
Technologies by the Expert Group on Liability and New Technologies àW New Technologies Formation 
commissioned by the EU also concluded that granting legal personality to robots is unnecessary 
because liability can always be attributed to some natural or legal persons.240 As a result, this is a 
question thus far limited to academia.241   
Legal personhood for robots is the idea that robots should be considered persons in the eyes of the 
law.242 In the context of artificial intelligence, Solum argues that the basic characteristic of 
ƉĞƌƐŽŶŚŽŽĚŝƐà‘ŝŶƚĞůůŝŐĞŶĐĞà?à?243 However, current law recognises companies as legal persons not for 
such philosophical or moral reasons.244  ĐŽŵƉĂŶǇ ŝƐ Ă à‘ĐŽůůĞĐƚŝǀĞ ďŽĚǇ ƚŚĂƚ ŝƐ ƐĞƉĂƌĂƚĞ ĨƌŽŵ ƚŚĞ
ŶĂƚƵƌĂůƉĞƌƐŽŶƐĂƐƐŽĐŝĂƚĞĚǁŝƚŚŝƚĂƐŽǁŶĞƌƐà?ĂŐĞŶƚƐà?ĂŶĚĞŵƉůŽǇĞĞƐà?ĂŶĚďĞĐĂŵĞƚŽďĞƚƌĞĂƚĞĚĂƐ
legal persons due to economic and pragmatic reasons, as this allowed shareholders to invest in 
companies while ensuring that the companies could be held legally liable for its actions.245 If robots 
were granted legal personhood, they would be capable of being sued in court and be held liable for 
their actions.246 Pagallo warns that whether robots should be granted legal personality and how they 
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could be held accountable should be approached pragmatically in ways that would address the issue 
rather than be directed politics or dogma. 247 
If the artificial intelligence develops to the state where the robots can operate autonomously and is 
granted personhood to be held legally liable for its own actions, a challenging question that is raised 
would be how one can determine the reasonable robot standard, making the application of existing 
negligence law difficult.248 EŽŶĞƚŚĞůĞƐƐà?Ăà‘ƌĞĂƐŽŶĂďůĞĐŽŵƉƵƚĞƌà?ƐƚĂŶĚĂƌĚŚĂƐďĞĞŶƉƌŽŽƐĞĚǁŚŝĐŚ
even humans would have to meet once it is shown that computers can make safer decisions than 
humans.249 If the robot itself were to be found liable, it has been suggested that making robots the 
ĐƵůƉĂďůĞƉĂƌƚǇǁŽƵůĚůŝŵŝƚĐŽŵƉĞŶƐĂƚŝŽŶƚŽƚŚĞǀŝĐƚŝŵƐĂŶĚà‘ĚŝŵŝŶŝƐŚƚŚĞƉƌĞǀĞŶƚŝǀĞƌĞŵĞĚŝĂůĞĨĨĞĐƚ
ŽĨ ůŝĂďŝůŝƚǇ ůĂǁà?à?250 In any case, robots à‘ǁŽƵůĚŶĞĞĚĂƐŽƵƌĐĞŽĨĐĂƉŝƚĂů ŝŶŽƌĚĞƌ ƚŽƉĂǇĚĂŵĂŐĞƐà?à?251 
Currently, when humans or companies are found liable under tort law, they would be mandated to 
ĨŝŶĂŶĐŝĂůůǇ ĐŽŵƉĞŶƐĂƚĞ ƚŚĞ ŝŶũƵƌĞĚ ƉĂƌƚǇà? dŚĞ ĐŽŵƉĞŶƐĂƚŝŽŶǁŽƵůĚ ĐŽŵĞ ĨƌŽŵ ƚŚĞ ƚŽƌƚĨĞĂƐŽƌà?Ɛ
assets, such as money in bank accounts, real property, or future earnings. If robots were to be the 
liable party, they would also need to have some way to compensate the victim. Without a source of 
funds, a finding of liability on its own would not make the claimant whole. Consequently, to ensure 
that the goal of tort law would be met in the future if robots are granted personhood and can be 
found legally liable, this question would need to be addressed. 
 
¾ Autonomous vs semi-autonomous robots 
 
The question of legal personhood for robots is closely intertwined with the level of autonomy of the 
robot. Different types of robots may have different systems of taxonomy, but robots can generally 
be divided into four types based on the degree of autonomy: remotely operated, passive, semi-
active, and active. Remotely operated and passive do not have any autonomy, whereas semi-active 
robots are semi-autonomous and active robots are autonomous.252 Autonomous robots are fully 
independent, whereas semi-autonomous robots require some sort of human intervention such as 
pre-programming and prompting to perform certain tasks.253 Theoretically, there is a stronger 
rationale to granting autonomous robots legal personhood as they could act and make decisions on 
their own, and if legal personhood were not granted, attributing liability could be difficult due to 
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ƋƵĞƐƚŝŽŶƐŽĨĨŽƌĞƐĞĞĂďŝůŝƚǇĂŶĚƉƌĞĚŝĐƚĂďŝůŝƚǇŽĨƚŚĞƌŽďŽƚà?ƐĂĐƚŝŽŶƐà?254 It would be easier to ascribe 
liability to the human associated with semi-ĂƵƚŽŶŽŵŽƵƐƌŽďŽƚƐĚƵĞƚŽƚŚĞĨŽƌŵĞƌà?ƐĐŽntrol. It must 
be stressed that this is not currently an issue because given the current state of the technology and 
the law, there are no robots with legal personhood and only legal or natural persons can be sued.255 
  
¾ Which regime for the future? 
 
The European Parliament has suggested that the Commission on Civil Law Rules on Robotics study 
whether the risk management or strict liability approach would be more suitable for the civil liability 
ƌĞŐŝŵĞĨŽƌƌŽďŽƚƐà?dŚĞĨŽƌŵĞƌĨŽĐƵƐĞƐ à‘ŽŶƚŚĞƉĞƌƐŽŶǁŚŽŝƐĂďůĞà? under certain circumstances, to 
ŵŝŶŝŵŝƐĞƌŝƐŬƐĂŶĚĚĞĂůǁŝƚŚŶĞŐĂƚŝǀĞŝŵƉĂĐƚƐà?ǁŚŝůĞƚŚĞůĂƚƚĞƌà‘ƌĞƋƵŝƌĞƐŽŶůǇƉƌŽŽĨƚŚĂƚĚĂŵĂŐĞŚĂƐ
occurred and the establishment of a causal link between the harmful functioning of the robot and 
the damage suffered by thĞŝŶũƵƌĞĚƉĂƌƚǇà?à?256 When designing a liability system for new technologies, 
tĂŐŶĞƌǁĂƌŶƐƚŚĂƚà‘ƚŚĞŶŽƌŵĂƚŝǀĞĨŽƵŶĚĂƚŝŽŶƐŽŶǁŚŝĐŚĂůŝĂďŝůŝƚǇƌĞŐŝŵĞĨŽƌŶĞǁƚĞĐŚŶŽůŽŐŝĞƐŵĂǇ
ďĞ ďƵŝůƚà? ŶĞĞĚƐ ƚŽ ďĞ ƌĞǀŝƐŝƚĞĚ ĂŶĚ ƚŚĞ ƌĞŐŝŵĞ ƐŚŽƵůĚ à‘ŵĂǆŝŵŝǌĞ ƚŚĞ ŶĞƚ ƐƵƌƉůƵƐ ĨŽƌ society by 
ŵŝŶŝŵŝǌŝŶŐ ƚŚĞĐŽƐƚƐĂƐƐŽĐŝĂƚĞĚǁŝƚŚƉĞƌƐŽŶĂů ŝŶũƵƌǇĂŶĚƉƌŽƉĞƌƚǇĚĂŵĂŐĞà?à?257 These costs include 
those incurred by the victims who suffer monetary losses and need to pay litigation expenses to 
make themselves whole, those by potential manufacturers or operators who need to invest in 
precautionary measures to ensure the robots are of a high enough safety standard, and 
administrative costs borne by society.258 This new liability regime for new technologies should have 
the goal of weighing the different costs and reaching a balance where those who are in the best 
position to reduce harms, whether it is the manufacturer of the robot, developer of the software, or 
another party, take measures to do so in a manner that is not as costly as potential measures by 
other parties and the harm that could be inflicted on the victims that the precautionary measures 
are designed to prevent.259 If this balance were attained, the net social cost amongst the parties 
ǁŽƵůĚďĞŵŝŶŝŵŝƐĞĚĂŶĚĂƐĂƌĞƐƵůƚà‘ŶĞƚƐƵƌƉůƵƐĨŽƌƐŽĐŝĞƚǇà?ǁŽƵůĚďĞŵĂǆŝŵŝƐĞĚà?260 
Overall, while existing tort laws can be used to make victims whole when losses occur, as technology 
advances further, it is generally believed that civil liability laws will need to be amended to ensure 
both just compensation for victims and fairness for humans who may not have any meaningful 
control over artificially intelligent, autonomous robots.261 This is due to the fact that these new 
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ƚĞĐŚŶŽůŽŐŝĞƐůĞĂĚƚŽà‘fundamental changes to our environments, some of which have an impact on 
liability lawà?.262 These changes include: 
 
(a) complexity, 
(b) opacity, 
(c) openness, 
(d) autonomy, 
(e) predictability, 
(f) data-drivenness, and 
(g) vulnerability 
of emerging digital technologies.263 
 
Complexity refers to the interaction of multiple parts to create the robot, the multiple parties 
ŝŶǀŽůǀĞĚà?ĂŶĚà‘the internal complexity of the algorithms involvedà?à?264 Complexity leads to opacity, as 
the system becomes difficult to comprehend.265 Openness refers to the design, as new technologies 
such as robots must be open to updates and interactions with data or other systems.266 Autonomy is 
ƚŚĞůĂĐŬŽĨà‘Śuman control or supervisionà?ĂŶĚƚŚĞƌŽďŽƚà?ƐĂďŝůŝƚǇƚŽƐĞůĨ-learn and make decisions.267 
ƵƚŽŶŽŵǇ ůĞĂĚƐ ƚŽ ƵŶƉƌĞĚŝĐƚĂďŝůŝƚǇà? ĂƐ à‘the more [systems] are equipped with increasingly 
sophisticated AI, the more difficult it is to foresee the precise impact they will have once in 
operationà?ĂƐƚŚĞǇŶŽůŽŶŐĞƌŽƉĞƌĂƚĞďĂƐĞĚŽŶƉƌĞƉƌŽŐƌĂŵŵĞĚƌŽƵƚŝŶĞƐà?268 Data-drivenness refers to 
the robots ability to function being based on external input and communication with other systems, 
which could be a source of failure due to faulty or missing data, communication failure, or sensor 
errors.269 sƵůŶĞƌĂďŝůŝƚǇ ŝŶ ƚŚĞ ƌŽďŽƚƐ ŝƐ ĐĂƵƐĞĚ ďǇ ŝƚƐ ŽƉĞŶ ĚĞƐŝŐŶà? ĂƐ à‘granting access to [outside] 
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input make these technologies particularly vulnerable to cybersecurity breachesà?à?270 All of these 
factors could make existing liability regime less effective and lead to adjustments to better 
compensate victims. 
However, some disagree that changes to the liability regimes must be made. Cauffman questions 
à‘ǁŚĞƚŚĞƌƚŚĞĨĂĐƚƚŚĂƚĂƌŽďŽƚĐĂŶƚĂŬĞĂƵƚŽŶŽŵŽƵƐĚĞĐŝƐŝŽŶƐƌĞĂůůǇ makes it impossible to identify a 
ƉĂƌƚǇǁŚŽĐĂŶďĞŚĞůĚůŝĂďůĞƵŶĚĞƌƚŚĞĞǆŝƐƚŝŶŐƌƵůĞƐŽĨĐŝǀŝůůŝĂďŝůŝƚǇà?ĂŶĚĂƌŐƵĞƐƚŚĂƚà‘ŝƚƐĞĞŵƐƚŚĂƚ
most generally accepted principles and rules should remain applicable, even in the case of damage 
ĐĂƵƐĞĚďǇƌŽďŽƚƐà?à?271 ,ƵďďĂƌĚŶŽƚĞƐƚŚĂƚƚŚĞà‘ůĞŐĂůƐĐŚĞŵĞƐĨŽƌƌĞŐƵůĂƚŝŶŐƚŚĞĚĞǀĞůŽƉŵĞŶƚĂŶĚƵƐĞ
of robots and for allocating the costs of injuries from robots have successfully balanced innovation 
ĂŶĚƐĂĨĞƚǇŝŶĂĨĂŝƌà?ĞĨĨŝĐŝĞŶƚŵĂŶŶĞƌĨŽƌĚĞĐĂĚĞƐà?ĂŶĚĐĂŶĐŽŶƚŝŶƵĞƚŽĨƵŶĐtion as is going forward.272 
Regardless of which approach is taken, it is essential that there are concrete rules that both victims 
and manufacturers and operators can refer to, as legal certainty is important for technological 
progress and societal acceptance.273 
The rest of this section introduces the different approaches to tort and delict law in the Member 
States, as each jurisdiction has its own tort or delict laws.274 At the risk of overly generalising, the 
difference between the delict law of the Continental law system, as exemplified by the French Civil 
code, and the tort law of the common law systems of the United Kingdom and the Republic of 
Ireland is the difference à‘ďĞƚǁĞĞŶƚŚĞƵŶŝƚĂƌǇůĂǁŽĨĚĞůŝĐƚĂŶĚƚŚĞƉůƵƌĂůŝƐƚŝĐà?ĨĂĐƚ-driven wrongs of 
thĞůĂǁŽĨƚŽƌƚƐà?à?275 The act of classifying legal systems into different legal families has been criticized 
for being Eurocentric, narrowly focused on particular types of law, and not being dynamic.276 This 
report acknowledges the shortcomings of such groupings but also recognises that this approach is 
necessary given the format of the report.  
The liability regimes are divided by major legal families as classified by Zweigert and Kötz whose 
criteria included historical development and sources of law to develop a taxonomic system that has 
gained widespread acceptance.277 The various legal approaches to civil liability are discussed. 
Characteristics in each legal approach are also briefly discussed from a practical perspective showing 
how they would affect manufacturers, suppliers, or operators of robots, especially in the realm of 
infrastructure inspection and maintenance. The issue of causation is then discussed in further detail 
due its influence on different jurisdictions. Finally, insurance is examined. 
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Legal Approach Member States examined in report 
Common Law United Kingdom, Ireland 
French France, Belgium, Italy, Portugal, Spain 
German Germany, Austria 
Central European Czech Republic, Hungary, Poland 
Nordic General overview 
Table 1. Liability regimes in EU Member States 
 
1.3.2 Common Law Approach 
 
¾ United Kingdom 
 Negligence 
In the United Kingdom, victims of robotics technology could sue for negligence against the 
manufacturer, designer, others in the supply chain, or the operator for their wrongdoing. For 
example, the designer could have failed to consider the types of materials maintenance robots need 
to carry, making them unable to hold certain toxic materials safely and damaging the bridge they 
were fixing. The manufacturer could have used the wrong materials for the external sensors, making 
them fail in inclement weather and causing accidents. Or the operator could have been untrained in 
operating the robots in the rain, leading to injuries of bystanders. All of these situations could lead to 
civil litigation. The modern tort law in England resulted from the 1932 case Donoghue v Stevenson, 
which found negligence to be a distinct cause of action.278 There are four elements to negligence: 
duty of care, breach of the duty by the defendant, causation between the breach and the damage, 
and proximity of the damage making it foreseeable.279 
 
 Elements of negligence 
ZĞŐĂƌĚŝŶŐ ĚƵƚǇà? ƚŚĞ ƋƵĞƐƚŝŽŶ ŝƐ ǁŚĞƚŚĞƌ ŝƚǁŽƵůĚ ďĞ à‘ũƵƐƚĂŶĚ ƌĞĂƐŽŶĂďůĞ ƚŽ ŝŵƉŽƐĞ Ă ůŝĂďŝůŝƚǇ ŝŶ
negligence on a particular class of would-ďĞĚĞĨĞŶĚĂŶƚƐà?à?280 For there to be duty, according to the 
Caparo test, the harm must be foreseeable, meaning there is proximity between the parties and 
ĚĞƚĞƌŵŝŶĂƚŝŽŶƚŚĂƚŝƚŝƐà‘ĨĂŝƌà?ũƵƐƚĂŶĚƌĞĂƐŽŶĂďůĞà?ƚŽŝŵƉŽƐĞůŝĂďŝůŝƚǇà?281 dŚĞà‘ĨĂŝƌà?ũƵƐƚĂŶĚƌĞĂƐŽŶĂďůĞà?
element is a policy test to reject the existence of duty when there are other important public policy 
concerns to protect the defendant from being unfairly exposed to liability.282 Recently, however, the 
UK Supreme Court decided two cases that put the validity of this test in doubt.283 Rejecting that 
Caparo set out the three-stage test, the Supreme Court found that it applied an incremental 
approach, which it endorsed: 
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In cases where the question whether a duty of care arises has not previously been 
decided, the courts will consider the closest analogies in the existing law, with a view 
to maintaining the coherence of the law and the avoidance of inappropriate 
distinctions. They will also weigh up the reasons for and against imposing liability, in 
order to decide whether the existence of a duty of care would be just and 
reasonable.284 
 
There must be a breach of this duty, meaning the defendant did not act in a way that a reasonable 
person in the situation would.285 The reasonable person is knowledgeable of the general practice of 
the field and is expected to keep abreast of development.286 In the context of new technologies, due 
to the rapid pace of advances, manufacturers and operators need to keep track of technological 
progress and ensure their actions would meet the standard practice. 
In the context of robotics technology, this means that the manufacturer or supplier must act with the 
standard of care of a reasonable person in that situation to the operator, and the manufacturer, 
supplier, or operator must act with the standard of care of a reasonable person to the victim.287 
Because the situation may be novel, courts may use analogies in the existing law to determine the 
standard of care, such as vehicles, computers, or other technologies.288 Courts may also choose to 
look at soft law standards such as the ISO or IEEE standards to determine the appropriate standards 
of care. The industry best practices thus gain legal, binding effect through incorporation as an 
element of negligence.289 
The ŝŶŝƚŝĂůĨĂĐƚƵĂůƚĞƐƚĨŽƌƚŚĞĞůĞŵĞŶƚŽĨĐĂƵƐĂƚŝŽŶŝƐƚŚĞà‘ďƵƚĨŽƌà?ƚĞƐƚàPà‘ǁŽƵůĚƚŚĞĚĂŵĂŐĞŽĨǁŚŝĐŚ
ƚŚĞ ĐůĂŝŵĂŶƚ ĐŽŵƉůĂŝŶƐ ŚĂǀĞ ŽĐĐƵƌƌĞĚ à“ďƵƚ ĨŽƌà? ƚŚĞ ŶĞŐůŝŐĞŶĐĞ à?Žƌ ŽƚŚĞƌ ǁƌŽŶŐĚŽŝŶŐà) ŽĨ ƚŚĞ
ĚĞĨĞŶĚĂŶƚà?à?290 If the damage would have happened anyway, the test fails.291 It should be noted that 
this is just the general rule, as, for example, it may be possible for multiple causes or tortfeasors to 
exist.292 TŚĞ ƌŽďŽƚ ŵĂŶƵĨĂĐƚƵƌĞƌà?Ɛ ŶĞŐůŝŐĞŶĐĞ ŝŶ ƚŚĞ ŵĂŶƵĨĂĐƚƵƌŝŶŐ ƉƌŽĐĞƐƐ ĂŶĚ ƚŚĞ operatorà?Ɛ
negligence in using the robot could both be causes if both were required for the loss to occur. 
Furthermore, the test is à‘ƐŽŵĞƚŝŵĞƐƌĞůĂǆĞĚƚŽĞŶĂďůĞĂĐůĂŝŵĂŶƚƚŽŽǀĞƌĐŽŵĞƚŚĞĐĂƵƐĂƚŝŽŶŚƵƌĚůĞ
ǁŚĞŶŝƚŵŝŐŚƚŽƚŚĞƌǁŝƐĞƐĞĞŵƵŶũƵƐƚƚŽƌĞƋƵŝƌĞƚŚĞĐůĂŝŵĂŶƚƚŽƉƌŽǀĞƚŚĞŝŵƉŽƐƐŝďůĞà?à?293 
 
Proximate cause must also be shown. In order for there to be proximate cause, the act and the 
damage cannot be too remote.294 In other words, it must be foreseeable, and the causal link is not 
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broken by an intervening event.295 This is essentially a policy judgment based on the common sense 
of the judge.296. Causation may be shown through inference in a negligence product liability case. In 
Grant v Australian Knitting Mills Ltdà?ƚŚĞWƌŝǀǇŽƵŶĐŝůĨŽƵŶĚƚŚĂƚà‘à?Ŷà?ĞŐůŝŐĞŶĐĞŝƐĨŽƵŶĚas a matter of 
inference from the existence of the defects taken in connection with all the known circumstances.297 
For robotics, causation may be difficult to ascertain due to the multiple parties involved in designing, 
building, and operating the robots.298 Furthermore, machine learning or self-learning robots may 
perform actions unpredictable to the human based on the programming input, leading to difficulty in 
determining the cause of the action or harm.299 dŚŝƐ ŝƐƐŽŵĞƚŝŵĞƐŬŶŽǁŶĂƐƚŚĞ à‘ďůĂĐŬďŽǆà?ǁŚĞƌĞ
machine learning algorithms are unknown to the humans involved, and the resulting outputs could 
lead to unintended effects.300  
Finally, foreseeability of the damage ŵƵƐƚďĞƐŚŽǁŶà?dŚĞƋƵĞƐƚŝŽŶŝƐà‘ǁŚĞƚŚĞƌƚŚĞĚĂŵĂŐĞŝƐŽĨƐƵĐŚ
a kind as the reasonable man shouůĚŚĂǀĞ ĨŽƌĞƐĞĞŶà?à?301 Applied to the robotics context, if a robot 
manufactured for the purpose of maintenance and inspection is used by the operator for the 
purpose of transporting passengers and there is an accident, the loss may not be seen as foreseeable 
ďǇƚŚĞŵĂŶƵĨĂĐƚƵƌĞƌĂŶĚŵĂǇŶŽƚďĞŚĞůĚ ůŝĂďůĞ ĨŽƌ ƚŚĞĚĂŵĂŐĞà? /ŶĂĚĚŝƚŝŽŶà?ƚŚĞƐĂŵĞ à‘ďůĂĐŬďŽǆà?
algorithm problem may make foreseeability of the damage an issue. 
 
 Liability for land robots 
 
Unlike many other Member States, as will be seen later, motor accidents in England are addressed 
through the traditional negligence regime rather than a strict liability regime. This is because the 
ĐŽŵŵŽŶůĂǁŝƐà‘ǀĞƌǇĐĂƵƚŝŽƵƐĂŶĚĂůůŽǁƐƐƚƌŝĐƚůŝĂďŝůŝƚǇĐůĂŝŵƐŝŶŽŶůǇĂǀĞƌǇůŝŵŝƚĞĚŶƵŵďĞƌŽĨĐĂƐĞƐà?à?
such as cases with dangerous animals.302 For operators of robots for infrastructure inspection and 
maintenance that operate on the roads, this means that to be found liable for an accident, the 
operator or robot would have had to fail to meet the duty of care and be shown to be at fault. While 
this may appear to be advantageous for operators of robots on roads as liability is predicated on 
fault, in practice the regime operates similarly to a strict liability basis due to the exacting standard of 
fault.303 
 
¾ Ireland 
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Irish law on negligence is similar to that in English law, where the elements of duty, breach, 
causation, and damages are required. In general, English case law is followed by the Irish courts.304 In 
2002, Glencar Exploration plc and Andaman Resources plc v Mayo County Council added a third 
element to the duty of care in addition to the proximity of the relationship and the absence of 
countervailing public policy considerations.305 The Irish Supreme Court found that the threshold 
question of whether it is just and reasonable to impose a duty of care on the defendant needs to be 
overcome for a negligence cause of action.306 Although the just and reasonable language may be 
similar to that of Caparoà?ƚŚŝƐĂĚĚŝƚŝŽŶĂůůĂŶŐƵĂŐĞǁĂƐŵĞĂŶƚƚŽà‘ƚƌĂŶƐĨŽƌŵƚŚĞƐĐŽƉĞŽĨƚŚĞĚƵƚǇŽĨ
care from one based on broad principle to one involving merely incremental progress from one case 
ƚŽĂŶŽƚŚĞƌà?à?307 
For a robot operator to successfully sue the robot manufacturer from which it purchased the robot 
in a tort action, it must show that there was a duty of care. The proximity element is likely to be met 
easily because there was a seller and buyer relationship. There should not be any countervailing 
public policy considerations since this is a straightforward relationship that does not touch upon 
public policy concerns. Finally, the court would have to ask whether it would be just and reasonable 
to impose a duty of care on the robot manufacturer, and the answer would be in the affirmative in 
this case. The substance of the duty of care would be the reasonable person standard, and if there is 
no case law on point, the court, similar to the English courts, may use existing case law on other 
technologies such as computers or cars to establish the standard of care. Also, soft law industry 
standards could also be used by the court to establish the standard in the absence of other guidance. 
The other elements of negligence, breach, causation, and damage, are all similar to the 
jurisprudence in English law. In particular, both factual causation and proximate cause would have to 
be shown, and the same difficulties would arise due to the unpredictability of actions due to the 
complexity of new robotics technology.308 
 
¾ Complexity of robotic systems and liability 
In both jurisdictions, robotics technology that lead to injuries may lead to negligence actions, though 
if the loss is purely economic, which is financial loss that is unaccompanied by physical loss such as 
property damage or bodily injury, it is unlikely they would be successful. In such cases, actions in 
contract law may prove to be more useful. Because the robots themselves are not the defendant in 
liability cases, when applying existing law to losses caused by robots: 
 
[D]etermining the person liable for damage caused by a robot will be a difficult task 
due to the number of subjects involved in the creation, commercialisation and 
operation of robots. For instance a single robot may involve different people and 
organisations in the roles of developers of software (open source software for 
example will involve a range of authors), service and data providers that collect data 
and provide services through robots, suppliers, importers, designers, manufacturers, 
users and owners.309 
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For example, a submersible may have been designed by one company, manufactured by another, 
and operated by software that has been coded by multiple companies. Different companies supply 
the sensors and other parts of the robot. Another company advertises it, and yet another company is 
responsible for distributing it to the operator who uses it for infrastructure inspection and 
maintenance, which is another company. Any of these companies could be potentially liable if the 
submersible were to malfunction and cause damages. The interaction of the different systems could 
make determining the cause of the malfunction difficult to determine. The complexity of the systems 
may also make determining culpability difficult, especially when the technology is constantly 
changing. This may mean that the harm would not have been foreseeable by a reasonable person 
who was involved in bringing the robot into fruition. If the cause is undeterminable or the harm is 
unforeseeable, the claimant may be left without redress if none of the parties are found liable or 
may be forced to accept incomplete civil justice if the culpable party could not be determined due to 
the complexity of the system. 
However, a laws are made by court decisions in common law systems ĂŶĚà‘ũƵĚŐĞƐĐŽŶƚŝŶƵĞƚŽĂĚĂƉƚ
ƚŚĞĐŽŵŵŽŶůĂǁƚŽĐŚĂŶŐĞƐ ŝŶĐŽŵŵĞƌĐŝĂůƉƌĂĐƚŝĐĞĂŶĚƐŽĐŝĂůǀĂůƵĞƐà?à?ĚĞƚĞƌŵŝŶing liability in such 
complicated novel situations should theoretically be easier in English and Irish law compared to the 
other Member States because laws will be made with actual fact patterns and would not need to 
undergo the often time-consuming legislative process.310 For now, without legal certainty, any of the 
above parties may be part of the litigation, so entities that are associated with using robots for 
inspection and maintenance, even if they are not the manufacturer or operator, would have to 
understand their possible exposure to liability. 
The common law is based on case law, so negligence law has been developed by the courts. The four 
elements of duty, breach, causation, and harm have remained the same in recent years, but the 
substance on how to determine those elements have been refined or changed by judges throughout 
the years. The development of new technologies means that the law may have to adjust to keep up 
with the advances, and while so far it appears to be able to do so, increasingly complex systems 
means that more fundamental and systematic review of existing law may need to take place to 
ensure that the elements of foreseeability and causation in common law negligence can still 
accommodate complex robotics systems.311 
 
1.3.3 French Approach 
 
¾ France 
 Fault-based liability 
Fault-ďĂƐĞĚůŝĂďŝůŝƚǇŝƐƚŚĞƉƌŝŵĂƌǇĐĂƵƐĞŽĨĂĐƚŝŽŶŝŶƚŽƌƚà?/ŶŐĞŶĞƌĂůà?ƚŚĞà‘ŽǀĞƌĂůůĐƌŝƚĞƌŝŽŶŝƐǁŚĞƚŚĞƌ
the tortfeasor has acted in a way that àW objectively àW differs from the required standard of care, 
ƌĞŐĂƌĚůĞƐƐà?ŽĨà?ǁŚĞƚŚĞƌŚĞǁĂƐĂǁĂƌĞŽĨĐĂƵƐŝŶŐĚĂŵĂŐĞƚŽƚŚĞƌƐŽƌŶŽƚà?à?312 This objective standard 
ŝƐƚŚĂƚŽĨƚŚĞƌĞĂƐŽŶĂďůĞƉĞƌƐŽŶà‘ŝŶƚĞŐƌĂƚĞĚǁŝƚŚƌĞĨĞƌĞŶĐĞƚŽĐƵƐƚŽŵƐĂŶĚƚŽƚŚĞƐƉĞĐŝĨŝĐĚƵƚŝĞƐŽĨ
ĐŽŶĚƵĐƚ ůĂŝĚ ĚŽǁŶ ŝŶ ƐƚĂƚƵƚŽƌǇ ƉƌŽǀŝƐŝŽŶƐà?à?313 In general, ƚŚĞ ŝŶĚŝǀŝĚƵĂůà?Ɛ ĚĞĨŝĐŝĞŶĐŝĞƐ Žƌ ůĂĐŬ ŽĨ
experience would not absolve one of liability except in the case of minors or those with mental 
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incapacity.314 ^ŝŐŶŝĨŝĐĂŶƚůǇà? ƚŚĞƐĞ ĞǆĞŵƉƚŝŽŶƐ ĚŽ ŶŽƚ ĞǆŝƐƚ ŝŶ &ƌĂŶĐĞ ǁŚĞƌĞ à‘ĐŚŝůĚƌĞŶ à?ĞǀĞŶ ĚƵƌŝŶŐ
early childhood) are ŶŽƚĞǆĞŵƉƚĞĚĨƌŽŵůŝĂďŝůŝƚǇà?ƌĞŐĂƌĚůĞƐƐŽĨƚŚĞŝƌĐŽŶĐƌĞƚĞĂďŝůŝƚǇŽĨƌĞĂƐŽŶà?ĂŶĚ
à‘ŵĞŶƚĂůůǇ ŚĂŶĚŝĐĂƉƉĞĚ ĂĚƵůƚƐ ĂƌĞ ĂůƐŽ ůŝĂďůĞ ĨŽƌ ƚŚĞ ĨƵůů ĞǆƚĞŶƚ ŽĨ ƚŚĞ ĚĂŵĂŐĞ ƚŚĞǇ ĐĂƵƐĞ ƚŽ
ŽƚŚĞƌƐà?à?315 While this remains to be seen, the lack of exemptions in French law could possibly extend 
to robots in the future if robots are treated as legal personalities down the line. Robots that are 
designed to be less artificial intelligent or have less capacity for learning may be held to the standard 
of an average robot, leading to a widening of the scope of liability that may not be a problem in 
other jurisdictions. 
France has a general tort clause as encompassed in article 1382 of the Code civil, which states: à‘ŶǇ
act whatever of man, which causes damage to another, obliges the one by whose faute it occurred, 
ƚŽĐŽŵƉĞŶƐĂƚĞŝƚà?ĂŶĚĂƌƚŝĐůĞà?à?à?à?ƐƚĂƚĞƐàPà‘ǀĞƌǇŽŶĞŝƐůŝĂďůĞĨŽƌƚŚĞĚĂŵĂŐĞŚĞĐĂƵƐĞƐŶŽƚŽŶůǇďǇ
his act, but also by his negligence or by his imprudeŶĐĞà?à?316 To prove this claim, the claimant must 
ƐŚŽǁ à‘ŝŶƚĞŶƚŝŽŶ Žƌ ŶĞŐůŝŐĞŶĐĞ à?faute), damage (dommageà)à? ĂŶĚ ĐĂƵƐĂƚŝŽŶà?à? ĂŶĚ ĚƵƚǇ ŽĨ ĐĂƌĞ ŝƐ
ƵŶŶĞĐĞƐƐĂƌǇ ďĞĐĂƵƐĞ à‘ĂŶǇ ƌĞůĂƚŝŽŶƐŚŝƉ ĐĂŶ ŐŝǀĞ ƌŝƐĞ ƚŽ ůŝĂďŝůŝƚǇà?à?317 Establishing faute can be done 
through showing a statutory rule was violated, breach of pre-ĞǆŝƐƚŝŶŐƐƚĂŶĚĂƌĚƐƵĐŚĂƐƚŚĂƚŽĨĂà‘ũƵƐƚ
ŽƌĐĂƵƚŝŽƵƐŵĂŶà?à?ŶŽŶ-intentional criminal fauteà?ŽƌĂďƵƐĞŽĨŽŶĞà?ƐƌŝŐŚƚƐà?318 This is the fault-based 
liability regime in France that applies to all types of torts and will cover potential damage caused by 
robots. 
Because of the generality of the tort statute in France and the lack of need to show duty of care, it is 
theoretically more accommodating of new technologies. For example, an aerial drone inspecting a 
bridge malfunctions and collides with the bridge and subsequently lands on it, leading to a traffic jam 
that delays a previously injured person from reaching the hospital. The person dies. In other 
jurisdictions, there may not be a duty between the drone operator and the deceased person because 
the connection is remote and unforeseeable, but in France, because duty is not an element, it may 
ďĞƉŽƐƐŝďůĞĨŽƌƚŚĞĚĞĐĞĂƐĞĚà?ƐƌĞůĂƚŝǀĞƐƚŽƐƵƐƚĂŝŶĂƚŽƌƚĂĐƚŝŽŶĂŐĂŝŶƐƚƚŚĞŽƉĞƌĂƚŽƌĂƐ ůŽŶŐĂƐƚŚĞ
other elements are met. 
Article 1384 of the Code civil provides ĂƐƚƌŝĐƚůŝĂďŝůŝƚǇƌĞŐŝŵĞĨŽƌĚĂŵĂŐĞƐĐĂƵƐĞĚďǇà‘ƚŚŝŶŐƐà?à?ǁŚŝĐŚŝƐ
ĚĞĨŝŶĞĚǀĞƌǇůŽŽƐĞůǇĂŶĚŝŶĐůƵĚĞƐà‘ŵŽǀĂďůĞŽƌŝŵŵŽǀĂďůĞƉƌŽƉĞƌƚǇà?ǁŚĞƚŚĞƌŽƌŶŽƚŽƉĞƌĂƚĞĚďǇƚŚĞ
ŚĂŶĚŽĨŵĂŶà?ĂŶĚǁŚĞƚŚĞƌŽƌŶŽƚŝŶŚĞƌĞŶƚůǇĚĂŶŐĞƌŽƵƐà?à?319 The code itself would undoubtedly apply 
to robots, but even if not, the French courts have taken a lax attitude in extending the scope of the 
strict liability regime.320 
However, if the robot is considered a land motor vehicle or a product, this article would be 
inapplicable as the special liability regimes dealing with vehicles and products would take 
precedence respectively.321 To prove liability under article 1384, it must also be shown that the robot 
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played an active role in causing the damage.322 If the robot were moving, this could be easily shown, 
ďƵƚ ŽƚŚĞƌǁŝƐĞ ƚŚĞ ĐŝƌĐƵŵƐƚĂŶĐĞƐ ǁŽƵůĚ ŚĂǀĞ ƚŽ ďĞ ĞǆĂŵŝŶĞĚ ƐƵĐŚ ĂƐ ƚŚĞ ƌŽďŽƚà?Ɛ ůŽĐĂƚŝŽŶ Žƌ
behaviour.323 Finally, the guardian, or the person who has custody of the robot, must be identified, 
as he or she would be the person liable for compensation.324 The owner is presumed to be the 
guardian, but in circumstances where the damage was caused by security breaches to the robot, the 
manufacturer could also be the one to have custody.325 It is also worth noting that there are obvious 
questions that would be asked should there be an attempt to draw an analogy in this context 
between robots and animals. This is relevant on the basis that article 1385 would extend 
responsibility for the acts of an animal to the owner.326 However, it is important to note that under 
the article 515-14 of the French civil code, animals are considered to be sentient beings with 
feelings.327 Clearly, robots do not share these characteristics. 
 
¾ Belgium 
Even though there have been recent Dutch, English, and American influences on the Belgian Civil 
Code, the Belgian fault-based liability regime is similar to that in France.328 The regime is 
encompassed in Articles 1382 to 1386 of the Belgian Civil Code.329 There is also a strict liability 
regime for damages caused by civil drones.330 Robots that operate in the air could potentially be 
liable under this regime. 
¾ Italy 
Italian tort law is seen as being in between French and German law.331 This can be seen from the 
general tort provision in Codice civile Article 2043, which is like that of the French law and the 
separation of fault from unlawfulness similar to German law.332 Multiple provisions in the Codice 
civile ŵĂǇ ďĞ ĂƉƉůŝĐĂďůĞ ƚŽ ƌŽďŽƚŝĐƐ ůŝĂďŝůŝƚǇà? ƌƚŝĐůĞ à?à?à?à? à‘ĐƌĞĂƚĞƐ Ă ĨŽƌŵ ŽĨ ŽďũĞĐƚŝǀĞ ůŝĂďŝůŝƚǇ ĨŽƌ
those who carry out dangerous activities (responsabilità per esercizio di attività pericolose), and 
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ƌƚŝĐůĞ à?à?à?à? à‘ĚĞĂůƐ ǁŝƚŚ ƚŚĞ ůŝĂďŝůŝƚǇ ŽĨ ƚŚĞ ŽǁŶĞƌ ĂŶĚ ŽĨ ƚŚĞ ĐŽŵŵŝƐƐŝŽŶĞƌ ĨŽƌ ƚŚĞ ĚĂŵĂŐĞƐà?à?333 
Article 2051 also creates a strict liability regime. The custodian, which could be the owner or a 
ƉĞƌƐŽŶǁŝƚŚƉŚǇƐŝĐĂůĐŽŶƚƌŽůà?ŚĂƐƚŚĞĚƵƚǇƚŽà‘ĂĚŽƉƚĂĚĞƋƵĂƚĞƉƌĞĐĂƵƚŝŽŶƐƚŽĂǀŽŝĚƚŚĂƚƚŚĞƚŚŝŶŐŝŶ
ĐƵƐƚŽĚǇ ĚŽĞƐ ĨŝŶĚ ŝƚƐĞůĨ ŝŶ Ă ƐŝƚƵĂƚŝŽŶ ŝŶ ǁŚŝĐŚ ŝƚ ŵĂǇ ĐĂƵƐĞ ĚĂŵĂŐĞƐ ƚŽ ƚŚŝƌĚ ƉĂƌƚŝĞƐà?à?334 The 
custodian could avoid liability if he oƌƐŚĞĐŽƵůĚƐŚŽǁà‘ƚŚĞĚĂŵĂŐĞǁĂƐĐĂƵƐĞĚďǇĂŶĂĐƚŽĨ'ŽĚà?à?335 
&ƵƌƚŚĞƌŵŽƌĞà?ƌƚŝĐůĞƐà?à?à?à?ĂŶĚà?à?à?à?ĚĞĂůǁŝƚŚà‘ůŝĂďŝůŝƚǇĨŽƌŚĂƌŵƐĐĂƵƐĞĚďǇĂŶŝŶĚŝǀŝĚƵĂůà?ƐĐŚŝůĚƌĞŶ
ŽƌĂŶŝŵĂůƐà?à?336 There is strict liability for the parent or owner unless actions were not preventable or 
à‘Ă ĨŽƌƚƵŝƚŽƵƐ ŝŶƚĞƌǀĞŶŝŶŐ ĞǀĞŶƚ ŽĐĐƵƌƌĞĚà? ƌĞƐƉĞĐƚŝǀĞůǇà?337 This could be seen as analogous to 
situations where robots caused the loss. Indeed, it has been suggested that the behaviour of a robot 
could, in some circumstances, be seen as analogous to that of an animal (likely a pet).338 However, 
specific legislation would have to be passed because Italian courts would be unlikely to expand the 
scope of the strict liability regime.339 
 
¾ Portugal 
Though Portuguese law has traditionally been grouped with the French Romantic approach, the 1967 
Código Civil was greatly influenced by German and Swiss law.340 Portuguese law has three types of 
regimes that could be applied to damages caused by robots, fault-based, presumption of fault, and 
strict liability.341 There is a presumption of fault if there is a à‘ĚƵƚǇƚŽǁĂƚĐŚŽǀĞƌŚĂǌĂƌĚŽƵƐŵŽǀĂďůĞ
ƚŚŝŶŐƐ ŝŶ ŽŶĞà?Ɛ ĐŽŶƚƌŽůà?ǁŚŝĐŚ ĐĂŶ ďĞ ƌĞďƵƚƚĞĚ ďǇ Ă ƐŚŽǁŝŶŐ ŽĨ ůĂĐŬ ŽĨ ĨĂƵůƚ Žƌ ƚŚĂƚ à‘ƚŚĞ ĚĂŵĂŐĞ
ǁŽƵůĚ ŚĂǀĞ ŽĐĐƵƌƌĞĚ ƌĞŐĂƌĚůĞƐƐ ŽĨ ŚŝƐà?ŚĞƌ ĂĐƚŝŽŶƐà?à?342 Another situation in which there is a 
ƉƌĞƐƵŵƉƚŝŽŶŽĨĨĂƵůƚŝƐǁŚĞƌĞƚŚĞƌĞŝƐĂĚƵƚǇƚŽƉƌĞǀĞŶƚĚĂŶŐĞƌĨƌŽŵà‘ĂĚĂŶŐĞƌŽƵƐĂĐƚŝǀŝƚǇà?à?ǁŚŝĐŚŝƐ
ĚĞĨŝŶĞĚĂƐ à‘ŽŶĞ ƚŚĂƚ ŝŶǀŽůǀĞƐ Ă ŐƌĞĂƚĞƌ ůŝŬĞůŝŚŽŽĚŽĨ ĐĂƵƐŝŶŐŚĂƌŵ ƚŚĂŶ ƚŚĞ ƌĞŵĂŝŶŝŶŐĂĐƚŝǀŝƚŝĞƐ ŝŶ
general and where the danger is assessed beforeŚĂŶĚà?à?343 Finally, there is strict liability for 
operating a land vehicle.344 Robots that operate on land would be subject to strict liability, whereas 
it is likely that other robots used for inspection and maintenance could be subject to the 
presumption of guilt as it may be possible to categorise them as hazardous movable things or 
dangerous activities. This would depend on how these activities are viewed if there is actual 
litigation. It may also be possible for robots to be further divided so that semi-autonomous robots 
may be treated differently from autonomous robots. As there would theoretically be more control 
over semi-autonomous robots, the activity in which it is engaged may be seen as less dangerous and 
therefore not subject to the presumption of fault. While this is mere speculation, the possibility that 
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robots of different degrees of autonomy could be treated differently by the law exists, and this is an 
issue that manufacturers, suppliers, and operators must contemplate. 
¾ Spain 
In Spain, fault-based liability is encompassed in article 1902 of the Civil Code, which ƐƚĂƚĞƐƚŚĂƚà‘ƚŚĞ
person who by action or omission causes damage to another by fault or negligence is obliged to 
ƌĞƉĂŝƌ ƚŚĞ ĚĂŵĂŐĞ ĐĂƵƐĞĚà?à?345 The elements that need to be shown by the claimanƚ ĂƌĞ à‘à?ŝà) ĂŶ
unlawful act or omission, (ii) fault, (iii) the occurrence of damage, and (iv) the existence of a causal 
ůŝŶŬ ďĞƚǁĞĞŶ ƚŚĞ ĂĐƚ Žƌ ŽŵŝƐƐŝŽŶ ĂŶĚ ĚĂŵĂŐĞà?à?346 There may also be a cause of action for latent 
defect per article 1484. Under this provisiŽŶà? à‘ƚŚĞƐĞůůĞƌ ŝƐďŽƵŶĚƚŽƌĞŵĞĚǇŚŝĚĚĞŶĚĞĨĞĐƚƐŽĨ ƚŚĞ
thing sold which render it unfit for the use for which it was intended, or which so impair that use that 
ƚŚĞďƵǇĞƌǁŽƵůĚŶŽƚŚĂǀĞĂĐƋƵŝƌĞĚŝƚà?à?347 
&ŽƌĞǆĂŵƉůĞà?ĂƐƵďŵĞƌƐŝďůĞŽƉĞƌĂƚŝŶŐŶĞĂƌĐŽĂƐƚĂůǁĂƚĞƌƐŵĂůĨƵŶĐƚŝŽŶƐĚƵĞƚŽƚŚĞŽƉĞƌĂƚŽƌà?ƐĞƌƌŽƌ
and starts heading toward the beach where there is a crowd of people. Due to the diligence of the 
lifeguards, people were warned and ran toward land, resulting in no contact between the 
submersible and anybody. Nonetheless, some of the sunbathers contemplated suing because their 
vacations were interrupted. Although there is probably fault due to human error, the lack of any 
damage sustained by the beachgoers means that there would not be a viable delict action. 
 
1.3.4 German Approach 
 
¾ Fault-based liability 
In Germany, tort liability (unerlaubte Handlungen) is codified in § 823 ff. The codification is 
ƐƵƉƉůĞŵĞŶƚĞĚďǇĂà‘ƉĂƚĐŚǁŽƌŬà?ŽĨĐĂƐĞůĂǁà?348 Germany takes an intermediate approach to tort law 
between the very general rules of the French Civil Code and the specificity of English jurisprudence 
on torts.349 ƐĂƌĞƐƵůƚà?à‘ĂŶŝŶƚĞƌŵĞĚŝĂƚĞĂƉƉƌŽĂĐŚǁĂƐĐŚŽƐĞŶďǇĚĞƐŝŐŶŝŶŐƚŚƌĞĞŐĞŶĞƌĂůƌƵůĞƐǁŝƚŚĂ
reƐƚƌŝĐƚĞĚ ƐĐŽƉĞ ŽĨ ĂƉƉůŝĐĂƚŝŽŶà?à? ƚŚŽƵŐŚ ŝŶ ƉƌĂĐƚŝĐĞ à‘'ĞƌŵĂŶ ƚŽƌƚ ůĂǁŶŽǁŵĂŝŶůǇ ŽƉĞƌĂƚĞƐ ŽŶ ƚŚĞ
ďĂƐŝƐŽĨĂŐĞŶĞƌĂůĨĂƵůƚƌƵůĞà?à?350 
To show fault-based liability, the claimant must show that a codified normative rule 
(Tatbestandswidrigkeit) was breached, which shows the conduct is unlawful.351 This can be shown 
à‘ďǇŝŶĨƌŝŶŐŝŶŐĂŶŽƚŚĞƌƉĞƌƐŽŶà?ƐƉƌŽƚĞĐƚĞĚƌŝŐŚƚà?à?à?à?à?/à)à?ďǇǀŝŽůĂƚŝŶŐĂƐƚĂƚƵƚŽƌǇƌƵůĞà?à?à?à?à?//à)à?ŽƌďǇ
ŝŶƚĞŶƚŝŽŶĂůůǇ ŝŶĨůŝĐƚŝŶŐĚĂŵĂŐĞĐŽŶƚƌĂďŽŶŽƐŵŽƌĞƐ à?à? à?à?à?à)à?à?352 This objective test of unlawfulness ( 
ZĞĐŚƚƐǁŝĚƌŝŐŬĞŝƚ à) ŝƐ ƐĞƉĂƌĂƚĞ ĨƌŽŵ ĨĂƵůƚà?Žƌ ƚŚĞ ƚŽƌƚĨĞĂƐŽƌà?Ɛ ĂƚƚŝƚƵĚĞ353. The third element is fault 
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(Verschuldenà)à? ǁŚŝĐŚ ŝƐ à‘ĨƵůĨŝůůĞĚ ŝĨ ƚŚĞ ǁƌŽŶŐĚŽĞƌ ĂĐƚĞĚ ŝŶƚĞŶƚŝŽŶĂůůǇ Žƌ ŶĞŐůŝŐĞŶƚůǇà?à?354 An act is 
ŶĞŐůŝŐĞŶƚ ŝĨ ŝƚ ŝƐ à‘ĐŽŶƚƌĂƌǇƚŽƚŚĞĐĂƌĞƌĞƋƵŝƌĞĚďǇƐŽĐŝĞƚǇà?à?355 ĂƵƐĂƚŝŽŶ ŝƐĂůƐŽƌĞƋƵŝƌĞĚà?ǁŚŝĐŚ ŝƐ à‘Ă
two-ƉŚĂƐĞĚ ŝŶƋƵŝƌǇà? ƚŚĞ ĨŝƌƐƚ ďĞŝŶŐ ƉƌĞŽĐĐƵƉŝĞĚ ǁŝƚŚ ƚŚĞ ƋƵĞƐƚŝŽŶ à?ŽĨà? ǁŚĞƚŚĞƌ ƚŚĞ ĚĞĨĞŶĚĂŶƚà?Ɛ
ĐŽŶĚƵĐƚƉůĂǇĞĚƐŽŵĞƌŽůĞŝŶďƌŝŶŐŝŶŐĂďŽƵƚƚŚĞƉůĂŝŶƚŝĨĨà?ƐŚƵƌƚà?ǁŚŝůĞƚŚĞƐĞĐŽŶĚƐĞĞŬƐƚŽĚŝƐĐŽǀĞƌ
which of tŚĞŵĂŝŶĐŽŶĚŝƚŝŽŶƐŽĨƚŚĞŚĂƌŵǁŝůůĂůƐŽďĞƚƌĞĂƚĞĚĂƐŝƚƐůĞŐĂůĐĂƵƐĞà?à?356 These are roughly 
respectively equivalent to cause in fact and the policy-oriented proximate cause of common law 
negligence.357 
A special type of fault-based liability in Germany is manufacturer liability (Produzentenhaftung) per 
^ĞĐƚŝŽŶ à?à?à? Ğƚ 'à? ǁŚŝĐŚ à‘ƌĞƋƵŝƌĞƐ ĂŶ ŝŶƚĞŶĚĞĚ Žƌ ŶĞŐůŝŐĞŶƚ ďĞŚĂǀŝŽƌ ŽĨ ŵĂŶƵĨĂĐƚƵƌĞƌ Žƌ ŚŝƐ
ĞŵƉůŽǇĞĞƐà?à?358 The claimant must show that the manufacturer did not act with reasonable care.359 It 
would be difficult to show intentional or negligent behaviour by the robot manufacturer because of 
the likely secrecy surrounding the process, particularly for new technologies.360 
 
¾ Strict liability  
There is no general strict liability law in Germany.361 However, there are also special strict liability 
regimes for special circumstances, such as those for cars, trains, and aircraft. The rationale is that 
à‘à?ƚà?ŚĞŝŶŚĞƌĞŶƚƌŝƐŬŽĨŽǁŶŝŶŐĂƉŽƚĞŶƚŝĂůůǇĚĂŶŐĞƌŽƵƐǀĞŚŝĐůĞƐŝƐƐƵĨĨŝĐŝĞŶƚƚŽũƵƐƚŝĨǇƐƵĐŚůŝĂďŝůŝƚǇà?à?362 
While German courts have been active in interpreting the scope of these strict liability provisions, 
they have not expanded the ambit of these statutes to cover other situations analogously, so strict 
liability is still restricted to the activities prescribed by the legislative branch.363 This means that even 
if the manufacturer, supplier, or operator exercised reasonable care, it could still be culpable for 
damages.364 Robots that could be categorised as any of these could be subject to both the strict 
liability regime and the fault-based regime, depending on how the claimant would like to proceed. In 
practice, this may mean that producers and operators of robots for I&M that could be argued to not 
be one of these types of vehicles could be better protected than those that produce or operate cars, 
trains, or aircraft, as the former could escape liability if they exercise reasonable care. On the flip 
side, however, this suggests that the existing liability regime may not be suitable to compensate 
damages caused by robots, as it would often be difficult to show the lack of reasonable care, and 
with possible unknowns associated with new technologies, errors leading to harm could occur even 
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if manufacturers or operators acted with reasonable care, resulting in victims not being offered 
redress through the liability system.365 
 
¾ Austrian practice of analogies 
While German law is strict on the scope of the applicability of the strict liability regime, courts in 
ƵƐƚƌŝĂŚĂǀĞďĞĞŶǁŝůůŝŶŐƚŽà‘ĂƉƉůǇĞǆŝƐƚŝŶŐƐƚƌŝĐƚůŝĂďŝůŝƚǇůĂǁƐĂŶĂůŽŐŽƵƐůǇà?ƚŽŽƚŚĞƌĐŝƌĐƵŵƐƚĂŶĐĞƐà?366 
This could mean that even without legislative amendments, robots used in various contexts could be 
held to a higher standard of strict liability where the operator could be found liable without fault 
even though it would not have been a law in the books. Because of this possibility, operators may 
have to be more cautious in Austria, as courts could find various types of robots operating in 
different environments to be subject to strict liability when losses occur when the same situation 
would require fault for liability to be found in other Member States 
¾ Damages 
Compensation for pure economic losses is very limited under German law: 
Under German tort law, economic loss can be compensated under § 823(1) BGB only 
if it flows from an injury to one of the legally protected interests specified in that 
ƉƌŽǀŝƐŝŽŶŝŶĐůƵĚŝŶŐŝŶĨƌŝŶŐĞŵĞŶƚƐƚŽĂŶǇà“ŽƚŚĞƌà?ĂďƐŽůƵƚĞà)ƌŝŐŚƚà?à?/ĨǁŝůĨƵůor negligent 
ĐŽŶĚƵĐƚĐĂƵƐĞƐƚŚĞǀŝĐƚŝŵĞĐŽŶŽŵŝĐĚĂŵĂŐĞƵŶƌĞůĂƚĞĚƚŽĂŶǇĂďƐŽůƵƚĞƌŝŐŚƚà?à“ƌĞŝŶĞƌ
sĞƌŵƂŐĞŶƐƐĐŚĂĚĞŶà?àW pure economic loss), no claim arises under the general rule of 
§ 823(1) BGB.367 
/Ŷ ĨĂĐƚà? à‘ŝƚĐŽƵůĚďĞĂƌŐƵĞĚƚŚĂƚ ŝŶŶŽŽƚŚĞƌĂƌĞĂŽĨ ŝƚƐ ůĂǁof torts does German law demonstrate 
such an ideological affinity with the Common law as in its refusal to compensate pure economic loss 
ƚŚƌŽƵŐŚ ƚŚĞ ŵĞĚŝƵŵ ŽĨ ƚŽƌƚ ƌƵůĞƐà?à?368 The limitation for pure economic losses in Austrian law is 
similar.369 Austrian law iƐ ƵŶŝƋƵĞ ŝŶ ƵƌŽƉĞ ĨŽƌ ŚĂǀŝŶŐ Ă ƐƚĂƚƵƚŽƌǇ ĚĞĨŝŶŝƚŝŽŶ ŽĨ à‘ĚĂŵĂŐĞà?à? ǁŚŝĐŚà?
ĂĐĐŽƌĚŝŶŐƚŽà?à?à?à?'ĞŶĞƌĂůƵƐƚƌŝĂŶŝǀŝůŽĚĞŝƐà‘ĞǀĞƌǇĚĞƚƌŝŵĞŶƚǁŚŝĐŚǁĂƐŝŶĨůŝĐƚĞĚŽŶƐŽŵĞŽŶĞà?Ɛ
ƉƌŽƉĞƌƚǇà?ƌŝŐŚƚƐŽƌƉĞƌƐŽŶƐà?à?370 
If an autonomous vessel malfunctions and continues to circle around and blocks a key waterway for 
other ships, there may be no physical damage to the other ships, but these other ships may suffer 
economic losses due to being delayed. If the economic loss is due to losing business because the ship 
not able to reach another port to be hired out, then a tort action would unlikely to be sustained 
because the loss is purely economic.371 However, if the delay caused the cargo on the ship to spoil 
and thus unable to be sold, then a tort action may be possible because the economic loss is 
connected to the physical loss of the cargo spoilage. 
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1.3.5 Central European Approach 
 
¾ Czech Republic 
 
dŚĞǌĞĐŚŝǀŝůŽĚĞǁĂƐŽǀĞƌŚĂƵůĞĚŝŶà?à?à?à?ĂŶĚà‘ĞƐƚĂďůŝƐŚĞà?Ěà?ĂŶĞǁůŝĂďŝůŝƚǇĨƌĂŵĞǁŽƌŬďĂƐĞĚŽŶĂ
differentiation between contractual and non-ĐŽŶƚƌĂĐƚƵĂů ĚĂŵĂŐĞƐà?à?372 Tort liability is enshrined in 
ƐĞĐƚŝŽŶƐ à?à?à?à? ĂŶĚ à?à?à?à? ŽĨ ƚŚĞ ŝǀŝů ŽĚĞà? ǁŚŝĐŚ ŐŽǀĞƌŶ à‘ůŝĂďŝůŝƚǇ ĨŽƌ ďƌĞĂĐŚ ŽĨ ŐŽŽĚŵŽƌĂůƐ ĂŶĚ
ůŝĂďŝůŝƚǇĨŽƌďƌĞĂĐŚŽĨĂůĞŐĂůŽďůŝŐĂƚŝŽŶà?ƌĞƐƉĞĐƚŝǀĞůǇà?373 For the former, the question is whether the 
ƐƚĂŶĚĂƌĚ ŽĨ Ă ƌĞĂƐŽŶĂďůĞ ƉĞƌƐŽŶ à‘ŽĨ ĂǀĞƌĂŐĞ ĂďŝůŝƚŝĞƐ ŝŶ ŚŝƐƉƌŝǀĂƚĞ ĚĞĂůŝŶŐƐà? ŝƐ ďƌĞĂĐŚĞĚà?ǁŚŝůĞ ŝĨ
there is a breach of legal obligation leading to damages, negligence is presumed.374 For example, an 
operator for land-based robot for infrastructure inspection would have to meet the standard for an 
average land-based infrastructure inspection robot operator, and not just that of the average robot 
operator that travels on the roads. 
 
¾ Hungary 
 
Hungary is unique in that the burden of proof is reversed in fault liability. While the claimant must 
ƐŚŽǁĚĂŵĂŐĞĂŶĚĐĂƵƐĂƚŝŽŶďĞƚǁĞĞŶƚŚĞĚĂŵĂŐĞĂŶĚƚŚĞĚĞĨĞŶĚĂŶƚà?ƐƵŶůĂǁĨƵůĂĐƚà?ƚŚĞĚĞĨĞŶĚĂŶƚ
has the burden of proving that there was no fault and the duty of care was met.375 The situation in 
H3ungary creates additional burden for robot manufacturers and operators to show that they were 
not at fault. One the one hand, this could be made difficult by the complexity of robotics technology. 
On the other hand, it is likely that such robots, especially those manufactured for I&M purposes, 
would have sensors and cameras installed on the exterior to perform their duties. The sensors and 
cameras would likely record the situation at the time of the accident and make it easier for the 
operator to show that it was not at fault. 
 
¾ Poland 
/Ŷ ĂƐƚĞƌŶ ƵƌŽƉĞĂŶ ƚŽƌƚ ƌĞŐŝŵĞƐà? à‘ƚŚĞ ŵĂŝŶ ĂŝŵàQŝƐ ƚŚĞ ĐŽŵƉĞŶƐĂƚŝŽŶ ŽĨ ůŽƐƐĞƐ ƐƵƐƚĂŝŶĞĚà?à?376 
Traditionally, the Polish law of obligations was influenced by both the French and German legal 
cultures.377 For a tort ĂĐƚŝŽŶƚŽďĞƐƵƐƚĂŝŶĞĚà?ƚŚĞĨŽůůŽǁŝŶŐŵƵƐƚďĞƐŚŽǁŶàPà‘&ŝƌƐƚà?ƚŚĞƌĞŵƵƐƚďĞĂŶ
event triggering damage, second, there must be damage, and third, causation should exist between 
ƚŚĞ ĞǀĞŶƚ ĂŶĚ ƚŚĞ ĚĂŵĂŐĞà?à?378 It must be shown that due diligence was not met where à‘à?ƚà?ŚĞ
ƉĞƌƉĞƚƌĂƚŽƌà?ƐĂĐƚŝƐƐĞƚĂŐĂŝŶƐƚƚŚĞƉĂƚƚĞƌŶŽĨďĞŚĂǀŝŽƵƌŽĨĂĚŝůŝŐĞŶƚƉĞƌƐŽŶĂĐƚŝŶŐƵŶĚĞƌƚŚĞƐĂŵĞ
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ĐŝƌĐƵŵƐƚĂŶĐĞƐà?à?379 ĂƵƐĂƚŝŽŶ ŝƐ ƐŚŽǁŶ ďǇ ƚŚĞ ĂĚĞƋƵĂĐǇ ƚŚĞŽƌǇ ǁŚĞƌĞ à‘ƚŚĞ ƉĞƌƐŽŶ ŽďůŝŐĞĚ ƚŽ ƉĂǇ
damages is liable only for the normal consequences of the act or omission from which the damage 
ƌĞƐƵůƚĞĚà? ǁŚĞƌĞ ŶŽƌŵĂů ĐŽŶƐĞƋƵĞŶĐĞ ŝƐ ĚĞĨŝŶĞĚ ĂƐ à‘Ă ĐŽŶƐĞƋƵĞŶĐĞ ƚŚĂƚ ĞŶƐƵĞƐ ƵƐƵĂůůǇà?
ƉƌĞĚŽŵŝŶĂŶƚůǇà?ĂƐĂƌƵůĞà?ǁŚŝĐŚĚŽĞƐŶŽƚŵĞĂŶĂůǁĂǇƐà)ĂƐƌĞƐƵůƚŽĨĂŐŝǀĞŶĞǀĞŶƚà?à?380 Damage is 
ĚĞĨŝŶĞĚĂƐ à‘ĞǀĞƌǇǁƌŽŶŐƵƉŽŶĂŶ ŝŶƚĞƌĞƐƚƉƌŽƚĞĐƚĞĚďǇ ůĂǁà?ďĞ ŝƚƉƌŽƉĞƌƚǇŽƌƉĞƌƐŽŶĂůŝƚǇ ŝŶƚĞƌĞƐƚƐà?
ƐƵĨĨĞƌĞĚďǇĂƉĞƌƐŽŶĂŐĂŝŶƐƚŚĞƌǁŝůůà?à?381 In recent years, the standard of proof that must be met by 
ƚŚĞ ĐůĂŝŵĂŶƚ ŚĂƐ à‘ƐŚŝĨƚĞĚ ĨƌŽŵ à“ƉƌŽďĂďŝůŝƚǇ ďŽƌĚĞƌŝŶŐ ŽŶ ĐĞƌƚĂŝŶƚǇà? ƚŽ à“Ă ƐƵĨĨŝĐŝĞŶƚ ĚĞŐƌĞĞ ŽĨ
ƉƌŽďĂďŝůŝƚǇà?à?ǁŝƚŚƚŚĞĂƉƉƌŽǀĂůŽĨůĞŐĂůƐĐŚŽůĂƌƐŚŝƉà?à?382 
 
An operator of an aerial drone sues the manufacturer because the drone suddenly stopped working 
and fell on a crowd of people and caused injuries. When it was sold, the manufacturer expressly 
informed the operator that the software needs to be updated every month, but it had not done so. 
In this situation, the operator is unlikely to win against the manufacturer because the manufacturer 
had shown due dŝůŝŐĞŶĐĞà? KŶ ƚŚĞ ŽƚŚĞƌ ŚĂŶĚà? ƚŚĞ ŝŶũƵƌĞĚ ĐƌŽǁĚà?Ɛ ƚŽƌƚ ĂĐƚŝŽŶ ǁŽƵůĚ ůŝŬĞůǇ ďĞ
successful against the operator because the operator failed to meet the diligent person standard 
when it failed to update the software. 
 
1.3.6 Nordic Approach 
 
Laws in the Nordic countries occupy a special place because the common law had little influence 
over their development as they were not as impacted by Roman law, and they had less proclivity to 
codify their private laws to the extent of other Continental civil law jurisdictions.383  In general, the 
ƚŽƌƚ ůŝĂďŝůŝƚǇ ƌĞŐŝŵĞƐ ŝŶ ƚŚĞ ƌĞŐŝŽŶ ŚĂǀĞ ƐŝŵŝůĂƌ ĂƉƉƌŽĂĐŚĞƐ ďĞĐĂƵƐĞ à‘à?Śà?ŝƐƚŽƌŝĐĂůůǇà? ƚŚĞ EŽƌĚŝĐ
ĐŽƵŶƚƌŝĞƐĐŽŽƉĞƌĂƚĞĚǁŝƚŚĞĂĐŚŽƚŚĞƌǁŚĞŶĚƌĂĨƚŝŶŐƚŚĞŝƌĐŽŵƉĞŶƐĂƚŝŽŶĂĐƚƐà?à?384 Under the general 
liability rule of negligence, liability ŝƐďĂƐĞĚŽŶĨĂƵůƚǁŚĞƌĞƚŚĞà‘ĐƌŝƚĞƌŝŽŶŝƐǁŚĞƚŚĞƌƚŚĞƉĞƌƐŽŶŚĂƐ
ĂĐƚĞĚŝŶĂǁĂǇƚŚĂƚĚŝĨĨĞƌƐĨƌŽŵƚŚĞƌĞƋƵŝƌĞĚƐƚĂŶĚĂƌĚŽĨĐŽŶĚƵĐƚŽƌĨƌŽŵƚŚĞà“ƌŝŐŚƚà?ďĞŚĂǀŝŽƵƌà?à?385 
/Ŷ ƉƌŝŶĐŝƉůĞà? ƚŚŝƐ ŝƐ ƚŚĞ ƌĞĂƐŽŶĂďůĞ ƉĞƌƐŽŶ ƐƚĂŶĚĂƌĚà? ƚŚŽƵŐŚ à‘à?ŝà?Ĩ ƐƚĂƚƵƚŽƌǇ ƉƌŽǀŝƐŝŽŶƐ ƉƌŽǀide for a 
description of the standard of care, these provisions are relevant provided it is the aim of the 
ƉƌŽǀŝƐŝŽŶƐ ƚŽ ƉƌĞǀĞŶƚ ŝŶĚŝǀŝĚƵĂůƐ ĨƌŽŵ ĐĂƵƐŝŶŐ ĚĂŵĂŐĞà? ĂŶĚ à‘ĐƵƐƚŽŵĂƌǇ ďĞŚĂǀŝŽƵƌ ŝƐ ƌĞůĞǀĂŶƚà?à?386 
Personal deficiencies are in general not taken into account for the standard, though there is an 
exemption for minors.387 The test for causation is the sine qua non test.388 As for damages, it is noted 
that: 
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A somewhat imprecise definition of the legal concept of damage is that a person 
ŝƐĞǆƉŽƐĞĚƚŽĂà“ŶĞŐĂƚŝǀĞĞĨĨĞĐƚà?à?dŚŝƐŶĞŐĂƚŝǀĞĞĨĨĞĐƚŵƵƐƚďĞƋƵĂůŝĨŝĞĚĂƐƌĞůĞǀĂŶƚƚŽ
the tort law compensation rules; it must be protected by the law. A core requisite in 
this respect is that it is possible to estimate the negative effect in monetary terms. 
Hence, as a general rule the claimant must have suffered an economic loss.389 
 
The rigidness of how causation is interpreted in Scandinavian countries, as described in the next 
section, means that it would be more difficult to show tort liability in a court of law. However, the 
welfare state model of these states that focuses on insurance rather than the tort regime for 
compensation would allow the victims to be made whole. Robot manufacturers and operators must 
understand how the insurance regimes operate in these states and how they would affect their 
commercial decisions when contemplating whether to conduct business in Scandinavia. 
 
1.3.7 Causation 
 
One of the elements of tort liability, causation, transcends the legal family categorisation and is 
worth mentioning separately. Causation is important because it makes the connection between the 
ƚŽƌƚĨĞĂƐŽƌà?ƐĂĐƚŝŽŶƐŽƌŝŶĂĐƚŝŽŶƐĂŶĚƚŚĞŚĂƌŵƐƵĨĨĞƌĞĚďǇƚhe claimant, an especially key and difficult 
question to determine in the context of complex, new technologies.390 Action or inaction without 
ĂƐƐŽĐŝĂƚĞĚŚĂƌŵà?ŽƌŚĂƌŵƚŚĂƚŝƐŶŽƚĐĂƵƐĞĚďǇƚŚĞƚŽƌƚĨĞĂƐŽƌà?ƐĂĐƚŝŽŶƐŽƌŝŶĂĐƚŝŽŶƐǁŽƵůĚŶŽƚůĞĂĚƚŽ
compensation because the defendant would not be culpable. It would be patently unfair for a 
defendant to be held legally responsible without this causation, especially when the harm itself is not 
foreseeable. Consequently, being able to show causation, that the action or in action caused the 
harm, and that the harm is something that is within the realm of possibility, is important in tort and 
delict law, and the different ways causation is conceived and applied in practice affect the rate of 
success of these actions. There are three main models of causation in Europe, overarching causation, 
bounded causation, and pragmatic causation.391 Countries that take the overarching causation 
ĂƉƉƌŽĂĐŚ ŝŶĐůƵĚĞ &ƌĂŶĐĞà? /ƚĂůǇà? ^ƉĂŝŶà? WŽůĂŶĚà? ĂŶĚ ƵůŐĂƌŝĂà?Ăůů ŽĨǁŚŝĐŚ ĨŽůůŽǁ à‘ƚŚĞ &ƌĞŶch open-
ĞŶĚĞĚĂƉƉƌŽĂĐŚƚŽůŝĂďŝůŝƚǇà?à?392 Infantino and Zervogianni note that in these states: 
 
[C]ausation has a large role to play, because it is used as a privileged instrument to 
weigh the interests of the parties as well as policy interests in the absence of 
preliminary filters other than fault and damage. Yet, this weighing of interests, rather 
than being openly carried out by judges, is generally unexpressed and concealed 
under the manipulation of the ordinary principles and requirements of causation. As 
to liability outcomes, the open-endedness of tort law structure in these countries 
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relates to an overall high rate of success of tort law claims, although significant 
differences between countries might be detected.393 
 
On the other end of the spectrum is the rigid bounded causation in the laws of Germany, Czech 
ZĞƉƵďůŝĐà?'ƌĞĞĐĞà?WŽƌƚƵŐĂůà?ĞŶŵĂƌŬà?ĂŶĚ^ǁĞĚĞŶǁŚĞƌĞà‘ĐĂƵƐĂƚŝŽŶŝƐŽŶůǇŽŶĞŽĨƚŚĞŵĂŶǇŵĞĂŶƐ
set up by the system to deny or, in any case, limit tort law liability, whose functions are largely 
absŽƌďĞĚďǇŽƚŚĞƌĐŽŶĐƵƌƌĞŶƚŵĞĐŚĂŶŝƐŵƐà?à?394 As a result, relying on tort law for compensation is 
more difficult.395 
 
In between are the states that take a pragmatic approach: 
 
[C]ourts are openly sensitive to the concrete implications of their decisions, and tend to 
propose flexible, case-tailored solutions that are driven neither by the dictates of wide or 
limited tort law rules, nor by the dogmatic adherence to causation principles, but rather by a 
concrete and overt policy-making effort.396 
 
The determination of the duty of care is also emphasised. States in this category include Austria, the 
Netherlands, Lithuania, England and Ireland.397 
The different approaches to causation the legal systems of Member States show that for the same 
set of facts involving robots causing injuries or property damage, claimants are more likely to receive 
compensation in states that take the overarching approach, followed by the pragmatic approach, 
and finally the bounded approach. Manufacturers and operators must take this into account when 
deciding where they will set up their factories or operate robots for inspection and maintenance, as 
the likelihood of their being found liable in civil actions differ between the Member States. 
 
Type of causation Representative Member States 
Overarching causation France, Italy, Spain, Poland, and Bulgaria 
Pragmatic causation Austria, Netherlands, Lithuania, England, Ireland 
Bounded causation Germany, Czech Republic, Greece, Portugal, Denmark, 
Sweden 
Table 2. Types of Causation in EU Member States 
 
1.3.8 Insurance 
 
Insurance is a risk management tool whereby an insured can transfer some or all of the risks to the 
insurer in exchange for paying a premium.398 Traditionally, insurance is seen as allocation of risk.399 
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However, insurance can also reduce the overall amount of risk because it encourages the adoption 
of practices that minimise the chances of loss.400 &ŝƌƐƚƉĂƌƚǇŝŶƐƵƌĂŶĐĞŝƐŵĞĂŶƚƚŽƉƌŽƚĞĐƚŽŶĞà?ƐŽǁŶ
life or property, whereas third party insurance, also known as liability insurance, is designed to pay a 
third party to compensate for the loss for which the insured is legally responsible.401 If a land-based 
ƌŽďŽƚŵĂůĨƵŶĐƚŝŽŶƐĂŶĚĐŽůůŝĚĞƐǁŝƚŚĂďƵŝůĚŝŶŐà? ƚŚĞŽƉĞƌĂƚŽƌà?Ɛ ĨŝƌƐƚƉĂƌƚǇ ŝŶƐƵƌĂŶĐĞǁŽƵůĚƉĂǇ ĨŽƌ
repairs to the robot and liability insurance would pay for the damages to the building. 
 
 
In the EU, liability insurance is compulsory for the use of motor vehicles,402 aircrafts,403 and 
passenger-carrying vessels.404 If the robots fall under the definitions used in these laws, operators 
would be compelled to purchase insurance. The European Parliament has urged the study of 
à‘ĞƐƚĂďůŝƐŚŝŶŐĂĐŽŵƉƵůƐŽƌǇŝŶƐƵƌĂŶĐĞƐĐŚĞŵĞǁŚĞƌĞƌĞůĞǀĂŶƚĂŶĚŶĞĐĞƐƐĂƌǇĨŽƌƐƉĞĐŝĨŝĐĐĂƚĞŐŽƌŝĞƐŽĨ
robots whereby, similarly to what already happens with cars, producers, or owners of robots would 
ďĞ ƌĞƋƵŝƌĞĚ ƚŽ ƚĂŬĞ ŽƵƚ ŝŶƐƵƌĂŶĐĞ ĐŽǀĞƌ ĨŽƌ ƚŚĞ ĚĂŵĂŐĞ ƉŽƚĞŶƚŝĂůůǇ ĐĂƵƐĞĚ ďǇ ƚŚĞŝƌ ƌŽďŽƚƐà?à?405 A 
compulsory scheme for different types of robots would cover the gaps of the current compulsory 
insurance regime, such as submersibles and vessels for infrastructure inspection and maintenance 
that are not designed to carry passengers. Making insurance compulsory is especially important 
ǁŚĞŶƚŚĞƌĞĂƌĞà‘highly significant risks (which may either lead to substantial harm133F and/or cause 
frequent losses), where it seems unlikely that potential injurers will be capable of compensating all 
victims themselves (either out of their own funds, with the help of alternative financial securities, or 
through voluntary self insurance)à?.406 
ŽŵƉƵůƐŽƌǇ ŝŶƐƵƌĂŶĐĞ ƉƌŽƚĞĐƚƐ ďŽƚŚ ƚŚĞ ŝŶƐƵƌĞĚ ĂŶĚ ƚŚĞ ǀŝĐƚŝŵà? ĂƐ ƚŚĞ ƚŽƌƚĨĞĂƐŽƌ à‘ŵĂǇ ŶŽƚ
ŶĞĐĞƐƐĂƌŝůǇ ďĞ ŝŶ Ă ƉŽƐŝƚŝŽŶ ƚŽ ĞĨĨĞĐƚŝǀĞůǇ ĂƐƐĞƐƐ ƚŚĞ ůŝŬĞůǇ ĂĚǀĂŶƚĂŐĞƐ ŽĨ ŚĂǀŝŶŐ ŝŶƐƵƌĂŶĐĞà? ĂŶĚ ŝƚ
would ensure the victim is compensated.407 According to the economics literature, strict liability 
regimes may lead to the risk of underdeterrence, the problem that the tortfeasor does not take all 
ƌĞĂƐŽŶĂďůĞ ƉƌĞĐĂƵƚŝŽŶƐ ǁŚĞŶ ƚŚĞ ĂŵŽƵŶƚ ŽĨ ĚĂŵĂŐĞ ĞǆĐĞĞĚƐ ƚŚĞ ƚŽƌƚĨĞĂƐŽƌà?Ɛ ǁĞĂůƚŚà?408 Thus, 
compulsory insurance is especially important for strict liability regimes because it would ensure the 
victim is compensated. Insurance is also important to counter the chilling effect liability may have on 
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the innovation of technology.409 Nonetheless, the Expert Group on Liability and New Technologies àW 
EĞǁ dĞĐŚŶŽůŽŐŝĞƐ &ŽƌŵĂƚŝŽŶǁĂƌŶƐ ƚŚĂƚ à‘ĐŽŵƉƵůƐŽƌǇ ůŝĂďŝůŝƚǇ ŝŶƐƵƌĂŶĐĞ ƐŚŽƵůĚ ŶŽƚ ďĞ ŝŶƚƌŽĚƵĐĞĚ
without a careful analysis of whether it is really needed, rather than automatically linked to a certain 
ĂĐƚŝǀŝƚǇà?à?410 
 
While insurance may play an important role in ensuring that the tortfeasor would not become 
insolvent from paying damages and that the victim would be compensated, there are some obstacles 
to tailoring insurance products to robots. First, the types of damages robots could inflict could be 
novel and unpredictable due to the complexity of the technology411 Second, the complexity of the 
robots and lack of existing data on potential risks and accidents make pricing the risk difficult.412 
These problems may prevent insurers from offering insurance to robot manufacturers, suppliers, and 
operators, lead them to offer existing insurance that is inadequate for the technology, or allow them 
to only offer insurance at exorbitant prices that outweigh their utility.413 To combat these problems, 
it is important for those in the robotics industry to work closely with insurers as technology develops 
to ensure that the latter has the information to put itself in the position to manage and minimise the 
risks associated with robotics technology.414 
 
Tort or delict actions are necessary for claimants to receive compensation from the tortfeasor, 
whether it is the party that manufactured the robot or the party that operated it. As the claimant 
would need to litigate in the courts of Member States using the laws of the Member States, the 
specific circumstances of each case would determine where the case would take case and what laws 
would be used applied. While the tort and delict laws differ in each jurisdiction, they share 
similarities, and all have the aim of making the victim whole through monetary compensation. Each 
Member State has fault-based liability and strict liability regimes. While the former would be 
applicable in all cases, the latter is usually reserved for particular circumstances allowed by the law. 
Fault-based actions require the defendant to have failed to meet the standard of a reasonable 
person, thus causing the damages, whereas strict liability cases do not require a showing of fault, as 
the focus in on the product that caused the harm ĂŶĚ ŶŽƚ ƚŚĞ ƉĞƌƐŽŶà?Ɛ ĂĐƚŝŽŶƐà? tŚŝůĞ ƚŚĞƐĞ
traditional forms of civil action have so far been able to accommodate the robotics technological 
advances, it may be increasingly hard to meet the legal standards required for tort and delict actions 
as technology further progresses, as the complexity of the systems would make determining 
foreseeability and causation difficult. Whether amendments or complete overhauls of the civil justice 
regime need to be made remains to be seen, and manufacturers, distributors, and users of robotics 
liability should keep abreast of the developments not only in the technology but also in the law to 
ensure their commercial interests are protected. 
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1.4 Product Safety and Product Liability 
This section introduces the product safety and product liabilities regimes of the EU. It then discusses 
the product safety laws of selected Member States divided by different legal family approaches with 
an emphasis on the state of the art defence because it is particularly relevant to new technologies. It 
should be noted that the product liability regimes are applicable in addition to the fault-based and 
strict liability regimes discussed above, as claimants can assert all the causes of action in litigation to 
maximise their chances of success due to different elements they have to show and the different 
defences the designer, manufacturer, or operator may have. 
 
1.4.1 European Product Safety 
The product safety and liability regime may be applicable robots because they can generally be 
classified as products.415 The European General Product Safety Directive was passed in 2001.416 Its 
ŐŽĂů ŝƐ à‘ƚŽĞŶƐƵƌĞ ƚŚĂƚƉƌŽĚƵĐƚƐƉůĂĐĞĚŽŶ ƚŚĞŵĂƌŬĞƚĂƌĞ ƐĂĨĞà?à?417 As such, it plays a preventative 
role.418 /Ŷ ŐĞŶĞƌĂůà? Ă ƉƌŽĚƵĐƚ ŝƐ ĐŽŶƐŝĚĞƌĞĚ ƚŽ ďĞ ƐĂĨĞ ŝĨ ŝƚ à‘ĚŽĞƐ ŶŽƚ ƉƌĞƐent any risk or only the 
minimum risks compatible with the productà?s use, considered to be acceptable and consistent with a 
ŚŝŐŚůĞǀĞůŽĨƉƌŽƚĞĐƚŝŽŶĨŽƌƚŚĞƐĂĨĞƚǇĂŶĚŚĞĂůƚŚŽĨƉĞƌƐŽŶƐà?à?419 
The Directive would likely apply to all robotics technology, including those used for I&M, because of 
the broad definition of product.420 Product is defined as: 
any product à?  including in the context of providing a service à?  which is intended for 
consumers or likely, under reasonably foreseeable conditions, to be used by 
consumers even if not intended for them, and is supplied or made available, whether 
for consideration or not, in the course of a commercial activity, and whether new, 
used or reconditioned.421 
This means that products that are not manufactured in the EU but are meant to be used by those in 
the EU would also have to abide by the Directive. The manufacturers of the robots, or others in the 
supply chain, must ensure that any products they make available to consumers must be safe by 
conforming to national laws of the Member State the product is marketed, so long as those laws are 
à‘ŝŶ ĐŽŶĨŽƌŵŝƚǇ ǁŝƚŚ ƚŚĞ dƌĞĂƚǇà?à?à?ĂŶĚ à?ůĂǇà? ĚŽǁŶ ƚŚĞ ŚĞĂůƚŚ ĂŶĚ ƐĂĨĞƚǇ ƌĞƋƵŝƌĞŵĞŶƚƐ ǁŚŝĐŚ ƚŚĞ
ƉƌŽĚƵĐƚŵƵƐƚ ƐĂƚŝƐĨǇ ŝŶŽƌĚĞƌ ƚŽďĞŵĂƌŬĞƚĞĚà?à?422 If technical safety standards promulgated by the 
industry and standardisation organisations and subsequently published in the Official Journal of the 
European Communities are met by the product, it is presumed to be in conformity.423 These 
published standards that give rise to the presumption of conformity are called harmonised 
standards.424 Although the standards are voluntary, the European Commission is dedicated to 
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ĨĂĐŝůŝƚĂƚŝŶŐ ƚŚĞƉƌŽĐĞƐƐďĞĐĂƵƐĞ à‘ƐƚĂŶĚĂƌĚƐĐĂŶ ŝŶĨůƵĞŶĐĞŵŽƐƚĂƌĞĂƐŽĨƉƵďůŝĐ ĐŽŶĐĞƌŶƐƵĐŚĂƐ ƚŚĞ
competitiveness of industry, the functioning of the Single Market, the protection of the environment 
ĂŶĚŽĨŚƵŵĂŶŚĞĂůƚŚà?à?ĂŶĚà?ƚŚĞĞŶŚĂŶĐĞŵĞŶƚŽĨŝŶŶŽǀĂƚŝŽŶà?à?425 
In the alternative, if no published standards exist, the product must conform to safety requirements 
that take into account the following: 
a) voluntary national standards transposing relevant European standards other than 
those referred to in paragraph 2;  
(b) the standards drawn up in the Member State in which the product is marketed;  
(c) Commission recommendations setting guidelines on product safety assessment;  
(d) product safety codes of good practice in force in the sector concerned;  
(e) the state of the art and technology;  
(f) reasonable consumer expectations concerning safety.426 
 
The malleable nature of the Directive and lack of specifications make it flexible and geared toward 
application in diverse circumstances.427 There is also no requirement that the product attains the 
highest safety standard possible, so just because a similar product meets higher standards does not 
mean one that does not is unsafe.428 There is also no requirement that a third party determine 
ǁŚĞƚŚĞƌƐĂĨĞƚǇƐƚĂŶĚĂƌĚƐŚĂǀĞďĞĞŶŵĞƚà?/ŶĚĞĞĚà?ŝƚŝƐĞĂĐŚŵĂŶƵĨĂĐƚƵƌĞƌĂŶĚĚŝƐƚƌŝďƵƚŽƌà?ƐŽďůŝŐĂƚŝŽŶ
to ensure their products meet the requirements.429 This, in addition to the use of guidelines devised 
by the industry, shows that this Directive employs co-regulation involving the EU, Member State, and 
private parties to maintain safety standards.430 The involvement of various parties in the regulation 
of safety standards is seen as making the regime more robust.431 
Manufacturers and distributors must monitor their products after they are introduced to the market, 
inform the consumers of the risks of the product, and if they know that a product is in violation of 
general safety standards, they must inform the relevant authorities and the consumers.432 They must 
also withdraw or recall the product depending on the situation.433 EU Decision 2019/417 provides 
guidance on the risk assessment that must be undertaken to determine what actions need to be 
taken regarding the unsafe product.434 The Decision offers guidelines on how to navigate the alert 
system Rapid Exchange of Information System (RAPEX).435 Should manufacturers or distributors 
violate the national laws pursuant to this Directive, they would be subject to penalties as provided by 
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each Member State.436 The Directive does not specify the penalties besides noting that they must be 
à‘ĞĨĨĞĐƚŝǀĞà?ƉƌŽƉŽƌƚŝŽŶĂƚĞĂŶĚĚŝƐƐƵĂƐŝǀĞà?à?437 
A major caveat that must be noted is that this Directive applies to products for consumers. Although 
ŝƚĚŽĞƐŶŽƚĚĞĨŝŶĞà‘ĐŽŶƐƵŵĞƌà?à?ŝƚ ŝƐĐůĞĂƌƵŶĚĞƌhůĂǁƚŚĂƚŽŶůǇŶĂƚƵƌĂůƉĞƌƐŽŶƐĐĂŶďĞĐŽŶƐŝĚĞƌĞĚ
consumers and those who act for business or professional purposes are not consumers.438 As a 
result, businesses that use robots for infrastructure purposes would not be considered consumers 
and would consequently not fall within the ambit of this Directive. Nonetheless, the safety measures 
offered by the Directive can serve as guidance for best practices and for legal reform in the future to 
extend the regime to the commercial setting. Furthermore, some Member States may extend 
consumer protection to legal persons or some enterprises, so it would be important to be aware of 
the national laws of the Member State in which one is considering to conduct business, as robot 
manufacturers and distributors may still have to abide by the safety standards.439 Similar to other 
products, robots would not have be risk free; they just need to meet the standards.440 Furthermore, 
this Directive is not applicable to medical devices, pharmaceutical, or food. In the realm of robotics, 
this may mean that those used for healthcare may not fall under the jurisdiction of this Directive, but 
for robots in infrastructure inspection and maintenance, this is unlikely to be a concern.441 
 
1.4.2 European Product Liability 
The Product Liability Directive 85/374/EEC came into effect in 1985. It has largely harmonised the 
central tenets of product liability laws in EU Member States since its introduction, though there are 
still diverging interpretations on the margins.442 The Directive specifies that producers, which include 
manufacturers ĂŶĚƐƵƉƉůŝĞƌƐà?ĂƌĞà‘ůŝĂďůĞĨŽƌĚĂŵĂŐĞĐĂƵƐĞĚďǇĂĚĞĨĞĐƚŝŶ ŚŝƐƉƌŽĚƵĐƚà?à?443 Similar to 
the Product Safety Directive, the protection is over consumers, which again raises the same set of 
issues discussed previously, though the product liability regime could serve as useful guidance. While 
the Product Safety Directive is preventative in nature, the Product Liability Directive seeks to create 
certainty on how to allocate liability when products do cause personal injuries, death, or property 
damage. 
 
The burden of proof is on the injured party to show that there is damage, a defect in the product, 
and that the defect caused the damage.444 The damage could include bodily injuries, death, or 
damage to property.445 dŚĞŝƌĞĐƚŝǀĞƐƚĂƚĞƐƚŚĂƚ à‘à?Ăà?ƉƌŽĚƵĐƚ ŝƐĚĞĨĞĐƚŝǀĞǁŚĞn it does not provide 
ƚŚĞ ƐĂĨĞƚǇ ǁŚŝĐŚ Ă ƉĞƌƐŽŶ ŝƐ ĞŶƚŝƚůĞĚ ƚŽ ĞǆƉĞĐƚà?, a standard that should take into account the 
following: 
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Law of the European Community (Springer 2008) 125-à?à?à?^ĞĞĂůƐŽ&ŝĚĞůŵĂtŚŝƚĞà?à‘ŝƌĞĐƚŝǀĞà?à?à?à?à?à?à?
Concerning Liability for Defective Products: Nn the name of Harmonisation, the Internal Market and Consumer 
WƌŽƚĞĐƚŝŽŶà?ŝŶWĂƵůĂ'ŝliker (ed) Research Handbook on European Tort Law (Edward Elgar 2017) 128-53. 
443
 Product Liability Directive Article 1. 
444
 Product Liability Directive Article 4. 
445
 Product Liability Directive Article 9. 
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à‘Ăà)ƚŚĞƉƌĞƐĞŶƚĂƚŝŽŶŽĨƚŚĞƉƌŽĚƵĐƚà? 
(b) the use to which it could reasonably be expected that the product would be put; 
(c) ƚŚĞƚŝŵĞǁŚĞŶƚŚĞƉƌŽĚƵĐƚǁĂƐƉƵƚŝŶƚŽĐŝƌĐƵůĂƚŝŽŶà?à?446 
 
dŚĞƐĞƌĞůĞǀĂŶƚĨĂĐƚŽƌƐƐŚŽǁƚŚĂƚà‘ƚŚĞĂƐƐĞƐƐŵĞŶƚŽĨƚŚĞĚĞĨĞĐƚŝǀĞĐŚĂƌĂĐƚĞƌŽĨĂƉƌŽĚƵĐƚŝƐĞŶƚŝƌĞůǇ
focused on ƚŚĞĐŽŶƐƵŵĞƌà?ĂŶĚŶŽƚƚŚĞŵĂŶƵĨĂĐƚƵƌĞƌŽƌƐƵƉƉůŝĞƌà?447 Nonetheless, this is an objective 
standard.448 tŝƚŚŶĞǁ ƚĞĐŚŶŽůŽŐŝĞƐ ƚŚĂƚŚĂǀĞĂƵƚŽŶŽŵŽƵƐĂŶĚŵĂĐŚŝŶĞ ůĞĂƌŶŝŶŐ ĐĂƉĂďŝůŝƚŝĞƐà? à‘the 
question of whether unpredictable deviations in the decision-making path can be treated as defectsà?
is one that will have to be answered.449 Although EU product liability is a strict liability regime, the 
foreseeability of damage is still relevant and may be used as a defence if an external cause can be 
shown by the defendant.450 It has been noted that placing the burden of proof on the consumer is 
particularly burdensome due to the possible complexity of the matter where the manufacturer 
would have superior knowledge, though discussions of amending the provision did not result in any 
changes.451 
 
Besides showing there was no damage, defect, or causation, there are six defences to liability the 
ƉƌŽĚƵĐĞƌ ĂŶĚ ƐƵƉƉůŝĞƌŵĂǇƉƌĞƐĞŶƚà?dŚĞ ƚŚƌĞĞ ƚŚĂƚĂƌĞŵŽƐƚŶŽƚĂďůĞ ĂƌĞ ƚŚĂƚ à‘ŚĞĚŝĚŶŽƚƉƵƚ ƚŚĞ
ƉƌŽĚƵĐƚ ŝŶƚŽ ĐŝƌĐƵůĂƚŝŽŶà?à?452 à‘ƚŚĞ ĚĞĨĞĐƚ ŝƐ ĚƵĞ ƚŽ ĐŽŵƉůŝĂŶĐĞof the product with mandatory 
ƌĞŐƵůĂƚŝŽŶƐŝƐƐƵĞĚďǇƚŚĞƉƵďůŝĐĂƵƚŚŽƌŝƚŝĞƐà?453 ĂŶĚà‘ƚŚĞƐƚĂƚĞŽĨƐĐŝĞŶƚŝĨŝĐĂŶĚƚĞĐŚŶŝĐĂůŬŶŽǁůĞĚŐĞĂƚ
the time when he put the product into circulation was not such as to enable the existence of the 
ĚĞĨĞĐƚ ƚŽ ďĞ ĚŝƐĐŽǀĞƌĞĚà?à?454 The last defence, known as the state of the art defence or the 
development risk defence, is one Member States could have chosen not to implement in their 
national laws per the Directive.455 Finland and Luxembourg have chosen to derogate from the 
Directive and not apply this state of the art defence, while France, Hungary, and Spain exclude the 
defence for certain products.456 
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Figure 1. EU Product Liability elements and affirmative defences 
The state of the art defence can raise issues particularly when it comes to new technologies such as 
robotics for I&M, and this is a question the EU has contemplated recently with the development of 
artificial intelligence technology. The EU notes: 
In certain cases, when digital technology products or services cause a damage, the 
allocation of liability may be complex due to their specific characteristics. In addition, 
ensuring their safety over their lifetime is important, as it can prevent or reduce 
potential damages and liability issues. It is therefore necessary to examine whether 
existing rules at EU and national level for safety and for the allocation of liability and 
the conditions, under which a victim is entitled to obtain compensation for damages 
caused by products and services stemming from emerging digital technologies, are 
appropriate and whether, for the producers and services providers, the framework 
continues to deliver an adequate level of legal certainty.457 
dŚĞ à‘ŝŶƚĞƌĚĞƉĞŶĚĞŶĐǇďĞƚǁĞĞŶ ƚŚĞĚŝĨĨĞƌĞŶƚĐŽŵƉŽŶĞŶƚƐĂŶĚ ůĂǇĞƌƐà?ŽĨŶĞǁ ƚĞĐŚŶŽůŽŐŝĞƐĂŶĚ ƚŚĞ
increasing autonomy of artificial intelligence and robots that are able to interpret their environment 
may cast doubt on the present product liability regime.458 Concepts such as product, producer, and 
damages may have to be rethought.459 /ŶĂĚĚŝƚŝŽŶà?ƋƵĞƐƚŝŽŶƐůŝŬĞà‘ǁŚĞƚŚĞƌĐŽŶĐĞƉƚƐůŝŬĞƚŚĞůŝĂďŝůŝƚǇ
ŽĨĂŐƵĂƌĚŝĂŶŽƌƐŝŵŝůĂƌĐŽŶĐĞƉƚƐĂƌĞĂƉƉƌŽƉƌŝĂƚĞƚŽƚĞĐŚŶŽůŽŐŝĞƐůŝŬĞ/à?ĂŶĚà‘ǁŚĞƚŚĞƌĂŶĚƚŽǁŚĂƚ
extent it matters for determining liability whĞƚŚĞƌ ƚŚĞ ĚĂŵĂŐĞ ĐŽƵůĚ ŚĂǀĞ ďĞĞŶ ĂǀŽŝĚĞĚ Žƌ ŶŽƚà?
would need to be tackled.460 
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Toward that end, in March 2018, the EU formed the Expert Group on Liability and New Technologies 
to investigate whether and how the current liability framework should adapt to the proliferation of 
new technologies, including robotics.461 The Expert Group is further divided into two subgroups: the 
Product Liability Directive formation and the New Technologies formation.462 The latter released a 
report in November 2019 entitled Liability for Artificial Intelligence and Other Emerging Digital 
Technologies.463 Concerning product liability, the report found that fault liability and strict liability for 
ĚĞĨĞĐƚŝǀĞƉƌŽĚƵĐƚƐƐŚŽƵůĚďŽƚŚà‘ĐŽŶƚŝŶƵĞƚŽĐŽĞǆŝƐƚà?à?&ƵƌƚŚĞƌà?ŝƚĐŽŶĐůƵĚĞĚàP 
Existing defences and statutory exceptions from strict liability may have to be 
reconsidered in the light of emerging digital technologies, in particular if these 
defences and exceptions are tailored primarily to traditional notions of control by 
humans.464  
The New Technologies Formation also found that the state of the art defence should not be 
applicable in the context of new technologies: 
The producer should be strictly liable for defects in emerging digital technologies 
even if said defects appear after the product was put into circulation, as long as the 
producer was still in control of updates to, or upgrades on, the technology. A 
development risk defence should not apply.465 
The rationale is that: 
In view of the need to share benefits and risks efficiently and fairly, the development 
risk defence, which allows the producer to avoid liability for unforeseeable defects, 
should not be available in cases where it was predictable that unforeseen 
developments might occur.466 
The experts further believe that defect should be interpreted more widely temporally for new 
technologies: 
tŚĞŶƚŚĞĚĞĨĞĐƚĐĂŵĞŝŶƚŽďĞŝŶŐĂƐĂƌĞƐƵůƚŽĨƚŚĞƉƌŽĚƵĐĞƌà?ƐŝŶƚĞƌĨĞƌĞŶĐĞǁŝƚŚƚŚĞ
product already put into circulation (by way of a software update for example), or the 
ƉƌŽĚƵĐĞƌà?Ɛ ĨĂŝůƵƌĞ ƚŽ ŝŶƚĞƌĨĞƌĞà? it should be regarded as a defect in the product for 
which the producer is liable. The point in time at which a product is placed on the 
market ƐŚŽƵůĚŶŽƚƐĞƚĂƐƚƌŝĐƚůŝŵŝƚŽŶƚŚĞƉƌŽĚƵĐĞƌà?ƐůŝĂďŝůŝƚǇĨŽƌĚĞĨĞĐƚƐǁŚĞƌĞà?ĂĨƚĞƌ
that point in time, the producer or a third party acting on behalf of the producer 
remains in charge of providing updates or digital services.467 (bold in original) 
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Finally, it recommends shifting the burden of proof in certain situations: 
If it is proven that an emerging digital technology has caused harm, the burden of 
proving defect should be reversed if there are disproportionate difficulties or costs 
pertaining to establishing the relevant level of safety or proving that this level of 
safety has not been met.468 
The report also ĐŽŶĐůƵĚĞĚ ƚŚĂƚ à‘à?ƚà?ŚĞƌĞ ƐŚŽƵůĚ ďĞ Ă ĚƵƚǇ ŽŶ ƉƌŽĚƵĐĞƌƐ ƚŽ ĞƋƵŝƉ ƚĞĐŚŶŽůŽŐǇǁŝƚŚ
ŵĞĂŶƐŽĨƌĞĐŽƌĚŝŶŐŝŶĨŽƌŵĂƚŝŽŶĂďŽƵƚƚŚĞŽƉĞƌĂƚŝŽŶŽĨƚŚĞƚĞĐŚŶŽůŽŐǇà?ƐŽƚŚĂƚƚŚĞĚĞĨĞĐƚŽƌĐĂƵƐĞŽĨ
failure could be documented.469 dŚĞůĂĐŬŽĨƐƵĐŚůŽŐƐà‘should trigger a rebuttable presumption that 
the condition of liability to be proven by the missing information is fulfilledà?à?ǁŚŝĐŚŵĞĂŶƐƚŚĂƚƚŚĞ
burden is on the designer or operator to show that no such defect or causation existed.470 While an 
amendment of the Product Liability Directive to keep up with technological advances may not occur 
for a while, in the meantime, it may be possible to create more certainty when addressing allocation 
issues with new technologies through soft law guidance, as proposed by Fairgrieve, Howells, and 
Pilgerstorfer.471 
The formation of the Expert Group shows that the EU is serious about ensuring that the liability 
regime will be adequate to address the allocation of responsibility of robotics technology should 
accidents occur. For now, enterprises manufacturing or using robots must understand and follow the 
product safety and liability frameworks. However, the rapid development in the legal realm to keep 
pace with technological advances must be monitored by enterprises to ensure that they make 
business decisions that would ensure high safety standards possible and minimise risks of liability. 
Similar to the civil liability section, the rest of this section discusses the various approaches to 
product liability in the Member States categorised by legal family approaches. 
 
Legal Approach Member States examined in report 
Common Law United Kingdom, Ireland 
French France, Italy, Spain 
German Germany, Austria 
Central European Czech Republic, Poland, Slovakia, Hungary 
Nordic Denmark 
Table 3. Product Liability Regimes in EU Member States 
 
1.4.3. Common Law Approach 
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Directive 85/374/EEC was implemented in the UK by Part I of the Consumer Protection Act 1987, 
which became effective in March 1988, and it was then amended by the Consumer Protection 
Act 1987 (Product Liability) (Modification) Order 2000 to implement the amendments in Directive 
1999/34/EC. Under the Consumer Protection Actà?ĂƉƌŽĚƵĐƚŝƐà‘ĂŶǇŐŽŽĚƐŽƌĞůĞĐƚƌŝĐŝƚǇĂŶĚàQŝŶĐůƵĚĞƐ
a product which is comprised in another product, whether by virtue of being a component part or 
ƌĂǁ ŵĂƚĞƌŝĂů Žƌ ŽƚŚĞƌǁŝƐĞà?à?472 Oliphant and Wilcox have doubts as to whether this definition of 
product would cover new technologies, including robots, and issues could arise if litigation were to 
concern such technologies.473 
The English law includes a state of the art defence, which is enshrined in section 4(1)(e). The 
defendant must show that: 
 
the state of scientific and technical knowledge at the relevant time was not such that 
a producer of products of the same description as the product in question might be 
expected to have discovered the defect if it had existed in his products while they 
were under his control.474 
 
The language deviates from that in the Directive, and it was at first unclear whether it was similar in 
scope with the defence in the Directive.475 In the Court of Justice of the EU case Commission v United 
Kingdomà? ŝƚǁĂƐ ƌƵůĞĚ ƚŚĂƚ ƚŚĞ à‘ƐĐŝĞŶƚŝĨŝĐ ĂŶĚ ƚĞĐŚŶŝĐĂů ŬŶŽǁůĞĚŐĞà? ŝŶ ƚŚĞĚĞĨĞŶĐĞĚŝĚŶŽƚ ŝŶĐůƵĚĞ
industry safety standards.476 This means that the producer claiming they followed industry standards 
such as ISO or IEEE guidelines, which did not allow for discovery of the defects while the robot was 
under its control would not be a successful defence if knowledge was otherwise available. 
/ŶĂĚĚŝƚŝŽŶà?ƚŚĞŽƉŝŶŝŽŶĨŽƵŶĚƚŚĂƚƚŚĞƚĞƐƚĨŽƌǁŚĞƚŚĞƌƚŚĞƌĞǁĂƐà‘ŬŶŽǁůĞĚŐĞà?ŝƐŽďũĞĐƚive and only 
knowledge that is accessible would count.477 In this day and age with information widely shared and 
available on the Internet, accessibility would most likely be interpreted more widely, which means 
manufacturers would have to be more careful about keeping abreast of new knowledge. 
Although redress via the Consumer Protection Act exists, there have not been a significant amount 
of cases using this cause of action and litigation instead have focused on tort or contract law.478 
Proving liability of robots using the Consumer Protection Act may be difficult, as the Department of 
Transport noted in The Pathway to Driverless Cars: A Detailed Review of Regulations for Automated 
Vehicle Technologies that the existing liability regime would be difficult for claimants to navigate 
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because of the complex technology and the need for experts to establish causation and the state of 
the art.479 
In Ireland, the Directive was implemented in national law by the Liability for Defective Products Act, 
1991. It also includes ƚŚĞ ƐƚĂƚĞ ŽĨ ƚŚĞ Ăƌƚ ĚĞĨĞŶĐĞà?ǁŚŝĐŚ ƐƚĂƚĞƐàP à‘ƚŚĂƚ ƚŚĞ ƐƚĂƚĞ ŽĨƐĐŝĞŶƚŝĨŝĐ ĂŶĚ
technical knowledge at the time when he put the product into circulation was not such as to enable 
ƚŚĞĞǆŝƐƚĞŶĐĞŽĨƚŚĞĚĞĨĞĐƚƚŽďĞĚŝƐĐŽǀĞƌĞĚà?à?480 This is identical to the language in the EU Directive. 
ĐĐŽƌĚŝŶŐƚŽƚŚĞĐƚà?à‘ĂƉƌŽĚƵĐƚŝƐĚĞĨĞĐƚŝǀĞŝĨŝƚĨĂŝůƐƚŽƉƌŽǀŝĚĞƚŚĞƐĂĨĞƚǇǁŚŝĐŚĂƉĞƌƐŽŶŝƐĞŶƚŝƚůĞĚ
to expect, taking all circumstances into account, includingà? (a) the presentation of the product, (b) 
the use to which it could reasonably be expected that the product would be put, and (c) the time 
ǁŚĞŶ ƚŚĞƉƌŽĚƵĐƚǁĂƐƉƵƚ ŝŶƚŽĐŝƌĐƵůĂƚŝŽŶà?à?481 Again, this language follows the Directive. As noted 
previously, as the Irish courts follow the case law in the United Kingdom, product liability law in 
Ireland is very similar to its UK counterpart. 
 
1.4.4 French Approach 
 
The Romance legal traditions include France, Spain, and Italy, with legal systems modelled after the 
French Civil Code.482 Italian tort law, however, has also been influenced by German law.483 tŚŝůĞà‘ƚŽƌƚ
ůŝĂďŝůŝƚǇǁĂƐ ƚƌĂĚŝƚŝŽŶĂůůǇ ƐĞĞŶĂƐ Ă ƐĂŶĐƚŝŽŶĂŐĂŝŶƐƚĂ ƌĞƉƌŽĂĐŚĂďůĞ à?ŝůůŝĐŝƚà) ĐŽŶĚƵĐƚà?à? ĐŽŵƉĞŶƐĂƚŝŶŐ
the victim is now seen as the main goal.484 
In France, the Product Liability Directive was implemented in domestic law relatively late due to the 
development risk defence.485 It was finally inserted into the Civil Code in 1998 after much debate, 
and some saw the development risk defence as a step back in French consumer protection.486 The 
implementation contained several departures from the EU Directive offering greater protection, but 
they were subsequently amended due to ECJ judgments.487 Today, the product liability law in France 
ŝƐ à‘ĞǆĂĐƚůǇ ƚŚĞ ƐĂŵĞĂƐ ƚŚĞŝƌĞĐƚŝǀĞà?Ɛà? ƐĂǀĞ ĨŽƌ ƚŚĞ section on recoverable damages.488 It has also 
garnered general acceptance, with several hundred cases invoking the cause of action each 
year.489The claimant has the burden of proof for defect, damages, and causation.490 Like the 
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Directive, French law does not offer guidance on the specifics of causation between the defect and 
ĚĂŵĂŐĞà?ĂŶĚĐĂƐĞůĂǁŚĂƐŽŶůǇƌĞƋƵŝƌĞĚƚŚĂƚƚŚĞĐĂƵƐĂƚŝŽŶďĞà‘ĐĞƌƚĂŝŶĂŶĚĚŝƌĞĐƚà?à?491 
In Spain, the Product Liability Directive was implemented in 1994 by the Product Liability Act 
22/1994.1.492 The Spanish law includes the development risk defence but excludes its application for 
à‘ĨŽŽĚà? ĨŽŽĚƐƚƵĨĨƐ ĂŶĚ ŵĞĚŝĐŝŶĞƐ ŝŶƚĞŶĚĞĚ ĨŽƌ ŚƵŵĂŶ ĐŽŶƐƵŵƉƚŝŽŶà?à?493 The Spanish law is not 
exclusive to the protection of consumers.494 
In Italy, the Product Liability Directive was first implemented in Presidential Decree 224/88 then 
incorporated into the Consumer Code in 2005. The development risk defence is available under 
Italian law.495 While this defence may absolve the producer of liability in case of defects, it may still 
be liable for penalties per safety provisions in legislation.496 While Italian law should be able to 
accommodate new technologies such as robotics, Comandé notes that several questions need to be 
further explored: 
 
(i) the actual scope of the development risk defence; (ii) the possible interplay 
between product safety regulations and the Product Liability Directive; and (iii) a 
potential reading of such rules in light of the precautionary principle due to the 
uncertainties related to new technologies employed in production.497 
 
In general, product liability laws in these Member States do not differ significantly from the Product 
Liability Directive. They face the same questions as the Directive as to whether they could be applied 
to new technologies such as robots. Scholars generally agree that the general framework should still 
be applicable but important questions need to be answered to create more certainty. 
 
1.4.5 German Approach 
 
While the major aim of tort law is compensation, one of the other major aims of tort law in the 
'ĞƌŵĂŶůĞŐĂůĨĂŵŝůǇŝƐƚŚĞƉƌĞǀĞŶƚŝŽŶŽĨĚĂŵĂŐĞƐà?ĂƐƚŚĞƚŚƌĞĂƚŽĨà‘ůŝĂďŝůŝƚǇĐƌĞĂƚĞƐĂŶŝŶĐĞŶƚŝǀĞƚŽ
ĂĐƚĐĂƌĞĨƵůůǇĂŶĚƚŽĂǀŽŝĚĚĂŵĂŐĞƐà?à?498 Punishment of the wrongdoer is not an aim, as shown by the 
lack of punitive damages.499 
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In Austria, the product liability law following the Product Liability Directive has been accepted as the 
dominant and accepted cause of action for product liability cases, with over 100 cases being decided 
by the Austrian Supreme Court.500 The Austrian product liability law tracks the Product Liability 
ŝƌĞĐƚŝǀĞĨŽƌƚŚĞŵŽƐƚƉĂƌƚà?WƌŽĚƵĐƚŝƐĚĞĨŝŶĞĚĂƐà‘ĂŶǇŵŽǀĂďůĞƚĂŶŐŝďůĞƉƌŽƉĞƌƚǇà?ƵŶĚĞƌà?à?W,'à?dŚĞ
law defines defect as: 
 
(1) A product shall be deemed defective if it does not provide the safety which, taking 
all circumstances into account, may be reasonably expected, in particular with 
respect to: 1. the presentation of the product, 2. the use to which it can reasonably 
be expected that the product would be put, 3. the time when the product was put 
into circulation. (2) A product shall not be considered defective for the sole reason 
that an improved product was subsequently put into circulation.501 
 
While the Product Liability Directive does not offer guidance on the meaning of putting into market, 
Austrian law seeks to fill the gap: 
 
A product shall be deemed put into circulation as soon as the entrepreneur àW 
irrespective of the title àW has transferred it to another person into the lattĞƌà?ƐƉŽǁĞƌ
ŽĨĚŝƐƉŽƐŝƚŝŽŶŽƌĨŽƌƚŚĞůĂƚƚĞƌà?ƐƵƐĞà?ŝƐƉĂƚĐŚŝŶŐƚŚĞƉƌŽĚƵĐƚƚŽƚŚĞĐƵƐƚŽŵĞƌƐŚĂůůďĞ
deemed sufficient.502 
Furthermore, internal use of a product by the producer is also seen as being put into circulation in 
Austria, as even though the party is the same, it is playing a different role.503 Consistent with Austrian 
tort law principles, causation between the damage and the defect must be shown by both factual 
(conditio sine qua non) and legal causation (adequacy of causation).504 
As for defences to liability, Austria chose to include the development risk defence. The state of the 
ƚĞĐŚŶŽůŽŐǇŝƐƐĞĞŶĂƐà‘ƚŚĞŚŝŐŚĞƐƚŝŵĂŐŝŶĂďůĞƐƚĂŶĚĂƌĚŽĨĐŽŶĚƵĐƚà?ĚĞƚĞƌŵŝŶĞĚďǇƚŚĞƚŽƚĂůŝƚǇŽĨĂŶǇ
ĞǆƉĞƌƚŝƐĞĂǀĂŝůĂďůĞŝŶƐĐŝĞŶĐĞĂŶĚƚĞĐŚŶŽůŽŐǇà?à?505 
The German acceptance of the product liability law has not been as widespread as in Austria.506 In 
Germany, instead of implementing the EU Directive into the existing Civil Code, it was enacted as a 
separate law.507 The German law tracks closely with the Directive, and one of the reasons is that 
à‘'ĞƌŵĂŶůĂǁĐŽŶƐŝĚĞƌĂďůǇŝŶĨůƵĞŶĐĞĚƚŚĞŝƌĞĐƚŝǀĞà?à?508 The law applies whether a product is put into 
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circulation for commercial or non-commercial purposes, so the law is not restricted to protecting 
consumers.509 
German law implements the risk development defence, though the standard appears to be slightly 
ĚŝĨĨĞƌĞŶƚĨƌŽŵŽƚŚĞƌũƵƌŝƐĚŝĐƚŝŽŶƐà?dŚĞà‘ŬŶŽǁůĞĚŐĞŵƵƐƚďĞŵŽƌĞŽƌůĞƐƐĐĞƌƚĂŝŶĂŶĚĂĐĐĞƉƚĞĚďǇƚŚĞ
ƌĞƐƉĞĐƚŝǀĞĐŽŵŵƵŶŝƚǇŽĨƐĐŝĞŶƚŝƐƚƐĂŶĚƚĞĐŚŶŝĐŝĂŶƐà?ĂŶĚà‘ŝƚŝƐŶĞĐĞƐƐĂƌǇƚŚĂƚĂƌĞĂůĂůƚĞƌŶĂƚŝǀĞ already 
exists that has been successfully tested and shown to be better than the present product, and that it 
ĐĂŶďĞƉƌŽĚƵĐĞĚǁŝƚŚƌĞĂƐŽŶĂďůĞŵĞĂŶƐĂŶĚĞĨĨŽƌƚƐà?à?510 It is not enough that the knowledge exists 
and is available, but it has to have garnered acceptance and be shown to be replicable. This may 
make the scope of the defence broader than other jurisdictions that do not explicitly have the latter 
requirement. The defence not only includes construction defects, but it also includes instruction 
defects ǁŚĞƌĞ ƚŚĞƉƌŽĚƵĐĞƌ à‘ĚŝĚŶŽƚǁĂƌŶĂŐĂŝŶƐƚĚĂŶŐĞƌƐǁŚŝĐŚǁĞƌĞŶŽƚŬŶŽǁŶĂƚ ƚŚĞ ƚŝŵĞƚŚĞ
ƉƌŽĚƵĐƚĂŶĚƚŚĞŝŶƐƚƌƵĐƚŝŽŶǁĞƌĞƉƵƚŝŶƚŽĐŝƌĐƵůĂƚŝŽŶà?à?511 
The German product liability law is seen to be capable of being applied to new technologies so long 
as it is not interpreted restrictively, as it has shown to be able to adapt to new trends.512 The fact 
that it is a separate law is also seen as an advantage for easier amendments.513 
 
1.4.6 Central European Approach 
 
The EU Directive was implemented into the Polish Civil Code by the Act of 2 March 2000 on the 
protection of certain consumer rights, on product liability and the amendment of the Civil Code. 
Consistent with the Directive, the claimant must show defect, damage, and causation to support a 
ƉƌŽĚƵĐƚ ůŝĂďŝůŝƚǇ ĐůĂŝŵà? /ŶƐƚĞĂĚ ŽĨ ƵƐŝŶŐ ƚŚĞ ƚĞƌŵ à‘ĚĞĨĞĐƚŝǀĞ ƉƌŽĚƵĐƚà?à? ƚŚĞ ŝǀŝů ŽĚĞ ƵƐĞƐ à‘ƵŶƐĂĨĞ
à?ĚĂŶŐĞƌŽƵƐà) ƉƌŽĚƵĐƚà?à?514 The rationale was to distinguish product liability from breach of 
warranties.515 Despite the different wording, the definition is consistent with the Directive.516 As for 
causation, there is a two-ƉƌŽŶŐƚĞƐƚàPà‘ƚŚĞĐĂƵƐĂůůŝŶŬďĞƚǁĞĞŶƚŚĞŵĂƌŬĞƚŝŶŐŽĨƚŚĞƉƌŽĚƵĐƚĂŶĚƚŚĞ
creation of the risk of damage, and then the causal link between the realisation of that risk and the 
ĚĂŵĂŐĞ ŝŶĨůŝĐƚĞĚ ďǇ ƚŚĞ ĐůĂŝŵĂŶƚà?à?517 The state of the art defence is available in the Civil Code.518 
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Another affirmative defence is that the defect was not revealed when put into the market, but the 
claimant can overcome this defence by showing that the defect was inherent.519 
While the Directive is meant to protect consumers, Polish law allows for the same regime to apply to 
commercial parties and in commercial transactions.520 However, as with the Directive, the product 
liability regime is not applicable to legal persons.521 
In the Czech Republic, Act No 59/1998 Sb on Product Liability implemented the EU Directive into 
national law. It is a separate law distinct from the Civil Code.522 Article 4 of the Directive spelling out 
the elements of defect, damage, and causation was not implemented, but these elements are 
derived from general tort law.523 /Ŷ ƚĞƌŵƐ ŽĨ ĐĂƵƐĂƚŝŽŶà? à‘à?ƚà?ŚĞ ĐƵƌƌĞŶƚ ĂƉƉƌŽĂĐŚ ŝƐ ďĂƐĞĚ ŽŶƚŚĞ
conditio sine qua non ƌƵůĞĂŶĚŽŶĂĚŽĐƚƌŝŶĞŽĨĂĚĞƋƵĂĐǇà?à?524 dŚĞĨŽƌŵĞƌƌĞĨĞƌƐƚŽ à‘à?Ăà?ŶĂĐƚŝǀŝƚǇŽƌ
ĐŽŶĚƵĐƚàQŝƐĂĐĂƵƐĞŽĨƚŚĞǀŝĐƚŝŵà?ƐĚĂŵĂŐĞŝĨà?ŝŶƚŚĞĂďƐĞŶĐĞŽĨƚŚĞĂĐƚŝǀŝƚǇà?ƚŚĞĚĂŵĂŐĞǁŽƵůĚŶŽƚ
ŚĂǀĞ ŽĐĐƵƌƌĞĚà?à?525 dŚĞ ůĂƚƚĞƌŵĞĂŶƐ ƚŚĂƚ à‘ƚŚĞ ĚĂŵĂŐĞŵƵƐƚ ŚĂǀĞ ďĞĞŶ ĨŽƌĞƐĞĞĂďůĞ ĂŶĚŵƵƐƚ ŶŽƚ
ŚĂǀĞďĞĞŶƚŽŽƌĞŵŽƚĞà?à?526 The state of the art defence is also available.527 Tichý asserts that because 
the definition of product is so vague in Czech law, it would be able to accommodate new 
technologies.528 As such, the current regime should be able to be applied to robotics technology. 
In Slovakia, on the other hand, the Directive ǁĂƐ à‘ƚƌĂŶƐƉŽƐĞĚ ǁŽƌĚ ĨŽƌ ǁŽƌĚà?à? ǁith only slight 
deviations in the notion of product.529 It was enacted as a separate Act No. 294/1999 rather than 
incorporated into the Civil code.530 This was also the case in Hungary, where the Directive was 
implemented by Act No. X/1993, which was subsequently amended by Act No. XXXVI/2002 to track 
the amendments to the Directive.531 
In both Poland and the Czech Republic, it appears that there are deviations from the Directive when 
implementing them into the domestic laws. There are no explicit provisions limiting their 
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applicability to consumer protection, so the product liability regimes would likely also apply to 
commercial parties who are purchasers of robots used for infrastructure maintenance and 
inspection. The state of the art defence is available to the producer in all the Member States in this 
section, which, like in the UK, means that litigation could be highly complex when they involve 
robotics technology. 
 
1.4.7 Nordic Approach 
 
In general, Scandinavian countries see tort law as a preventative mechanism and position the state 
as the institution that should cover the costs of personal injuries.532 The Danish Product Liability Act 
came into effect in 1989 and coexists with previous case law.533 Todayà? à‘both the court-developed 
ƉƌŝŶĐŝƉůĞƐ à?W>à) ĂŶĚ ƚŚĞ ƌƵůĞƐ ŽĨ ƚŚĞ W> ĂƉƉůǇ ƚŽ ƉĞƌƐŽŶĂů ŝŶũƵƌǇ ĂŶĚ ĚĂŵĂŐĞ ƚŽ ĐŽŶƐƵŵĞƌƐà?
property whereas only the court-developed principles apply to damage to non-consumer 
propertyà?à?534 
The court-developed principles operate on a fault basis, in contrast with the strict liability regime of 
the product liability law.535 ĂŶŝƐŚ ĐŽƵƌƚƐ à‘ŽĨƚĞŶ ĂƐƐƵŵĞ ĐĂƵƐĂƚŝŽŶŽŶĐĞ ƚŚĞ ƉůĂŝŶƚŝĨĨ ŚĂƐƉƌŽǀĞŶ Ă
violation of safety rules or cleaƌŶĞŐůŝŐĞŶĐĞà?à?536 The state of the art defence is incorporated in the law 
without changes from the Directive.537 
 
Product liability cases are rare in Denmark. Holle notes: 
 
The most likely reason for this is that products on the Danish market are generally 
relatively safe, because product safety tends to be more a question of preventing 
than curing. Thus, there are detailed obligations that producers and suppliers must 
comply with before products can be put onto the market. In addition, the relevant 
authorities generally seem to be rather active enforcing rules on safety, both before 
and after products are put into circulation.538 
 
Holle also argues that the current regime should be able to accommodate new technologies even if 
the question of what constitutes a product would have to be evaluated, but such a development 
should occur above the national level.539 
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2 Robots for M&I: Related Works and 
Conceptual Overview 
 
The European Union has been very active in fostering the development of artificial intelligence in the 
past few years. The EU Declaration on Cooperation on Artificial Intelligence was signed in April 2018. 
dŚĞDĞŵďĞƌ^ƚĂƚĞƐĂŐƌĞĞĚƚŽǁŽƌŬƚŽǁĂƌĚà‘ĂĐŽŵƉƌĞŚensive and integrated European approach on 
AI and, where needed, review and modernise national policies to ensure that the opportunities 
ĂƌŝƐŝŶŐ ĨƌŽŵ / ĂƌĞ ƐĞŝǌĞĚ ĂŶĚ ƚŚĞ ĞŵĞƌŐŝŶŐ ĐŚĂůůĞŶŐĞƐ ĂĚĚƌĞƐƐĞĚà?à?540 Specifically, the signatories 
agree to cooperate on à‘à?Ğà?ŶƐƵƌŝŶŐ ĂŶ ĂĚĞƋƵĂƚĞ ůĞŐĂů ĂŶĚ ĞƚŚŝĐĂů ĨƌĂŵĞǁŽƌŬà? ďƵŝůĚŝŶŐ ŽŶ h
fundamental rights and values, including privacy and protection of personal data, as well as 
ƉƌŝŶĐŝƉůĞƐ ƐƵĐŚ ĂƐ ƚƌĂŶƐƉĂƌĞŶĐǇ ĂŶĚ ĂĐĐŽƵŶƚĂďŝůŝƚǇà?à?541 The Declaration, a non-binding instrument, 
has been signed by all EU Member States and Norway.542 
The European Commission organised a workshop in January 2018 with the European Association for 
Artificial Intelligence that resulted in a report entitled The European AI Landscape that included 
country reports from Member States on the AI ecosystem.543 Communication on AI: Artificial 
Intelligence for Europe and Coordinated Plan on the Development and Use of Artificial Intelligence 
Made in Europe were both published by the European Commission in 2018. The former was a 
ƌĞƐƉŽŶƐĞƚŽƚŚĞƵƌŽƉĞĂŶŽƵŶĐŝůà?ƐŝŶǀŝƚĂƚŝŽŶƚŽĚƌĂĨƚà‘ĂƵƌŽƉĞĂŶĂƉƉƌŽĂĐŚƚŽĂƌƚŝĨŝĐŝĂůŝŶƚĞůůŝŐĞŶĐĞà?
ĂŶĚĐĂůůƐ ĨŽƌĂ à‘ĐŽŽƌĚŝŶĂƚĞĚĂƉƉƌŽĂĐŚ ƚŽŵĂŬĞ ƚŚĞŵŽƐƚŽĨ ƚŚĞŽƉƉŽƌƚƵŶŝƚŝĞƐŽĨĨĞƌĞĚďǇ/ĂŶĚ ƚŽ
address the new challenges that it bringsà?à?544 dŚĞ ůĂƚƚĞƌà?Ɛ ŐŽĂůƐ ĂƌĞ à‘ƚŽ ŵĂǆŝŵŝƐĞ ƚŚĞ ŝŵƉĂĐƚ ŽĨ
investments at EU and national levels, encourage synergies and cooperation across the EU, including 
ŽŶ ĞƚŚŝĐƐà? ĨŽƐƚĞƌ ƚŚĞ ĞǆĐŚĂŶŐĞ ŽĨ ďĞƐƚ ƉƌĂĐƚŝĐĞƐ ĂŶĚ ĐŽůůĞĐƚŝǀĞůǇ ĚĞĨŝŶĞ ƚŚĞ ǁĂǇ ĨŽƌǁĂƌĚà?à?545 It 
encourages Member States to formulate national artificial intelligence strategies and designates the 
Member Statesà? Group on Digitising European Industry and Artificial Intelligence as the entity to 
coordinate amongst the Member States and other stakeholders.546 The European Commission also 
released Building Trust in Human-Centric Artificial Intelligence in April 2019.547 
European Commission President Ursula Gertrud von der Leyen who started her term on 1 December 
à?à?à?à?ƉƵƚĂƌƚŝĨŝĐŝĂůŝŶƚĞůůŝŐĞŶĐĞĂƐŽŶĞŚĞƌƚŽƉĂŐĞŶĚĂŝƚĞŵƐĂŶĚǀŽǁĞĚƚŽà‘ƉƵƚĨŽƌǁĂƌĚůĞŐŝƐůĂƚŝŽŶĨŽƌ
Ă ĐŽŽƌĚŝŶĂƚĞĚ ƵƌŽƉĞĂŶ ĂƉƉƌŽĂĐŚŽŶ ƚŚĞ ŚƵŵĂŶ ĂŶĚ ĞƚŚŝĐĂů ŝŵƉůŝĐĂƚŝŽŶƐ ŽĨƌƚŝĨŝĐŝĂů /ŶƚĞůůŝŐĞŶĐĞà?
within her first 100 days in office.548 
The High-Level Expert Group on Artificial Intelligence formed by the European Commission and 
comprising experts from academia, civil society, and industry, released three reports in 2019. Ethics 
Guidelines for Trustworthy AI, published in April 2019, provides a framework for trustworthy AI, 
which should be lawful, ethical, and robust.549 Concurrently, it also released the A Definition of AI: 
Main Capabilities and Disciplines, which proposes a definition of artificial intelligence: 
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Artificial intelligence (AI) systems are software (and possibly also hardware) systems 
designed by humans3 that, given a complex goal, act in the physical or digital 
dimension by perceiving their environment through data acquisition, interpreting the 
collected structured or unstructured data, reasoning on the knowledge, or processing 
the information, derived from this data and deciding the best action(s) to take to 
achieve the given goal. AI systems can either use symbolic rules or learn a numeric 
model, and they can also adapt their behaviour by analysing how the environment is 
affected by their previous actions.  
As a scientific discipline, AI includes several approaches and techniques, such as 
machine learning (of which deep learning and reinforcement learning are specific 
examples), machine reasoning (which includes planning, scheduling, knowledge 
representation and reasoning, search, and optimization), and robotics (which 
includes control, perception, sensors and actuators, as well as the integration of all 
other techniques into cyber-physical systems).550 
In June 2019, the High-Level Expert Group also released the Policy and Investment Recommendations 
for Trustworthy AI ĐŽŶƚĂŝŶŝŶŐ à‘à?à? ƌĞĐŽŵŵĞŶĚĂƚŝŽŶƐ ƚŚĂƚ ĐĂŶ ŐƵŝĚĞ dƌƵƐƚǁŽƌƚŚǇ / ƚŽǁĂƌĚƐ
sustainability, growth and competitiveness, as well as inclusion àW while empowering, benefiting and 
ƉƌŽƚĞĐƚŝŶŐŚƵŵĂŶďĞŝŶŐƐà?à?551 A second group created by the European Commission is the European 
AI Alliance. An online platform, membership is open to all and it allows interested parties to engage 
in discussions with each other and to communicate with the High-Level Expert Group.552 
For artificial intelligence to function, algorithms are key. Toward that end, the European Commission 
ŝƐ ĐŽŶĚƵĐƚŝŶŐ Ă ƐƚƵĚǇ ŽŶ ĂůŐŽƌŝƚŚŵŝĐ ƚƌĂŶƐƉĂƌĞŶĐǇà? ǁŚŝĐŚŝƐ à‘ĂŶ ŝŵƉŽƌƚĂŶƚ ƐĂĨĞŐƵĂƌĚ ĨŽƌ
accountability and fairness in decision-ŵĂŬŝŶŐà?à?553  
In addition, Opinion on AI: Artificial Intelligence  W The Consequences of Artificial Intelligence on the 
(Digital) Single Market, Production, Consumption, Employment and Society was published by the 
European Economic and Social Committee in August 2017 and Artificial Intelligence, Robotics and 
 ?ƵƚŽŶŽŵŽƵƐ ^ǇƐƚĞŵƐ ?was released by the European Group on Ethics in Science and New 
Technologies in March 2018, both of which raise important issues related to the development and 
use of artificial intelligence, including ethics, privacy, and accountability.554 
On robotics specifically, the European Parliament passed a resolution on Civil Law Rules on Robotics 
on 16 February 2017 informed by the results of the RoboLaw Project. It requested the Commission to 
propose definitions of smart robots and autonomous systems, foster scientific research, study 
necessary legal reform guided by ethical principles, coordinate cooperation amongst Member States, 
and work on safety standards for safety and security.555 
dŚĞ ƵƌŽƉĞĂŶ WĂƌůŝĂŵĞŶƚà?Ɛ >ĞŐĂů ĨĨĂŝƌƐ ŽŵŵŝƚƚĞĞ ĂůƐŽ ĐŽŵŵŝƐƐŝŽŶĞĚ Ă ƌĞƉŽƌƚ ŝŶ à?à?à?à? ĞŶƚŝƚůĞĚ
European Civil Law Rules in Robotics. The report analysed the definitions of robots, their possible 
consciousness, liability issues arising from their use, and an ethical framework for robotics.556 This 
report took the approach that artificial intelligence is a key component of robotics technology.557 
Liability issues of artificial intelligence was also addressed by the November 2019 report on Liability 
for Artificial Intelligence and Other Emerging Technologies drafted by the Expert Group on Liability 
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and New Technologies àW New Technologies Formation.558 The report discusses current civil liability 
regimes and the challenges that may be faced when attempting to apply them to new technologies. 
It is in this context that the current report addresses the issues of safety, regulation, and liability of 
robotics technology for infrastructure inspection and maintenance. It should be noted that this 
report focuses on robots that operate in the air, on land, and in the waters because of the general 
availability of safety and legal regulations concerning these types of technology. Other types of 
robots that are not aerial drones, autonomous vehicles or autonomous vessels/submersibles, 
including crawlers and manipulator arms, are also used for infrastructure inspection and 
maintenance. If the particular robots fall under the definitions of the systems focused in this report, 
the safety and legal regulations would also apply. Otherwise, there may be gaps in the regime that 
need to be filled. As for liability issues, the fault-based, strict liability, and product liability regimes 
would all be applicable to robotics technology so long as the elements of the laws are met. 
2.1 Unmanned Aircraft Systems 
Aerial drone terminology, much like the technology, is varied and has changed throughout the years. 
Remotely Piloted Vehicle was the term used in the 1960s, but it is now rarely used.559 Other terms 
include unmanned aircraft, remotely piloted aviation systems, remotely piloted aircraft systems, 
unmanned drones, autonomous drones, and unmanned aerial vehicles (UAV).560 The European Union 
uses the term unmanned aircraft systems (UAS) to include both the UAV and the remote controlling 
equipment.561 
Though usage of drones in everyday life has been a relatively recent development, language in the 
Paris Convention of 1919,562 which was then incorporated into the Convention on International Civil 
Aviation (also known as the Chicago Convention) that was signed in 1944, refers to the flying of 
aircraft without pilots. Today, all United Nations states are signatories of the Chicago Convention; 
consequently, all European Union Member States are bound by the Convention.563 Article 8 of the 
ŽŶǀĞŶƚŝŽŶĨŽƌďŝĚƐĂŶà‘ĂŝƌĐƌĂĨƚĐĂƉĂďůĞŽĨďĞŝŶŐĨůŽǁŶǁŝƚŚŽƵƚĂƉŝůŽƚà?ĨƌŽŵŽƉĞƌĂƚŝŶŐǁŝƚŚŽƵƚƐƚĂƚĞ
authorisation and requires states to take necessary safety measures to prevent accidents resulting 
from pilotless aircraft. Remote control aircraft, which were developed and used for World War I, 
were the original intended targets of this provision.564 Military drones gained widespread usage in 
World War II and the Vietnam War, but civilian use of drones did not start to emerge until much later 
as a result of advancements in sensory and communication equipment, GPS technology, and 
computer processing power.565 While fully autonomous drones that require no human supervision 
are being developed, they are not currently in commercial use.566 If and when they are widely 
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deployed, it is still likely a human pilot would act as a supervisor to ensure the drone is functioning 
properly. Consequently, because drones are currently semi-autonomous at best, the existence of a 
remote pilot is necessary, a fact reflected in the regulatory measures. Non-autonomous drones 
ŽƉĞƌĂƚĞà‘ŽŶƚŚĞďĂƐŝƐŽĨŝŶƚĞƌƉƌĞƚĂƚŝŽŶŽĨĚĂƚĂĐŽůůĞĐƚĞĚǀŝĂĂŶŽŶ-board camera, radar, satellite or 
ŽƚŚĞƌŵĞĂŶƐà?à?ǁŚĞƌĞĂƐĂƵƚŽŶŽŵŽƵƐĚƌŽŶĞƐà‘ŽŶƚŚĞďĂƐŝƐŽĨƉƌĞƉƌŽŐƌĂŵŵĞĚŝŶƐƚƌƵĐƚŝŽŶƐŽƌĂƌƚŝĨŝĐŝĂů
intelligence, processing data collected from on-board sensors and from other sources (e.g. radar or 
ƐĂƚĞůůŝƚĞƚƌĂĐŬŝŶŐà)à?à?567 
2.1.1 Standardisation, Assurance and Certification 
 
This section aims to provide existing safety practitioners with a high-level introduction to the 
application of safety and risk management processes to unmanned aircraft systems to reduce the 
complexity of the open challenges problem of UAS operations where the safety model requires more 
than a solid safety case.  
As UAS software-intensive systems become more pervasive and critical, more and more new safety 
solutions are being developed to solve the UAS open challenges. Safety criteria are a set of high-level 
goals to define the minimum behavioural properties which must be fulfilled to enforce the safety 
context. Safety criteria are divided into two categories: qualitative and quantitative, based on ISO 
2018 safety criteria are term of references used to determine whether a specified level of risk is 
acceptable or tolerable. Authors in568 summarised examples of both categories of safety criteria 
specification which will be presented in the following table. 
 
Safety statement from standard or regulation (Unmanned aircraft 
system) 
Page in 
Original 
document  
Source 
à“dŚĞƉƌŝŶĐŝƉĂůŽďũĞĐƚŝǀĞŽĨƚŚĞĂǀŝĂƚŝŽŶƌĞŐƵůĂƚŝŽŶĨƌĂŵĞǁŽƌŬ ŝƐƚŽ
achieve and maintain the highest possible uniform level of safety. 
In the case of UAS, this means ensuring the safety of any other 
airspace user as well as the safety of persons and property on the 
ŐƌŽƵŶĚà?à?àQǁŝůůƉƌŽǀŝĚĞà?ĂƚĂŵŝŶŝŵƵŵà?ĂŶĞƋƵŝǀĂůĞŶƚůĞǀĞůŽĨƐĂĨĞƚǇ
for the integration of UAS into non-segregated airspace and at 
ĂĞƌŽĚƌŽŵĞƐà?à?à“dŚĞŝŶƚƌŽĚƵĐƚŝŽŶŽĨZWà?ƌĞŵŽƚĞůǇƉŝůŽƚĞĚĂŝƌĐƌĂĨƚà?
must not increase the risk to other aircraft or third parties and 
ƐŚŽƵůĚŶŽƚƉƌĞǀĞŶƚŽƌƌĞƐƚƌŝĐƚĂĐĐĞƐƐƚŽĂŝƌƐƉĂĐĞà?à?569 
P.4 and P.17 ICAO circular 
(ICAO 2011) 
à“hs ŽƉĞƌĂƚŝŽŶƐ ƐŚŽƵůĚ ďĞ ĂƐ ƐĂĨĞ ĂƐŵĂŶŶĞĚaircraft insofar as P.11 and P.18 CASA 
                                                          
567
 <ƌŝƐƚŝĂŶĞƌŶĂƵǁà‘ƌŽŶĞƐàPdŚĞŵĞƌŐŝŶŐƌĂŽĨhŶŵĂŶŶĞĚŝǀŝůǀŝĂƚŝŽŶà?à?à?à? 
568
 Clothier, R. A., & Walker, R. A. (2015). Safety risk management of unmanned aircraft systems. Handbook of 
unmanned aerial vehicles, 2229-2275. 
569
 Circular, I. C. A. O. (2011). 328, Unmanned Aircraft Systems (UAS). Montreal, Canada: International Civil 
Aviation Organization (ICAO). 
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they should not present or create a hazard to persons or property 
in the air or on the ground greater than that created by manned 
ĂŝƌĐƌĂĨƚ ŽĨ ĞƋƵŝǀĂůĞŶƚ ĐůĂƐƐ Žƌ ĐĂƚĞŐŽƌǇà?à? à“tŚĞŶ ĐŽŶƐŝĚĞƌŝŶŐ Ă
request for approval to conduct a particular operation with a UAV, 
CASA must ensure that the operation of the UAV will pose no 
greater threat to the safety of air navigation than that posed by a 
similar operation involving a manned aircraft. This characteristic 
ŵĂǇďĞƚĞƌŵĞĚà‘ĂĐĐĞƉƚĂďůĞà?à?à?570 
advisory 
circular 
(CASA 2002) 
à“àQh^ŽƉĞƌĂƚŝŽŶƐŵƵƐƚďĞ ĂƐ ƐĂĨĞ ĂƐŵĂŶŶĞĚ ĂŝƌĐƌĂĨƚ ŝŶƐŽĨĂƌĂƐ
they must not present or create a greater hazard to persons, 
property, vehicles or vessels, whilst in the air or on the ground, 
than that attributable to the operations of manned aircraft of 
ĞƋƵŝǀĂůĞŶƚĐůĂƐƐŽƌĐĂƚĞŐŽƌǇà?à?571 
Section 1, 
Chapter 1, p.1 
CAA-UK 
Guidance 
material 
à“Đŝǀŝůh^ŵƵƐƚŶŽƚŝŶĐƌĞĂƐĞƚŚĞƌŝƐŬƚŽƉĞŽƉůĞŽƌƉƌŽƉĞƌƚǇŽŶƚŚĞ
ŐƌŽƵŶĚĐŽŵƉĂƌĞĚǁŝƚŚŵĂŶŶĞĚĂŝƌĐƌĂĨƚŽĨĞƋƵŝǀĂůĞŶƚĐĂƚĞŐŽƌǇà?à?572 
P.4 EASA Policy 
statement   
à“ŶĂďůĞƚŚĞŽƉĞƌĂƚŝŽŶŽĨƐŵĂůůh^ďǇŵŝƚŝŐĂƚŝŶŐà?ƚŽĂŶĂĐĐĞƉƚĂďůĞ
level of risk, the hazards posed to manned aircraft and other 
airborne objects operating in the National Airspace System (NAS) as 
well as the public on the suƌĨĂĐĞà?à?à“ŶǇƐh^ŵĂǇďĞŽƉĞƌĂƚĞĚŝŶ
such a manner that the associated risk of harm to persons and 
property not participating in the operation is expected to be less 
than acceptable threshold value(s) as specified by the 
ĚŵŝŶŝƐƚƌĂƚŽƌà?à?573 
P.53 Recommend
ations from 
the Aviation 
Rule-making 
Committee, 
FAA (SUAS 
2009) 
 
Table 4. Safety Qualitative Specifications for UAS Systems 
 
                                                          
570
 Australia, C. A. S. A. (2002). AC 101-1 (0)àWUnmanned Aircraft RocketsàWUnmanned Aerial Vehicle (UAV) 
Operations, Design Specification, Maintenance and Training of Human Resources. Advisory Circular, July. 
571
 Clark, S., Gray, N. V., & CAA, U. GUIDANCE ON ORGANISATIONAL STRUCTURES. 
572
 Directorate, E. R. (2009). Policy Statement Airworthiness Certification of Unmanned Aircraft Systems (UAS), 
E. Y013-01, 25. 
573
 Small Unmanned Aircraft System Aviation Rulemaking Committee. (2009). Comprehensive set of 
recommendations for sUAS regulatory development. Federal Aviation Administration. 
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Qualitative specifications are also proposed to quantify safety criteria. These quantitative measures 
are calculated from historical data. U.S. Range Commanders Council (RCC 1999; RCC 2001)574 and 
Dalamagkidis et al. (Dalamagkidis, Valavanis et al. 2008)575 proposed a metric of number of ground 
fatalities per flight hour,  ?Ǥ ? ൈ ? ?଺and  ?Ǥ ? ൈ ? ?଺ respectively. Another measure, the number of 
involuntary ground fatalities per flight hour, has been proposed by Clothier et al. (2006)576  and 
Weibel et al. (Weibel and Hansman 2004)577. Australian Defence Force airworthiness regulations 
(ADF 2009)578 and ADF airworthiness regulations (ADF 2009)579 proposed the nominal likelihood of 
a mishap causing serious injury, loss of life or significant damage per flight hour  ?Ǥ ? ൈ  ? ?଼.  These 
measures are based on the historical data which makes the measure very sensitive to the targeted 
period.580.  
 
Figure 2. Risk Management Life Cycle 
 
¾ Functional Hazard Analysis  ?  
                                                          
574
 IRIG, R. C. C. S. 106-04, Telemetry Standards. 
575
 Dalamagkidis, K., Valavanis, K. P., & Piegl, L. A. (2008). On unmanned aircraft systems issues, challenges and 
operational restrictions preventing integration into the National Airspace System. Progress in Aerospace 
Sciences, 44(7-8), 503-519. 
576
 Clothier, R. A., & Walker, R. A. (2006). Determination and evaluation of UAV safety objectives. 
577
 Weibel, R. E., & Hansman, R. J. (2006). Safety considerations for operation of unmanned aerial vehicles in the 
national airspace system. 
578
 Australian Defence Force airworthiness regulations (ADF 2009) 
579
 Smith, P. A. (2007). Aussie UAV Activities: Gaining Momentum. Association for Unmanned Vehicle Systems 
International Journal, 25(1), 17. 
580
  Clothier, R. A., & Walker, R. A. (2015). Safety risk management of unmanned aircraft systems. Handbook of 
unmanned aerial vehicles, 2229-2275. 
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A predictive risk identification which analyses the safety at different levels of the aircraft system, the 
identification aims to identify the functional failure of the aircraft system components.581  
¾ Failure Modes and Effects Analysis (FMEA)  ?  
FMEA is the process of reviewing how the different subsystems (Components) can fail by identifying 
the possible failure modes and their interactions. The process also identifies the effects of failure 
modes on other components, and these analysis can be qualitative or quantitative by using the 
failure rates. 582 
¾ Hazard and Operability Analysis (HAZOP)  ? 
This is a structured, systematic and qualitative technique for system examination and risk 
management. HAZOP is a brainstorming approach which identifies the contribution of identified 
hazard to a system failure. 583 
¾ Common Cause Analysis (CCA) ?  
CCA identifies the common events which contribute to single system failure and aggregates causes 
from different events to identify the failure causes.584 
¾ Fault Tree Analysis  ?  
A top-down graphical risk identification based on boolean logic, FTA is a deductive method which 
provides information on how the undesired event can contribute to system failure.  
2.1.2 Meeting standards: ARP4754 (Aerospace Recommended Practice) 
¾ ARP4754 
Aerospace Recommended Practice (ARP) ARP4754A (Guidelines For Development Of Civil Aircraft 
and Systems). ARP4754 is a set of guidelines provided by SAE International (Society of Automobile 
Engineers) to support the development processes of aircraft system, which led to certification of 
those systems, it addresses the complete aircraft development cycle, including systems 
requirements, system design and system verification585. SAE ARP 4754 has been applied to certify 
complex electronic systems of civil aircraft since 1996. 
 
 Aircraft development process and assurance level 
The next figure is a general illustration of an aircraft system development from conceptual definition 
to certification. The first phase contains research and preliminary development steps which 
describes the full configuration of the system, the following step will be based on this overall 
                                                          
581
 ARP4754, S. A. E. (1996). Certification considerations for highly-integrated or complex aircraft systems. SAE, 
Warrendale, PA. 
582
 Gilchrist, W. (1993). Modelling failure modes and effects analysis. International Journal of Quality & 
Reliability Management, 10(5). 
583
 Kennedy, R., Jones, H., Shorrock, S., & Kirwan, B. (2000). A HAZOP analysis of a future ATM system. 
Contemporary Ergonomics, 2-6. 
584
 Eurocontrol, F. A. A. (2007). Communications operating concept and requirements for the future radio 
system (cocr). Eurocontrol/FAA. 
585
  Bill Potter. Complying with DO-178C and DO-331 using Model-Based Design (PDF). SAE 2012 Aerospace 
Electronics and Avionics Systems Conference (12AEAS). MathWorks, Inc. Retrieved 2019-02-13. 
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configuration of the system. The development phase contains four steps which start by defining each 
function from the concepts phase and ends with the implementation step, this process is repetitive 
after any changes or improvements on the overall functions of the system. The Production/operation 
phase is the final phase which is readying the implementation of the development phase. 
 
 
Figure 3.Aircarft System General Development Life Cycle 
 
Each function of the aircraft system has a development assurance level (DAL), which indicates the 
level of rigor of the development of a function of an aircraft system. DALs are divided in five classes 
of failure condition:  
Ɣ Catastrophic:  
Failure may cause a crash. Error or loss of critical function required to safely fly and land aircraft. 
Ɣ Hazardous: 
Failure has a large negative impact on safety or performance, or reduces the ability of the crew to 
operate the aircraft due to physical distress or a higher workload, or causes serious or fatal injuries 
among the passengers. (Safety-significant) 
Ɣ Major: 
Failure is significant, but has a lesser impact than a Hazardous failure (for example, leads to 
passenger discomfort rather than injuries) or significantly increases crew workload (safety related) 
Ɣ Minor:  
Failure is noticeable, but has a lesser impact than a Major failure (for example, causing passenger 
inconvenience or a routine flight plan change) 
Ɣ No Effect: 
Failure has no impact on safety, aircraft operation, or crew workload. 
These five assurance levels are classification of any potential software failure. The software 
components are divided in their development to classes based on the severity of the effect on safety. 
The following table shows the amount of rigor required in the software development life cycle. 
Concept 
Function Architecture  Design Implementation 
Development
Production, test, and operation 
data 
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Level Failure condition Failure rate Objectives With independence 
A Catastrophic á?à?ǆà?à?-9 71 33 
B Hazardous á?à?ǆà?à?-7 69 21 
C Major á?à?ǆà?à?-5 62 8 
D Minor 1x10-5 26 5 
E 
No safety 
effects 
N/A 0 0 
Table 5. Design Assurance Levels (DAL) 
2.1.3 Legislation and Policy  
 
It is now important to consider the legislation and policy that is applicable to the use of drone 
technology. First, the relevant international regime will be considered briefly. Second is a discussion 
of relevant EU regulation. Third, examples of national laws which regulate drones in a handful of EU 
Member States will be considered. This is done in order to highlight the variance which exists 
between them. Finally, liability issues which could arise through the use of drone technology will be 
outlined. 
 
2.1.3.1 International Regime 
The Chicago Convention led to the establishment of the International Civil Aviation Organization 
(ICAO), which is a United Nations body that aims to achieve uniformity in international civil aviation 
regulation.586 ICAO considers drones aircraft and existing references to aircraft in its documents are 
applicable to drones.587 Nonetheless, ICAO has established an RPAS panel to systemically amend the 
Annexes to the Chicago Convention to reflect the reality of the widespread use of UAVs.588 The 
approach to not segregate the regulatory frameworks for manned and unmanned aircraft means 
that there is not a total lack of regulations to accommodate the newly developed technology 
because existing regulations on manned aviation would also be applicable to drones.589 However, 
there remains gaps to be filled. Importantly, the lack of harmonisation may cause difficulties even if 
drones were to operate within domestic airspace or on the high seas, as they may be in the vicinity 
of aircraft registered in other states.590 ICAO has also developed a toolkit for drones. 
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 The History of ICAO and the Chicago Convention <www.icao.int/about-icao/History/Pages/default.aspx> 
accessed 29 November 2019. 
587
 ICAO Circular 328-AN/190 para 2.5-2.6. 
588
 Anna Masutti and Filippo Tomasello, International Regulation of Non-Military Drones (Edward Elgar 2018). 
589
 ŝůũĂŶĂDŝŶĐƵƌĂŬƌĐĞŐà?à‘>ĞŐĂůZĞŐƵůĂƚŝŽŶŽĨhŶŵĂŶŶĞĚŝƌĐƌĂĨƚ^ǇƐƚĞŵƐŝŶƚŚĞƵƌŽƉĞĂŶhŶŝŽŶǁŝƚŚ
ZĞĨĞƌĞŶĐĞƚŽƚŚĞ>ĞŐŝƐůĂƚŝŽŶŽĨƚŚĞZĞƉƵďůŝĐŽĨƌŽĂƚŝĂà?à?à?à?à?à?à?à)à?à?ďŽƌŶŝŬZĂĚŽǀĂà?à?à?à?à?à?à?à? 
590
 <ƌŝƐƚŝĂŶĞƌŶĂƵǁà?à‘ƌŽŶĞƐàPdŚĞŵĞƌŐŝŶŐƌĂŽĨhŶŵĂŶŶĞĚŝǀŝůǀŝĂƚŝŽŶà?à?à?à?à?à?à)à?à?ŽůůĞĐƚĞĚWĂƉĞƌƐŽĨ
Zagreb Law Faculty - Zbornik Pravnog Fakulteta U Zagrebu 223, 234. 
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2.1.3.2 The EU Position 
The European Union has taken the development and regulation of drones very seriously. As far back 
as 2002, the Joint Aviation Authorities (JAA), the predecessor of the EASA, cooperated with the 
European Organization for the Safety of Air Navigation (EUROCONTROL) to form a UAV Task Force.591 
Its aim was to develop guidelines for regulating drones for civil use.592 Consultation meetings were 
held on this subject. One such meeting, the Riga Conference, resulted in the Riga Declaration on 
remotely piloted aircraft (drones) in 2015, which included five guiding principles for the development 
of a European regulatory framework: 1. Drones should be treated as new types of aircraft with risk-
based regulation; 2. safety measures governing drone use must be developed forthwith; 3. 
investment in technological advances is necessary to achieve full integration of drones into the 
European airspace; 4. public acceptance of drone usage is a key consideration; and 5. The drone 
operator is ultimately responsible for its usage.593 
The European Aviation Safety Agency (EASA) released its Concept of Operations for Drones: A risk 
based approach to regulation of unmanned aircraft in 2015, which first categorised the types of 
drone operations as open, specific, and certified. This three-pronged approach forms the basis of the 
eventual European-wide regulation.594 Later in the same year, the EASA also released a Technical 
Opinion, which it was tasked with at the Riga Conference.595 The Opinion consists of twenty-seven 
proposals for a framework to regulate the use of drones in Europe. The EASA collaborated with the 
Joint Authorities for Rulemaking on Unmanned Systems (JARUS), consisting of international aviation 
regulatory experts, to devise a single set of guidelines for the certification of UAS.596 
The attention paid to UAVs by the EU has resulted in a much more developed regulatory regime 
compared to other types of robots. Regulatory measures currently exist in most Member States, all 
of which will be replaced by a common rule in July 2020 with the publication of the Commission 
Delegated Regulation (EU) 2019/945 and the Commission Implementing Regulation (EU) 2019/947 in 
June 2019. This means that once a drone is certified for usage in one Member State, it can be legally 
operated throughout the European Union. It should be noted that the European Union regulations 
ĂƌĞ ŶŽƚ ĂƉƉůŝĐĂďůĞ ƚŽ h^ à‘ŝŶƚĞŶĚĞĚ ƚŽ ďĞ ĞǆĐůƵƐŝǀĞůǇ ŽƉĞƌĂƚĞĚ ŝŶĚŽŽƌƐà?à? ǁŚŝĐŚ ŵĂǇ ŵĞĂŶ that 
certain RIMA technologies may be exempt if the inspection and maintenance occur indoors.597 
භ Risk-based Categorisation 
Under the new common rule, UAS operations are divided into three risk-based categories: open, 
specific, and certified, and each category has its own requirements operators of drones must meet 
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 dŚĞ:ŽŝŶƚ:à?hZKKEdZK>/ŶŝƚŝĂƚŝǀĞŽŶhsƐà?à‘hsdĂƐŬ-Force Final Report: A Concept for European 
Regulations for Civil UnmaŶŶĞĚĞƌŝĂůsĞŚŝĐůĞƐà?hsƐà)à?
<www.easa.europa.eu/system/files/dfu/NPA_16_2005_Appendix.pdf> accessed 29 November 2019. 
592
 ůĂƵĚŝĂ^ƚƂĐŬĞƌĞƚĂůà?à‘ZĞǀŝĞǁŽĨƚŚĞƵƌƌĞŶƚ^ƚĂƚĞŽĨhsZĞŐƵůĂƚŝŽŶƐà?à?à?à?à?à?à)à?ZĞŵŽƚĞ^ĞŶƐŝŶŐà?à?à?à?à?à?à?à? 
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 Riga Declaration on ZĞŵŽƚĞůǇWŝůŽƚĞĚŝƌĐƌĂĨƚà?ĚƌŽŶĞƐà)àPà“&ƌĂŵŝŶŐƚŚĞ&ƵƚƵƌĞŽĨǀŝĂƚŝŽŶà?ZŝŐĂ- 6 March 
2015 
<ec.europa.eu/transport/sites/transport/files/modes/air/news/doc/2015-03-06-drones/2015-03-06-riga-
declaration-drones.pdf> accessed 29 November 2019. 
594
 ^à?à‘ŽŶĐĞƉƚŽĨKƉĞƌĂƚŝŽŶƐĨŽƌƌŽŶĞƐàPZŝƐŬĂƐĞĚƉƉƌŽĂĐŚƚŽZĞŐƵůĂƚŝŽŶŽĨhŶŵĂŶŶĞĚŝƌĐƌĂĨƚà?à?-6 
<www.easa.europa.eu/sites/default/files/dfu/204696_EASA_concept_drone_brochure_web.pdf> accessed 29 
November 2019. 
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^à?à‘dĞĐŚŶŝĐĂůKƉŝŶŝŽŶàP/ŶƚƌŽĚƵĐƚŝŽŶŽĨĂZĞŐƵůĂƚŽƌǇ&ƌĂŵĞǁŽƌŬĨŽƌƚŚĞKƉĞƌĂƚŝŽŶŽĨhŶŵĂŶŶĞĚŝƌĐƌĂĨƚà?
4 
<www.easa.europa.eu/sites/default/files/dfu/Introduction%20of%20a%20regulatory%20framework%20for%2
0the%20operation%20of%20unmanned%20aircraft.pdf> accessed 29 November 2019. 
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 Joint Authorities for Rulemaking on Unmanned Systems <jarus-rpas.org/> accessed 29 November 2019. 
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 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 2(4). 
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before they can be deployed.598 This risk-based approach and proportional risk mitigation measures 
for each category is a hallmark of retaining the flexibility of the regulations in a comprehensive 
regulatory approach.599 Open operations do not require prior authorisation or operational 
declaration.600 Specific operations require authorisation or declaration, depending on the 
circumstances, and certified operations require certification of the UAS and certification of the 
operator and licensing of the pilot before the drones can be operated.601 The operator is the legal 
entity responsible for the UAV, whereas the pilot is the actual person in control of the drone.602 
Operations are considered open, or low risk, ǁŚĞŶƐŝǆĐŽŶĚŝƚŝŽŶƐĂƌĞŵĞƚà?&ŝƌƐƚà?ƚŚĞà‘h^ďĞůŽŶŐƐƚŽ
ŽŶĞŽĨƚŚĞĐůĂƐƐĞƐƐĞƚŽƵƚŝŶĞůĞŐĂƚĞĚZĞŐƵůĂƚŝŽŶà?hà)à?à?à?à?à?à?à?à?ŽƌŝƐƉƌŝǀĂƚĞůǇďƵŝůƚà?à?603 or while not 
complying with the Delegated Regulation, meets the definition of Decision No 768/2008/EC and was 
à‘ƉůĂĐĞĚŽŶƚŚĞŵĂƌŬĞƚďĞĨŽƌĞà?:ƵůǇ à?à?à?à?à?à?604 There are five classes, ranging from 0 to 4, which are 
divided by the maximum take-off mass (MTOM) of the UAV.605 A class C0 UAV has a MOTM of less 
than 250 g including payload,606 while a class C4 UAV has a MOTM of less than 25 kg including 
payload.607 
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 &ŽƌĂĚŝƐĐƵƐƐŝŽŶŽŶƚŚĞĂĚǀĂŶƚĂŐĞƐŽĨƚŚĞ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of International Business and Law 313. 
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2019. 
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Second, the maximum take-off mass is less than 25 kg.608 Third, the pilot maintains a safe distance 
ďĞƚǁĞĞŶƚŚĞĚƌŽŶĞĂŶĚƉĞŽƉůĞĂŶĚĚŽĞƐŶŽƚĨůǇŽǀĞƌà‘ĂƐƐĞŵďůŝĞƐŽĨƉĞŽƉůĞà?à?609 Assemblies of people 
ŝƐĚĞĨŝŶĞĚĂƐà‘ŐĂƚŚĞƌŝŶgs where persons are unable to move away due to the density of the people 
ƉƌĞƐĞŶƚà?à?610 Fourth, the remote pilot must keep the drone in visual line of sight unless the drone is 
à‘ĨůǇŝŶŐŝŶĨŽůůŽǁ-me mode or when using an unmanned aircraft observer as specified in Part A of the 
ŶŶĞǆà?à?611 Follow-ŵĞ ŵŽĚĞ ŝƐ ǁŚĞŶ ƚŚĞ hs à‘ĐŽŶƐƚĂŶƚůǇ ĨŽůůŽǁƐ ƚŚĞ ƌĞŵŽƚĞ ƉŝůŽƚ ǁŝƚŚŝŶ Ă
ƉƌĞĚĞƚĞƌŵŝŶĞĚƌĂĚŝƵƐà?à?612 &ŝĨƚŚà?ƚŚĞĚƌŽŶĞŝƐà‘ŵĂŝŶƚĂŝŶĞĚǁŝƚŚŝŶà?à?à?ŵĞƚƌĞƐĨƌŽŵƚŚĞĐůŽƐĞƐƚƉŽŝŶƚŽĨ
the surface of the earth, except when overflying an ŽďƐƚĂĐůĞà?ĂƐƐƉĞĐŝĨŝĞĚŝŶWĂƌƚŽĨƚŚĞŶŶĞǆà?à?613 
ŶĚ ĨŝŶĂůůǇà? ƚŚĞ ĚƌŽŶĞ à‘ĚŽĞƐ ŶŽƚ ĐĂƌƌǇ ĚĂŶŐĞƌŽƵƐ ŐŽŽĚƐ ĂŶĚĚŽĞƐ ŶŽƚ ĚƌŽƉ ĂŶǇŵĂƚĞƌŝĂůà?à?614 Open 
ĐĂƚĞŐŽƌŝĞƐŽƉĞƌĂƚŝŽŶƐĂƌĞĨƵƌƚŚĞƌĚŝǀŝĚĞĚŝŶƚŽƚŚƌĞĞĐĂƚĞŐŽƌŝĞƐà‘ŽŶƚŚĞďĂƐŝƐŽĨŽƉĞƌĂƚŝŽŶĂůůŝŵŝƚĂƚŝŽŶà?
requiremĞŶƚƐĨŽƌƚŚĞƌĞŵŽƚĞƉŝůŽƚĂŶĚƚĞĐŚŶŝĐĂůƌĞƋƵŝƌĞŵĞŶƚƐĨŽƌh^à?à?615 The subcategories are A1, 
A2, and A3 and trigger different requirements.616 
Figure 4. Aerial Drone Classifications (Credit: https://dronerules.eu) 
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 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 4(f). 
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Operations that do not meet one or more of the above requirements are categorised as specific, 
which is considered moderate risk, and operators must obtain authorisation prior to flying the 
drones.617 The application for authorisation must include a risk assessment of the operation.618 This 
risk assessment ƐŚŽƵůĚ ďĞ ĚĞƚĂŝůĞĚ ĂŶĚŵƵƐƚ à‘ĚĞƐĐƌŝďĞ ƚŚĞ ĐŚĂƌĂĐƚĞƌŝƐƚŝĐƐŽĨ ƚŚĞ h^ ŽƉĞƌĂƚŝŽŶà?à?
à‘ƉƌŽƉŽƐĞĂĚĞƋƵĂƚĞŽƉĞƌĂƚŝŽŶĂůƐĂĨĞƚǇŽďũĞĐƚŝǀĞƐà?à?à‘ŝĚĞŶƚŝĨǇƚŚĞƌŝƐŬƐŽĨƚŚĞŽƉĞƌĂƚŝŽŶŽŶƚŚĞŐƌŽƵŶĚ
ĂŶĚŝŶƚŚĞĂŝƌà?à? à‘ŝĚĞŶƚŝĨǇĂƌĂŶŐĞŽĨƉŽƐƐŝďůĞƌŝƐŬŵŝƚŝŐĂƚŝŶŐŵĞĂƐƵƌĞà?à?ĂŶĚ à‘ĚĞƚĞƌŵŝŶĞƚŚĞŶĞĐĞƐƐĂƌǇ
level of robustness of the selected mitigating measures in such a way that the operation can be 
ĐŽŶĚƵĐƚĞĚƐĂĨĞůǇà?à?619 The risks identified must take into account the possibility of endangering life or 
property on the ground, the characteristics of the drone, the purpose of the operation, the type of 
ĚƌŽŶĞà? ĂŶĚ ǁĞŝŐŚ à‘ƚŚĞ ƉƌŽďĂďŝůŝƚǇ ŽĨ ĐŽůůŝƐŝŽŶ ǁŝƚŚ ŽƚŚĞƌ ĂŝƌĐƌĂĨƚ ĂŶĚ ĐůĂƐƐ ŽĨ ĂŝƌƐƉĂĐĞ ƵƐĞĚà?à?620 
KƉĞƌĂƚŽƌƐŵƵƐƚĂůƐŽĐŽŶƐŝĚĞƌà‘ƚŚĞƚǇƉĞà?ƐĐĂůĞà?ĂŶĚĐŽŵƉůĞǆŝƚǇŽĨƚŚĞh^ŽƉĞƌĂƚŝŽŶŽƌĂĐƚŝǀŝƚǇà?ĂŶĚ
à‘ƚŚĞ ĞǆƚĞŶƚ ƚŽǁŚŝĐŚ ƚŚĞ ƉĞƌƐŽŶƐ ĂĨĨĞĐƚĞĚ ďǇ ƚŚĞ ƌŝƐŬƐ ŝŶǀŽůǀĞĚ ŝŶ ƚŚĞh^ ŽƉĞƌĂƚŝŽŶ ĂƌĞ ĂďůĞ ƚŽ
ĂƐƐĞƐƐĂŶĚĞǆĞƌĐŝƐĞĐŽŶƚƌŽůŽǀĞƌƚŚŽƐĞƌŝƐŬƐà?à?621 The regulations also require the inclusion of specific 
information on the operation,622 à‘ƚĂƌŐĞƚůĞǀĞůŽĨƐĂĨĞƚǇà?à?623 the risks,624 and the measures sufficiently 
proportionate to mitigate the risks.625 
In October 2019, the EASA released guidelines on how drone operators could comply with the risk 
assessment for the specific category by utilising the SORA (Specific Operation Risk Assessment) 
methodology, which was first drafted by JARUS.626 The guidelines also include the first pre-defined 
risk assessment (PDRA) of many to be released in the coming years, which will streamline the 
process for operators when applying for authorisation.627 
The competent authority evaluates the risk assessment and either grants the operational 
authorisation or denies the application with reasons for the rejection.628 Should the operator wish to 
operate outside the state of registration of the UAS or conduct cross-border operations, it must 
ƐƵďŵŝƚĚĞƚĂŝůƐŽĨƚŚĞŽƉĞƌĂƚŝŽŶƐŝŶĐůƵĚŝŶŐƚŚĞůŽĐĂƚŝŽŶĂŶĚà‘ƵƉĚĂƚĞĚŵŝƚŝŐĂƚŝŽŶŵĞĂƐƵƌĞƐà?ŝĨŶĞĞĚĞĚà?
to address those risks...which are specific to the local airspace, terrain and population characteristics 
ĂŶĚƚŚĞĐůŝŵĂƚŝĐĐŽŶĚŝƚŝŽŶƐà?à?629 
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Figure 5. Open vs Specific Categories of Aerial Drones 
Operations are high risk and must be certified if one of three conditions for the drone and one of 
three conditions for the operation are met. For the UAS, the ĚƌŽŶĞŚĂƐĂà‘ĐŚĂƌĂĐƚĞƌŝƐƚŝĐĚŝŵĞŶƐŝŽŶŽĨ
à?ŵŽƌŵŽƌĞà?ĂŶĚŝƐĚĞƐŝŐŶĞĚƚŽďĞŽƉĞƌĂƚĞĚŽǀĞƌĂƐƐĞŵďůŝĞƐŽĨƉĞŽƉůĞà?à?à‘ŝƐĚĞƐŝŐŶĞĚĨŽƌƚƌĂŶƐƉŽƌƚŝŶŐ
ƉĞŽƉůĞà?à?Žƌà‘ŝƐĚĞƐŝŐŶĞĚĨŽƌƚŚĞƉƵƌƉŽƐĞŽĨƚƌĂŶƐƉŽƌƚŝŶŐĚĂŶŐĞƌŽƵƐŐŽŽĚƐĂŶĚƌĞƋƵŝƌŝŶŐĂŚŝŐŚůĞǀĞůŽĨ
robustness ƚŽŵŝƚŝŐĂƚĞƚŚĞƌŝƐŬƐĨŽƌƚŚŝƌĚƉĂƌƚŝĞƐŝŶĐĂƐĞŽĨĂĐĐŝĚĞŶƚà?à?630 In terms of the operation, it is 
ĐŽŶĚƵĐƚĞĚà‘ŽǀĞƌĂƐƐĞŵďůŝĞƐŽĨƉĞŽƉůĞà?à?ŝŶǀŽůǀĞƐƚŚĞƚƌĂŶƐƉŽƌƚŽĨƉĞŽƉůĞà?à?Žƌà‘ŝŶǀŽůǀĞƐƚŚĞĐĂƌƌŝĂŐĞŽĨ
dangerous goods, that may result in high risk for third ƉĂƌƚŝĞƐŝŶĐĂƐĞŽĨĂŶĂĐĐŝĚĞŶƚà?à?631 In addition, 
the certification authority can also require certification for operations that do not meet the above 
criteria based on the risk assessment submitted by the drone operator.632 For robotics for I&M, the 
most likely scenario where an operation would be considered certified would be where the drone 
would be carrying dangerous goods for the purpose of maintenance and operators should take 
prudent care to determine whether certification of the operation is necessary. 
  
                                                          
630
 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 40(1)(a)-(c). 
631
 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 6(1)(b). 
632
 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 6(2). 
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Figure 6. Determination of Certified Aerial Drone Category  
 
භ Geographic limits 
While the EU regulation is meant to harmonise the regulation of drones throughout the EU, it is also 
designed with flexibility in mind for the Member States.633 One example of this is that the Member 
^ƚĂƚĞƐĂƌĞĂůůŽǁĞĚƚŽĚĞĨŝŶĞŐĞŽŐƌĂƉŚŝĐĂůǌŽŶĞƐĨŽƌà‘ƐĂĨĞƚǇà?ƉƌŝǀĂĐǇŽƌĞŶǀŝƌŽŶŵĞŶƚĂůƌĞĂƐŽŶƐà?à?634 It is 
therefore important for operators to understand whether the area is legal for their operations. This 
should not be an independent concern for specific and certified operations as the risk assessment 
would have already taken into account the location of the operations and the application would have 
been rejected should the geographical area the operators want to deploy the drones was deemed 
off limits by the Member State. 
භ Pilot qualifications 
Remote pilots of drones must meet minimum requirements as set forth. For the open category, the 
requirements differ for the type of operation and the class of aircraft, which includes different 
trainings and examination on different subjects.635 For operations in the specific category, the 
following competencies are the bare minimum required: 
(a) ability to apply operational procedures (normal, contingency and emergency 
procedures, flight planning, pre-flight and post-flight inspections); 
(b) ability to manage aeronautical communication; 
(c) manage the unmanned aircraft flight path and automation; 
(d) leadership, teamwork and self-management; 
(e) problem solving and decision-making; 
(f) situational awareness;  
(g) workload management; 
(h) coordination or handover, as applicable.636 
 
The minimum age requirement for remote pilots for open and specific categories is 16, though this is 
waived if the drone is a toy, is privately-built with a MTOM of less than 250 g, or if the pilot is directly 
supervised by another remote pilot who is 16 years or older.637 Another example of flexibility is that 
Member States may also lower the minimum age for the open and specific categories to 12 and 14 
respectively should the risk assessment of the specific situation of the state deem this suitable, but 
these remote pilots would be unable to pilot operations in other Member States.638 As robots used 
for I&M will be operated by professionals in the respective industries with the relevant training and 
experience, it is highly unlikely the pilots would be disqualified due to lack of competence or age. 
භ Registration 
Certain UAVs and operators must be registered with the relevant authority. The European Union 
mandates Member States establish a system of registry to keep track of the drones being operated 
ǁŝƚŚŝŶ ƚŚĞŝƌ ũƵƌŝƐĚŝĐƚŝŽŶƐ ƚŚĂƚ ĂƌĞ ƐƵďũĞĐƚ ƚŽ ĐĞƌƚŝĨŝĐĂƚŝŽŶ ĂŶĚ à‘ŽƉĞƌĂƚŽƌƐ ǁŚŽƐĞ ŽƉĞƌĂƚŝŽŶ ŵĂǇ
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 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 8(2). 
637
 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 9(1)-(2). 
638
 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 9(3)-(4). 
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ƉƌĞƐĞŶƚ Ă ƌŝƐŬ ƚŽ ƐĂĨĞƚǇà? ƐĞĐƵƌŝƚǇà? ƉƌŝǀĂĐǇà? ĂŶĚ ƉƌŽƚĞĐƚŝŽŶ Ĩ ƉĞƌƐŽŶĂů ĚĂƚĂ Žƌ ĞŶǀŝƌŽŶŵĞŶƚà?à?639 
Operators need to register when they operate within the specific category or when they operate 
ǁŝƚŚŝŶĂŶŽƉĞŶĐĂƚĞŐŽƌǇĂĚƌŽŶĞà‘ǁŝƚŚĂDdKDŽĨà?à?à?ŐŽƌŵŽƌĞà?Žƌà?ǁŚŝĐŚŝŶƚŚĞĐĂƐĞŽĨĂŶŝŵƉĂĐƚ
ĐĂŶƚƌĂŶƐĨĞƌƚŽĂŚƵŵĂŶŬŝŶĞƚŝĐĞŶĞƌŐǇĂďŽǀĞà?à?:ŽƵůĞƐà?ŽƌŽŶĞƚŚĂƚŝƐà‘ĞƋƵŝƉƉĞĚǁŝƚŚĂƐĞŶƐŽƌĂďůĞ
to capture peƌƐŽŶĂů ĚĂƚĂà?à?640 Operators are exempt from registration for the latter if the drone 
complies with Directive 2009/48/EC and is considered a toy.641 
While drones or operators of drones in the open category do not have to be registered, operators in 
the specific category must provide their full name and date of birth (or identification number if the 
operator is a legal person), address, email address, telephone number, insurance policy number for 
the UAS if applicable, a declaration of competence, and the operational authorisations, light UAS 
operator certificates issued, and the confirmation of receipt and completeness for submitting a 
ĚĞĐůĂƌĂƚŝŽŶĨŽƌà‘ĂŶŽƉĞƌĂƚŝŽŶĐŽŵƉůǇŝŶŐǁŝƚŚĂƐƚĂŶĚĂƌĚƐĐĞŶĂƌŝŽà?à?642 The regulations also mandate a 
registration system for drones à‘ǁŚŽƐĞ ĚĞƐŝŐŶ ŝƐ ƐƵďũĞĐƚ ƚŽ ĐĞƌƚŝĨŝĐĂƚŝŽŶà?à?643 The operators must 
submit the name of the drone manufacturer, the manufacturer designation of the drone, its serial 
number, and the details and contact information of the person, natural or legal, to which the drone 
is registered.644 
භ Data protection 
Drones must operate within the confines of the General Data Protection Regulation (GDPR), which 
came into force in May 2018. As a result, although the main purpose of I&M drones is not to collect 
personal data, compliance with the GDPR is still necessary should data where a person is identified 
or identifiable is captured in the course of its work.645 However, if the captured data is, for example, 
power lines or oil rigs, operators need not worry as there is no personal data involved.646 Care must 
still be taken to ensure that the drone is not inadvertently capturing personal data on its way or back 
from inspections, otherwise GDPR obligations would be triggered and the data would need to be 
secure and regularly deleted.647 Such data should also not be used for other purposes that are 
unrelated to the operation of the drone.648 The DroneRules PRO project, which is EU-funded and 
focuses on privacy issues regarding drones, has published the Privacy Code of Conduct: A practical 
guide to privacy and data protection requirements for drone operators and pilots, which serves as 
guidance for compliance with the GDPR by drone operators.649 
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 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 14(5(a). 
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 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 14(5(a)(ii). 
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 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 14(2); Commission Delegated 
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 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 14(3). 
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 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 Article 14(3)(a)-(d). 
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 ƌŽŶĞZƵůĞƐà?ĞƵWƌŽà?à‘ƌŽŶĞZƵůĞƐWZKàPƌĞĂƚŝŶŐĂWƌŝǀĂĐǇƵůƚƵƌĞĂŵŽŶŐƵƌŽƉĞà?ƐhWƌŽĨĞƐƐŝŽŶĂůƐà?
<dronerules.eu/assets/covers/DroneRules_factsheet_0vf.pdf> accessed 29 November 2019. 
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 DĂŚĂƐŚƌĞǀĞƚĂŚŽƵĚŚĂƌǇà?à‘ŝŐŚƚWŽŝŶƚƐŽŶ,Žǁ'WZtŝůůĨĨĞĐƚŽŵŵĞƌĐŝĂl Drone Industry; (Geospatial 
World, 21 May 2018) accessed <www.geospatialworld.net/blogs/eight-points-on-how-gdpr-will-affect-
commercial-drone-industry/> 29 November 2019. 
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 à‘EŽƐǇƌŽŶĞƐà?<ŶŽǁƚŚĞZƵůĞƐĞĨŽƌĞzŽƵ&ůǇà?à?dƌŝůĂƚĞƌ ůZĞƐĞĂƌĐŚà?à?Ɖƌŝůà?à?à?à?à) 
<trilateralresearch.co.uk/nosy-drones-know-the-rules-before-you-fly/> accessed 29 November 2019; Grigorios 
Tsolias, 'Data Protection Risks From The Use of Remotely Piloted Aircraft Systems (RPAS) under Vague Legal 
and Regulatory Framework' (2016) 2 Eur Data Prot LRev 399, 399-400. 
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 :ŽƌĚĂŶDĂƐŚà?à‘ƌŽŶŝŶŐKŶĂŶĚKŶàPdŽƌƚƉƉƌŽĂĐŚƚŽZĞŐƵůĂƚŝŶŐ,ŽďďǇŝƐƚƌŽŶĞƐà?à?à?à?à?à?à)à?à?hŶŝǀĞƌƐŝƚǇŽĨ
Memphis Law Review 695, 707. 
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2.1.3.3 National Laws 
All EU Member States have existing laws regulating the use of drones in their jurisdictions in one 
form or another. States were eager to develop regulatory measures due to a combination of the 
dangerousness of the use of the technology and the slow and deliberative process of the EU.650 
Existing laws that do not conform to the European common rule will have to be amended 
accordingly prior to June 2020. Before the deadline, the current national laws will still be applicable. 
Because of the different regulations in different jurisdictions, operators must conform to and apply 
for authorisation, if necessary, in each state in which they intend to operate, an obstacle that has 
been seen to inhibit the growth of done usage.651 Relevant laws on UAVs range from welcoming to 
restrictive, though there are many common aspects that appear to have emerged without official 
coordination, such as UAV weight limits, distance and height limits, and the need for registration.652 
As noted in the previous section, as the European common rules only apply to outdoor operations, 
drones that are used indoors will still be required to abide by national laws even after June 2020. The 
rest of this section introduces portions of laws which regulate drones in a handful of EU Member 
States. 
 
¾ Belgium 
ĞůŐŝƵŵà?ƐĂƉƉƌŽĂĐŚƚŽƚŚĞƌĞŐƵůĂƚŝŽŶŽĨĚƌŽŶĞƚĞĐŚŶŽůŽŐǇƐƚĞŵƐĨŽƌdŚĞZŽǇĂůDecree of the 10th of 
April 2016. These regulations apply to all drones except where the drones are to be used for 
recreational purposes, which are exempt under strict conditions set out in article 3 of the decree. 
Such drones will have a maximum take-off mass of no more than 1kg, be flown no higher than 10 
meters above the ground and must be flown within the eyesight of the pilot at all times. They must 
not be used in public space, meaning that they should be flown over private properties where 
permission has been granted by the owner. Relevant safety recommendations must also be 
followed. It is also notable that drones may not be used for freight type purposes.653 
¾ Italy 
In Italy, drones are regulated by the ENAC Regulation. Having previously been defined under the 
ďůĂŶŬĞƚ ƚĞƌŵ ŽĨ ĂŝƌĐƌĂĨƚà? ƚŚĞǇ ĂƌĞ ĐĂƚĞŐŽƌŝƐĞĚ ĂƐ ĞŝƚŚĞƌ ĂŶ à‘ƌĞŽŵŽĚĞůà?à? ŝŶƚĞŶĚĞĚ ƚŽ ďĞ ƵƐĞĚ
ƌĞĐƌĞĂƚŝŽŶĂůůǇà? Žƌ ĂŶ à‘^WZà?à? ŝŶƚĞŶĚĞĚ ƚŽ ďĞ ƵƐĞĚ ŝŶ ŵŽƌĞ ƐƉ ĐŝĂůŝƐĞĚ ĂƌĞĂƐ à?ƐƵĐŚ ĂƐ ƐĐŝĞŶƚŝĨŝĐ
research).654 SAPRs are classified based on take-off mass (whether above, or below 25kg).655 Further, 
when that weight exceeds 25kg they must be registered with Registry of Aero-Vehicles.656 In 
addition, even where the weight is below 25kg, a proposed pilot must obtain certificate 
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 Reka M Pusztahelyi, 'Reflections on Civil Liability for Damages Caused by Unmanned 
Aircrafts' (2019) 53 Zbornik Radova 311, 313, 
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 European Commission, Communication from the Commission to the European Parliament and the Council, 
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 Miguel Rosaà?'ĂǀŝŶKà?ƌŝĞŶĂŶĚsĂĚŝŵsĞƌŵĞŝƌĞŶà?à‘^ƉĂŝŶ-UK-Belgium Comparative Legal Framework: Civil 
ƌŽŶĞƐĨŽƌWƌŽĨĞƐƐŝŽŶĂůŽŵŵĞƌĐŝĂůWƵƌƉŽƐĞƐà?ŝŶDĂƌşĂĚĞDŝŐƵĞůDŽůŝŶĂĂŶĚsŝƌŐŝŶŝĂ^ĂŶƚĂŵĂƌŝŶĂ-Campus 
(eds), Ethics and Civil Drones: European Policies and Proposals for the Industry (Springer 2019) 44. 
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 See The Belgian Royal Decree of Avril 10
th
 2016; See also <https://dronerules.eu/nl/professional/news/new-
drone-legislation-in-belgium> Accessed 4th December 2019; Jean-Francois Henrotte, Alexandre Cassart, and 
&ĂŶŶǇŽƚŽŶĂŶĚĂŶŝĞůà‘ĞůŐŝƵŵŚĂƉƚĞƌà?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?:ĠƌĠŵǇĞŶƐŽƵƐƐĂŶà?ƌƵŶŽŽŶŶĞůůà?ĂŶĚDĂĚǇ
Delvaux-Stehres, Comparative Handbook: Robotic Technologies (Éditions Larcier 2016) 26. 
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 ZĂĨĨĂĞůůĞĂůůŽŶĞà‘/ƚĂůǇŚĂƉƚĞƌà?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?Jérémy Bensoussan, Bruno Bonnell, and Mady Delvaux-
Stehres, Comparative Handbook: Robotic Technologies (Éditions Larcier 2016)  214. 
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 ENAC Regulation on Remotely Piloted Aerial Vehicles, Issue No. 2 16 July 2015, Article 6. 
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 ENAC Regulation on Remotely Piloted Aerial Vehicles, Issue No. 2 16 July 2015, Section 14. 
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demonstrating their competence.657 For ƚŚŽƐĞ ǁĞŝŐŚŝŶŐ ŝŶ ĞǆĐĞƐƐ ŽĨ à?à?ŬŐ Ă ĨƵůů ƉŝůŽƚà?Ɛ ůŝĐĞŶƐĞ ŝƐ
required.658 
¾ France 
/Ŷ&ƌĂŶĐĞà?ƚŚĞhsƌĞŐƵůĂƚŽƌǇŵĞĂƐƵƌĞƐĂƌĞƚŚĞƌƌġƚĠĚƵà?à?ĚĠĐĞŵďƌĞà?à?à?à?ƌĞůĂƚŝĨăůà?ƵƚŝůŝƐĂƚŝŽŶĚĞ
ůà?ĞƐƉĂĐĞĂĠƌŝĞŶƉĂƌ ůĞƐĂĠƌŽŶĞĨƐƋƵŝ ĐŝƌĐƵůĞŶƚ ƐĂŶƐƉĞƌƐŽŶŶĞăďŽƌĚ à?KƌĚĞƌŽĨDecember 17, 2015, 
Regarding the Use of Airspace by Unmanned Aircraft) and the Arrêté du 17 décembre 2015 relatif à 
la conception des aéronefs civils qui circulent sans personne à bord, aux conditions de leur emploi et 
aux capacités requises des personnes qui les utilisent (Order of December 17, 2015, Regarding the 
Creation of Unmanned Civil Aircraft, the Conditions of Their Use, and the Required Aptitudes of the 
Persons That Use Them). The regulatory authority for UAVs is the French Civil Aviation Authority. 
Drones that are over 800 g must be registered, at which time a registration number that must be 
affixed on the UAV is issued.659 For commercial purposes, remote pilots must pass a written exam 
and be provided adequate training by the operator for the specific aircraft and type of operation.660 
Usage of commercial drones are categorised into four scenarios: 
 
S-1: Using a drone outside a populated area, without flying over any third party, 
ƐƚĂǇŝŶŐǁŝƚŚŝŶ ƚŚĞƉŝůŽƚà?Ɛ ůŝŶĞŽĨ ƐŝŐŚƚà? ĂŶĚǁŝƚŚŝŶĂŚŽƌŝǌŽŶƚĂůdistance of no more 
than 200 meters from the pilot. 
S-2: Using a drone outside a populated area, where no third party is within the area 
of operation, within a horizontal distance of no more than 1 kilometer from the pilot, 
and not falling within the definition of S-1. 
S-3: Using a drone in a populated area, but without flying over any third party, 
ƐƚĂǇŝŶŐǁŝƚŚŝŶ ƚŚĞƉŝůŽƚà?Ɛ ůŝŶĞŽĨ ƐŝŐŚƚà? ĂŶĚǁŝƚŚŝŶĂŚŽƌŝǌŽŶƚĂůĚŝƐƚĂŶĐĞŽĨŶŽŵŽƌĞ
than 100 meters from the pilot; 
S-4: Using a drone outside a populated area, but not in a manner falling within the 
definitions of S-1 or S-2.661 
 
To fly over 50 m in S-2, the drone must be under 2 kg.662 For S-3, untethered drones must be less 
than 8 kg.663 For S-4, the drone must be under 2 kg and are restricted to passive activities such as 
measurement taking or observation.664 In all scenarios, if the drone is untethered, they cannot be 
operating autonomously.665 Drones that meet certain specifications - drones over 25 kg, drones used 
outdoors (S2 and S4 scenarios), and drones used in the S-3 scenario that are over 2 kg - must submit 
a certification of design before operations can commence.666 This submission must include specific 
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details about the UAV itself and the operation, including potential dangers and mitigation measures 
for third parties.667 There are also basic safety requirements that apply to all scenarios and particular 
ones for each scenario. Non-compliance could result in a one-year sentence and a fiŶĞŽĨà?à?à?à?à?à?à?à?668 
The operator must make a declaration describing the activities of the drone every two years and 
submit annual reports detailing the number of flight hours and any problems encountered, among 
other things.669 
 
¾ Germany 
In Germany, the key legislation in the context of drones is the German Civil Aviation Act (LuftVG), as 
well as the Air Traffic Order (LuftVO). Drones that are used for sport or leisure type activities are not 
ĐŽŶƐŝĚĞƌĞĚƚŽďĞà‘ĂŝƌĐƌĂĨƚà?à?670 The result is that they are subject to less stringent regulations than is 
the case for drones used for other purposes. For example, these drones must not exceed 5kg in 
weight671 and must be operated within the eyesight of the operator.672 Drones used for other 
purposes are subject to more stringent regulations.673 For example, drones used for commercial 
purposes, such as for parcel deliver, would be treated as aircraft.674 
¾ Greece 
Greece is ahead of its European peers in terms of conforming to the upcoming EU-wide standard. Its 
2016 Regulation - General Framework for Flights of Unmanned Aircraft Systems - UAS follows the 
three-tiered categorisation first proposed in the Riga Declaration and subsequently in the draft EU 
regulation in 2015. UAV flights are categorised as open, specific, or certified, and each category 
requires different levels of supervision from the regulatory authority, the Hellenic Civil Aviation 
Authority (HCAA).675 The open category is only for drones with a MTOM of under 25 kg that are flying 
less than 500 metres from the pilot.676 To fly over a crowd of people, the pilot must be commercially 
licensed and registered to conduct such manoeuvres and the drone must be equipped with 
appropriate safety devices.677 Operators and pilots in the open category must be registered if the 
control range is over 50 meters.678 Like the EU regulation, drone flights in the open category are 
further subdivided into three categories depending on the MOTM.679 
When registering, the HCAA may decide that a flight should be placed in the specific category, which 
requires the operator to file an Operation Authorisation. This filing must include a risk assessment, 
ƚŚĞŽƉĞƌĂƚŽƌà?ƐŵĂŶƵĂůà?ĂŶĚƉƌŽŽĨŽĨ ŝŶƐƵƌĂŶĐĞà?680 The HCAA could further classify the operation as 
certified after the aforementioned application. This triggers further requirements, including the 
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implementation of a Safety Management System, and the issuance of a Special Certificate of 
Airworthiness after approval.681 
¾ Croatia 
Similar to Greece, Croatia also amended its regulatory regime to comply with the EU regulations. 
¾  Spain 
Spain was one of the first European states to implement laws to regulate the use of UAVs.682 The 
governmental body in charge of drones is the State Agency for Air Safety, which is tasked with the 
à‘ƐƵƉĞƌǀŝƐŝŽŶà? ŝŶƐƉĞĐƚŝŽŶà? ĂŶĚŵĂŶĂŐĞŵĞŶƚ ŽĨ Ăŝƌ ƚƌĂŶƐƉŽƌƚà? Ăŝƌ ŶĂǀŝŐĂƚŝŽŶà? ĂŶĚ ĂŝƌƉŽƌƚ ƐĞĐƵƌŝƚǇà?à?683 
The first form of regulation was through Royal-Decree Law 8/2014, which was passed into law as Law 
18/2014 in October 2014.684 The law was subsequently updated in 2017.685 The new law applies to 
drones under 150 kg that are for commercial use.686 It allows for drone operations during night-time, 
over crowds of people and buildings, and in controlled airspace so long as a security analysis is 
performed and prior authorisation of the flight obtained.687 The security analysis is similar to the 
risk assessment required under the EU regulations and must include mitigation measures.688 
 
 
¾ United Kingdom 
The United Kingdom has also developed a substantial amount of regulation to address the use of 
drones. The Civil Aviation Authority (CAA) is the regulatory body, and the principal regulatory 
measure is Air Navigation Order 2016 (ANO 2016). The scope is limited to outdoor usage, and drone 
operating indoors would have to abide by relevant Health and Safety at Work regulations.689 
ŽŵŵĞƌĐŝĂůƵƐĂŐĞŽĨĚƌŽŶĞƐà?ǁŚŝĐŚŝƐĚĞĨŝŶĞĚĂƐà‘ĂŶǇĨůŝŐŚƚďǇĂƐŵĂůůƵŶŵĂŶŶĞĚĂŝƌĐƌĂĨƚàQŝŶƌĞƚƵƌŶ
for remuneration or other valuable consideration' is only allowed if permission is granted by the 
CAA.690 The permissions are valid for one year and must be renewed if the drone is to be used past 
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the expiry date.691 For an application to operate UAVs under 20 kg, the operator must demonstrate 
the competence of the remote pilot through knowledge of aviation principles and a flight test and 
submit an Operations Manual detailing the procedures for the type of flight planned.692 For more 
complex flights that may involve additional safety concerns, an Operating Safety Case, or risk 
assessment, is also required.693 UAVs with an operating mass of over 20 kg must meet all aviation 
requirements, and not only those particular to drones, so operations must apply for specific 
authorisation with the CAA before commencing flight. A risk assessment detailing the safety 
concerns and mitigating measures must be included in the application.694 
 
2.1.3.3 Liability Issues  
Liability issues regarding the operation of drone technology, otherwise known as Remotely Piloted 
Air Systems (RPAS) were highlighted as early as 2014. A communication from the EU commission 
ŽƵƚůŝŶĞĚ ƚŚĂƚ à‘ƉƌŽŐƌĞƐƐŝve integration of RPAS into the airspace from 2016 onwards must be 
accompanied by adequate public debate on the development of measures which address societal 
concerns including safety, privacy and data protection, third-party liability and insurance or 
seĐƵƌŝƚǇà?à?695 /ŵƉŽƌƚĂŶƚůǇà?ŝƚǁĂƐĂĐŬŶŽǁůĞĚŐĞĚƚŚĂƚà‘ĞǀĞŶǁŝƚŚƚŚĞŚŝŐŚĞƐƚĂĨĞƚǇƐƚĂŶĚĂƌĚƐà?ĂĐĐŝĚĞŶƚƐ
ŵĂǇŚĂƉƉĞŶĂŶĚǀŝĐƚŝŵƐŶĞĞĚƚŽďĞĐŽŵƉĞŶƐĂƚĞĚĨŽƌĂŶǇ ŝŶũƵƌǇŽƌĚĂŵĂŐĞà?à?696 This would require 
à‘ƚŚĂƚƚŚŽƐĞůŝĂďůĞĐĂŶďĞĞĂƐŝůǇŝĚĞŶƚŝĨŝĞĚĂŶĚĂƌĞĂďůĞƚŽŵĞĞƚ ƚŚĞŝƌĨŝŶĂŶĐŝĂůŽďůŝŐĂƚŝŽŶƐà?à?697  
In addition, it was also outlined that the third-party insurance regime that was in place would be in 
need of amendment on the basis that mass (or total weight) of the aircraft in question determined 
the minimum level required with respect to insurance. This was set at 500kg, a problematic level as 
many RPAS would weigh well below that threshold.698 With that in mind, there was a need to update 
the approach in order to accommodate and regulate a rapidly developing and increasingly 
widespread area of technology.  
Next, a report commissioned by the European Commission and prepared by Steer Davis Gleave 
highlighted a number of potential issues related to the use of drone technology. These included first, 
the importance of insurance,699 as well as the indemnification of parties that have suffered damage. 
The way that this would be covered by insurance policies for third-party liability was also considered, 
ǁŝƚŚƚŚĞƐƵŐŐĞƐƚŝŽŶŵĂĚĞďĞŝŶŐƚŚĂƚǁŚĞƌĞà‘ƚŚĞŽƉĞƌĂƚŽƌĚŝĚŶŽƚŚĂǀĞƚŚŝƌĚ-party liability insurance 
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or operated in conditions outside its insurance terms (meaning that its insurance policy would be 
void) then the operator would be required to pay the full extent of the liability itself, again including 
through liquidation of its assĞƚƐŝĨƌĞƋƵŝƌĞĚà?à?700 
Whether variation in third-party liability frameworks within the EU was the next consideration. Key 
suggestions were that there was no evidence that variation in those frameworks had at that time 
à‘ŚŝŶĚĞƌĞĚ ƚŚĞ ĚĞǀĞůŽƉŵĞŶƚ ŽĨ ƚŚĞ ŵĂƌŬĞƚ Žr creates a problem in ensuring the adequate 
compensation of victims, although it does complicate the work of the RPAS insurance and legal 
ŝŶĚƵƐƚƌǇà?.701 Also, there was no visible desire for a harmonised regime of this type. With this in mind 
it was noted thĂƚà‘ƚŚĞƌĞŝƐŶŽŚĂƌŵŽŶŝƐĞĚůŝĂďŝůŝƚǇĨƌĂŵĞǁŽƌŬĂĐƌŽƐƐƚŚĞhĨŽƌŵŽƚŽƌǀĞŚŝĐůĞƐĂŶĚ
that this does not stop the Motor Insurance Directive from offering a high level of protection to 
third-ƉĂƌƚŝĞƐà?à?702  The conclusion of the report was the chance of reaching an agreement on a 
harmonised regime within the EU was very low and thus, such harmonisation should not be 
pursued.703 However, as will become clear later, this view has since been disputed. 
The 2015 Riga declaration outlined that drone accidents were an inevitable symptom of their 
ǁŝĚĞŶŝŶŐƵƐĞà?ĂŶĚĂůƐŽƚŚĂƚ à‘DĞŵďĞƌ^ƚĂƚĞƐƐŚŽƵůĚĐůĂƌŝĨǇƚŚĞĂƉƉůŝĐĂďůĞ ŝŶƐƵƌĂŶĐĞĂŶĚƚŚŝƌĚ-party 
ůŝĂďŝůŝƚǇ ƌĞŐŝŵĞ ĂŶĚŵŽŶŝƚŽƌ ƚŚĞ ĐŽŵƉĞŶƐĂƚŝŽŶŵĞĐŚĂŶŝƐŵƐ ĨŽƌ ƉŽƚĞŶƚŝĂů ǀŝĐƚŝŵƐà?à?704 Other issues, 
including the establishment of compensation funds to cover loss caused by uninsured drone users, as 
well as the need for a coherent system for incident reporting were also highlighted.705 Next, a 2016 
SESAR study featured a focus on liability insurance, balanced alongside economic viability.706 It 
outlined that liability should be addressed, both at a national, and EU level, keeping in mind the 
provision of affordable insurance rates within a 2-5 year period (from publication).707 This would 
include a harmonisation across Member States.708 Variation in liability insurance premiums based on 
drone type was also noted, with the distinction between certified and specific drones being 
highlighted.709 dŚŝƐ ŝƐƉĂƌƚŝĐƵůĂƌůǇ ƌĞůĞǀĂŶƚ à‘ĂƐĐƵƌƌĞŶƚƐƚĂŶĚĂƌĚƐĂƌĞĞƐƚĂďůŝƐŚĞĚŵŽƐƚůǇ ĨŽƌŵĂŶned 
ĂŝƌĐƌĂĨƚà?à?710 ,ŽǁĞǀĞƌà? ŝƚ ŚĂƐ ďĞĞŶ ƐƵŐŐĞƐƚĞĚ ƚŚĂƚ ƚŚĞ ůĞŐĂů ƐǇƐƚĞŵ ŝƐ à‘ĂĚĞƋƵĂƚĞůǇ ĞƋƵŝƉƉĞĚ ƚŽ ĚĞĂů
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ƵƌŽƉĞĂŶŽŵŵŝƐƐŝŽŶà?ĂEŽǀĞŵďĞƌà?à?à?à?ƌĞƉŽƌƚƉƌĞƉĂƌĞĚďǇ^ƚĞer Davies Gleave for the European 
Commission, Para 4.84. 
704
 Z/'>Zd/KEKEZDKd>zW/>Kd/ZZ&dà?ĚƌŽŶĞƐà)à“&ZD/E'd,&hdhZK&s/d/KEà?ZŝŐĂ
- 6 March 2015. 
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 Z/'>Zd/KEKEZDKd>zW/>Kd/ZZ&dà?ĚƌŽŶĞƐà)à“&ZD/E'd,&hdhZK&s/d/KEà?ZŝŐĂ
- 6 March 2015. 
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 ^^Zà‘ƵƌŽƉĞĂŶƌŽŶĞƐKƵƚůŽŽŬ^ƚƵĚǇàPhŶůŽĐŬŝŶŐƚŚĞǀĂůƵĞĨŽƌƵƌŽƉĞà?EŽǀĞŵďĞƌà?à?à?à?à?^ĞĞƉĂŐĞà?à?à?ĂŶĚ
page 33. 
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 ^^Zà‘ƵƌŽƉĞĂŶƌŽŶĞƐKƵƚůŽŽŬ^ƚƵĚǇàPhŶůŽĐŬŝŶŐƚŚĞǀĂůƵĞĨŽƌƵƌŽƉĞà?EŽǀĞŵďĞƌà?à?à?à?à?à?à?à? 
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 ^^Zà‘ƵƌŽƉĞĂŶƌŽŶĞƐKƵƚůook Study: Unlocking the value for Europe, November 2016, 48. 
709
 ^^Zà‘ƵƌŽƉĞĂŶƌŽŶĞƐKƵƚůŽŽŬ^ƚƵĚǇàPhŶůŽĐŬŝŶŐƚŚĞǀĂůƵĞĨŽƌƵƌŽƉĞà?EŽǀĞŵďĞƌà?à?à?à?à?à?à?à? 
710
 DŝĐŚĂĞůĂůǀŽà?à‘Uncertainty and Innovation: The Need for Effective Regulations to Foster Successful 
IŶƚĞŐƌĂƚŝŽŶŽĨWĞƌƐŽŶĂůĂŶĚŽŵŵĞƌĐŝĂůƌŽŶĞà?à?à?à?à?à?à)à?à?^ŽƵƚŚǁĞƐƚĞƌŶ:ŽƵƌŶĂůŽĨ/ŶƚĞƌŶĂƚŝŽŶĂů>Ăǁà?à?à?à?à?à?à?-
205; See also ^^Zà‘ƵƌŽƉĞĂŶƌŽŶĞƐKƵƚůŽŽŬ^ƚƵĚǇàPhŶůŽĐŬŝŶŐƚŚĞǀĂůƵĞĨŽƌƵƌŽƉĞà?EŽǀĞŵďĞƌà?à?à?à?à?à?à?à?
Communication from the Commission to the European Parliament and the Council, A New Era for Aviation: 
Opening the Aviation Market to the Civil Use of Remotely Piloted Aircraft Systems in a Safe and Sustainable 
Manner, at 3-4, COM (2014) 207 final. 
[GA 824990] RIMA -- Robotics for Inspection and Maintenance Page 91/151 
with liability issues related to the deployment of unmanned aircraft. Proven negligence (errors, 
mistakes, shortcomings, omissions) of humans involved in their operation may trigger civil, 
ĚŝƐĐŝƉůŝŶĂƌǇĂŶĚĐƌŝŵŝŶĂůůŝĂďŝůŝƚǇà?à?711 It was noted that within the EU, à‘ĐŽŵŵĞƌĐŝĂůůǇŽƉĞƌĂƚĞĚĚƌŽŶĞƐ
equal or superior to 20 kg are required to have a third-party liability insurance proportional to their 
ǁĞŝŐŚƚà?à?712 Howeveƌà? ƚŚĞ ƉƌŽďůĞŵ ƚŚĂƚ à‘ŵŽƐƚ ĐŽŵŵĞƌĐŝĂůůǇ ŽƉĞƌĂƚĞĚ ĚƌŽŶĞƐ ŝŶ hDĞŵďĞƌ ^ƚĂƚĞƐ
have a weight under 20kg, and can still cause major damage such as a collision with a passenger 
ƉůĂŶĞà?ǁĂƐŚŝŐŚůŝŐŚƚĞĚà?713 
¾ More Recent Developments 
The position taken within a 2018 study focused on liability rules for drones that was commissioned 
ďǇƚŚĞƵƌŽƉĞĂŶWĂƌůŝĂŵĞŶƚà?ƐWŽůŝĐǇĞƉĂƌƚŵĞŶƚĨŽƌŝƚŝǌĞŶƐà?ZŝŐŚƚƐĂŶĚŽŶƐƚŝƚƵƚŝŽŶĂůĨĨĂŝƌƐĂƚƚŚĞ
Request of the JURI Committee was that rules concerning liability, as well as requirements 
ĐŽŶĐĞƌŶŝŶŐŝŶƐƵƌĂŶĐĞà‘ŽƵŐŚƚƚŽďĞƌĞŐƵůĂƚĞĚĂƚhůĞǀĞůŝŶŽƌĚĞƌƚŽĂǀŽŝĚĞǆĐĞƐƐŝǀĞĨƌĂŐŵĞŶƚĂƚŝŽŶà?à?714 
In addition, it was argued that hard law should be adopted to achieve this.715 dŚĞƌĞƉŽƌƚà?ƐĨŝŶĚŝŶŐƐ
regarding liability rules across Member States were outlined in the table included below. Fault is 
categorised by relevant legislation, liable party, as well as by the nature of liability, whether strict, or 
fault-based in nature. Limits and exemptions on liability are also noted, as well as whether there is a 
duty for parties to insure against the risk of causing damage. 
 
 
 
 
 
 
Member 
State 
Legal Act Liable Party Nature of 
Liability  
Limitations & 
Exemptions 
Duty to 
Insure 
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 <ƌŝƐƚŝĂŶĞƌŶĂƵǁà?à‘ƌŽŶĞƐàPdŚĞŵĞƌŐŝŶŐƌĂŽĨhŶŵĂŶŶĞĚŝǀŝůǀŝĂƚŝŽŶà?à?à?à?à?à?à)à?à?ďŽƌŶŝŬW&à?à?à?à?à?à?à?à? 
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 Jean->ŽƵŝƐsĂŶĚĞtŽƵǁĞƌà?à‘Nascent Drone Regulations Worldwide: A Legal Framework for Civil RPAS 
à?ZĞŵŽƚĞůǇWŝůŽƚĞĚŝƌĐƌĂĨƚ^ǇƐƚĞŵƐà)à?à?à?à?à)ƵƌŽƉĞĂŶEĞƚǁŽƌŬƐ>ĂǁĂŶĚZĞŐƵůĂƚŝŽŶYƵĂƌƚĞƌůǇà?à?à?à?à?à?à?à? 
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 Jean->ŽƵŝƐsĂŶĚĞtŽƵǁĞƌà?à‘Nascent Drone Regulations Worldwide: A Legal Framework for Civil RPAS 
à?ZĞŵŽƚĞůǇWŝůŽƚĞĚŝƌĐƌĂĨƚ^ǇƐƚĞŵƐà)à?à?à?à?à)ƵƌŽƉĞĂŶEĞƚǁŽƌŬƐ>ĂǁĂŶĚZĞŐƵůĂƚŝŽŶYƵĂƌƚĞƌůǇà?à?à?à?à?à?à?à?^ĞĞĂůƐŽ
Regulation (EC) No 785/2004 of the European Parliament and of the Council on insurance requirements for air 
carriers and aircraft operators, OJ 2004, L 138/1. 
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 à‘ƌƚŝĨŝĐŝĂů/ŶƚĞůůŝŐĞŶĐĞĂŶĚĐŝǀŝůůĂǁàPůŝĂďŝůŝƚǇƌƵůĞƐĨŽƌĚƌŽŶĞƐà?ĂEŽǀĞŵďĞƌà?à?à?à?ƐƚƵĚǇĐŽŵŵŝƐƐŝŽŶĞĚďǇƚŚĞ
ƵƌŽƉĞĂŶWĂƌůŝĂŵĞŶƚà?ƐWŽůŝĐǇĞƉĂƌƚŵĞŶƚĨŽƌŝƚŝǌĞŶƐà?ZŝŐŚƚƐĂŶĚŽŶƐƚŝƚƵƚŝŽŶĂůĨĨĂŝƌƐĂƚƚŚĞZĞƋƵĞƐƚŽĨƚŚĞ
JURI Committee, 68. 
715
 à‘ƌƚŝĨŝĐŝĂů/ŶƚĞůůŝŐĞŶĐĞĂŶĚĐŝǀŝůůĂǁàPůŝĂďŝůŝƚǇƌƵůĞƐĨŽƌĚƌŽŶĞƐà?ĂEŽǀĞŵďĞƌà?à?à?à?ƐƚƵĚǇĐŽŵŵŝƐƐŝŽŶĞĚďǇƚŚĞ
ƵƌŽƉĞĂŶWĂƌůŝĂŵĞŶƚà?ƐWŽůŝĐǇĞƉĂƌƚŵĞŶƚĨŽƌŝƚŝǌĞŶƐà?ZŝŐŚƚƐĂŶĚŽŶƐƚŝƚƵƚŝŽŶĂůĨĨĂŝƌƐĂƚƚŚĞZĞƋƵĞƐƚŽĨƚŚĞ
JURI Committee, 68. 
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Spain 
  
Real Decreto  
1036/2017 (Article 15, 
Article 16) & 
Navegacion Aerea 
(Article 119, Article 120) 
Operator Strict Limitation to 
compensation
: 220,000 
special 
drawing rights 
except in case 
of gross 
negligence or 
intentional 
misconduct 
Yes 
France 
  
Arrête du 17 decembre 
2015 & Code des 
transports (Article 
L6131.1) 
Operator/O
wner (in 
case of 
leasing) 
Strict Unlimited Yes 
Belgium 
  
Arrête royal 10 Avril 
2016 (Article 80, Article 
81) 
Operator/Pi
lot 
Strict - Yes. 
Exception: 
non-
commercial 
use 
UK 
  
Civil Aviation Act 1982, 
Air Navigation Order 
2016 (Article 94, Article 
241), Air Navigation 
(Amendment) Order 
2018 
Person in 
Charge 
Fault 
Based 
Unlimited Yes 
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Italy 
  
Regolamento ENAC & 
Codice della 
Navigazione (r.d. 
327/1942, Article 965, 
Article 971) & Rome 
Convention (Article 1) 
Operator/U
ser 
Strict Limitations to 
compensation
: minimum 
insurance 
coverage in 
accordance 
with European 
legislation, 
except if the 
operator is 
negligent 
Yes 
Denmark 
  
Air Navigation Act 
(Chapter 9, paragraph 
126; Chapter 10, 
paragraph 127) 
Owner/Use
r 
Strict Unlimited Yes 
Sweden 
  
Swedish Aviation Act 
2010:500 (Chapter 9) & 
Swedish Act on Liability 
for Injury as a Result of 
Aviation 1922:382 
(Article 1) 
Owner/ 
Possessor 
Strict Unlimited Yes 
Czech 
Republic 
  
Czech Aviation Law 
49/1997 (Article 3.1.1, 
Article 3.1.9 of Chapter 
3) 
Operator Fault 
Based 
- Mandatory 
for drones > 
20kg; for non-
commercial 
purposes, 
even if < 20kg 
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Poland 
  
Regulation of 26 March 
2013 (Annexes 6 and 7) 
Operator Strict - Mandatory 
for drones 
used for 
commercial 
purposes; for 
drones > 5kg 
even if used 
for leisure 
activities  
The 
Netherland
s 
Regeling op afstand 
bestuurde 
luchtvaartuigen 
Geldend van 01-07-
2016 t/m 06-10-2017 & 
Wet luchtvaart Geldend 
van 28-07-2018 t/m 
heden 
Owner Strict - If < 4kg 
insurance 
against civil 
liability for 
damages to 
third parties. 
If 
commercial, 
as for <4kg 
ďƵƚ ǁŝƚŚ à?à?
million 
coverage 
Austria Paragraph 146 ff of the 
Austrian Aviation Act 
Owner, 
unless he 
proves that 
drone was 
being 
employed 
against his 
will 
Strict Liability cap 
according to 
MTOM 
Yes 
(exception: 
toy drones) 
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Germany German Aviation 
Regulation (LuftVG, 
Article 33) 
Owner, 
unless he 
proves that 
drone was 
being 
employed 
against his 
will 
Strict Liability cap 
according to 
MTOM 
Yes 
Ireland Irish Aviation Authority 
Small Unmanned 
Aircraft (Drones) and 
Rockets Order 2015 
(Article 7) 
Person in 
Charge 
Fault 
Based 
Unlimited No, 
recommende
d 
Table 6. Civil Liability Rules for Drones by Country.716 
 
It was highlighted that there is a lack of consistency in the way liability issues pertaining to the use of 
drones is dealt with across Member States. This is perhaps most notable with respect to the variance 
in terms of identifying the liable party where a remotely piloted drone causes damage to an 
individual or their property.  
Ultimately, the study made a number of policy recommendations. It outlined that: 
Ɣ Liability rules should be strict, not fault-based, and burden one party 
specifically, pursuant to a one-stop-shop approach. 
Ɣ Said Party should also be prima facie responsible for damages deriving from a 
defect in the device, or human errors in the operation of the drone. In such 
cases the party should then be allowed to sue in recourse the manufacturer 
and the pilot respectively. 
Ɣ If more parties were held liable they should be jointly and severally liable for 
the same damages. 
Ɣ The operator is the party best positioned to be held liable because he is best 
positioned to identify and manage the risk and acquire insurance.  
Ɣ In the case of a non-commercial use of drones, the owner might be more 
easily identifiable and thence be held responsible as opposed to the operator 
or jointly and severally obliged with him.717 
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 à‘ƌƚŝĨŝĐŝĂů/ŶƚĞůůŝŐĞŶĐĞĂŶĚĐŝǀŝůůĂǁàPůŝĂďŝůŝƚǇƌƵůĞƐĨŽƌĚƌŽŶĞƐà?ĂEŽǀĞŵďĞƌà?à?à?à?ƐƚƵĚǇĐŽŵŵŝƐƐŝŽŶĞĚďǇƚŚĞ
ƵƌŽƉĞĂŶWĂƌůŝĂŵĞŶƚà?ƐWŽůŝĐǇĞƉĂƌƚŵĞŶƚĨŽƌŝƚŝǌĞŶƐà?ZŝŐŚƚƐĂŶd Constitutional Affairs at the Request of the 
JURI Committee, 52-54. 
717
 ƌƚŝĨŝĐŝĂů/ŶƚĞůůŝŐĞŶĐĞĂŶĚĐŝǀŝůůĂǁàPůŝĂďŝůŝƚǇƌƵůĞƐĨŽƌĚƌŽŶĞƐà?ĂEŽǀĞŵďĞƌà?à?à?à?ƐƚƵĚǇĐŽŵŵŝƐƐŝŽŶĞĚďǇƚŚĞ
ƵƌŽƉĞĂŶWĂƌůŝĂŵĞŶƚà?ƐWŽůŝĐǇĞƉĂƌƚŵĞŶƚĨŽƌŝƚŝǌĞŶƐà?ZŝŐŚƚƐĂŶĚŽŶƐƚŝƚƵƚŝonal Affairs at the Request of the 
JURI Committee, 69. 
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The need to adapt to the increasingly widespread use of drone technology has also been noted 
within the relevant academic literature. Questions have been raised regarding liability issues, 
particularly with respect to harm caused to third parties, and the question of who should be 
responsible.718 EŽƚĂďůǇà?ŝƚŚĂƐďĞĞŶŽƵƚůŝŶĞĚƚŚĂƚà‘ŝŶƚĞƌŶĂƚŝŽŶĂůĐŽŶǀĞŶƚŝŽŶƐƚŚĂƚĂƉƉůǇƚŽĚƌŽŶĞƐĂƌĞ
ůŝŵŝƚĞĚ ŝŶ ƚŚĞŝƌ ĂďŝůŝƚǇ ƚŽ ĞĨĨĞĐƚŝǀĞůǇ ƌĞŐƵůĂƚĞ ĚƌŽŶĞƐà?à?719 highlighting that this is an issue with 
international significance. For example, on the Rome Convention, Hodgkinson and Johnston outline 
four ƌĞůĞǀĂŶƚ ŝƐƐƵĞƐà? &ŝƌƐƚà? ŝƚ ŝƐ ŶŽƚ ƵŶŝǀĞƌƐĂůůǇ ƌĂƚŝĨŝĞĚà? ŵĞĂŶŝŶŐ ƚŚĂƚ à‘ŝƚ ŝƐ ŶŽƚ ĂďůĞ ƚŽ ĞĨĨĞĐƚŝǀĞůǇ
ƌĞŐƵůĂƚĞĂŶŝŶƚĞƌŶĂƚŝŽŶĂůůǇƌĞĐŽŐŶŝƐĞĚĨƌĂŵĞǁŽƌŬĨŽƌůŝĂďŝůŝƚǇà?à?720 Second, it is outdated with respect 
to calculating levels of compensation.721 dŚŝƌĚà? ƵŶĚĞƌ ƚŚŝƐ ĐŽŶǀĞŶƚŝŽŶ à‘ůŝĂďŝůŝƚǇ ŝƐ ĚĞƚĞƌŵŝŶĞĚ
ĂĐĐŽƌĚŝŶŐƚŽƚŚĞǁĞŝŐŚƚŽĨĂŝƌĐƌĂĨƚ à?ŵĂŶŶĞĚŽƌƵŶŵĂŶŶĞĚà)à?à?722 This is problematic because it could 
ůĞĂĚƚŽĂà‘ƐŝŐŶŝĨŝĐĂŶƚŝŵďĂůĂŶĐĞďĞƚǁĞĞŶƚŚĞĚĂmage caused and the extent of liability that attaches 
ƚŽƚŚĂƚĚĂŵĂŐĞĂƐĞǀĞŶƐŵĂůůĚƌŽŶĞƐĐĂŶĐĂƵƐĞƐŝŐŶŝĨŝĐĂŶƚŚĂƌŵà?à?723 The fourth issue that is outlined 
ŝƐƚŚĂƚà‘ƚŚĞƐƚƌŝĐƚůŝĂďŝůŝƚǇƌĞŐŝŵĞŵĂǇŶŽƚďĞĂƉƉƌŽƉƌŝĂƚĞĨŽƌƌĞŵŽƚĞůǇƉŝůŽƚĞĚĂŝƌĐƌĂĨƚà?&ŽƌĞǆĂŵƉůĞ, if 
a drone is operating using defective software, the question arises as to whether the manufacturer or 
ƚŚĞƌĞŵŽƚĞŽƉĞƌĂƚŽƌŝƐůŝĂďůĞà?à?724 
It is also noted that despite the fact that the: 
Convention for the Suppression of Unlawful Acts against the Safety of Civil Aviation 
2009 (General Risks Convention) and Convention for the Suppression of Unlawful 
Acts against the Safety of Civil Aviation 2009 (Unlawful Interference Compensation 
Convention), modernised the Rome Convention, their applicability to drone 
regulation is limited because issues relating to strict liability and weight-based liability 
continue to be a part of these conventions.725  
In addition, these conventions are not, as yet, in force. The issue of mandatory insurance for drone 
use was also noted, highlighting significant variation of such requirements worldwide.726  
Hodgkinson and Johnston also noted that any level of liability that is to be imposed on the operators 
ŽĨĂĚƌŽŶĞ ƚĞĐŚŶŽůŽŐǇŵĂǇŶĞĞĚ ƌĞĂƐƐĞƐƐŝŶŐŽŶ ƚŚĞďĂƐŝƐ ƚŚĂƚ à‘ƚŚĞǇ ƌĞƋƵŝƌĞ ůŝƚƚůĞŚƵman input to 
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 David Hodgkinson and Rebecca Johnston, Aviation Law and Drones: Unmanned Aircraft and the Future of 
Aviation à?ZŽƵƚůĞĚŐĞà?à?à?à?à)à?à?à?^ĞĞĂůƐŽŶŶĂDĂƐƵƚƚŝà?à‘WƌŽƉŽƐĂůƐĨŽƌƚŚĞZĞŐƵůĂƚŝŽŶŽĨhŶŵĂŶŶĞĚŝƌVehicle 
hƐĞŝŶŽŵŵŽŶŝƌƐƉĂĐĞà?à?à?à?à?à?à)à?à?ŝƌĂŶĚ^ƉĂĐĞ>Ăǁà?à?à?à? 
719
 David Hodgkinson and Rebecca Johnston, Aviation Law and Drones: Unmanned Aircraft and the Future of 
Aviation (Routledge 2018) 23. 
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(2016) 23 Torts Law Journal 290. 
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ŽƉĞƌĂƚĞà?à?727Also,  attempting to apply the law which relates to manned aircraft, to done technology is 
ƉƌŽďůĞŵĂƚŝĐ ďĞĐĂƵƐĞ à‘[g]iven the drone and its operator are at some remove, there are potential 
issues associated with the application of a strict liability regime (such as the one currently applicable 
ƚŽƐŽŵĞŵĂŶŶĞĚĂŝƌĐƌĂĨƚà)ƚŽĚƌŽŶĞƐà?à?728 
More broadly, the importance of improving both the legal framework, as well as the technology itself 
was noted. It is intuitive that the development of technoůŽŐŝĐĂů ƐŽůƵƚŝŽŶƐ ǁŽƵůĚ à‘ŚĞůƉ ŵŝŶŝŵŝǌĞ
liability and provide solutions to issues such as bodily injury, property damages, and personal liability 
ĐĂƵƐĞĚ ďǇ ĐƌĂƐŚĞƐà?à?729 With this in mind, ŝƚ ǁĂƐ ŽƵƚůŝŶĞĚ ƚŚĂƚ à‘ĂƐ ĚƌŽŶĞ ƚĞĐŚŶŽůŽŐǇ ĐŽŶƚŝŶƵĞƐ ƚŽ
develop and is used more in public and commercial applications, it is important that manufacturers 
ĐƌĞĂƚĞƚĞĐŚŶŝĐĂůƐŽůƵƚŝŽŶƐƚŽĂǀŽŝĚůŝĂďŝůŝƚǇà?ůĞŐŝƐůĂƚŽƌƐĐƌĞĂƚĞĐůĞĂƌůĂǁƐŐŽǀĞƌŶŝŶŐĚƌŽŶĞůŝĂďŝůŝƚǇà?à?730 
Most recently, Pusztahelyi has suggested that in situations where iŶũƵƌŝĞƐ ĂƌĞ ƐƵƐƚĂŝŶĞĚà? à‘ƚŚĞ h
policymakers prefers product liability in situations when the injured person can claim compensation 
ŽŶ ŵŽƌĞ ďĂƐĞƐ ŽĨ ůŝĂďŝůŝƚǇà?à?731 This falls under the provisions included within Council Directive 
No.85/374/EEC which concern liability for defective products which requires harmonisation across 
EU member states.732 However, with a focus on the approach that has been adopted in Hungary, it 
ǁĂƐŽƵƚůŝŶĞĚƚŚĂƚà‘ƌĞĐĞŶƚůǇƉƵďůŝƐŚĞĚũƵĚŐŵĞŶƚƐŚŽůĚƚŚĞŽƉĞƌĂƚŽƌƐà?ŽǁŶĞƌƐà)ůŝĂďůĞŵŽƌĞĂŶĚŵŽre 
ĨƌĞƋƵĞŶƚůǇ ĂŶĚ ĨŽƌ ůĞƐƐ ĂŶĚ ůĞƐƐ ĚĂŶŐĞƌŽƵƐ ĂĐƚŝǀŝƚǇà?à?733 Further, it was noted tŚĂƚ à‘ŵŽƐƚ ƚǇƉĞƐ ŽĨ
ĚƌŽŶĞƐĂŶĚƚŚĞŝƌƵƐĂŐĞƐĞĞŵƚŽďĞĚĂŶŐĞƌŽƵƐà“ĞŶŽƵŐŚà?ƚŽĞƐƚĂďůŝƐŚƚŚĞƐƚƌŝĐƚůŝĂďŝůŝƚǇŽĨƚŚĞƉŝůŽƚà?à?734 
Finally, the potential for a ƚŚŝƌĚƉĂƌƚǇà?ƐƌŝŐŚƚƚŽprivacy to be infringed by the use of drones is another 
potential liability issue. It is outlined that: 
 The operator and the remote pilot of an unmanned aircraft must be aware of the 
applicable Union and national rules relating to the intended operations, in particular 
with regard to safety, privacy, data protection, liability, insurance, security and 
environmental protection. The operator and the remote pilot must be able to ensure 
the safety of operation and safe separation of the unmanned aircraft from people on 
the ground and from other airspace users. This includes good knowledge of the 
operating instructions provided by the producer, of safe and environmentally-friendly 
use of unmanned aircraft in the airspace, and of all relevant functionalities of the 
unmanned aircraft and applicable rules of the air and ATM/ANS procedures.735 
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Consequentlyà?ŝƚŝƐĐůĞĂƌƚŚĂƚƚŚĞà‘ƌŝƐŬŽĨŝŶĨƌŝŶŐĞŵĞŶƚŽĨƉƌŝǀĂĐǇĐƌĞĂƚĞƐĂŶĞĞĚƚŽĞƐƚĂďůŝƐŚĂƌƵůĞŽĨ
ƐƚƌŝĐƚ ůŝĂďŝůŝƚǇ ƚŽ ƐƵĐĐĞƐƐĨƵůůǇ ƉƌŽƚĞĐƚ ƚŚĞƐĞ ƌŝŐŚƚƐà?à?736 It is suggested ƚŚĂƚ Ă à‘ƐƚƌŝĐƚ ůŝĂďŝůŝƚǇ ƌƵůĞ ĨŽƌ
drone usage would be a possible way to allocate fairly the damages and react to the above-
ŵĞŶƚŝŽŶĞĚƌŝƐŬŽĨŝŵŵĂƚĞƌŝĂůŚĂƌŵƐŽĨƉĞƌƐŽŶĂůƌŝŐŚƚƐà?à?737  
¾ Insurance 
Commercial usage of drones must comply with Regulation (EC) 785/2004 on insurance for air carriers 
and aircraft operators.738 The regulation requires operators to purchase insurance in order to 
adequately compensate victims should the drone be involved in an accident. The minimum cover for 
third party liability insurance is dependent on the MTOM and is categorised as follows by the EU per 
Article 7(1): 
Category MTOM 
(kg) 
Minimum insurance 
(million SDRs) 
1 < 500 0,75 
2 < 1 000 1,5 
3 < 2 700 3 
4 < 6 000 7 
5 < 12 000 18 
6 < 25 000 80 
7 < 50 000 150 
8 < 200 000 300 
9 < 500 000 500 
10 á?à?à?à?à?à?à? 700 
Table 7. Compulsory Insurance for Drones (Source: Regulation (EC) 785/2004) 
 
Third party liability insurance is designed to cover property damage on the ground or another aircraft 
or loss or bodily injury or death of people on the ground. Though some current general liability 
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policies may cover the liabilities that arise from the use of drones, the policy must still comply with 
Regulation (EC) 785/2004. Insurers are increasingly developing drone specific third-party insurance 
products. In addition to indemnity for bodily or property damage or losses, policies to cover GDPR 
breaches are also available.739 In some ways, the insurance industry has regulatory power over the 
drone operators who must comply with the policy terms to ensure continued coverage, and it would 
be likely that insurers would want operators to take all the necessary safety precautions available to 
them.740 Nonetheless, because these products are relatively new, it is likely that there may be 
uncertainty in the scope of coverage, resulting in commercial disputes should accidents occur.741 
Regulation (EC) 785/2004 also specifies minimum cover for passengers, baggage, and cargo, though 
it is unlikely drones for I&M would require these types of insurance cover because they would not be 
transporting any of the above.742 Though first-party insurance is not currently required for operating 
drones, I&M drone operators should consider purchasing such cover to cover damage or 
replacement of the drone.743 Furthermore, the pilot or operator may be the injured party in an 
operation, so this should also be a consideration.744 
To ensure that the insurance would cover each operation, the operator should inform the insurer or 
broker of all activities in which the drone may partake, check the policy language to see whether the 
proposed product would be sufficient, look out for any exclusions under which the insurance would 
not indemnify or conditions that must be fulfilled to maintain cover, and ensure the liability limit is 
sufficient for the risk of damage instead of purchasing the minimum amount required. Operators 
should also inform the insurer of any changes in circumstances to avoid the possibility that cover 
may be voided after having gone into effect.745 
 
2.2 Autonomous Road Vehicles 
Autonomous vehicles were first proposed in the 1940s, with serious research starting in the 1950s 
and 1960s.746 GM worked with RCA to develop a system where sensors were installed at the front of 
vehicles which interacted with wires laid on the road to create a steering system.747 In 1977, a team 
ůĞĚ ďǇ ^ĂĚĂǇƵŬŝ dƐƵŐĂǁĂ Ăƚ ƚŚĞ DĞĐŚĂŶŝĐĂů ŶŐŝŶĞĞƌŝŶŐ >ĂďŽƌĂƚŽƌǇ à‘ƉƌĞƐĞŶƚĞĚ ƚŚĞ ĨŝƌƐƚ ǀŝƐƵĂůůǇ
guided autonomous vehicle that could record and process (on-board) pictures of lateral guide rails 
ŽŶƚŚĞƌŽĂĚǀŝĂƚǁŽĐĂŵĞƌĂƐà?à?748 Around the same time, Hans Moravec and the Artificial Intelligence 
Lab at Stanford University successfully navigated a cart with camera onboard in an obstacle-filled 
room without human operation, though the vehicle only moved one metre every ten to 15 
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minutes.749 Technological advancements in the 1980s and cooperation between academia and 
industry led to rapid development.750 /ŶĚƵƐƚƌǇƉƌĞĨĞƌƌĞĚĂƐǇƐƚĞŵŽĨ à‘ůĂƚĞƌĂůŐƵŝĚĂŶĐĞŽĨĐĂƌƐƵƐŝŶŐ
electromagnetic fields generated by cables ŝŶ ƚŚĞ ƌŽĂĚà? ďƵƚ ƚŚĞ ƐƵĐĐĞƐƐĨƵů ĚĞŵŽŶƐƚƌĂƚŝŽŶ ŽĨ
autonomous lane changing and passing capability by Ernst Dickmanns of the University of the 
Federal Armed Forces in Munich and subsequently researchers in the United States and Italy shifted 
the focus to the type of autonomous driving that is being tested today.751 
Various benefits would stem from the development and availability of autonomous vehicles. For 
ĞǆĂŵƉůĞà? ŝƚ ŝƐƐƵŐŐĞƐƚĞĚƚŚĂƚďĞŶĞĨŝƚƐǁŽƵůĚ ŝŶĐůƵĚĞĂƌĞĚƵĐƚŝŽŶ ŝŶ ƚŚĞŶƵŵďĞƌŽĨ à‘ƚƌĂĨĨŝĐĨĂƚĂůŝƚŝĞƐ
and injuries, significant gains in individual productivity, unprecedented mobility for the elderly and 
disabled populations, greater flexibility in urban planning, and a reduction in harmful vehicle 
ĞŵŝƐƐŝŽŶƐà?à?752 With this in mind, it is important that this technology is both effectively developed, as 
well as regulated. 
It should be noted that land-based robots do not necessarily have to be in the form of what is 
popularly considered a vehicle that has wheels. As robots for infrastructure inspection and 
maintenance are likely to operate in commercial and off-road settings, many of the regulations 
concerning autonomous vehicles may not apply. Further, some robots that operate on land are not 
even considered vehicles and are crawlers that move with robotic limbs.753 A motor vehicle is 
ĚĞĨŝŶĞĚĂƐ à‘ĂŵĞĐŚĂŶŝĐĂůůǇƉƌŽƉĞůůĞĚǀĞŚŝĐůĞà? ŝŶƚĞŶĚĞĚŽƌĂĚĂƉƚĞĚ ĨŽƌƵƐĞŽŶ ƌŽĂĚƐà?ƵŶĚĞƌŶŐůŝƐŚ
ZŽĂĚ dƌĂĨĨŝĐ Đƚ à?à?à?à? ƐĞĐƚŝŽŶ à?à?à?à?à?à) ĂŶĚ à‘ĂŶǇ ƉŽǁĞƌ-driven vehicle which is normally used for 
carrying persons or goods by road or for drawing, on the road, vehicles used for the carriage of 
ƉĞƌƐŽŶƐŽƌŐŽŽĚƐà?ƵŶĚĞƌƌƚŝĐůĞà?à?Ɖà)ŽĨƚŚĞsŝĞŶŶĂŽŶǀĞ ƚŝŽŶŽŶZŽĂĚdƌĂĨĨŝĐà?tŚŝůĞŶĞŝƚŚĞƌƌĞƋƵŝƌĞ
wheels, they do limit the definition to those that travel on the roads and be carrying passengers or 
cargo. Insofar as the crawler is designed to travel the roads and carry passengers or goods, the laws 
and regulations on autonomous vehicles would apply to them. Otherwise, they are likely currently 
largely unregulated or regulated only by industry standards. Nonetheless, this section provides an 
overview of the current safety, regulatory, and legal liability issues concerning autonomous vehicles 
because even if they may not apply to all robots for infrastructure inspection and maintenance, they 
offer useful guidance and may be helpful in determining the specific measures that need to be 
developed to regulate and allocate liability for robots that operate in specific commercial domains. 
 
2.2.1 Achieving Safety Assurance  
Autonomous vehicles are being developed by many traditional car manufacturers and technology 
companies worldwide, and Europe is not an exception.754 As roughly 95% of road traffic accidents 
involve human error, the use of autonomous vehicles where the computer is responsible for driving 
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 &ĂďŝĂŶ<ƌƂŐĞƌà?à‘ƵƚŽŵĂƚĞĚƌŝǀŝŶŐŝŶ/ƚƐ^ŽĐŝĂůà?,ŝƐƚŽƌŝĐĂůĂŶĚƵůƚƵƌĂůŽŶƚĞǆƚƐà?ŝŶMarkus Maurer et al. 
(eds) Autonomous Driving: Technical, Legal and Social Aspects (Springer 2016) 58-9. 
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 :ĞƐƐŝĐĂ^ƌŽĚƐŬǇà?à‘ƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞZĞŐƵůĂƚŝŽŶàP,ŽǁĂŶhŶĐĞƌƚĂŝŶ>ĞŐĂů>ĂŶĚƐĐĂƉĞDĂǇ,ŝƚƚŚĞƌĂŬĞƐ
on Self-ƌŝǀŝŶŐĂƌƐà?à?à?à?à?à?à)à?à?ĞƌŬĞůĞǇdĞĐŚŶŽůŽŐǇ>Ăǁ:ŽƵƌŶĂůà?à?à?à?à?à?à?-55. 
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  &ĂďŝĂŶ<ƌƂŐĞƌà?à‘ƵƚŽŵĂƚĞĚƌŝǀŝŶŐŝŶ/ƚƐ^ŽĐŝĂůà?,ŝƐƚŽƌŝĐĂůĂŶĚƵůƚƵƌĂůŽŶƚĞǆƚƐà?ŝŶMarkus Maurer et al 
(eds) Autonomous Driving: Technical, Legal and Social Aspects (Springer 2016) 58-60. 
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 :ĞƌĞŵǇĂƌƉà?à‘ƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐàPWƌŽďůĞŵƐĂŶĚWƌŝŶĐŝƉůĞƐĨŽƌ&ƵƚƵƌĞZĞŐƵůĂƚŝŽŶà?à?à?à?à?à?à)à?hŶŝǀĞƌƐŝƚǇŽĨ
WĞŶŶƐǇůǀĂŶŝĂ:ŽƵƌŶĂůŽĨ>Ăǁà?WƵďůŝĐĨĨĂŝƌƐà?à?à?à?à?à?^ĞĞĂůƐŽĂǀŝĚ>ĞǀŝŶƐŽŶà‘ůŝŵďŝŶŐDŽƵŶƚEĞǆƚàPdŚĞĨĨĞĐƚƐ
of AutonomouƐsĞŚŝĐůĞƐŽŶ^ŽĐŝĞƚǇà?à?à?à?à?à?à)à?à?DŝŶŶĞƐŽƚĂ:ŽƵƌŶĂůŽĨ>Ăǁà? ^ĐŝĞŶĐĞà?dĞĐŚŶŽůŽŐǇà?à?à?à?à?à?à?-798. 
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 See, eg, :ĂŵĞƐsŝŶĐĞŶƚà?à‘ZŽďŽƚƐǁŝƚŚ>ĞŐƐĂƌĞ'ĞƚƚŝŶŐZĞĂĚǇƚŽtĂůŬŵŽŶŐhƐà?à?dŚĞsĞƌŐĞà?à?&Ğďà?à?à?à?à)
<www.theverge.com/2017/2/22/14635530/bipedal-legged-robots-mobility-advantages>. 
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 à‘à?à?á?ŽƌƉŽƌĂƚŝŽŶƐtŽƌŬŝŶŐŽŶƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐà?à?/ŶƐŝŐŚƚƐà?à?ƵŐƵƐƚà?à?à?à?à)
<www.cbinsights.com/research/autonomous-driverless-vehicles-corporations-list/> accessed 29 November 
2019. 
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may significantly increase the safety of road travel.755 The technology may also facilitate mobility for 
people with disabilities or the elderly.756 Autonomous vehicles are also likely to be more 
environmentally friendly due to the decrease in congestion and the associated development of 
electrical cars.757 
 
Because of their imminent introduction onto the roads, whether as consumer products or for 
commercial purposes such as I&M, Europe has been engaged in determining the appropriate 
regulations for vehicles that traverse the roadways. Although autonomous cars and connected cars 
are both being developed and the terms are sometimes used interchangeably, there is a distinction 
between the two. Connected cars are those that can communicate with other vehicles (Vehicle-to-
Vehicle) or specialised infrastructure (Vehicle-to-Infrastructure) to adapt its driving based on outside 
conditions and avoid collisions.758 Autonomous vehicles refer to cars that are driven by the on board 
technology, which does not necessarily need to communicate with others.759 While the two terms 
are not synonymous and need not exist simultaneously, manufacturers have found network 
connections to essential for autonomous vehicles to function properly.760 Understanding the 
ŝŶƚŝŵĂƚĞĐŽŶŶĞĐƚŝŽŶďĞƚǁĞĞŶƚŚĞƚǁŽà?ƚŚĞƵƌŽƉĞĂŶŽŵŵŝƐƐŝŽŶŚĂƐƚĂŬĞŶĂŶà‘ŝŶƚĞŐƌĂƚĞĚĂƉƉƌŽĂĐŚ
ďĞƚǁĞĞŶĂƵƚŽŵĂƚŝŽŶĂŶĚĐŽŶŶĞĐƚŝǀŝƚǇŝŶǀĞŚŝĐůĞƐà?.761 
 
Vehicles can be divided into six levels of autonomy: 
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safety features, their cost effectiveness and feasibility for the review of the regulations on general vehicle 
safety and on the protection of pedestrians and other vulnerable road users.COM(2016) 787 final https://eur-
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Figure 7. Levels of Driving Automation (Credit SAE) 
While fully autonomous vehicles are not available to the public, Level 2 cars are currently being 
driven on public roads.762 In 2017, the EC estimated that Level 4 vehicles will be available in 2020 but 
fully autonomous vehicles would not be deployed for up to another decade.763 
Safety assurance, the aim of avoiding collision, of autonomous vehicles is a difficult task. The vehicle 
should be safe to use and keep a safe distance from all other objects which share the same road with 
the vehicle. Using machine learning and non-deterministic based decision making approach for 
autonomous systems led to the new question of whether the vehicle is safe enough. As such, 
researchers ĨŽƌĂƵƚŽŶŽŵŽƵƐƐǇƐƚĞŵƐŶŽǁƚƌǇƚŽĂŶƐǁĞƌƚŚĞƋƵĞƐƚŝŽŶŽĨà“,ŽǁƐĂĨĞŝƐƐĂĨĞĞŶŽƵŐŚà?à?à?
Figure 8 displays the geographical distribution of autonomous safety projects throughout the world.  
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 ĂŶŝĞůƌĂŶĞĞƚĂůà?à‘^ƵƌǀĞǇŽĨ>ĞŐĂů/ƐƐƵĞƐƌŝƐŝŶŐĨƌŽŵƚŚĞĞƉůŽǇŵĞŶƚŽĨƵƚŽŶŽŵŽƵƐĂŶĚŽŶŶĞĐƚĞĚ
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 Digital Transformation Monitor, Autonomous Cars: A Big Opportunity for European Industry (January 2017) 
<ec.europa.eu/growth/tools-
databases/dem/monitor/sites/default/files/DTM_Autonomous%20cars%20v1.pdf> accessed 29 November 
2019. 
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Figure 8. World Map Showing Projects by Country (State for US-based Projects) Source: CAR 2015. 
Mainly, there are two families of approaches to making autonomous vehicles safe: the first approach 
learns from previous accidents and tries to put barriers for the safe state, and the second category is 
based on dynamic risk assessment.764 
2.2.2 Standard and Certificate 
 2.2.2.1 ISO 26262 
ISO 26262, an international standard for road vehicles (Functional safety), was defined by the 
International Organisation for Standardisation (ISO) in 2011. ISO 26262 covers the entire product 
development of EE (Electrical/Electronic) automotive products.765 
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 tĂƌĚǌŝŷƐŬŝà?. (2008, September). Safety assurance strategies for autonomous vehicles. In International 
Conference on Computer Safety, Reliability, and Security (pp. 277-290). Springer, Berlin, Heidelberg. 
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 Palin, R., Ward, D., Habli, I., & Rivett, R. (2011). ISO 26262 safety cases: Compliance and assurance. 
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Figure 9. ISO26262 Parts (ISO 26262). 
The ten parts of ISO 26262 are as follows: 
1. Vocabulary: define abbreviations, terms and acronyms of the different used 
terminologies. 
2. Management of functional safety: treats both aspects of the management of 
safety requirements:  projects and organizational point of view. 
3. Concept phase: This part initiate the safety lifecycle, by describing the project 
definition and the safety requirements and criteria for the whole project. 
4. Product development at the system level: detailed requirements analysis, 
system synthesis, functional allocation, and V&V (Validation and verification). 
5. Product development at the hardware level: covers the system design and 
implementation of hardware. 
6. Product development at the software level: covers the system design and 
implementation of software. 
7. Production and operation: defines the requirements for system production, 
operation installation, servicing, and decommission. 
8. Supporting processes: defines the requirement of the development effort 
form support part, including the used tool, the documentation and 
management process.  
9. Automotive Safety Integrity Level (ASIL)-oriented and safety-oriented 
analysis: defines and the process of safety requirement allocation and things 
related to the ASILs. 
10. Guideline on ISO 26262 
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2.2.2.2 J3016: Taxonomy and Definition for Terms Related to Driving Automation Systems 
for On-Road Motor Vehicles 
The SAE international's new standard J3016 is a new standard aimed to define a taxonomy for terms 
and concepts related to On-Road vehicles automated systems. Standardising the levels of driving 
automation and supporting terms serves several purposes, 766 including: 
 
1- Clarifying the role of the (human) driver, if any, during driving automation system 
engagement. 
2- Answering questions of scope when it comes to developing laws, policies, 
regulations, and standards. 
3- Providing a useful framework for driving automation specifications and technical 
requirements. 
4- Providing clarity and stability in communications on the topic of driving 
automation, as well as a useful short-hand that saves considerable time and effort. 
 
The J3016 refers to the human as the main actor of the system which contains the driving system 
and other objects.   
2.2.2.3 Future Certification of Automated/Autonomous Driving Systems 
 
The vehicle safety certificate label certifies that the vehicle meets the current operational country 
safety standards. The certificate is mainly used by technicians to identify the safety related 
information and guarantees that the developed system meets the safety requirements. The 
objectives of the certificate are to maintain safety, protect consumers and certify industry standard.  
Traditional safety standards define a set of performance criteria and approve test methods to 
evaluate the safety level of the car. The following figure represents an example of a tyre test with 
traditional approach.767 
 
                                                          
766
 Taxonomy and Definitions for Terms Related to Driving Automation Systems for On-Road Motor Vehicles 
J3016_201806. 
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  Informal document GRVA-02-09 2nd GRVA, 28 January àW 1 February 2019 Agenda item 5 (a), OICA 
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Figure 10. Vehicle Tyre Test With Traditional Approach 
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HMI and access 
of controls àW 
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driver monitoring accidental misuse 
6 Vehicle Initiated 
Take-Over 
3) Transition of 
driving task àW 
lead time; MRM; 
HMI  
4) MRM 
4) Fallback (MRC) 
6) HMI 
ii) Automatic stop 
in situations 
outside ODD iv) 
HMI àW inform 
about planned 
automatic stop 
 
7 Driver Initiated 
Transfer 
1) System 
performance in 
automated mode 
- takeover 
6) HMI  7) HMI and 
Accessibility of 
Controls 
8 Effects of 
Automation 
   7) HMI and 
Accessibility of 
Controls àW unsafe 
misuse  
9 Safety Certificate 7) Safety 
assessment àW 
product; 
processes; risk 
assessment; 
standards 
 viii) Safety 
evaluation via 
simulation, track 
& real world 
testing ix) In-use 
safety - 
inspection 
5) Testing and 
validation 11) 
After market 
repairs / 
modifications 
10 Data Recording 5) Data storage 
system 
10) Data 
Recording 
v) Installation of 
data recording 
devices 
12) User privacy 
13) Collaboration 
with government 
agencies & law 
enforcement 
11Security 5) Data storage 
system 
7) Vehicle 
Cybersecurity 
vi) Cybersecurity 
àW safety by design 
ix) In-use safety àW 
10) Cyber 
security 11) 
System update 
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software update 
12 Passive Safety  8) 
Crashworthiness 
 9) User 
protection during 
collision & 
system failure  
à?à?ƌŝǀĞƌà‘ƐƚƌĂŝŶŝŶŐ 8) information 
provision to users 
11) Consumer 
Education/Trainin
g 
x) Information 
provision to users 
8) Public 
education and 
awareness 
 
Table 8. Comparison of Safety Principles in Different Countries (OICA). 
Experts from the Organisation Internationale des Constructeurs d'Automobiles (OICA) proposed a 
new vision for certification of autonomous cars.768 The approach is called Three Pillars: the 
Audit/assessment, Physical certification and Real world test drive (APR).  
 
2.2.3 Legislation and Policy 
As was the case when discussing drone technology, it is now important to consider the legislation 
and policy that apply to the autonomous vehicles. Once more, the first issue that will be considered 
is the relevant international regime that is in place. Second will be a discussion of relevant EU 
regulation. Third is a discussion of national laws which regulate autonomous vehicles in a handful of 
EU Member States. Finally, issues relating to the apportionment of liability which could stem from 
the use of autonomous vehicles will be considered. 
 
2.2.3.1. International Regime 
The Convention on Road Traffic, otherwise known as the Vienna Convention on Road Traffic (Vienna 
Convention), was concluded in 1968 and came into force in 1977.769 All EU Member States are 
signatories except Cyprus, Ireland, and Malta.770 dŚĞ sŝĞŶŶĂ ŽŶǀĞŶƚŝŽŶ ƌĞƋƵŝƌĞƐ ƚŚĂƚ à‘[e]very 
moving vehicle or combinatiŽŶ ŽĨ ǀĞŚŝĐůĞƐ ƐŚĂůů ŚĂǀĞ Ă ĚƌŝǀĞƌà?à?771 ĂŶĚ Ă ĚƌŝǀĞƌ ŝƐ ĚĞĨŝŶĞĚ ĂƐ à‘ĂŶǇ
person who drives a motor vehicle or other vehicle (including a cycle), or who guides cattle, singly or 
ŝŶŚĞƌĚƐà?ŽƌĨůŽĐŬƐà?ŽƌĚƌĂƵŐŚƚà?ƉĂĐŬŽƌƐĂĚĚůĞĂŶŝŵĂůƐŽŶĂƌŽĂĚà?à?772 A plain reading of the language 
indicates a human needs to be the driver of a vehicle to conform to the Convention and an artificial 
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 Informal document GRVA-02-09 2nd GRVA, 28 January àW 1 February 2019 Agenda item 5 (a), OICA 
769
 Vienna Convention on Road Traffic (8 November 1968) 1042 UNTS 17. 
770
 United Nations Treaty Collection <treaties.un.org/Pages/ViewDetailsIII.aspx?src=TREATY&mtdsg_no=XI-B-
19&chapter=11>. 
771
 Vienna Convention Article 8(1). 
772
 Vienna Convention Article 1(v). 
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agent would not suffice, which would exclude autonomous vehicles.773 However, it has also been 
argued, whether persuasively is another matter, that a legal person would also satisfy the definition 
of a person.774 While it was considered relatively detailed and advanced at the time of its drafting, 
the Vienna Convention was unable to foresee the creation of autonomous vehicles without human 
driǀĞƌƐ ĨĂĐŝůŝƚĂƚĞĚ ďǇ ƚŚĞ à‘ũƵŵƉ ŝŶ ƚĞĐŚŶŽůŽŐŝĐĂů ĞǀŽůƵƚŝŽŶ ŝŶ ƉĂƌĂůůĞů ǁŝƚŚ ƚŚĞ ĂƉƉĞĂƌĂŶĐĞ ŽĨ ŶĞǁ
ƚĞŶĚĞŶĐŝĞƐ ŝŶ ƚŚĞ ĨŝĞůĚ ŽĨŵŽƚŽƌ ǀĞŚŝĐůĞ ŝŵƉƌŽǀĞŵĞŶƚƐà?à?775 European states realised this provision 
was causing them to lag behind the United States in creating a regulatory environment conducive to 
developing autonomous cars as the latter is not a signatory.776  To keep up with technological 
advances, this provision was amended in 2016 to allow for the use of autonomous vehicles on the 
roads.777 The additional language states: 
5bis. Vehicle systems which influence the way vehicles are driven shall be deemed 
to be in conformity with paragraph 5 of this Article and with paragraph 1 of Article 
13, when they are in conformity with the conditions of construction, fitting and 
utilization according to international legal instruments concerning wheeled vehicles, 
equipment and parts which can be fitted and/or be used on wheeled vehicles* 
Vehicle systems which influence the way vehicles are driven and are not in 
conformity with the aforementioned conditions of construction, fitting and 
utilization, shall be deemed to be in conformity with paragraph 5 of this Article and 
with paragraph 1 of Article 13, when such systems can be overridden or switched 
off by the driver.778 
Under this new provision, as long as the autonomous vehicle technology meets international 
standards or if the automated mode can be switched off, autonomous vehicles would be allowed to 
be driven on public roads of states that are members of the Convention as long as there is a human 
driver ready to take over. It has been noted that further technological developments leading to Level 
5 autonomous vehicles that do not expect humans to be attentive becoming the norm would 
necessitate future amendments to the Vienna Convention.779 
Though most of the research on autonomous vehicles has been on the carriage of passengers, 
driverless cars will also be able to be used to transport cargo. In this situation, the Convention on the 
Contract for the International Carriage of Goods by Road (CMR) signed in 1956 may become 
ƌĞůĞǀĂŶƚà? dŚĞ DZ à‘ĂƉƉůà?ŝĞƐà? ƚŽ ĞǀĞƌǇ ĐŽŶƚƌĂĐƚ ĨŽƌ ƚŚĞ ĐĂƌƌŝĂŐĞ ŽĨ ŐŽŽĚƐ ďǇ ƌŽĂĚ ŝŶ ǀĞŚŝĐůĞƐ ĨŽƌ
reward, when the place of taking over of the goods and the place designated for delivery, as 
specified in the contract, are situated in two different countries, of which at least one is a contracting 
ĐŽƵŶƚƌǇà?ŝƌƌĞƐƉĞĐƚŝǀĞŽĨƚŚĞƉůĂĐĞŽĨƌĞƐŝĚĞŶĐĞĂŶĚƚŚĞŶĂƚŝŽŶĂůŝƚǇŽĨƚŚĞƉĂƌƚŝĞƐà?à?780 The definition of 
vehicle in the CMR does not explicitly require human drivers, but it has been argued persuasively 
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 Antje von Ungern-^ƚĞƌŶďĞƌŐà?à‘ƵƚŽŶŽŵŽƵƐƌŝǀŝŶŐàPZĞŐƵůĂƚŽƌǇŚĂůůĞŶŐĞƐZĂŝƐĞĚďǇƌƚŝĨŝĐŝĂůĞĐŝƐŝŽŶ-
DĂŬŝŶŐĂŶĚdƌĂŐŝĐŚŽŝĐĞà?ŝŶtŽŽĚƌŽǁĂƌĨŝĞůĚĂŶĚhŐŽWĂŐĂůůŽà?ĞĚƐà)à?Research Handbook on the Law of 
Artificial Intelligence (Edward Elgar 2018) 261. 
774
 Economic Commission for Europe, Inland Transport Committee, Seventy-third session, Automated Driving, 
Informal document No. 4, 14 September 2016. 
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 ŐŶĞƐ:ƵŚĂƐǌà?à‘dŚĞZĞŐƵůĂƚŽƌǇ&ƌĂŵĞǁŽƌŬĂŶĚDŽĚĞůƐŽĨ^ĞůĨ-ƌŝǀŝŶŐĂƌƐà?à?à?à?à?à?à)à?à?ďŽƌŶŝŬZĂĚŽǀĂ
1371, 1374. 
776
 Miranda A ^ĐŚƌĞƵƌƐĂŶĚ^ŝďǇů^ƚĞƵǁĞƌà?à‘ƵƚŽŶŽŵŽƵƐƌŝǀŝŶŐà?Political, Legal, Social, and Sustainability 
ŝŵĞŶƐŝŽŶƐà?ŝŶ Markus Maurer et al (eds) Autonomous Driving: Technical, Legal and Social Aspects (Springer 
2016) 159. 
777
 Economic Commission for Europe, Report of the sixty-eighth session of the Working Party on 
Road Traffic Safety. ECE/TRANS/WP.1/145. <www.unece.org/fileadmin/DAM/trans/doc/2014/wp1/ECE-
TRANS-WP1-145e.pdf> accessed 29 November 2019. 
778
 Vienna Convention Article 8(5bis). 
779
 ŐŶĞƐ:ƵŚĂƐǌà?à‘dŚĞZĞŐƵůĂƚŽƌǇ&ƌĂŵĞǁŽƌŬĂŶĚDŽĚĞůƐŽĨ^ĞůĨ-ƌŝǀŝŶŐĂƌƐà?à?à?à?à?à?à)à?à?ďŽƌŶŝŬZĂĚŽǀĂà?à?à?à?à?
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 Convention on the Contract for the International Carriage of Goods by Road Article 1(1). 
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that based on an evolutionary interpretation of the CMR, the Convention would be applicable to 
autonomous vehicles carrying goods internationally.781 
The United Nations Economic Commission for Europe (UNECE), which includes states in Europe, Asia, 
and Africa, has been involved in fostering the development of  autonomous vehicles since 2014.782 In 
June 2019, the UNECE World Forum for Harmonization of Vehicle Regulations (WP.29), under the 
leadership of the EU, China, Japan, and the US, issued a framework to guide the future work of the 
UN on autonomous vehicles.783 It states: 
dŚŝƐ &ƌĂŵĞǁŽƌŬ ĚŽĐƵŵĞŶƚà?Ɛ ƉƌŝŵĂƌǇ ƉƵƌƉŽƐĞ ŝƐ ƚŽ ƉƌŽǀŝĚĞ ŐƵŝĚĂŶĐĞ ƚŽ tWà?à?à?
subsidiary Working Parties (GRs) by identifying key principles for the safety and 
security of automated/autonomous vehicles of levels 3 and higher. The framework 
document also defines the work priorities for WP.29 and indicates the deliverables, 
timelines and working arrangements for those certain work products related to 
those priorities.784 
dŚĞtŽƌůĚ&ŽƌƵŵà?ƐtŽƌŬŝŶŐWĂƌƚǇŽŶƵƚŽŵĂƚĞĚà?ƵƚŽŶŽŵŽƵƐĂŶĚŽŶŶĞĐƚĞĚsĞŚŝĐůĞƐŝƐĐŽŶƚŝŶƵŝŶŐ
the work with the establishment of technical groups tasked to explore issues related to autonomous 
vehicles, including cybersecurity and event data recorders.785 
The lack of binding regulations on the international level allows for flexibility at the regional and 
national levels but could also create divergences that would need to be harmonised especially when 
data generated and collected by robots would inevitably cross national borders. Efforts to harmonise 
regulations internationally would need to understand and respect the values and principles of the 
jurisdictions that led to the frameworks and rules they created in order to reach a shared buy-in that 
would result in consistent implementations and interpretations.786 
 
2.2.3.2 The EU Position 
Although the EU was late to enter the development of autonomous vehicles, it has since been 
keeping pace or leading the pack globally.787 In April 2016, EU Member States signed the Declaration 
of Amsterdam on cooperation in the field of connected and automated driving, memorialising the EU 
ŽŵŵŝƐƐŝŽŶ ĂŶĚ ƚŚĞDĞŵďĞƌ ^ƚĂƚĞƐà? ƐŚĂƌĞĚ ŽďũĞĐƚŝǀĞ ŽĨdeveloping autonomous vehicles in the 
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783
 Economic Commission for Europe, Revised Framework Document on Automated/Autonomous 
Vehicles <www.unece.org/fileadmin/DAM/trans/doc/2019/wp29/ECE-TRANS-WP29-2019-34-rev.1e.pdf> 
accessed 29 November 2019. 
784
 Economic Commission for Europe, Revised Framework Document on Automated/Autonomous 
Vehicles art 1 <www.unece.org/fileadmin/DAM/trans/doc/2019/wp29/ECE-TRANS-WP29-2019-34-rev.1e.pdf> 
accessed 29 November 2019. 
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September 2019) <www.unece.org/info/media/presscurrent-press-h/transport/2019/safety-at-core-of-new-
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 ^ŽƵŝĐŚŝƌŽƵ<ŽǌƵŬĂà?à‘'ŽǀĞƌŶĂŶĐĞ&ƌĂŵework for the Development and Use of Artificial Intelligence: 
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 Early EU strategic documents on mobility and the automobile industry did not explicitly address 
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EU.788 However, it has been suggested that its à‘indications on the future legal framework are rather 
ŐĞŶĞƌŝĐà?à?789  
GEAR 2030, also known as the High Level Group on the Competitiveness and Sustainable Growth of 
the Automotive Industry in the European Union, drafted a discussion paper for the European 
Commission detailing the need to create a legal framework for automated vehicles.790 In October 
2017, the High Level Group released its final report on the future of the automotive industry in the 
EU and the need tŽ ĨŽƐƚĞƌ ƚŚĞ ĚĞǀĞůŽƉŵĞŶƚ ŽĨ ŶĞǁ ƚĞĐŚŶŽůŽŐŝĞƐ ǁŝƚŚ Ă à‘ƐŚĂƌĞĚ ƐƚƌĂƚĞŐǇ ŽŶ
ĂƵƚŽŵĂƚĞĚĂŶĚĐŽŶŶĞĐƚĞĚǀĞŚŝĐůĞƐà?à?791 
Beyond EU Member States, in March 2017, EEA members Norway, and Switzerland signed a Letter of 
/ŶƚĞŶƚà‘ƚŽŝŶƚĞŶƐŝĨǇĐŽŽƉĞƌĂƚŝŽŶŽŶƚĞƐƚŝŶŐŽĨĂƵƚŽŵĂƚĞĚƌŽĂĚƚƌĂŶƐƉŽƌƚŝŶĐƌŽƐƐďŽƌĚĞƌƚĞƐƚƐŝƚĞƐà?à?792 
In May 2017, the European Commission signalled its commitment to connected and automated 
mobility as part of a grand plan for European transport.793 As part of this initiative, the Juncker 
Commission, in May 2à?à?à?à?ƌĞŝƚĞƌĂƚĞĚƚŚĞhà?ƐĂŝŵƚŽà‘ŵĂŬĞƵƌŽƉĞĂǁŽƌůĚůĞĂĚĞƌŝŶƚŚĞĚĞƉůŽǇŵĞŶƚ
of connected and automated mobility, making a step-change in Europe in bringing down the number 
of road fatalities, reducing harmful emissions from transport and reducing congestŝŽŶà? ŝŶ Ă
communication entitled On the road to automated mobility: An EU strategy for mobility of the 
future.794 
One of the most instrumental acts by the EU was the overhaul of the approval of vehicles in the EU 
and combining it with market surveillance in 2018.795 Vehicles after September 2020 that are 
certified in one Member State do not need to undergo another certification within the EU.796 This 
new approach will allow the EU Commission to harmonise technical standards on safety across the 
EU, including those relevant to autonomous vehicle technology. While new vehicular technologies 
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such as autonomous cars were already able to go through a certification process prior to the new 
regulation, this overhaul requires Member States to be consistent in their processes.797 It has been 
noted that the increased complexity of the autonomous vehicle technology may lead to growing 
technical errors, which highlights the need for harmonisation of standards.798 
¾ Testing 
Testing of autonomous vehicles in Europe has been seen as lagging behind other major markets such 
as the US and China.799 dŚŝƐ ůĂŐŚĂƐďĞĞŶĂƚƚƌŝďƵƚĞĚ ƚŽ ƚŚĞ ĨĂĐƚ ƚŚĂƚ à‘ƵƌŽƉĞĞŵƉŚĂƐŝƐĞƐŵŽƌĞŽŶ
ƉƌŽƚĞĐƚŝŶŐĐŝƚŝǌĞŶƐ ĨƌŽŵƚĞĐŚŶŽůŽŐŝĐĂůƌŝƐŬƐà?à?800 It was not until the Vienna Convention as amended 
that autonomous vehicles could be tested on public roads, and even now, unlike in other 
jurisdictions, there must be a driver in the vehicle during the testing.801 Because of the requirement 
that there be a driver in the vehicle except for a few exceptions such as the UK, Belgium, and the 
Netherlands, fully autonomous robots for I&M could not currently be tested on public roads. 
Manufacturers would need to either design the robots to fit a driver who can take over or limit their 
testing to private property. Consequently, in most jurisdictions, autonomous vehicles for I&M that 
are meant to operate without humans on board must be tested on private property for the time 
being.802 
¾ Data Privacy 
There are no specific regulations concerning data privacy and the use of autonomous vehicles, but all 
autonomous vehicles will have to abide by the GDPR once they are deployed on the roads.803 
Although many European automotive trade associations attempted to distinguish between personal 
data and technical data and argued that only the former would be protected by data privacy laws, 
this position has been refuted because technical data could still be linked to individual users, 
however indirectly.804 The use of autonomous vehicles lead to the collection of various types of 
information not required for traditional vehicles because of the need for interactions with the 
environment.805 Autonomous vehicles capture data in order to determine the best course of action 
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Data-Report_v1.pdf> 2. 
805
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Markus Maurer et al (eds) Autonomous Driving: Technical, Legal and Social Aspects (Springer 2016) 498. 
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to take while driving, such as steering and braking.806 Data that autonomous vehicles could 
potentially capture can be divided into external and internal. External data include the road 
conditions and the presence of pedestrians or other vehicles, while internal data can include 
identifiable information about the drivers or passengers.807 The latter could lead to profiling and 
ƉƌĞĚŝĐƚŝŽŶƚŚĂƚĐŽƵůĚƉŽƚĞŶƚŝĂůůǇďĞƵƐĞĚƚŽŵĂŶŝƉƵůĂƚĞƚŚĞǀĞŚŝĐůĞƵƐĞƌà?ƐďĞŚĂǀŝŽƵƌà?808 The security 
of the data is a particular concern when vehicle technologies have to be compatible with each other 
or the infrastructure in order to communicate, which could lead to the use of widely accepted and 
stable software that is outdated and full of vulnerabilities.809 In addition to data collection, the 
storage of the data is also a privacy issue that needs to be addressed.810 The threat of not having 
ŽǁŶĞƌƐŚŝƉĂŶĚ ĐŽŶƚƌŽůŽĨŽŶĞà?ƐĚĂƚĂ ŝƐ Ă ƌĞĂů ĐŽŶĐĞƌŶà?ĞǀĞŶ ŝĨ ƚŚĞĚĂƚĂ ŝƐƵƐĞĚ ƚŽ ĐƌĞĂƚĞ ĂďĞƚƚĞƌ
experience for the user.811  
In the context of autonomous vehicles for I&M, privacy concerns with internal data should not be a 
concern because the vehicles would not be occupied by people. External data would also be unlikely 
to infringe on privacy rights because the sensors would be capturing data on the infrastructure on 
which the robot is working and not unrelated third parties. However, like the case with drones, it 
may be possible that the autonomous vehicle could inadvertently capture data of people it 
encounters to and from the work site. Any data gathered in this manner would have to be treated in 
accordance with the GDPR. 
In October 201à?à?ƚŚĞŽŵŵŝƐƐŝŽŶEĂƚŝŽŶĂůĞĚĞůà?/ŶĨŽƌŵĂƚŝƋƵĞĞƚĚĞƐ>ŝďĞƌƚĠƐà?E/>à)à?ƚŚĞ&ƌĞŶĐŚĚĂƚĂ
privacy authority, published a compliance package for connected cars and data privacy.812 The 
ŐƵŝĚĞůŝŶĞƐĐŽǀĞƌƚŚĞà‘ƉƌŽĐĞƐƐŝŶŐŽĨƉĞƌƐŽŶĂůĚĂƚĂĐŽůůĞĐƚĞĚǀŝĂǀĞŚŝĐůĞƐĞŶƐŽƌs, telematics boxes, or 
mobile applications, whether the data are processed inside the vehicles or exported to a centralised 
ƐĞƌǀĞƌà?à?813 It provides guidance on how to comply with the provisions of the GDPR in different 
scenarios depending on whether the data is processed by the vehicle, transmitted to a service 
provider with no automatic actions triggered in the vehicle, and transmitted to a service provider 
that triggers automatic action by the vehicle.814 
The International Working Group on Data Protection in Telecommunications of the International 
Conference of Data Protection & Privacy Commissioners also published a Working Paper on 
Connected Vehicles in 2018 that specifically addresses ways autonomous vehicle manufacturers can 
maintain data privacy though it does not specifically reference the GDPR.815 
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2.2.3.3 National Laws 
As shown in the previous section, although the EU has shown its commitment to play an 
instrumental role in facilitating the development of autonomous vehicles in Europe, much of its work 
has not been in the direct regulation of manufacturers or operators of autonomous vehicles. Rather, 
European institutions have been engaged in attempting to bring together the relevant parties and try 
to harmonise the efforts throughout the EU. 
To encourage the development of autonomous vehicle technology in the EU while ensuring the 
safety of the public, Member States have drafted their own legislation and guidelines to regulate 
autonomous vehicles within their borders.816 Because of the nature of technological development, 
ŵƵĐŚŽĨƚŚĞƌĞŐƵůĂƚŽƌǇŵĞĂƐƵƌĞƐĂƌĞĚĞƐŝŐŶĞĚĂƐǁŚĂƚĐĂŶďĞƚĞƌŵĞĚà‘ƌĞƐƉŽŶƐŝǀĞƌĞŐƵůĂƚŝŽŶà?ƚŚĂƚŝƐ
flexible and can accommodate advances in technology rather than the traditional command-and-
control approach.817 
¾ Austria 
In June 2016, the Austrian Ministry of Transport, Innovation and Technology released the Action Plan 
for Automated Driving.818 In the same year, the Austrian Motor Vehicles Amendment Act and the 
Automatic Driving Regulation were passed to respond to the development of autonomous 
vehicles.819 The new laws allowed for the trialling of autonomous vehicles in limited cases provided 
applications with information such as the system being tested, testing site, testing driver, and 
insurance are submitted prior to the testing.820 Only self-driving buses and highway lane changing 
assistance systems could be trialled.821 During the trial, the driver must be vigilant and is responsible 
for taking over controls when necessary.822 The Ministry for Traffic, Innovation and Technology 
published a Code of Conduct for further guidance on testing.823 In March 2019, the regulations were 
amended for trialling of more functions by the automated system and of autonomous parking.824 
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¾ Belgium 
In 2016, the Ministry of Mobility of Belgium published a Code of Good Practice for companies wishing 
to conduct trials of autonomous vehicles on public roads.825 The code was based on the Code of 
Conduct for Testing issued by the UK the previous year.826 The testing driver must have the 
appropriate license for the type of vehicle and training, and the trialling organisation must conduct a 
risk analysis and develop risk management strategies.827 The vehicle and driver must also be 
insured.828 The Code of Conduct ƌĞƋƵŝƌĞƐƚŚĂƚǁŚĞŶĐŽŶĚƵĐƚŝŶŐƚƌŝĂůƐà?à‘ĂĨƵůůǇĂƵƚŽŵĂƚĞĚǀĞŚŝĐůĞŚĂƐ
ƚŚĞĨĂĐŝůŝƚǇƚŽƌĞƐƵŵĞŵĂŶƵĂůĐŽŶƚƌŽůĂƚĂŶǇƚŝŵĞà?à?829 
Prior to May 2018, Belgian law requires all vehicles to have drivers.830 And driver is defined as 
anyone who drives a vehicle.831 De Bruyne and Tanghe conclude that based on interpretations of the 
ĞůŐŝĂŶŽƵƌƚŽĨĂƐƐĂƚŝŽŶà?ĨŽƌĂƵƚŽŶŽŵŽƵƐǀĞŚŝĐůĞƐà?à‘ƚŚĞƉĞƌƐŽŶǁŚŽŝƐƌĞƐƉŽŶƐŝďůĞĨŽƌĚƌŝǀŝŶŐŝƐƚŚĞ
ƉĞƌƐŽŶǁŚŽƐĞƚĂƐŬŝƚŝƐƚŽƐƵƉĞƌǀŝƐĞƚŚĞŽƉĞƌĂƚŝŶŐƐǇƐƚĞŵàQà?ĂŶĚà?ŵƵƐƚĂƚůĞĂƐƚŚĂǀĞƚŚĞƉŽƐƐŝďility to 
ŝŶĨůƵĞŶĐĞƚŚĞŵŽǀĞŵĞŶƚƐŽĨŚŝƐǀĞŚŝĐůĞà?à?832 In general, the driver may be liable for accidents even if 
ƚŚĞ ĐŽŶĚƵĐƚǁĂƐ ƉĞƌĨŽƌŵĞĚďǇ ƚŚĞ ĂƵƚŽŵĂƚĞĚ ƐǇƐƚĞŵà? à‘ĂƐ Ăƌƚ à?à?à?ŽĨ ƚŚĞ ŽĚĞ ƐƚŝƉƵůĂƚĞƐ ƚŚĂƚ ƚŚĞ
driver needs to have his vehicle well under control ĂƚĂůůƚŝŵĞƐà?à?833 
A Royal Decree came into force in May 2018 that allowed for time limited exemptions to the 
provision mandating a human driver inside the vehicle subject to approval by the Ministry of 
Mobility and monitoring of the vehicle remotely.834 As such, autonomous vehicles without humans 
inside are now allowed on Belgian public roads for the purpose of trialling. 
¾ Czech Republic 
The Ministry of Transport released the Action Plan for the Deployment of Intelligent Transport 
Systems (ITS) in the Czech Republic until 2020 (with the prospect of 2050) in June 2016.835 The report 
specifically cites supporting the development of autonomous vehicles as one of its objectives.836 
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 Article 8.1 of the Belgian Highway Code. 
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In 2018, an amendment to the Act on Operation Surface Communications was introduced.837 The bill 
ǁŽƵůĚǁŝĚĞŶƚŚĞĚĞĨŝŶŝƚŝŽŶŽĨà‘ĚƌŝǀĞƌà?ƚŽŝŶĐůƵĚĞĂŶŽƉĞƌĂƚŽƌŽĨĂŶĂƵƚŽŶŽŵŽƵƐǀĞŚŝĐůĞǁŚŽŝƐƌĞĂĚǇ
to take over the controls.838 It also included safety specifications the vehicle must meet.839 While the 
Ministry of Transport and private companies have been supportive of closed testing sites, it is 
unclear whether there have been any testing performed on public roads thus far.840 
¾ Germany 
Germany was the first European state to amend its regulatory framework to welcome the 
introduction of autonomous vehicles.841 Although the SAE classification of autonomous vehicles has 
been largely accepted by governments, industry, and academics, the German Association of the 
Automotive Industry uses a slightly different standard: 
 
 0 Driver only 
 1 Assisted 
2 Partial driving automation 
3 High driving automation 
4 Full driving automation 
5 Driverless842  
 
In July 2016, a committee of 14 members appointed by the German Federal Minister of Transport 
and Digital Infrastructure was tasked with developing a code of ethics for Level 4 and Level 5 
autonomous vehicles in Germany.843 The code was released in June 2017 and consists of 20 ethical 
guidelines designed to influence future regulation in Germany.844 One committee member notes that 
à‘ŶŽ ůĞŐŝƐůĂƚŝŽŶ ŝŶ'ĞƌŵĂŶǇǁŝůůďĞĂďůĞ ƚŽĐŽŵƉůĞƚĞůǇŶĞŐůĞĐƚŽƌĐŝƌĐƵŵǀĞŶƚ ŝƚà?à?845 Nonetheless, the 
ethical guidelines have been criticised for missing two major principles: 
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Two glaring omissions from the guidelines are the principles of transparency and 
trust in the development of autonomous vehicle software. Both transparency and 
trust are critical and related: transparency will lead to an entry level of trust, both for 
regulators and the general public.846 
 
The German government has also been active in facilitating the development of autonomous 
vehicles through legal amendments. In order to conform domestic law to the newly amended Vienna 
Convention that permits autonomous vehicle technology to be used on public roads, the German 
government enacted a law on December 13, 2016.847 In 2017, the Road Transportation Act was 
ĂŵĞŶĚĞĚà? ǁŚŝĐŚ ŶŽǁ à‘ƐĞƚƐ ůĞŐĂů ƌĞƋƵŝƌĞŵĞŶƚƐ ĨŽƌ ƚŚĞ ŽƉĞƌĂƚŝŽŶ ŽĨ Śŝghly and fully automated 
vehicles and mainly preserves the existing liability and insurance framework, characterised by a 
combination of strict liability of the vehicle owner and fault-ďĂƐĞĚůŝĂďŝůŝƚǇŽĨƚŚĞà?ŚƵŵĂŶà)ĚƌŝǀĞƌà?à?848 
Autonomous vehicles are more clearly defined in this law than in the UK and have the following 
ĐŚĂƌĂĐƚĞƌŝƐƚŝĐƐàPà‘ǁŝƚŚĨƵůůĐŽŶƚƌŽůŽĨƚŚĞĚƌŝǀŝŶŐƚĂƐŬà?à?à‘ĐĂƉĂďůĞŽĨĐŽŶĨŽƌŵŝŶŐƚŽƚƌĂĨĨŝĐƌĞŐƵůĂƚŝŽŶƐŝŶ
ĨƵůů ĂƵƚŽŵĂƚŝŽŶà?à? à‘ƚŚĂƚ ĂůůŽǁ ƚŚĞ ĚƌŝǀĞƌ ƚŽŵĂŶƵĂůůǇ ŽǀĞƌƌŝĚĞ Žƌ ĚĞĂĐƚŝǀĂƚĞ ƚŚĞ ĂƵƚŽmation at any 
ƚŝŵĞà?à?à‘ǁŝƚŚƚŚĞĐĂƉĂĐŝƚǇƚŽƌĞĐŽŐŶŝǌĞƚŚĂƚŝƚŝƐŶĞĐĞƐƐĂƌǇĨŽƌ ƚŚĞĚƌŝǀĞƌƚŽƚĂŬĞĐŽŶƚƌŽůĂŶĚĚĞĂĐƚŝǀĂƚĞ
ƚŚĞĂƵƚŽŵĂƚŝŽŶà?à?à‘ǁŝƚŚƚŚĞǀŝƐƵĂůĂŶĚĂĐŽƵƐƚŝĐĂŶĚƚĂĐƚƵĂůŝŶĚŝĐĂƚŝŽŶƚŚĂƚƚŚĞĚƌŝǀĞƌƐŚĂůůƚĂŬĞĐŽŶƚƌŽů
with sufficient time for the drŝǀĞƌƚŽƚĂŬĞĐŽŶƚƌŽůà?à?ĂŶĚ à‘ǁŝƚŚƚŚĞĐĂƉĂĐŝƚǇƚŽ ŝŶĚŝĐĂƚĞǁƌŽŶŐƵƐĞƚŽ
ŽŶĞŽĨƚŚĞƐǇƐƚĞŵĚĞƐĐƌŝƉƚŝŽŶƐà?à?849 
 
While testing an autonomous vehicle, there must be a driver who can take over control from the 
computer.850 The driver is obligated to be attentive and à‘ŵƵƐƚŶŽƚ ƌĞůǇĞŶƚŝƌĞůǇŽŶ ƚŚĞĂƵƚŽŵĂƚĞĚ
ĚƌŝǀŝŶŐ ƐǇƐƚĞŵà?à?851 The trialling driver is required to have insurance cover and would be liable for 
accidents while the vehicle is under human control, but unlike the clarity offered in the UK, the law is 
not specific on who would be liable if an accident were to occur while the vehicle is in autonomous 
mode.852 It has been suggested, however, that the manufacturer would be liable under such 
circumstances per general product liability law.853 The law requires the installation of a black box in 
the autonomous vehicle to collect data that would aid the determination of the cause of accidents, 
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including whether the technology or human was in control.854 To assuage data privacy concerns, the 
law requires data to be deleted after six months unless there were an accident.855 
¾ Lithuania 
The Lithuania government has been eager to have organisations and developers test autonomous 
cars in the state with ongoing discussions with Poland, Latvia, and Estonia to create a corridor for 
testing.856 In December 2017, a new law was passed that allows for autonomous vehicles to operate 
without a human driver in the car.857 The new legislation was designed to encourage testing in the 
state.858 dŚĞ ZŽĂĚ ĚŵŝŶŝƐƚƌĂƚŝŽŶ ŚĂƐ ĂůƐŽ ƚŽƵƚĞĚ ƚŚĞ ĐŽƵŶƚƌǇà?Ɛ ŚŝŐŚǁĂǇ Ăs an ideal place for 
autonomous vehicles testing.859 
¾ Poland 
In January 2018, the Law on Electromobility and Alternative Fuels was passed. It amends the Polish 
ZŽĂĚdƌĂŶƐƉŽƌƚĐƚƚŽĚĞĨŝŶĞĂŶĂƵƚŽŶŽŵŽƵƐǀĞŚŝĐůĞĂƐŽŶĞƚŚĂƚ ŝƐ à‘ĞƋƵŝƉƉĞĚǁŝƚŚƚĞĐŚŶŽůŽŐǇĂŶĚ
systems which control the vehicle's movement and...allows the vehicle to drive without any driver 
ŝŶƚĞƌĂĐƚŝŽŶà?à?860 As a result, only electric or hybrid cars could meet the definition.861 To conduct trials 
on public roads, the developer must submit an application, which includes proof of insurance.862 The 
owners of property along the planned testing route are given an opportunity to voice their 
objections.863 During the actual test, a driver must be in the vehicle ready to take control at any 
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time.864 The road on which the test is conducted must also be fitted with signs warning others of the 
ongoing tests.865 
¾ Netherlands 
In 2015, the Decree on Exemption of Exceptional Transport was amended.866 This is a different 
ĂƉƉƌŽĂĐŚ ĨƌŽŵ ŽƚŚĞƌ ũƵƌŝƐĚŝĐƚŝŽŶƐ ďĞĐĂƵƐĞ à‘ŝŶƐƚĞĂĚŽĨ ĚƌĂĨƚŝŶŐ ĞǆƚĞŶƐŝǀĞ ŶĞǁ ůĂǁƐ Žƌ ĨŽƌŵƵůĂƚŝŶŐ
non-binding regulations, the Dutch Vehicle Authority (RDW) has been given the competence to grant 
exemptions from certain laws if these exemptions are useful for the testing of automated vehicle 
ĨƵŶĐƚŝŽŶƐà?à?867 There are no set criteria for the granting of exemptions, but the RDW would review the 
application, including the test plan, risk analysis, and insurance.868 If it is satisfied, the vehicle would 
be permitted to be tested on a closed site first.869 If successful, then an exemption is granted for 
ƚƌŝĂůůŝŶŐŽŶƉƵďůŝĐƌŽĂĚƐƐƵďũĞĐƚƚŽĐŽŶĚŝƚŝŽŶƐƐĞƚďǇƚŚĞZtà?ǁŚŝĐŚĐŽƵůĚŝŶĐůƵĚĞà‘ƚǇƉĞŽĨƌŽĂĚĂŶĚ
the weather conditions under which testing is aůůŽǁĞĚà? Žƌ à‘ĂĚĚŝƚŝŽŶĂů ŝŶƐƵƌĂŶĐĞà?à?870 Traditionally 
under Dutch case law, the definition of driver is relatively wide and could include passengers or 
pedestrians who influence the speed or direction of the vehicle by operating the controls.871 
However, for the sake of clarity, the Dutch Road Traffic Act was amended in October 2018 to allow 
autonomous vehicles to be tested without the presence of a human driver on board.872 
¾ Hungary 
In 2017, the Ministerial Decree K6HEM No. 5/1990 of 12 April 1990 on the technical inspection of 
road vehicles and the Ministerial Decree K6HtM No. 6/1990 of 12 April 1990 on the technical 
conditions for placing and keeping road vehicles in circulation were amended to accommodate the 
testing of autonomous cars.873 The term used in the HungĂƌŝĂŶƌĞŐƵůĂƚŝŽŶƐŝƐà‘ĂƵƚŽŶŽŵŽƵƐǀĞŚŝĐůĞĨŽƌ
ĞǆƉĞƌŝŵĞŶƚĂů ƉƵƌƉŽƐĞƐà?à?874 dŚĞƐĞ ǀĞŚŝĐůĞƐ ĂƌĞ à‘ĂŝŵĞĚ Ăƚ ƚŚĞ ĚĞǀĞůŽƉŵĞŶƚ ŽĨ ƉĂƌƚŝĂůůǇ Žƌ ĨƵůůǇ
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sĞůůŝŶŐĂà?à‘&ƌŽŵƚŚĞdĞƐƚŝŶŐƚŽƚŚĞĞƉůŽǇŵĞŶƚŽĨ ^ĞůĨ-driving Cars: Legal Challenges to 
WŽůŝĐǇŵĂŬĞƌƐŽŶƚŚĞZŽĂĚŚĞĂĚà?à?à?à?à?à?à)à?à?ŽŵƉƵƚĞƌ>Ăǁà?^ecurity Review 847, 854. 
871
 EǇŶŬĞsĞůůŝŶŐĂà?à‘ƵƚŽŵĂƚĞĚƌŝǀŝŶŐĂŶĚƚŚĞ&ƵƚƵƌĞŽĨdƌĂĨĨŝĐ>Ăǁà?ŝŶ>ĞŽŶŝĞZĞŝŶƐà?ĞĚà)Regulating New 
Technologies in Uncertain Times (Springer 2019) 75. 
872
 >ŝďƌĂƌǇŽĨŽŶŐƌĞƐƐà?à‘ZĞŐƵůĂƚŝŽŶŽĨƌƚŝĨŝĐŝĂů/ŶƚĞůůŝŐĞŶĐĞàPƵƌŽƉĞĂŶĚĞŶƚƌĂůƐŝĂà?
<www.loc.gov/law/help/artificial-intelligence/europe-asia.php>. 
873
 ŐŶĞƐ:ƵŚĂƐǌà?à‘dŚĞZĞŐƵůĂƚŽƌǇ&ƌĂŵĞǁŽƌŬĂŶĚDŽĚĞůƐŽĨ^ĞůĨ-ƌŝǀŝŶŐĂƌƐà?à?à?à?à?à?à)à?à?ďŽƌŶŝŬZĂĚŽǀĂ
1371, 1382. 
874
 ŐŶĞƐ:ƵŚĂƐǌà?à‘dŚĞZĞŐƵůĂƚŽƌǇ&ƌĂŵĞǁŽƌŬĂŶĚDŽĚĞůƐŽĨ^ĞůĨ-ƌŝǀŝŶŐĂƌƐà?à?à?à?à?à?à)à?à?ďŽƌŶŝŬZĂĚŽǀĂ
1371, 1382. 
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ĂƵƚŽŵĂƚĞĚŽƉĞƌĂƚŝŽŶà?ĂŶĚŵƵƐƚŚĂǀĞĂƋƵĂůŝĨŝĞĚĚƌŝǀĞƌǁŚŽĐĂŶƚĂŬĞŽǀĞƌĐŽŶƚƌŽůŽĨƚŚĞǀĞŚŝĐůĞà?875 
To conduct trials on public roads, the organisation must apply for approval and the vehicle can only 
be registered if it meets ISO Standard 26262, titled Road vehicles àW Functional safety.876 The software 
for the automated system must also pass a tested via simulation, test bench, and at a closed road or 
site before the vehicle can go on public roads, and there must be comprehensive insurance cover for 
the entire period.877 
¾ United Kingdom 
In 2015, the UK established a new governmental agency to oversee the development of autonomous 
vehicles. Named the Centre for Connected and Autonomous Vehicles (CCAV), it is part of both the 
Department for Transport and the Department for Business, Energy & Industrial Strategy.878 CCAV 
à‘ĂŝŵƐƚŽŵĂŬĞƚŚĞh<ĂƉƌĞŵŝĞƌĚĞǀĞůŽƉŵĞŶƚůŽĐĂƚŝŽŶĨŽƌĐŽŶŶĞĐƚĞĚĂŶĚĂƵƚŽŵĂƚĞĚǀĞŚŝĐůĞƐà?à?879 
The CCAV has thus far released four guidance and regulations: Prototype vehicles: Regulations for 
manufacturers on constructing and testing prototype vehicles on roads, Trialling automated vehicle 
technologies in public, Connected and autonomous vehicle research and development projects, and 
Principles of cyber security for connected and automated vehicles.880 The eight cyber security 
ƉƌŝŶĐŝƉůĞƐƚŚĂƚĂƌĞĚĞƐŝŐŶĞĚà‘ĨŽƌƵƐĞƚŚƌŽƵŐŚŽƵƚƚŚĞĂƵƚŽŵŽƚŝǀĞƐĞĐƚŽƌà?881 are: 
1. Organisational security is owned, governed and promoted at board level 
2. Security risks are assessed and managed appropriately and proportionately, including 
those specific to the supply chain 
3. Organisations need product aftercare and incident response to ensure systems are secure 
over their lifetime 
4. all organisations, including sub-contractors, suppliers and potential 3rd parties, work 
together to enhance the security of the system 
5. Systems are designed using a defence-in-depth approach 
6. The security of all software is managed throughout its lifetime 
7. The storage and transmission of data is secure and can be controlled 
                                                          
875
 ŐŶĞƐ:ƵŚĂƐǌà?à‘dŚĞZĞŐƵůĂƚŽƌǇ&ƌĂŵĞǁŽƌŬĂŶĚDŽĚĞůƐŽĨ^ĞůĨ-ƌŝǀŝŶŐĂƌƐà?à?à?à?à?à?à)à?à?ďŽƌŶŝŬZĂĚŽǀĂ
1371, 1382. 
876
 ĂŬĞƌDĐ<ĞŶǌŝĞà?à‘'ůŽďĂůƌŝǀĞƌůĞƐƐsĞŚŝĐůĞ^ƵƌǀĞǇà?à?à?à?à?áMǁǁǁà?ďĂŬĞƌŵĐŬĞŶǌŝĞà?ĐŽŵà?-
/media/files/insight/publications/2018/03/global-driverless-vehicle-survey-
2018/mm_global_driverlessvehiclesurvey2018_mar2018.pdf> 100. 
877
 ĂŬĞƌDĐ<ĞŶǌŝĞà?à‘'ůŽďĂůƌŝǀĞƌůĞƐƐsĞŚŝĐůĞ^ƵƌǀĞǇà?à?à?à?à? <www.bakermckenzie.com/-
/media/files/insight/publications/2018/03/global-driverless-vehicle-survey-
2018/mm_global_driverlessvehiclesurvey2018_mar2018.pdf> 101. 
878
 Centre for Connected and Autonomous Vehicles <www.gov.uk/government/organisations/centre-for-
connected-and-autonomous-vehicles>. 
879
  Centre for Connected and Autonomous Vehicles, About Us, 
<www.gov.uk/government/organisations/centre-for-connected-and-autonomous-vehicles/about>. 
880
 Centre for Connected and Autonomous Vehicles, Guidance and Regulation, <www.gov.uk/search/guidance-
and-regulation?organisations%5B%5D=centre-for-connected-and-autonomous-vehicles&parent=centre-for-
connected-and-autonomous-vehicles>. 
881
 ,D'ŽǀĞƌŶŵĞŶƚà?à‘dŚĞ<ĞǇWƌŝŶĐŝƉůĞƐŽĨǇďĞƌ^ĞĐƵƌŝƚǇĨŽƌŽŶŶĞĐƚĞĚĂŶĚƵƚŽŵĂƚĞĚsĞŚŝĐůĞƐà? 
<assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/661135/cyber-
security-connected-automated-vehicles-key-principles.pdf> 1. 
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8. the system is designed to be resilient to attacks and respond appropriately when its 
defences or sensors fail882 
On 19 July 2018, the Automated and Electric Vehicles Act 2018 received royal assent.883 It is a 
forward thinking law because it will not be in force until a later date deemed by the Secretary of 
State for Transport when secondary legislation is issued.884 When autonomous vehicles are ready to 
hit the road, the law will be ready to ensure there is certainty on insurance issues related to the use 
of autonomous vehicles. The Act does not transform the current regime but instead clarifies the 
insurance liability allocation in the current regulatory environment.885 The Department for Transport 
and the Centre for Connected and Autonomous Vehicles conducted a consultation on autonomous 
vehicles and decided that this would be the more suitable model instead of the originally proposed 
product liability regime.886 The product liability model would have compelled the driver to purchase 
product liability insurance in addition to traditional motor insurance.887 
dŚĞĐƚƉƌŽǀŝĚĞƐĨŽƌĂà‘ƐŝŶŐůĞŝŶƐƵƌĞƌŵŽĚĞůà?ǁŚĞƌĞƚŚĞĚƌŝǀĞƌǁŽƵůĚĐŽŶƚŝŶue to only deal with the 
motor insurer.888 sĞŚŝĐůĞƐĂƌĞà‘ĂƵƚŽŵĂƚĞĚǀĞŚŝĐůĞƐà?ƐƵďũĞĐƚƚŽƚŚŝƐĐƚŝĨƚŚĞǇĂƌĞĚĞƚĞƌŵŝŶĞĚďǇƚŚĞ
^ĞĐƌĞƚĂƌǇ ŽĨ ^ƚĂƚĞ ƚŽ ďĞ  à‘ĚĞƐŝŐŶĞĚ Žƌ ĂĚĂƉƚĞĚ ƚŽ ďĞ ĐĂƉĂďůĞà? ŝŶ Ăƚ ůĞĂƐƚ ƐŽŵĞ ĐŝƌĐƵŵƐƚĂŶĐĞƐ Žƌ
situations, of safely driving themsĞůǀĞƐà? ĂŶĚ à‘ŵĂǇ ůĂǁĨƵůůǇ ďĞ ƵƐĞĚǁŚĞŶĚƌŝǀŝŶŐ ƚŚĞŵƐĞůǀĞƐà? ŝŶ Ăƚ
ůĞĂƐƚ ƐŽŵĞ ĐŝƌĐƵŵƐƚĂŶĐĞƐ Žƌ ƐŝƚƵĂƚŝŽŶƐà? ŽŶ ƌŽĂĚƐ Žƌ ŽƚŚĞƌ ƉƵďůŝĐ ƉůĂĐĞƐ ŝŶ 'ƌĞĂƚ ƌŝƚĂŝŶà?à?889 This 
language was meant to cover Level 4 and Level 5 autonomous vehicles.890 When an automated 
vehicle à‘ĚƌŝǀŝŶŐŝƚƐĞůĨà?ĐĂƵƐĞƐĂŶĂĐĐŝĚĞŶƚà?à‘ƚŚĞǀĞŚŝĐůĞŝƐŝŶƐƵƌĞĚà?à?ĂŶĚà‘ĂŶŝŶƐƵƌĞĚƉĞƌƐŽŶŽƌĂŶǇŽƚŚĞƌ
ƉĞƌƐŽŶƐƵĨĨĞƌƐĚĂŵĂŐĞà?à?ƚŚĞŝŶƐƵƌĞƌŝƐůŝĂďůĞà?891 This means that the insurer would pay for the loss at 
the outset, but if it determines that the vehicle technology is at fault and the manufacturer should be 
liable, then it could claim the damages with the manufacturer.892 The insurer can also seek 
contribution from the injured party based on the theory of contributory negligence or from the 
person responsible for altering the vehicle software or failing to install critical updates if they were 
                                                          
882
 à‘WƌŝŶĐŝƉůĞƐŽĨĐǇďĞƌƐĞĐƵƌŝƚǇĨŽƌĐŽŶŶĞĐƚĞĚĂŶĚĂƵƚŽŵĂƚĞĚǀĞŚŝĐůĞƐà?à?à?ƵŐƵƐƚà?à?à?à?à)
<www.gov.uk/government/publications/principles-of-cyber-security-for-connected-and-automated-vehicles>. 
883
 Automated and Electric Vehicles Act 2018 Briefing Paper, Number CBP 8118, 15 August 2018 
<researchbriefings.files.parliament.uk/documents/CBP-8118/CBP-8118.pdf> 3. 
884
 ƵƚŽŵĂƚĞĚĂŶĚůĞĐƚƌŝĐsĞŚŝĐůĞƐĐƚà?à?à?à?ƐĞĐà?à?à?^ĞĞĂůƐŽ&ƌĂŶĐĞƐĐŽWWĂƚƚŝà?à‘dŚĞƵƌŽƉĞĂŶZŽĂĚƚŽ
ƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐà?à?à?à?à?à?à)à?à?&ŽƌĚŚĂŵ/ŶƚĞƌŶĂƚŝŽŶĂů>Ăǁ:ŽƵƌŶĂůà?à?à?à?à?à?à?-136. 
885
 For further analyses on the Automated and Electric Vehicle Act 201à?à?ƐĞĞ<ĞŶKůŝƉŚĂŶƚà?à‘>ŝĂďŝůŝƚǇĨŽƌZŽĂĚ
ĐĐŝĚĞŶƚƐĂƵƐĞĚďǇƌŝǀĞƌůĞƐƐĂƌƐà?à?à?à?à?à?à)à?à?à?à?^ŝŶŐŽŵƉ>ZĞǀà?à?à?à?à?à?à?à?à)à?DĂƚƚŚĞǁŚĂŶŶŽŶà?>ƵĐǇ
McCormick and Kyriaki Noussia (eds), The Law and Autonomous Vehicles (Informa Law 2019). 
886
 Automated and Electric Vehicles Act 2018 Briefing Paper, Number CBP 8118, 15 August 2018 
<researchbriefings.files.parliament.uk/documents/CBP-8118/CBP-à?à?à?à?à?ƉĚĨáNà?à?^ĞĞĂůƐŽ&ƌĂŶĐĞƐĐŽWWĂƚƚŝà?à‘dŚĞ
ƵƌŽƉĞĂŶZŽĂĚƚŽƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐà?à?à?à?à?à?à)à?à?&ŽƌĚŚĂŵ/Ŷternational Law Journal 125, 158 which suggests 
ƚŚĂƚĂƐĂƌĞƐƵůƚŽĨŝƐƐƵĞƐƌĞůĂƚŝŶŐƚŽƚŚĞWƌŽĚƵĐƚ>ŝĂďŝůŝƚǇŝƌĞĐƚŝǀĞŝŶƚŚŝƐĐŽŶƚĞǆƚà?à‘ŝƚƐĞĞŵƐĐůĞĂƌƚŚĂƚŝŶƚŚĞůŽŶŐ
run a suitable legal framework cannot be reached through a mere evolutionary interpretation of the existing 
ůĂǁà?à? 
887
  Department for Transport & Centre for Autonomous & Connected Vehicles, Pathway to Driverless Cars: 
Consultation on Proposals to Support Advanced Driver Assistance Systems and Automated Vehicles 
Government Response (January 2017) 
<www.gov.uk/government/uploads/system/uploads/attachment_data/file/581577/pathway-to-driverless-
cars-consultation-response.pdf>. 
888
 DfT, Pathway to driverless cars: Consultation on proposals to support Advanced Driver Assistance Systems 
and Automated Vehicles Government Response, 6 January 2017, para 1.10 
889
 Automated and Electric Vehicles Act 2018 sec 1(a)-(b). 
890
 Automated and Electric Vehicles Bill àW Committee (1st Day): Part of the Debate àW In the House of Lords at 
4:45 pm on 9th May 2018 <www.theyworkforyou.com/lords/?id=2018-05-09c.172.2>. 
891
 Automated and Electric Vehicles Act 2018 Sec 2(1). 
892
 Automated and Electric Vehicles Act 2018 Sec 5(1). 
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the causes of the accident.893 If the accident occurred à‘ǁŚŽůůǇ ĚƵĞ ƚŽ ƚŚĞ ƉĞƌƐŽŶà?Ɛ ŶĞŐůŝŐĞŶĐĞ ŝŶ
allowing the vehicle to begin driving itself when it was not appropriate to ĚŽƐŽà?à? ƚŚĞŶƚŚĞ ŝŶƐƵƌĞƌ
would also not be liable.894 The law is silent on how liability would be determined, and there is 
concern that more clarity is needed regarding contributory negligence, causation, and the type of 
data collected by the vehicle to assist with this task and how long to retain them, issues that will 
need to be addressed.895 Ɛ ƚĞĐŚŶŽůŽŐǇ ĂĚǀĂŶĐĞƐà? ƚŚĞ ůĂǁŵĂǇ ŶĞĞĚ ƚŽ ďĞ ĂŵĞŶĚĞĚà? ĂƐ à‘à?ŝà?Ŷ ƚŚĞ
more distant future - when fully driverless vehicles dominate - insurance taken out by the individual 
might complete its evolution into a transport policy for first-ƉĂƌƚǇ ůŽƐƐ ŽŶůǇà? ĂƐ ŽŶůǇ ƚŚĞ ĐĂƌ
manufacturer would require third-party insurance to cover product liability.896 
As this law is not yet in force, it would not be applicable to autonomous vehicles currently being 
trialled on public roads. Parties trialling autonomous vehicles would still have to purchase 
appropriate insurance, ensure the vehicle is roadworthy by first testing on closed roads, and make 
sure there is a human driver inside the vehicle or outside who can remotely take control at any 
moment per the Code of Practice: Automated vehicle trialling published by the CCAV in February 
2019, which  was an update to The Pathway to Driverless Cars: A Code of Practice for Testing 
published in 2015 by the Department of Transport.897 The vehicle must also be fitted with a black box 
to record data in case of accidents.898 Human drivers are not required to be in the autonomous 
vehicles in the UK because it is not bound by the Vienna Convention, having signed but not ratified 
the instrument.899 The trialling organisation should inform the CCAV before road testing and need to 
develop a safety case and safety contingency before the actual testing.900 Though exemptions can be 
granted for prototypes, test vehicles must, in general, comply with the Road Vehicles (Construction 
and Use) Regulations 1986, Road Vehicles Authorised Weight Regulations 1998, and Road Vehicles 
                                                          
893
 Automated and Electric Vehicles Act 2018 Sec 3(1); Automated and Electric Vehicles Act 2018 Sec 4. 
894
 Automated and Electric Vehicles Act 2018 Sec 3(2). Different from the UK regime, Melinda Florina Lohmann 
ĂĚǀŽĐĂƚĞƐĨŽƌà‘ĂƐǇƐƚĞŵŽĨƐƚƌŝĐƚůŝĂďŝůŝƚǇŽĨƚŚĞǀĞŚŝĐůĞŚŽůĚĞƌĨŽƌĚĂŵĂŐĞĐĂƵƐĞĚďǇƚŚĞŽƉĞƌĂƚŝŽŶŽĨŚŝƐ
vehicle, paired with mandatory insurance and a dirĞĐƚůĞŐĂůĐůĂŝŵŽĨƚŚĞǀŝĐƚŝŵĂŐĂŝŶƐƚƚŚĞŝŶƐƵƌĞƌà?à?DĞůŝŶĚĂ
&ůŽƌŝŶĂ>ŽŚŵĂŶŶà?à‘>ŝĂďŝůŝƚǇ/ƐƐƵĞƐŽŶĐĞƌŶŝŶŐ^ĞůĨ-ƌŝǀŝŶŐsĞŚŝĐůĞƐà?à?à?à?à?à?à)à?ƵƌŽƉĞĂŶ:ŽƵƌŶĂůŽĨZŝƐŬ
Regulation 335, 338. 
895
 >ĂǁŽŵŵŝƐƐŝŽŶĂŶĚ^ĐŽƚƚŝƐŚ>ĂǁŽŵŵŝƐƐŝŽŶà?à‘ƵƚŽŵĂƚĞĚsĞŚŝĐůĞƐàPŶĂůǇsis of Responses to the 
WƌĞůŝŵŝŶĂƌǇŽŶƐƵůƚĂƚŝŽŶWĂƉĞƌà?áMƐà?-eu-west-2.amazonaws.com/lawcom-prod-storage-
11jsxou24uy7q/uploads/2019/06/Automated-Vehicles-Analysis-of-Responses.pdf> 85-98. 
896
 Alex Glassbrook, The Law of Driverless Cars: An Introduction (Law Brief Publishing 2017). 
897
 ĞŶƚƌĞĨŽƌŽŶŶĞĐƚĞĚà?ƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐà?à‘ŽĚĞŽĨWƌĂĐƚŝĐĞàPƵƚŽŵĂƚĞĚsĞŚŝĐůĞdƌŝĂůůŝŶŐà?à?&ĞďƌƵĂƌǇ
2019) 
<assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/776511/code-
of-practice-automated-vehicle-trialling.pdf> 8. 
898
 >ƵĐǇDĐŽƌŵŝĐŬà?à‘dĞƐƚŝŶŐƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐà?ŝŶDĂƚƚŚĞǁŚĂŶŶŽŶà?>ƵĐǇDĐŽƌŵŝĐŬĂŶĚ<ǇƌŝĂŬŝEŽƵƐƐŝĂ
(eds), The Law and Autonomous Vehicles (Informa Law 2019). 
899>ƵĐǇDĐŽƌŵŝĐŬà?à‘dĞƐƚŝŶŐƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐà?ŝŶDĂƚƚŚĞǁŚĂŶŶŽŶà?>ƵĐǇDĐŽƌŵŝĐŬĂŶĚ<ǇƌŝĂŬŝEŽƵƐƐŝĂ
(eds), The Law and Autonomous Vehicles (Informa Law 2019). 
900
 ĞŶƚƌĞĨŽƌŽŶŶĞĐƚĞĚà?ƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐà?à‘ŽĚĞŽĨWƌĂĐƚŝĐĞàPƵƚŽŵĂƚĞĚsĞŚŝĐůĞdƌŝĂůůŝŶŐà?à?&ebruary 
2019) 
<assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/776511/code-
of-practice-automated-vehicle-trialling.pdf>. 
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Lighting Regulations 1989.901  In October 2019, high profile testing of Level 4 autonomous vehicles 
were conducted in London.902 
The Law Commission of England and Wales and the Scottish Law Commission have been 
commissioned by the CCAV to review the regulatory framework of autonomous vehicles in the UK.903 
Consisting of three rounds of consultations from 2018 to 2021, the final recommendations are due 
to be released in 2021.904 The first consultation focused on safety and civil and criminal liability, the 
ƐĞĐŽŶĚ ĐŽǀĞƌƐ à‘ƌĞŵŽƚĞůǇ ŽƉĞƌĂƚĞĚ ĨůĞĞƚƐ ŽĨ ĂƵƚŽŵĂƚĞĚ ǀĞŚŝĐůĞƐ ĂŶĚ ƚŚĞŝƌ ƌĞůĂƚŝŽŶƐŚŝƉǁŝƚŚ ƉƵďůŝĐ
ƚƌĂŶƐƉŽƌƚà?ĂŶĚ ŝƐĂǁĂŝƚŝŶŐĐŽŵŵĞŶƚƐà?ĂŶĚ ƚŚĞƚŚŝƌĚĐŽŶƐƵůƚĂƚŝŽŶǁŝůů ĐŽŶƐŽůŝĚĂƚĞ ƚŚĞĐŽŵŵĞŶƚƐ ƚŽ
form final proposals.905 In the first consultation paper, the Law Commissions introduced the role of 
à‘ĚƌŝǀĞƌ-in-ĐŚĂƌŐĞà?ǁŚŽǁŽƵůĚďĞ ŝŶ ƚŚĞ ǀĞŚŝĐůĞǁŚŝůĞ ŝƚ ŝƐ ŝŶ >ĞǀĞů à? ĂƵƚŽŵĂƚĞĚŵŽĚĞĂŶĚďĞ ĨƵůůǇ
qualified to intervene if necessary.906 The second consultation paper introduces the idea of Highly 
ƵƚŽŵĂƚĞĚZŽĂĚWĂƐƐĞŶŐĞƌ^ĞƌǀŝĐĞƐà?,ZW^à)à?ǁŚŝĐŚà‘ƌĞĨĞƌƐƚŽĂ ƐĞƌǀŝĐĞǁŚŝĐŚƵƐĞƐŚŝŐŚůǇĂƵƚŽŵĂƚĞĚ
vehicles to supply road journeys to passengers without a human driver or user-in-ĐŚĂƌŐĞà?à?907 They 
propose a new national regulatory system using a single safety standard to license operators.908 In 
this transportation model, there would be no driver-in-charge; instead, the vehicles would be 
monitored by remote supervisors.909 Just as with the first consultation paper, the focus of HARPS is 
on passengers, though the Law Commissions are open to comments addressing the transportation of 
freight, which could be relevant to vehicles for I&M that need to transport supplies for 
maintenance.910 
2.2.3.4 Liability Issues 
The development of a coherent, uniform liability regime which applies to the operation of 
Autonomous Vehicles (AV) is unsurprisingly limited when compared with that which applies to RPAS. 
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 ĞƉĂƌƚŵĞŶƚŽĨdƌĂŶƐƉŽƌƚà?à‘/ŶĨŽƌŵĂƚŝŽŶ^ŚĞĞƚàPWƌŽƚŽƚǇƉĞZŽĂĚsĞŚŝĐůĞƐ-- Construction RequiremĞŶƚƐà?à?:ƵůǇ
2015) 
<assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/780601/Inform
ation_Sheet_Prototype_Vehicles.pdf>. 
902
 :ĂŵĞƐůůĞŶà?à‘ƵƚŽŶŽŵŽƵƐdĂǆŝƐ,ĂǀĞDĂĚĞdŚĞŝƌƌŝǀĞƌůĞƐƐĞďƵƚŝŶ>ŽŶĚŽŶàPƌĞ>ŽŶĚŽŶĂďďŝĞƐà?Ăys 
Numbered? (Sunday Times 8 October 2019) <www.driving.co.uk/news/autonomous-taxis-made-driverless-
debut-london/>. 
903
 >ĂǁŽŵŵŝƐƐŝŽŶà?à‘ƵƚŽŵĂƚĞĚsĞŚŝĐůĞƐàPƵƌƌĞŶƚWƌŽũĞĐƚ^ƚĂƚƵƐà?áMǁǁǁà?ůĂǁĐŽŵà?ŐŽǀà?ƵŬà?ƉƌŽũĞĐƚà?ĂƵƚŽŵĂƚĞĚ-
vehicles/>. 
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 >ĂǁŽŵŵŝƐƐŝŽŶà?à‘ƵƚŽŵĂƚĞĚ sĞŚŝĐůĞƐàPƵƌƌĞŶƚWƌŽũĞĐƚ^ƚĂƚƵƐà?áMǁǁǁà?ůĂǁĐŽŵà?ŐŽǀà?ƵŬà?ƉƌŽũĞĐƚ ĂƵƚŽŵĂƚĞĚ-
vehicles/>. 
905
 >ĂǁŽŵŵŝƐƐŝŽŶà?à‘ƵƚŽŵĂƚĞĚsĞŚŝĐůĞƐàPƵƌƌĞŶƚWƌŽũĞĐƚ^ƚĂƚƵƐà?áMǁǁǁà?ůĂǁĐŽŵà?ŐŽǀà?ƵŬà?ƉƌŽũĞĐƚà?ĂƵƚŽŵĂƚĞĚ-
vehicles/>. 
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 >ĂǁŽŵŵŝƐƐŝŽŶĂŶĚ^ĐŽƚƚŝƐŚ>ĂǁŽŵŵŝƐƐŝŽŶà?à‘ƵƚŽŵĂƚĞĚsĞŚicles: Summary of the Analysis of Responses 
ƚŽƚŚĞWƌĞůŝŵŝŶĂƌǇŽŶƐƵůƚĂƚŝŽŶWĂƉĞƌà?à?à?à?:ƵŶĞà?à?à?à?à)áMƐ-eu-west-2.amazonaws.com/lawcom-prod-storage-
11jsxou24uy7q/uploads/2019/06/Summary-of-Automated-Vehicles-Analysis-of-Responses.pdf>. 
907
 Law Commission and SĐŽƚƚŝƐŚ>ĂǁŽŵŵŝƐƐŝŽŶà?à‘ƵƚŽŵĂƚĞĚsĞŚŝĐůĞƐàP^ƵŵŵĂƌǇŽĨƚŚĞŶĂůǇƐŝƐŽĨZĞƐƉŽŶƐĞƐ
ƚŽƚŚĞWƌĞůŝŵŝŶĂƌǇŽŶƐƵůƚĂƚŝŽŶWĂƉĞƌà?à?à?à?:ƵŶĞà?à?à?à?à)áMƐ-eu-west-2.amazonaws.com/lawcom-prod-storage-
11jsxou24uy7q/uploads/2019/06/Summary-of-Automated-Vehicles-Analysis-of-Responses.pdf> 1. 
908>ĂǁŽŵŵŝƐƐŝŽŶĂŶĚ^ĐŽƚƚŝƐŚ>ĂǁŽŵŵŝƐƐŝŽŶà?à‘ƵƚŽŵĂƚĞĚsĞŚŝĐůĞƐàP^ƵŵŵĂƌǇŽĨƚŚĞŶĂůǇƐŝƐŽĨZĞƐƉŽŶƐĞƐ
ƚŽƚŚĞWƌĞůŝŵŝŶĂƌǇŽŶƐƵůƚĂƚŝŽŶWĂƉĞƌà?à?à?à?:ƵŶĞà?à?à?à?à)áMƐ-eu-west-2.amazonaws.com/lawcom-prod-storage-
11jsxou24uy7q/uploads/2019/06/Summary-of-Automated-Vehicles-Analysis-of-Responses.pdf> 9. 
909>ĂǁŽŵŵŝƐƐŝŽŶĂŶĚ^ĐŽƚƚŝƐŚ>ĂǁŽŵŵŝƐƐŝŽŶà?à‘ƵƚŽŵĂƚĞĚsĞŚŝĐůĞƐàP^ƵŵŵĂƌǇŽĨƚŚĞŶĂůǇƐŝƐŽĨZĞƐƉŽŶƐĞƐ
ƚŽƚŚĞWƌĞůŝŵŝŶĂƌǇŽŶƐƵůƚĂƚŝŽŶWĂƉĞƌà?à?à?à?:ƵŶĞà?à?à?à?à)áMƐ-eu-west-2.amazonaws.com/lawcom-prod-storage-
11jsxou24uy7q/uploads/2019/06/Summary-of-Automated-Vehicles-Analysis-of-Responses.pdf> 13. 
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 >ĂǁŽŵŵŝƐƐŝŽŶĂŶĚ^ĐŽƚƚŝƐŚ>ĂǁŽŵŵŝƐƐŝŽŶà?à‘ƵƚŽŵĂƚĞĚsĞŚŝĐůĞƐàP^ƵŵŵĂƌǇŽĨƚŚĞŶĂůǇƐŝƐŽĨZĞƐƉŽŶƐĞƐ
ƚŽƚŚĞWƌĞůŝŵŝŶĂƌǇŽŶƐƵůƚĂƚŝŽŶWĂƉĞƌà?à?à?à?:ƵŶĞà?à?à?à?à)áMs3-eu-west-2.amazonaws.com/lawcom-prod-storage-
11jsxou24uy7q/uploads/2019/06/Summary-of-Automated-Vehicles-Analysis-of-Responses.pdf> 2. 
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This is primarily based on the fact that the state of the technology itself is at a far earlier stage of 
development than is the case for RPAS, which are already widely used.  
dŚŝƐŝƐĂŶŝŵƉŽƌƚĂŶƚŝƐƐƵĞƚŽĐŽŶƐŝĚĞƌŽŶƚŚĞďĂƐŝƐƚŚĂƚŝƚŝƐŝŶƚƵŝƚŝǀĞƚŚĂƚà‘ĚĞĐŝƐŝŽŶƐŵĂĚĞďǇĂŶsŝŶ
the face of an unavoidable collision will result in questions of liability that courts and legislatures 
ŚĂǀĞŶŽƚŚĞƌĞƚŽĨŽƌĞĨĂĐĞĚà?à?911 dŚĞƉƌŽďůĞŵŝƐƚŚĂƚà‘ƵŶůŝŬĞĐŽŶǀĞŶƚŝŽŶĂůǀĞŚŝĐůĞƐà?sĐƌĂƐŚĞƐĐĂŶďĞ
caused by the software components of the operating system-the hardware and software that 
execute ƚŚĞĚǇŶĂŵŝĐĚƌŝǀŝŶŐƚĂƐŬà?à?912 KĨƉĂƌƚŝĐƵůĂƌŶŽƚĞŝƐƚŚĞƌŝƐŬƚŚĂƚà‘ƚŚĞĂůŐŽƌŝƚŚŵƐŝŶƚŚĞǀĞŚŝĐůĞƐà?
on-ďŽĂƌĚĐŽŵƉƵƚĞƌƐǁŝůůƌĞƐƵůƚŝŶƐŽŵĞŝŶŶŽĐĞŶƚƉĞƌƐŽŶďĞŝŶŐƐĞůĞĐƚĞĚĂƐƚŚĞǀŝĐƚŝŵŽĨƚŚĞĐƌĂƐŚà?à?913 
ƐĂƌĞƐƵůƚà?ŝƚŝƐƐƵŐŐĞƐƚĞĚƚŚĂƚĞǆŝƐƚŝŶŐà‘ƚŚĞŽƌŝĞƐŽĨƚŽrt ... will not sufficiently address this situation, 
because those theories look for a liable party based upon control of the vehicle's design or 
manufacture, or the use of the vehicle by a consumer, neither of which will apply to an autonomous 
ǀĞŚŝĐůĞà?à?914 However, it is also noted that there is a need to balance the interest of providing 
ƉƌŽƚĞĐƚŝŽŶƚŽǀŝĐƚŝŵƐǁŝƚŚà‘ƉƌŽƚĞĐƚŝŶŐƚŚĞĂƵƚŽŶŽŵŽƵƐǀĞŚŝĐůĞŝŶĚƵƐƚƌǇà?ǁŚŝĐŚǁŝůůďĞĂĐůĞĂƌďĞŶĞĨŝƚ
ƚŽ ƐŽĐŝĞƚǇà? ĨƌŽŵ ĚĞďŝůŝƚĂƚŝŶŐ ĂďƐŽůƵƚĞ ůŝĂďŝůŝƚǇà?à?915 On this point, the European Added value 
assessment suggests that:  
 
[I]t is necessary to revise the current legislative EU framework for liability rules and 
insurance for connected and autonomous vehicles. Not only would revision ensure 
legal coherence and better safeguarding of consumers rights but it would also be 
likely to generate economic added value.916 
 
Further, a 2016 report on cross-border road traffic accidents within the EU requested by the JURI 
committee provides examples of liability related issues which could arise in such circumstances.917 
The report highlights a number of ways which accidents involving AVs would interact with existing 
legislation.918 This is likely to lead to a lack of clarity in terms of how such accidents would be dealt 
with from a legal perspective, with the primary focus on where and how parties would go about 
bringing actions against those liable for damage or injury suffered where multiple jurisdictions could 
be available. For example, it is noted that: 
  
For a victim of a traffic accident in which autonomous technologies were involved, it 
may be difficult, costly, and time consuming to identify the exact cause of the 
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 ZŽǁŐĞƌà?à‘>ŝĂďŝůŝƚǇŽŶƐŝĚĞƌĂƚŝŽŶƐǁŚĞŶƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐŚŽŽƐĞƚŚĞĐĐŝĚĞŶƚsŝĐƚŝŵà?à?à?à?à?à?à)à?à?:ŽĨ
High Technology 1, 4; See also Jeffrey R Zohn, When Robots Attack: How Should The Law Handle Self-Driving 
ĂƌƐƚŚĂƚĂƵƐĞĂŵĂŐĞƐà?à?à?à?à?à?à)hŶŝǀĞƌƐŝƚǇŽĨ/ůůŝŶŽŝƐ:ŽƵƌŶĂůŽĨ>Ăǁà?dĞĐŚŶŽůŽŐǇĂŶĚWŽůŝĐǇà?à?à?à?à?à?à?-74 
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 DĂƌŬ'ĞŝƐƚĨĞůĚà?à‘dŚĞZĞŐƵůĂƚŽƌǇ^ǁĞĞƚ^ƉŽƚĨŽƌƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐà?à?à?à?à?à?à)à?à?à?à?à)tĂŬĞ&ŽƌĞƐƚ>Ăǁ
Review 337, 354-355. See also 'ĂƌǇDĂƌĐŚĂŶƚĂŶĚZĂĐŚĞů>ŝŶĚŽƌà?à‘dŚĞŽŵŝŶŐŽůůŝƐŝŽŶĞƚǁĞĞŶ
ƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐĂŶĚƚŚĞ>ŝĂďŝůŝƚǇ^ǇƐƚĞŵà?à?à?à?à?à?à)à?à?^ĂŶƚĂůĂƌĂ>ZĞǀà?à?à?à?à?à?à?à?à?-30. 
913
 ůĨƌĞĚZŽǁŐĞƌà?:ƌà?à‘>ŝĂďŝůŝƚǇŽŶƐŝĚĞƌĂƚŝŽŶƐǁŚĞŶƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐŚŽŽƐĞƚŚĞĐĐŝĚĞŶƚsŝĐƚŝŵà?à?à?à?à?à?à)
19 J of High Technology 1, 60. 
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19 J of High Technology 1, 60. 
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 ůĨƌĞĚZŽǁŐĞƌà?:ƌà?à‘>ŝĂďŝůŝƚǇŽŶƐŝĚĞƌĂƚŝŽŶƐǁŚĞŶƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐŚŽŽƐĞƚŚĞĐĐŝĚĞŶƚsŝĐƚŝŵà?à?à?à?à?à?à)
19 J of High Technology 1, 60. 
916
 European Added Value Assessment, A common EU approach to liability rules and insurance for connected 
and autonomous vehicles, February 2018 
<http://www.europarl.europa.eu/RegData/etudes/STUD/2018/615635/EPRS_STU(2018)615635_EN.pdf>  
917
 ThoŵĂƐ<'ƌĂǌŝĂŶŽà?à‘ƌŽƐƐ-border traffic accidents in the EU àW ƚŚĞƉŽƚĞŶƚŝĂůŝŵƉĂĐƚŽĨĚƌŝǀĞƌůĞƐƐĐĂƌƐà?Ă:ƵŶĞ
à?à?à?à?ƐƚƵĚǇĐŽŵŵŝƐƐŝŽŶĞĚďǇƚŚĞƵƌŽƉĞĂŶWĂƌůŝĂŵĞŶƚà?ƐWŽůŝĐǇĞƉĂƌƚŵĞŶƚĨŽƌŝƚŝǌĞŶƐà?ZŝŐŚƚƐĂŶĚ
Constitutional Affairs at the Request of the JURI Committee. 
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 These include The Brussels I Regulation (Recast) (EU) 1215/2012; The Rome II Regulation (EC) 864/2007; The 
Hague Traffic Accident Convention 1971; The Hague Products Liability Convention 1973; The Vienna 
Convention on Road Traffic 1968; The Motor Insurance Directive 2009/103/EC. 
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accident, to provide proof of that cause, and consequently to decide against whom to 
bring a liability claim (the keeper of a car or its liability insurer on the one hand, or a 
car or component manufacturer on the other).919  
 
Also: 
  
Some European jurisdictions provide very short limitation periods for extra-
contractual liability claims. These might work (well) in a purely national context. 
However, given the particular challenges a victim of a cross-border accident might 
face when new technologies play a role, short limitation periods may end up being 
particularly harsh on victims of cross-border traffic accidents.920 
 
With issues such as these in mind, and in the absence of a coherent, clear EU-wide liability regime 
which applies to AVs, it is necessary to investigate the varying approaches adopted by individual 
Member States.921 For this purpose, an indicative sample of Member States which exhibit varying 
degrees of adaption of their liability regimes to accommodate AVs will now be assessed.  
 
 
¾ Germany 
First, Germany is perhaps the most advanced in terms of adapting their liability system with the 
imminent use of AVs in mind. This is illustrated by the German Road Traffic Act (StVG) as amended 
ŽŶ :ƵůǇ à?à?ƚŚ à?à?à?à?ǁŝƚŚ ƐĞĐƚŝŽŶ à?à?Ăà) ĂĐĐŽƵŶƚŝŶŐ ĨŽƌ à‘ŵŽƚŽƌǀĞŚŝĐůĞƐǁŝƚŚŚŝŐŚůǇŽƌ ĨƵůůǇ ĂƵƚŽŵĂƚĞĚ
ĚƌŝǀŝŶŐĨƵŶĐƚŝŽŶà?à?ĂŶĚà?à?ďà)ĚĞĂůŝŶŐǁŝƚŚà‘ZŝŐŚƚƐĂŶĚƌĞƐƉŽŶƐŝďŝůŝƚŝĞƐŽĨƚŚĞĚƌŝǀĞƌǁŚĞŶƵƐŝŶŐŚŝŐŚly or 
ĨƵůůǇĂƵƚŽŵĂƚĞĚĚƌŝǀŝŶŐ ĨƵŶĐƚŝŽŶƐà?à?922 Broadly the German approach is one of strict liability,923 with 
scope for liability to be avoided if the accident is caused by force majeure,924 or where it can be 
proven that fault lies elsewhere.925 It is unclear how ƚŚŝƐƌĞŐŝŵĞǁŝůůĨƵŶĐƚŝŽŶà‘ŝŶĂŚŝŐŚůǇĂƵƚŽŵĂƚĞĚ
ƐǇƐƚĞŵà?ƵŶůĞƐƐƚŚĞĚƌŝǀĞƌŝƐŽďůŝŐĞĚƚŽŵŽŶŝƚŽƌƚŚĞĐĂƌŽƉĞƌĂƚŝŽŶĂƚĂůůƚŝŵĞƐà?à?926 There is also scope 
for the existing regimes on product liability,927 as well as manufacturer liability,928 to be triggered 
here. 
 
¾ France  
France exhibits some evidence of an attempt to adapt to the use of AVs in the future. However, this 
is far from comprehensive, particularly when compared to the developments in Germany. An 
obvious example is the provision to allow for the testing of such vehicles. The Law on Energy 
Transition for Green Growth notes liability briefly, outlining that: 
                                                          
919
 dŚŽŵĂƐ<'ƌĂǌŝĂŶŽà?à‘ƌŽƐƐ-border traffic accidents in the EU àW ƚŚĞƉŽƚĞŶƚŝĂůŝŵƉĂĐƚŽĨĚƌŝǀĞƌůĞƐƐĐĂƌƐà? 
Ă:ƵŶĞà?à?à?à?ƐƚƵĚǇĐŽŵŵŝƐƐŝŽŶĞĚďǇƚŚĞƵƌŽƉĞĂŶWĂƌůŝĂŵĞŶƚà?ƐWŽůŝĐǇĞƉĂƌƚŵĞŶƚĨŽƌŝƚŝǌĞŶƐà?ZŝŐŚƚƐĂŶĚ
Constitutional Affairs at the Request of the JURI Committee, 10-11. 
920
 dŚŽŵĂƐ<'ƌĂǌŝĂŶŽà?à‘ƌŽƐƐ-border traffic accidents in the EU àW ƚŚĞƉŽƚĞŶƚŝĂůŝŵƉĂĐƚŽĨĚƌŝǀĞƌůĞƐƐĐĂƌƐà? 
Ă:ƵŶĞà?à?à?à?ƐƚƵĚǇĐŽŵŵŝƐƐŝŽŶĞĚďǇƚŚĞƵƌŽƉĞĂŶWĂƌůŝĂŵĞŶƚà?ƐWŽůŝĐǇĞƉĂƌƚŵĞŶƚĨŽƌŝƚŝǌĞŶƐà?ZŝŐŚƚƐĂŶĚ
Constitutional Affairs at the Request of the JURI Committee, 11. 
921
 ^ĞĞĨŽƌĞǆĂŵƉůĞDĞůŝŶĚĂ&>ŽŚŵĂŶŶà?à‘>ŝĂďŝůŝƚǇ/ƐƐƵĞƐŽŶĐĞƌŶŝŶŐ^ĞůĨ-ƌŝǀŝŶŐsĞŚŝĐůĞƐà?à?à?à?à?à?à)à?ƵƌŽƉĞĂŶ
Journal of Risk Regulation 335, 336-337. 
922
 The German Road Traffic Act (StVG), Section 1. 
923
 The German Road Traffic Act (StVG), Section 7. 
924
 The German Road Traffic Act (StVG), Section 7(2). 
925
 The German Road Traffic Act (StVG), Section 18. 
926
 ŶĚƌĞĂƐ>ŽďĞƌà?dŝŵĂĞƐĂƌà?ĂŶĚtŽũƚĞŬZŽƉĞůà‘'ĞƌŵĂŶǇŚĂƉƚĞƌà?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?Jérémy Bensoussan, 
Bruno Bonnell, and Mady Delvaux-Stehres, Comparative Handbook: Robotic Technologies (Éditions Larcier 
2016) 150. 
927
 The German Product Liability Act (Produkthaftung), Section 1. 
928
 The German Civil Code on Manufacturer Liability (Produzentenhaftung) Sections 823 and 831 BGB. 
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The Government is authorized to take, by way of ordinance, any measure falling within 
the scope of the law in order to allow the traffic of vehicles with total or partial 
delegation of driving on public roads, whether passenger cars, goods transport vehicles 
or passenger transport vehicles, for experimental purposes, under conditions ensuring 
the safety of all road users and providing, if necessary, an appropriate liability regime.929 
It has been noted that the current liability regime regarding road traffic accidents which makes the 
ĚƌŝǀĞƌƌĞƐƉŽŶƐŝďůĞà‘ĐĂŶŶŽƚàQďĞĂƉƉůŝĞĚà“ĂƐŝƐà?ƚŽĂĐĐŝĚĞŶƚƐĐĂƵƐĞĚďǇĂŶĂƵƚŽŶŽŵŽƵƐŽƌĚƌŝǀĞƌůĞƐƐ
car since, in this case, ƚŚĞĚƌŝǀĞƌŚĂƐŶŽĚŝƌĞĐƚĐŽŶƚƌŽůŽĨƚŚĞĐĂƌà?à?930 Also, the same issue would arise 
should an accident be caused by a driver assistance feature such as cruise control.931 As a result, it is 
ƐƵŐŐĞƐƚĞĚ ƚŚĂƚ à‘ƚŚĞ ĨƵƚƵƌĞ ŽƌĚŝŶĂŶĐĞ ĂƵƚŚŽƌŝǌŝŶŐ ƚŚĞ ƚĞƐƚŝŶŐ ŽĨ autonomous cars on public roads 
ƐŚŽƵůĚ ĚĞƚĞƌŵŝŶĞ ƚŚĞ ĂƉƉƌŽƉƌŝĂƚĞ ůŝĂďŝůŝƚǇ ƌĞŐŝŵĞ ĨŽƌ ĂƵƚŽŶŽŵŽƵƐ ĐĂƌƐà?à?932 However, the route by 
which this would be achieved is unclear.  
 
¾ United Kingdom 
The UK has no general body of law pertaining to liability issues stemming from the operation of AVs 
that is currently in force.933 Prior to the drafting of the Automated and Electric Vehicles Act 2018, it 
was considered to be intuitive that the Road Traffic Act 1998 would apply. It was also been 
ƐƵŐŐĞƐƚĞĚ ƚŚĂƚ ƚŚĞ h<à?Ɛ Ɖƌoduct liability regime would apply.934 However, it has previously been 
outlined that: 
Certain concepts related to product liability may not be appropriate to deal with liability in respect of 
robots. For instance, it is unclear how the requirements for foreseeability, in order to establish legal 
causation in claims related to breach of contract and the tort of negligence, would be applicable in 
the context of robots with a high degree of automation.935  
Potential Liability issues were acknowledged briefly in a recent Code of Practice document provided 
by The Centre for Connected & Autonomous Vehicles, focused on the testing of AVs on UK roads. 
The document notes that the ĨĂŝůƵƌĞƚŽĐŽŵƉůǇǁŝƚŚƚŚĞŽĚĞŽĨWƌĂĐƚŝĐĞà‘ŵĂǇďĞƌĞůĞǀĂŶƚƚŽůŝĂďŝůŝƚǇ
in any legal proceedings; similarly, compliance with the Code does not grant immunity from any 
ůŝĂďŝůŝƚǇà?à?936 Importantly, liability issues have been acknowledged within the Automated and Electric 
Vehicles Act 2018, which considers the liability of insurers where an accident is caused by an 
automated vehicle.937 Undoubtedly, this act of Parliament will be of great importance in future. 
 
                                                          
929
 Law 2015-992 of 17 August 2015 on energy transition for green growth, art. 37, IX. 
930
 ůĂŝŶĞŶƐŽƵƐƐĂŶĂŶĚ:ĠƌĠŵǇĞŶƐŽƵƐƐĂŶà?à‘&ƌĂŶĐĞŚĂƉƚĞƌà?à?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?ĞƚĂůà?ĞĚƐà)Comparative 
Handbook: Robotic Technologies Law (Éditions Larcier, 2016)118. 
931
 ůĂŝŶĞŶƐŽƵƐƐĂŶĂŶĚ:ĠƌĠŵǇĞŶƐŽƵƐƐĂŶà?à‘&ƌĂŶĐĞŚĂƉƚĞƌà?à?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?ĞƚĂůà?ĞĚƐà)Comparative 
Handbook: Robotic Technologies Law (Éditions Larcier, 2016)118. 
932
 ůĂŝŶĞŶƐŽƵƐƐĂŶĂŶĚ:ĠƌĠŵǇĞŶƐŽƵƐƐĂŶà?à‘&ƌĂŶĐĞŚĂƉƚĞƌà?à?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?ĞƚĂůà?ĞĚƐà)Comparative 
Handbook: Robotic Technologies Law (Éditions Larcier, 2016)118. 
933
 Note that the Automated and Electric Vehicles Act 2018 is not yet in force. 
934
 The Consumer Protection Act 1987 (which implemented Directive 85/374/EC on Product Liability); See also 
The Consumer Rights Act 2015, Sections 1 and 2. 
935
 EĂƚĂůŝĂWŽƌƚŽĂŶĚĂŶŝĞůWƌĞŝƐŬĞůà‘h<ŚĂƉƚĞƌà?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?:ĠƌĠŵǇĞŶƐŽƵƐƐĂŶà?ƌƵŶŽŽŶŶĞůůà?ĂŶĚ
Mady Delvaux-Stehres, Comparative Handbook: Robotic Technologies Law (Éditions Larcier 2016) 347. 
936
 ĞŶƚƌĞĨŽƌŽŶŶĞĐƚĞĚà?ƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐà?à‘/ŶǀŝƚĂƚŝŽŶƚŽ ŽŵŵĞŶƚàPŽĚĞŽĨWƌĂĐƚŝĐĞàPƵƚŽŵĂƚĞĚǀĞŚŝĐůĞ
trialling (February 2019) 7. 
937
 The Automatic and Electric Vehicles Act 2018, Part 1; See also FranĐĞƐĐŽWWĂƚƚŝà?à‘dŚĞƵƌŽƉĞĂŶZŽĂĚƚŽ
ƵƚŽŶŽŵŽƵƐsĞŚŝĐůĞƐà?à?à?à?à?à?à)à?à?&ŽƌĚŚĂŵ/ŶƚĞƌŶĂƚŝŽŶĂů>Ăǁ:ŽƵƌŶĂůà?à?à?à?à?à?à?ǁŚŝĐŚŶŽƚĞƐƚŚĂƚà‘ĂƐĂŵĂƚƚĞƌŽĨ
ƉƌŝŶĐŝƉůĞà?ƉůĂĐĞƐůŝĂďŝůŝƚǇĚŝƌĞĐƚůǇŽŶƚŚĞŝŶƐƵƌĞƌà?à? 
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¾ Italy 
 
In Italy, liability issues arising from the use of AVs are not directly regulated and thus, the 
presumption is that product liability rules will apply.938 Additionally, the EU Directive on Product 
Safety939 ŚĂƐ ĂŶ ŝŵƉĂĐƚ ĂƐ ŝƚƐ ŝŵƉůĞŵĞŶƚĂƚŝŽŶ ƚŚĂƚ à‘ƚŚĞ ŶŽƚŝŽŶ ŽĨ ůŝĂďŝůŝƚǇ ůŽŽŬƐ ŶŽƚŵĞƌĞůǇ Ăƚ ƚŚĞ
actual manufacturer, but to a number of subjects, i.e. the producer, the importer, all subjects 
ŝŶǀŽůǀĞĚŝŶƚŚĞĚŝƐƚƌŝďƵƚŝŽŶŽĨƚŚĞƉƌŽĚƵĐƚà?à?940 
 
¾ Portugal 
 
In Portugal there is no liability regime that is specifically focused on AVs. As such, it is assumed that 
they would be governed by existing rules on product liability as well as the strict liability system 
which applies to vehicles generally.941 
 
¾ Spain 
In Spain there is no specific liability framework which applies to AVs. As such, it appears that the 
general rules on civil liability will apply, which includes the fact that liability of a manufacturer is 
strict in the case of a defective product.942 With this in mind, it has been suggested that: 
 
[C]urrent mechanisms of civil liability will certainly not be suitable for advanced 
robotics or autonomous robots. The more the robot will be empowered to take 
decisions freely, on its own, the more difficult it will be to allocate liability among the 
different agents that may be involved (e.g. the artificial intelligent platform designer, 
ƚŚĞŵĂŶƵĨĂĐƚƵƌĞƌà?ƚŚĞƵƐĞƌà?ƚŚĞƌŽďŽƚŝƚƐĞůĨà)à?à?943 
 
¾ Belgium 
Similarly, in Belgium there is currently no specific regime in place. As such, the existing system of 
fault-based liability would apply.944 In addition, it has been suggested that there is a need to modify 
the Belgian Road Traffic Act to reflect the development of AV technology.945  
¾ Insurance 
                                                          
938
 DPR 224 of May 24 1988 (which implemented Directive 85/374/EC on Product Liability); See also D. Lgs 115 
ŽĨDĂƌĐŚà?à?à?à?à?à?à?à?ǁŚŝĐŚŝŵƉůĞŵĞŶƚĞĚŝƌĞĐƚŝǀĞà?à?à?à?à?à?ŽŶŐĞŶĞƌĂůƉƌŽĚƵĐƚƐĂĨĞƚǇà)à?ZĂĨĨĂĞůůĞĂůůŽŶĞà‘/ƚĂůǇ
ŚĂƉƚĞƌà?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?:ĠƌĠŵǇĞŶƐŽƵƐƐĂŶà?ƌƵŶŽ ŶŶĞůůà?ĂŶĚDĂĚǇĞůǀĂƵǆ-Stehres, Comparative 
Handbook: Robotic Technologies Law (Éditions Larcier 2016) 204. 
939
 D. Lgs 115 of March 17, 1995 (which implemented Directive 59/92/EC on general product safety). 
940
 ZĂĨĨĂĞůůĞĂůůŽŶĞà‘/ƚĂůǇŚĂƉƚĞƌà?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?:ĠƌĠŵǇĞŶƐŽƵƐƐĂŶà?ƌƵŶŽŽŶŶĞůů, and Mady 
Delvaux-Stehres, Comparative Handbook: Robotic Technologies Law (Éditions Larcier 2016) 206. 
941
 dŚĞWŽƌƚƵŐƵĞƐĞŝǀŝůŽĚĞà?ƌƚŝĐůĞà?à?à?à?à?à)à?^ĞĞĂůƐŽ:Ž ŽWůǀĞƐWĞƌĞŝƌĂĂŶĚĞůĞŶ'ƌĂŶĚŽƐà?à‘WŽƌƚƵŐĂů
ŚĂƉƚĞƌà?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?:ĠƌĠŵǇĞŶƐŽƵƐƐĂŶà? Bruno Bonnell, and Mady Delvaux-Stehres, Comparative 
Handbook: Robotic Technologies (Éditions Larcier 2016) 283-284. 
942
 See for example The Spanish Civil Code, Article 1101 (on the nature and effect of obligations); See also 
Article 1484 (On the warranty against hidden defects or encumbrances of the things sold); Article 1902 (On 
obligations arising from fault or negligence); The Legislative Royal Decree 1/2007 of November 16, Article 128-
149. 
943
 DĂƌĐ'ĂůůĂƌĚŽà?à‘^ƉĂŝŶŚĂƉƚĞƌà?ŝŶůĂŝŶĞŶƐŽƵƐƐĂŶà?:ĠƌĠŵǇĞŶsoussan, Bruno Bonnell, and Mady Delvaux-
Stehres, Comparative Handbook: Robotic Technologies Law (Éditions Larcier 2016) 312. 
944
 The Belgian Civil Code, Articles 1382-1386. 
945
 Jean-&ƌĂŶĐŽŝƐ,ĞŶƌŽƚƚĞà?ůĞǆĂŶĚƌĞĂƐƐĂƌƚà?ĂŶĚ&ĂŶŶǇŽƚŽŶĂŶĚĂŶŝĞůà‘ĞůŐŝƵŵŚĂƉƚĞƌà?ŝŶůĂŝŶ
Bensoussan, Jérémy Bensoussan, Bruno Bonnell, and Mady Delvaux-Stehres, Comparative Handbook: Robotic 
Technologies (Éditions Larcier 2016) 27. 
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The EU Motor Insurance Directive passed in 2009 requires that motor vehicles be covered by 
compulsory third party liability insurance and ensures that insurance cover in a Member State 
extends across the EU when the vehicle is in another Member State. The EU Commission conducted 
a REFIT review of the Directive in 2018 and did not propose any changes to specifically cover 
autonomous vehicles because the impact assessment found the current Directive to already cover 
autonomous and semi-autonomous vehicles.946 
Autonomous vehicles used for the purpose of I&M may be exempt from this Directive, which defines 
ĂǀĞŚŝĐůĞĂƐ à‘ĂŶǇŵŽƚŽƌǀĞŚŝĐůĞ ŝŶƚĞŶĚĞĚĨŽƌƚƌĂǀĞůŽŶ ůĂŶĚĂŶĚƉƌŽƉĞůůĞĚďǇŵĞĐŚĂŶŝĐĂůƉŽǁĞƌà?à?947 
Though the text may indicate that vehicles for I&M operations may be covered because they would 
be traveling on land, the 2017 Rodrigues de Andrade judgement by the Court of Justice of the 
ƵƌŽƉĞĂŶhŶŝŽŶĐůĂƌŝĨŝĞĚƚŚĂƚ ƚŚŝƌĚƉĂƌƚǇ ůŝĂďŝůŝƚǇ ŝŶƐƵƌĂŶĐĞ ŝƐŽŶůǇ ƌĞƋƵŝƌĞĚ ĨŽƌ à‘ŶŽƌŵĂůƵƐĞŽĨ ƚŚĞ
veŚŝĐůĞĂƐĂŵĞĂŶƐŽĨƚƌĂŶƐƉŽƌƚà?à?948 Specifically, the vehicle in the case that was found to not meet 
the definition was an agricultural tractor,949 which is similar to autonomous vehicles for I&M that 
ǁŽƵůĚ ŶŽƚ ďĞ ƵƐĞĚ ĂƐ à‘Ă ŵĞĂŶƐ ŽĨ ƚƌĂŶƐƉŽƌƚà?à? EŽŶĞƚŚĞůĞƐƐà?Ă  commercial operations, operators 
operating on land should purchase insurance coverage even if EU regulations do not make it 
compulsory. 
Although the current insurance scheme has been determined to cover autonomous vehicles, a 
European added value assessment on autonomous and connected cars notes that the new 
autonomous technology leads to novel and distinct risks that could cause problems and create gaps 
should they not be addressed systematically.950 The four main types identified are: 
 
(1) risks relating to the failure of the operating software that enables the AVs to function, 
(2) risks relating to network failures, 
(3) risks relating to hacking and cybercrime, and 
(4) risks/externalities relating to programming choice.951 
 
It has been suggested the liability regime, and consequently the insurance framework be amended in 
order to create certainty over liability if accidents were to occur.952 The liability regime must be 
ĂĚũƵƐƚĞĚĨŝƌƐƚďĞĐĂƵƐĞĂƐŽŶĞƐĐŚŽůĂƌǁĂƌŶĞĚàPà‘ǁŚĞŶƚŚĞƌĞŝƐĂĨƵŶĚĂŵĞŶƚĂůĚŝƐĂŐƌĞĞŵĞŶƚĂďŽut the 
underlying liability rules, the uncertainty is systemic and cannot be eliminated by the pooling of 
                                                          
946
 
https://ec.europa.eu/info/law/better-
regulation/initiative/1407/publication/237387/attachment/090166e5baec10b7_en Rodrigues de Andrade 
Judgement (C-514/16). 
947
 https://ec.europa.eu/info/law/better-
regulation/initiative/1407/publication/237387/attachment/090166e5baec10b7_en Rodrigues de Andrade 
Judgement (C-514/16). 
948
 https://ec.europa.eu/info/law/better-
regulation/initiative/1407/publication/237387/attachment/090166e5baec10b7_en Rodrigues de Andrade 
Judgement (C-514/16) The EU Commission proposed that the result of this judgment, along with that of Vnuk 
judgement (C-162/13) and Torreiro Judgement (C-334/16) be codified in the Directive to make its scope more 
explicit. 
949
 https://ec.europa.eu/info/law/better-
regulation/initiative/1407/publication/237387/attachment/090166e5baec10b7_en Rodrigues de Andrade 
Judgement (C-514/16). 
950
 https://www.europarl.europa.eu/RegData/etudes/STUD/2018/615635/EPRS_STU(2018)615635_EN.pdf 24-
25. 
951
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ŝŶĚŝǀŝĚƵĂů ƌŝƐŬƐǁŝƚŚŝŶ ĂŶ ŝŶƐƵƌĂŶĐĞ ƐĐŚĞŵĞà?à?953 However, another scholar predicted that because 
fault-ďĂƐĞĚ ůŝĂďŝůŝƚǇ à‘ĂůǁĂǇƐ ĚĞƉĞŶĚƐ ŽŶ ŚƵŵĂŶ ĂĐƚŝŽŶ Žƌ ŝŶĂĐƚŝŽŶà?à? ŝƚ ǁŝůů ŝŶĐƌĞĂƐŝŶŐůǇ ďĞĐŽŵĞ ŽĨ
limited value when machines are performing the actions.954 
The rapid pace of technological development of autonomous vehicles means that insurers will also 
need to respond quickly in order to accurately price the risk.955 Operators of I&M autonomous 
vehicles should be aware of the developments associated with the type of robot they are using to 
ensure that their insurance needs are consistently being met. 
2.3 Vessels/Submersibles 
Unmanned Marine Vehicles (UMVs) are vehicles that travel in the waters, and they can be divided 
into Unmanned (Water) Surface Vehicles (USVs) and Unmanned Underwater Vehicles (UUVs).956 The 
former can also be called surface vessels while the latter submersibles. This report addresses both in 
the same section because for the most part, laws and regulations apply to them equally, though 
there may be question as to whether submersibles would be covered under the same regime in 
some contexts due to the language of the legal instruments. Much more effort has been placed on 
the use of robotics and AI for surface vessels, but in the absence of clear contrary evidence, it is likely 
that the two would be treated similarly. 
The Maritime Unmanned Navigation through Intelligence in Networks (MUNIN) project was one of 
the earlier efforts by the EU to develop research on autonomous vessels. Active from 2012 to 2015, 
DhE/E ǁĂƐ ĨŽĐƵƐĞĚ ŽŶ ƐŚŝƉƐ à‘ƉƌŝŵĂƌŝůǇ ŐƵŝĚĞĚ ďǇ ĂƵƚŽŵĂƚĞĚ ŽŶ-board decision systems but 
controlled by a remote operator in a shore side control sƚĂƚŝŽŶà?à?957 One of the main objects of the 
ƉƌŽũĞĐƚǁĂƐƚŽà‘à?Ɖà?ƌŽǀŝĚĞĂŶŝŶ-depth economic, safety and legal assessment showing how the results 
ǁŝůů ŝŵƉĂĐƚ ƵƌŽƉĞĂŶ ƐŚŝƉƉŝŶŐà?Ɛ ĐŽŵƉĞƚŝƚŝǀĞŶĞƐƐ ĂŶĚ ƐĂĨĞƚǇà?à?958 The project concluded that while 
certain current regulations would have to be adapted for unmanned vessels and liabilities would 
ŚĂǀĞƚŽďĞĂůůŽĐĂƚĞĚà?ƚŚĞǇà‘ĚŽŶŽƚƉŽƐĞĂŶƵŶƐƵƌŵŽƵŶƚĂďůĞŽďƐƚĂĐůĞŝŶůĞŐĂůƚĞƌŵƐà?à?959 
ŶŽƚŚĞƌ ƉƌŽũĞĐƚà? ƚŚĞ /à?à? ĨŽĐƵƐĞĚ ŽŶ à‘ƉĂƌƚůǇ ĂƵƚŽŵĂƚĞĚ ŵŽŶŝƚ ƌŝŶŐ ƐǇƐƚĞŵ ĨŽƌ ƐŚŝƉƉŝŶŐ-related 
tŚƌĞĂƚƐà? ĂŶĚ ĨŽƵŶĚ ƚŚĂƚ ĨƵƌƚŚĞƌ ƐĐƌƵƚŝŶǇ ŽĨ ĐƵƌƌĞŶƚ ůĂǁƐ ĂŶĚ ĂŵĞŶĚŵĞŶƚƐ ƚŽ ĂĐĐŽŵŵŽĚĂƚĞ
autonomous vehicles is necessary.960 The European Commission has also funded the currently 
ongoing Autonomous Shipping Initiative for European Waters project to develop the next generation 
of autonomous vessels in Europe focused on short sea shipping and inland waterways.961 
In addition, the ƵƌŽƉĞĂŶ ĞĨĞŶĐĞ ŐĞŶĐǇ ĨƵŶĚĞĚ ƚŚĞ à“^ĂĨĞƚǇ ĂŶĚ ZĞŐƵůĂƚŝŽŶƐ ĨŽƌ ƵƌŽƉĞĂŶ
hŶŵĂŶŶĞĚDĂƌŝƚŝŵĞ^ǇƐƚĞŵƐà?à?^ZhD^à)ƉƌŽũĞĐƚà?962 The project necessarily had a military bent and 
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(2017) 13 Croatian Yearbook of European Law and Policy 191, 204. 
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 National Academies of Sciences, Engineering, and Medicine 2016. A Look at the Legal Environment for 
Driverless Vehicles. Washington, DC: The National Academies Press. P. 52. 
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 Eric sĂŶ,ŽŽǇĚŽŶŬà?à‘dŚĞ>ĂǁŽĨhŶŵĂŶned Merchant Shipping àW An Explorationà?à?à?à?à?à?à)à?à?Journal of 
International Maritime Law 403, 404. 
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 http://www.unmanned-ship.org/munin/ 
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 http://www.unmanned-ship.org/munin/about/munins-objectives/ 
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 http://www.unmanned-ship.org/munin/wp-content/uploads/2016/02/MUNIN-final-brochure.pdf 
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 Eric sĂŶ,ŽŽǇĚŽŶŬà?à‘dŚĞ>ĂǁŽĨhŶŵĂŶŶĞĚDĞƌĐŚĂŶƚ^ŚŝƉƉŝŶŐàW An Explorationà?à?à?à?à?à?à)à?à?Journal of 
International Maritime Law 403, 404. 
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 https://trimis.ec.europa.eu/project/autonomous-shipping-initiative-european-waters#tab-outline 
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 http://www.lighthouse.nu/sites/www.lighthouse.nu/files/autonomous_safety_on_vessels_-_webb.pdf 
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focused on smaller autonomous vessels, including submersibles.963 Similar to the conclusions of 
MUNIN, SARUMS founds that while international conventions did not account for the possibility of 
autonomous ships, the new technology can nevertheless fit into the existing legal framework as long 
as issues subject to interpretation are clarified and defined.964 The project also stressed that the 
technological advances and regulatory developments need to proceed simultaneously.965 
2.3.1 Certification of Unmanned Underwater Vehicles/ Vessels 
DNV GL is an international accredited registrar and classification society  for ship certification.966 DNV 
GL defined a set of rules that vessels and any offshore robots must comply, including, safety, 
reliability and environmental requirements. The main objectives of the society are to put 
requirements on classification, verification, risk-management, training and technical advisory to the 
maritime industry on safety, enhanced performance, fuel efficiency, etc. GL provide a certification 
for safety and reliability of all involved parties within a framework of ƉƌĞĚĞĨŝŶĞĚƉƌŽĐĞĚƵƌĞƐà?dŽĚĂǇà?Ɛ
underwater robot market is on its way to be competitive area (see the following figure967), but still as 
much attractive as other robots. This is one of the main reasons plus security why there is a lake in 
information of underwater robots.  
 
Figure 11: U.S Underwater Robots Market Size
968
 
 
2.3.3 Legislation and policy  
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on 11 February 2015. Retrieved 16 February 2015. 
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Once again, relevant legislation and policy issues that apply to the use of UMVs must now be 
discussed. As has been the case in previous sections of this report, the first point for consideration is 
the relevant international regime that applies to UMVs. This will be followed by a discussion of the 
EU position, before moving on to consider national laws that are relevant in this area. The final step 
will involve considering potential liability issues that could arise through the use of UMVs. 
2.3.1.1 International Law 
Autonomous vessels can be divided into four levels of autonomy according to the International 
DĂƌŝƚŝŵĞKƌŐĂŶŝǌĂƚŝŽŶ à?/DKà)à? ƚŚĞhE ĂŐĞŶĐǇ ƚŚĂƚ ŝƐ à‘ƚŚĞ ŐůŽďĂů Ɛƚ ŶĚĂƌĚ-setting authority for the 
safety, security and environmental performance of intĞƌŶĂƚŝŽŶĂůƐŚŝƉƉŝŶŐà?àP969 
Degree one: Ship with automated processes and decision support: Seafarers are on board to operate 
and control shipboard systems and functions. Some operations may be automated and at times be 
unsupervised but with seafarers on board ready to take control. 
Degree two: Remotely controlled ship with seafarers on board: The ship is controlled and operated 
from another location. Seafarers are available on board to take control and to operate the shipboard 
systems and functions. 
Degree three: Remotely controlled ship without seafarers on board: The ship is controlled and 
operated from another location. There are no seafarers on board. 
Degree four: Fully autonomous ship: The operating system of the ship is able to make decisions and 
determine actions by itself.970 
Ringbom stresses the importance of differentiating between the level of manning and level of 
autonomy for autonomous ships and finds the IMO categorisation lacking in gradation.971 The former 
involves whether there are crew members on boĂƌĚà? ǁŚĞƌĞĂƐ ƚŚĞ ůĂƚƚĞƌ ŝƐ à‘ƚŚĞ ĚŝǀŝƐŝŽŶ ŽĨ ƚĂƐŬƐ
between humans and automated systems in complex decision-making processes, such as bridge 
ǁĂƚĐŚŬĞĞƉŝŶŐ ĨƵŶĐƚŝŽŶƐà?à?972 He also warns that the level of autonomy on a vessel can change 
depending on the particular operation involved and should not be determined by the equipment.973 
Furthermore, determining the level of autonomy may be important to answering the question of 
whether the current international regulatory framework would apply.974 
>ůŽǇĚà?ƐZĞŐŝƐƚĞƌĚŝǀŝĚĞƐautonomous vessels into seven levels: 
AL 0) Manual: No autonomous function. All action and decision-making performed 
manually (n.b. systems may have level of autonomy, with Human in/ on the loop.), i.e. 
human controls all actions. 
AL 1) On-board Decision Support: All actions taken by human Operator, but decision 
support tool can present options or otherwise influence the actions chosen. Data is 
provided by systems on board. 
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Development & International Law 141,142-46. 
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Development & International Law 141, 146. 
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AL 2) On &Off-board Decision Support: All actions taken by human Operator, but 
decision support tool can present options or otherwise influence the actions chosen. 
Data may be provided by systems on or off-board. 
> à?à) à‘ĐƚŝǀĞà? ,ƵŵĂŶ ŝŶ ƚŚĞ ůŽŽƉàP ĞĐŝƐŝŽŶƐ ĂŶĚ ĂĐƚŝŽŶƐĂƌĞ ƉĞƌĨŽƌŵĞĚ ǁŝƚŚ ŚƵŵĂŶ
supervision. Data may be provided by systems on or off-board. 
AL 4) Human on the loop, Operator/ Supervisory: Decisions and actions are performed 
autonomously with human supervision. High impact decisions are implemented in a way 
to give human Operators the opportunity to intercede and over-ride. 
AL 5) Fully autonomous: Rarely supervised operation where decisions are entirely made 
and actioned by the system. 
AL 6) Fully autonomous: Unsupervised operation where decisions are entirely made and 
actioned by the system during the mission.975 
One of the most salient legal problems raised by autonomous vessels is whether an unmanned ship 
is still considered a ship.976 Various international legal instruments define ships differently or not at 
Ăůů ĚƵĞ ƚŽ ƚŚĞ ĨĂĐƚ ƚŚĂƚ ƚŚĞǇ ĂƌĞ à‘ǀĞƌǇ ŵƵĐŚ Ă ĨƵŶĐƚŝŽŶ ŽĨ ƚŚĞƐƵďũĞĐƚ ŵĂƚƚĞƌ ĐŽŶĐĞƌŶĞĚà?à?977 The 
United Nations Convention on the Law of the Sea (UNCLOS) does not define vessel or ship, and 
customary international law offers no guidance either.978 Other international legal instruments may 
be more useful. Under the International Convention for the Prevention of Pollution from Ships 
à?DZWK>à)à? Ă ƐŚŝƉ ŝƐ à‘Ă ǀĞƐƐĞů ŽĨ ĂŶǇ ƚǇƉĞ ǁŚĂƚƐŽĞǀĞƌ ŽƉĞƌĂƚŝŶŐ ŝŶ ƚŚĞ ŵĂƌŝŶĞ ĞŶǀŝƌŽŶŵĞŶƚ ĂŶĚ
includes hydrofoil boats, air-cushion vehicles, submersibles, floating craft and fixed or floating 
ƉůĂƚĨŽƌŵƐà?à?979 The Convention for the Suppression of Unlawful Acts against the Safety of Maritime 
EĂǀŝŐĂƚŝŽŶ à?^h ŽŶǀĞŶƚŝŽŶà) ĚĞĨŝŶĞƐ Ă ƐŚŝƉ ĂƐ à‘Ă ǀĞƐƐĞů ŽĨ ĂŶǇ ƚǇƉĞǁŚĂƚƐŽĞǀĞƌ ŶŽƚ ƉĞƌŵĂŶĞŶƚůǇ
attached to the sea-bed, including dynamically supported craft, submersibles, or any other floating 
ĐƌĂĨƚà?à?980 From the text, it is clear that these two conventions cover both surface vessels and 
submersibles, and autonomous surface vessels and submersibles that do not have passengers or 
cargo could be defined as vessels and possibly be subject to these conventions. 
However, the International Regulations for Avoiding Collisions at Sea (COLREGs) uses the following 
ĚĞĨŝŶŝƚŝŽŶ ŽĨ Ă ǀĞƐƐĞůàP à‘ĞǀĞƌǇ ĚĞƐĐƌŝƉƚŝŽŶ ŽĨ ǁĂƚĞƌĐƌĂĨƚà? ŝŶĐůƵĚŝŶŐ ŶŽŶĚŝƐƉůĂĐĞŵĞŶƚ ĐƌĂĨƚ ĂŶĚ
seaplanes, used or capable of ďĞŝŶŐƵƐĞĚĂƐĂŵĞĂŶƐŽĨƚƌĂŶƐƉŽƌƚĂƚŝŽŶŽŶǁĂƚĞƌà?à?981 This definition 
introduces some doubt as to its applicability to unmanned vessels because it is unclear whether 
à‘ƚƌĂŶƐƉŽƌƚĂƚŝŽŶà? ŵĞĂŶƐ ƚŚĞƌĞ ŵƵƐƚ ďĞ ƉĂƐƐĞŶŐĞƌƐà? Žƌ ŝĨ ƚŚĞƚƌĂŶƐƉŽƌƚĂƚŝŽŶ ŽĨ ĐĂƌŐŽ ǁŽƵůĚ ďĞ 
ƐƵĨĨŝĐŝĞŶƚà?KŶĞƐĐŚŽůĂƌƐƵŐŐĞƐƚƐƚŚĂƚà‘ƚŚĞƌĞŝƐŶŽƌĞƋƵŝƌĞŵĞŶƚƚŽƌĞĂĚŝŶƚŽƚŚĞĚĞĨŝŶŝƚŝŽŶŽĨà“ǀĞƐƐĞůà?
any necessity for transporting someone or something characterisable as à“separateà? from the 
ǀĞƐƐĞůà?à?982 If this were the case, autonomous vessels for I&M that will most likely not be carrying 
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passengers or cargo would meet the definition of a vessel under COLREGs and may be subject to its 
jurisdiction. The text of the COLREGs definition may also suggest that it does not cover submersibles 
because of its use ŽĨà‘ŽŶǁĂƚĞƌà?à?ďƵƚƚŚĞĐŽŶǀĞŶƚŝŽŶŚĂƐďĞĞŶŝŶƚĞƌƉƌĞƚĞĚà‘ĂƉƉůǇƚŽƐƵďŵĂƌŝŶĞƐǁŚĞŶ
ŽƉĞƌĂƚŝŶŐŽŶƚŚĞƐƵƌĨĂĐĞŝŶƚŚĞƐĂŵĞŵĂŶŶĞƌĂƐƚŚĞǇĂƉƉůǇƚŽƐƵƌĨĂĐĞǀĞƐƐĞůƐà?à?983 One scholar notes 
ƚŚĂƚ ǁŚŝůĞ à‘ƐƵďŵĂƌŝŶĞƐ ƐĞĞŵ ƚŽ ĞǆŝƐƚ ŝŶ Ă ƐŽƌƚ ŽĨ ƋƵĂƐŝ-vessel status, depending on where they 
ŽƉĞƌĂƚĞà?à?à?ĨŽƌĂůůƉƌĂĐƚŝĐĂůƉƵƌƉŽƐĞƐà?ƚŚĞǇĂƌĞƚƌĞĂƚĞĚůŝŬĞĂŶǇŽƚŚĞƌƐŚŝƉŽŶƚŚĞƐĞĂƐà?à?984 
The United Nations Convention on Conditions for Registration of Ships defines a ƐŚŝƉĂƐ à‘ĂŶǇ ƐĞůĨ-
propelled sea-going vessel used in international seaborne trade for the transport of goods, 
ƉĂƐƐĞŶŐĞƌƐà?ŽƌďŽƚŚà?ǁŝƚŚƚŚĞĞǆĐĞƉƚŝŽŶŽĨǀĞƐƐĞůƐŽĨůĞƐƐƚŚĂŶà?à?à?ŐƌŽƐƐƌĞŐŝƐƚĞƌĞĚƚŽŶƐà?à?985 For the 
ƉƵƌƉŽƐĞŽĨ ƚŚŝƐ ĐŽŶǀĞŶƚŝŽŶà? ƚŚĞƌĞ ŝƐ ĂǁĞŝŐŚƚŵŝŶŝŵƵŵà? ĂŶĚ ƚŚĞ ǀĞƐƐĞůŵƵƐƚ ďĞ ĨŽƌ à‘ƚƌĂĚĞà?ǁŚŝĐŚ
would undoubtedly exclude vehicles for I&M. Even if there were no stipulation on weight, the 
definition would unlikely be applied to surface ships or submersibles traveling on inland waterways. 
The definitions offered by international conventions have been described as circular and not useful 
ĨŽƌ ŐĞŶĞƌĂƚŝŶŐ à‘Ă ĐŽŵŵŽŶ ƵŶĚĞƌƐƚĂŶĚŝŶŐ ĂƐ ƚŽ ǁŚĂƚ ŐĞŶĞƌĂůůǇĐŽŶƐƚŝƚƵƚĞƐ Ă ƐŚŝƉà? ĂƐ à‘ƚŚĞ ĐŽƌƌĞĐƚ
ŝŶƚĞƌƉƌĞƚĂƚŝŽŶ ŵƵƐƚ ďĞ ƚŚĂƚ ƚŚĞ ĚĞĨŝŶŝƚŝŽŶ ŽĨ Ă ƐŚŝƉ ŝƐ ůĞĨƚ ƚŽ ŝŶĚŝǀŝĚƵĂů ƐƚĂƚĞƐà? ĚŝƐĐƌĞƚŝŽŶà?à?986 
Nonetheless, it is generally accepted by scholars that unmanned ships are considered ships for the 
purposes of the law of the sea.987 This would be especially true given the evolutionary approach of 
ƚƌĞĂƚǇŝŶƚĞƌƉƌĞƚĂƚŝŽŶƚŚĂƚƚĂŬĞƐŝŶƚŽĂĐĐŽƵŶƚƚŚĞà‘ŽďũĞĐƚĂŶĚƉƵƌƉŽƐĞà?à?988 which in the context of the 
law of the sea is to provide a legal framework for the oceans that can accommodate advances in 
technology.989 
As ships, autonomous vessels would be subject to the current international framework governing 
manned vessels. The aforementioned UNCLOS is widelǇĐŽŶƐŝĚĞƌĞĚƚŚĞà‘ŽŶƐƚŝƚƵƚŝŽŶŽĨƚŚĞKĐĞĂŶƐà?
and creates a framework for ocean governance, including the rights and duties of vessels.990 One of 
the main basic questions for whether autonomous vessels would be lawful under UNCLOS (and other 
maritime instruments such as the Hague Rules991 and the Rotterdam Rules992), is the question of 
seaworthiness of the ship, which flag states must ensure.993 Current understanding of seaworthiness 
is that vessels must be properly manned, and the lack of any crew members on board may raise 
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 Michael R Benjamin and Joseph A Curcio, COLREGS-Based Navigation of Autonomous Underwater Marine 
Vehicles, Proceedings of the Institute of Electrical and Electronics Engineers (IEEE) Conference on Autonomous 
Unmanned Vehicles, at 32 (2004). Whether submarines and submersibles are the same is another legal 
question without a clear answer.  Robert Veal, Michael TsimpliƐĂŶĚŶĚƌĞǁ^ĞƌĚǇà?à‘dŚĞ>ĞŐĂů^ƚĂƚƵƐĂŶĚ
KƉĞƌĂƚŝŽŶŽĨhŶŵĂŶŶĞĚDĂƌŝƚŝŵĞsĞŚŝĐůĞƐà?à?à?à?à?à?à)à?à?KĐĞĂŶĞǀĞůŽƉŵĞŶƚà?/ŶƚĞƌŶĂƚŝŽŶĂů>Ăǁà?à?à?à?à?à? 
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Rev 55, 65. 
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 United Nations Convention on Conditions for Registration of Ships (Geneva 7 February 1986) Article 2. 
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 ZŽďĞƌƚsĞĂůà?DŝĐŚĂĞůdƐŝŵƉůŝƐĂŶĚŶĚƌĞǁ^ĞƌĚǇà?à‘dŚĞ>ĞŐĂů^ƚĂƚƵƐĂŶĚKƉĞƌĂƚŝŽŶŽĨhŶŵĂŶŶĞĚDĂƌŝƚŝŵĞ
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Technology 44, 51àW53; Eric sĂŶ,ŽŽǇĚŽŶŬà?à‘dŚĞ>ĂǁŽĨhŶŵĂŶŶĞĚDĞƌĐŚĂŶƚ^ŚŝƉƉŝŶŐàW An Explorationà?à?à?à?à?à?à)
20 Journal of International Maritime Law 403, 409; 
ĐŽŵƉĂƌĞŶĚƌĞǁ,,ĞŶĚĞƌƐŽŶà‘DƵƌŬǇtĂƚĞƌƐàPdŚĞ>ĞŐĂů^ƚĂƚƵƐŽĨhŶŵĂŶŶĞĚhŶĚĞƌƐĞĂsĞŚŝĐůĞƐà?à?à?à?à?à?à?EĂǀĂů
Law Review 55, 64-67, 72. 
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 Article 31(1) of the Vienna Convention on the Law of Treaties. 
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 Robert Veal, Michael Tsimplis and Andrew SerdǇà?à‘dŚĞ>ĞŐĂů^ƚĂƚƵƐĂŶĚKƉĞƌĂƚŝŽŶŽĨhŶŵĂŶŶĞĚDĂƌŝƚŝŵĞ
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problems.994 Scholars have suggested that even if there is no crew on board, the obligation of 
seaworthiness could be met as long as the vessel can be operated safely.995 This can include having 
qualified pilots onshore to operate the vessel remotely.996 
The IMO is the agency in charge of setting standards for international shipping through drafting 
international conventions and offering other guidance.997 /ƚ à‘ĨƵŶĐƚŝŽŶƐ ĂƐ Ă ůĞŐŝƐůĂƚŝǀĞ ĂƵƚŚŽƌŝƚǇà?
though the power remains with Member States of the IMO.998 In June 2017, the Maritime Safety 
ŽŵŵŝƚƚĞĞà?D^à)ŽĨƚŚĞ/DKĂŐƌĞĞĚƚŽŝŶŝƚŝĂƚĞĂƌĞŐƵůĂƚŽƌǇƐĐŽƉŝŶŐĞǆĞƌĐŝƐĞà‘ƚŽĚĞƚĞƌŵŝŶĞŚŽǁƚŚĞ
safe, secure and environmentally sound operation of Maritime Autonomous Surface Ships (MASS) 
may be introduced in IMO instruŵĞŶƚƐà?à?999 The Facilitation Committee and Legal Committee 
subsequently decided to do the same for legal instruments under their purview.1000 Notably, UNCLOS 
is not being analysed by the IMO in this process.1001 The consensus to use the term MASS going 
forward created a common language and limited the scope of the exercise by the IMO on surface 
ships.1002 However, there is no obvious reason to conclude that the results would be inapplicable to 
submersibles insofar as the relevant legal instrument applies to submersibles also. The results of the 
regulatory scope exercise are expected by mid-2020.1003 dŚĞƉŽƐƐŝďůĞŽƵƚĐŽŵĞƐĂƌĞàPà‘ƋƵŝǀĂůĞŶĐĞƐ
as provided for by the instruments or developing interpretations; and/or Amending existing 
instruments; and/or Developing new instruments; or None of the above as a result of the 
ĂŶĂůǇƐŝƐà?à?1004 Should the conclusion be that regulations need to be amended to account for 
autonomous vessels, this work would then begin, and it is hoped that a regulatory framework would 
be devised by 2028.1005 
In June 2019, the MSC approved interim guidelines on the testing of MASS.1006 The interim guidelines 
ƐƚĂƚĞƚŚĂƚà‘ƚƌŝĂůƐƐŚŽƵůĚďĞĐŽŶĚƵĐƚĞĚŝŶĂŵĂŶŶĞƌƚŚĂƚƉƌŽǀŝĚĞƐĂƚůĞĂƐƚƚŚĞƐĂŵĞĚĞŐƌĞĞŽĨƐĂĨĞƚǇà?
security and protection of the environment as provided by the ƌĞůĞǀĂŶƚ ŝŶƐƚƌƵŵĞŶƚƐà?à?1007 The 
ŽďũĞĐƚŝǀĞƐ ƚŚĞƚƌŝĂůůŝŶŐƉĂƌƚǇƐŚŽƵůĚĐŽŶƐŝĚĞƌĂƌĞàP à‘ZŝƐŬŵĂŶĂŐĞŵĞŶƚà?à? à‘ŽŵƉůŝĂŶĐĞǁŝƚŚŵĂŶĚĂƚŽƌǇ
ŝŶƐƚƌƵŵĞŶƚƐà?à? à‘DĂŶŶŝŶŐ ĂŶĚ ƋƵĂůŝĨŝĐĂƚŝŽŶƐ ŽĨ ƉĞƌƐŽŶŶĞů ŝŶǀŽůǀĞĚ ŝŶD^^ ƚƌŝĂůƐà?à? à‘,ƵŵĂŶ ĞůĞŵĞŶƚ
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(including monitoring infrastructure and human-ƐǇƐƚĞŵ ŝŶƚĞƌĨĂĐĞà)à?à? à‘/ŶĨƌĂƐƚƌƵĐƚƵƌĞ ĨŽƌƐĂĨĞĐŽŶĚƵĐƚ
ŽĨ ƚƌŝĂůƐà?à? à‘dƌŝĂů ĂǁĂƌĞŶĞƐƐà?à? à‘ŽŵŵƵŶŝĐĂƚŝŽŶƐ ĂŶĚ ĚĂƚĂ ĞǆĐŚĂŶŐĞà?à? à‘ZĞƉŽƌƚŝŶŐ ƌĞƋƵŝƌĞŵĞŶƚƐ ĂŶĚ
ŝŶĨŽƌŵĂƚŝŽŶƐŚĂƌŝŶŐà?à?à‘^ĐŽƉĞĂŶĚŽďũĞĐƚŝǀĞĨŽƌĞĂĐŚŝŶĚŝǀŝĚƵĂůƚƌŝĂůà?à?à‘ǇďĞƌƌŝƐŬŵĂŶĂŐĞŵĞŶƚà?à?1008 The 
testing is subject to all relevant conventions and the approval of the relevant flag state agency, 
ƚŚŽƵŐŚ à‘ĂƵƚŚŽƌŝǌĂƚŝŽŶ ƐŚŽƵůĚ ĂůƐŽ ďĞ ŽďƚĂŝŶĞĚ ĨƌŽŵ ƚŚĞ ĐŽĂƐƚĂů^ƚĂƚĞ ĂŶĚà?ŽƌƉŽƌƚ ^ƚĂƚĞƵƚŚŽƌŝƚǇ
ǁŚĞƌĞƚŚĞƚƌŝĂůǁŝůůďĞĐŽŶĚƵĐƚĞĚà?.1009 
Besides the IMO, the Comité Maritime International (CMI) has also been active in analysing the legal 
issues raised by the development of autonomous vessels. CMI is an organisation founded in 1897 
with the aim of codifying international maritime law.1010 Its membership includes over 50 national 
maritime law organisations, and it has consultative status with the IMO and the UN.1011 CMI formed 
the Working Group on Maritime Law for Unmanned Crafts to study the issue of autonomous ships. It 
released a position paper on unmanned ships and subsequently surveyed its member national 
maritime law associations on the current status of autonomous vessels under their respective 
national laws.1012 It also analysed IMO legal instruments to determine their compatibility with 
autonomous ships.1013 The results of both were submitted to the MSC in February 2018.1014 
On the private front, in addition to the CMI, the International Network for Autonomous Ships (INAS) 
has also been formed in 2017 to facilitate collaboration amongst national and regional organisations. 
/ƚƐĞƌǀĞƐà‘ĂƐĂƌĞƉŽƐŝƚŽƌǇĨŽƌŝŶĨŽƌŵĂƚŝŽŶŽĨĐŽŵŵŽŶŝŶƚĞƌĞƐƚĂŶĚĂƐĂĐĞŶƚƌĂůŶŽĚĞĨŽƌĚŝƐƚƌŝďƵƚŝŽŶŽĨ
ŝŶĨŽƌŵĂƚŝŽŶ ďĞƚǁĞĞŶŵĞŵďĞƌ ŽƌŐĂŶŝƐĂƚŝŽŶƐà?à?ǁŚŝĐŚ ŚĂŝů ĨƌŽŵ ƚŚĞh<à? &ŝŶůĂŶĚà?EŽƌǁĂǇà?'ĞƌŵĂŶǇà?
Korea, the US, Canada, Singapore, Denmark, Japan, Belgium, Sweden, the Netherlands, Estonia, 
China, and Australia.1015 The Satellite for 5G initiative of the European Space Agency and the 
European Maritime Safety Agency are also participants.1016 
 
2.3.1.2 National Laws 
As discussed in the previous section, whether unmanned vessels constitute vessels as defined by law 
depends on the particular treaty in international law, and the situation is similar for domestic laws 
governing ships where it is dependent on the jurisdiction. Domestic law is important in this realm 
ďĞĐĂƵƐĞhE>K^ƐƚŝƉƵůĂƚĞƐƚŚĂƚà‘à?Ğà?ǀĞƌǇ^ƚĂƚĞƐŚĂůůĞĨĨĞĐƚŝǀĞůǇĞǆĞƌĐŝƐĞŝƚƐũƵƌŝƐĚŝĐƚŝŽŶĂŶĚĐŽŶƚƌŽůŝŶ
ĂĚŵŝŶŝƐƚƌĂƚŝǀĞà? ƚĞĐŚŶŝĐĂů ĂŶĚ ƐŽĐŝĂůŵĂƚƚĞƌƐ ŽǀĞƌ ƐŚŝƉƐ ĨůǇŝŶŐ ŝƚƐ ĨůĂŐà?à?1017 It is the domestic law of 
where the ship is registered that has jurisdiction over the vessel, so whether the domestic law can 
accommodate autonomous vessels would be highly influential to the technological development and 
industry acceptance. It is also noteworthy that whether or not an unmanned vessel is likely to be 
ĐĂƚĞŐŽƌŝƐĞĚĂƐĂà‘ƐŚŝƉà?ǀĂƌŝĞƐďĞƚǁĞĞŶDĞŵďĞƌ^ƚĂƚĞƐà?dŚŝƐŝƐƉĂƌƚŝĐƵůĂƌůǇŝŵƉŽƌƚĂŶƚǁŝƚŚƌĞƐƉĞĐƚƚŽ
the issues of limiting liability which will be discussed later. The rest of this section discusses this 
variance across a sample of EU Member States.  
                                                          
1008
 MSC.1/Circ.1604. 
1009
 MSC.1/Circ.1604. 
1010
 ^ƚƵĂƌƚ,ĞƚŚĞƌŝŶŐƚŽŶà?à‘/ŶƚĞƌŶĂƚŝŽŶĂů>ĂǁàPƵƌƌĞŶƚ/ƐƐƵĞƐĂƚD/à?à?à? à?à?à)à?à?ƵƐƚůà?EDĂƌ>:à?à?à?à?à?à? 
1011
 https://comitemaritime.org/wp-content/uploads/2018/06/a-brief-history-wiswall.pdf 
1012
 https://comitemaritime.org/wp-content/uploads/2018/05/CMI-Position-Paper-on-Unmanned-Ships.pdf; 
https://comitemaritime.org/wp-content/uploads/2018/05/CMI-IWGUS-Questionnaire-24-03-2017.docx 
1013
 MSC/99. 
1014
 MSC/99. 
1015
 http://www.autonomous-ship.org/ 
1016
 http://www.autonomous-ship.org/members.html 
1017
 UNCLOS article 94. 
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¾ Belgium 
In Belgium, a ship is defined to mean: 
[A]ny floating craft, self-propelled or not, with or without any water displacement, used or fit to be 
used as a means of locomotion, in, above or under the water, including the installations not 
permanently attached to the shore or to the soil; a ship under construction is considered to be a ship 
as soon as the building contract has been signed.1018 
This suggests that unmanned vessels which operate both on the surface and underwater are very 
likely to be classified as ƐŚŝƉƐà? dŚĞ ƐƉĞĐŝĨŝĐ ƌĞĨĞƌĞŶĐĞ ƚŽ ŽƉĞƌĂƚŝŶŐ à‘ĂďŽǀĞ Žƌ ƵŶĚĞƌ ƚŚĞ ǁĂƚĞƌà? ŝƐ
particularly relevant here. 
The Belgian authorities have released a Smart Shipping Code of Practice for testing in Flanders for 
testing autonomous vessel trialling in inland waterways.1019 It sets the minimum standards for testing 
ĂŶĚà‘ĂĚĚŝƚŝŽŶĂůĐŽŶĚŝƚŝŽŶƐŵĂǇďĞŝŵƉŽƐĞĚĨŽƌƐƉĞĐŝĨŝĐĂƉƉůŝĐĂƚŝŽŶƐǁŚŝĐŚŵĂǇǀĂƌǇĂĐĐŽƌĚŝŶŐƚŽƚŚĞ
ǁĂƚĞƌǁĂǇ ĂŶĚ ƚŚĞ ŬŝŶĚ ŽĨ ǀĞƐƐĞů ĐŽǀĞƌĞĚ ďǇ ƚŚĞ ĂƉƉůŝĐĂƚŝŽŶà?à?1020 The testing organisation must 
perform a risk management analysis and devise risk mitigation strategies prior to the testing.1021 The 
Code requires insurance cover and for the testers to be sufficiently trained and certified for the type 
of vessel being trialled even if it is operating on autonomous mode.1022 While testing, the vessel must 
collect the following data if they are relevant to the type of vessel being trialled: 
à?ǁŚĞƚŚĞƌƚŚĞǀĞƐƐĞůŝƐŽƉĞƌĂƚŝŶŐŝŶĐůĂƐƐŝĐŽƌĂƵƚŽŵĂƚĞĚŵŽĚĞà? 
à?ƚŚĞƐƉĞĞĚŽĨƚŚĞǀĞƐƐĞůà? 
à?ƐƚĞĞƌŝŶŐĐŽŵŵĂŶĚƐĂŶĚĂĐƚŝǀĂƚŝŽŶ; 
à?ďƌĂŬŝŶŐĐŽŵŵĂŶĚƐĂŶĚĂĐƚŝǀĂƚŝŽŶà? 
à?ĂĐƚŝǀĂƚŝŽŶŽĨƚŚĞǀĞƐƐĞůà?ƐĂƵĚŝďůĞǁĂƌŶŝŶŐƐǇƐƚĞŵà? 
à?ƚŚĞůŽĐĂƚŝŽŶŽĨƚŚĞǀĞƐƐĞůà?ŽŶƚŚĞǁĂƚĞƌǁĂǇà)à? 
à?ƚŚĞŽƉĞƌĂƚŝŽŶŽĨƚŚĞǀĞƐƐĞůà?ƐůŝŐŚƚƐĂŶĚŝŶĚŝĐĂƚŽƌƐà? 
à?ƐĞŶƐŽƌĚĂƚĂĐŽŶĐĞƌŶŝŶŐƚŚĞƉƌĞƐĞŶĐĞŽĨŽƚŚĞƌǁĂƚĞƌǁĂǇƵƐĞrs or objects in the vicinity 
of the vessel;  
à?ƌĞŵŽƚĞĐŽŵŵĂŶĚƐƚŚĂƚà?ŵĂǇà)ŝŶĨůƵĞŶĐĞƚŚĞǀĞƐƐĞůà?s movements (where applicable)1023 
 
Belgium has not released regulations or guidelines to regulate unmanned ships, but it has been 
working closely with the IMO on the regulatory exercise.1024 
 
¾ Denmark 
 
Denmark has been one of the international leaders in studying the feasibility of autonomous vessels. 
hŶĚĞƌƚŚĞĂŶŝƐŚDĞƌĐŚĂŶƚ^ŚŝƉƉŝŶŐ>Ăǁà?ƐŚŝƉƐĂƌĞĚĞĨŝŶĞĚŶĞŐĂƚŝǀĞůǇàPà‘ĨůŽĂƚŝŶŐĚŽĐŬƐà?ĐĂďůĞĚƌƵŵƐà?
                                                          
1018
 The Belgian Ship Registration Act of 21 December 1990, Section 1(1). 
1019
 https://www.vlaamsewaterweg.be/sites/default/files/download/smart_shipping_code_of_conduct.docx  
1020
 https://www.vlaamsewaterweg.be/sites/default/files/download/smart_shipping_code_of_conduct.docx 
1021
 https://www.vlaamsewaterweg.be/sites/default/files/download/smart_shipping_code_of_conduct.docx 
1022
 https://www.vlaamsewaterweg.be/sites/default/files/download/smart_shipping_code_of_conduct.docx 
1023
 https://www.vlaamsewaterweg.be/sites/default/files/download/smart_shipping_code_of_conduct.docx 
1024
 https://mobilit.belgium.be/en/shipping/semi_autonomous_shipping 
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floating containers ĂŶĚ ŽƚŚĞƌ ƐŝŵŝůĂƌ ĞƋƵŝƉŵĞŶƚ ĂƌĞ ŶŽƚ ĐŽŶƐŝĚĞƌĞĚ ƐŚŝƉƐà?à?1025 As this provision is 
silent on whether the vessel is crewed, autonomous vessels would likely be considered ships under 
domestic law. 
In December 2017, the Danish Maritime Authority (DMA) released a rĞƉŽƌƚà‘ƚŽŝĚĞŶƚŝĨǇà?ƐǇƐƚĞŵĂƚŝƐĞ
and present recommendations for how to handle the regulatory barriers to the development of 
ĂƵƚŽŶŽŵŽƵƐ ƐŚŝƉƐà?à?1026 The report recommends, inter alia, that the IMO is able to regulate 
autonomous vessels on as wide a basis as possible to ensure international harmonisation and that 
the EU should wait for the IMO to take action before devising regulatory measures to fill the gaps.1027 
It also recommends that states should remain flexible and address trialling of autonomous vessels on 
a case-by-case basis instead of relying on general rules.1028 For the Danish government specifically, 
the report recommends the areas of national law that need to be addressed: 
The first intermediate goal in terms of preparing national regulation could be to adapt the definition 
ŽĨƚŚĞĐŽŶĐĞƉƚŽĨƚŚĞà“ŵĂƐƚĞƌà?ĂŶĚƚŽůĂǇĚŽǁŶŶĞǁĚĞĨŝŶŝƚ ŽŶƐŽĨƚŚĞĐŽŶĐĞƉƚƐà“ĂƵƚŽŶŽŵŽƵƐƐŚŝƉƐà?
ĂŶĚà“ƌĞŵŽƚĞŽƉĞƌĂƚŽƌà?ĂŶĚƚŽĐůĂƌŝĨǇǁŚŝĐŚƌŝŐŚƚƐà?ŽďůŝŐĂƚŝŽŶƐƐŚŽƵůĚƌĞƐƚǁŝƚŚĂà“ƌĞŵŽƚĞŽƉĞƌĂƚŽƌà?à?
In addition, it would be important to amend national regulation requiring ships always to be manned 
or documents to always be physically available on board.1029 
 
¾ France 
 
In France, it appears that the key consideration when assessing whether an unmanned vessel would 
be classified as a ship is whether or not it would be manned. While it is outlined that maritime 
navigation may include both surface and submarine navigation,1030 the evident requirement is that a 
crew must operate on board in order for a vessel to be considered a ship.1031 Clearly this could be 
problematic with respect to unmanned vessels. This is particularly important when considering the 
potential for limiting liability,1032 as under French law, this is applicable only to ships.1033 
¾ Greece 
In Greece, a ship is ĚĞĨŝŶĞĚ ĂƐ à‘ĂŶǇ ǀĞƐƐĞů ǁŚŝĐŚ ĐĂŶ ŵŽǀĞ Žƌ ďĞ ŵŽǀĞĚ ŽŶ ƚŚĞ ǁĂƚĞƌ ĨŽƌ
transportation of persons or goods, towage, salvage, fishing, pleasure, scientific research or any 
                                                          
1025
 Danish Merchant Shipping Law section 11(2). 
1026
 
https://www.dma.dk/Documents/Publikationer/Analysis%20of%20Regulatory%20Barriers%20to%20the%20Us
e%20of%20Autonomous%20Ships.pdf 1. 
1027
 
https://www.dma.dk/Documents/Publikationer/Analysis%20of%20Regulatory%20Barriers%20to%20the%20Us
e%20of%20Autonomous%20Ships.pdf 14. 
1028
 
https://www.dma.dk/Documents/Publikationer/Analysis%20of%20Regulatory%20Barriers%20to%20the%20Us
e%20of%20Autonomous%20Ships.pdf 14. 
1029
 
https://www.dma.dk/Documents/Publikationer/Analysis%20of%20Regulatory%20Barriers%20to%20the%20Us
e%20of%20Autonomous%20Ships.pdf 16. 
1030
 See The French Transport Code 2010, Article L.5000-1. 
1031
 See The French Transport Code 2010, Article L.5000-2; See also Compagnie Armoricaine et al v 
Etablissements Sanrapt et al (1949) 1 [1949] DMF 380; ŶƚƌĞƉƌŝƐĞĂƌŽŶŝǀ^ŽĐŝĠƚĠĠĂƌŶĂŝƐĞĞƚĂů(1949) 1 
[1949] DMF 241. 
1032
 See Section 2.3.1.3. 
1033
 See The French Transport Code 2010, Article L.5121-3 
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other pƵƌƉŽƐĞà?à?1034 As a result of this broad definition, it appears that unmanned vessel could well be 
ĐŽŶƐŝĚĞƌĞĚƚŽďĞĂà‘ƐŚŝƉà?ƵŶĚĞƌƚŚĞ'ƌĞĞŬůĂǁà? 
¾ Netherlands  
dŚĞŝǀŝůŽĚĞŽĨƚŚĞEĞƚŚĞƌůĂŶĚƐĚĞĨŝŶĞƐƐŚŝƉƐĂƐà‘ĂůůƚŚŝŶŐƐà“ƚŚĂƚĂƌĞŶŽƚĂŶĂŝƌĐƌĂĨƚà?ǁŚŝĐŚƉƵƌƐƵĂnt 
ƚŽ ƚŚĞŝƌ ĐŽŶƐƚƌƵĐƚŝŽŶ ĂƌĞ ŝŶƚĞŶĚĞĚ ĨŽƌ ĨůŽƚĂƚŝŽŶ ĂŶĚ ǁŚŝĐŚ ĨůŽĂƚ Žƌ ŚĂǀĞ ĨůŽĂƚĞĚà?à?à?1035 Further, a 
à‘ƐĞĂŐŽŝŶŐ ƐŚŝƉà? ŝƐ ĚĞĨŝŶĞĚ ƚŽ ŵĞĂŶ à‘ƐŚŝƉƐ ƌĞŐŝƐƚĞƌĞĚ ĂƐà‘ ĞĂ-ŐŽŝŶŐ ƐŚŝƉà?Ɛà?à? ŝŶ ƚŚĞ ƉƵďůŝĐ ƌĞŐŝƐƚĞƌƐ
referred to in Section 3.1.2, and ships not registered in those public registers that, according to their 
ĐŽŶƐƚƌƵĐƚŝŽŶà? ĂƌĞ ŝŶƚĞŶĚĞĚ ĞǆĐůƵƐŝǀĞůǇ Žƌ ƉƌŝŶĐŝƉĂůůǇ ĨŽƌ ĨůŽĂƚŝŶŐ ŽŶ ƚŚĞ ƐĞĂà?à?1036 This suggests that 
unmanned surface vessels would be considered ships, though whether submersibles would be is not 
as clear. TŚŽƵŐŚƐƵďŵĞƌƐŝďůĞƐĂƌĞŵĞĂŶƚƚŽŐŽƵŶĚĞƌǁĂƚĞƌà?ƚŚĞǇŶŽŶĞƚŚĞůĞƐƐĐŽƵůĚƐƚŝůůďĞà‘ŝŶƚĞŶĚĞĚ
ĨŽƌĨůŽƚĂƚŝŽŶà?ǁŚĞŶŽƉĞƌĂƚŝŶŐŽŶƚŚĞƐƵƌĨĂĐĞà?ĂƚƚŚĞďĞŐŝŶŶŝ ŐŽƌĞŶĚŽĨŵŝƐƐŝŽŶƐĨŽƌĞǆĂŵƉůĞà)à?dŚŝƐ
suggests that under Dutch law, it may still be ambiguous as to whether laws that reference ship 
would apply to submersibles. 
In 2017, the Joint Industry Project (JIP), a Dutch project with over 20 partners, was launched and 
focused on the technical aspects of autonomous shipping.1037 It conducted trials in the North Sea in 
DĂƌĐŚà?à?à?à?ĂŶĚà‘ƚŽŽŬƉĂƌƚŝŶƐĞǀĞƌĂůŶĂƵƚŝĐĂůƐĐĞŶĂƌŝŽƐƚŽĚĞƚĞƌŵŝŶĞŚŽǁƚŚĞǀĞƐƐĞůǁŽƵůĚŝŶƚĞƌĂĐƚ
ǁŝƚŚƐĞĂŐŽŝŶŐƚƌĂĨĨŝĐà?.1038 The initial project ended in November 2019, but further joint projects are 
planned, including those working on autonomous shipping in inland waterways.1039 However, to 
date, no regulatory guidelines on autonomous shipping have been released by the government or 
industry. 
¾ Poland 
/ŶWŽůĂŶĚà?Ăà‘ƐĞĂ-ŐŽŝŶŐǀĞƐƐĞůà?ŝƐĚĞĨŝŶĞĚƚŽŵĞĂŶà‘ĂŶǇĨůŽĂƚŝŶŐƐƚƌƵĐƚƵƌĞĂƉƉƌŽƉƌŝĂƚĞĚŽƌĞŵƉůŽǇĞĚŝŶ
navigatioŶĂƚƐĞĂà?à?1040 This is a particularly broad definition which does not appear to limit the ability 
for an unmanned vessel to be classified as a ship. 
¾ Spain 
In Spain, the definition of a vessel extends to à‘ŶŽƚ ŽŶůǇ ĐƌĂĨƚ ŝŶƚĞŶĚĞĚ ĨŽƌ ĐŽĂƐƚĂů Žƌ ŚŝŐŚ ƐĞĂƐ
navigation, but also ... floating docks, pontoons, dredges, hopper barges or any other floating devices 
destined or capable of being used in maritime or inland transport for industrial or commercial 
ƉƵƌƉŽƐĞƐà?à?1041 ĚĚŝƚŝŽŶĂůůǇà?ƚŚŝƐĞǆƚĞŶĚƐƚŽ à‘ĂůůǀĞƐƐĞůƐà?ĐƌĂĨƚĂnd maritime apparatus irrespective or 
ƚŚĞŝƌŽƌŝŐŝŶà? ƚŽŶŶĂŐĞŽƌĂĐƚŝǀŝƚǇà?à?1042 As a result, it appears possible that unmanned vessels could 
ǁĞůůďĞƌĞŐŝƐƚĞƌĞĚĂƐà‘ƐŚŝƉƐà?ŝŶ^ƉĂŝŶà? 
                                                          
1034
 See The Greek Code of Public Maritime Law, Article 3. 
1035
 The Dutch Civil Code, Book 8, Article 8:1.1. 
1036
 The Dutch Civil Code, Book 8, Article 8:2.1. 
1037
 https://worldmaritimenews.com/archives/236788/dutch-consortium-to-study-autonomous-shipping/ 
1038
 http://autonomousshipping.nl/download/161/.  
1039
 https://www.rivieramm.com/news-content-hub/news-content-hub/shortsea-shippers-bet-on-
autonomous-vessels-56192 
1040
 See The Polish Maritime Code of 2001, Article 2(1). 
1041
 ^ĞĞ:DůĐĂŶƚĂƌĂà?à‘ŚĂƉƚĞƌŽŶ^ƉĂŝŶà?ŝŶD,ƵǇďƌĞĐŚƚƐà?ĞĚà)International Encyclopedia of Laws: Transport 
Law, Volume 3 (Kluwer, 2014) 63; See also The Spanish Commercial Registration Regulations 1597/1989 of 29 
December. 
1042
 ^ĞĞ:DůĐĂŶƚĂƌĂà?à‘ŚĂƉƚĞƌŽŶ^ƉĂŝŶà?ŝŶD,ƵǇďƌĞĐŚƚƐà?ĞĚà)International Encyclopedia of Laws: Transport 
Law, Volume 3 (Kluwer, 2014) 63; See also The Royal Decree 1027/1989 of 28 July. 
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¾ Sweden 
In Sweden, a ship is defined as a vessel that is at least twelve meters in length with a breadth of at 
least four meters.1043 The result is that a vessel that are smaller than these specifications are 
categorised as boats. However, the potential application of either definition to unmanned vessels is 
currently unclear. 
¾ UK 
Under DĞƌĐŚĂŶƚ ^ŚŝƉƉŝŶŐ Đƚ à?à?à?à?à? Ă ƐŚŝƉ à‘ŝŶĐůƵĚĞƐ ĞǀĞƌǇ ĚĞƐĐƌŝƉƚŝŽŶ ŽĨ ǀĞƐƐĞů ƵƐĞĚ ŝŶ
ŶĂǀŝŐĂƚŝŽŶà?à?1044 dŚŽƵŐŚƚŚĞůĞŐŝƐůĂƚŝŽŶĚĞĨŝŶĞƐà‘ƐŚŝƉà?ƵƐŝŶŐà‘ǀĞƐƐĞůà?ǁŝƚŚŽƵƚĚĞĨŝŶŝŶŐǀĞƐƐĞůà?ŝƚĂƉƉĞĂƌƐ
that this purposefully vague definition is likely to extend to unmanned ships, including both surface 
vessels and submersibles. Further, none of the relevant case law on the subject has directed 
otherwise.1045 
In September 2014, the Marine Autonomous Systems Regulatory Working Group (MASRWG) was 
established by the United Kingdom DĂƌŝŶĞ /ŶĚƵƐƚƌŝĞƐůůŝĂŶĐĞà? /ƚƐĂŝŵ ŝƐƚŽ à‘ŝĚĞŶƚŝĨǇƚŚĞƌĞŐƵůĂƚŽƌǇ
voids that exist for USVs within IMO legislation and has also developed The Maritime Autonomous 
^ǇƐƚĞŵƐ ^ƵƌĨĂĐĞ /ŶĚƵƐƚƌǇ ŽĚĞ ŽĨ WƌĂĐƚŝĐĞà?à?1046 The initial version of the Code of Practice was 
released in November 2017 and focused on design and construction.1047 An updated version, which 
added guidance on the operation of the vessel, was released in November 2018.1048 Neither version 
have the force of law and are for guidance for vessels under 24 metres operating in UK waters, both 
at sea and in inland waterways.1049 ŽƚŚŽĨƚŚĞƐĞƌĞƉŽƌƚƐĨŽůůŽǁĞĚƚŚĞtŽƌŬŝŶŐ'ƌŽƵƉà?ƐĨŝƌƐƚƌĞƉŽƌƚ
titled The Maritime Autonomous Systems Surface, MAS(S) Industry Code of Conduct that raised the 
issues preliminarily and foreshadowed the two upcoming reports.1050 Notably, 2017 marked the first 
time an unmanned ship was registered in the UK Register.1051 
The UK Maritime and Coastguard Agency (MCA) has been active on the technological development 
of autonomous ships by partnering with industry and also designating a testing location to facilitate 
data sharing.1052 The designated site is also the location of the Maritime Autonomy Regulatory Lab 
à?DZ >Ăďà)ǁŚŝĐŚ ŝƐŵĞĂŶƚ ƚŽ à‘ƉƌŽǀŝĚĞ ĂŶ ĞŶǀŝƌŽŶŵĞŶƚ ƚŽ ĚŝƐĐƵ Ɛ ƌĞŐƵůĂƚŽƌǇ ƉƌŽƉŽƐĂůƐ ĂŶĚ ǀĞƐƐĞů
testing with stakeholders, identifying regulatory gaps and legislative barriers to further the 
ĚĞǀĞůŽƉŵĞŶƚ ŽĨ ĂƵƚŽŶŽŵŽƵƐ ǀĞƐƐĞůƐ ŝŶ h< ǁĂƚĞƌƐà?à?1053 Thus far, the UK government has not 
published any regulatory guidance on unmanned ships but the MCA has reviewed the Code of 
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1044
 Sec 313(1)(c). 
1045
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navigational capacity is a key requirement for ships). 
1046
 Trudi Hogg and SaŵƌĂƚ'ŚŽƐŚà?à‘ƵƚŽŶŽŵŽƵƐDĞƌĐŚĂŶƚsĞƐƐĞůƐàP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209. 
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 https://www.maritimeuk.org/media-centre/publications/maritime-autonomous-surface-ships-uk-code-
practice/ 
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 https://www.maritimeuk.org/media-centre/publications/maritime-autonomous-surface-ships-uk-code-
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 The Maritime Autonomous Systems Surface, MAS(S) Industry Code of Conduct 8. 
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 https://www.maritimeuk.org/documents/228/UK-MIA-MAS-CoC-2016.pdf  
1051
 https://worldmaritimenews.com/archives/235207/first-unmanned-vessel-joins-uk-ship-register/ 
1052
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Practice.1054 The government also pledged to work with the IMO on its regulatory scoping 
exercise.1055 
2.3.1.3 Liability Issues 
 
It is clear that operators of autonomous vessels and submersibles should be concerned with the 
potential liability that could arise through their use.1056 The suggestion is that issues could extend 
beyond product liability type claims,1057 to situations where third-parties seek compensation should 
an algorithm lead to a collision which causes damage, injury, or even death.1058 This would be 
particularly problematic as there appears to be no prospect for parties to protect themselves by 
limiting liability for such incidents, as would be the case in usual commercial shipping cases.1059 
In the context of commercial shipping the ability for parties to limit their liability, subject to certain 
conditions, is well established.1060 ƌŝĞĨůǇà? ƚŚŝƐ ĂůůŽǁƐ à‘ƐŚŝƉŽǁŶĞƌƐ à?ĂƐǁĞůů ĂƐ ĐĞƌƚĂŝŶ ŽƚŚĞƌ ƉĂƌƚŝĞƐ
ĐŽŶĐĞƌŶĞĚ ǁŝƚŚ ƚŚĞ ƐŚŝƉà?Ɛ ŽƉĞƌĂƚŝŽŶà) ƚŚĞ ƌŝŐŚƚ ƚŽ ůŝŵŝƚ ƚŚĞŝƌ ůŝĂďŝůŝƚǇ ĨŽƌ ŽŶĞ ƉĂƌƚŝĐƵůĂƌ ŝŶĐŝĚĞŶƚ
aŐĂŝŶƐƚ Ăůů ƉŽƚĞŶƚŝĂů ĐůĂŝŵĂŶƚƐà?à?1061 dŚŝƐ ĂƉƉƌŽĂĐŚǁĂƐ ĞƐƚĂďůŝƐŚĞĚ  à‘ǁĞůů ďĞĨŽƌĞ ƐƵďŵĂƌŝŶĞƐǁĞƌĞ
ĚĞǀĞůŽƉĞĚĂŶĚŝƚƐƉƵƌƉŽƐĞǁĂƐƚŽƉƌŽŵŽƚĞƚŚĞĚĞǀĞůŽƉŵĞŶƚŽĨĐŽŵŵĞƌĐŝĂůƐŚŝƉƉŝŶŐà?à?1062 However, it 
ŝƐ ƐƵŐŐĞƐƚĞĚ ƚŚĂƚ ďĞĐĂƵƐĞ ƐƵďŵĂƌŝŶĞƐ ĚŽ ŶŽƚ ĐŽŶƐƚŝƚƵƚĞ Ă à‘ƉĂƌĂĚŝŐŵ of a ship, the application of 
ůŝŵŝƚĂƚŝŽŶŽĨůŝĂďŝůŝƚǇƚŽƚŚĞŵŝƐǁĞůůŽƵƚƐŝĚĞƚŚĞƉƵƌƉŽƐĞŽĨƚŚĞƌĞŐŝŵĞà?à?1063 With this in mind, it has 
been noted that uncertainty regarding the way that liability rules will be applied will be reflected in 
the increased premiums that insurers will inevitably charge. This would in turn increase the 
operational costs attached to using this technology which could have a prohibitive impact on its 
commercial viability.1064 
In January 2015, a team at the University of Southampton delivered a comprehensive report titled 
Liability for operations in Unmanned Maritime Vehicles with Differing Levels of Autonomy as part of 
a project with the European Defence Agency. The report concluded that while existing liability 
regimes in national jurisdictions can be applied to autonomous vessels and submersibles, it urged 
ƚŚĂƚà‘à?ƚà?ŚĞĚĞǀĞůŽƉŵĞŶƚŽĨĂĐŽŚĞƌĞŶƚà?ŝŶƚĞƌŶĂƚŝŽŶĂůůĞŐĂůĨƌĂŵĞǁŽƌŬŵƵƐƚďĞĂƉƌŝŽƌŝƚǇĨŽƌƚŚĞhDs
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ƐĞĐƚŽƌà?à?1065 Like other fault-based claims, it would be important to determine the standard of care, 
which is the prudent seaman for vessels, but this standard may be difficult to determine with 
autonomous vessels and submersibles.1066 Also, the à‘ƐƚĂƚƵƐ ŽĨ hDsƐ ĂƐ à“ƐŚŝƉƐà? ŝƐ Ă ƋƵĞƐƚŝŽŶ ŽĨ
ĨƵŶĚĂŵĞŶƚĂů ŝŵƉŽƌƚĂŶĐĞà?1067 on the basis that this has a significant impact on the regulations to 
which it would be subject.1068  
&ƵƌƚŚĞƌŵŽƌĞà? ŝƚ ŝƐ ŶŽƚĞĚ ƚŚĂƚ à‘ŝƚ ǁŽƵůĚ ďĞ ǀĞƌǇ ĚŝĨĨŝĐƵůƚŝĨ ŶŽƚ ŝŵƉŽƐƐŝďůĞ ĨŽƌ ĐĞƌƚĂŝŶ hDsƐ ƚŽ ďĞ
considered as ships, even with significant broadening of the scope of the IMO ŽŶǀĞŶƚŝŽŶƐà?à?1069 This 
is important on the basis that: 
&ŽƌhDsƐǁŚŝĐŚĂƌĞŶŽƚƐŚŝƉƐà?ĞǆƚĂŶƚƐŚŝƉƉŝŶŐƌĞŐƵůĂƚŝŽŶƐĂƉƉůŝĐĂďůĞƚŽ à“ƐŚŝƉƐà?ǁŝůůŶŽƚĂƉƉůǇĂŶĚ
any inability to comply therewith does not itself present difficulty. In such a case, UMV operations 
will ŶŽƚ ĞǆŝƐƚ ŝŶ Ă ůĞŐĂů ǀĂĐƵƵŵà? /ŶƐƚĞĂĚà? ŝŶ Đŝǀŝů ũƵƌŝƐĚŝĐƚ ŽŶƐ Ă ďƌŽĂĚĞƌ ůĞŐĂů ĐŽĚĞ ǁŝůů ĂƉƉůǇ ƚŽ
ƉƌĞƐĐƌŝďĞůŝĂďŝůŝƚǇĂŶĚŝŶĐŽŵŵŽŶůĂǁũƵƌŝƐĚŝĐƚŝŽŶƐĂĚƵƚǇŽĨĐĂƌĞŝƐŽǁĞĚďĞƚǁĞĞŶƐĞĂ-ƵƐĞƌƐǀŝƐ-ă-vis 
each other. For the operation of such UMVs in areas beyond the jurisdiction of a state, it will be the 
responsibility of the deploying state to ensure safety of navigation and protection of the rights of 
other users of the sea. Therefore, the standards applicable with respect to the regulation of safety 
will be those of the flag/deploying state. However, where such a UMV collides in an area beyond 
national jurisdiction with another object or a ship deployed by other states, significant issues 
regarding the applicable law and the standards for safe navigation will arise.1070  
 
Additionally, through reviewing various international conventions, it was concluded that most, 
including the International Safety Management (ISM) Code and the International Convention on 
Standards of Training, Certification and Watchkeeping for Seafarers (STCW) Convention, would not 
be applicable to autonomous vessels or submersibles, but that compliance would aid in finding 
absence of liability or fault if an accident were to occur.1071 Also, in the event that the good 
seamanship standards set out in these conventions are not met, the collision could be determined to 
have been caused by negligence.1072 
 
¾ International Convention for the Safety of Life at Seas (SOLAS) 
On the subject of whether SOLAS would bind autonomous vessels and submersibles, the report 
ĨŽƵŶĚ ƚŚĂƚ ǁŚŝůĞ ŚĂƉƚĞƌ s ĂƉƉůŝĞƐ ƚŽ Ăůů ƐŚŝƉƐà? à‘ƚŚĞ ŽƚŚĞƌƉĂƌƚƐ ŽĨ ^K>^ ĂƌĞ ŐĞŶĞƌĂůůǇ ŽŶůǇ
ĂƉƉůŝĐĂďůĞƚŽƐŚŝƉƐůĂƌŐĞƌƚŚĂŶà?à?à?Őƌƚà?à?1073 Chapter V deals with the safety of navigation, Regulation 
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 DŝĐŚĂĞůdƐŝŵƉůŝƐà?à‘dŚĞ>ŝĂďŝůŝƚŝĞƐŽĨƚŚĞsĞƐƐĞůà?in Yvonne Baatz et al (eds) Maritime Law (Routledge 4th edn 
2017) 235. 
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14 of which requires that ships be adequately manned at all times. It is, however, suggested that 
ĂƵƚŽŶŽŵŽƵƐǀĞƐƐĞůƐŵĂǇƐƚŝůůŵĞĞƚƚŚĞƌĞƋƵŝƌĞŵĞŶƚĨŽƌà‘ĂĚĞƋƵĂƚĞŵĂŶŶŝŶŐĨŽƌƚŚĞƉƵƌƉŽƐĞŽĨƐĂĨĞƚǇ
oĨ ůŝĨĞ Ăƚ ƐĞĂà?à?1074 ƐŚŽƵůĚĂ ^ƚĂƚĞ à‘ĐŽŶƐŝĚĞƌŵĂŶŶŝŶŐ ƌĞƋƵŝƌĞŵĞŶƚƐ ƚŽďĞ ƐŝŐŶŝĨ ĐĂŶƚůǇ ƌĞĚƵĐĞĚà?ŶŽŶ-
existent or replaced by shore-ďĂƐĞĚĐŽŶƚƌŽůůĞƌƐà?à?1075 However, there is a risk that the requirement for 
manual control in certain circumstances could be compromised where a remote crew is responsible 
ĨŽƌŽƉĞƌĂƚŝŶŐƚŚĞƐŚŝƉà?dŚŝƐŝƐďĞĐĂƵƐĞŝŶƐŝƚƵĂƚŝŽŶƐǁŚĞƌĞĂĚĞůĂǇŽƌŝŶƚĞƌƌƵƉƚŝŽŶŽĐĐƵƌƐà?à‘ƐǁŝƚĐŚŝŶŐ
ďĞƚǁĞĞŶĂƵƚŽŵĂƚĞĚĂŶĚŵĂŶƵĂůŶĂǀŝŐĂƚŝŽŶǁŽƵůĚŶŽƚďĞŝŵŵĞĚŝĂƚĞà?à?1076  
Ultimately, it appears that non-compliance with SOLAS could lead to accusations that the standard of 
ĐĂƌĞǁĂƐ ŶŽƚŵĞƚà?ǁŚŝĐŚ ĐŽƵůĚ ŝŶ ƚƵƌŶ ůĞĂĚ ƚŽ ůŝĂďŝůŝƚǇà? /Ŷ ƉĂƌƚŝĐƵůĂƌà? à‘ŽƉĞƌĂƚŽƌƐ ŽĨhDsƐŚĂǀĞ ŶŽ
certification benchmark to guard them against civil liability resulting from shortcomings in UMV 
ĚĞƐŝŐŶàQà?and the] lack of an analogue certification regime also means that the coastal or port state 
ŵĂǇŝŵƉŽƐĞŝƚƐŽǁŶŝĚŝŽƐǇŶĐƌĂƚŝĐƐƚĂŶĚĂƌĚƐŽŶhDsƐŝĨŝƚƐŽǁŝƐŚĞƐà?à?1077 
¾ Convention on the International Regulations for Preventing Collisions at Sea, 1972 
(COLREGs) 
Autonomous vessels, like currently available ships, must comply with COLREGsà? ƌƵůĞƐ ĚĞƐŝŐŶĞĚ à‘ƚŽ
make navigation safer by establishing common navigational behavioral patterns and standardizing 
ĐĞƌƚĂŝŶĞƋƵŝƉŵĞŶƚ ĨŽƵŶĚŽŶǀĞƐƐĞůƐà?à?1078 Previously this had been unclear, though compliance with 
COLREGs was advised.1079 COLREGs à‘ŚĂƌŵŽŶŝƐĞƐƚŚĞŶĂƚŝŽŶĂůƐǇƐƚĞŵƐĂŶĚŵĂŬĞƐƚŚĞĞƐƚĂďůŝƐŚŵĞŶƚ
ŽĨĨĂƵůƚƚŚĞďĂƐŝƐŽĨůŝĂďŝůŝƚǇĨŽƌĐŽůůŝƐŝŽŶďĞƚǁĞĞŶƐŚŝƉƐà?ĂŶĚŶŽŶ-compliance with its rules for good 
seamanship could result in liability.1080 Consequently, they are not merely guidelines but must be 
strictly complied when navigating the seas.1081 
While not explicitly stated, COLREGs appears only to apply to vessels operating at the surface, and 
not to submersibles.1082 Some scholars have suggested that in its current form, COLREGs privileges 
the navigation rights of autonomous vessels over manned vessels.1083 This is because the former may 
ŶŽƚďĞà‘ƵŶĚĞƌĐŽŵŵĂŶĚà?ŽƌŝƐ à‘ƌĞƐƚƌŝĐƚĞĚŝŶŚĞƌĂďŝůŝƚǇƚŽŵĂŶŽĞƵǀƌĞà?à?ŵĞĂŶŝŶŐƚŚĂƚthey are to be 
given the right of way under COLREGs.1084 COLREGs applies when accidents are the fault of the pilot. 
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 Thomas Schoenbaum, Admiralty and Maritime Law (West Academic 6th edn 2018) 695. 
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tŝƚŚƚŚŝƐŝŶŵŝŶĚà?ŝƚŝƐƐƵŐŐĞƐƚĞĚƚŚĂƚĨŽƌƵŶŵĂŶŶĞĚǀĞƐƐĞůƐǁŚĞƌĞƚŚĞƌĞĂƌĞŽŶƐŚŽƌĞƉŝůŽƚƐà?à‘ŶŽƚŚŝŶŐ
ǁŝůůĐŚĂŶŐĞƌĞŐĂƌĚŝŶŐůŝĂďŝůŝƚǇà?à?1085  
It may be argued that COLREGs does not apply to I&M ĂƵƚŽŶŽŵŽƵƐǀĞƐƐĞůƐŽŶƚŚĞďĂƐŝƐƚŚĂƚà‘ĐƌĂĨƚƐ
which are not capable of conveyance of persons or things do not come within the scope of 
COLREGSà?à?1086 This is because these autonomous vessels are used for maintenance and inspection. As 
a result, it would be up for interpretation as to whether the incidental conveyance of things for the 
purpose of maintenance would mean that COLREGs would be applicable. Even if the COLREGs are 
not applicable, all ships, including autonomous ones, would still be required to maintain a standard 
of good seamanship in their operation.1087  
An additional problem that could arise regarding COLREGs and the use of autonomous vessels is that 
à‘ƵŶǁƌŝƚƚĞŶà?ůŽŶŐ-standing navigational customs may also have the force of law, so long as they do not 
ĐŽŶĨůŝĐƚǁŝƚŚƚŚĞƌƵůĞƐŽĨŶĂǀŝŐĂƚŝŽŶà?à?1088 The issue concerns whether or not computer technology 
would be able to make determinations regarding these customs in the same way that an 
experienced human operator would. This would depend on the algorithms used for machine 
learning, which would have a substantial impact on their ability to interpret relevant rules. In fact, 
some existing models of autonomous ships have shown that they have been unable to abide by the 
rules to avoid collisions in a timely manner.1089 ŶŽďǀŝŽƵƐŝƐƐƵĞŝŶƚŚŝƐĐĂƐĞŝƐƚŚĂƚà‘à?ǁà?ŚĞŶƌƵůĞƐďǇ
ƚŚĞŝƌ ǀĞƌǇ ŶĂƚƵƌĞ ĂƌĞ ǀĂŐƵĞ Žƌ ƵŶǁƌŝƚƚĞŶà? ĐŽůůŝƐŝŽŶ ůŝĂďŝůƚǇ ďĞĐŽŵĞƐ Ă ƉƌĞĐĂƌŝŽƵƐ ƚŚŝŶŐà?à?1090 To 
accommodate autonomous vessels and make clear where liability lies, this uncertainty may have to 
be corrected in the future.1091  
In a carriage contract, the shipowner or carrier of the autonomous vessel may face questions of 
whether the vessel is seaworthy. Article III of the Hague-Visby Rules states that:  
 
The carrier shall be bound before and at the beginning of the voyage to exercise due 
diligence to: 
(a) Make the ship seaworthy; 
(b) Properly man, equip and supply the ship1092 
 
Failure to meet the principles of the ISM Code, even if the code may not directly apply as discussed 
ĂďŽǀĞà?à‘ĐŽƵůĚďĞĂƌŐƵĞĚƚŽƌĞŶĚĞƌƚŚĞǀĞƐƐĞůƵŶƐĞĂǁŽƌƚŚǇà?à?1093 The question is whether autonomous 
vessels would be considered seaworthy and properly manned, and also what would amount to due 
ĚŝůŝŐĞŶĐĞ ŝŶ ƚŚŝƐ ĐŽŶƚĞǆƚà? hŶĚĞƌ ĐƵƌƌĞŶƚ ůĂǁƐà? à‘ŝƚ ŝƐ vague whether an unmanned ship can be 
                                                          
1085
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 Filippo Lorenzonà?à‘^ĂĨĞƚǇĂŶĚŽŵƉůŝĂŶĐĞà?in Yvonne Baatz et al (eds) Maritime Law (Routledge 4th edn 
2017) 357. 
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ĐŽŶƐŝĚĞƌĞĚ ƐĞĂǁŽƌƚŚǇ ŝŶ ƚŚĞ ƐƚƌŝĐƚ ůĞŐĂů ƐĞŶƐĞà?à?1094 Given that a case-by-case analysis carries 
requirements regarding seaworthiness, this question may have to be solved by case law after 
autonomous vessels are deployed and subsequently encounter this issue. In the alternative, the 
charterparty, the contract between the shipowner and the charterer, could also include explicit 
definitions of what makes the autonomous vessel seaworthy.1095 Seaworthiness is connected to the 
issue of the insurance cover of the vessel on the basis that the Marine Insurance Act 1906, which is 
applicable to the vast majority of international insurance contracts, requires that all ships be 
warranted to be seaworthy, meaning they are à‘ƌĞĂƐŽŶĂďůǇ Ĩŝƚ ŝn all respects to encounter the 
ŽƌĚŝŶĂƌǇƉĞƌŝůƐŽĨƚŚĞƐĞĂƐŽĨƚŚĞĂĚǀĞŶƚƵƌĞŝŶƐƵƌĞĚà?à?1096 
When collisions occur, preservation of evidence is important. Fortunately, with the advances in 
autonomous vessel technology, data surrounding the accident would become more abundant due to 
the need for such information to operate properly.1097 /Ŷ ŶĂƚŝŽŶĂů ũƵƌŝƐĚŝĐƚŝŽŶƐà? ƚŚĞ ƐŚŝƉŽǁŶĞƌà?Ɛ
liability is generally fault-based.1098 In addition, the shipowner may also be vicariously liable for the 
actions of the master or crew.1099 Causation must exist between the breach of the duty and the 
loss.1100 However, if the vessel is fully autonomous, a fault-based approach may not make sense: 
[T]here is reason to presume that it makes no sense to talk about liability based on fault to the 
extent tŚĂƚŶĂǀŝŐĂƚŝŽŶĂŶĚĚĞĐŝƐŝŽŶƐŽĨ ŝŵƉŽƌƚĂŶĐĞƚŽƚŚĞƐŚŝƉà?ƐĐŽƵƌƐĞĂŶĚƐƉĞĞĚĂƌĞƚĂŬĞŶďǇĂŶ
autonomous system without human interference. It must be presumed that this could, in the longer 
term, change the liability norm, at least in connection with collisioŶƐà? ƚŽ ƚŚĞ ƐŚŝƉŽǁŶĞƌà?Ɛ ƐƚƌŝĐƚ
liability.1101 
Ringbom notes that:  
[T]he most important point, in terms of authorising autonomous operations, but also 
ǁŝƚŚƌĞƐƉĞĐƚƚŽĂƐƐĞƐƐŝŶŐƌĞƐƉŽŶƐŝďŝůŝƚǇĂŶĚůŝĂďŝůŝƚǇà?ŝƐƚŚĞŵŽŵĞŶƚĂƚǁŚŝĐŚà“ŵŽŶŝƚŽƌĞĚ
ĂƵƚŽŶŽŵǇà? ƚƵƌŶƐ ŝŶƚŽ à“ĐŽŶƐƚƌĂŝŶĞĚ ĂƵƚŽŶŽŵǇà?à? /ƚ ŝƐ Ăƚ ƚŚŝƐ ƉŽŝŶƚ ƚŚĂƚ ƚŚĞ ƐǇƐƚĞŵ ŝs 
partially authorized to act on its own, without human supervision, and its role shifts 
from offering assistance to being in charge.1102 
Ultimately, as autonomous vessel technology becomes more sophisticated, bringing with it an 
increase in their level of autonomy, the liability regime may shift toward one of strict liability. For the 
time being, though, it appears that under current rules, apportionment of liability for accidents 
involving autonomous vessels will remain be fault-based. With this in mind, there are practical steps 
for the development of a liability regime as proposed by Soyer: 
 
i) to introduce a liability regime for autonomous ships, ideally through an international 
convention;  
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 dŚĂŶĂƐŝƐ<ĂƌůŝƐà?à‘DĂƌŝƚŝŵĞ>Ăǁ/ƐƐƵĞƐZĞůĂƚĞĚƚŽƚŚĞKƉĞƌĂƚŝŽŶŽĨhŶŵĂŶŶĞĚƵƚŽŶŽŵŽƵƐĂƌŐŽ^ŚŝƉƐà?
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 Nigel Meeson and John Kimbell, Admiralty Jurisdiction and Practice (Informa Law 5th edn 2017) 243-44 
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1100
 DŝĐŚĂĞůdƐŝŵƉůŝƐà?à‘dŚĞ>ŝĂďŝůŝƚŝĞƐŽĨƚŚĞsĞƐƐĞůà?in Yvonne Baatz et al (eds) Maritime Law (Routledge 4th edn 
2017) 237. 
1101
 Danish Maritime Authority, ANALYSIS OF REGULATORY BARRIERS TO THE USE OF AUTONOMOUS SHIPS 
FINAL REPORT 85. 
1102
 ,ĞŶƌŝŬZŝŶŐďŽŵà?à‘ZĞŐƵůĂƚŝŶŐƵƚŽŶŽŵŽƵƐ^ŚŝƉƐà?ŽŶĐĞƉƚƐà?ŚĂůůĞŶŐĞƐĂŶĚWƌĞĐĞĚĞŶƚƐà?à?à?à?à?à?à)à?à?KĐĞĂŶ
Development & International Law 141, 146. 
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ii) to impose a strict liability regime when such vessels operate in an autonomous 
fashion;  
iii) to channel liability to the registered shipowner, not the manufacturer;  
iv) to leave the risk caused by cyber-attacks or losing connection with an autonomous 
ship on the shoulders of the shipowner; and  
v) to enable shipowners to have a recourse action against those responsible in the 
manufacture of an autonomous vessel.1103 
3. Guidelines in RIMA Domains 
¾ Oil and Gas Industry 
There are no European laws or regulations specifically addressing the use of robotics in the oil and 
gas industry. In June 2013, the European Commission passed the Directive 2013/30/EU of the 
European Parliament and of the Council of 12 June 2013 on safety of offshore oil and gas operations 
and amending Directive 2004/35/EC.1104 While this directive does not explicitly address the issue of 
the use of robots in the oil and gas industry, it does contain provisions operators must consider. 
Owners or operators must submit documents before engaging in offshore oil and gas operations, 
which include accident prevention policies, reports on major hazards, internal emergency response 
plans, and other documents.1105 For robot operators, these documents should be prepared with the 
use of robotics technology in mind so risk assessments and responses could take into account its use. 
In the UK, Pipelines Safety Regulations 1996 governs the design, construction, and maintenance of 
pipelines, including those for oil and gas.1106 ^ĞĐƚŝŽŶà?à?ƐƚĂƚĞƐƚŚĂƚà‘à?ƚà?ŚĞŽƉĞƌĂƚŽƌƐŚĂůůĞŶƐƵƌĞƚŚĂƚĂ
pipeline is maintained in an efficient state, ŝŶĞĨĨŝĐŝĞŶƚǁŽƌŬŝŶŐŽƌĚĞƌĂŶĚŝŶŐŽŽĚƌĞƉĂŝƌà?à?1107 Nothing 
in the regulations specifies that the maintenance must be performed by humans, so the use of 
robots to ensure the integrity of the pipes would be lawful under existing regulations. 
Oil & Gas UK, a trade association, released the Unmanned Aircraft Systems (UAS) Operations 
Management Standards and Guidelines in January 2017 for drones used in the oil and gas sector. In 
addition to meeting the basic requirements of operating drones, there is additional guidance on 
operating specifically in the oil and gas domain.1108 The risk assessment must take into consideration 
the special nature of the operations on the oil and gas installations.1109 The emergency response plan 
must also be tailored to the industry and shoƵůĚŝŶĐůƵĚĞà?ĨŽƌĞǆĂŵƉůĞà?ƉƌŽĐĞĚƵƌĞƐĨŽƌà‘ĐŽŶƚĂŝŶŵĞŶƚ
of damaged batteries and specific handling instructions and equipment...for some composite 
ŵĂƚĞƌŝĂůƐà?à?1110 
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Andrew Tettenborn (eds) New Technologies, Artificial Intelligence and Shipping Law in the 21st Century 
(Informa Law 2019) 115. 
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The operator must have in place a safety management system.1111 The pilot must have specific oil 
and gas training and certification to deal with the specific conditions of the industry.1112 The training 
ŵƵƐƚ ŝŶĐůƵĚĞ à‘à?Ĩà?ƵƌƚŚĞƌ ƐǇƐƚĞŵƐ ƚƌĂŝŶŝŶŐà?à? à‘à?Śà?ĂǌĂƌĚ ĂǁĂƌĞŶĞƐƐ ŶĚ ƌŝƐŬ ŵĂŶĂŐĞŵĞŶƚ ŝŶ ĐŽŵƉůĞǆ
ŝŶĚƵƐƚƌŝĂů ĞŶǀŝƌŽŶŵĞŶƚƐà?à? à‘à?Žà?ƉĞƌĂƚŝŽŶƐ ŝŶŵĂŐŶĞƚŝĐ ŝŶƚĞƌĨĞƌĞŶĐĞ ĂƌĞĂƐà?à? à‘à?Žà?ƉĞƌĂƚŝŽŶƐ ŝŶ ĐŽŶŐĞƐƚĞĚ
ĂƌĞĂƐà?à?à‘à?Žà?ƉĞƌĂƚŝŽŶƐŝŶƉŽƚĞŶƚŝĂůůǇĞǆƉůŽƐŝǀĞĞŶǀŝƌŽŶŵĞŶƚƐà?à?ĂŶĚà‘à?ŵà?ĂŶƵĂůĨůŝŐŚƚƐŬŝůůƐĂƐƐĞƐƐŵĞŶƚƐŝŶ
ĐŽŶĨŝŶĞĚĂƌĞĂƐĂŶĚĐůŽƐĞƚŽƐƚƌƵĐƚƵƌĞƐà?à?1113 Competence in these areas allows for further training on 
advanced systems, dangerous goods, hazard awareness and risk management in complex offshore 
environments, and advanced flight training.1114 dŚĞĂĞƌŝĂů ƌŽďŽƚ ŝƚƐĞůĨ à‘ƐŚŽƵůĚ ŝĚĞĂůůǇďĞĐĂƉĂďůĞŽĨ
being operated safely in wind speeds of up to 25 knots in order to offer a practical operational 
ĞŶǀĞůŽƉĞà?ĚƵĞƚŽƚŚĞůŝŬĞůǇŽĨĨƐŚŽƌĞĐŽŶĚŝƚŝŽŶƐà?1115 
RenewableUK, a trade association, has also provided high level guidelines on incorporating the use of 
drones for projects on the UK Continental Shelf.1116 The factors that need to be considered are: 
à‘^ĂĨĞƚǇDĂŶĂŐĞŵĞŶƚ ^ǇƐƚĞŵà?à? à‘KƉĞƌĂƚŝŶŐ ZĞƋƵŝƌĞŵĞŶƚƐ ĂŶĚ WƌŽĐĞĚƵƌĞƐà?à? à‘KƉĞƌĂƚŝŶŐ ^ĂĨĞƚǇ ĂƐĞà?à?
à‘dƌĂŝŶŝŶŐà? ƐƐĞƐƐŵĞŶƚ ĂŶĚ ƵƌƌĞŶĐǇà?à? à‘ŝƌĐƌĂĨƚ ^ǇƐƚĞŵƐà?à?à‘dĂƐŬ ^ƉĞĐŝĨŝĐ ZŝƐŬ ƐƐĞƐƐŵĞŶƚà?à? ĂŶĚ
à‘ŵĞƌŐĞŶĐǇWƌŽĐĞĚƵƌĞƐà?à?1117 
Gómez and Green propose a number of factors that need to be assessed when choosing drones to 
be used in monitoring in the oil and gas industry. Most importantly, the type of information needed, 
terrain conditions, flight distance, and the type of offshore platform are considerations that must be 
taken into account.1118 
¾ Nuclear 
Similarly, there are currently no laws or regulations governing the use of robots in the nuclear sector 
in the EU1119 However, there are efforts of drafting guidelines and standards. The ERNCIP Thematic 
Group Radiological & Nuclear Threats to Critical Infrastructure, in a report entitled Impact of Novel 
dĞĐŚŶŽůŽŐŝĞƐ ŽŶ EƵĐůĞĂƌ ^ĞĐƵƌŝƚǇ ĂŶĚ ŵĞƌŐĞŶĐǇ WƌĞƉĂƌĞĚŶĞƐƐà? ŶŽƚĞƐ ƚŚĂƚ à‘ƐƚĂŶĚĂƌĚƐ ƉůĂǇ ĂŶ
ŝŵƉŽƌƚĂŶƚ ƌŽůĞ ŝŶ ĞŶĂďůŝŶŐ ŝŶƚĞƌŽƉĞƌĂďŝůŝƚǇ ďĞƚǁĞĞŶ ƚŚĞƐĞ ƐǇƐƚĞŵƐà? ŚĂƌĚǁĂƌĞ ĂŶĚ ƐŽĨƚǁĂƌĞà?à?
referring to radiation detection.1120 Specifically, the data format needs to be standardised: 
Low-level data format standards such as IEC 63047 improve the interoperability between hardware 
and software. While this is expected to be a bliss for system integrators and developers of software 
systems for data analysis, the success of the standard will depend on the willingness of 
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1118
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manufacturers who offer complete systems to implement the standard as an alternative to the 
proprietary data format that they use between the hardware and software component.1121 
dŚĞ ŐƌŽƵƉ ŚĂƐ ĐŽŵƉŝůĞĚ Ă à‘ƐĞƚ ŽĨ ƉŽƚĞŶƚŝĂů ƐƚĂŶĚĂƌĚƐ ĨŽƌ ƵŶŵĂŶŶĞĚ ƐǇƐƚĞŵƐ ŝŶ à?ƌĂĚŝŽůŽŐŝĐĂů ĂŶĚ
ŶƵĐůĞĂƌà?ŵĞĂƐƵƌĞŵĞŶƚƐĐĞŶĂƌŝŽƐà?àP1122 
A widely accepted standard collection of frameworks for robot software development is 
the Robot Operating System (ROS). Further important standards concerning 
communication with robots and control of unmanned systems are the Battle 
Management Language (BML), InterOperability Profile (IOP) and Joint Architecture for 
Unmanned Systems (JAUS). Furthermore, there are efforts for standardisation in the 
International Electrotechnical Commission (IEC) regarding international standards for 
[radiological and nuclear] measurements with unmanned systems.1123 
There are currently very few standards or guidance for robotics technologies used in specific RIMA 
domains, including in the oil and gas and nuclear industries. Due to the heightened levels of risk 
associated with working in these domains and the increasing use of robots, regulations, either 
through law or industry guidelines, are likely to be needed to ensure safety standards are met by 
designers, manufacturers, and operators. This will ensure that the maintenance and inspection are 
done safely and efficiently. 
 
Conclusion  
This report has surveyed the existing safety standards and regulations machinery in general and on 
various types of specific robotics technology, namely those that travel in air, in or on water, and on 
land. Safety standards from the technological perspective and laws regulating the use of these 
robots and those relevant to the allocation of liabilities in case of accidents were discussed. Much of 
the existing standards and regulations are not specific to robots for I&M. Indeed, because of the 
novelty of the technology and the relatively recent interest from the legal realm in such 
technologies, the laws and regulations are by and large technology-specific rather than industry-
specific. As a result, laws and regulations that could apply to robots for I&M are on a general level 
and do not address the particular issues facing robots operating in RIMA domains. Nonetheless, the 
Machinery Directive by and large applies to current industrial robots used for infrastructure 
inspection and maintenance, at least for the terrestrial setting. 
As the report has shown, the regulatory measures for the different types of technology are in 
different stages of development. While there is an EU-wide regulation for aerial drones, the laws for 
autonomous vehicles have been more nationally-based and although there appears to be 
communication between the governments of the Member States, there are no harmonised 
standards. Meanwhile, for vessels and submersibles, the focus has been more internationally 
focused due to the nature of maritime matters. This difference may be partly attributed to the fact 
that aerial drones are a reality, whereas autonomous vehicles and seafaring robots are not as 
developed as technologies. 
The lack of harmonisation means that businesses that operate in more than one Member State 
would have to abide by multiple rules governing the same conduct, resulting in confusion and higher 
costs. This lack of consistency may lead to burdensome transactional costs to achieve compliance in 
                                                          
1121
 https://publications.jrc.ec.europa.eu/repository/bitstream/JRC117583/_impact_of_novel_tech_final-with-
identifiers.pdf 16. 
1122
 https://robohub.org/enrich-will-test-robots-in-real-world-radiological-and-nuclear-scenarios/ 
1123
 https://robohub.org/enrich-will-test-robots-in-real-world-radiological-and-nuclear-scenarios/ 
[GA 824990] RIMA -- Robotics for Inspection and Maintenance Page 149/151 
multiple jurisdictions and possibly hinder the wider adoption of the use of robots in infrastructure 
inspection and maintenance. However, with the rapid pace of development of technologies, 
stakeholders must soon contemplate whether a similar-EU wide regulation would be feasible for the 
latter technologies, and if so, how to best proceed. The experience of devising a harmonising 
instrument for aerial drones may offer guidance on how the EU may want to proceed with regard to 
regulating other types of robots.  
Toward that end, this findings of this report facilitates working with national, regional, and 
international standardisation organisations to devise standards to fill the regulatory gaps and 
collaborating with other interested stakeholders that are also examining similar issues to ensure that 
clear, harmonised regulations can be implemented in the EU and internationally. Insofar as existing 
regulations may differ from Member State to Member State, this report has shown that the 
variations are not significant, though some Member States have been more proactive than others. It 
is imperative that a formal process be conducted for autonomous vehicles, though Member States 
may not be incentivised to do so until technology develops further. As for autonomous vessels, this 
process has already begun through the Member States working with the IMO and should continue at 
the international level due to the nature of the maritime sector. 
Furthermore, this report has also shown that there are very few legal regulations specific to 
submersibles and robots operating in RIMA domains. While submersibles operate under water, they 
may have more in common with aerial drones than autonomous vessels given the types of 
operations and sizes of the robots. Consequently, the aerial drone regulatory framework of different 
measures for different types of risk categories may be a possible regime that can be explored for 
submersibles. Regulations specific to RIMA technologies must build on the existing frameworks for 
the different types of robots and consider what additional regulations are necessary depending on 
the additional risk factors in the respective domains. To develop a comprehensive regime for robots 
in the RIMA domains, it would be necessary to transition from viewing robots by the method they 
operate to the environment in which they operate. Nonetheless, categorisations based on risk could 
also be a workable and possibly ideal approach to exploring the framework to regulate RIMA 
technologies. 
Next Steps  
This report has summarised in a single place the best practices for the safety of robots and the legal 
and regulatory measures governing robots across the EU, with a particular emphasis on issues 
important for robots used for I &M. In the period after submitting this report, Task 7.3 will develop 
this further: 
භ We will improve the coverage of the current report by incorporating other kinds of robots 
which are not included in this report.  
භ In parallel, we will hold two workshops to bring together people for industry and application 
environment together with academics to share knowledge and extract new insight. The 
workshop is primarily for review and improvement of the interim report content 
භ We will also start collecting data from industry and from lawyers and legal scholars on 
regulatory measures and liability regimes concerning robots in the form of surveys.  
The results of the previous tasks will be the next (and final) deliverable from the task, which will have 
two parts: 
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භ Online access to a section of the AAIP Body of Knowledge1124 specifically oriented to the 
RIMA ŶĞƚǁŽƌŬà?Ɛ concerns. This will incorporate key material both from this report and from 
the further activities listed above and will be integrated with the rest of the Body of 
Knowledge so that the RIMA network benefits from the wider information contained 
therein. 
භ A short report (formal RIMA deliverable D7.5) which will summarise how all the above 
content was generated and provide a catalogue of the RIMA-specific Body of Knowledge 
content. 
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 dŚŝƐŝƐďĞŝŶŐĚĞǀĞůŽƉĞĚďǇƚŚĞƐƐƵƌŝŶŐƵƚŽŶŽŵǇ/ŶƚĞƌŶĂƚŝŽŶĂůWƌŽŐƌĂŵŵĞà?/Wà)ǁŝƚŚƚŚĞĂŵďŝƚŝŽŶà“ƚŽ
become the definitive reference source on assurance and rĞŐƵůĂƚŝŽŶŽĨƌŽďŽƚŝĐƐĂŶĚĂƵƚŽŶŽŵŽƵƐƐǇƐƚĞŵƐà?à?
There is more information, including a description of the planned structure, at 
https://www.york.ac.uk/assuring-autonomy/body-of-knowledge/  
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