Let p be prime, q = p m , and q − 1 = 7s. We completely describe the permutation behavior of the binomial P(x) = x r (1 + x es ) (1 ≤ e ≤ 6) over a finite field F q in terms of the sequence {a n } defined by the recurrence relation a n = a n−1 + 2a n−2 − a n−3 (n ≥ 3) with initial values a 0 = 3, a 1 = 1, and a 2 = 5.
Introduction
Let F q be a finite field of q = p m elements with characteristic p. A polynomial P(x) ∈ F q [x] is called a permutation polynomial of F q if P(x) induces a bijective map from F q to itself. In general, finding classes of permutation polynomials of F q is a difficult problem (see [3, Chapter 7] for a survey of some known classes). An important class of permutation polynomials consists of permutation polynomials of the form P(x) = x r f (x (q−1)/l ), where l is a positive divisor of q − 1 and f (x) ∈ F q [x] . These polynomials were first studied by Rogers and Dickson for the case f (x) = g(x) l , where g(x) ∈ F q [x] [3, Theorem 7.10]. A very general result regarding these polynomials is given in [8] . In recent years, several authors have considered the case that f (x) is a binomial (e.g., [2, 9] and [1] ).
Here we consider the binomial P(x) = x r + x u with r < u. Let s = (u − r, q − 1) and l = (q − 1)/s. Then we can rewrite P(x) as P(x) = x r (1 + x es ), where s = (q − 1)/l and (e,l) = 1. If P(x) = x r (1 + x es ) is a permutation binomial of F q , then P(x) has exactly one root in F q and thus l is odd. When l = 3,5, the permutation behavior of P(x) was studied by Wang [9] . In the case l = 5, the permutation binomial P(x) is determined in terms of the Lucas sequence {L n }, where
(1.1)
In this paper, we consider the case l = 7 (see [1] for some results related to general l). Here we introduce a Lucas-type sequence {a n } by a n = 2cos π 7 n + − 2cos 2π 7 n + 2cos 3π 7 n (1.2) for integer n ≥ 0. It turns out that {a n } ∞ n=0 is an integer sequence satisfying the recurrence relation a n = a n−1 + 2a n−2 − a n−3 (1.3) with initial values a 0 = 3, a 1 = 1, and a 2 = 5 (see Lemma 2.1). This is the sequence A094648 in Sloane's Encyclopedia [6] . 
The sequence {a n } is called s-periodic over F p if a n = a n+ks in F p for integers k and n. Condition (a) in the above theorem is equivalent to s-periodicity of a n over F p (see Lemma 2.4 In the next section, we study certain properties of the sequence {a n } that will be used in the proof of our theorem. Theorem 1.1 and Corollary 1.2 are proved in Section 3.
The sequence {a n }
We first show that {a n } appears in the closed expression for the lacunary sum of binomial coefficients
satisfies the recursion a n = a n−1
Proof. Note that 2cos(π/7), −2 cos(2π/7), and 2cos(3π/7) are the roots of the polynomial g(x) = x 3 − x 2 − 2x + 1, so a n satisfies the given recursion. We know that
(see [7, page 232, Lemma 1.3] ). This together with (1.2) and (1.3) implies the result.
Next we have a general formula for the product a n a m .
Lemma 2.2. Let m and n be integers and m ≤ n. Then
In particular,
Proof. Let δ = 2cos(π/7), η = −2 cos(2π/7), and = 2cos(3π/7). We have a n = δ n + η n + n and a −n = (−δη) n + (−δ ) n + (−η ) n . Considering these, a routine calculation implies the result.
In the next two lemmas, we study the periodicity of {a n } over F p .
Lemma 2.3. Let p = 2,7 be a prime. Then the sequence {a n } ∞ n=−∞ is 7s-periodic over F p . Proof. We know that g(x) = x 3 − x 2 − 2x + 1 is the characteristic polynomial of the recursion associated to a n . Let δ, η, and be the roots of g(x) in a splitting field F of g(x) over F p . Since p = 2,7, we know that a n is 7s-periodic in F p if and only if δ 7s = η 7s = 7s = 1 in F.
We can show that g(x) is either irreducible in 
Hence, a n is periodic in F p with the least period dividing 7s = q − 1.
We continue by describing a necessary and sufficient condition under which the sequence {a n } ∞ n=−∞ will be a periodic sequence in F p with the even period s. Lemma 2.4. Let p = 2,7 be a prime and let s be a fixed even positive integer. Then
Proof. With the notation in the proof of Lemma 2.3, we know that {a n } ∞ n=−∞ is s-periodic if and only if diag(δ,η, ) s = I in F. Here diag(δ,η, ) is a diagonal matrix with entries δ, η, and and I is the identity matrix. We know that a diagonal matrix is equal to the identity matrix if and only if (x − 1) 3 is the characteristic polynomial of the diagonal matrix. By employing this fact, together with the identities a n = δ n + η n + n and a −n = (−δη) n + (−δ ) n + (−η ) n in F, we have diag(δ,η, )
The following two lemmas play important roles in the proof of Theorem 1.1. 
Using Lemmas 2.3 and 2.2, we have 1/4 = a 2 s = a 2s + 2a 6s = 3a s = −3/2. Hence, (1/2) ((1/2) + 3) = 0 in F p which is a contradiction since 7 | (q − 1). Hence, 2r + es ≡ 0 (mod7).
It remains to show that if P(x) is a permutation binomial, then either (a) or (b) holds. Let c be the inverse of s + 2e 5 r modulo7. Hermite's criterion together with Lemma 2.1 implies that = a 2cs+2 − 2a 6cs−1 which implies a 6cs−1 = α − 1. Hence, in this case, a n satisfies condition (b).
Conversely we assume that the conditions in Theorem 1.1 are satisfied and we show that P(x) is a permutation binomial. First note that 2 s ≡ 1 (mod p) follows that p is odd. Hence, it is obvious that P(x) has only one root in Now if a n satisfies condition (a), then by Lemma 2.4 a n is s-periodic over F p . Using the initial values of a n , 2r + es ≡ 0 (mod7), and Lemma 2.1, we have S(ks,7,−ke 5 r) = 0 in F p and thus P(x) is a permutation binomial over F q .
Next we assume that a n satisfies condition (b). Then, by Lemma 2.6, we also have a cs = a 2cs = a 4cs = α, a 3cs = a 5cs = a 6cs = −1 − α, From the values for a 5cs−1 and a 5cs+1 , it is clear that a 5cs−1 − a 5cs+1 = 1. Next note that by considering appropriate systems of linear equations as described in the proof of Lemma 2.6, we can deduce that
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