[1] Bias-correction methods applied to monthly temperature and precipitation data simulated by multiple General Circulation Models (GCMs) are evaluated in this study. Although various methods have been proposed recently, an intercomparison among them using multiple GCM simulations has seldom been reported. Moreover, no previous methods have addressed the issue how to adequately deal with the changes of the statistics of bias-corrected variables from the historical to future simulations. In this study, a new method which conserves the changes of mean and standard deviation of the uncorrected model simulation data is proposed, and then five previous bias-correction methods as well as the proposed new method are intercompared by applying them to monthly temperature and precipitation data simulated from 12 GCMs in the Coupled Model Intercomparison Project (CMIP3) archives. Parameters of each method are calibrated by using 1948-1972 observed data and validated in the 1974-1998 period. These methods are then applied to the GCM future simulations (2073-2097) and the bias-corrected data are intercompared. For the historical simulations, negligible difference can be found between observed and bias-corrected data. However, the differences in future simulations are large dependent on the characteristics of each method. The new method successfully conserves the changes in the mean, standard deviation and the coefficient of variation before and after bias-correction. The differences of bias-corrected data among methods are discussed according to their respective characteristics. Importantly, this study classifies available correction methods into two distinct categories, and articulates important features for each of them.
Introduction
[2] The procedures for correcting biases in the General Circulation Model (GCM) simulations ("bias-correction") are important. The impacts of changing climate on the Earth's environment are of increasing interest, and GCMs have enabled the projections of future climate change caused by natural variability or anthropogenic activities [Intergovernmental Panel on Climate Change (IPCC), 2007] . Despite continuous efforts to improve GCM's capability of simulating historical climates, the use of biascorrection methods is essential for the impact assessment studies of climate change. This importance was described in the special report of the IPCC [Seneviratne et al., 2012] .
[3] In assessing potential hydrologic impacts of climate change [e.g., Arnell, 2004; Oki and Kanae, 2006] , a suitable correction of biases in climate model projected temperature (Ta) and precipitation (Pr) is the principal focus due to its significant influence on the hydrologic response. For example, Lehner et al. [2006] assessed the impacts of global climate change on the risk of flood and drought by applying a hydrologic model forced with the bias-corrected atmospheric data. Dettinger et al. [2004] investigated the impacts of climate change on river flow in the Sierra Nevada of California by using bias-corrected Ta and Pr data from GCM simulations. Bias-correction methods were also applied to Ta and/or Pr data of River Thames [Diaz-Nieto and Wilby, 2005] , Mekong River basin [Kiem et al., 2008] , and Tone River 1 basin in Japan [Takara et al., 2009] . In addition, biascorrection has also been applied to the Regional Climate Model (RCM) simulations such as the studies conducted in four basins of the United States [Hay et al., 2002] , Ireland [Steele-Dunne et al., 2008] , and the Mediterranean [Quintana Seguí et al., 2010] .
[4] In this study, multiple bias-correction methods found in literature are applied to climate model simulated monthly Ta and Pr data in global terrestrial areas, excluding Antarctica and Greenland. The historical data are divided into two periods: the first half for baseline calibration and the second half for validation. Two main aspects of bias-correction are focused in the evaluation:
(1) The accuracy of bias-corrected data as judged by comparisons with observations. (2) The differences in the 21st-century future simulations among the biascorrected data from using different methods, as well as of the changes of the statistics between uncorrected and biascorrected data. For the latter purpose, we compare the changes in the mean Ta and Pr, the standard deviation (SD) of Ta, and the coefficient of variation (CV) of Pr from the baseline to the projection period (hereafter denoted as Dm ta , Dm pr , DSD and DCV, respectively). The variability of Pr is quantified by CV instead of SD since it is in general proportional to the mean of Pr, and this is consistent with that used by Leander and Buishand [2007] .
[5] One of the distinctions among various bias-correction methods is related to the difference between simulated and observed data in the baseline period. The simplest method [e.g., Graham et al., 2007; Sperna Weiland et al., 2010] focuses on the mean difference between them. Since the correction in only the mean value is often insufficient to assess the impacts of climate change on potential hydrologic responses, some methods [e.g., Wood et al., 2004; Leander et al., 2008; Piani et al., 2010] considering the difference in the statistical distribution in addition to mean have been proposed. However, these methods do not consider the changes in statistics between the historical and future simulations.
[6] Another important distinction among bias-correction methods is related to the difference in the changes of Ta and Pr between the historical and future simulations. Haerter et al. [2011] emphasized the significance of this difference and proposed an option to match the difference in Dm ta . They mentioned that Dm ta is not identical between uncorrected and bias-corrected data if the SD of the simulated and observed data in the baseline period is different.
[7]
Although not yet proposed in literature, it can be assumed that the change of simulated data from the baseline to projection period is true. For the multitude of biascorrection methods that have been proposed over last two decades [e.g., Wood et al., 2004; Leander et al., 2008; Piani et al., 2010] , the Dm ta , Dm pr , DSD and DCV are not identical between uncorrected and bias-corrected data because most of them assumed that the difference between simulated and observed data in the baseline period will not change in the future. However, the assumption that the changes in these statistical quantities are conserved between uncorrected and corrected data is not unreasonable, because most impact assessment studies [IPCC, 2007] were generally conducted under this critical assumption. Since in practice it is impossible to know the actual changes (of Ta and Pr) from the historical to projection period, to assume that these changes obtained from model simulations are true can be considered as a reasonable approach.
[8] One of the two main goals of this study is to evaluate existing bias-correction methods by using the data from multi-GCM simulations. Although some studies [e.g., Christensen et al., 2008; Terink et al., 2010; Haerter et al., 2011; Iizumi et al., 2011] have attempted to evaluate several correction methods, a systematic and thorough analysis on the differences among available methods have not been reported. In addition, although it has been a common practice to use multiple GCM data in climate change impact studies, the same recommendation has seldom been adapted in the evaluation of available bias-correction methods.
[9] The second goal of this study is to propose a new biascorrection method that enables the time changes of basic statistics (Dm ta , Dm pr , DSD and DCV) to be nearly identical between uncorrected and bias-corrected data. Although several studies [e.g., Li et al., 2010; Haerter et al., 2011] have attempted to keep a subset of these time differences unchanged between uncorrected and corrected, none of them can conserve most of the changes in the statistics.
[10] This paper is organized into six sections. The global monthly Ta and Pr data sets used in this study are introduced in Section 2. Several bias-correction methods that will be intercompared in this study are briefly summarized in Section 3. The results of intercomparisons are presented in Sections 4, and the differences in the 95th percentile extreme values of the bias-corrected data among various bias-correction methods are presented and discussed in section 5. This is followed by a summary of the performance of each method, and the recommendations for future investigations in Section 6.
Data and Methods
[11] The data used in this study include the simulations from 12 GCMs in the Coupled Model Intercomparison Project (CMIP3) [Meehl et al., 2007] archives of the Program for Climate Model Diagnosis and Intercomparison (PCMDI), as listed in Table 1 . Although in general multiple ensemble members are available, only one ensemble member from each GCM is selected for this study. The variables to be corrected include monthly mean Ta and Pr from the 20C3M and the SRES A1B experiments.
[12] Global climate forcing data from 1948 to 2006 with the 0.5 grid resolution compiled by Hirabayashi et al. [2008] are taken as the observational data from which the bias-correction methods are calibrated and validated. An advantage of this global data set is that the statistical characteristics of climate variables are independent from the reanalysis data since this global forcing data were created by applying statistical methods to spatially and temporally interpolate monthly to 3-hourly observational data, including e.g., the PREC/L Pr data [Chen et al., 2002] , CRU TS 2.1 [Mitchell and Jones, 2005] , Global Historical Climatology Network version 2 and the Climate Anomaly Monitoring System GHCN/CAMS [Fan and van den Dool, 2008] , etc. Using this data set, Hirabayashi et al. [2010] was able to simulate reasonable global-scale glacier mass balance by using their glacier model.
[13] The following three time periods are defined in this study. The GCM-simulated monthly Ta and Pr data are calibrated against the corresponding observed data from 1948 to1972 (baseline period) and then validated from 1974 to1998 (validation period). Also, GCM simulations of the SRES A1B experiment are corrected using observed data during the baseline period. Since in some methods the length of data period during which the bias-correction is conducted must match that of the baseline period (25 years), the future simulation data of the SRES A1B experiment from 2073 to 2097 (projection period) are used for the intercomparison and evaluation of bias-correction methods.
Bias-Correction Methods
[14] In this section, five bias-correction methods found in literature briefly reviewed in Section 3.1 will be classified according to their respected characteristics with the two criteria (Section 3.2). Then, a new bias-correction method will be proposed in Section 3.3.
Previous Methods
[15] The simplest way for bias-correction is by adding (or multiplying) the Dm ta to the observed data in the baseline period (i.e., the "delta method" [e.g., Graham et al., 2007; Sperna Weiland et al., 2010] ):
where x cor,i , x o,i (i = 1, 2, ⋯, 25) denotes the bias-corrected data and observed data in the baseline period, respectively. The subscript b, p and o indicate the simulated data in the baseline period and projection period, and observed data, respectively. Previous studies often used equation (1) for Ta and equation (2) for Pr, since negative values may result from equation (1). Because only the average change (or ratio) is added to (or multiplied with) the observed data, the SD (CV) of the statistical distribution of bias-corrected data is identical to that of observed data if equation (1) (equation (2)) is adopted. In other words, the difference in SD (CV) between two time periods does not affect the result of bias-correction in equation (1) (equation (2)).
[16] For Pr, a slightly more advanced nonlinear biascorrection method was proposed by Leander and Buishand [2007] , and subsequently adopted in several studies [Leander et al., 2008; van Pelt et al., 2009; Hurkmans et al., 2010; Terink et al., 2010] . Since the delta method corrects only the mean of Pr, the following method [Leander et al., 2008] that corrects both mean and CV is considered more preferable:
where x p,i is the simulated data in the projection period, and a and b are the parameters obtained from calibration in the baseline period and subsequently applied to the projection period. They are determined by matching the mean and CV of simulated data with that of observed data [Leander et al., 2008] .
[17] Another approach to correct both mean and SD (or CV) is to apply the quantile-based mapping [Panofsky and Brier, 1968] as applied in several recent studies [e.g., Wood et al., 2004; Ines and Hansen, 2006; Lopez et al., 2009; Maurer 2007; Maurer et al., 2009] . For using this method, the statistical distribution of the data must be specified. Normal distribution is often assumed for Ta [e.g., Terink et al., 2010; Piani et al., 2010; Haerter et al., 2011] , while the two-parameter gamma distribution is often assumed for Pr [e.g., Ines and Hansen, 2006; Piani et al., 2009] as follows:
where k and q are parameters taken as positive numbers. However, this approach may leave rooms for improvement. In particular, the goodness of fit is found to be not adequate [Piani et al., 2010] , and the parameter estimation errors are large for daily (or sub-daily) Pr in some regions. Thus, some other studies [e.g., Kiem et al., 2008; Piani et al., 2010] have proposed to use the nonparametric techniques to estimate the cumulative probability, which is able to produce a perfect transformation function between uncorrected and observed data in the baseline period.
[18] However, Piani et al. [2010] mentioned that the nonparametric method may also have problems in the functional robustness, because its overlarge degree of freedom is equal to the number of parameters. A more robust method was thus proposed by Piani et al. [2010] in which the exact equations that will be used for bias-correction are first obtained from the data in the baseline period. This is achieved by first sorting the data by its intensity, plotting them against observed data, and then fitting by the following equations instead of performing the quantile-based mapping: where a, b, and c are parameters to be obtained during baseline period. Equation (5) is used if a < 0 and 1/5 < b < 5, otherwise equation (6) is used [Piani et al. 2010] .
[19] Another method taking into account the changes of the data statistics from the baseline to projection period was proposed by Li et al. [2010] . Consideration of the change of the data between two periods characterizes the difference from other available methods. This method applies the quantile-based mapping for both the data between the baseline and projection period, and between uncorrected and observed data, as in the following:
[20] However, a month when Pr = 0 poses a significant problem for this method. Li et al. [2010] used a mixed gamma distribution to overcome this problem. The CDF in equation (7) is estimated by
where p is the percentage of the months with rain; H(x) is a step function of the value 0 when there is Pr = 0 and 1 when Pr ≠ 0; G(x) is the gamma distribution estimated from the uncorrected data of which the amount is greater than zero.
Classification of Bias-Correction Methods
[21] The above bias-correction methods can be classified into four types based on the following two major criteria: (1) Whether the statistics (mean, SD and CV) of future simulations are used; and (2) whether the estimation of the cumulative probability of correcting variables is necessary.
The results of applying methods that require the use of future statistics depend on the data in the projection period, while those which do not use are not. Thus, we define the methods that do not use future statistics as the "CONSTANT" type (henceforth as "C-type"), and methods that use future statistics as the "VARIABLE" type ("V-type"). Since the delta method (equations (1) and (2)) require the mean of the variables in the projection period and the method of Li et al. [2010] requires the estimation of CDF in the projection period (equation (7)), both of them fall into the V-type category, while the other methods as reviewed above belong to the C-type. In addition, the methods which require the estimation of the cumulative probability function are described as the "PROBABILITY" type ("p-type"), while those not as the "NON-PROBABILITY" type ("n-type").
[22] Table 2 summarizes the characteristics of the proposed classification. One of the main differences between the V-type and C-type methods is related to the differences between uncorrected and corrected data in the change of Ta and Pr from the baseline to projection period (Dm ta and Dm pr, respectively). The Dm ta and Dm pr of uncorrected and corrected data are in general not the same when the C-type methods are used. On the other hand, Dm ta and Dm pr of the corrected data by using the V-type methods can be easily matched with that of uncorrected data because the statistics of future simulations are used in the bias-correction.
[23] Another difference is related to the data length in the projection period. When the V-type methods are used, the length of the data to be bias-corrected needs to be the same as that in the baseline period because the statistics of future simulation data are used. In contrast, the length of biascorrected data can be arbitrary when the C-type methods are applied, since it corrects the data using only the data in the baseline period. That is, when using the C-type methods the length of bias-corrected data is allowed to exceed that in the baseline period, and the mathematic functions between uncorrected data and observed data can be uniquely determined by only using the data in the baseline period.
[24] Depending on the proposed two criteria, the above methods can be classified into the following four types: the Vp, Vn, Cp, and Cn methods. The classification proposed in this study is useful to distinguish various methods. However, both the methods of Leander and Buishand [2007] and Piani et al. [2010] are categorized as Cn, but the characteristics of these two methods are largely different, thus they are differentiated by using the sub-classification such as Cn-l and Cn-p, respectively.
A New Bias-Correction Method
[25] Although Dm ta and Dm pr are conserved in the V-type methods, DSD and DCV are not. Here, for the reasons stated earlier, a new method is proposed of which both Dm ta and DSD for temperature (and Dm pr and DCV for precipitation) are conserved. In most of previous methods, biascorrection was applied to monthly Ta or Pr data. In contrast, the proposed method first corrects the statistical parameters for each of the baseline and projection period), and then monthly Ta or Pr are corrected by using the quantile-based mapping methods (section 3.1) with the bias-corrected statistical parameters, which are mean and SD (or CV) if a normal distribution is assumed (usually for Ta). The procedures for correcting the statistical parameter is as follows,
[26] After the statistical parameters are corrected, monthly Ta is corrected as follows:
where F is the CDF of the assumed statistical distribution.
[27] For Pr, the process is similar to Ta, but an extra process is needed because of the zeroes in Pr. Here we apply the two gamma-distributions defined only for positive variables. Since the months when Pr = 0 have to be excluded before the estimation of statistical parameters, a threshold is introduced to treat the portion of uncorrected data less than it as zero. This threshold is obtained from the data in the baseline period by calculating the percentile of uncorrected data at which the corresponding observed Pr exceeds zero. The threshold is zero if the number of the Pr = 0 months in uncorrected data exceeds that in observed data.
[28] After the exclusion of Pr = 0 months, the mean and CV are corrected as follows:
[29] Then, two statistical parameters k and q are estimated from the bias-corrected mean and CV by using the method of moments. A multiplication equation is used to avoid the occurrence of negative values because the variable of interest, Pr, is nonnegative. After the parameters of the statistical distribution of bias-corrected data are obtained, Pr is estimated from the obtained distribution as follows:
where F is the CDF of the two-parameter gamma distribution.
Comparison of Bias-Correction Methods

Metrics of Comparison
[30] The mean, 5th percentile, and 95th percentile of biascorrected monthly Pr and Ta data obtained by using each method were compared to that of observed data. This evaluation is conducted for the baseline and validation periods separately, based on the following spatially weighted rootmean square-error (S-RMSE):
where x cor,j * is the mean, 5th percentile, or 95th percentile at a grid j; with the area a j ; A is the sum of a i ; x obs,v,j * is the observed data in the validation period; and s obs; j is the standard deviation of observed data at grid i in the baseline period. The S-RMSE measures the difference between biascorrected data and observed data in the validation period. The weighted difference at grid j is averaged over the grids in the entire target domain (covering all terrestrial areas except Antarctica and Greenland). A bias-correction method is considered to be superior to another if S-RMSE is smaller. However, grids with Pr less than 50 mm/mo. are excluded in the calculation of S-RMSE in order to give priority to compare the areas with higher Pr, because the areas with low Pr usually have little influences on the calculated S-RMSE.
[31] In addition to the above tasks, Dm ta , Dm pr , DSD and DCV between uncorrected and corrected data are compared for each method by the following procedures: (1) The mean and SD (or CV) of both uncorrected and corrected data are estimated for each grid and in each period; (2) the Dm ta , Dm pr , DSD and DCV were calculated; and (3) the above statistics are averaged over the target region. For Pr, the grids with Pr less than 50 mm/mo. are excluded in the averaging due to the same reason described above.
Bias-Correction for Data in the 20th Century Simulations
[32] Table 3 presents the comparison of the bias-corrected, 20th-century simulation data using different methods. The values of S-RMSE in the table are averaged over 12 GCMs. As seen, the mean difference in S-RMSE among different methods is small relative to that between uncorrected and bias-corrected data, and the same tendency is also found for all the statistical indicators considered (i.e., mean, 5th percentile and 95th percentile) and for both Ta and Pr. The statistical indicators in Table 3 are originally calculated for all twelve months; since no significant differences among the months are found, the comparison is presented only for January and July, from which the following findings can be summarized.
[33] For Ta, (1) S-RMSE of the Vn method for both the 5th and 95th percentiles are smaller than those of other correction methods; (2) S-RMSE of the Cp method for the mean is smaller than other methods; (3) S-RMSE of the proposed new method is slightly smaller than the Vp method, although they are nearly identical. For Pr, (1) S-RMSE of the Vn method for the 95th percentile is generally smaller than those of other methods; (2) S-RMSEs of the Cp and Cn-l methods for the 95th-percentile are higher than other methods; (3) S-RMSE of the Vp method is intermediate; (4) S-RMSE of the Cn-p method for the 5th-percentile is higher than other methods; (5) S-RMSE of the proposed method for the mean is slightly lower than other methods.
[34] The standard deviation (SD) of the S-RMSE among uncorrected data is also calculated in Table 3 , which indicates the spread of bias-corrected data among different methods. Although the SD of S-RMSE is $10% for both uncorrected Ta and Pr, it is reduced to $0.1% for Ta and $1% for Pr after bias-correction. That is, the differences are also small among the bias-corrected data from different methods. Also, no significant differences in S-RMSE can be found from the comparisons among individual months.
[35] Characteristics of the bias-correction methods are not apparent when the change between two time periods is not large. The Vn method, of which the SD (for Ta) and CV (for Pr) of the corrected data are identical to that of observed data (because it only adjusts the mean), shows a relatively small S-RMSE because the changes of SD (or CV) between the baseline and validation period are not large. The difference of bias-correction is expected to become more significant in the future projection period because the changes of Ta and Pr from the baseline to future period are generally larger. Although the comparison in this section only focus on the relative change of Ta and Pr, the efficiency of each method and the lack of large differences among methods are indicated by this comparison.
Bias-Correction for the Data in 21st Century Simulations
[36] The differences in the statistical indicators (Dm ta , Dm pr , DSD, and DCV) between corrected and uncorrected data are compared among all the bias-correction methods used, and the results are presented in Figures 1 (for temperature) and 2 (for precipitation), respectively. These two figures show the absolute difference (Dm ta ) or the ratio of difference (Dm pr , DSD, and DCV) between corrected and uncorrected data, with the latter defined as the absolute difference divided by the uncorrected mean or SD (or CV) in the projection period, respectively. These statistical indicators are calculated at each grid for each of the 12 GCMs, and then averaged over the entire target regions. The error bars in the figure represent the SD of the statistical indicators over all the grids, and the averages over 12 GCMs are also shown in the first column of the figures. Only the data in January and July are presented here, since no marked differences in tendency can be found among twelve months.
[37] Results show that for both Ta and Pr the characteristics of the differences are not identical among different methods. From Figure 1 (temperature), it can be seen that (1) for the Vn and Vp methods, Dm ta is zero, but DSD is about 10-30%; (2) for the Cp method, Dm ta is more than 1 K, but DSD is almost zero; (3) for the proposed new method, both Dm ta and DSD are almost zero. From Figure 2 (precipitation), it can be seen that (1) for the Vn method, both Dm pr and DCV are higher than other method; (2) for the Cn-p method, Dm pr is less than 10% and DCV is about 10-20%: the former of which is smaller than Cn-l method, but the latter is generally larger than Cn-l method; (3) for the Cn-l method, the result is similar to that of the Cn-p method, but the result of DCV over target region is opposite to the result of the Cn-p method; (4) for the Vp method, Dm pr is nearly 0, but DCV is higher than other methods except for the Vn method; (5) for the Cp method, Dm pr is higher than other methods except for the Cn-l method, but DCV is smaller than any other methods. However, the spread (SD) over the target regions is comparatively high; (6) for the proposed method, both Dm pr and DCV are lower than all other methods, and the spread over the target region is also small. The identified characteristics as summarized above are the same in other months than January and July, hence their plots are not shown here. In summary, the statistical characteristics of bias-corrected data in the projection period (15) and the standard deviation of S-RMSE among 12 GCMs. The upper table is for temperature, and the lower one for precipitation. The columns of ave, 5th and 95th denote the mean, 5th and 95th percentile of the 25-year data in each period. vary significantly depending upon the used bias-correction method, although they do not differ much in the validation period.
[38] Compared to other bias-correction methods, Dm ta , Dm pr , DSD and DCV of the bias-corrected data by using the proposed new method are closer to that of uncorrected data. However, note that there still remain small differences of DCV between corrected and uncorrected data. This is due to the difficulty in matching DCV of corrected data with that of uncorrected data as a result of placing a lower limit for the Pr = 0 months (see the discussion in section 3.3).
Summary of Method Characteristics
[39] Table 4 summarizes the major characteristics of different methods, which are discussed according to their differences in Dm ta , Dm pr , DSD and DCV of the bias-corrected data. For example, the proposed new method has the characteristic that the Dm ta and DSD of corrected data are closer to that of uncorrected data than other methods; and the Vn method has the characteristic that the DSD and DCV of corrected data are not identical to that of uncorrected data. The differences in the corrected future projection data are not small due to the differences in Dm ta , Dm pr , DSD and DCV caused by the method differences. However, the biascorrected data in the validation period are in general not significantly different among methods. Notice that the present study only focuses on the bias-correction of globalscale monthly Ta or Pr data. Different characteristics may be identified if similar intercomparison is conducted with respect to daily data and on the smaller continental or basin scales.
Differences of Bias-Corrected Data in 21st Century Simulations
[40] Since the extreme values of temperature and precipitation are often the focus in various impact assessment studies, it is important to investigate the difference in the extremes of bias-corrected data caused by using different correction methods. For this purpose, the globally average changes in the 95th percentiles of Ta and Pr from the baseline period (based on the observed data) to the projection period (based on the bias-corrected data) are calculated and averaged over 12 GCMSs. Figure 3 compares the differences of these changes among different methods. The change of the 95th percentile of corrected precipitation is divided by the 95th percentile of observed precipitation in the baseline period, which means that the 95th percentile precipitation is increased if the ratio plotted in Figure 3 is over 1. Note that due to the averaging over 12 GCMs, the difference in any specific GCM can be much larger than that plotted in the figure. For Ta, the change in the 95th percentile is similar between the Vp and new method, but the difference is more than 0.5 k between the Cp and new method. For Pr, the difference is more apparent. The difference obtained by using the Cn-l and Cp method are larger than that by the new method, and that by the Vn, Vp and Cn-p methods are lower than the new method. The range of the difference ratio in July obtained by using the Vn method can be less than 1, which implies that the 95th percentile of monthly Pr will decrease slightly in future.
[41] Figure 4 (temperature) and Figure 5 (precipitation) compare the differences in the 95th percentiles of the corrected data between the new method and other biascorrection methods. The global spatial patterns in the figures show either the absolute difference or the absolute difference divided by observed 95th percentile averaged over 12 GCMs. For Ta, the difference between the new method and Cp method is larger than 1K in most global regions. The difference between the new and Vn method is smaller, but more than 0.5 K in many regions, whereas the difference between the new and Vp method is the smallest. For Pr, the difference between the new and Vn method is more than 5% in most regions, but the regions with the differences >20% is less than the Cn-l, Cn-p and Vp method. The difference between the new and Cp method is smaller than other methods. The differences between the new and the Cn-l, Cn-p and Vp method are more than 20% in some regions, but the areas where the difference is smaller than 10% is larger than the Vn method. From these comparisons, it can be concluded that the choice of bias-correction methods is crucial for the impact assessment studies of climate change.
Summary and Conclusion
[42] Bias-correction methods for monthly mean Ta and total Pr data are intercompared in this study based on 12 GCM simulations in the Coupled Model Intercomparison Figure 5 . Same as Figure 4 , but for precipitation. Each absolute difference is divided by observed 95th percentile precipitation in the baseline period. Gray areas are grids excluded from analysis. Grids for which the mean of observed data in baseline period is less than 50 mm/mo. are excluded from analysis, because of difficulties in estimating variance in dry regions.
Project phase 3 (CMIP3) [Meehl et al., 2007] archives. Although the CMIP phase5 (CMIP5) data set which becomes available recently is not used in this study, the presented intercomparison methodologies and the findings obtained as summarized below can also be applied and still valid to the CMIP5 data set.
[43] Before the comparisons, previous bias-correction methods are classified based on the two major criteria proposed in this study, and a new method is proposed which conserves the Dm ta , Dm pr , DSD and DCV (i.e., the changes in mean Ta and Pr, the standard deviation of Ta, and the coefficient of variation of Pr, respectively, from the baseline period 1948-1972 to the projection period 2073-2097) between uncorrected and bias-corrected data. Two types of comparisons are made to evaluate the characteristics of different methods. First, the bias-corrected data are compared with the observed data during the validation period , and second, the characteristics of Dm ta , Dm pr , DSD and DCV are compared among different methods.
[44] Results of the first comparison reveal that the differences between bias-corrected and observed data are not large compared to that between bias-corrected and uncorrected data. The changes from the baseline to validation period are small so that the differences among bias-corrected data are not apparent. The second comparison indicates that the Dm ta , Dm pr , DSD and DCV of bias-corrected data vary with the methods used. The differences in Dm ta , Dm pr , DSD and DCV between uncorrected and corrected data are considerably reduced by using the proposed new correction method. The characteristics of Dm ta , Dm pr , DSD and DCV of biascorrected data can be one of the indicators to evaluate biascorrection methods. The proposed new method is useful to correct the bias under the assumption that Dm ta , Dm pr , DSD and DCV are identical between uncorrected model simulation data and bias-corrected data.
[45] The differences in the 95th percentile of corrected data are also compared, and the result indicates the large sensitivity to the choice of correction methods. Based on this finding, the use of multiple bias-correction methods and evaluation of the associated sensitivity in the specific target regions are recommended as an important future study.
[46] One possible way to take into account the large sensitivity of the differences among bias-correction methods is to apply the multiple bias-correction methods and choose one ensemble from each bias-corrected data. However, it should be kept in mind that the difference in the characteristics of each method when the final ensemble of biascorrected data is formed from each bias-corrected data, because the weighted result can be biased if a number of similar methods are used in the final ensemble. The issues focused in this study are therefore useful to evaluate the similarity of the bias-correction methods and the appropriate weights when forming the final ensemble.
[47] Generally, the use of multiple GCM simulations is recommended to assess the impacts of climate change. Therefore, the efficiency of bias-correction methods can also be checked by using multiple GCM simulations as in this study. While much validation work remains to be done, we believe our study has strong merits for evaluating and optimizing the bias-correction methods used in the impact assessment studies.
