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The importance of neuronal morphology in brain function has been recognized for over a century. The broad
applicability of ‘‘digital reconstructions’’ of neuron morphology across neuroscience subdisciplines has
stimulated the rapid development of numerous synergistic tools for data acquisition, anatomical analysis,
three-dimensional rendering, electrophysiological simulation, growth models, and data sharing. Here we
discuss the processes of histological labeling, microscopic imaging, and semiautomated tracing. Moreover,
we provide an annotated compilation of currently available resources in this rich research ‘‘ecosystem’’ as
a central reference for experimental and computational neuroscience.Introduction
Neurons communicate via axons and dendrites, functionally and
morphologically specialized tree-like processes. The importance
of these branching structures is underscored by their broad
morphological diversity across and within brain regions (Fig-
ure 1). In the CNS, the shape of the dendritic arbor is related to
the cell-type specificity and large number of synaptic inputs.
Furthermore, the extent of dendritic arbors, at least in peripheral
nervous system sensory neurons, physically defines their recep-
tive fields (Hall and Treinin, 2011), and axonal topology is known
to affect synaptic output (Sasaki et al., 2012).
The structure-function relation is central to many questions in
neuroscience across all scales of investigation, from whole brain
to macromolecules. Thus, the study of axonal and dendritic
morphology plays a prominent role in the continuous investiga-
tion of neuronal activity and function. Yet, even some basic
questions remain outstanding. For example, one of the most
studied neuron types, cortical pyramidal cells, are characterized
by morphologically distinct basal and apical dendrites, which
receive distinctly organized synaptic inputs from different affer-
ents and brain regions, but the functional implication of such
a design is still not fully understood (Spruston, 2008). Computa-
tional models have shown that dendritic geometry can be
responsible for producing the entire spectrum of firing patterns
displayed across different cortical neuron types (Mainen and
Sejnowski, 1996) and within a single class of electrophysiologi-
cally heterogeneous hippocampal neurons (Krichmar et al.,
2002). The morphological development of these arbors influ-
ences synaptic organization and neural activity, which leaves
a critical open question about the relationship between structure
and function during growth.
Here, we briefly review the earlier history of the scientific
characterization of axonal and dendritic morphology, leading
to the current digital era (for a more thorough account, see
Senft, 2011). We then outline how the establishment of a
standard digital format for reconstructions of neuronal
arbors catalyzed the emergence of a thriving researchcommunity that spans subdisciplines, techniques, and scien-
tific questions.
A Brief Historical Overview of Neuronal Tracing
In the late 19th and early 20th centuries, Ramo´n y Cajal adopted
Golgi’s staining technique to produce a revolutionary series of
drawings of dendritic and (unmyelinated) axonal morphology
that remain to this day absolutely remarkable for both their sheer
amount and level of detail. This collection provided the founda-
tion to approach the investigation of the structure-function
relationship in nervous systems. The fundamental principles
recognized by Cajal included the directional flow of impulses
between neurons, the diversity of microcircuit motifs, and the
specificity of network connectivity. Cajal’s work also established
the intertwined relationship of three key processes in the charac-
terization of neuronal morphology: histological preparation, light
microscopic visualization, and accurate tracing. The spectacular
morphological exuberance of axons and dendrites revealed
by the Golgi stain could only be properly captured by faithful
tracing of the arbors and their circuits. It also became apparent
that neuronal trees, due to their enormous span relative to the
caliber of individual branches, could not simply be reproduced
(e.g., photographically) but needed to be reconstructed from
numerous focal depths and fields of view.
Subsequently, interest in cellular neuroanatomy has seen its
ups and downs, reflecting stages of advances and stagnation.
In the 1960s and 1970s, the development of easier, more sensi-
tive, and more specific staining techniques led to a flourishing of
descriptive neuromorphological studies across species, brain
regions, and developmental stages. This progress spurred
parallel strides in reconstruction technology. Glaser and Vander-
loos (1965) used a ‘‘computing light microscope’’ to trace den-
drites from 100 mm sections of the cerebral cortex while
recording the location of the stage (x and y coordinates) and
fine focus (z coordinate). The system reproduced a two-
dimensional (2D) representation of Golgi-stained neurons and
generated accurate measurements of dendritic length. Subse-
quently, similar reconstructionswere obtained frommicrographsNeuron 77, March 20, 2013 ª2013 Elsevier Inc. 1017
Figure 1. Morphological Diversity: A Representative Sample of Reconstructed Neurons from NeuroMorpho.Org
(A) Rat neocortex Martinotti cell (NMO_00351).
(B) Rat neocortex bipolar cell (NMO_06144).
(C) Rat neocortex pyramidal cell (NMO_05729).
(D) Mouse neocortex pyramidal cell (NMO_05549).
(E) Mouse hippocampus Schaffer collateral-associated neuron (NMO_07893).
(F) Mouse cerebellum Golgi cell (NMO_06902).
(G) Cat brainstem vertical cell (NMO_06171).
(H) Rat olfactory bulb deep short-axon cell (NMO_06222).
(I) Mouse neocortex Cajal-Retzius cell (NMO_07521).
(J) Mouse retina ganglion cell (NMO_06379).
(K) Spiny lobster stomatogastric ganglion motoneuron (NMO_06635).
(L) Rat hippocampus granule cell (NMO_06778).
(M) Mouse cerebellum Purkinje cell (NMO_00865).
(N) Rat neocortex layer 2/3 interneuron (NMO_04548).
Scale bars represent 100 mm; somata and dendrites: black; axons: red.
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serially sectioned tissue at the electron microscopy (EM) level.
Ensuing advancements in computer hardware and software
progressively shifted tracing and analysis from analog media to
a digital interface with the light microscope. Computerized
microscopy systems recorded not just the position of the soma
and dendrites, but also the tree origin, bifurcation, and terminal
points (Wann et al., 1973). A system developed by Capowski
(1977) additionally recorded process thickness, assigned an
order to the traced points, and allowed differentiating natural
terminations from cut ends due to tissue sectioning. The result-
ing Eutectic Neuron Tracing System could display reconstructed
neurons graphically in three dimensions, becoming the first
broadly adopted commercial product.
Further advancements in digital tracing for the past 35 years
have focused mainly on ergonomic improvement, as it became1018 Neuron 77, March 20, 2013 ª2013 Elsevier Inc.increasingly clear that neuronal reconstruction was the most
labor intensive and time consuming step of the process to
extract axonal and dendritic morphology data from the brain.
At present, the majority of neuromorphological tracing involves
a human operator (Donohue and Ascoli, 2011), but promising
attempts to develop completely automatic digital reconstruction
of neuronal morphology will be discussed below.
An ‘‘Ecological Niche’’ of Biomedical Research
The increasing user friendliness of digital reconstruction systems
from light microscopy led to the wide-spread adoption of a
standard vector-style representation of neuronal morphology
as a branching sequence of interconnected tubules (Cannon
et al., 1998; Ascoli et al., 2001). This simple format is compatible
with diverse techniques and experimental approaches, from
intracellular label injection and bright field visualization in vitro
to genetic marker expression and confocal microscopy in vivo.
Figure 2. From Nervous Systems to Digital Reconstructions of Neuronal Morphology
(A) Staining techniques that label individual neurons include bulk extracellular loads, intracellular tracer injection, immunolabeling of cellular proteins, and genetic
labeling that marks neurons intrinsically. Modified from Figure 2C of Grienberger and Konnerth (2012).
(B) Various optical microscopy visualization techniques (also depending on the labeling method) can be used to acquire images, which are then used to trace
individual neurons.
(C) Tracing techniques have evolved over the years, from pencil drawings using camera lucida to a digitizing tablet that logs the tracing coordinates, followed by
semiautomated methods with a computer interface and automatic algorithm-generated reconstructions that minimize manual intervention.
(D) Digital reconstructions files are produced by all systems interfaced with a computer. Analog camera lucida tracings can be scanned but require substantial
postprocessing for conversion to ‘‘vector’’-style representation.
Immonulabeling adapted from oncoprof.net/Generale2000/g04_Diagnostic/Histologie/Technique-texte/dg_gb_ap_tech06.html with permission from Prof. J.F.
Heron. Bright-field microscopy from Lanciego and Wouterlood (2011). Confocal, two-photon microscopy from Lemmens et al. (2010). Camera lucida adapted
from e-book.lib.sjtu.edu.cn/iupsys/Proc/mont2/mpv2ch05.html with permission from Dr. Nick Hammond. Digitizing tablet is included under the fair use
exemption and is restricted from further use. Semiautomated is used with permission from MBF Bioscience, Inc. Automated is used with permission from
Dr. A. McKinney, McGill University.
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of neuroscientific topics. Interactions across subdisciplines
fostered the synergistic development of many tools for data
acquisition, anatomical analysis, three-dimensional (3D) visuali-
zation, electrophysiological simulation, developmental model-
ing, and connectivity estimation. Open sharing of available digital
reconstructions catalyzed the emergence of a continuously
growing collection of interoperable resources. Such an ‘‘eco-
system’’ of three-dimensional reconstructions of neuron mor-
phology is similar to that seen in other mature domains like
gene expression patterns and noninvasive brain imaging.
From Neuronal Morphology to Digital Reconstructions
Three-dimensional reconstruction of neuronal morphology has
been an established and widespread laboratory technique for
three decades (Halavi et al., 2012), but recent progress in neuro-
biology, microscopy, and information technology has expanded
both the breadth and the depth of these studies. We can nowselectively label various neuron types, confirming their stunning
phenotypic diversity and allowing identification of their distin-
guishing properties (Ascoli et al., 2008). Advancements in light
microscopy are increasing the resolution, contrast, speed, and
applicability of neuronal imaging, revealing more refined and
previously inaccessible morphological details. Continuous in-
crease of computational power and algorithmic sophistication
are constantly adding to the available applications of data pro-
cessing.
Labeling Neurons
Cell labeling and tract tracing have long been pursued to eluci-
date the complex neuronal network architecture. Different
staining methods developed over the years have yielded a rich
histological toolbox (Figure 2A). Certain techniques are better
suited for specific experiments and preparations, and selecting
the appropriate method is crucial. Basic criteria include clear
contrast between the neurite and background tissue andNeuron 77, March 20, 2013 ª2013 Elsevier Inc. 1019
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view a selection of labeling approaches (for more comprehen-
sive coverage of these topics, please see Ko¨bbert et al., 2000;
Lanciego and Wouterlood, 2011).
Bulk Dye Loading
Bulk dye loading is used to visualize the gross morphology and
connectivity patterns of neurons, which can then be traced indi-
vidually or as networks. The following is a selection of common
dyes employed in morphological studies.
Horseradish peroxidase. Horseradish peroxidase (HRP) is
visualized by histochemical analysis and its sensitivity is
enhanced by conjugation with a nontoxic fragment of cholera
toxin or with wheat germ agglutinin (Trojanowski et al., 1982),
which slows removal from the loaded neurons and allows for
visualization of the full structure.
Biotinylated Dextran Amines. The dextran amine is conjugated
to a fluorescent dye and is detected by peroxidase and 3, 30-di-
aminobenzidine tetrahydrochloride (DAB) reaction. The reaction
product is distributed homogenously and fills the entire neuronal
structure (Reiner et al., 2000).
Phaseolus vulgaris Leucoagglutinin. Phaseolus vulgaris Leu-
coagglutinin (PHA-L) is an anterograde tracer with unknown
receptor-based uptake mechanism. Using antibodies against
the lectin, PHA-L staining can be detected in the entire neuronal
structure, including axon collaterals and terminals.
Fluoro-Gold. The bleach-resistant properties of Fluoro-Gold
(hydroxystilbamidine), an unconjugated fluorescent dye, make
it a ‘‘gold standard’’ in labeling. As a retrograde tracer, it has
been combined with up to two anterograde tracers like BDA
and PHA-L, where all three are visualized simultaneously in the
same section (Lanciego and Wouterlood, 2011).
Tritiated Amino Acids. [3H]-L-leucine locally injected in vivo
is taken up by cell bodies, incorporated into proteins, and trans-
ported to the axons. The radioactive label is detected by autora-
diography, which can be followed by standard histological stain-
ing to display the underlying cytoarchitecture.
Golgi Method. Fixed tissue immersion in solutions of potas-
sium dichromate and silver nitrate fills the neurons with brown
precipitate of silver chromate against a translucent yellow back-
ground. The Golgi stain impregnates only a fraction of neurons in
the tissue by a yet unknown mechanism, highlighting fine details
such as dendritic spines, but not myelinated axons. This charac-
teristic is desirable yet constitutes at the same time a limitation.
On the one hand, staining only a fraction of neurons makes it
easier to identify the extent of individual dendritic arbors. On
the other hand, this method fails to reveal the whole neural
circuitry since it does not stain the full axonal network. Much of
today’s knowledge about neuroanatomy and connectivity is
owed to the Golgi staining technique.
Lipophilic Fluorescent Carbocyanine Dyes. Lipophilic fluo-
rescent carbocyanine dyes like DiI and DiO are versatile as
they can stain neurons in cultures as well as in living and fixed
tissue. Dye diffusion in fixed tissue is limited to the labeled
neuron, whereas in living tissue certain dyes like DiI can diffuse
transneuronally. DiI, DiO, and other carbocyanines such as
DiAsp and DiA can withstand intense illumination and their
strong fluorescence remains stable for up to 1 year (Ko¨bbert
et al., 2000). Particle-mediated ballistic delivery of these same1020 Neuron 77, March 20, 2013 ª2013 Elsevier Inc.dyes has shown to be successful in labeling individual neurons
in both living and fixed tissue (Gan et al., 2000).
Viral Vectors. Viral vectors make excellent transneuronal retro-
grade markers, labeling the entire neuronal structure including
small spines and distal dendrites of up to third-order neurons.
Thus, they are particularly useful for studies of connectivity.
The two main classes of tracers are derived from alpha-herpes
viruses (Herpes Simplex virus Type 1 and Pseudorabies) and
rhabdovirus (Rabies virus). The latter is better suited for
studies of neuronal morphology because it is transported
unidirectionally, is entirely specific to the neurons it propa-
gates through, and does not induce neurodegeneration (Ugo-
lini, 2010). Postinjection and incubation, immunohistochem-
istry reveals Golgi-like staining of neurons with fine details of
thin dendrites and no background staining. Culture prepara-
tions also provide ideal conditions for viral gene transfer. Or-
ganotypic slices are simply incubated in the viral vector
suspension for viral transduction to take place. Fluorescently
labeled cells can be visualized as early as 24 hr after transfec-
tion and can be maintained for as long as 3 weeks (Tesche-
macher et al., 2005).
Intracellular Injections
Intracellular injections of dyes directly into the neuron during
electrophysiological recording allows for specific staining of
single neurons, hence providing a straight link between neuronal
structure and activity.
Biocytin and Biotinamide. Biocytin is a small conjugate of
biotin and lysine naturally found in eukaryotic organisms. Due
to its low molecular weight and biocompatibility, it constitutes
a valuable tool in whole-cell or juxtacellular recordings, as it
is incorporated into living neurons without perturbing ionic
balance or membrane properties. Biocytin stains both axons
and dendrites and is not transported transneuronally. Bio-
tinamide (trademarked by Vector Laboratories as Neurobiotin)
is the chloride salt of biotin with labeling capabilities very similar
to biocytin. Both are soluble in electrolyte solutions for intracel-
lular recordings. However, biocytin can be electrophoresed into
neurons by either positive or negative currents, whereas bio-
tinamide is selectively electrophoresed with positive currents
(Kita and Armstrong, 1991). Since hyperpolarization is neces-
sary to stabilize neurons after patching, the selectivity of bio-
tinamide prevents spurious labeling of neurons before their
viability is determined. Both biocytin and biotinamide have
high affinity for avidin, and the tissue is processed postfixation
using an avidin-biotin-peroxidase complex followed by DAB
reaction.
Lucifer Yellow. Lucifer yellow (LY), an intensely fluorescent
nontoxic dye, is a popular intracellular label for both living and
fixed tissue, though inexplicably it does not fill axons postfixa-
tion. LY can be injected into the cell body by pressure or ionto-
phoresis and can also be used as a retrograde tracer after back-
filling axonal terminals. Its low molecular weight allows for
greater mobility between neurons and hence results in ‘‘dye
coupling,’’ in which neurons morphologically connected to the
filled neuron are also labeled. At times, these cells are found to
be also electrically coupled, thus uncovering functional connec-
tivity by morphological means. LY is compatible with other
tracers (like HRP), but its unstable fluorescence requires
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record of labeled neurons for later reconstruction. Though both
HRP and LY can label living neurons, these tracers make it
more challenging to obtain accurate electrophysiological
recordings. LY increases electrode resistance, thus affecting
the patch stability and modifying the intrinsic properties of the
neuron.
Immunolabeling
Immunolabeling (immunohistochemistry and immunocytochem-
istry) tags and localizes proteins in intact tissue or isolated cells.
Specific epitopes of proteins are targeted using antibodies,
which when bound can be detected via conjugated secondary
antibody binding and standard staining protocols. Multicolor
double or triple immunostaining may reveal simultaneous pres-
ence of various proteins in the same neurons. Techniques like
array tomography increase immunolabeling efficiency by allow-
ing multiple staining cycles for the same tissue sample (Micheva
and Smith, 2007). This method uses physical instead of optical
sectioning to improve z axis resolution in addition to depth-inde-
pendent immunostaining. That is accomplished with arrays of
ultrathin (50 nm) serial section ribbons of tissue on a single slide,
which can be stained, imaged, eluted, and restained with
different combinations of antibodies. The majority of antigen
distribution is conserved during several staining cycles, without
fluorescent intensity reduction or tissue damage.
Genetic Labeling
Genetic labeling combines cytochemistry with molecular manip-
ulations to color live biological systems intrinsically with geneti-
cally encoded fluorescent proteins (Lavis, 2011). Transgenic
lines with exclusively labeled populations of cells, such as par-
valbumin-expressing interneurons (Meyer et al., 2002) and astro-
glia (Nolte et al., 2001) are now the norm. The Brainbow tech-
nique incorporates genetic recombination to impart several
dozen distinct colors in individual neurons and glia in the mouse
nervous system (Livet et al., 2007). Similar techniques have been
successfully applied in Drosophila (Hadjieconomou et al., 2011;
Hampel et al., 2011).
Visualizing Neurons
In imaging the neuronal architecture of the brain, two main
aspects should be considered: resolution and field of view. Visu-
alizing large volumes of the brain, sufficient to include the entire
territory invaded by a single axonal arborization, sacrifices reso-
lution at the individual neuron level. Higher-resolution imaging,
useful to capture the finer details of spines, boutons, and
synaptic contacts, is typically restricted to smaller regions. The
future of imaging is a combination of both high resolution and
large field of view without sacrificing either. Here we briefly
discuss the types of light microscopy (Figure 2B) most relevant
to neuromorphological reconstructions. In all these cases, reso-
lution in the plane of illumination is generally greater than in the
depth of the tissue.
Bright-Field Microscopy
Themajority of dendritic and axonal morphology reconstructions
to date are based on bright-field microscopy (Halavi et al., 2012),
due to its broad compatibility with histological staining methods.
In conventional bright-field microscopy, as the name suggests,
the tissue background is illuminated by transmitted light,whereas the stained neuron absorbs the light and is visible in
dark contrast against the bright background. However, for
certain applications or depending on user preference, simple
image processing can be employed to invert this contrast (Myatt
et al., 2012). Thus, this modality should be more precisely
referred to as transillumination or transmitted light microscopy.
Unlike confocal microscopy, which requires fluorescent labels,
bright-field microscopy can visualize Golgi stain preparations
and intracellular labels like biocytin. Even neurons labeled with
fluorescent markers can be permanently labeled by DAB reac-
tion and imaged with bright-field microscopy. Moreover, the
ability to enhance the signal intensity by counterstaining renders
bright-field microscopy largely unsurpassed for reconstructions
of whole axonal arbors up to the very thin (and typically faint)
terminals.
Confocal, Two-Photon, and Superresolution Microscopy
Both confocal and two-photon microscopy use point illumina-
tion, which narrows planar focus. In confocal microscopy, the
emitted signal is spatially filtered via a pinhole aperture. The light
emitted from a single plane creates an image, and a progression
of images is captured through the thickness of the tissue, result-
ing in optical sectioning of the specimen (Wilson, 1989). Thus,
confocal microscopy eliminates the need for resectioning thick
slices typically employed in electrophysiological recording prep-
arations. Furthermore, confocal microscopy provides high
spatial resolution, which is particularly important for 3D recon-
structions. The temporal stability of the sample is especially rele-
vant to neuronal reconstructions. Since fluorescently labeled
specimens have a limited viability period, it is often necessary
to collect image stacks for later offline tracing of the arbor
structure.
In two-photon microscopy, fluorophores are excited by the
simultaneous absorption of two photons (Denk et al., 1990).
The two photons converge simultaneously only at the focal point,
yielding sharper images with less background noise. Such
a specific illumination removes the need for spatial filtering.
Additionally, since the fluorophores outside the focal point are
not excited, the specimen undergoes less photobleaching and
photodamage (Denk and Svoboda, 1997). Multiphoton micros-
copy, an extension of two-photon microscopy, uses more than
two photons to excite the fluorophores, resulting in a narrower
emission region and even less out-of-focus noise. Since the
stimulation energy is split between two (or more) photons,
a drawback of two-photon (or multiphoton) microscopy is its
lower spatial resolution relative to confocal, due to the longer
excitation wavelength. Moreover, the necessity to scan the
specimen one point at a time greatly increases the time neces-
sary to capture the same field of view (Lemmens et al., 2010).
Even with the higher resolution afforded by confocal and
two-photon microscopy, subcellular details such as synaptic
contacts remain elusive and, until recently, neuronal ultra-
structure remained the purview of electron microscopy.
However, the advent of superresolution fluorescence micros-
copy addresses this limit. Two main approaches exist to enable
superresolution: one involves the sequential and stochastic
switching on and off of fluorophores; the other uses patterned
illumination to modulate fluorophore emission. The former
includes stochastic optical reconstruction microscopy (STORM;Neuron 77, March 20, 2013 ª2013 Elsevier Inc. 1021
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tion microscopy (PALM; Betzig et al., 2006; or FPALM; Hess
et al., 2006). In this class of techniques, only a subset of fluoro-
phores is illuminated in each imaging cycle and localized to be
imaged and reconstructed, and the process is repeated to
capture the full distribution of fluorophores. The second category
includes stimulated emission depletion (STED; Klar and Hell,
1999) and saturated structured illumination microscopy (SSIM;
Gustafsson, 2005). STED increases lateral resolution by modu-
lating the excited fluorescent molecule on the outer ring of the
focal spot and preventing light emission via negative patterning.
SSIM achieves the same effect by positive patterning with
two interfering light beams. Superresolution techniques allow
inspection of neuronal morphology at the scale of tens of nano-
meters and are thus suitable to identify location, architecture,
dynamics, and molecular content of synapses (Huang et al.,
2010). A recent study (Lakadamyali et al., 2012) tested the feasi-
bility of tracing axons of cultured hippocampal neurons using
multicolor 3D STORM and found the subsequent reconstruc-
tions to be more accurate than those with confocal imaging.
With certain improvements in labeling density and their optical
properties for better resolution in volume imaging of brain tissue,
STORM may thus become a useful tool in mapping neural
connectivity.
Tracing
There are multiple ways to digitize neuronal morphology once it
has been visualized by optical microscopy. The structure of
interest may be represented volumetrically by identifying all the
voxels it occupies or as a surface contour delineating its spatial
boundaries. A more effective alternative is to describe the tree-
like branching of axons and dendrites as a sequence of intercon-
nected cylinders (as in the widely used, nonproprietary SWC file
format). In this ‘‘vector’’ representation, each uniform segment in
the arbor can be parsimoniously characterized by only five
values, corresponding to the three Euclidean coordinates and
diameter of its ending location, plus the identity of the ‘‘parent’’
segment from which it originates. Tracing techniques have
evolved over the years from the basic camera lucida to
automated algorithms (Figure 2C) that generate digital recon-
structions of neuron morphologies. While more modern recon-
struction approaches are facilitated by increasingly automated
computational algorithms, human intervention is still required in
all cases at least to ensure error checking and quality control.
Although the majority of existing reconstructions have been so
far acquiredwith the commercial reconstruction software Neuro-
lucida (Halavi et al., 2012), several alternatives exist. The avail-
ability of numerous options helps accommodate the wide variety
of user preferences and data set characteristics. However, all
reconstruction systems ultimately implement the same general
process. Digital tracing of neuronal morphology converts large
amounts of imaging information into a simple and compact
representation (Figure 2D) that is easy to visualize, quantify,
archive, and share (Meijering, 2010), thus maximizing the oppor-
tunity to exploit the full potential of collected experimental data
through secondary discovery and meta-analysis (Ascoli, 2006).
While only limited morphometric measures can be manually
extracted from images and camera lucida tracings, digital recon-1022 Neuron 77, March 20, 2013 ª2013 Elsevier Inc.structions allow virtually unrestricted morphometric analyses
(Costa et al., 2010), biophysically realistic computational model-
ing, and potential connectivity mapping. By reproducing branch
topology and meandering, digital reconstructions faithfully
capture both global properties and local features of neurons.
Thus, digital reconstructions recapitulate the functional essence
of neuronal morphology (Figure 3).
Distillation of Morphological Data by Digital
Reconstruction
Results obtained in cellular anatomy with the aid of digital recon-
structions include comparative morphological characterizations
of neurons, quantification of changes during development and
pathology, determination of the genetic underpinning of neu-
ronal structure, and establishment of general principles under-
lying neural circuitry. Moreover, three-dimensional tracing is
now routinely employed to implement detailed computational
simulations of biophysical mechanisms underlying growth and
electrophysiological activity.
Early neuronal digital reconstructions were primarily used for
quantitative morphological description of axons and dendrites
in a range of species (Halavi et al., 2012). Neuronal reconstruc-
tions have been employed in direct comparative studies across
species (Chmykhova et al., 2005), cell types (Bui et al., 2003;
Andjelic et al., 2009), and hemispheres (Hayes and Lewis,
1996). Morphological investigations have also led to the dis-
covery of new neuron types (e.g., Le Magueresse et al., 2011).
Additionally, digital reconstructions can quantify morphological
aberrations in pathological conditions, experience-dependent
morphological changes, and morphological changes during
development. Finally, the ever-increasing use of transgenic
mice has vastly expanded research on the genetic factors in
axonal and dendritic morphology, including protein regulation
in the maturation and specification of neuron identity (Franco
et al., 2012; Sulkowski et al., 2011; Michaelsen et al., 2010).
Statistical distributions of geometrical features extracted from
digital reconstructions have aided the search for general princi-
ples underlying dendritic and axonal branching (Cuntz et al.,
2008; Wen and Chklovskii, 2008; Snider et al., 2010; Teeter
and Stevens, 2011) and computation (Seidl et al., 2010). Virtually
embedding three-dimensional tracings in a template atlas of the
brain enables analysis of system stereology, such as space
occupancy (Oberlaender et al., 2012; Ropireddy et al., 2012).
In recent years, whole-brain 3D atlases have been acquired
along with internally registered neuronal reconstructions in
several insect models, constituting important progress toward
the generation of comprehensive connectivity maps in these
species (Kvello et al., 2009; Wei et al., 2010; Rybak et al.,
2010; Chiang et al., 2011).
Even the morphological reconstructions of a handful of indi-
vidual neurons can allow derivation of potential connectivity
patterns by computational analysis of the spatial overlap
between axons and dendrites (Stepanyants et al., 2002).
Passage of an axon within a spine length of a dendrite is
assumed to constitute a potential synapse (Stepanyants and
Chklovskii, 2005). This ‘‘neurogeometry’’ theoretical framework
has functional implications in neural circuits. For example, the
maximum number of synaptic connectivity patterns resulting
Figure 3. Scientific Applications of Digital Reconstructions
Three-dimensional tracing of axonal and dendritic morphology are typically acquired for one of several purposes, such as establishing neuronal identity,
implementing anatomically and biophysically realistic simulations of neuronal electrophysiology, performing morphometric and stereological analyses, and
determining potential connectivity. Data deposition in central repositories makes the reconstructions easily accessible for reuse in any of these applications, as
well as data mining, education, and outreach. Morphometric analysis from Costa et al. (2010). Potential connectivity from Ropireddy and Ascoli (2011).
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storage capacity, can be quantitatively estimated based on the
number of existing synapses and the shape and distribution of
axons and dendrites (Escobar et al., 2008). Digital tracing of
axons and dendrites in the cat visual cortex in vivo revealed
distinct potential connectivity organizations in excitatory and
inhibitory neurons relative to columnar domains (Stepanyants
et al., 2008). Similar application of 3D reconstructions have
investigated potential connectivity patterns in several other
systems, from Drosophila olfactory centers (Jefferis et al.,
2007) to rat hippocampus (Ropireddy and Ascoli, 2011).
The relationship between neuronal morphology and network
connectivity has always constituted a major motivation of digital
reconstructions. Intracellular labeling was used to reconstruct
connections in macaque visual cortex (Yabuta and Callaway,
1998) and between excitatory neurons in rat barrel cortex (Feld-
meyer et al., 1999), paired with dual whole-cell patch recording
to establish functional connectivity. With the neuronal recon-
struction boom in the new millennium, connectivity patterns
were rapidly characterized among other regions in the subiculum
(Harris and Stewart, 2001), spinal cord (Dityatev et al., 2001),
somatosensory cortex (Feldmeyer et al., 2005; Frick et al.,
2008), and main olfactory bulb (Eyre et al., 2008), suggestingspecific rules for themicrocircuit architecture (Packer and Yuste,
2011). As with dendritic morphology, reconstructions were also
heavily involved in determining the changes of connectivity
patterns in response to environmental conditions such as stress
(Vyas et al., 2006), hibernation (Magarin˜os et al., 2006), or during
neural circuit development (Peng et al., 2009).
One of the most important applications of digital reconstruc-
tions is in the implementation of biophysical simulations of
electrophysiology. The neuronal arborization is represented
as interconnected compartments, each sufficiently small to
adequately reflect significant local variations of the distribution
of membrane potential and membrane current along the length
of each neurite. The compartment longitudinal and transverse
resistances are set to reproduce the neuronal axial and mem-
brane resistances, respectively. Additional terms (varying among
compartments) describe the spatially distributed gradients
of voltage-gated and synaptic properties. Such a framework
enables simulation of fundamental aspects of neuronal function
at the subcellular, cellular, and circuit levels.
The contributions of digital reconstructions to results of
electrophysiological modeling are far too numerous to be over-
viewed comprehensively, ranging from network (Lytton and Sej-
nowski, 1991; McIntyre and Grill, 2002; Poirazi et al., 2003a;Neuron 77, March 20, 2013 ª2013 Elsevier Inc. 1023
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Bartos et al., 2002; Destexhe et al., 1998; Gasparini et al.,
2004). Notable discoveries about synaptic functioning involve
signal integration (Stuart and Ha¨usser, 2001; Spruston et al.,
1994; Softky and Koch, 1993; Cauller and Connors, 1994),
learning (Sah and Bekkers, 1996; Buonomano, 2000; Watanabe
et al., 2002), and scaling (Liu, 2011) or lack thereof (Perez-Rose-
llo et al., 2011). Mechanisms elucidated with this approach
include action potential initiation and propagation (Hoffman
et al., 1997; Ha¨usser et al., 2001; Alle et al., 2009; Kole et al.,
2008), information encoding (Cutsuridis et al., 2010), neuron
communication (Solinas et al., 2006; Traynelis et al., 1993;
DiGregorio et al., 2002; Gulledge and Stuart, 2003; Silberberg
andMarkram, 2007), and oscillation (Atunes et al., 2003; Franse´n
et al., 2004; Margrie and Schaefer, 2003). Morphologically and
biophysically realistic models of electrophysiology have also
shed light on the neuronal structure-function relationship (Kim
and Connors, 1993; Markram et al., 1997; Magee and Cook,
2000; Brecht et al., 2003), including effects of pathology (Chan
et al., 2007; Chen et al., 2001; McIntyre et al., 2004) and drugs
on neuronal activity (Poolos et al., 2002; Ferrante et al., 2008).
Another key application of digital reconstruction in computa-
tional neuroscience is to the modeling of neuronal morphology
itself (Ascoli, 2002). Virtual generation of axonal and dendritic
arbors is useful to explore mechanisms of growth (Eberhard
et al., 2006; van Ooyen, 2011) and to construct biologically real-
istic neural networks (Koene et al., 2009). Moreover, reproducing
in silico relevant geometrical features of experimental recon-
struction data identifies the necessary and sufficient metrics to
describe neuronal morphology, eliminating redundant descrip-
tors. In these simulations, model parameters are randomly
sampled from the statistical distributions of metrics extracted
from real neurons. The stochastic nature of this process can
generate an infinite number of nonidentical neurons from a
finite sample within each morphological class. Thus, neuro-
morphological models achieve both data compression and
amplification.
Tools and Resources for Digital Reconstructions
A defining feature of the ecosystem of neuronal reconstructions
is the breadth and depth of the electronic toolbox currently avail-
able to the research community. This section describes each of
these digital resources from the user’s perspective, starting from
the suitability for specific application domains and particularly
noteworthy features. We comment on usability, including docu-
mentation, available support, user friendliness, and whether the
resource is actively maintained or under continuous develop-
ment. We also consider accessibility in terms of compatible
hardware and software platforms, noting whether the resource
is commercial, free or open source. Lastly, we discuss evidence
of impact: published results, user base, courseworks, symposia,
and books. Several of these details and additional pointers,
such as literature references, contact information, and internet
addresses, are summarized in Table 1. This ‘‘user’s digest’’ is
organized in four sections: (1) digital tracing of morphologies
from microscopic imaging; (2) analysis and visualization, in-
cluding postprocess editing and morphometric extraction;
(3) simulation environments for single neuron and network1024 Neuron 77, March 20, 2013 ª2013 Elsevier Inc.modeling; and (4) databases providing curation and free public
access to reconstructions. Figure 4 illustrates representative
user interface examples from the four categories. A brief compi-
lation of relevant complementary tools is also included at the end
of each section.
Digital Tracing Software
As described above, computer-aided reconstruction of neuronal
morphology creates vector-format compartmental representa-
tions of dendritic and axonal arbors visualized by light micros-
copy. All existing tracing software requires a certain amount of
user intervention, varying from manually drawing neurites to
selecting parameters for automated or semiautomated recon-
structions. Most tracing programs allow visualization of the re-
constructed structure and offer some basic postreconstruction
editing and analysis functions, as well as file conversion utilities.
Several reconstruction and visualization tools were created as
plugins of the broad umbrella program ImageJ (http://rsb.info.
nih.gov/ij). Initially introduced as a low-cost image-analysis soft-
ware for the bench scientist (Schneider et al., 2012), this popular
software has grown to include over 500 plugins performing func-
tions from image acquisition, editing, and analysis to reconstruc-
tion and quantification. We made an effort to include all publicly
available tracing programs. Other software for digital reconstruc-
tion may be in use in individual laboratories that was custom
produced or is no longer distributed (e.g., Wolf et al., 1995).
1. Neurolucida (MBF Bioscience, Williston, VT, USA) is a
comprehensive commercial package for three-dimen-
sional neuronal reconstruction and brain mapping.
Semimanual tracing can be performed live from the
microscope feed through specialized companion hard-
ware or offline on collected image stacks (Figure 4A).
The user clicks along the center line of the neurite,
assigns the diameter with a circular cursor, and the soft-
ware connects each point with the previous one. The
AutoNeuron extension module (http://mbfbioscience.
com/neurolucida/autoneuron) automatically recon-
structs neurons from image stacks of sufficient quality
and moderate complexity after adequate parameter
setting. Neuron reconstructions can be viewed and
edited in Neurolucida or exported into ASCII or binary
files. Complementary programs include Neurolucida
Explorer (see Visualization and Analysis below) and
StereoInvestigator, which performs stereological anal-
yses such as unbiased cell count and volumetric
measurements. Extensive and detailed documentation
is available in published books and user guides in addi-
tion to an online FAQs section. Webinars and web tuto-
rials, training workshops, a user forum, and live remote
assistance provide active and thorough support to users.
Presentations at scientific meetings indicate a broad user
base. A list of publications using Neurolucida is also
maintained on their website. Neurolucida and itsmodules
only run on Windows.
2. Filament Tracer is a module of the commercial Imaris
package (Bitplane, Zurich, Switzerland) for detection of
neurons, microtubules, and filaments in 2D, 3D, and
4D. Three-dimensional tracing is overlaid on imaging
Table 1. Resources and Tools of 3D Reconstructions of Neuron Morphology: Unabridged Collection of Essential Pointers and
Literature References
Resource Platform Support Reference Lead Web Address
Tracing
Neurolucida* W EFGTDA Glaser and Glaser, 1990 J. Glaser mbfbioscience.com/neurolucida
Filament Tracer* WM ETDA N/A M. Messerli bitplane.com/go/products/filamenttracer
Amira* WML EGDA N/A S. Hupert www.vsg3d.com/amira/skeletonization
Neuron 3DMA* L DA Koh et al., 2002 W. Lindquist www.ams.sunysb.edu/lindquis/3dma/
3dma_neuron/3dma_neuron.html
NTS/Eutectic** W G Capowski, 1977 J. Capowski bellsouthpwp.net/c/a/capowski/
NTSPublic.html
NeuronJ** WML GNDA Meijering et al., 2004 E. Meijering imagescience.org/meijering/software/
neuronj
NeuRA** M G Broser et al., 2004 G. Wittum neura.org
NeuronStudio** W EGA Wearne et al., 2005 A. Rodriguez research.mssm.edu/cnic/tools-ns.html
ORION** WL FGDA Losavio et al., 2008 I. Kakadiaris cbl.uh.edu/ORION
Neuron_Morpho WM (I) GN Brown et al., 2005 G. D’Alessandro www.personal.soton.ac.uk/dales/morpho
Farsight WML (C) LTDA Wang et al., 2011 B. Roysam farsight-toolkit.org/wiki/Open_Snake_
Tracing_System
Trees Toolbox WML (O) EGTDA Cuntz et al., 2011 H. Cuntz treestoolbox.org
Vaa3D WML (C) FGTDA Peng et al., 2010 H. Peng Vaa3D.org
Simple Neurite Tracer WML (I) EGLTDA Longair et al., 2011 M. Longair pacific.mpi-cbg.de/wiki/index.php/
Simple_Neurite_Tracer
Neuromantic W ETDA Myatt et al., 2012 D. Myatt www.reading.ac.uk/neuromantic
Analysis
Neurolucida Explorer* W EFGTDA Glaser and Glaser, 1990 J. Glaser mbfbioscience.com/neurolucida
Neuronland** WM GLDA N/A J. Ogden neuronland.org/NL.html
Cvapp WM (J) G Cannon et al., 1998 R. Cannon www.compneuro.org/CDROM/docs/
cvapp.html
L-Measure WML (CJ) FGDA Scorcioni et al., 2008 G. Ascoli cng.gmu.edu:8080/Lm
Computational Modeling
L-Neuron*** WL (C) GNA Ascoli et al., 2001 G. Ascoli krasnow1.gmu.edu/cn3/L-Neuron
NeuGen*** WML (CJ) GNDA Eberhard et al., 2006 G. Wittum neugen.org
NetMorph*** WML (C) GNDA Koene et al., 2009 A. van Ooyen netmorph.org
CX3D*** WM (J) FT Zubler and Douglas, 2009 A. Hauri www.ini.uzh.ch/amw/seco/cx3d
NEURON WML (C) FGLTDA Hines and Carnevale, 1997 M. Hines www.neuron.yale.edu/neuron
GENESIS WML (C) FGLTDA Bower and Beeman, 1998 J. Bower genesis-sim.org
NeuronC ML (C) GNDA Smith, 1992 R. Smith retina.anatomy.upenn.edu/rob/neuronc.
html
Surf-Hippo L (O) GL Borg-Graham, 2000 L. Borg-Graham www.neurophys.biomedicale.univ-paris5.
fr/graham/surf-hippo.html
Catacomb** WML GNDA Cannon et al., 2003 M. Hasselmo catacomb.org
neuroConstruct WML (J) GTNDA Gleeson et al., 2007 A. Silver neuroconstruct.org
Moose WML (O) FGDA Ray and Bhalla, 2008 U. Bhalla moose.ncbs.res.in
PSICS WML (JO) EFGDA Cannon et al., 2010 M. Nolan psics.org
Database
NeuroMorpho.Org WML EGDA Ascoli, 2007 G. Ascoli neuromorpho.org
Cercal DB WML NDA Troyer et al., 1994 G. Jacobs apps.montana.edu/cercaldb
CCDB WML GLDA Martone et al., 2008 M. Martone ccdb.ucsd.edu
Fly Circuit WML EGT Chiang et al., 2011 A.-S. Chiang flycircuit.tw
Resource: *commercial; **free, not open source; all others, free; ***morphological modeling (as opposed to electrophysiological). Platform:
W, Windows; M, Mac; L, Linux; (C), C/C++; (J), Java; (I), ImageJ plugin; (O) others, i.e., Matlab, Python, Lisp, or Fortran. Support: E, e-mail; F, forum;
G, guide (manual); L, mailing list; N, newsletter; T, tutorial; D, ongoing development; A, actively maintained.
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Figure 4. The Ecosystem of Digital Reconstructions: Representative Resources and Tools
(A) Neurolucida allows live or offline tracing and its companion module NeuroExplorer (inset) performs quantitative analyses.
(B) Digital reconstructions can be viewed and edited using Cvapp, and extensive morphometric analysis can be performed using L-Measure (inset).
(C) The NEURON simulation environment can distribute biophysical properties on imported neuronal reconstructions (in this example, a hippocampal inter-
neuron; top left) for electrophysiological simulations. Here, the membrane depolarization is recorded (top right) at the soma (blue), proximal dendrite (green) and
distal dendrite (red). The peak of back-propagating action potential along the dendrite decreases in amplitude with distance from the soma (bottom left), due to
distinct current contributions (bottom right).
(D) NeuroMorpho.Org hosts digital reconstructions of neuronal morphologies that are published in peer-reviewed journals. Searching across different metadata
categories (left) returns a summary result list (middle), which can be individually browsed to download the reconstruction as a standard SWC file (top right) or for
additional metadata details (bottom right).
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Primerdata in real time and a progression of reconstruction
strategies is available, ranging from manual to fully
automatic detection and segmentation methods. The
software includes visualization and editing utilities and
performs morphometric calculations as well as dendrite
and spine tracking from time lapse data sets. Recon-
structions are saved in Imaris ASCII files that can be
converted into standard SWC format with L-Measure or
NeuronLand (see Visualization and Analysis below).
Online video instructions cover all offered functionalities
and an extensive FAQs section provides detailed
answers and step-by-step troubleshooting. A list of
publications using FilamentTracer is also available on
their webpage, along with a ‘‘Knowledge Base’’ illus-
trating case studies of specific features used in various
experiments. Imaris hosts an annual User Group Meeting
and offers education webinars. Filament Tracer runs on
Windows and Mac.
3. Amira (Visualization Sciences Group) is a commercial
software package with numerous extensions for different
data sets. The Skeletonization extension supports re-
construction and analysis of vascular and dendritic
networks. An image-processing tool performs semiauto-6 Neuron 77, March 20, 2013 ª2013 Elsevier Inc.matic neuronal reconstruction from confocal images
and stacks. Additional features include options for
advanced visualization, simulation, and quantitative anal-
ysis. Several features in the Skeletonization extension are
also present in the Filament Editor, part of a separate
Microscopy extension. Reconstructions can be postpro-
cessed for high-quality presentation and exported as
movie files or in custom ASCII format that can be con-
verted to SWC with L-Measure or NeuronLand. A list of
publications utilizing Amira is available on their website.
Customer support is provided and documentation
includes release notes and FAQs. Amira Skeletonization
runs on Windows, Mac, and Linux.
4. 3DMA-Neuron was developed at the State University
of New York at Stony Brook and is commercially dis-
tributed by Nihon Visual Science (Tokyo, Japan). This
software performs automated reconstruction from
high-resolution images of single neurons along with
various morphological measurements and integrated
analysis of spine morphology. Output file formats
include standard SWC and NeuroML. The program
runs on Linux and other Unix operating systems
including SGI Irix and SUN.
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Primer5. Eutectic NTS (Neuron Tracing System) was produced
commercially, but the executable is now freely available
from the developer. Eutectic allows tracing of neurons
directly from a single image and was employed in the
majority of the early publications using digital reconstruc-
tions. The user can edit, merge, filter, and view the
morphology in 3D, though this display is not fully interac-
tive. The program performs numerous mathematical
manipulations and maintains statistical summaries of
morphology. Eutectic runs on Windows and user guide
documentation is available online.
6. NeuronJ is a Java plugin of ImageJ that allows semiau-
tomatic tracing and quantification of elongated struc-
tures from 8-bit grayscale or indexed color images.
The user indicates the tracing start point and moves
the mouse along the neurite. The algorithm computes
the optimal path between the initial point and the
current position of the mouse and displays the path.
The user can accept the suggested path with a click
and continue. For more accurate representation of the
neurite, users may try moving in shorter segments to
avoid straight-line shortcuts that misrepresent neuritic
curvature. Although it only enables 2D reconstruction,
NeuronJ enjoys fairly broad usage, as it was the first
freeware product to facilitate neurite tracing and anal-
ysis across computer platforms (Windows, Mac, and
Unix). Tracings can be saved in the native .ndf (Neu-
ronJ data file) format or in various options of text
files. The software is under active maintenance but is
no longer developed and the source code is not
released.
7. NeuRa (NEUron Reconstruction Algorithm) automatically
converts image stacks obtained by two-photon micros-
copy into vector-style digital tracings. Image prepro-
cessing is required to mark and delete unnecessary
structures. After reconstruction, the file can be manually
edited and saved in NEURON format (see Computational
Modeling below). The program is no longer developed
nor actively maintained, but a concise manual is available
on the website. NeuRa runs only on Mac with a simple
graphical user interface. SpineLab, based on NeuRA, is
a software tool that reconstructs dendritic trees as well
as changes in spine density over time (Jungblut et al.,
2012).
8. NeuronStudio is a self-contained free program for
manual, semimanual, or automatic tracing of neuronal
structures from confocal and multiphoton images.
Reconstructions can be inspected and edited in 2D or
3D with the companion NeuroGL software (Rodriguez
et al., 2003) and saved in standard SWC format. The soft-
ware also performs simple measurements and image
processing, including dendritic spine detection and clas-
sification. A detailed online manual provides step-by-
step instruction for all functionality. Active user support
is available via e-mail and regular updates are posted
by the developer. NeuronStudio runs on Windows and
an OpenGL-capable video card is required for the 3D
NeuroGL viewer only.9. ORION (Online Reconstruction and Imaging of Neurons)
automatically reconstructs neuronal morphology from
tiled image stacks acquired by confocal or multiphoton
microscopy. The software accounts for experimental
variables like background noise, visual artifacts of patch
pipettes, and image alignment. Full dendritic arbors can
be traced in several minutes without human intervention
and saved in standard SWC or NEURON formats. Written
in C++ and MATLAB, ORION runs on Windows and
Linux. An online blog serves as a discussion forum for
users and developers.
10. Neuron_Morpho is an open-source ImageJ plugin for
semimanual digital tracing of neurons from image stacks.
The user outlines the surface of the neurite or soma by
drawing straight lines across the width of the section.
Thus, an ellipsoid soma can be represented as a series
of straight lines perpendicular to the length of the ellip-
soid. Information about the line’s order, type, connec-
tivity, x, y, and z coordinates, and radius is recorded in
a table. The contents of the table itself can be edited
further. Though very easy to use, Neuron_Morpho may
be cumbersome for complex neurons, yet remains
extremely useful for simpler morphologies. Reconstruc-
tions can be saved in standard SWC and NEURON
formats. Neuron_Morpho is no longer actively supported,
but feedback is available from the developer. The code,
written in Java, is open source and runs on Windows
and Mac.
11. Farsight (Fluorescence Association Rules formultidimen-
sional inSight) is an image analysis toolkit collaboratively
developed by biological and computational investiga-
tors. The Open-Snake Tracing System of this toolkit
allows automated reconstruction from 3D image stacks
(Wang et al., 2011). The algorithm is self-contained
including various reconstruction aspects from image
preprocessing to tracing, editing, and generating dif-
ferent output formats. The Tracing System is currently
under construction, though the code for basic 3D opera-
tions is available online. The Trace Editor feature of
the Farsight toolkit (Luisi et al., 2011; http://www.
farsight-toolkit.org/wiki/Trace_Editor) allows closer
inspection of the reconstruction along with rapid iden-
tification and correction of errors using a graphical
interface. Though these are presently independent
modules, current development is focused on integrating
the Trace Editor with the Tracing System. Farsight,
written in C++, is open source and runs on Windows,
Mac, and Linux.
12. Trees Toolbox allows manual and automatic neuronal
reconstruction from image stacks as well as editing, visu-
alization, quantitative branch measurements, and elec-
trotonic analysis. Furthermore, the package contains a
neuron constructionmodule that uses a growth algorithm
to build virtual dendritic arbors. The user accesses the
toolbox in MATLAB and can call a graphical interface to
trace neuronal morphologies as cylinder-based OpenGL
renderings. Morphologies can be exported in formats
compatible with NEURON and neuroConstruct (seeNeuron 77, March 20, 2013 ª2013 Elsevier Inc. 1027
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Video tutorials as well as a detailed, clear online manual
are available along with a user forum and developer
mailing list. The open-source MATLAB code runs on
Windows, Mac, and Linux. Trees Toolbox is actively
maintained and is under continuous development.
13. Vaa3D (3D Visualization Assisted Analysis) is a multifunc-
tional system for bioimage and surface object analyses.
The Vaa3D-Neuron module traces morphology from
large image stacks of numerous file formats, visualizes
and measures the resulting 3D structure, and facilitates
comparative analyses. Video tutorials are available on
the website along with a list of publications citing
Vaa3D and test data sets that allow hands-on tracing
experience with the graphical interface. An online discus-
sion forum and mailing list provide user support, bug
reports, and miscellaneous announcements. Vaa3D is
under active maintenance and continuous development.
Developers can write their own plugins for the platform
and community participation is encouraged via ‘‘hacka-
thon’’ events. The C code is open source and runs on
Windows, Mac, and Linux.
14. Simple Neurite Tracer is an ImageJ plugin true to its
name: it is easy to install and its intuitive graphical tracing
interface makes creating 3D reconstructions simple. The
exploratory tracing system efficiently finds the best path
between user-selected points in large image stacks. For
a novice user, the option to visually select parameters to
increase contrast from a preview palette of the prepro-
cessed image is a very intuitive process. The program
offers interactive 3D visualization, performs basic mor-
phometric analysis, and interacts with other ImageJ
plugins. Simple Neurite Tracer supports numerous
imaging formats and exports reconstructions as raw
comma-separated values, standard SWC files or as its
native XML-based format. A number of online video tuto-
rials provide step-by-step instructions to the functional-
ities and, additionally, a user guide and FAQs offer
detailed documentation. A user mailing list, online bug
tracking and reporting, and e-mail support are also avail-
able. The open-source Java program runs on Windows,
Mac, and Linux.
15. Neuromantic is another reconstruction software with
a simple interface that allows manual and semiautomatic
neuromorphological reconstruction from single images
or image stacks. In the semiautomatic tracing system,
the user indicates the starting point and then moves the
mouse along the centerline of the neurite, while the
program automatically estimates the radii of the process.
Neuromantic allows the user to view and interact with the
tracing within the same application as it is being created.
Its intuitive editing features make it a powerful resource
for 3D reconstructions. The reconstructions can be
saved in SWC format and conversion with MorphML is
also available. Video tutorials are offered online along
with a blog of updates and a list of publications utilizing
Neuromantic. Neuromantic is open source and runs on
Windows.8 Neuron 77, March 20, 2013 ª2013 Elsevier Inc.Complementary Tools
Two other types of software programs are particularly relevant to
digital tracing of neuronal morphology. The first consists of algo-
rithms for fully automating the reconstruction process. At
present, automated systems are not sufficiently general and
robust to replace manual reconstructions in most cases. In
part, this is due to the broad variation in tissue preparation, stain-
ing methods, and imaging techniques described above. Never-
theless, automated tracing of neuronal morphology holds the
promise of high-throughput reconstruction, changing the type
of scientific questions that can be asked (Svoboda, 2011; Dono-
hue and Ascoli, 2011). The DIADEM Challenge (DIgital recon-
structions of Axonal and DEndritic Morphology) recently
screened a number of software entries remotely developed for
automatically tracing representative neuroscience data sets
(Brown et al., 2011) with a novel custom-designed metric for
quantitative comparison against the manual benchmark (Gillette
et al., 2011). The five finalist algorithms are freely available
for download at http://diademchallenge.org. Other automated
tracing algorithms are being developed in individual laboratories
(e.g., Chiang et al., 2011; Peng et al., 2011). In particular, the soft-
ware that enabled the first (and so far only) high-throughput
reconstruction study, 16,000 Drosophila neurons (Lee et al.,
2012), can be downloaded as an executable for different oper-
ating systems (http://flycircuit.tw/NT/Win32.zip; http://flycircuit.
tw/NT/Win64.zip; http://flycircuit.tw/NT/Linux_x86.zip) but lacks
user-friendly documentation.
The second type of electronic tool related to three-dimen-
sional reconstruction of neuronal morphology consists of soft-
ware to trace neurons in a format other than vector style. The
most common alternative is the ‘‘surface’’ representation typi-
cally adopted to reconstruct neurons from high-resolution
imaging such as EM. A popular tool for this style of neuronal
tracing is Reconstruct (http://synapses.clm.utexas.edu/tools/
reconstruct/reconstruct.stm), a free editor that facilitates
montaging, alignment, analysis, and visualization of serial
sections. Reconstruct enables tracing of different structures
over large number of sections and images. A semiautomated
tracing utility determines the boundary of the region surrounding
a location selected by the operator according to user-defined
parameters. The 3D surface rendering is generated from the
z traces drawn over multiple serial sections. Reconstruct has
a detailed online manual, is open source, and runs on Windows.
Other reconstruction plugins for ImageJ include IJ-MorphDig
(http://retina.anatomy.upenn.edu/rob/ncman3), which allows
morphological tracing from confocal image stacks to be used
specifically with ‘‘Retsim,’’ a retinal simulation package
included with NeuronC (see Computational Modeling below);
Skeletonize 3D (http://fiji.sc/Skeletonize3D), which is based on
the implementation of a previous 3D thinning algorithm (Lee
et al., 1994); Neurite Tracer (Pool et al., 2008; http://fournierlab.
mcgill.ca/neuritetracer.html); and themore recent NeuronPersis-
tentJ (http://imagejdocu.tudor.lu/doku.php?id=plugin:utilities:
neuronpersistentj:start). These latter three only produce ‘‘volu-
metric’’ reconstructions without generating segment-based
arbor connectivity. Thus, they are suitable for visualization and
limited analysis but not for broader application such as compart-
mental modeling and extensivemorphometric characterizations.
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Increasing adoption of digital reconstruction software created
the demand for powerful and user-friendly tools for visualization
and analysis. Asmentioned above, these functionalities are often
included within the same software environments that allow for
morphological tracing. However, a few additional stand-alone
resources are also available, which we describe here.
1. Neurolucida Explorer is a 3D visualization and morpho-
metric analysis program (Figure 4A, inset) that accom-
panies Neurolucida. Automatic morphometric analysis
can be performed on an entire data set or on selected
objects within a data set collected with Neurolucida.
Reconstructions and analysis tables can be exported
into other graphics programs and MS Excel, respectively.
User support and system requirements are the same as
described for Neurolucida.
2. NeuronLand offers two freely available utilities. The
Morphology Converter supports format conversions of
3D reconstruction files between more than 20 different
formats. This command line program also performs limited
statistical morphological analysis and multiple other func-
tionalities to manipulate the reconstructed branching
structure, such as cutting, splicing, flipping, and stitching
subtrees. The second application, NeuronLand Mor-
phology Viewer, provides 3D interactive display importing
and exporting data in the same formats supported by the
Converter. These programs are regularly updated and
actively maintained. Online tutorial and instruction manual
are available as well as a user support mailing list. Neuron-
Land Morphology Converter runs on Windows and Mac,
while the Viewer only runs on Windows.
3. Cvapp is a visualization, editing, and file conversion tool
with a user-friendly interface to zoom, pan, and rotate
Neurolucida and SWC reconstructions in 3D (Figure 4B).
Cvapp can export reconstruction files into NEURON and
GENESIS formats (see Computational Modeling). Online
documentation is available, but the software is no longer
developed or maintained. The free and open-source
Java code runs on Windows, Mac, and Unix and can be
customized to meet specific requirements.
4. L-Measure is a free, open-source program that extracts
over 30 quantitative morphological parameters from
neuronal reconstructions in a variety of file formats.
Morphological measurements can be computed from
the entire neuron or from a user-specified portion of the
neuronal structure (Figure 4B, inset). The C/C++ program
can be executed via command line or through a user-
friendly graphical interface written in Java. A help section
within L-Measure provides detailed instructions for
running the programs and in-depth explanations for each
parameter. Additional user support is available via mailing
list and discussion group. The software is available as an
online applet or downloadable stand-alone application,
and the distributed source code has been incorporated
in other applications such as Farsight and Vaa3D.
L-Measure is actively maintained, is under continuous
development, and runs on Windows, Mac, and Linux.Complementary Tools
Quantitative analysis is not restricted to the morphometry
of vector-style digital reconstructions. Stereological parame-
ters such as cell counts or volume and surface mea-
sures can be extracted from optical microscopy images
with StereoInvestigator (http://mbfbioscience.com/stereo-
investigator), Neuron Image Quantitator (NeuronIQ: http://
cbi-tmhs.org/Neuroniq), a MATLAB program with code avail-
able upon request, NEuron MOrphological Analysis Tool
(NEMO: Billeci et al., 2013; http://www.centropiaggio.unipi.
it/content/nemo-neuron-morphological-analysis-tool) that per-
forms dynamic morphometric analysis on images, and the
ImageJ plugin NeuronMetrics (Narro et al., 2007; http://
ibridgenetwork.org/arizona/ua07-56-neuronmetrics). Huygens
software (http://www.svi.nl/HuygensSoftware) is another
image-processing and analysis package used to quantify light
microscopy data sets in neuroscience that runs on Windows,
Mac, and Linux. Similar applications are offered by several
leading commercial microscopic imaging systems. An additional
related development is MorphML (Crook et al., 2007), a formal
mark-up language to describe the compartmental representa-
tion of reconstructed neuronal morphology like SWC files
(http://neuroml.org).
Computational Modeling: Virtual Growth and
Electrophysiological Simulations
Use of digital reconstructions in morphologically and bio-
physically realistic simulations and network models allows
direct investigation of the neuronal structure-activity-func-
tion relation. The following is an overview of currently avail-
able modeling software, all of which are free and typically
open source. The first four programs are for morpho-
logical modeling (marked with ‘‘***’’ in Table 1). The remain-
ing are for biophysical simulations of neuronal electro-
physiology.
1. L-Neuron is a computational tool to generate anatomi-
cally accurate virtual neurons of various morphological
classes. L-Neuron resamples statistical distributions
extracted from experimental data to generate virtual
neurons according to algorithms that implement estab-
lished anatomical rules. The 3D morphological models
can be visualized with the companion L-Viewer program
and exported into classic graphic formats (bitmap,
VRML, DXF, POV, and Blob) or standard SWC format
for morphometric analysis and electrophysiological
simulations. Online documentation and e-mail user
support are available. Actively maintained but no longer
developed, L-Neuron is written in C/C++ and runs on
Windows and Linux. The source code is available upon
request bundled within L-Measure.
2. NeuGen utilizes experimental data to extract relevant
parameters, based on which it generates synaptically
connected somatosensory barrel cortical neurons of
different morphological classes (pyramidal, star pyra-
midal, and stellate cells). Morphologies are created in
a format compatible with NEURON. The online manual
is detailed with screen shots providing step-by-step
guidance. NeuGen is free, open source, and underNeuron 77, March 20, 2013 ª2013 Elsevier Inc. 1029
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runs on Windows, Mac, and Linux.
3. NetMorph simulates neuronal morphogenesis to
generate large-scale 3D neuronal networks. Axonal and
dendritic morphology is modeled according to realistic
growth cone dynamics with synaptic formation along
the way. Animated output files allow visualization of
the developing structure over time. Full anatomy or
abstracted circuit connectivity can be exported as text
files. NetMorph is under ongoing development and online
documentation is available. The program is written in
C++, is open source, and runs on Windows, Mac, and
Linux.
4. CX3D simulates the realistic development of large 3D
neural circuits. Mimicking biology, cells are generated
by replication, then migrate into the layered cortex and
extend their neurites to form synaptic connectivity.
CX3D models branching patterns and growth based on
intracellular protein concentrations and diffusion of extra-
cellular signaling molecules. The connected network can
be exported in the XML format. A manual and tutorial are
available online in addition to a discussion forum. CX3D
is written in Java, is open source, and runs on Windows
and Mac.
5. NEURON is the leading simulation environment for
compartmental modeling of neuronal biophysics and
electrophysiology. The user-friendly graphical interface
allows for file input, format conversion, and output, new
cell model specification, implementation of small circuits
including gap junctions and extracellular electric fields,
model analysis, and optimization (Figure 4C). Extensive
documentation includes ‘‘The NEURON Book’’ (Carne-
vale and Hines, 2006), online tutorials, articles, and addi-
tional material. NEURON has a large user base and
support is available via mailing list, blog, and discussion
forum. Workshops and summer courses are also
regularly held. As of January 2012, this software was
used in 1,176 publications (http://www.neuron.yale.
edu/neuron/static/bib/usednrn.html). Written in C++,
NEURON is actively maintained and under continuous
development. The program runs on Windows, Mac,
Linux, and on parallel architectures including Beowulf
clusters, IBM Blue Gene, and Cray XT3. The popularity
of NEURON also encouraged the implementation of
ancillary tools such as Neuronvisio, an enhanced inter-
face allowing interactive 3D model representations and
saving/reloading of simulation results (Mattioni et al.,
2012; http://michelemattioni.me/neuronvisio).
6. GENESIS (GEneral NEural SImulation System) supports
implementation of biologically realistic models of neu-
ronal activity ranging from biochemical reactions at
the subcellular level to large networks at the systems
level. The environment is intended to allow users to focus
on simulation design, execution, and analysis (with a
graphical user interface), while enabling developers to
continuously expand available functionality for educa-
tion, collaboration, and research. To resolve recent
difficulties with community contribution to the simulator0 Neuron 77, March 20, 2013 ª2013 Elsevier Inc.implementation, GENESIS is currently undergoing a soft-
ware reconfiguration based on a federated architecture
under the Computational Biology Initiative. Extensive
documentation is available in the form of tutorials, arti-
cles, and the free internet edition of ‘‘The Book of
Genesis: Exploring Realistic Neural Models’’ (http://
genesis-sim.org/GENESIS/bog/bog.html), which is also
popular in print (Bower and Beeman, 1998). An online
forum and a mailing list provide support and allow inter-
actions between users and developers. GENESIS runs
on Windows with Cygwin, Mac, and Linux, and a parallel
version is available for cluster architectures.
7. NeuronC allows construction, 3D visualization, and bio-
physically realistic physiological simulation of up to
10,000 neurons in the retina circuit. NeuronC is actively
maintained and regularly updated. A detailed manual
is available online along with a discussion mailing list.
NeuronC runs on Unix, is written in C/C++, and is open
source.
8. Surf-Hippo is a simulation system to investigate mor-
phologically and biophysically detailed compartmental
models of single neurons and networks. Cells and circuits
can be constructed using builtin functions and various
anatomy file formats. Surf-Hippo is similar to NEURON
and GENESIS but is written in Lisp. A new release of
Surf-Hippo, which will support NeuroML, is under devel-
opment. Online manual and a mailing list are available.
Surf-Hippo is open source and runs on Linux.
9. Catacomb is a modeling system for defining, building,
and exploring biological models with a focus on biologi-
cally plausible neurons, synapses, and networks in the
context of whole animal behavior. Online documentation
includes screen shots and accompanying explanations.
Written in Java, Catacomb is not open source and runs
on Windows, Mac, and Linux.
10. neuroConstruct is designed to simplify development,
visualization, and analysis of complex networks of bio-
logically realistic neurons in 3D by generating script files
for other simulation platforms like NEURON, GENESIS,
Moose, PSICS, and PyNN (see below). Neuronal mor-
phologies can be imported directly into neuroConstruct.
Simulator-independent, conductance-based cell models
can be generated and spatially arranged to create synap-
tically connected networks. Network simulations are
then scripted out, e.g., to NEURON or GENESIS, and
the results stored in text files. Simulations can be loaded
back into neuroConstruct for visualization and analysis.
neuroConstruct is under active maintenance and
ongoing development. A mailing list and online tutorials
are available. The program is written in Java, is open
source, and runs on Windows, Mac, and Linux.
11. MOOSE (Multiscale Object-Oriented Simulation Environ-
ment) allows large, detailed, numerical simulations
across the scales of single molecules, subcellular net-
works, individual cells, neuronal networks, and larger
systems. MOOSE is backward compatible with
GENESIS and forward compatible with Python and
XML-based model definition standards. A graphical
Neuron
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lations. Python allows cross-simulator interoperability,
such as combining a NEURON electrophysiological
model with a GENESIS biochemical signaling model.
Detailed documentation is available online along with
a bug tracking and reporting system. MOOSE is open
source and currently in beta release.
12. PSICS (Parallel Stochastic Ion Channel Simulator)
enables simulation of neuronal activity in complex
morphologies with arbitrary localization of ion channels.
The Interactive Channel INsertion Graphical user inter-
face (ICING) allows defining and editing of cell properties
and distribution of membrane conductances over the
neuron structure. Morphologies can be imported from
NEURON, neuroConstruct, and NeuroMorpho.Org (see
Database Availability) in NeuroML. Several built-in
models, an online user guide, and links to external useful
resources are also provided. PSICS is written in Fortran
and Java, is open source, and runs on Windows, Mac,
and Linux.
Complementary Tools
The above list does not include the numerous published compu-
tational models of neuronal morphology (e.g., Samsonovich and
Ascoli, 2005; Lo´pez-Cruz et al., 2011), as this compilation
focuses on research tools available to the scientific community
as opposed to individual custom solutions restricted to the
domain of a single laboratory. The software programs listed for
computational modeling of neuron electrophysiology include
resources for circuit simulation but always with the ability of rep-
resenting dendritic and axonal morphology. Various other neural
network simulators largely or exclusively consider point neurons
as the elementary unit of computation, sacrificing neuron-level
realism for larger-scale modeling. For example, PCSIM (Parallel
neural Circuit SIMulator; http://www.lsm.tugraz.at/pcsim) allows
parallel simulation of large-scale heterogeneous spiking and
analog neural networks with up to millions of different point
neurons and billions of synapses. Emergent (http://grey.
colorado.edu/emergent) models neural dynamics at the level of
activity rates. Topographica (http://topographica.org) focuses
on modeling activity in cortical maps. CNS (Cortical Network
Simulator; http://cbcl.mit.edu/jmutch/cns) is designed specifi-
cally for graphical processing units (GPUs).
Other neural network simulators include CNRun (http://
johnhommer.com/academic/code/cnrun), LENS (http://tedlab.
mit.edu/dr/Lens), Nodus (http://www.tnb.ua.ac.be/software/
nodus/nodus_info.shtml), Simbrain (http://simbrain.net), and
NEST (Neural Simulation Technology; http://nest-initiative.org).
PyNN (http://neuralensemble.org/trac/PyNN) is a Python-based,
simulator-independent language for building neuronal network
models. The same unmodified PyNN code runs with several sup-
ported programs, including NEURON, PCSIM, NEST, and Brian
(http://briansimulator.org), which itself similarly allows imple-
mentation seamlessly compatible on GPUs and traditional hard-
ware (Goodman, 2010). NeuroTools (http://neuralensemble.org/
trac/NeuroTools) provides supporting tools for tasks associated
with a simulator such as setup, parameterization, data manage-
ment, analysis, and visualization. NeurAnim (http://sourceforge.net/projects/neuranim) animates neural network simulations in
3D. These latter two resources may be valuable for use with
circuit simulations implemented in the environments described
above and in Table 1.
Database Availability
The explosive and continuing acceleration in collection and
application of digital reconstruction of neuronal morphology
has created a pressing need for organized efforts toward data
curation, annotation, storage, and distribution. Meta-analysis
of existing primary data pooled from many studies and reanaly-
sis of selected data sets can lead to remarkable secondary
discoveries (Ascoli, 2007). In turn, data sharing and reuse by
the community increases the visibility and impact of the original
studies for which the data were collected. Therefore, several
laboratories are freely posting their reconstructions online after
result publication, either on their own website, or in public
resources such asNeuroMorpho.Org. This section describes ex-
isting free databases of neuronal reconstructions, all of which are
actively maintained and regularly updated. Since NeuroMorpho.
Org mirrors data from other existing collections in addition to
allowing direct deposition from researchers, individual labora-
tory databases are not described separately (though they are
listed at the end of the section), unless they contain relevant
complementary data not included elsewhere.
1. NeuroMorpho.Org is a public, NIH-sponsored, central
repository of digital reconstructions of neuronal morphol-
ogies. Version 5.5 (Winter 2013) had 8,858 reconstructions
contributed by 108 laboratories from 19 species and 20
brain regions, representing the broad diversity of dendritic
and axonal morphology (Figure 1). Morphologies can be
browsed and searched with dropdown menus (Figure 4D)
or with a Google-like keyword bar by any metadata cate-
gory (e.g., neuron type, experimental conditions, and file
format), as well as by morphometry (number of branches,
volume, etc.). Neurons are returned as summary lists or
organized by animal species, brain region, neuron type,
or laboratory of origin and can be downloaded or in-
spected in the browser with an intuitive interactive display.
All available rodent neurons are also accessible through
a voxel density map visualized in a 3D mouse brain atlas.
A quick-start guide, FAQs, and numerous links to many
other relevant resources described in this review are also
available online. NeuroMorpho.Org is recognized as a
major enabling resource in the research ecosystem of
digital neuromorphology. New reconstructions are regu-
larly added to the database. Original digital tracing files
received from contributors are processed to generate
a standardized SWC format, 2D image, and 3D animation
of the morphology. The original, standardized, and
rendered files are all freely downloadable along with log
files reporting changes enacted in the conversion process
and detailed notes. Each reconstruction in NeuroMorpho.
Org is further annotated with rich information including
animal strain, age, gender, weight, histological protocol,
staining method, and microscopy technique. Moreover,
all morphologies are associated with their correspond-
ing PubMed references. In turn, PubMed abstracts ofNeuron 77, March 20, 2013 ª2013 Elsevier Inc. 1031
Figure 5. Literature Database of References Reporting Digital Reconstructions of Neuronal Morphology
(A) Articles describing neuromorphological tracings are categorized in NeuroMorpho.Org based on availability of the reconstructions, year of publication, and
species from which the morphologies are traced.
(B) Each publication is listed with its PubMed identifier (PMID) linking to the online abstract.
(C) If the reconstructions from the publication are available in the repository, they can be directly retrieved from PubMed via linkout mechanism.
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NeuroMorpho.Org enable direct ‘‘linkout’’ access to the
digital reconstructions from the database. Clear terms of
use ensure that contributors are appropriately cited
when their data are downloaded and used in published
studies. Reconstructions posted on NeuroMorpho.Org
have been utilized in over 120 peer-reviewed publications.
More than 2.4 million files have been downloaded in the
past six years in over 100,000 visits from 125 countries.
NeuroMorpho.Org also maintains extensive literature2 Neuron 77, March 20, 2013 ª2013 Elsevier Inc.coverage of publications containing neuromorphological
tracings since the inception of digital reconstruction tech-
nology (Halavi et al., 2012). Publications can be perused
by entering the PubMed identifier and browsed by recon-
struction information, year of publication, or availability
status of the described data (Figure 5).
2. CercalDB (Cricket cercal system database) contains over
100 freely downloadable reconstructions of sensory
neurons and interneurons of the cricket cercal system,
categorized by type, length, and directional tuning. The
Neuron
Primerconcise and specific nature of this database facilitates
seamless browsing and searching. Selected reconstruc-
tions can be viewed together along with an online compar-
ison of their neuronal properties.
3. CCDB (Cell Centered Database) provides free access to
digital reconstructions from various systems in addition
to underlying raw microscopy image sets. CCDB contains
high-resolution 2D, 3D, and 4D data from light and
electron microscopy as well as image files of protein local-
ization, brain mosaics, tomographic registrations, and
analyses. The database also includes a Subcellular
Anatomy Ontology linked to the Neuroscience Information
Framework (see Complementary Tools below).
4. Fly Circuit is a database of Drosophila neurons containing
approximately 16,000 reconstructions from the nine major
neurotransmitter systems in the optic lobe and central
brain of the fruit fly. Genetically labeled local and projec-
tion neurons in 29 neuropil regions from each hemisphere
were individually reconstructed with a custom automated
algorithm after manual preprocessing of the confocal
images. Standard brain models of 6-day-old male and
female adult flies allow users to register neurons in a
common anatomical framework. Reconstructions can be
visualized in 3D in different modes such as volume render-
ings, skeleton mode, and by soma location within the
atlas. Each reconstruction is accompanied by metadata
including the animal gender, age, and GFP expression
driver, as well as the putative neurotransmitter and spatial
distribution of axon terminals. This information is coded to
allow rapid, full-scale similarity searches. Reconstructions
can be downloaded as Amira files.
Complementary Tools
Several laboratories maintain publicly available databases
of reconstructions from their own studies. These include
the collections of Drs. Alexander Borst (www.neuro.mpg.de/
30330/borst_modelfly_downloads), Brenda Claiborne (utsa.
edu/claibornelab), Alain Destexhe (http://cns.iaf.cnrs-gif.fr/
alain_geometries.html), Attila Gulyas (www.koki.hu/gulyas/
ca1cells), Patrick Hof (research.mssm.edu/cnic/repository),
Gregory Jefferis (flybrain.stanford.edu), William Kath
(dendrites.esam.northwestern.edu), Dennis Turner (www.
compneuro.org/CDROM/nmorph), and Rafael Yuste (http://
www.columbia.edu/cu/biology/faculty/yuste/databases). These
databases are mirrored into NeuroMorpho.Org for centralized
access to all reconstructions and associated metadata. The
Virtual Neuromorphology Electronic Database (krasnow1.gmu.
edu/cn3/L-Neuron/database) contains virtual models of neu-
ronal morphology generated with the L-Neuron program (see
Computational Modeling), which can also be reanalyzed or
employed for biophysical simulations of electrophysiology.
The Invertebrate Brain Platform (invbrain.neuroinf.jp; Ikeno
et al., 2008) is a repository of confocal images and electrical
responses of neurons in systems including honeybee, silkworm,
cockroach, and crayfish. Experimental data are integrated with
mathematical models and research tools relevant to the study
of invertebrate brain, neurons, and behavior. The DIADEM
Challenge web site also provides access to image stacks usefulas training material and test beds for reconstruction systems.
Another complementary resource is the Neuroscience Informa-
tion Framework (neuinfo.org), a continuously updated inventory
of neuroscience tools, data, and materials accessible online. In
addition to NeuroMorpho.Org and CCDB, NIF-federated initia-
tives include ModelDB (senselab.med.yale.edu/modeldb) and
associated resources, which serve to store and retrieve neuron
and network electrophysiological models and related biophys-
ical properties. A common usage pipeline in computational
neuroscience consists of integrating a morphological recon-
struction from NeuroMorpho.Org with a NEURON model from
ModelDB to run new simulation experiments.
Future Directions, Opportunities, and Needs
Neuronal morphology is a core neuroscience interest and digital
reconstruction is a mature, popular, and powerful method.
Nevertheless, the field continues to evolve. Scientific develop-
ments inmolecular genetics, paired with technological advances
in light microscopy, are radically changing the scope and pros-
pects of neuromorphological data acquisition and analysis. It is
now plausible to envision the complete structural characteriza-
tion of an entire mammalian nervous system at the cellular level.
The sheer complexity of the problem, in terms of diversity of
neuronal types and number of individual neurons, dictates the
employment of computer technology to acquire, handle, and
analyze the data. Advances in automation in every aspect of
neuronal reconstruction, from tissue preparation and micro-
scopic imaging to postprocessing techniques and tracing
systems, will yield an unprecedented wealth of data. The result-
ing knowledge will be invaluable in addressing the brain struc-
ture-function relationship at the systems-level cellular scale.
An active area of ongoing research development parallels the
shifting focus from single neurons to connected subcircuits and
eventually to dense networks. Relative to the prevalence of indi-
vidual neuron digital tracing, reconstructing neural circuits
remains elusive. The key obstacle is that neurons are tightly
packed and their arbors span macroscopic volumes. Thus, the
region spanned by a single projection axon is invaded by
branches extending from millions of other neurons. To recon-
struct a circuit, multiple neurons sharing the same space must
all be visualized, yet distinguished from each other. Several lines
of progress described in this review are particularly relevant to
solving this issue. Advanced genetic methods allow multicolor
labeling of neurons and axon tracts (Lichtman et al., 2008), and
Brainbow was especially devised to map circuitry (Livet et al.,
2007). An alternative approach is to immunolabel distinct neural
populations sequentially with multiple staining cycles of the
same tissue preparation as enabled by array tomography (Mi-
cheva and Smith, 2007). In principle, voltage-sensitive dyes
could afford conceptually similar temporal discrimination
leveraging the sparse asynchronous firing of cortical networks
(Mukamel et al., 2009), possibly aided by causal analysis (Ger-
hard et al., 2011). In practice, to enable visualization of neural
sub-circuits, all these approaches must still overcome nontrivial
limitations, such as insufficient spectral separation (Brainbow),
antibody depth penetration (array tomography), and inadequate
signal intensity in the distal branches (voltage-sensitive dyes).
Synaptic connectivity may be revealed by other means (KimNeuron 77, March 20, 2013 ª2013 Elsevier Inc. 1033
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the neuronal arbors of the connected network remains.
Another crucial aspect of future emphasis is the temporal
dimension. Neuronal reconstruction time-lapse series reflect
morphological changes in development, neurodegeneration, or
other observable time courses, such as physiological cycles,
response to environmental conditions, and learning. During
development, dendrites and axons undergo periods of dramatic
branch addition, outgrowth, pruning, or elimination. More subtle,
but equally important, structural plasticity continues in many
mature networks. Advanced imaging techniques allow routine
acquisition of in vivo and in vitro time lapse data. However, digital
reconstruction of the captured 4D data is still rare. Outstanding
challenges include alignment and correspondence identification
of the changing morphological components (He and Cline,
2011). New tools for the comparative analysis of (temporally)
serial reconstruction of axonal and dendritic arbors in normal
and pathological states will glean valuable insight into the mech-
anisms and implications of change over time (Lee et al., 2013).
Whole-circuit reconstructions and temporal series will both
necessitate new standardized formats and curation procedure
to facilitate data accessibility as well as integration with the con-
tinuously evolving analysis, modeling, and database resources
of the digital neuromorphology ecosystem.
Elucidating the complex organization of the brain will require
synthesis of information about neuron types, the spatial patterns
of their dendritic and axonal arborization, cell counts and densi-
ties, and synapse number and location (DeFelipe, 2010). Large-
scale simulation projects are leveraging the state-of-the art data
and tools reviewed here in morphometry, biophysics, and stere-
ology to build realistic network models. Ongoing efforts focus on
the organization, connectivity, and function of rat barrel cortex
(NeuroDUNE; www.neurodune.org), hippocampus (Ropireddy
and Ascoli, 2011), and neocortical columns (Blue Brain Project;
Markram, 2006; bluebrain.epfl.ch), with plans aiming at the
whole human brain (Abbott and Schiermeier, 2013). The over-
arching goal to generate virtual functioning nervous systems
in silico (Roysam et al., 2009) emphasizes the need for even
greater interaction between experimental and computational
research.
Most models involving digital reconstructions are constrained
and validated by measurements from experiments. For this
purpose, the goal of real-scale simulations shifts the demand
to massive experimental data sets, not only to ensure sufficient
statistical power for adequate estimation of all model parame-
ters, but also to capture the natural diversity of neuron types
(Hill et al., 2012). The amount of necessary experimental data
requires fully automated digital tracing. Yet a century after
Cajal’s drawings, themajority of publicly availablemorphological
data is still being reconstructed manually (Halavi et al., 2012),
because the extensive heuristic expertise of humans has not
yet been matched by computer algorithms (Donohue and Ascoli,
2011). As recent developments pull within reach of full auto-
mation (e.g., Chiang et al., 2011), the emphasis will move to
generalization of high quality results to all routine laboratory
preparations. An important lesson taught by the DIADEM Chal-
lenge is that success hinges not only on independent advance-
ments in imaging technology and algorithm design, but also on1034 Neuron 77, March 20, 2013 ª2013 Elsevier Inc.specifically tailoring the experimental details to the computa-
tional goal. As large volumes of reconstructions become attain-
able by high-throughput pipelines, quality control will still require
human validation, which will probably become the ultimate
bottleneck.
In this review, we highlighted the research designs and digital
resources that fuel the thriving scientific progress of neuromor-
phology reconstruction in so many areas of neuroscience. Appli-
cations abound in morphometric and stereological analyses,
biophysically realistic simulations of neuronal activity, computa-
tional models of developmental growth and migration, and
stochastic generation of synaptically connected networks.
Real-scale, four-dimensional reconstructions of entire plastic
circuits at the single-neuron level promise to make the next
decade the most exciting yet.
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