Abstrct: In this paper, the semilinear elliptic systems with Dirichlet boundary value are considered 
Introduction
In this paper, we shall be concerned with the existence of nontrivial solutions of semilinear Hamilton systems (OP )
in Ω, u = 0, v = 0 on ∂Ω,
where Ω is a bounded domain in R N (N ≥ 1) with smooth boundary ∂Ω, and f, g : Ω → R are continuous functions. Let g be an odd and inverse function and p(t) = g −1 (t). Then from −∆u = g(v), we can solve for v and plug it into −∆v = f (u). So we can transfer the semilinear Hamilton systems into the following problem As in [4, 5, 8, 9, 10] , let P (t) := t 0 p(s)ds,P (t) = t 0 p −1 (s)ds, then P andP are complementary N-functions(see [1, 13, 14] ). In order to equip with an Orlicz-Sobolev space for the operator ∆(p(∆·)), we make some assumptions on the function p (p 0 ): p(t) ∈ C 1 (0, +∞), p(t) > 0, p ′ (t) > 0 for t > 0, From (p 1 ), P (t) satisfies the ∆ 2 condition, i.e., there exists a constant k > 0 such that P (2t) ≤ kP (t), t > 0.
Under the conditions (p 0 ) and (p 1 ), the Orlicz space L P coincides with the set (equivalence classes) of measurable functions such that u : Ω → R Ω P (|u|)dx < +∞.
( 1.3)
The space L P is a Banach space endowed with the Luxemburg norm
The Orlicz-Sobolev space W m,P (Ω) consists of those (equivalence classes of ) functions u in L P (Ω) whose distributional derivatives D α u also belong to L P (Ω) for all α with α ≤ m. It may be checked by the same method used for ordinary Sobolev spaces W m,P (Ω) is a Banach space with respect to the norm
In this paper, we shall use second order Orlicz-Sobolev space W 2,P (Ω) to describe problem (NP). And W 2,P (Ω) is endowed with the following norm
As in the case of ordinary Sobolev spaces, W 2,P 0 (Ω) is taken to be the closure of c
Many properties of Orlicz-Sobolev spaces are obtained by very straightforward generalization ofthe proofs ofthe same properties for ordinary Sobolev spaces. In past two decades, Orlicz-Sobolev theory was widely applied in nonlinear differential equations (see [3, 6, 7, 11, 12, 15] and references therein). The reader is referred to [1, 13, 14] for more details on Orlicz-Sobolev spaces theory. In the proofs of our results we shall use the following results.. Lemma 1.1 (See [1, 13, 14] Now we define a sequence of N-functions Q 0 , Q 1 , Q 2 · · · as follows:
For each k, we assume that
replacing Q k , if necessary, with another N-function equivalent to it near infinity and satisfying the above formula. Let J = J(P ) be the smallest nonnegative integer such that 
is finite
It is easily to show that C µ (Ω) is a Banach space under the above norm. , 13, 14] ). Let P and Q are N-functions.
Moreover, the imbedding
Now we consider the spaces
(Ω) and the following functional
As in [5] , we easily know that the critical points of I are just the weak solutions of problem (NP).
Main results and its proof
(f * ): There exists an odd increasing homeomorphism h : R → R and nonnegative constants a 1 , a 2 such that
where
Similar to the condition (p), for H, we assume that the following condition
For convenience of statement, we will denote Q 2 (t) by P * (t). Moreover, we assume that p − * , h + and h − satisfies following inequality
problem (OP) or problem (NP) has at least one nontrivial solution.
Before the proof of Theorem 2.1, we need prove some useful lemmas.
Similar to Lemma 2.1, we have
Lemma 2.3. The functional P ∈ C(E, R) is convex, sequentially weakly lower semi-continuous and
Moreover, the mapping P ′ (u) : E → E * is a strictly monotone, bounded homeomorphism, and is of S + type, namely
, and for all u, φ ∈ E,
The mapping F ′ : E → E * is sequentially weakly-strongly continuous, namely,
3)
where ⇀ and → denote the weak convergence and strong convergence in E respectively.
In fact, the proof of Lemma 2.3 and Lemma 2.4 is standard. So we take the similar methods in [5] and [9] to prove Lemma 2.3 and Lemma 2.4, respectively.
The proof of Theorem
Let {u n } be a (P.S.) sequence, namely
Next we will prove that {u n } is bounded in E. Using the condition (f 1 ), we have
So,
This implies that {u n } is bounded in E, then
Since I(u) = P(u) − F (u), one has
By the condition (f * ) and Hölder inequalities in Orlicz spaces, we obtain
Now from Lemma 2.3, we easily know that u n → u in E.
Step 2, The functional I(u) has mountain geometry, that is (1) There exist two constants R 0 , r such that if u = R, then I(u) > r; (2) There exists u 0 ∈ E such that if u 0 ≥ R, then I(u) < r.
By the conditions (f * ) and (f 2 ), for all ε > 0, There is a constant C = C(ε) > 0 such that
Therefore,
by Sobolev embedding theorem). (2.6)
From the assumption h − > p + , for u H > 0 and ε small enough, we immediately obtain (1). For (2), by the condition (f 1 ), there exist two constants C, c 0 > 0 such that
Thus,
where, M = sup{|F (t)| : |t| ≤ R 0 }. Since θ > p + , we may choose u 0 and R 0 > 0 such that |{x ∈ Ω : |u 0 (x)| > t 0 }| > 0, hen we have I(tu 0 ) → −∞ as t → ∞. So applying the mountain pass theorem, I(u) has at least one nontrivial solution.
Theorem 2.2. Under the conditions of Theorem 2.1, if f (t) is an odd function, then there exist infinitely many nontrivial weak solutions to problem (OP) or problem (NP).
Proof of Theorem 2.2. Since f (t) is an odd function, the functional is even. So we will use the "Z 2 -symmetric"version of the Mountain Pass Theorem (see [2] to accomplish the proof of Theorem 2.2. By this Theorem, we only need verify the following condition (3) For arbitrary finite dimensional subspace E 1 ⊂ E, the set S = {u ∈ E 1 : I(u) ≥ 0} is bounded in E. In fact,
It is well know that all norms are equivalent in arbitrary finite dimensional subspace. Therefore, ( Ω |u| θ dx) 1 θ can be regarded as the norm of E 1 . Now the relation θ > p + implies that S is a bounded set. Now we replace f (t) in the conditions (f * ), (f 1 ) and (f 2 ) by a new function m(t), then we can obtain three conditions, which be denoted by (m * ), (m 1 ) and (m 2 ), respectively. Similar to [8] , we can adopt similar methods to prove the following the concentrationcompactness principle Lemma 2.5. Let , u n ⇀ u in E and P * (|u n |) ⇀ ν and P (|∆u n |) ⇀ µ in U(R N ). Then there exist an at most countable set J, a family {x j } j∈J of distinct points in R N and a family
where, U(R N ) denotes the space of Radon space, µ, ν are negative measure in U(R N ), S 0 denotes optimal constant of Orlicz-Sobolev embedding, δ x j is the Dirac measure of mass 1 concentrated at x j . Lemma 2.6. Assume that g(t) satisfies the conditions (g * ), (g 1 ) and (g 2 ). Let {u n } ⊂ H be a (PS) sequence of functional I with energy level c. If
9)
then {u n } has a convergent subsequence in E.
Proof of Lemma 2.6. Since {u n } is a (PS) sequence, similar to the proof of theorem 2.1, we easily know that {u n } is bounded in E. E is a reflexive Banach space, so there exists a weakly convergent subsequence of {u n } which we denote by {u n }. Thus
where, Q is a N-function increasing essentially more slowly than P * (t) near infinity. Applying the above concentration-compactness principle, we infer
and |∆φ| ≤ 2C ε 2p − p + , where x i ∈Ω belongs to the support of ν. Since the sequence {u n } is bounded in E,
By the Hölder inequalities in Orlicz spaces and Lemma 2.1,
where last equation of (2.10) converges to zero because of the property absolute continuity of integral. Note that when the property absolute continuity of integral is used, one need to check the integrand is integrable. In fact, (P (|∇t|)) N N−2p − increase essentially more slowly than P * (t), so (P (|∇u|)) N N−2p − is integrable. In the same way, we also obatin 
