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Abstract
Common Language Infrastructure, or CLI, is a stan-
dardized virtual machine, which increasingly becomes
popular onawide range ofplatforms. Inthispaper we de-
veloped three I/O-intensive benchmarks for the CLI us-
ing various techniques. The ﬁrst benchmark is designed
in accordance with an application behavioural model that
rebuilds the behavior of real world I/O-intensive applica-
tions. The second benchmark is a trace driven simulator
that simulates ﬁve I/O-intensive applications. The third
benchmark is a micro I/O-Intensive benchmark used to
emulate a simple web server. In addition, the perfor-
mances of the benchmarks are evaluated on the SSCLI.
The resultssuggestthat the CLI is apotential virtual ma-
chine for I/O-intensive computing.
1. Introduction
The Common Language Infrastructure, or CLI, en-
ables applications written in multiple high level lan-
guages to be executed in diﬀerent system environments
without rewriting the applications to factor in unique
characteristics of the environments. The Common Lan-
guage Infrastructure provides a virtual execution envi-
ronment similar to the one developed by Sun Microsys-
tems for Java programs. The CLI uses a compiler to
process language statements into an intermediate form
of executable code called bytecode. When a program is
running, its bytecode is compiled on the ﬂy into the na-
tive code recognized by the machine architecture of a
given computer.
∗ This paper appeared in the Proceedings of the 19th In-
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The main goal of the CLI is to provide an easy
way for designers and programmers to write compo-
nents and applications from any language. This goal
can be achieved by carefully deﬁning a standard set
of types, attempting to make various components self-
describing. Therefore the CLI is able to provide a high
performance common execution environment by allow-
ing compilers to fully utilize the execution environ-
ment. An execution engine provides the execution en-
vironment for executing managed code. In addition,
the execution engine manages components, isolation
model, and several run-time services. Due to aforemen-
tioned advantages, the CLI increasingly becomes pop-
ular on a diversity of platforms.
In what follows, we describe four main areas in the
CLI speciﬁcations:
1. Common type system: To support the complete
implementation of a variety of programming lan-
guages, the common type system provides types
and operations found in many programming lan-
guages.
2. Common language speciﬁcation: the common lan-
guage speciﬁcation, an agreement between lan-
guage designers and class-library designers, spec-
iﬁes a subset of the common type system and a
set of usage conventions. With the common lan-
guage speciﬁcation in place, it becomes eﬃcient
for users to access the class library.
3. Virtual execution system: The virtual execution
system enforces the common type system by load-
ing and running programs written for the CLI.
4. Metadata: Metadata, which is independent of any
particular programming language, is used to de-
scribe and reference types deﬁned by the common
type system.
In the last decade input and output data sizes
of parallel applications have continued growing at afast pace, and a vast majority of applications have
become I/O-intensive in nature. Typical examples of
I/O-intensive applications include long running simula-
tions [9], archives of raw and processed remote sensing
data, and out-of-core applications [1], to name just a
few. These applications share a common feature in that
their disk I/O requirements are extremely high. For
example, out-of-core applications have high demands
to access data sets that exceed the capacity of phys-
ical memory, and it has become conventional wisdom
to develop out-of-core applications in a way to explic-
itly handle data movement in and out of core mem-
ory avoiding the use of virtual memory [2]. To design
and implement high performance I/O-intensive appli-
cations to meet the needs of both scientiﬁc and non-
scientiﬁc computing, benchmarking I/O-intensive ap-
plications on a diversity of computing platforms plays
an important role.
Due to the popularity of CLI and high demands of
I/O-intensive applications, the goal of our study is to
investigate the possibility of leveraging the CLI vir-
tual machines to support I/O-intensive computing. To
achieve this goal, we developed and evaluated three
benchmarks that are I/O-intensive in nature. Build-
ing the benchmarks helps designers and programmers
of I/O-intensive applications to gain a greater under-
standing on the CLI.
The results of our work show that the CLI is an
eﬃcient virtual machine for I/O-intensive computing,
indicating that I/O-intensive applications written in
a wide range of programming languages like C# can
be executed on multiple platforms without modifying
source code. In this paper we focus on designing and de-
veloping benchmarks for I/O-intensive workloadsin the
context of the CLI. We only developed and tested three
benchmarks using SSCLI [8] on Windows XP platform.
Executing the benchmarks on other platforms such as
Mac OS X 10.2 is out of the scope of this research.
We took three independent approaches in an at-
tempt to devise I/O-intensive benchmarks for the CLI.
The ﬁrst benchmark is designed based on an applica-
tion behavioral model that rebuilds the behavior of real
world I/O-intensive applications. The second bench-
mark is a trace driven simulator that simulates ﬁve
I/O-intensive applications. The third benchmark is a
micro I/O-Intensive benchmark used to emulate an
I/O-intensive web server. In addition, the performances
of the benchmarks are quantitatively evaluated on the
SSCLI.
The rest of the paper is organized as follows. In
Section 2, an application behavioral model is given.
Based on the model, the simulation of a real world
I/O-intensive application is presented. We evaluated
the performance of the application on the SSCLI. Sec-
tion 3 presents a second benchmark simulating both
scientiﬁc and non-scientiﬁc applications. Section 4 pro-
poses a third micro benchmark, which is a simple web
server. Finally, Section 5 summarizes the main contri-
butions of this paper and comments on future direc-
tions for this work.
2. Simulation of an I/O-intensive Appli-
cation
2.1. Application Behavioral Model
To simulate real I/O-intensive applications, we in-
troduce an application behavioral model derived from
a parallel program model proposed by Rosti et al. [7].
The parallel program model captures features and in-
teractions of CPU and I/O activities in a representa-
tive class of parallel scientiﬁc applications [13]. We ex-
tended their model by considering communication re-
quirements imposed by parallel applications [14][15].
Our model is important and desirable in the sense that
the ﬁrst benchmark design makes full use of this model
to quickly emulate a parallel application running on the
CLI. In addition, our model is reasonably general be-
cause it is applicable for both I/O- and communication-
intensive parallel applications. Before describing the
model, we present the following terms deﬁned in [7].
1. Program: a parallel application is composed of a
set of programs,
2. Phase: each disjoint interval composed of an I/O
burst followed by a computation burst and possi-
bly followed by a communication burst within a
program,
3. Working set: a sequence of consecutive phases that
are statistically identical.
The execution behavior of a program is therefore
comprised of a sequence of working sets and an appli-
cation consists of a set of interdependent programs that
execute in a coordinated manner [7]. Note that pro-
grams of an application may exhibit diﬀerent I/O and
communication behaviors. Similarly, phases of a pro-
gram may impose diﬀerent I/O and communication re-
quirements [7]. Let N be the number of phases for a
program (task) of a parallel application running on a
node, and T i be the execution time of the ith phase.
T i can be obtained by the following equation, where
T i
CPU, T i
COM, and T i
Disk are the time spent on CPU,
communication, and disk I/O in the ith phase:
T i = T i
CPU + T i
COM + T i
Disk (1)Thus, the total execution time of the program is
quantitatively estimated by the following equation:
T =
N X
i=1
T i (2)
Let RCPU, RCOM, and RDisk be the requirements of
CPU, communication, and disk I/O, and the require-
ments can be measured by the following three equa-
tions:
RCPU =
N X
i=1
T i
CPU, (3)
RDisk =
N X
i=1
T i
Disk, (4)
RCOM =
N X
i=1
T i
COM. (5)
We are now in a position to consider the execution
time model for a parallel job (the terms job, and appli-
cation are used interchangeably). Given a program, its
behavior information can be formally represented by a
vector with M working sets:
~ Γ = [Γ1,Γ2,...,ΓM] (6)
The ith working set of ~ Γ is a vector with four pa-
rameters:
Γi = (φi,γi,ρi,τi) (7)
where φi denotes I/O fraction, γi represents communi-
cation fraction, ρi is relative execution time, and τi in-
dicates the number of phases in the ith workingset. I/O
fraction is deﬁned as the fraction of the nth phase that
represents the length of the phase’s I/O burst. Sim-
ilarly, communication fraction is deﬁned as the frac-
tion of the nth phase that represents the length of the
phase’s communication burst. Relative execution time
of the nth phase is the ratio between the nth phase ex-
ecution time and the total execution time of the pro-
gram.
An example of the above notation is illustrated in
Figure 1, where the program has four working sets. Fig-
ure 1a show the phase behavior of a program with re-
spect to absolute time and Figure 1b show the phase
behavior of the program with respect to relative execu-
tion time. The initial single-phase working set is com-
posed of a large fraction of time in reading data from a
disk (i.e., Γ1 = (φ1 = 0.52,γ1 = 0.29,ρ1 = 0.287,τ1 =
1)). The program execution then has a working set con-
sisting of two phases that are communication intensive
(i.e., Γ2 = Γ3 = (φ2 = 0,γ2 = 0.85,ρ2 = 0.185,τ2 =
2)), followed by another single-phase working set that
both computationally intensive and communication in-
tensive (i.e., Γ4 = (φ4 = 0,γ4 = 0.57,ρ4 = 0.194,τ4 =
1)). The program ends with a single-phase working
set during which the results are written to disk (i.e.,
Γ5 = (φ5 = 0.81,γ5 = 0,ρ5 = 0.148,τ5 = 1)).
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Figure1.ExampleofprogrambehaviorwithN=5
phases: (a) absolute execution time (b) relative
execution time ~ Γ =[( (0.52, 0.29, 0.287, 1), (0,
0.85, 0.185, 2), (0, 0.57, 0.194, 1), (0.81, 0,
0.148, 1)].
2.2. The I/O-intensive Application
Based on the model presented above, we sim-
ulated an I/O-intensive application referred to
as QCRD [7][12]. The QCRD application is de-
veloped by C language, attempting to solve the
Schrodinger equation for the cross sections of the scat-
tering of an atom by a diatomic molecule. The ap-
plication is I/O-intensive in nature, because it needs
to store large size of the global matrices into mem-
ory and the data has to be processed iteratively.
A second reason for burst I/O behavior is because
the application ﬁrst ﬁlls a set of buﬀers in mem-
ory and then process the data stored in the buﬀers.
Note that the I/O activities in the QCRD applica-
tion follow a cyclic pattern, and the application con-
sists of two independent programs denoted by ~ Γ1 and
~ Γ2.
Using the model presented in Section 2.1, we are
able to formally describe the QCRD application as be-
low:
~ Γ = [~ Γ1,~ Γ2,] (8)For the ﬁrst program, the application has a sequence
of CPU- and I/O-intensive phases, which repeat 12
times [7]. Thus, we have:
~ Γ1 = [Γ1,1,Γ1,2,...,Γ1,24] (9)
where Γ1,i = (0.14,0,0.066,1) for i = 1,3,...23; and
Γ1,i = (0.97,0,0.0082,1) for i = 2,4,...,24.
In the second program, there are 13 identical phases
with more I/O intensive activities [7]. Formally, the
program is characterized as:
~ Γ2 = [(0.92,0,0.03,13)] (10)
2.3. Experimental Results
We simulated the QCRD application on the SSCLI,
and this section presents the experimental results. The
goal of this experiment is to analyze the performance
of the simulated QCRD application serving as a bench-
mark on the SSCLI. Due to the space limits, we only
study the performance of QCRD, a representative I/O-
intensive application. The development of other simu-
lated applications is subject to our future work.
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Figure 2. Execution time of computation and
disk I/O for the QCRD application,and two pro-
grams.
Figure 2 plots the execution times of computation
and disk I/O for the QCRD application as well as its
two independent programs. Figure 3 depicts the per-
centage of execution time for both computation and
disk I/O processing. Figures 2 and 3 indicates that
the I/O activities in the second program is more in-
tensive compared with that in the ﬁrst program. Fig-
ure 3 shows that the QCRD application spends a no-
ticeably large amount of time on I/O processing. It is
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Figure 3. Percentage of execution time for com-
putation and disk I/O.
to be noted that compare the simulated result with
that generated from a real implementation, the error
rate is less than 10%. We attribute the simulation er-
ror to the system instabilities and non-dedicated envi-
ronment.
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Figure 4. Speedup of the application as a func-
tion of the number of disks.
We turn our attention to the eﬃciency of the QCRD
application. Figure 4 plots the speedup of the appli-
cation as a function of the number of disks in the
simulated system. We observe from Figure 4 that the
speedup changes slightly with the increasing value of
the disk number. This result implies that increasing the
number of disks does not necessarily improve the per-
formance of the QCRD application. The reason is be-
cause the speedup is dominated by the ﬁrst program
of the application, and the ﬁrst program runs longer0￿
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Figure 5. Speedup of the application as a func-
tion of the number of CPUs.
than the second program. Since the ﬁrst program is
more CPU-intensive than I/O-intensive, it is expected
to eﬃciently improve the performance of QCRD by in-
creasing the number of CPUs in the system. This argu-
ment can be conﬁrmed by Figure 5 that illustrates the
speedup of the application as a function of the number
of CPUs. Note that the results are consistent with those
reported in the literature. This study shows that ap-
plication developers can leverage the model presented
in Section 2.1 to evaluate the performance of I/O- and
communication-intensive applications without spend-
ing a huge amount of time implementing the applica-
tions.
3. A Benchmark using I/O Traces
3.1. I/O trace ﬁles
While in Section 2 we have successfully simulated
an I/O-intensive application using a model, in this sec-
tion we intend to present simulation results for a num-
ber of I/O-intensive applications. We have two sets of
trace ﬁles, scientiﬁc and non-scientiﬁc, collected from
the University of Maryland [10]. We used these trace
ﬁles to analyze the behavior of the system in the SS-
CLI when I/O (read, write, open, close, seek) opera-
tions are issued to a large ﬁle containing 1GB of data.
Trace ﬁles corresponding to both scientiﬁc and
non-scientiﬁc applications are used in our experi-
ments. The domains of scientiﬁc applications include
remote-sensing, linear algebra, electron scattering, ren-
dering planetary pictures, quantum chemistry, and
radar imaging. The non-scientiﬁc applications in-
clude a relational database, data-mining, a parallel
web server and textual search. More precisely, we de-
veloped a benchmark on the SSCLI to simulate the
following I/O-intensive applications:
1. Data mining (Dmine): This application extracts
association rules from retail data [6].
2. Parallel text search (Pgrep): This application is
used for partial match and approximate searches.
It is a modiﬁed parallel version of the agrep pro-
gram from the University of Arizona [11].
3. LU decomposition (LU): This application com-
putes the dense LU decomposition of an out-of-
core matrix [5].
4. Titan: This is a parallel scientiﬁc database for
remote-sensing data [3].
5. Sparse Cholesky (Cholesky): This application is
capable of computing Cholesky decomposition for
sparse, symmetric positive-deﬁnite matrices [4].
3.2. Structure of the Trace File
The trace ﬁle header contains parameters for
number of processes, number of ﬁles, number of
records, oﬀset to the Trace records and the sam-
ple ﬁle on which the I/O operations will be issued.
Each trace record contains parameters correspond-
ing to the I/O operation to be performed (Open
=0,Close=1,Read=2,Write=3,Seek=4), number of
records for which the I/O operation need to be per-
formed, process id, ﬁeld, wall clock time, process clock
time, oﬀset, length.
3.3. Experiment setup
Our simulator reads each trace ﬁles (scientiﬁc, non-
scientiﬁc) and performs the I/O operations on a lo-
cal disk. Both read and write operations have an oﬀset
provided such that I/O operations could be performed
from that oﬀset. Seek operations are performed from
the beginning of the ﬁle to the oﬀset as mentioned in
the trace ﬁles. Timing is taken for opening, closing,
reading, writing, seeking in a ﬁle to analyze the behav-
ior of I/O operations.
3.4. Experimental Results
The simulation results are summarized in Tables 1-4
in this section.
1. Datamining trace ﬁle consists of synchronous I/O
reads with the average read time and seek time
recorded.
2. Titan trace ﬁle consists of synchronous I/O reads
with the average read time recorded.Appl. Data size Read time Open time
name (Bytes) (ms) (ms)
Data Mining 131072 0.0025 0.0006
Close time Seek time
(ms) (ms)
0.0072 7.88E-05
Table 1. Results for the data mining application
Appl. Data size Read time Open time
name (Bytes) (ms) (ms)
Titan 187681 0.002 0.0005
Close time
(ms)
0.005
Table 2. Results for the titan application
3. LU Factorization trace ﬁle consists of synchronous
I/O reads with the seek and write time recorded.
The open and close time for the LU application
are 0.0006 and 0.4566 ms, respectively.
Request Data size Seek Time
number (Bytes) (ms)
1 66617088 9.43E-05
2 66092544 7.54E-05
3 64518912 9.69E-05
4 63994368 7.27E-05
5 62945280 0.0002
6 60322560 9.60E-05
Table 3. Results for the LU application
4. Sparse Cholesky Factorization has a number of
synchronous I/O operations. The open and close
time for this application are 0.00067 ms and 0.0071
ms, respectively.
The execution times were measured for opening,
closing, reading, writing, and seeking operations. We
observed from the experiments that for all trace ﬁles
the time spent closing a ﬁle was longer than the time
taken to open the ﬁle. When the ﬁle is opened, a page
or two is placed in I/O buﬀers.
At the time when a read, write, or seek operations is
performed, a prefetch operation will be invoked accord-
ingly. In case where the respective region is not present
in the buﬀers, the corresponding pages are fetched from
the disk to the memory. Therefore, I/O operations in
light of prefetching experience relatively high execution
times. For example time taken to seek 62945280 bytes
Request Data size Seek time Read Time
number (Bytes) (ms) (ms)
1 4 7.33E-05
2 28044 7.54E-05
3 28048 0.0169
4 133692 7.27E-05
5 136108 0.01
6 143452 0.01
7 132128 0.025
8 149052 0.015
9 144642 0.004
10 84140 7.92E-05
11 217832 8.26E-05
12 624548 8.16E-05
13 916884 7.92E-05
14 1592356 8.15E-05
15 2018308 0.00012
16 2446612 7.54E-05
Table 4. Results for the Cholesky application
from the LU Factorization ﬁle takes is longer when
compared against the times spent reading 63994368
or 64518912 bytes. The same observation is made for
the Sparse Cholesky Factorization File, in which read-
ing 28048 bytes takes more time than reading 133692
bytes. This is because a page fault occurs, resulting
in the corresponding page being fetched from the disk
into the buﬀers.
4. Micro Benchmark: A Multi-
threaded Web Server
This section is focused on a micro benchmark that
generates a large number of I/O operations. Speciﬁ-
cally, the micro benchmark simulates a multi-threaded
web server that intensively issues read and write oper-
ations to a local disk. The multi-threaded web server
tested on the SSCLI is useful for performing a compre-
hensive ﬁle system analysis on a variety of computing
platforms.
4.1. Design of the micro benchmark
A main thread of the web server initializes the sys-
tem by creating a separate thread to handle each client
connection. The main thread continues accepting new
connections. For each request received by the server,
the incoming data is read into a buﬀer and parsed
for request type and ﬁle name. If the request type is
”GET”, then the required ﬁle is read and sent back to
the client. When the request is ”POST”, the data de-
livered from the client is written to a ﬁle. Each request
received by the server results in reading a ﬁle or writ-ing to an existing ﬁle or creating a new ﬁle. In addi-
tion, the number of threads increases with the increas-
ing number of clients.
The server starts listening on port 5050 using Tc-
pListener class. Once a new request is received, it ac-
cepts the connection by using AcceptSocket(), which
returns a socket descriptor. This socket is passed to
another class called ”work”, which receives the socket.
A new thread is created and StartListen() method in
the ”work” class is invoked when creating the new
thread. The thread is started by calling Start() func-
tion. In StartListen() function, a network streams is
created for the socket, and then incoming data is re-
ceived into a byte array which is converted into a string
later. This string is parsed for ”GET” or ”POST” de-
pending on GET or POST, either doGET() or doPost
is invoked. In doGet() method, the requested ﬁle is
read and sent to the client through the socket. In the
case of doPost(), the data is written to a new ﬁle cre-
ated by using a random number generator. Hence, no
synchronization is required for write operations. The
data is stored to the new ﬁle using streamwriter class.
Times spent in performing the read and write opera-
tions are measured using QueryPerformanceCounter,
which gives time elapsed in milliseconds. The time
taken for performing the read operation includes: (1)
creating an instance of ﬁlestream class, (2) reading the
data from the ﬁle, and (3) closing the ﬁlestream.
4.2. Experimental Results
A number of image ﬁles are used for the purpose
of conducting experiments. The sizes of each ﬁle are
50607 bytes, 7501 bytes, and 14063 bytes. The experi-
mental results are shown in the following table.
Request Data size Read Time Write Time
number (Bytes) (ms) (ms)
1 7501 2.1175 2.8538
2 50607 2.2319 2.7442
3 14603 1.6764 2.4026
Table 5. Response time of read and write opera-
tions
The results plainly show that the ﬁrst ﬁle I/O op-
eration by the server takes more time than the subse-
quent read or write operations. Table 6 shows details of
read operation performed multiple times on the same
ﬁle.
Figure 6 plots the response time of read operations
as a function of data size. The results show that the
Trail Data size Read Time
number (Bytes) (ms)
1 14063 9.0181
2 14063 6.7331
3 14603 6.5070
4 14063 7.4598
5 15063 5.9489
6 14603 3.2441
Table 6. Response time of read and write opera-
tions
time spent in reading a ﬁle for the ﬁrst time is greater
than that taken for subsequent read operations. This
observation can be explained by the following reasons:
1. I/O buﬀers are utilized to store data loaded by
the ﬁrst read operation. Consequently, subsequent
read operations on the same data are allowed to
read data from the buﬀers rather than the local
disk, thereby shortening the response time.
2. There is a delay caused by the JIT compiler when
the web server is handling the ﬁrst read or write
request. This might force the program to start
the disk I/O operations relatively late for the ﬁrst
time, because functions are compiled only when
they are required.
3. Files loaded from the local disk system can be par-
titioned into multiple pages. Hence, there is a like-
lihood that subsequent ﬁles are placed in one of
the pages that has been prefetched into the I/O
buﬀers. In other words, no swapping of pages oc-
curs and, therefore, time taken to perform ﬁle I/O
operation is reduced.
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Figure 6. Data size (measured in Bytes) vs. re-
sponse time of read operations.5. Conclusion
The common language infrastructure is a standard-
ized virtual machine, which are widely used on various
platforms. Due to the popularity of the CLI and high
demands of I/O-intensive applications, it is important
and fundamental to study the possibility of leverag-
ing the CLI virtual machines to support I/O-intensive
computing. To quantitatively evaluate performance of
I/O-intensive applications running on the CLI, we de-
veloped three benchmarks for the CLI using a variety
of techniques. In particular, the ﬁrst benchmark is de-
signed based on an application behavioral model, the
second benchmark is a trace-driven simulator for a col-
lection of real world I/O-intensive applications, and the
third benchmark emulates a simple web server. This
study is intended to provide designers and program-
mers of I/O-intensive applications a fundamental un-
derstanding on the CLI. The experimental results in-
dicate that the CLI allows I/O-intensive applications
written in a wide range of programming languages to
be executed in a diversity of computing environments
without rewriting the applications.
Due to time and space limits, we only present the
empirical results of the three benchmarks on the SS-
CLI. As a future research direction, we plan to evaluate
performance of the benchmarks for I/O-intensive com-
puting on other virtual machines like java virtual ma-
chine. Furthermore, we intend to develop benchmarks
for I/O-intensive computing in a widely distributed en-
vironment, and compare the performance of the bench-
marks on diﬀerent CLI-based virtual machines.
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