A model where three users communicate with each other via a relay is considered. Users do not receive other users' signals via a direct link, and thus the relay is essential for their communication. Each user wants to broadcast one message to each other user. The sum-capacity is studied, and upper bounds and lower bounds are given. If all nodes have the same power, the sum-capacity is characterized to within a gap of 2 bits or a factor of 4 for all values of channel coefficients. 978-1-4673-0323-1/11/$26.00
I. INTRODUCTION
A multi-way channel is a scenario where communication between users takes place in multiple directions. The smallest multi-way communication model is the two way channel [1] where 2 nodes communicate with each other, and each has a message to deliver to the other node. In this sense, each node is a source and a destination at the same time. The two-way channel can be extended into a bi-directional relay channel by including a relay in the model. In the bi-directional relay channel, two nodes communicate with each other via a relay. This setup was introduced in [2] and further analyzed in [3] and in [4] where its capacity was characterized within half a bit for the Gaussian setting. The approximate capacity of the two-pair bi-directional network was obtained in [5] .
This setup was also extended to the multi-way relay channel (with more than two users) in [6] , where upper and lower bounds for the capacity of the Gaussian multi-way relay channel were given. In their setup, Gündüz et. al. divided users into several clusters, where each user in a cluster has a single message intended to all other users in the same cluster, which is referred to as multi-cast. All users communicate simultaneously via a relay. A similar setup was considered in [7] , where all users belong to the same cluster and all channel gains are equal. The authors of [7] obtained the sum-capacity of this Gaussian setup with more than 2 users.
In this paper, we consider a Gaussian 3-way relay channel, with a slight difference from the aforementioned multi-way relay channel. Here, 3 users communicate with each other simultaneously via a relay, where each user broadcasts 2 independent messages each of which is intended to one of the other users. Thus each node is a source of 2 messages and a destination of 2 other messages. A MIMO variant of this model was considered in [8] , where a transmission scheme was proposed, and its corresponding achievable degrees of freedom were calculated. It was referred to as the "Y-channel". Note that the capacity of the Y-channel is not known in general.
In order to get new insights, we consider the single antenna Gaussian case where all nodes are full-duplex, derive upper and lower bounds, and characterize sum-capacity within a constant gap. In [9] , it was shown that if the relay has more than 3M/2 antennas where M is the number of antennas at the other nodes, then the cut-set bound is asymptotically achievable. In our case, all nodes are equipped one antenna each. This case is not considered in [9] and as it turns out, the statement in [9] does not apply here. In fact, we derive new bounds that are shown to be tighter than the cut-set bounds at moderate to high transmit power.
In [7] , "functional decode-and-forward" was used as an achievable scheme for the multi-way relay channel. However, in [7] the multi-cast scenario was considered. We modify the "functional decode-and-forward" scheme accordingly for our broadcast scenario, to obtain a lower bound for the sumcapacity using lattice alignment. Other lower bounds are obtained by using complete decode-and-forward, or by operating the Y-channel as a bi-directional relay channel where only two users are active all the time. The additive gap between the upper and lower bounds is shown to be less than 2 bits for all values of channel coefficients. We also show that the multiplicative gap between the bounds is at most 4.
The rest on the paper is organized as follows. The system model is described in section II. Sum capacity upper bounds are given in section III and lower bounds in sections IV and V. The gap between upper and lower bounds is calculated in section VI. We conclude with section VII. Throughout the paper, we use x n to denote a sequence of n symbols (x 1 , . . . , x n ), we use C(x) = 1 2 log(1 + x), and [x] + = max{0, x}.
II. SYSTEM MODEL
The Y-channel models the setup shown in Figure 1 . Each user has an individual message to each other users. Consequently, each user wants to broadcast 2 messages via the relay, and wants to decode 2 messages. We assume that all nodes are full duplex and that they suffer i.i.d. Gaussian noise with zero-mean and unit-variance. User j has a message m jk ∈ M jk {1, . . . , 2 nR jk } to user k where R jk ∈ R + , for all distinct j, k ∈ {1, 2, 3}. The messages of user j are encoded into a sequence x n j using an encoder f j . The nodes have a power constraint on the transmitted signal, namely
ji ] ≤ P , where X ji is the ith symbol of X j . Fig. 1 . The Y-channel: User 1 wants to send two messages, m 12 to user 2, and m 13 to user 3. User 1 also wants to decode two messages, m 21 from user 2, and m 31 from user 3. Similarly at users 2 and 3.
In general, for distinct j, k, l ∈ {1, 2, 3}, the codeword x n j is a function of m jk , m jl , and the previously received symbols at node j, thus x ji = f j (m jk , m jl , y i−1 j ), i ∈ {1, . . . , n}. Thus, the transmit signals of different users are dependent.
The received signal at the relay at time instant i can be written as
where the noise z ri is i.i.d. Gaussian Z r ∼ N(0, 1) and h 1 , h 2 , h 3 ∈ R are the channel coefficients from the users to the relay. We assume without loss of generality that
The relay sends a sequence x n r such that 1 n n i=1 E[X 2 ri ] ≤ P , which depends on the past received symbols at the relay, i.e.
x ri = f r (y i−1 r ). Then, the received signal at user j and time i can be written as
with i.i.d. Gaussian noise Z j ∼ N (0, 1). It is assumed that the channel is reciprocal, i.e. the channel gain from user j to the relay is the same as that from the relay to user j. Each node j uses a decoding function g j to decode m kj and m lj , i.e. (m kj ,m lj ) = g j (y n j , m jk , m jl ). Definition 1. We denote the vector of all rates by R = (R 12 , R 13 , R 21 , R 23 , R 31 , R 32 ), and that of all messages by m = (m 12 , m 13 , m 21 , m 23 , m 31 , m 32 ).
The message sets M jk , encoding functions f j , f r , and decoding functions g j define a code (R, n) for the Y-channel. An error occurs if (m kj ,m lj ) = (m kj , m lj ), for distinct j, k, l ∈ {1, 2, 3}. A rate tuple R ∈ R 6 + is achievable if there exist a sequence of (R, n) codes with an average error probability that approaches zero as n increases. The set of all achievable rate tuples is the capacity region C of the Y-channel. An achievable sum-rate is the sum of the components of R where R ∈ C, and the sum-capacity is the maximum achievable sum-rate given by
3 k=1, k =j R jk . In the following sections, we will deal with the sum-capacity of the Y-channel, by giving upper and lower bounds, and bounding the gap between them.
III. UPPER BOUNDS
One way to obtain upper bounds for the Y-channel is by using the cut-set bounds [10] . The cut-set bounds for this setup yield the following upper bounds.
Theorem 1. For all distributions on (X 1 , X 2 , X 3 , X r ) that satisfy the power constraints, the achievable rates in the Ychannel are upper bounded by
for all distinct j, k, l ∈ {1, 2, 3}.
Since the Gaussian distribution maximizes the conditional differential entropy under a covariance constraint, the cutset bound can be shown to be maximized by a Gaussian
To obtain the sum-capacity upper bound provided by (4) and (5), we need to maximize the sum-rate over all covariance matrices satisfying the power constraints. Instead, we relax the cut-set bounds to obtain the following corollary which will be used to obtain a sum-capacity upper bound.
Corollary 1. For all distinct j, k, l ∈ {1, 2, 3}, the achievable rates in the Y-channel must satisfy
By evaluating the bounds in Corollary 1, and using (2), we get the following sum-capacity upper bound.
In the multi-cast setting of the multi-way relay channel studied in [6] , [7] , it was shown that the cut-set bounds are sufficient to obtain an asymptotic characterization of the sumcapacity. Similarly in the MIMO Y-channel with M antennas at the users and more than 3M/2 antennas at the relay [9] . Interestingly however, in our setup with one antenna at all nodes, this is not the case. The following Lemma provides bounds that are asymptotically tighter than the cut-set bounds. Lemma 1. The achievable rates in the Y-channel must satisfy
Proof Sketch: To obtain the first bound, we use a genie aided approach to bound the sum of three rates, e.g. R 21 + R 31 + R 23 , by giving m 32 and (Y n 1 , m 21 , m 12 , m 13 ) as additional information to receivers 1 and 3, respectively. To obtain the second, we give (Y n r , m 32 ) and (Y n r , m 21 , m 12 , m 13 ) as additional information to receiver 1 and 3, respectively. Details are given in [11] .
Notice that while the cut-set bounds (4) and (5) suggest that R kj + R kl is upper bounded by the quantities 1 2 log(P ) + o(log(P )), Lemma 1 upper bounds R kj + R kl + R lj by the same quantities. Thus the bounds of Lemma 1 are asymptotically tighter than the cut-set bounds since R kj + R kl ≤ R kj + R kl + R lj . The bound of Corollary 2 provides a sumcapacity upper bound of the form C ≤ 3 2 log(P ) + o(log(P )), with a pre-log of 3/2. The reason is that Theorem 1 provides bounds of the form R ij + R kl ≤ 1 2 log(P ) + o(log(P )). Since Lemma 1 provides bounds on the sum of three rates of the same order 1 2 log(P )+o(log(P )), it leads to an asymptotically tighter sum-capacity bound. As a result of Lemma 1, we obtain
and the following theorem.
Theorem 2. The sum-capacity of the Y-channel is upper bounded by
Proof: By evaluating (11) for (j, k, l) = (2, 1, 3), and (j, k, l) = (1, 2, 3) and adding the two obtained bounds, we obtain the desired result.
As we can see, the bound in Theorem 2 has a pre-log equal to 1 which makes it tighter than C Σ in (8) as P increases. Next, we provide achievability schemes for the Y-channel using complete decode-and-forward (DF) and functional DF.
IV. LOWER BOUND: COMPLETE DF
In this scheme, user j encodes his messages into an i.i.d. sequence x n j (m jk , m jl ) 1 where X j ∼ N (0, P ) and transmits it to the relay. The relay decodes all messages in a MAC fashion. Decoding in the uplink is possible with small probability of error if
The relay then uses a Gaussian codebook to encode m into an i.i.d. sequence x n r (m) where X r ∼ N(0, P ) and sends it. In the downlink, the users use their sent messages as 1 In the lower bounds, we do not use y i−1 k for encoding. As we show next, we still get the sum-capacity within a constant gap with this simplification. side information to decode all other messages. This can be modelled as a broadcast channel with side information [12] . Reliable decoding is possible as long as [6] 
To find the maximum achievable sum-rate, we maximize R Σ subject to R jk ≥ 0 and (13)-(22). Solving this linear program using the simplex method [13] , keeping (2) in mind, we obtain the following achievable sum-rate.
By setting the rates of the messages m 13 , m 23 , m 31 , and m 32 to zero, the Y-channel becomes similar to the two-way relay channel. The complete DF scheme achieves the following sum-rate in this case. In this scheme, we divide a transmission block into frames of 3 time slots each (each of length n symbols). In each slot, only 2 users and the relay are active. The slots are indexed by 3f + s where f = 0, 1, . . . and s ∈ {1, 2, 3} are the frame index and the slot index, respectively. In slot 3f + s, the two active users send, say x n 1 (m 12 (f )) and x n 2 (m 21 (f )) to the relay. The relay decodes the superposition of x n 1 (m 12 (f )) and x n 2 (m 21 (f )), maps it to u 12 (f ) ∈ {1, . . . , 2 nR12 } and sends x n r (u 12 (f )) in slot 3f + s + 1. Table I illustrates the 3 main steps used. In what follows, we remove the frame index from the messages for readability.
A. Codebook generation
The users use nested lattice codebooks consisting of a coarse lattice Λ c and a fine lattice Λ f (see [14, Section V.B] for details). The lattice codes are designed so that they align at the relay as follows. Consider the communication between users 1 and 2. Choose a lattice code defined by the lattice pair (Λ f , Λ c ), with power ψ and rate R. User 1 scales (Λ f , Λ c ) to construct a code for m 12 given by (Λ f 12 , Λ c 12 ) = h2 h1 (Λ f , Λ c ). User 2 uses (Λ f 21 , Λ c 21 ) = (Λ f , Λ c ) to encode m 21 . Notice that in this way, h 1 (Λ f 12 , Λ c 12 ) = h 2 (Λ f 21 , Λ c 21 ) and that R 12 = R 21 = R. The power ψ is chosen so that the power constraint is satisfied at both users. This means that if user 2 uses its full power, user 1 does not due to the scaling 2 . Same is done for the other message pairs (m 13 , m 31 ) and (m 23 , m 32 ). Each message m jk is then mapped into a codeword (lattice point) and then dithered with a random dither d jk [15] so that x n j (m jk ) = (λ jk (m jk )−d jk ) mod Λ c jk where λ jk is a lattice point in the nested lattice code (Λ f jk , Λ c jk ). The relay uses three Gaussian codebooks of rate R 12 , R 23 , and R 31 . That is, e.g., it generates 2 nR12 i.i.d sequences x n r where X r ∼ N (0, P ). Each sequence is given an index u 12 ∈ U 12 {1, . . . , 2 nR12 }. The relay communicates with two users at a time, and we use u ij to indicate that the message sent carries information to both users i and j.
B. Encoding at the sources
In slot 3f + 1, users 1 and 2 map m 12 and m 21 to codewords x n 1 (m 12 ) and x n 2 (m 21 ), respectively, and transmit these codewords. Users 2 and 3 transmit x n 2 (m 23 ) and x n 3 (m 32 ) in slot 3f + 2, and users 3 and 1 transmit x n 3 (m 31 ) and x n 1 (m 13 ) in slot 3f + 3.
C. Processing at the relay
The received signal at the relay in slot 3f + 1 is
Due to the lattice alignment, the relay can decode the superposition (h 1 λ 12 + h 2 λ 21 ) mod h 2 Λ c 21 with arbitrarily small probability of error if [14] , [16] 
where the transmit power ψ was set to 3P/2 since each user is active in 2 out of 3 slots. Notice that this satisfies the power constraint at both users since h 2 1 ≥ h 2 2 . At the end of slot 3f + 1, the relay knows (h 1 λ 12 + h 2 λ 21 ) mod h 2 Λ c 21 , which it maps to an index u 12 ∈ U 12 . Then, it transmits x n r (u 12 ) in the next slot, slot 3f +2 3 . Similarly, in slot 3f +2 and 3f +3, the relay sends x n r (u 23 ) and x n r (u 31 ), respectively (cf. Table  I ).
D. Decoding at the destinations
At the end of the slot 3f + 1, the relay has completed the transmission of x n r (u 31 ). Thus, the first and third users have y n 1 = h 1 x n r + z n 1 and y n 3 = h 3 x n r + z n 3 and aim to decode u 31 (cf . Table I ). This can be done with an arbitrarily small probability of error if
After decoding u 31 , users 1 and 3 calculate (h 1 λ 13 + h 3 λ 31 ) mod h 3 Λ c 31 and since each knows his own message m 13 and m 31 , respectively, they can obtain m 31 and m 13 . Similarly, 2 Obviously, this leaves some unused power at user 1 which can be used to superpose an additional signal on top of the lattice code. This can lead to a higher achievable rate R 12 > R. For simplicity, we do not consider this option here. But as we see next, the choice of equal R 12 and R 21 is sufficient for obtaining a constant gap characterization of the sum-capacity. 3 At the beginning of transmission, the relay does not send anything. This results in a loss in the achievable rate, which becomes negligible as f → ∞. users 1 and 2 decode m 21 and m 12 in slot 3f + 2, and users 2 and 3 decode m 32 and m 23 in slot 3f + 3. As a result, the achievable rate using this scheme is bounded by
and R jk = R kj . Since we used 3 slots to transmit all messages, we obtain the following theorem.
Theorem 5. The sum-capacity of the Y-channel satisfies
E. Functional DF with two active users
Here, we let two out of three users communicate all the time as in a two-way relay channel. By choosing the users with the strongest channels to communicate all the time, i.e. users 1 and 2, we obtain [16] : Theorem 6. The sum-capacity of the Y-channel satisfies Figure 2 shows a plot of the obtained upper and lower bounds versus the signal to noise power ratio SNR. It can be seen that C Σg is tighter than C Σ at moderate to high SNR.
It can also be seen that the gap between C Σg and C III , C IV becomes constant as SNR increases. In the following section, we characterize this constant gap. Notice that the lower bounds C II and C IV are simpler than C I and C III . For this reason, we will use C II and C IV to characterize that gap between the upper and lower bounds. However, it must be noted that C III can be larger than C IV in some cases, e.g., if h 3 = h 2 . 
VI. BOUNDING THE GAP BETWEEN THE UPPER AND LOWER BOUNDS
Now we bound the gap between the upper and lower bounds. We consider two kinds of gaps, additive gap and multiplicative gap. We bound the multiplicative gap Γ m first by bounding the ratio of the upper bound to the lower bound. For this purpose, we use the bounds C Σ and C II . Notice that we can always write C ≥ C II ≥ C h 2 2 P . Therefore
Now we calculate the additive gap, which we split into two cases: h 2 2 P ≤ 1/2 and h 2 2 P > 1/2.
A. Case h 2 2 P ≤ 1/2
Here, we call the gap Γ a1 . Consider the lower bound C II and the upper bound C Σ . These bounds can be used to obtain Γ a1 = C Σ − C II ≤ 3C(h 2 2 P ) ≤ (3/2) log (3/2) .
Therefore, if h 2 2 P ≤ 1/2 we can write max C Σ − (3/2) log (3/2) , C Σ /4 ≤ C ≤ C Σ .
B. Case h 2 2 P > 1/2
We call the gap for this case Γ a2 . Notice that using h 2 2 P > 1/2 in C IV leads to
Now we bound Γ a2 by bounding the difference between the upper bound C Σg and the lower bound C IV . We obtain
Thus the gap is upper bounded by 2. As a result, for h 2 2 P > 1/2 we have max C Σg − 2, C Σ /4 ≤ C ≤ min{C Σg , C Σ }.
(30)
Notice that the multiplicative gap is important for the case of low power, especially when the additive gap becomes larger than the upper bound.
VII. CONCLUSION
We studied the sum-capacity of the Y-channel. We provided new upper bounds that become tighter than the cut-set bounds as the transmit power increases. We also derived the achievable sum-rate using complete and functional decode-and-forward. Then we bounded the additive and multiplicative gaps between the bounds. For all values of channel coefficients and equal power at all nodes, we showed that the additive gap is bound by 2 and that the multiplicative gap is bound by 4. Hence, we characterized the sum-capacity within a constant gap.
