Abstract. This paper revisits testability of complementarity in economic models with multiple equilibria studied by Echenique and Komunjer (2009) 
Assumption S2. r (y, x) is monotone increasing in x on R.
Assumption S3. (For any x 1 , x 2 ∈ X with x 1 < x 2 ) (i) lim y→+∞ [r (y, x 1 ) /r (y, x 2 )] = λ with λ > 1; (ii) for any λ > 1, lim u→−∞ F U |X=x 1 (λu) /F U |X=x 1 (u) = 0; (iii) F U |X=x 1 (u) /F U |X=x 2 (u) is bounded as u → −∞.
Theorem. (Echenique-Komunjer) Assume S1, S2, and S3 hold. Fix a selection rule P XU .
For any x 1 , x 2 ∈ X with x 1 ≤ x 2 , there existsȳ ∈ R such that for all y ≥ȳ,F Y |X=x 1 (y) ≤ F Y |X=x 2 (y).
EK argued that the above monotonicity in x on the tail ofF Y |X=x is a testable implication of Assumption S2, complementarities between y and x. By a close inspection of the proof of EK, we find that the conclusion of Theorem 1 can be derived without S2 and indeed S3 (i), which guarantees complementarities in the tail, is sufficient. We introduce the following weaker version of S3 (i).
Our findings are summarized as follows.
Proposition. Fix a selection rule P XU and x 1 , x 2 ∈ X with x 1 < x 2 .
(i) Under S1 and S3 (i') and (ii)-(iii), the conclusion of Theorem 1 holds true.
(ii) Under S1 and S3, the conclusion of Theorem 1 holds true.
(iii) Under S1, S2, and S3 (iii), lim y→+∞FY |X=x 1 (y) /F Y |X=x 2 (y) is bounded.
(iv) Under S1, S3 (i') is neither necessary nor sufficient for S2.
(v) Under S1, S3 (i') is sufficient but not necessary for complementarity at extremes (i.e., there existsȳ ∈ R such that r (y, x 1 ) < r (y, x 2 ) for all y ≥ȳ).
(vi) The conclusion of Theorem 1, S1, and S3 (ii)-(iii) are not sufficient for complementarity at extremes.
Proof of (i).
Let r e (y, x) be a nonincreasing upper envelope of r (y, x) on [y 0 , +∞) for a given y 0 ∈ R, i.e., r e (y, x) = inf {q (y) : q is nonincreasing on [y 0 , +∞) and q (y) ≥ r (y, x) for all [y 0 , +∞)}.
We proceed in three steps.
Step 1: Show that for any λ 1 ∈ (1, λ), there existsȳ ∈ R such that r (y, x 1 ) ≤ λ 1 r (y, x 2 ) for all y ≥ȳ. Pick any λ 1 ∈ (1, λ). By S3 (i'), there exists y * ∈ R such that
for all y ≥ y * . Moreover, by S1 (ii), there exists y ∈ R such that r (y, x 2 ) ≤ −1 for all y ≥ y .
Thus, by takingȳ = max {y * , y }, we have r (y, x 1 ) ≤ λ 1 r (y, x 2 ) for all y ≥ȳ. Thus, we obtain the conclusion of this step.
Step 2: Show that there existsỹ ∈ R such that r e (y, x 1 ) ≤ λ 1 r e (y, x 2 ) for all y ≥ỹ. From
Step 1, takeȳ ∈ R such that r (y, x 1 ) ≤ λ 1 r (y, x 2 ) for all y ≥ȳ. By takingỹ =ȳ and letting r e (y, x 2 ) be a nonincreasing upper envelope forỹ, we have r (y,
for all y ≥ỹ. Now from the definition of r e (y, x), r e (y, x 1 ) = inf {q (y) : q is nonincreasing on [ỹ, +∞) and q (y) ≥ r (y,
for all y ≥ỹ. Thus, we obtain the conclusion of this step.
Step 3: Show lim y→+∞F
= 0. By Proposition 1 and Lemma 1 of EK, 1 there exists
for all y ≥ y . By
Step 2, there existsỹ ∈ R such that r e (y, x 1 ) ≤ λr e (y, x 2 ) for all y ≥ỹ.
Therefore, for all y ≥ max {ỹ, y },
The first term on the right hand side of (1.3) converges to 0 as y → +∞ by S3 (ii), and the second term on the right hand side of (1.3) is bounded by S3 (iii). Combining this result with (1.2), we obtain the conclusion.
Proof of (ii). From Part (i), it is sufficient to show that S3 (i) implies S3 (i'). Pick any
Proof of (iii). By Proposition 1 and Lemma 1 of EK,
where the last inequality follows from S2, which implies r e (y, x 1 ) ≤ r e (y, x 2 ). Therefore, S1 (ii) and S3 (iii) imply the conclusion.
Proof of (iv). We first argue that S1 and S3 (i') are not sufficient for S2. Let x 1 = 1, x 2 = 3, and r (y, x) = −y x − x for y ∈ (−∞, 0)
Then r (y, x) satisfies S1. Also, since inf y ≥y [r (y , x 1 ) /r (y , x 2 )] = r (y, x 1 ) /r (y, x 2 ) in this case, L'Hôpital's rule implies that S3 (i') is satisfied with λ = +∞. On the other hand, from r (0, 1) > r (0, 3), S2 is not satisfied.
We next argue that S1 and S3 (i') are not necessary for S2. Let x 1 = 0, x 2 = 1, and r (y, x) = −y + x 1 + y 2 .
Then r (y, x) satisfies S1. and S2. Also, since inf y ≥y [r (y , x 1 ) /r (y , x 2 )] = r (y, x 1 ) /r (y, x 2 ) in this case, L'Hôpital's rule implies lim y→+∞ inf y ≥y [r (y , x 1 ) /r (y , x 2 )] = 1. Thus, S3 (i') is not satisfied.
Proof of (v).
We first show sufficiency. In the proof of Part (i), we have shown that under S1 and S3 (i'), for any λ 1 ∈ (1, λ), there existsȳ ∈ R such that r (y, x 1 ) ≤ λ 1 r (y, x 2 ) and r (y, x 2 ) ≤ −1 for all y ≥ȳ. Therefore, r (y, x 1 ) ≤ λ 1 r (y, x 2 ) < r (y, x 2 ) for all y ≥ȳ and the sufficiency is obtained.
We next argue that S1 and complementarity at extremes do not necessarily imply S3(i). Note that S2 implies complementarity at extremes. Therefore, the second example of the proof of Part (iv) guarantees the conclusion.
Proof of (vi). In the proof of proposition (i), we use S3 (i') only to derive the fact that there are λ 1 > 1 and y o such that λ 1 r e (y, x 2 ) > r e (y, x 1 ) for all y ≥ y o . Thus, it is enough to find functions r (y, x 1 ) and r (y, x 2 ) of y that satisfy S1 and λ 1 r e (y, x 2 ) > r e (y, x 1 ) for large enough y but do not satisfy S3(i'). Let
For r (y, x 2 ), we take some constant c > 0 and define sequences {a j } j∈N , {b j } j∈N , and {d j } j∈N as
Then we define
Observe that r (y, x 1 ) and r (y, x 2 ) satisfy S1. Moreover, inf y ≥y [r (y , x 1 ) /r (y , x 2 )] = 3/4 for all y ∈ R but inf y ≥y [r e (y , x 1 ) /r e (y , x 2 )] = 3/2 for all y ∈ R.
Remarks. 1. Proposition (i) derives the conclusion of Theorem 1 of EK without using S2.
Indeed S3 (i') plays a role of complementarity in the tails, which guarantees the inequality in (1.1). Since S3 (i') implies S3 (i), we can argue that the conclusion of Theorem 1 can be derived by only S1 and S3. This point is presented in Proposition (ii). Therefore, monotonicity of the conditional distribution F Y |X=x in x in the tails may not be a testable implication of S2. On the other hand, if we impose S2 instead of S3 (i), the inequality in (1.1) can be guaranteed only for λ = 1. Therefore, under S2 without S3 (i), we can only say that the ratioF Y |X=x 1 (y) /F Y |X=x 2 (y)
does not diverge as y → +∞. This point is presented in Proposition (iii).
2. Proposition (iv) clarifies that there is no logical relationship for the two complementary conditions, S2 and S3 (i'). Therefore, under S1, the rejection of the testable implication of Theorem 1 implies the rejection of S3 (i') but does not necessarily imply the rejection of S2.
Proposition (v) compares S3 (i') and a weaker notion on S2, complementarity at extremes. This notion is weak enough so that S3 (i') implies complementarity at extremes, but not vice versa.
Therefore, the rejection of the testable implication of Theorem 1 does not necessarily imply the rejection of complementarity at extremes. Since S3 (i) implies S3 (i'), the above arguments remain true when we replace S3 (i') with S3 (i).
3. A key insight from the above argument is that we need a stronger notion of complementarity so that the ratio r (y, x 1 ) /r (y, x 2 ) is bounded away from 1 at least in the tails. For example, we can strengthen S2 by the following one.
Assumption S2'. r (y, x) is monotone increasing in x on R. Furthermore, as y → +∞, r (y, x 1 ) /r (y, x 2 ) neither converges to 1 nor contacts to 1 infinitely many times.
Then since S2' implies S3 (i'), Proposition (i) guarantees that under S1, S2', and S3 (ii)-(iii), the conclusion of Theorem 1 holds true. We summarize this point in the following corollary.
Corollary. Under S1, S2', and S3 (ii)-(iii), the conclusion of Theorem 1 holds true.
4. Proposition (vi) considers the meaning of acceptance of the testable implication. This result implies that the acceptance of the testable implication in Theorem 1 does not necessarily imply the acceptance of complementarity at extreme (and S2 as well).
EK considered an alternative set of assumptions for S3:
Assumption S3'. (For any x 1 , x 2 ∈ X with x 1 < x 2 ) (i) lim y→+∞ [r (y, x 1 ) − r (y, x 2 )] = δ with δ < 0; (ii) for any δ < 0, lim u→−∞ F U |X=x 1 (u + δ) /F U |X=x 1 (u) = 0; (iii) F U |X=x 1 (u) /F U |X=x 2 (u)
is bounded as u → −∞.
We can derive an analogous proposition and remarks if we replace S3 (i') with the following assumption.
Assumption S3'. (i') lim y→+∞ inf y ≥y [r (y , x 1 ) − r (y , x 2 )] = δ with δ < 0. 
