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Construction of a Wilson action for the Wess-Zumino model
Hidenori Sonoda1 and Kayhan U¨lker2
1 Physics Department, Kobe University, Japan
2 Feza Gu¨rsey Institute, Istanbul, Turkey
We construct a Wilson action for the Wess-Zumino model by applying the exact renor-
malization group perturbatively. Using neither superfields nor auxiliary fields, we construct
a supersymmetric action only with complex scalar and Majorana spinor fields. We adopt
the BRST (antifield) formalism to show the consistency of the construction to all orders in
loop expansions. The resulting action has a quadratically divergent scalar mass term which
is absent in the superfield formalism.
§1. Introduction
The purpose of this paper is to construct a Wilson action for the Wess-Zumino
model by applying the exact renormalization group (ERG) perturbatively. ERG was
originally introduced to define the continuum limit of a quantum field theory non-
perturbatively.1) A field theory is defined by an action with a momentum cutoff Λ.
The renormalization group (RG) transformation is the change of the action as we
lower Λ, while we keep the physics of the theory intact. This transformation generates
an infinite number of interaction terms. The Λ dependence of their coefficients is
determined by a functional differential equation, which we call the ERG differential
equation. (E for exact is added to RG as a reminder that the actions have an infinite
number of terms.) The continuum limit corresponds to a solution of the differential
equation that reaches a fixed point as we raise Λ to infinity. In practice, non-
perturbative application of ERG is difficult without any approximation; its main role
has been to give us both an assurance to and an insight into the standard construction
of a continuum limit by fine-tuning a small number of relevant parameters of a bare
action.
In this paper we use ERG only perturbatively by introducing a cutoff through the
propagators.2) Within perturbation theory it becomes straightforward to construct
the continuum limit (or renormalized theory) directly by solving the ERG differential
equation; we obtain the continuum limit by finding a solution that reduces to an
action with a finite number of interaction terms as we raise Λ to infinity. The
renormalized parameters of the theory characterize this asymptotic behavior of the
solution.3)
The presence of an ultraviolet cutoff often gives us a false impression that it is in-
compatible with local symmetry. The perturbative construction of gauge theories in
the ERG formalism was pioneered by Becchi4) and Ellwanger5) among others. (See6)
for the background field method, and7) for a manifestly gauge invariant method.)
Gauge symmetry (or BRST invariance) is realized as the invariance of the action
under an infinitesimal field transformation where the jacobian is properly taken into
account. Hence, the theory has the full gauge invariance even though it must be
typeset using PTPTEX.cls 〈Ver.0.9〉
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enforced order by order in loop expansions.
Here, we wish to construct theWess-Zumino model,8) the simplest four-dimensional
supersymmetric theory, by using ERG. On introducing supersymmetry, we choose
to use no auxiliary fields for two reasons. First, auxiliary fields, necessary to close
the supersymmetry algebra off-shell, are not available to all supersymmetric theo-
ries; we wish to build a formalism that does not rely on the existence of auxiliary
fields. Second, the use of auxiliary fields (superfields to be more precise) does not
bring any insight into the realization of supersymmetry in a Wilson action. With
auxiliary fields, supersymmetry is a linear symmetry, and it is realized automatically
once we adopt superfields.9) ERG then becomes merely a method of regularization.
The proof of non-renormalization of the F-term, for example, depends on the famil-
iar technicalities of supergraphs.10) We wish to construct the model using only its
supersymmetry but no extra ingredient provided by the superfields.
In applying ERG to the Wess-Zumino model, we have an advantage that the
model is defined strictly in four dimensions. Hence, there is no subtlety in defining
γ5 or Majorana fermions, in contrast to when we use dimensional regularization. The
method of dimensional reduction can handle γ5, but as far as we know its consistency
has not been fully demonstrated. (For a recent review of the dimensional reduction,
see11) for example.)
We first introduce a most general renormalized theory with the same field con-
tents as the Wess-Zumino model. This general theory has more number of renor-
malized parameters than the Wess-Zumino model. We then reduce the number of
independent parameters by imposing supersymmetry. Using only component fields,
the supersymmetry transformation is non-linear in fields, just like the gauge trans-
formation of Yang-Mills theories. It is this non-linearity that calls for our attention
and care.
The paper is organized as follows. In sect. 2, we give a brief summary of the
ERG formalism, taking the four dimensional φ4 theory as an example. In sect. 3, we
apply the ERG formalism to construct the Wess-Zumino model, using only a complex
scalar field and a Majorana spinor field (equivalently, a pair of right- and left-hand
spinors). We choose two different cutoff functions for the scalar and spinor, since their
equality is not required by supersymmetry. We also hope that this choice mimics
some aspect of lattice realization of supersymmetry, if the realization is possible
at all. We show that the theory has nine parameters if only renormalizability is
imposed. We then derive an equation that gives the invariance of the action under
the supersymmetry transformation. In sect. 4, we construct the action up to 1-
loop. In sect. 5, we attempt to prove, to all orders in loop expansions, that we
can realize supersymmetry by fine-tuning the parameters. The proof fails, however,
and we explain why. To overcome this failure, we introduce antifields that generate
the supersymmetry transformation in sect. 6. With the antifields, supersymmetry is
reformulated as BRST invariance of the action. The antifields, which are classical
external sources, transform under the supersymmetry transformation, and they play
the role of auxiliary fields in making the BRST transformation nilpotent. (We explain
this in some details for the classical action in Appendix B.) Outside the context of
ERG, this procedure is well known. The antifield or BRST formalism has been
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introduced to the Wess-Zumino model in,12), 13) and to super Yang-Mills theories
with matter in;14) the formalism has been extended also to include general global
symmetries in.15) In sect. 7, we complete the perturbative proof that we can realize
supersymmetry by fine-tuning the parameters. In sect. 8, we give brief comments
on the quadratic divergences and holomorphy.16) We conclude the paper in sect. 9.
Three appendices are given.
Before closing this introduction, we call the reader’s attention that we work
in the four dimensional euclidean space throughout the paper. Contrary to the
Minkowski space, the right- and left-hand spinors that constitute a Majorana spinor
are not complex conjugate to each other. We summarize relevant properties of two-
component spinors in Appendix A.
§2. Realization of symmetry in the ERG approach
To make the paper self-contained, we give a brief summary of the ERG for-
malism. For more details, we refer the reader to lecture notes such as4) and17) and
references therein. In this section we only consider a real scalar field φ for simplicity.
Let S(Λ) be a Wilson action with the momentum cutoff Λ. The action is given
as the sum
S(Λ) = Sfree(Λ) + Sint(Λ) (2.1)
where the free action is defined by
Sfree(Λ) ≡ −
∫
p
1
K (p/Λ)
1
2
φ(−p)(p2 +m2)φ(p)
(∫
p
≡
∫
d4p
(2π)4
)
(2.2)
The cutoff functionK(x) is a positive function of x2, and has the following properties:
K(x)
{
= 1 (x2 < 1)
→ 0 (x2 →∞)
(2.3)
The choice of K(x) is arbitrary as long as it damps sufficiently fast (1/x6 is more
than enough) as x2 →∞.
The cutoff dependence of the interaction action Sint(Λ) is determined by the
ERG differential equation2)
− Λ
∂
∂Λ
Sint =
∫
p
∆ (p/Λ)
p2 +m2
1
2
{
δSint
δφ(−p)
δSint
δφ(p)
+
δ2Sint
δφ(−p)δφ(p)
}
(2.4)
where
∆ (p/Λ) ≡ Λ
∂
∂Λ
K (p/Λ) (2.5)
is non-vanishing only for p2 > Λ2. Alternatively the ERG differential equation can
be given for the full action as
− Λ
∂
∂Λ
S =
∫
p
∆ (p/Λ)
p2 +m2
[
p2 +m2
K (p/Λ)
δS
δφ(p)
φ(p)
+
1
2
{
δS
δφ(−p)
δS
δφ(p)
+
δ2S
δφ(p)δφ(−p)
}]
(2.6)
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The ERG differential equation (2.4) or (2.6) implies the cutoff independence of the
following connected correlation functions:{
〈φ(p)φ(−p)〉∞ ≡
1−1/K(p/Λ)
p2+m2 +
1
K(p/Λ)2
〈φ(p)φ(−p)〉S(Λ)
〈φ(p1) · · · φ(pn)〉∞ ≡
∏n
i=1
1
K(pi/Λ)
· 〈φ(p1) · · · φ(pn)〉S(Λ)
(2.7)
Note that for (2.4) or (2.6) to have a unique solution, we must constrain the
asymptotic behavior of Sint(Λ) for Λ, large compared with m and the momenta
carried by the fields. The asymptotic behavior of a renormalized theory has the
form
Sint(Λ)
Λ→∞
−→
∫
d4x
[
(Λ2a2 +m
2b2)
1
2
φ2 + c2
1
2
(∂µφ)
2 + a4
1
4!
φ4
]
(2.8)
where a2, b2, c2, a4 depend on lnΛ/µ (µ is a renormalization scale). The values of
b2, c2, a4 at Λ = µ can be chosen arbitrarily, and the simplest choice is
b2(0) = c2(0) = 0, a4(0) = −λ (2.9)
where λ is a coupling constant.3)
Let Φ(p) be a composite operator with momentum p. A composite operator is a
functional of φ that satisfies the same ERG differential equation as an infinitesimal
deformation of the interaction action. Hence,
− Λ
∂
∂Λ
Φ(p) = D · Φ(p) (2.10)
where
D ≡
∫
p
∆ (p/Λ)
p2 +m2
{
δSint
δφ(−p)
δ
δφ(p)
+
1
2
δ2
δφ(−p)δφ(p)
}
(2.11)
The differential equation implies the cutoff independence of the correlation functions
〈Φ(p)φ(p1) · · · φ(pn)〉∞ ≡
n∏
i=1
1
K (pi/Λ)
· 〈Φ(p)φ(p1) · · · φ(pn)〉S(Λ) (2
.12)
for n ≥ 1. For example, the elementary field φ(p) is not a composite operator, but
[φ](p) ≡ φ(p) +
1−K (p/Λ)
p2 +m2
δSint
δφ(−p)
(2.13)
is one with the correlation functions
〈[φ](p)φ(p1) · · · φ(pn)〉∞ = 〈φ(p)φ(p1) · · ·φ(pn)〉∞ (n ≥ 1) (2
.14)
The composite operator
[
1
2φ
2
]
(p) is less easy to define. For non-vanishing momentum
p, it has the following asymptotic behavior:[
1
2
φ2
]
(p)
Λ→∞
−→ z(lnΛ/µ)
1
2
∫
q
φ(p− q)φ(q) (2.15)
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The Λ dependence of the coefficient is determined by the ERG, but the value z(0)
can be chosen arbitrarily; z(0) = 1 is the simplest choice.
Now, given an arbitrary composite operator Φ(p) of momentum p,
Σ ≡
∫
p
K (p/Λ)
(
δS
δφ(p)
Φ(p) +
δΦ(p)
δφ(p)
)
(2.16)
is a composite operator of zero momentum. Let us assume that Σ vanishes for some
Λ. Then
Σ(Λ) = 0 (2.17)
for any Λ, since Σ satisfies the linear equation (2.10). (2.17) is equivalent to the
Ward identity
n∑
i=1
〈φ(p1) · · ·Φ(pi) · · · φ(pn)〉∞ = 0 (2
.18)
and it implies the invariance of the functional measure
[dφ] eS(Λ) (2.19)
under the infinitesimal change of field
φ(p) −→ φ(p) + ǫK (p/Λ)Φ(p) (2.20)
The second term of (2.16) takes into account the jacobian of this transformation.
(2.17) is the generic expression of continuous symmetry in the ERG formalism, and
in sect. 3 we introduce supersymmetry in this form. (See18) for an application to
QED.)
Before we review the BRST formalism, let us briefly discuss how to introduce an
external source to the action. Let J(−p) be a classical external source coupled to a
composite operator Φ(p). The action S¯ in the presence of J satisfies the same ERG
differential equation (2.6) as S. If Φ is the composite operator (2.13), S¯ satisfies the
simple asymptotic condition
S¯(Λ)− S(Λ)
Λ→∞
−→
∫
p
J(−p)φ(p) (2.21)
and the solution of both the ERG differential equation and the above asymptotic
condition is given by
S¯(Λ) = Sfree(Λ) +
∫
p
J(−p)φ(p) +
1
2
∫
p
J(−p)
1−K (p/Λ)
p2 +m2
J(p) + Sint(Λ) [φsh]
(2.22)
where the last term is obtained from Sint[φ] by substituting the shifted field
φsh(p) ≡ φ(p) +
1−K (p/Λ)
p2 +m2
J(p) (2.23)
into the elementary field φ(p). We can easily check
δS¯
δJ(−p)
∣∣∣
J=0
= [φ] (p) (2.24)
6 H. Sonoda and K. U¨lker
Now, if Φ is a more complicated composite operator such as
[
1
2φ
2
]
, the asymptotic
behavior has the form
S¯(Λ)− S(Λ)
Λ→∞
−→ w1(lnΛ/µ)
∫
p,q
J(−p)
1
2
φ(p− q)φ(q)
+
1
2
w2(lnΛ/µ)
∫
p
J(p)J(−p) (2.25)
We can choose w1(0) and w2(0) at will, but we cannot give a closed formula like
(2.22) in this case.
We now summarize the BRST formalism, an alternative way to realize symmetry
using ERG. We introduce an antifield φ∗ which has the statistics (fermionic in this
case) opposite to that of the conjugate field φ. We introduce φ∗(−p) as a classical
external source coupled to Φ(p) of (2.16). We denote the resulting action as S¯(Λ).
Its interaction part
S¯int(Λ) ≡ S¯(Λ)− Sfree(Λ) (2.26)
satisfies the same ERG differential equation as Sint:
− Λ
∂
∂Λ
S¯int =
∫
p
∆ (p/Λ)
p2 +m2
1
2
{
δS¯int
δφ(−p)
δS¯int
δφ(p)
+
δ2S¯int
δφ(−p)δφ(p)
}
(2.27)
Note φ∗ plays no role in ERG. Replacing Φ(p) of (2.16) by the left-derivative of the
action with respect to φ∗, we extend (2.17) to
Σ¯(Λ) = 0 (2.28)
where Σ¯ is a composite operator defined by
Σ¯(Λ) ≡
∫
p
K (p/Λ)
(
δS¯
δφ(p)
·
−→
δ
δφ∗(−p)
S¯ +
δ
δφ(p)
−→
δ
δφ∗(−p)
S¯
)
(2.29)
The above identity, or the vanishing of Σ¯, is the BRST invariance of the action in
the ERG formalism.4), 17) For any S¯ we can define BRST transformation by
δQ ≡
∫
p
K (p/Λ)
( −→
δ
δφ∗(−p)
δ
δφ(p)
+
−→
δ
δφ∗(−p)
S¯ ·
δ
δφ(p)
+
δS¯
δφ(p)
·
−→
δ
δφ∗(−p)
)
(2.30)
so that, given a composite operator O, δQO gives another composite operator. We
then obtain
δQΣ¯ = 0 (2.31)
for any Σ¯ given by (2.29) even if Σ¯ 6= 0. This equation provides an essential algebraic
structure that is missing in the formalism without antifields. We will take advantage
of the algebraic structure to construct a supersymmetric Wilson action to all orders
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in loop expansions. Once we construct a BRST invariant action, satisfying Σ¯ = 0,
the BRST transformation automatically satisfies nilpotency
δQδQ = 0 (2.32)
but it plays no role in this paper.
§3. Construction without antifields
In this section we discuss how to construct a Wilson action of the Wess-Zumino
model perturbatively without using antifields. The starting point is the classical
action:
Scl ≡ −
∫
d4x
[
χ¯Lσ · ∂χR +
1
2
(mχ¯RχR + m¯χ¯LχL) + ∂µφ¯∂µφ+ |m|
2φ¯φ
+gφ
1
2
χ¯RχR + g¯φ¯
1
2
χ¯LχL +mφ
g¯
2
φ¯2 + m¯φ¯
g
2
φ2 +
|g|2
4
|φ|4
]
(3.1)
The bar above a complex scalar φ or the mass parameter m denotes complex con-
jugation, but the bar above a spinor denotes a transpose. (See Appendix A for
our notation on two-component spinors.) We save ∗ as a superscript to denote an
antifield.
In order to classify all possible interaction terms, we introduce two types of
charges. Though they are not conserved, we can use them to figure out which terms
are allowed and which forbidden.16)
1. α charge — We assign charge α to φ, and −α to φ¯. The action is invariant
under
φ→ eiαφ, φ¯→ e−iαφ¯ (3.2)
if we assign charge −α to g and α to g¯. In other words, the phase change of
the coupling
g → e−iαg, g¯ → eiαg¯ (3.3)
does not affect physics, since this can be compensated by (3.2).
2. β charge — We assign charge β to χR, and −β to χL. The action is invariant
under
χR → e
iβχR, χL → e
−iβχL (3.4)
if we assign charge −2β to g,m, and 2β to g¯, m¯. In other words, the phase
change of the parameters
g → e−2iβg, m→ e−2iβm, g¯ → e2iβ g¯, m¯→ e2iβm¯ (3.5)
does not affect physics, since this can be compensated by (3.4).
We will impose the above properties on the Wilson action. Hence, the terms such as
m¯2g2φ2, |m|2 m¯gφ (3.6)
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can be generated, though they are absent in the classical action. The α and β charges
are obviously related to the standard R-symmetry; the R-charge is reproduced by
choosing
α+ 2β = 0 (3.7)
In the following we treat α and β as independent. (One of the two U(1) charges
of16) has α = β = 1, and the other α = 1, β = −12 .) The classical action is invariant
under the following supersymmetry transformation:

δclφ ≡ ξ¯RχR + ηµ∂µφ
δclφ¯ ≡ ξ¯LχL + ηµ∂µφ¯
δclχR ≡ σ¯µξL∂µφ−
(
m¯φ¯+ g¯ φ¯
2
2
)
ξR + ηµ∂µχR
δclχL ≡ σµξR∂µφ¯−
(
mφ+ g φ
2
2
)
ξL + ηµ∂µχL
(3.8)
where ξR,L are anticommuting constant spinors, and ηµ is an an infinitesimal constant
vector. Hence, we obtain
δclScl ≡
∫
p
[
δclφ(p)
δScl
δφ(p)
+ δclφ¯(p)
δScl
δφ¯(p)
+Scl
←−
δ
δχR(p)
δclχR(p) + Scl
←−
δ
δχL(p)
δclχL(p)
]
= 0 (3.9)
We note two things here:
1. In (3.8), ηµ generates translation, and the invariance of the action under trans-
lation holds trivially. But it becomes crucial to include the translation as part
of the transformation when we introduce a BRST invariant classical action S¯cl
in sect. 6. As is explained in Appendix B, its BRST invariance is equivalent to
the nilpotency of (generalized) δcl.
2. We can give mass dimensions and α, β charges to the parameters ξR,L, ηµ of the
supersymmetry transformation (3.8) such that the field and its transformation
have the same dimensions and charges. For later convenience, we summarize
the mass dimensions and α, β charges of fields and constants (or parameters)
in a table:
fields dimensions α,β charges constants dimensions α,β charges
φ 1 α g 0 −α− 2β
φ¯ 1 −α g¯ 0 α+ 2β
χR 3/2 β m 1 −2β
χL 3/2 −β m¯ 1 2β
ξR −1/2 α− β
ξL −1/2 −α+ β
ηµ −1 0
To construct a Wilson action of the Wess-Zumino model, we first split the action
into the free and interaction parts:
S(Λ) = Sfree(Λ) + Sint(Λ)
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where the free part is given by
Sfree(Λ) ≡ −
∫
p
[
1
Kb (p/Λ)
φ¯(−p)(p2 + |m|2)φ(p)
+
1
Kf (p/Λ)
(
χ¯L(−p)ip · σχR(p) +
m
2
χ¯RχR +
m¯
2
χ¯LχL
) ]
(3.10)
We have chosen different cutoff functions for the scalars and spinors; as we shall see,
supersymmetry does not require
Kf = Kb (3.11)
The propagators are given by〈
φ(p)φ¯(−p)
〉
Sfree
= Kb (p/Λ) /(p
2 + |m|2)
〈χR(p)χ¯L(−p)〉Sfree = (−ip · σ¯)Kf (p/Λ) /(p
2 + |m|2)
〈χR(p)χ¯R(−p)〉Sfree = m¯Kf (p/Λ) /(p
2 + |m|2)
〈χL(p)χ¯L(−p)〉Sfree = mKf (p/Λ) /(p
2 + |m|2)
(3.12)
The interaction action Sint satisfies the ERG differential equation
−Λ
∂
∂Λ
Sint =
∫
p
∆b(p/Λ)
p2 + |m|2
{
δSint
δφ(p)
·
δSint
δφ¯(−p)
+
δ2Sint
δφ(p)φ¯(−p)
}
+
∫
p
∆f (p/Λ)
p2 + |m|2
×
[
m¯
2
{
Sint
←−
δ
δχR(p)
·
−→
δ
δχ¯R(−p)
S
(0)
int −Tr
−→
δ
δχ¯R(−p)
S
(0)
int
←−
δ
δχR(p)
}
+
m
2
{
S
(0)
int
←−
δ
δχL(p)
·
−→
δ
δχ¯L(−p)
S
(0)
int − Tr
−→
δ
δχ¯L(−p)
S
(0)
int
←−
δ
δχL(p)
}
(3.13)
+Sint
←−
δ
δχR(p)
(−ip · σ¯)
−→
δ
δχL(−p)
Sint − Tr (−ip · σ¯)
−→
δ
δχL(−p)
Sint
←−
δ
δχR(p)
]
where
∆b (p/Λ) ≡ Λ
∂
∂Λ
Kb (p/Λ) , ∆f (p/Λ) ≡ Λ
∂
∂Λ
Kf (p/Λ) (3.14)
The minus signs in front of the traces are due to the Fermi statistics. Note that the
α, β charges are preserved under the ERG transformation.
We specify a renormalized theory by the asymptotic behavior of Sint(Λ) for Λ
large compared with the momenta of fields and the mass parameters. The asymptotic
behavior is parametrized as follows:
Sint(Λ)
Λ→∞
−→
∫
d4x
[
z1(lnΛ/µ) χ¯Lσµ∂µχR
+z2(lnΛ/µ)
(m
2
χ¯RχR +
m¯
2
χ¯LχL
)
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+z3(lnΛ/µ) ∂µφ¯∂µφ+
{
Λ2a4(lnΛ/µ) + |m|
2z4(lnΛ/µ)
}
|φ|2
+ {−1 + z5(lnΛ/µ)}
(
gφ
1
2
χ¯RχR + g¯φ¯
1
2
χ¯LχL
)
+ {−1 + z6(lnΛ/µ)}
(
mφ
g¯
2
φ¯2 + m¯φ¯
g
2
φ2
)
+ {−1 + z7(lnΛ/µ)}
|g|2
4
|φ|4 + z8(lnΛ/µ)
(
g2m¯2
1
2
φ2 + g¯2m2
1
2
φ¯2
)
+
{
Λ2a9(lnΛ/µ) + |m|
2z9(lnΛ/µ)
} (
gm¯φ+ g¯mφ¯
) ]
(3.15)
where we have adopted coordinate space notation. The real coefficients a4, a9 and
z1, · · · , z9 all depend on lnΛ/µ, where µ is an arbitrary renormalization scale. The
values of z’s at Λ = µ can be chosen at will, and they constitute part of the param-
eters of the theory:
z1(0), · · · , z9(0) (3.16)
(A brief remark on why the coefficients are real as opposed to complex: a4, z1,3,4,7
are real because the action is real, and a9, z2,5,6,7,9 are real additionally because the
theory is CP invariant. In euclidean space CP transformation is given by
φ(~x, x4) → φ¯(−~x, x4) , φ¯(~x, x4) → φ(−~x, x4)
χR(~x, x4) → χL(−~x, x4), χL(~x, x4) → χR(−~x, x4)
(3.17)
We can choose both m and g real by choosing the phases of the fields appropriately.
We can then demand the theory be invariant under the above CP.)
We now introduce a supersymmetry transformation:

δφ(p) ≡ ξ¯R[χR](p) + ηµipµ[φ](p)
δφ¯(p) ≡ ξ¯L[χL](p) + ηµipµ[φ¯](p)
δχR(p) ≡ σ¯µξLipµ[φ](p)−
(
m¯[φ¯](p) + g¯ ·
[
φ¯2
2
]
(p)
)
ξR
+ηµipµ[χR](p)
δχL(p) ≡ σµξRipµ[φ¯](p)−
(
m[φ](p) + g ·
[
φ2
2
]
(p)
)
ξL
+ηµipµ[χL](p)
(3.18)
Here, the fields in square brackets are composite operators:
[φ](p) ≡ φ(p) +
1−Kb (p/Λ)
p2 + |m|2
δSint
δφ¯(−p)
(3.19)
[
φ¯
]
(p) ≡ φ¯(p) +
1−Kb (p/Λ)
p2 + |m|2
δSint
δφ(−p)
(3.20)
[χR] (p) ≡ χR(p)
+
1−Kf (p/Λ)
p2 + |m|2
(
−ip · σ¯
−→
δ
δχ¯L(−p)
+ m¯
−→
δ
δχ¯R(−p)
)
Sint (3.21)
[χL] (p) ≡ χL(p)
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+
1−Kf (p/Λ)
p2 + |m|2
(
−ip · σ
−→
δ
δχ¯R(−p)
+m
−→
δ
δχ¯L(−p)
)
Sint (3.22)
These behave trivially as Λ→∞:
[φ](p)→ φ(p),
[
φ¯
]
(p)→ φ¯(p)
[χR] (p)→ χR(p), [χL] (p)→ χL(p)
(3.23)
The composite operators
[
φ2
]
(p),
[
φ¯2
]
(p) are defined by ERG differential equations
(the same as those satisfied by infinitesimal deformations of Sint) and their asymp-
totic behaviors:[
φ2
2
]
(p)
Λ→∞
−→ (1 + z10)
φ2
2
(p) + z11g¯mφ(p) + z12g¯
2m2 · (2π)4δ(4)(p) (3.24)[
φ¯2
2
]
(p)
Λ→∞
−→ (1 + z10)
φ¯2
2
(p) + z11gm¯φ¯(p) + z12g
2m¯2 · (2π)4δ(4)(p) (3.25)
where z10,11,12 are real coefficients, dependent on lnΛ/µ. The values of z10,11,12 at
Λ = µ
z10(0), z11(0), z12(0) (3.26)
should be considered as additional parameters of the theory. Hence, altogether, the
theory has twelve real parameters
z1(0), · · · , z12(0) (3.27)
We now define a bosonic composite operator Σ by
Σ ≡
∫
p
Kb (p/Λ)
[
δφ(p)
δS
δφ(p)
+
δ
δφ(p)
δφ(p) + δφ¯(p)
δS
δφ¯(p)
+
δ
δφ¯(p)
δφ¯(p)
]
+
∫
p
Kf (p/Λ)
[
S
←−
δ
δχR(p)
δχR(p)− Tr δχR(p)
←−
δ
δχR(p)
+S
←−
δ
δχL(p)
δχL(p)− Tr δχL(p)
←−
δ
δχL(p)
]
(3.28)
where δφ, etc., are defined by (3.18). Supersymmetry of the Wilson action is the
vanishing of this composite operator:
Σ(Λ) = 0 (3.29)
Note that if Σ vanishes asymptotically for large Λ, it vanishes identically, since Σ
satisfies a linear ERG differential equation.
Let us check (3.29) at tree level. At tree level, the interaction action, S
(0)
int ,
satisfies a simpler ERG differential equation
−Λ
∂
∂Λ
S
(0)
int =
∫
p
∆b(p/Λ)
p2 + |m|2
δS
(0)
int
δφ(p)
·
δS
(0)
int
δφ¯(−p)
12 H. Sonoda and K. U¨lker
+
∫
p
∆f (p/Λ)
p2 + |m|2
[
S
(0)
int
←−
δ
δχR(p)
(−ip · σ¯)
−→
δ
δχL(−p)
S
(0)
int (3
.30)
+
m¯
2
Sint
←−
δ
δχR(p)
·
−→
δ
δχ¯R(−p)
S
(0)
int +
m
2
S
(0)
int
←−
δ
δχL(p)
·
−→
δ
δχ¯L(−p)
S
(0)
int
]
We impose the asymptotic condition that S
(0)
int reduces to the interaction part of the
classical action:
S
(0)
int
Λ→∞
−→ −
∫
d4x
[
gφ
1
2
χ¯RχR + g¯φ¯
1
2
χ¯LχL +mφ
g¯
2
φ¯2 + m¯φ¯
g
2
φ2 +
|g|2
4
|φ|4
]
(3.31)
Then S
(0)
int is given by the tree level Feynman diagrams where the elementary vertices
from Scl are connected by high momentum propagators proportional to either 1−Kb
or 1−Kf . At tree level, (3.28) simplifies to
Σ(0) ≡
∫
p
Kb (p/Λ)
[
δ(0)φ(p)
δS(0)
δφ(p)
+ δ(0)φ¯(p)
δS(0)
δφ¯(p)
]
+
∫
p
Kf (p/Λ)
[
S(0)
←−
δ
δχR(p)
δ(0)χR(p) + S
(0)
←−
δ
δχL(p)
δ(0)χL(p)
]
(3.32)
where
S(0) ≡ Sfree + S
(0)
int (3
.33)
and δ(0)φ, etc., are tree-level supersymmetry transformations. For Λ large compared
with m and the momenta carried by the fields, (3.32) reduces to
Σ(0)(Λ)
Λ→∞
−→ δclScl = 0 (3.34)
The last equality is due to the classical supersymmetry (3.9). Hence, Σ(0)(Λ) van-
ishes identically for arbitrary Λ.
We wish to construct S(Λ) that satisfies (3.29) to all orders in the number of
loops. The question is twofold:
1. Can we satisfy (3.29) by fine-tuning the twelve parameters?
2. How many parameters are left arbitrary?
In the next section we will answer these questions at 1-loop level.
§4. 1-loop results
Let S
(1)
int be the 1-loop correction to Sint. This is obtained by solving (3
.13)
approximately. Here, we only summarize the 1-loop corrections to a4,9(lnΛ/µ) and
zi(lnΛ/µ) (i = 1, · · · , 12):
a
(1)
4 (lnΛ/µ) = −
|g|2
2
∫
p {−∆b(p) + 2∆f (p) (1−Kf (p))} /p
2
a
(1)
9 (lnΛ/µ) = −
1
2
∫
p {∆f (p)−∆b(p)} /p
2
(4.1)
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and
z
(1)
1 (lnΛ/µ) =
|g|2
(4pi)2
lnΛ/µ+ c1 z
(1)
2 (lnΛ/µ) = c2
z
(1)
3 (lnΛ/µ) =
|g|2
(4pi)2 lnΛ/µ+ c3 z
(1)
4 (lnΛ/µ) = −
|g|2
(4pi)2 lnΛ/µ+ c4
z
(1)
5 (lnΛ/µ) = c5 z
(1)
6 (lnΛ/µ) = −
|g|2
(4pi)2
lnΛ/µ+ c6
z
(1)
7 (lnΛ/µ) = −
|g|2
(4pi)2
lnΛ/µ + c7 z
(1)
8 (lnΛ/µ) = c8
z
(1)
9 (lnΛ/µ) = c9 z
(1)
10 (lnΛ/µ) =
|g|2
(4pi)2 lnΛ/µ + c10
|g|2z
(1)
11 (lnΛ/µ) =
|g|2
(4pi)2
lnΛ/µ+ c11|g|
2 |g|2z
(1)
12 (lnΛ/µ) = c12|g|
2
(4.2)
where
ci ≡ z
(1)
i (0) (4
.3)
are arbitrary constants. In calculating these, we have used the formula∫
p
∆b(p) (1−Kb(p))
n
p4
=
∫
p
∆f (p) (1−Kf (p))
n
p4
=
1
(4π)2
2
n+ 1
(4.4)
Next we consider Σ(1), the 1-loop correction to Σ. It is given by
Σ(1) =
∫
p
Kb (p/Λ)
[
δ(0)φ(p)
δS(1)
δφ(p)
+ δ(1)φ(p)
δS(0)
δφ(p)
+
δ
δφ(p)
δ(0)φ(p) + (φ→ φ¯)
]
+
∫
p
Kf (p/Λ)
[
S(1)
←−
δ
δχR(p)
δ(0)χR(p) + S
(0)
←−
δ
δχR(p)
δ(1)χR(p)
−Tr δ(0)χR(p)
←−
δ
δχR(p)
+ (R→ L)
]
(4.5)
where δ(1)φ is the 1-loop correction to δφ, etc. We only need the asymptotic behavior
of Σ(1), which is calculated as
Σ(1)
Λ→∞
−→
∫
d4x ξ¯RχR
[
t1∂
2φ¯+ t2g|m|
2m¯+ t3|m|
2φ¯+ t4g
2m¯2φ
+t5mg¯
φ¯2
2
+ t6m¯g|φ|
2 + t7|g|
2φ
φ¯2
2
]
+
∫
d4x ξ¯Rσ¯µχL · ∂µφ¯
(
t8g¯φ¯+ t9m¯
)
+ (R↔ L, φ↔ φ¯) (4.6)
where t’s are constants with two parts:
ti = ui + vi (i = 1, · · · , 9) (4.7)
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u’s are given by c’s:
u1 = c1 − c3 u2 = c9 + c12|g|
2
u3 = −c2 + c4 + c11|g|
2 u4 = c8 + c12|g|
2
u5 = −c2 + c6 + c10 u6 = −c5 + c6 + c11|g|
2
u7 = −c5 + c7 + c10 u8 = c1 − c5 − c10
u9 = c1 − c2 − c11|g|
2
(4.8)
and v’s are given by the 1-loop integrals:
v1 = −|g|
2
∫
p(Kb −Kf )
{
4(1−Kf ) + ∆˜f
}
/p4
v2 = 0
v3 = |g|
2
∫
p
(
K2f +KfKb −K
2
b − 3Kf + 2Kb
)
/p4
v4 = |g|
2
∫
p(Kb −Kf ) (2−Kf −Kb) /p
4
v5 = v6 = |g|
2
∫
p
(
−2K3f + 6K
2
f − 2K
2
b − 6Kf + 4Kb
)
/p4
v7 = 2|g|
2
∫
p(K
4
f − 4K
3
f + 6K
2
f −K
2
b − 4Kf + 2Kb)/p
4
v8 = v9 = −
|g|2
4
∫
p(Kf −Kb) {2(1 −Kb)−∆b} /p
4
(4.9)
We have defined
∆˜f (p) ≡ −2p
2 d
dp2
∆f (p) (4.10)
Note three points about the above results:
1. All the integrands of (4.9) vanish for p2 < 1. (We have redefined p/Λ as p.)
This makes the integrals infrared finite.
2. The values of the integrals depend on the choice of Kb,f .
3. The coefficients satisfy one algebraic constraint:
t5 − t6 + t8 − t9 = 0 (4.11)
For Σ(1) to vanish, the nine constants t1,··· ,9 must vanish. (4.11) leaves eight inde-
pendent conditions on the twelve constants c1,··· ,12. Taking
c1, c2, c5, c9 (4.12)
as arbitrary, we obtain the rest as
c3 = c1 − v1
c4 = −c1 + 2c2 + v3 + v5 − v6 + v8
c6 = −c1 + c2 + z5 + v5 + v8
c7 = −c1 + 2c5 + v7 + v8
c8 = c9 − v2 + v4
c10 = c1 − c5 − v8
|g|2c11 = c1 − c2 − v5 + v6 − v8
|g|2c12 = −c9 + v2
c13 = −c1 + v5 − v6 + v8 − v10
(4.13)
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Thus, by fine-tuning we have obtained
Σ(1) = 0 (4.14)
We have chosen c1, c2, c5, c9 as arbitrary constants because they have clear physical
meanings: c1,2,5 correspond to normalization of fields, m, and g; c9 corresponds to a
finite shift of φ proportional to g¯m and that of φ¯ proportional to gm¯.
§5. Attempt at an all order construction without antifields
We wish to prove that fine-tuning makes Σ vanish. We outline the inductive
proof and show where it fails. Let us first introduce a loop expansion of the action:
S(Λ) =
∞∑
l=0
S(l)(Λ) (5.1)
Correspondingly, we expand Σ defined by (3.28):
Σ(Λ) =
∞∑
l=0
Σ(l)(Λ) (5.2)
We have already shown
Σ(0) = Σ(1) = 0 (5.3)
We also expand the constants zi(0) (i = 1, · · · , 12):
zi(0) =
∞∑
l=1
c
(l)
i (5
.4)
where c
(l)
i determine the asymptotic behavior of S
(l). In the previous section we
have constructed c
(1)
i (called ci there). We also adopt the same notation for the
supersymmetry transformation of the fields:
δφ(p) =
∞∑
l=0
δ(l)φ(p), · · · (5.5)
Suppose S(1), · · · , S(l−1) have been constructed by fine-tuning c
(1)
i , · · · , c
(l−1)
i
such that
Σ(0) = Σ(1) = · · · = Σ(l−1) = 0 (5.6)
We wish to determine c
(l)
i so that
Σ(l) = 0 (5.7)
First, we show that the asymptotic behavior of Σ(l) has no Λ dependence. We
show this using ERG. Since Σ is a composite operator, Σ(l) satisfies
−Λ
∂
∂Λ
Σ(l) =
∫
p
∆ (p/Λ)
p2 + |m|2
[
δS
(0)
int
δφ(p)
δ
δφ¯(−p)
+
δS
(0)
int
δφ¯(p)
δ
δφ(−p)
]
Σ(l)
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+
∫
p
∆ (p/Λ)
p2 + |m|2
[
S
(0)
int
←−
δ
δχR(p)
{
−ip · σ¯
−→
δ
δχ¯L(−p)
+ m¯
−→
δ
δχ¯R(−p)
}
+S
(0)
int
←−
δ
δχL(p)
{
−ip · σ
−→
δ
δχ¯R(−p)
+m
−→
δ
δχ¯L(−p)
}]
Σ(l) (5.8)
thanks to the induction hypothesis (5.6). We now take Λ large compared with m
and the momenta carried by the fields. Since p in the argument of ∆ is of the same
order as the momenta carried by the fields, ∆ vanishes asymptotically. Hence, the
asymptotic behavior of Σ(l) is independent of Λ. We can then write
Σ(l)
Λ→∞
−→
∫
d4x ξ¯RχR
[
t
(l)
1 ∂
2φ¯+ t
(l)
2 g|m|
2m¯+ t
(l)
3 |m|
2φ¯+ t
(l)
4 g
2m¯2φ
+t
(l)
5 mg¯
φ¯2
2
+ t
(l)
6 m¯g|φ|
2 + t
(l)
7 |g|
2φ
φ¯2
2
]
(5.9)
+
∫
d4x ξ¯Rσ¯µχL · ∂µφ¯
(
t
(l)
8 g¯φ¯+ t
(l)
9 m¯
)
+ (R↔ L, φ↔ φ¯)
where t’s are real constants independent of Λ. (The t’s are real because the action is
real and CP invariant.) The nine terms given above exhaust the possibilities allowed
by the following:
1. Σ has mass dimension 0.
2. Σ is a bosonic scalar.
3. Σ has zero α, β charges.
4. Σ is linear in either ξR or ξL.
There is no term proportional to ηµ due to the translation invariance.
Second, we consider the dependence of Σ(l) on the l-loop constants c
(l)
i . By
expanding (3.28) in the number of loops, we obtain the following expression for Σ(l):
Σ(l) = Σ(l),1 +Σ(l),2 (5.10)
where
Σ(l),1 ≡
∫
p
Kb (p/Λ)
[
δ(0)φ(p)
δS(l)
δφ(p)
+ δ(l)φ(p)
δS(0)
δφ(p)
+ (φ→ φ¯)
]
(5.11)
+
∫
p
Kf (p/Λ)
[
S(l)
←−
δ
δχR(p)
δ(0)χR(p) + S
(0)
←−
δ
δχR(p)
δ(l)χR(p) + (R→ L)
]
and
Σ(l),2 ≡
∫
p
Kb (p/Λ)
[
l−1∑
k=1
δ(k)φ(p)
δS(l−k)
δφ(p)
+
δ
δφ(p)
δ(l−1)φ(p) +
(
φ→ φ¯
)]
+
∫
p
Kf (p/Λ)
[
l−1∑
k=1
S(l−k)
←−
δ
δχR(p)
δ(k)χR(p)− Tr δ
(l−1)χR(p)
←−
δ
δχR(p)
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+(R→ L)
]
(5.12)
Only Σ(l),1 depends on the l-loop constants c
(l)
i . We extract only the part of its
asymptotic behavior that depends on c(l)’s:
Σ(l),1
Λ→∞
−→
∫
d4x ξ¯RχR
[
u
(l)
1 ∂
2φ¯+ u
(l)
2 g|m|
2m¯+ u
(l)
3 |m|
2φ¯+ u
(l)
4 g
2m¯2φ
+u
(l)
5 mg¯
φ¯2
2
+ u
(l)
6 m¯g|φ|
2 + u
(l)
7 |g|
2φ
φ¯2
2
]
(5.13)
+
∫
d4x ξ¯Rσ¯µχL · ∂µφ¯
(
u
(l)
8 g¯φ¯+ u
(l)
9 m¯
)
+ (R↔ L, φ↔ φ¯)
where
u
(l)
1 = c
(l)
1 − c
(l)
3 u
(l)
2 = c
(l)
9 + c
(l)
12 |g|
2
u
(l)
3 = −c
(l)
2 + c
(l)
4 + c
(l)
11 |g|
2 u
(l)
4 = c
(l)
8 + c
(l)
12 |g|
2
u
(l)
5 = −c
(l)
2 + c
(l)
6 + c
(l)
10 u
(l)
6 = −c
(l)
5 + c
(l)
6 + c
(l)
11 |g|
2
u
(l)
7 = −c
(l)
5 + c
(l)
7 + c
(l)
10 u
(l)
8 = c
(l)
1 − c
(l)
5 − c
(l)
10
u
(l)
9 = c
(l)
1 − c
(l)
2 − c
(l)
11 |g|
2
(5.14)
(The calculation is a repetition of what we have already done at 1-loop.) The u(l)
coefficients satisfy one algebraic constraint
u
(l)
5 − u
(l)
6 + u
(l)
8 − u
(l)
9 = 0 (5
.15)
We note that u
(l)
i does not give the whole t
(l)
i , but an additional contribution, v
(l)
i ,
comes from Σ(l),2 so that
t
(l)
i = u
(l)
i + v
(l)
i (5
.16)
The coefficients v
(l)
i are independent of c
(l)’s; we can tune only u
(l)
i through c
(l)’s.
But the algebraic constraint (5.15) implies that we cannot satisfy
t
(l)
i = 0 (i = 1, · · · , 9) (5
.17)
unless t(l)’s also satisfy the same constraint:
t
(l)
5 − t
(l)
6 + t
(l)
8 − t
(l)
9 = 0 (5
.18)
Equivalently, v(l)’s must satisfy
v
(l)
5 − v
(l)
6 + v
(l)
8 − v
(l)
9 = 0 (5.19)
But we have no control over v(l)’s; they are fixed by the choice of the lower loop
constants c(1), · · · , c(l−1). We do not know how to derive (5.18) or (5.19). This is
where our proof fails. We resort to the BRST formalism for help.
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§6. BRST formalism
In this section we introduce antifields that generate supersymmetry transforma-
tion. We do this for the sole purpose of obtaining an algebraic structure that enables
us to derive the constraint (5.18) (or equivalently (5.19)). Once we know the con-
struction works, we can discard antifields entirely and go ahead with constructing a
Wilson action in terms of fields alone. ¿From now on we take
Kb = Kf = K (6.1)
for simplicity, even though this equality is not required by supersymmetry.
In the BRST formalism we regard ξR,L as constant bosonic ghost spinors,
and ηµ as a constant fermionic ghost vector. We introduce antifields (sources)
such that we reproduce the original supersymmetry transformation at the vanishing
sources. The antifields have the opposite statistics to the corresponding fields: φ∗, φ¯∗
are fermionic, and χ∗R, χ
∗
L are bosonic. Let us summarize the properties of antifields
and ghosts in a table:
antifields/ghosts statistics dimensions α, β charges
φ∗ f 3 −α
φ¯∗ f 3 α
χ∗R b 5/2 −β
χ∗L b 5/2 β
ξR b −1/2 α− β
ξL b −1/2 −α+ β
ηµ f −1 0
The ghost number is assigned as
ghost number 1 ghost number −1
ξR, ξL, ηµ φ
∗, φ¯∗, χ∗R, χ
∗
L
so that the action has zero ghost number.
At the classical level, we obtain the following action:
S¯cl ≡ Scl +
∫
d4x
[
φ∗
(
ξ¯RχR + ηµ∂µφ
)
+ φ¯∗
(
ξ¯LχL + ηµ∂µφ¯
)
+χ¯∗R
(
σ¯µξL∂µφ−
(
m¯φ¯+ g¯
φ¯2
2
)
ξR + ηµ∂µχR
)
(6.2)
+χ¯∗L
(
σµξR∂µφ¯−
(
mφ+ g
φ2
2
)
ξL + ηµ∂µχL
)
− χ¯∗RξR · χ¯
∗
LξL
]
The last term, quadratic in antifields, is necessary so that S¯cl satisfies the Zinn-Justin
equation
Σ¯cl ≡
∫
p
[
δS¯cl
δφ(p)
−→
δ
δφ∗(−p)
S¯cl +
δS¯cl
δφ¯(p)
−→
δ
δφ¯∗(−p)
S¯cl
+S¯cl
←−
δ
δχR(p)
·
−→
δ
δχ¯∗R(−p)
S¯cl + S¯cl
←−
δ
δχL(p)
·
−→
δ
δχ¯∗L(−p)
S¯cl
]
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−ξ¯LσµξR
−→
δ
δηµ
Scl = 0 (6.3)
This is the classical limit of the BRST invariance that we will introduce at the end
of this section.
Let S¯ be the total action in the presence of antifields. It is split as
S¯(Λ) = Sfree(Λ) + S¯int(Λ) (6.4)
where S¯int satisfies the same ERG differential equation (3.13) as Sint, but their
asymptotic behaviors differ due to antifields:
S¯int(Λ)− Sint(Λ)
Λ→∞
−→
∫
d4x
[
φ∗
(
ξ¯RχR + ηµ∂µφ
)
+ φ¯∗
(
ξ¯LχL + ηµ∂µφ¯
)
+χ¯∗R (σ¯µξL∂µφ+ ηµ∂µχR) + χ¯
∗
L
(
σµξR∂µφ¯+ ηµ∂µχL
)
−jR
(
(1 + z10)g¯
φ¯2
2
+ (1 + z11)m¯φ¯+ z12gm¯
2
)
−jL
(
(1 + z10)g
φ2
2
+ (1 + z11)mφ+ z12g¯m
2
)
+ {−1 + z13(lnΛ/µ)} jRjL
]
(6.5)
where
jR ≡ χ¯
∗
R ξR, jL ≡ χ¯
∗
L ξL (6.6)
The Λ dependent coefficients z10,11,12 are the same as those in sect. 3. The real
coefficient z13 is generated from the product of [φ
2](p) and [φ¯2](−p). We note three
points here:
1. Three parameters z10(0), z11(0), z12(0) that define supersymmetry transforma-
tion is now incorporated into the action S¯int.
2. S¯int depends on one extra parameter z13(0), which is absent in the definition of
Sint and in the supersymmetry transformation at the vanishing antifields.
3. The antifields jR, jL are similar to the auxiliary fields that close the off-shell
supersymmetry algebra. Unlike the auxiliary fields, jR and jL are external
sources not to be integrated over.
Most antifield dependence is introduced through linear couplings to the elemen-
tary fields, and can be given explicitly:
S¯int(Λ) =
∫
p
[
φ∗(−p)
(
ξ¯RχR(p) + ηµipµφ(p)
)
+φ¯∗(−p)
(
ξ¯LχL(p) + ηµipµφ¯(p)
)
+χ¯∗R(−p)
(
σ¯µξLipµφ(p)− ξRm¯φ¯(p) + ηµipµχR(p)
)
+χ¯∗L(−p)
(
σµξRipµφ¯(p)− ξLmφ(p) + ηµipµχL(p)
)
−jR(−p)jL(p)
]
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+
∫
p
1−K (p/Λ)
p2 + |m|2
[
− ξ¯Rip · σ¯ξLφ
∗(−p)φ¯∗(p)
+ (χ¯∗R(−p)ip · σ¯ξL −mχ¯
∗
L(−p)ξL) (−χ¯
∗
L(p)ip · σξR − m¯χ¯
∗
R(p)ξR)
]
+Sˆint
[
φsh, φ¯sh, χR,sh, χL,sh; jR, jL
]
(6.7)
where the shifted fields are defined as follows:

φsh(p) ≡ φ(p)
+1−K(p/Λ)
p2+|m|2
{
−φ¯∗(p)ipµηµ − (χ¯
∗
L(p)ip · σ + m¯χ¯
∗
R(p)) ξR
}
φ¯sh(p) ≡ φ¯(p)
+1−K(p/Λ)p2+|m|2 {−φ
∗(p)ipµηµ − (χ¯
∗
R(p)ip · σ¯ +mχ¯
∗
L(p)) ξL}
χR,sh(p) ≡ χR(p) +
1−K(p/Λ)
p2+|m|2
{
(−m¯χ∗R(p) + ip · σ¯χ
∗
L(p)) ipµηµ
+m¯φ∗(p)ξR − ip · σ¯φ¯
∗(p)ξL
}
χL,sh(p) ≡ χL(p) +
1−K(p/Λ)
p2+|m|2
{
(−mχ∗L(p) + ip · σχ
∗
R(p)) ipµηµ
+mφ¯∗(p)ξL − ip · σφ
∗(p)ξR
}
(6.8)
Sˆint is obtained from Sint by coupling an external source jR to the composite operator[
φ2/2
]
, and jL to
[
φ¯2/2
]
. Sˆint satisfies the same ERG differential equation as S¯int;
its asymptotic behavior is determined from (6.5) as
Sˆint(Λ)− Sint(Λ)
Λ→∞
−→
∫
d4x
[
−jR
{
(1 + z10)g¯
φ¯2
2
+ z11m¯φ¯+ z12gm¯
2
}
−jL
{
(1 + z10)g
φ2
2
+ z11mφ+ z12g¯m
2
}
+ z13 jRjL
]
(6.9)
where we have suppressed the lnΛ/µ dependence of z’s.
We now define a fermionic composite operator by
Σ¯ ≡
∫
p
K (p/Λ)
[ −→
δ
δφ∗(−p)
S¯ ·
δS¯
δφ(p)
+
δ
δφ(p)
−→
δ
δφ∗(−p)
S¯
+
−→
δ
δφ¯∗(−p)
S¯ ·
δS¯
δφ¯(p)
+
δ
δφ¯(p)
−→
δ
δφ¯∗(−p)
S¯
−Tr
{ −→
δ
δχ¯∗R(−p)
S¯ · S¯
←−
δ
δχR(p)
+
−→
δ
δχ¯∗R(−p)
S¯
←−
δ
δχR(p)
}
−Tr
{ −→
δ
δχ¯∗L(−p)
S¯ · S¯
←−
δ
δχL(p)
+
−→
δ
δχ¯∗L(−p)
S¯
←−
δ
δχL(p)
}]
−ξ¯LσµξR ·
−→
∂
∂ηµ
S¯ (6.10)
We wish to fine-tune the thirteen parameters
z1(0), · · · , z13(0) (6.11)
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for the BRST invariance
Σ¯ = 0 (6.12)
At the vanishing antifields this reduces to (3.29), the supersymmetry of S. The
classical BRST invariance (6.3) implies that (6.12) holds at tree level.
Σ¯ defined by (6.10) satisfies the following algebraic constraint:
δQΣ¯ ≡
∫
p
K (p/Λ)
[
−→
δ
δφ∗(−p)
Σ¯ ·
δS¯
δφ(p)
+
−→
δ
δφ∗(−p)
S¯ ·
δΣ¯
δφ(p)
+
−→
δ
δφ∗(−p)
δ
δφ(p)
Σ¯
+
−→
δ
δφ¯∗(−p)
Σ¯ ·
δS¯
δφ¯(p)
+
−→
δ
δφ¯∗(−p)
S¯ ·
δΣ¯
δφ¯(p)
+
−→
δ
δφ¯∗(−p)
δ
δφ¯(p)
Σ¯
+Tr
{ −→
δ
δχ¯∗R(−p)
Σ¯ · S¯
←−
δ
δχR(p)
+
−→
δ
δχ¯∗R(−p)
S¯ · Σ¯
←−
δ
δχR(p)
+
−→
δ
δχ¯∗R(−p)
Σ¯
←−
δ
δχR(p)
}
+Tr
{ −→
δ
δχ¯∗L(−p)
Σ¯ · S¯
←−
δ
δχL(p)
+
−→
δ
δχ¯∗L(−p)
S¯ · Σ¯
←−
δ
δχL(p)
+
−→
δ
δχ¯∗L(−p)
Σ¯
←−
δ
δχL(p)
}]
−ξ¯LσµξR ·
−→
∂
∂ηµ
Σ¯ = 0 (6.13)
We shall see, in the next section, that this provides the algebraic constraint (5.18)
that we could not derive without antifields.
§7. All order proof
The all order proof in the BRST formalism proceeds analogously to the at-
tempted proof in sect. 5. Before we begin, we make some preparation. As can be
seen from (6.7), most of the antifield dependence of S¯ is given by the shift (6.8) of
the fields. It is then natural to express Σ¯ in terms of (6.8) by replacing each field in
Σ¯ by the corresponding shifted field. We obtain
Σ¯[φ, φ¯, χR, χL, φ
∗, φ¯∗, χ∗R, χ
∗
L] = Σ˜
[
φsh, φ¯sh, χR,sh, χL,sh, φ
∗, φ¯∗, χ∗R, χ
∗
L
]
(7.1)
where Σ˜ is defined by
Σ˜
[
φ, φ¯, χR, χL, φ
∗, φ¯∗, χ∗R, χ
∗
L
]
≡
∫
p
K (p/Λ)
[ −→
δ
δφ∗(−p)
S˜ ·
δS˜
δφ(p)
+
−→
δ
δφ¯∗(−p)
S˜ ·
δS˜
δφ¯(p)
−S˜
←−
δ
δχR(p)
·
−→
δ
δχ¯∗R(−p)
S˜ − Tr
−→
δ
δχ¯∗R(−p)
S˜
←−
δ
δχR(p)
−S˜
←−
δ
δχL(p)
·
−→
δ
δχ¯∗L(−p)
S˜ −Tr
−→
δ
δχ¯∗L(−p)
S˜
←−
δ
δχL(p)
]
22 H. Sonoda and K. U¨lker
−ξ¯LσµξR ·
−→
∂
∂ηµ
S˜ (7.2)
and S˜ is defined by
S˜
[
φ, φ¯, χR, χL, φ
∗, φ¯∗, χ∗R, χ
∗
L
]
≡ Sfree[φ, φ¯, χR, χL] + Sˆint[φ, φ¯, χR, χL; jR, jL]
+
∫
p
1
K (p/Λ)
[
φ∗(−p)
{
ipµηµφ(p) + ξ¯RχR(p)
}
+φ¯∗(−p)
{
ipµηµφ¯(p) + ξ¯LχL(p)
}
+χ¯∗R(−p)
{
ipµηµχR(p) + ip · σ¯ξLφ(p)− m¯ξRφ¯(p)
}
+χ¯∗L(−p)
{
ipµηµχL(p) + ip · σξRφ¯(p)−mξLφ(p)
}
−jR(−p)jL(p)
]
(7.3)
Thus, the identity (6.12) is equivalent to the identity
Σ˜
[
φ, φ¯, χR, χL, φ
∗, φ¯∗, χ∗R, χ
∗
L
]
= 0 (7.4)
for the unshifted fields. This identity is simpler to consider than (6.12), since un-
shifting makes the antifield dependence of Σ˜ simpler than that of Σ¯. Note, however,
that for Λ large compared with m and the momenta of the fields, Σ¯ and Σ˜ are the
same:
Σ¯(Λ)− Σ˜(Λ)
Λ→∞
−→ 0 (7.5)
since the shifts in (6.8) vanish in this limit.
By definition, Σ˜ satisfies its own algebraic identity:
δ˜QΣ˜ ≡
∫
p
K (p/Λ)
[
−→
δ
δφ∗(−p)
Σ˜ ·
δS˜
δφ(p)
+
−→
δ
δφ∗(−p)
S˜ ·
δΣ˜
δφ(p)
+
−→
δ
δφ∗(−p)
δ
δφ(p)
Σ˜
+
−→
δ
δφ¯∗(−p)
Σ˜ ·
δS˜
δφ¯(p)
+
−→
δ
δφ¯∗(−p)
S˜ ·
δΣ˜
δφ¯(p)
+
−→
δ
δφ¯∗(−p)
δ
δφ¯(p)
Σ˜
+Tr
{ −→
δ
δχ¯∗R(−p)
Σ˜ · S˜
←−
δ
δχR(p)
+
−→
δ
δχ¯∗R(−p)
S˜ · Σ˜
←−
δ
δχR(p)
+
−→
δ
δχ¯∗R(−p)
Σ˜
←−
δ
δχR(p)
}
+Tr
{ −→
δ
δχ¯∗L(−p)
Σ˜ · S˜
←−
δ
δχL(p)
+
−→
δ
δχ¯∗L(−p)
S˜ · Σ˜
←−
δ
δχL(p)
+
−→
δ
δχ¯∗L(−p)
Σ˜
←−
δ
δχL(p)
}]
−ξ¯LσµξR ·
−→
∂
∂ηµ
Σ˜ = 0 (7.6)
In fact we can show
δQΣ¯
[
φ, φ¯, χR, χL, φ
∗, φ¯∗, χ∗R, χ
∗
L
]
= δ˜QΣ˜
[
φsh, φ¯sh, χR,sh, χL,sh, φ
∗, φ¯∗, χ∗R, χ
∗
L
]
(7.7)
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Hence, the two identities (6.13), (7.6) are really the same.
We now begin our inductive proof. We will show that we can satisfy (6.12)
by fine-tuning the thirteen parameters z1(0), · · · , z13(0). The proof proceeds analo-
gously to the attempted proof in sect. 5. We use the same notation for loop expan-
sions:
S¯ =
∞∑
l=0
S¯(l), Σ¯ =
∞∑
l=1
Σ¯(l), zi(0) =
∞∑
l=1
c
(l)
i (i = 1, · · · , 13) (7
.8)
As the induction hypothesis, we assume that we have chosen c(1), · · · , c(l−1) so that
Σ¯(0) = · · · = Σ¯(l−1) = 0 (7.9)
We need to show that fine-tuning of c(l)’s makes
Σ¯(l) = 0 (7.10)
First, we show that the asymptotic behavior of Σ¯(l)(Λ) is independent of Λ,
using ERG and (7.9). We omit the proof since it is exactly the same as in sect. 5.
Second, we enumerate all possible terms in the asymptotic behavior of Σ¯(l),
which is the same as that of Σ˜(l). The asymptotic form of Σ˜(l) is parametrized by
twelve real constants t
(l)
1 , · · · , t
(l)
12 as follows:
Σ˜(l)
Λ→∞
−→
∫
ξ¯RχR
[
t
(l)
1 ∂
2φ¯+ t
(l)
2 g|m|
2m¯+ t
(l)
3 |m|
2φ¯+ t
(l)
4 g
2m¯2φ
+t
(l)
5 mg¯
φ¯2
2
+ t
(l)
6 m¯g|φ|
2 + t
(l)
7 |g|
2φ
φ¯2
2
+ jL
(
t
(l)
10m+ t
(l)
11gφ
) ]
+
∫
χ¯LσµξR · ∂µφ¯
(
t
(l)
8 g¯φ¯+ t
(l)
9 m¯
)
+ t
(l)
12
∫
χ¯LσµξR · ∂µjL
+
(
R↔ L, φ↔ φ¯,m↔ m¯, g ↔ g¯
)
(7.11)
This is the most general form allowed by the following constraints:
1. Σ˜ has mass dimension 0.
2. Σ˜ is a fermionic scalar.
3. Σ˜ has no α, β charges.
4. Σ˜ has ghost number 1.
5. Σ˜(l) is independent of ηµ, φ
∗, φ¯∗.
6. Σ˜(l) depends on χ∗R, χ
∗
L only through jR, jL.
We derive the last two properties in Appendix C. As in sect. 5 we now divide each
t
(l)
i into two parts:
t
(l)
i = u
(l)
i + v
(l)
i (7
.12)
where u(l)’s are linear combinations of c(l)’s, and v(l)’s are determined by the action
up to (l − 1)-loop level. u(l)’s are obtained from the asymptotic behavior of
Σ˜(l),1 ≡
∫
p
K (p/Λ)
[ −→
δ
δφ∗(−p)
S˜(0) ·
δS˜(l)
δφ(p)
+ (φ→ φ¯, φ∗ → φ¯∗) (7.13)
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−S˜(l)
←−
δ
δχR(p)
·
−→
δ
δχ¯∗R(−p)
S˜(0) − S˜(0)
←−
δ
δχR(p)
·
−→
δ
δχ¯∗R(−p)
S˜(l) + (R→ L)
]
as follows:
u
(l)
1 = c
(l)
1 − c
(l)
3 u
(l)
2 = c
(l)
9 + c
(l)
12 |g|
2
u
(l)
3 = −c
(l)
2 + c
(l)
4 + c
(l)
11 |g|
2 u
(l)
4 = c
(l)
8 + c
(l)
12 |g|
2
u
(l)
5 = −c
(l)
2 + c
(l)
6 + c
(l)
10 u
(l)
6 = −c
(l)
5 + c
(l)
6 + c
(l)
11 |g|
2
u
(l)
7 = −c
(l)
5 + c
(l)
7 + c
(l)
10 u
(l)
8 = c
(l)
1 − c
(l)
5 − c
(l)
10
u
(l)
9 = c
(l)
1 − c
(l)
2 − c
(l)
11 |g|
2 u
(l)
10 = −c
(l)
2 − c
(l)
11 |g|
2 − c
(l)
13
u
(l)
11 = −c
(l)
5 − c
(l)
10 − c
(l)
13 u
(l)
12 = c
(l)
1 + c
(l)
13
(7.14)
The calculation is mostly the same as that done in sect. 5. The u(l)’s are not linearly
independent, but they satisfy the following three linear relations:

u
(l)
5 − u
(l)
6 + u
(l)
8 − u
(l)
9 = 0
u
(l)
8 − u
(l)
11 − u
(l)
12 = 0
u
(l)
9 − u
(l)
10 − u
(l)
12 = 0
(7.15)
The first relation is the same as that found in sect. 5.
Third, we derive algebraic constraints on the t(l) constants. For fine-tuning to
work, t(l)’s must satisfy the same linear relations as (7.15). These come from the
algebraic identity (7.6). Since Σ˜ vanishes up to (l − 1)-loop, we obtain
(
δ˜QΣ˜
)(l)
=
∫
p
K (p/Λ)
[
−→
δ
δφ∗(−p)
Σ˜(l) ·
δS˜(0)
δφ(p)
+
−→
δ
δφ∗(−p)
S˜(0) ·
δΣ˜(l)
δφ(p)
+
(
φ→ φ¯, φ∗ → φ¯∗
)
(7.16)
−S˜(0)
←−
δ
δχR(p)
·
−→
δ
δχ¯∗R(−p)
Σ˜(l) + Σ˜(l)
←−
δ
δχR(p)
·
−→
δ
δχ¯∗R(−p)
S˜(0) + (R→ L)
]
Taking the asymptotic part, we obtain(
δ˜QΣ˜
)(l) Λ→∞
−→
(t
(l)
5 − t
(l)
6 − t
(l)
10 + t
(l)
11)
∫
d4x ξ¯RχR · ξ¯LχL
(
m¯gφ−mg¯φ¯
)
+
∫
d4x ξ¯RχR · ξ¯Lσµ∂µχR
[
(−t
(l)
9 + t
(l)
10 + t
(l)
12 )m+ (−t
(l)
8 + t
(l)
11 + t
(l)
12)gφ
]
+ξ¯Rσ¯µξL
∫
d4x
[
(t
(l)
5 − t
(l)
9 − t
(l)
6 + t
(l)
8 )mg¯∂µφ ·
φ¯2
2
+∂µφ · jL
{
(t
(l)
10 − t
(l)
9 + t
(l)
12 )m+ (t
(l)
11 − t
(l)
8 + t
(l)
12 )gφ
}]
+
(
{φ, χR, } ↔
{
φ¯, χL
})
(7.17)
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This must vanish. Hence, t(l)’s satisfy the same linear relations as (7.15):

t
(l)
5 − t
(l)
6 + t
(l)
8 − t
(l)
9 = 0
t
(l)
8 − t
(l)
11 − t
(l)
12 = 0
t
(l)
9 − t
(l)
10 − t
(l)
12 = 0
(7.18)
This also implies 

v
(l)
5 − v
(l)
6 + v
(l)
8 − v
(l)
9 = 0
v
(l)
8 − v
(l)
11 − v
(l)
12 = 0
v
(l)
9 − v
(l)
10 − v
(l)
12 = 0
(7.19)
Last, we fine-tune c(l)’s to make t(l)’s vanish. Because of (7.18), we have nine
independent conditions to satisfy using thirteen constants. Taking
c
(l)
1 , c
(l)
2 , c
(l)
5 , c
(l)
9 (7
.20)
as arbitrary, we obtain the rest as follows:
c
(l)
3 = c
(l)
1 − v
(l)
1
c
(l)
4 = −c
(l)
1 + 2c
(l)
2 + v
(l)
3 + v
(l)
5 − v
(l)
6 + v
(l)
8
c
(l)
6 = −c
(l)
1 + c
(l)
2 + c
(l)
5 + v
(l)
5 + v
(l)
8
c
(l)
7 = −c
(l)
1 + 2c
(l)
5 + v
(l)
7 + v
(l)
8
c
(l)
8 = c
(l)
9 − v
(l)
2 + v
(l)
4
c
(l)
10 = c
(l)
1 − c
(l)
5 − v
(l)
8
|g|2c
(l)
11 = c
(l)
1 − c
(l)
2 − v
(l)
5 + v
(l)
6 − v
(l)
8
|g|2c
(l)
12 = −c
(l)
9 + v
(l)
2
c
(l)
13 = −c
(l)
1 + v
(l)
5 − v
(l)
6 + v
(l)
8 − v
(l)
10
(7.21)
This concludes the proof by induction.
The physical meaning of each arbitrary parameters is clear:
1. z1(0) — overall normalization of scalar and spinor fields; this is unphysical.
2. z2(0) — normalization of m
3. z5(0) — normalization of g
4. z9(0) — constant shift of φ proportional to g¯m, and φ¯ proportional to gm¯; this
is also unphysical.
§8. Quadratic divergences and holomorphy
Before concluding the paper, we make remarks on the quadratic divergences and
holomorphy of the Wilson action S(Λ).
First on the quadratic divergences, by which we mean the two leading terms in
the asymptotic behavior of the action:
S(Λ)
Λ→∞
−→
∫
d4x
[
Λ2a4(lnΛ/µ)|φ|
2 + Λ2a9(lnΛ/µ)
(
m¯gφ+mg¯φ¯
)]
(8.1)
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In sect. 4 we have found the following 1-loop results:{
a
(1)
4 = −
|g|2
2
∫
p {−∆b(p) + 2∆f (p) (1−Kf (p))} /p
2
a
(1)
9 = −
1
2
∫
p {∆f (p)−∆b(p)} /p
2
(8.2)
We observe two points and make a comment:
1. The values of the constants a
(1)
4 , a
(1)
9 depend on the choice of the cutoff func-
tions Kb,f , and therefore non-universal. For a general choice of Kb,f , both the
constants are non-vanishing.
2. Though supersymmetry does not require Kb = Kf , this choice would make a
(1)
9
zero, but not a
(1)
4 .
3. If we adopt the superfields, we must choose Kb = Kf . The F-term in the
superfield formalism does not receive any quantum correction.10) This suggests
a possibility of choosing the parameters z1,2,5,9 so that
a9 = 0 (8.3)
to all orders in loop expansions.
TheWilson action in terms of superfields does not have any quadratic divergence,
but it is generated by integration over the auxiliary fields. At 1-loop, it is easy to
see this explicitly. Let us give an outline here. The tree level action has a vertex
− |g|2φ¯(p3)F¯ (p4)
1−K ((p1 + p2)/Λ)
(p1 + p2)2 + |m|2
φ(p1)F (p2) (8.4)
where F, F¯ are auxiliary fields. Contracting F and F¯ using the propagator
K (p/Λ)
p2
p2 + |m|2
(8.5)
we obtain the scalar mass term (at zero momentum) as follows:
−|g|2
∫
p
K (p/Λ) (1−K (p/Λ))
p2
(p2 + |m|2)2
= −|g|2Λ2
∫
p
K(p)(1 −K(p))
p2
+O
(
|g|2|m|2
)
= −|g|2Λ2
1
2
∫
p
∆(p)− 2∆(p)(1 −K(p))
p2
+O
(
|g|2|m|2
)
(8.6)
reproducing a
(1)
4 of (8
.2).
We must conclude that quadratic divergences generally exist in the Wilson ac-
tion of the Wess-Zumino model. This is analogous to the presence of a quadratically
divergent gauge boson mass term in the Wilson actions of gauge theories. (For an
explicit calculation in QED, see.18)) We expect that any realization of supersymme-
try on a lattice (if it exists) is analogous to the choice Kb 6= Kf , and that fine-tuning
of order µ2/Λ2 will be inevitable.
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Second on holomorphy. In16) the non-renormalization of the F-term of the Wil-
son action in superfields has been explained as a consequence of holomorphy, i.e., the
F-term depends either only on φ, χR, F , g,m, or only on φ¯, χL, F¯ , g¯, m¯. This concept
of holomorphy has been introduced with help of the α, β charges and of the idea of
local couplings that is inspired by string theory. The non-renormalization theorem
has been also derived in19) based on the observation that the chiral vertices can be
written as multiple supersymmetry variations. The approach of19) has been further
generalized to the component field formalism with on-shell supersymmetry.20) Thus,
it is possible to formulate holomorphy in terms of component fields. We have not,
however, studied how to incorporate holomorphy in the ERG formalism. Never-
theless we can expect that holomorphy corresponds to some constraints on the free
parameters z1,2,5,9(0) of the theory. Examining the 1-loop results of sect. 4, we no-
tice z2,5,9(Λ/µ) have no dependence on Λ/µ. We then speculate that holomorphy is
equivalent to
z2(lnΛ/µ) = z5(lnΛ/µ) = z9(lnΛ/µ) = 0 (8.7)
under the following choice of the parameters
z2(0) = z5(0) = z9(0) = 0 (8.8)
The verification is left for a future study.
§9. Conclusions
In this paper we have constructed a Wilson action of the Wess-Zumino model
using ERG perturbatively: solving the exact renormalization group differential equa-
tion and imposing supersymmetry. The action is built out of scalar and spinor fields
without auxiliary fields, and satisfies the invariance (3.29) under the supersymmetry
transformation (3.18). In order to prove the consistency of the construction, we have
resorted to the BRST formalism, by introducing antifields that generate the trans-
formation. But the antifields are necessary only for the proof, and once we know the
construction works, we can discard the antifields entirely. Hence, the Wilson action
is a functional only of scalar and spinor fields.
The Wilson action, thus constructed, has four arbitrary parameters:
1. the mass parameter m
2. the coupling parameter g
3. the common normalization of scalar and spinor fields — the relative normaliza-
tion is fixed by our choice of supersymmetry transformation
4. the constant shift of φ, φ¯ proportional to g¯m, gm¯ — physics does not change,
but the action changes its appearance
In the formulation without auxiliary fields, each parameter gets its own beta function
that gives the dependence of the parameter on the renormalization scale µ. How
the beta functions arise in the context of ERG has been discussed in ref.21) The
derivation of the beta functions for the Wess-Zumino model is left for a future study.
Since our construction of the supersymmetric Wilson action depends only on its
supersymmetry, we expect that the ERG method can be applied straightforwardly
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to supersymmetric Yang-Mills theories and theories with extended supersymmetry;
this is also left for future studies.
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Appendix A
Notation on spinors
Throughout this paper we work on the four dimensional euclidean space. In this
appendix we summarize the basic properties of spinors, emphasizing what is relevant
to this paper.
Denoting the orthogonal coordinates by xµ (µ = 1, 2, 3, 4), we define
x ≡ ixµσµ (A.1)
where σµ are defined by the Pauli matrices and the 2-by-2 unit matrix as
σµ ≡ (~σ,−i12) (A.2)
We then find
detx = xµxµ = x
2 (A.3)
An arbitrary rotation can be given as
x −→ x′ = LxR−1 (A.4)
where L,R are arbitrary SU(2) matrices, and hence detx is invariant under any
rotation.
Under the rotation (A.4) a right-hand two-component spinor field χR(x) trans-
forms as
χR(x) −→ χ
′
R(x
′) = RχR(x) (A.5)
Similarly, a left-hand two-component spinor field χL(x) transforms as
χL(x) −→ χ
′
L(x
′) = LχL(x) (A.6)
Denoting the transpose of a spinor (either right or left) by
χ¯ ≡ χTσy = (iχ2,−iχ1) (A.7)
we can construct scalars:
χ¯Rχ
′
R, χ¯Lχ
′
L (A.8)
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We obtain
χ¯Rχ
′
R = ±χ¯
′
RχR, χ¯Lχ
′
L = ±χ¯
′
LχL (A.9)
depending on whether the two spinors are mutually anticommuting (plus) or com-
muting (minus).
We call the hermitian conjugate of σµ by
σ¯µ ≡ σ
†
µ = −σyσ
T
µ σy (A.10)
Using σµ or σ¯µ, we can construct a vector:
χ¯LσµχR = ∓χ¯Rσ¯µχL (A.11)
Here, the sign is minus for mutually anticommuting spinors, and plus for mutually
commuting spinors.
For mutually commuting spinors (either R or L),the following identity holds:
χ(χ¯′χ′′) + χ′(χ¯′′χ) + χ′′(χ¯χ′) = 0 (A.12)
We have used this often in our calculations.
Appendix B
Classical BRST invariance
In this appendix we verify the classical BRST invariance of the classical action,
defined by
Scl ≡ −
∫
d4x
[
χ¯Lσµ∂µχR + ∂µφ¯∂µφ+ F¯ (φ¯)F (φ)
+F ′(φ)
1
2
χ¯RχR + F¯
′(φ¯)
1
2
χ¯LχL
]
(B.1)
where F (φ) is an arbitrary function of φ, and F¯ its complex conjugate. F ′ is the
derivative of F with respect to φ. We introduce a supersymmetry transformation as
the following BRST transformation:

δφ = ξ¯RχR + ηµ∂µφ
δφ¯ = ξ¯LχL + ηµ∂µφ¯
δχR = σ¯µξL∂µφ− F¯ (φ¯)ξR + ηµ∂µχR
δχL = σµξR∂µφ¯− F (φ)ξL + ηµ∂µχL
(B.2)
where ξR,L are constant spinors, and ηµ a constant vector. We take ξR,L commuting,
and ηµ anticommuting. It is straightforward to check the BRST invariance of Scl:
δScl ≡
∫
d4x
[
δScl
δφ
δφ+
δScl
δφ¯
δφ¯+ Scl
←−
δ
δχR
δχR + Scl
←−
δ
δχL
δχL
]
= 0 (B.3)
The BRST transformation (B.2) is not nilpotent. Defining the transformation
of ξR,L and ηµ by
δξR,L = 0, δηµ = −ξ¯Rσ¯µξL = −ξ¯LσµξR (B.4)
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we obtain 

δ2φ = 0
δ2φ¯ = 0
δ2χR = ξR · ξ¯L
−→
δ
δχ¯L
Scl
δ2χL = ξL · ξ¯R
−→
δ
δχ¯R
Scl
(B.5)
Hence, to make δ nilpotent, we must invoke the equations of motion:
−→
δ
δχ¯L
Scl = 0,
−→
δ
δχ¯R
Scl = 0 (B.6)
In other words, the algebra of the classical supersymmetry transformation is closed
only on the mass shell.
The standard way to elevate the on-shell algebra to the off-shell algebra is to
introduce auxiliary fields. Here, we take a different route, however. We introduce
antifields: fermionic scalars φ∗, φ¯∗ and bosonic spinors χ∗R, χ
∗
L. We first couple them
linearly to the supersymmetry transformation:
Scl,1 ≡ Scl +
∫
d4x
[
φ∗δφ+ φ¯∗δφ¯+ χ¯∗RδχR + χ¯
∗
LδχL
]
(B.7)
so that 

−→
δ
δφ∗Scl,1 = δφ,
−→
δ
δφ¯∗
Scl,1 = δφ¯
−→
δ
δχ¯∗
R
Scl,1 = δχR,
−→
δ
δχ¯∗
L
Scl,1 = δχL
(B.8)
We now transform Scl,1:
δScl,1 ≡
∫
d4x
[
δScl,1
δφ
−→
δ
δφ∗
Scl,1 +
δScl,1
δφ¯
−→
δ
δφ¯∗
Scl,1
−Scl,1
←−
δ
δχR
−→
δ
δχ∗R
Scl,1 − Scl,1
←−
δ
δχL
−→
δ
δχ∗L
Scl,1
]
− ξ¯LσµξR
−→
∂
∂ηµ
Scl,1 (B.9)
This can be calculated further as
δScl,1 =
∫ [
−φ∗δ2φ− φ¯∗δ2φ¯+ χ¯∗Rδ
2χR + χ¯
∗
Lδ
2χL
]
=
∫ [
χ¯∗RξR · ξ¯L
−→
δ
δχ¯L
Scl + χ¯
∗
LξL · ξ¯R
−→
δ
δχ¯R
Scl
]
=
∫ [
χ¯∗RξR · ξ¯L
−→
δ
δχ¯L
Scl,1 + χ¯
∗
LξL · ξ¯R
−→
δ
δχ¯R
Scl,1
]
(B.10)
To cancel this, we modify the action by adding a term quadratic in antifields:
S¯cl ≡ Scl,1 −
∫
d4x χ¯∗RξR · χ¯
∗
LξL (B.11)
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such that 

−→
δ
δχ∗
R
S¯cl =
−→
δ
δχ∗
R
Scl,1 − ξR · χ¯
∗
LξL
−→
δ
δχ∗
L
S¯cl =
−→
δ
δχ∗
L
Scl,1 − ξL · χ¯
∗
RξR
(B.12)
This satisfies the classical BRST invariance (or Zinn-Justin equation):∫
d4x
[
δS¯cl
δφ
−→
δ
δφ∗
S¯cl +
δS¯cl
δφ¯
−→
δ
δφ¯∗
S¯cl
−S¯cl
←−
δ
δχR
−→
δ
δχ∗R
S¯cl − S¯cl
←−
δ
δχL
−→
δ
δχ∗L
S¯cl
]
− ξ¯LσµξR
−→
∂
∂ηµ
S¯cl = 0 (B.13)
Appendix C
Antifield dependence of Σ˜l
In this appendix, we wish to show
1. Σ˜(l>0) is independent of ηµ, φ
∗, φ¯∗.
2. The dependence of Σ˜(l>0) on χ∗R, χ
∗
L comes only through jR, jL.
We expand S˜, Σ˜ in the number of loops:
S˜ =
∞∑
l=0
S˜(l), Σ˜ =
∞∑
l=1
Σ˜(l) (C.1)
Only S˜(0) has dependence on ηµ, φ
∗, φ¯∗; S˜(l) (l > 0) depends only on jR, jL and
regular fields φ, φ¯, χR, χL. Therefore, we obtain
Σ˜ =
∫
p
K (p/Λ)
[ −→
δ
δφ∗(−p)
S˜(0) ·
δS˜
δφ(p)
+
−→
δ
δφ¯∗(−p)
S˜(0) ·
δS˜
δφ¯(p)
−S˜
←−
δ
δχR(p)
·
−→
δ
δχ¯∗R(−p)
S˜ − Tr
−→
δ
δχ¯∗R(−p)
S˜
←−
δ
δχR(p)
−S˜
←−
δ
δχL(p)
·
−→
δ
δχ¯∗L(−p)
S˜ − Tr
−→
δ
δχ¯∗L(−p)
S˜
←−
δ
δχL(p)
]
−ξ¯LσµξR ·
−→
∂
∂ηµ
S˜(0) (C.2)
Substituting the loop expansions of S˜ into the above, we obtain
Σ˜(l>0) =
∫
K (p/Λ)
[ −→
δ
δφ∗(−p)
S˜(0) ·
δS˜(l)
δφ(p)
+
−→
δ
δφ¯∗(−p)
S˜(0) ·
δS˜(l)
δφ¯(p)
−
l∑
l′=0
S˜(l−l
′)
←−
δ
δχR(p)
−→
δ
δχ¯∗R(−p)
S˜(l
′) −Tr
−→
δ
δχ¯∗R(−p)
S˜(l−1)
←−
δ
δχR(p)
−
l∑
l′=0
S˜(l−l
′)
←−
δ
δχL(p)
−→
δ
δχ¯∗L(−p)
S˜(l
′) − Tr
−→
δ
δχ¯∗L(−p)
S˜(l−1)
←−
δ
δχL(p)
]
(C.3)
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Now, recall (7.3):
S˜ ≡ Sfree[φ, φ¯, χR, χL] + Sˆint[φ, φ¯, χR, χL; jR, jL]
+
∫
p
1
K (p/Λ)
[
φ∗(−p)
{
ipµηµφ(p) + ξ¯RχR(p)
}
+φ¯∗(−p)
{
ipµηµφ¯(p) + ξ¯LχL(p)
}
+χ¯∗R(−p)
{
ipµηµχR(p) + ip · σ¯ξLφ(p)− m¯ξRφ¯(p)
}
+χ¯∗L(−p)
{
ipµηµχL(p) + ip · σξRφ¯(p)−mξLφ(p)
}
−jR(−p)jL(p)
]
(C.4)
Since S˜(l) for l > 0 is the l-loop part of Sˆint, we obtain
−→
δ
δχ¯∗R
S˜(l) = ξR
δS˜(l)
δjR
,
−→
δ
δχ¯∗L
S˜(l) = ξL
δS˜(l)
δjL
(C.5)
Therefore, we get
Σ˜(l) = ηµ
∫
p
ipµ
[
φ(p)
δS˜(l)
δφ(p)
+ φ¯(p)
δS˜(l)
δφ¯(p)
+S˜(l)
←−
δ
δχR(p)
χR(p) + S˜
(l)
←−
δ
δχL(p)
χL(p)
−χ¯∗R(−p)
−→
δ
δχ¯∗R(−p)
S˜(l) − χ¯∗L(−p)
−→
δ
δχ¯∗L(−p)
S˜(l)
]
−
∫
p
[
φ∗(−p)ξ¯RξR
δS˜(l)
δjR(−p)
+ φ¯∗(−p)ξ¯LξL
δS˜(l)
δjL(−p)
]
+
∫
p
K (p/Λ)
[
1
K (p/Λ)
{
ξ¯RχR(p)
δS˜(l)
δφ(p)
+ ξ¯LχL(p)
δS˜(l)
δφ¯(p)
}
−
l−1∑
l′=1
S˜(l−l
′)
←−
δ
δχR(p)
ξR
δS˜(l
′)
δjR(−p)
−
1
K (p/Λ)
S˜(l)
←−
δ
δχR(p)
(
ip · σ¯ξLφ(p)− m¯ξRφ¯(p) + ξR
δSˆ
(0)
int
δjR(−p)
)
−
(
Sfree + Sˆ
(0)
int
) ←−δ
δχR(p)
ξR
δS˜(l)
δjR(−p)
−
δS˜(l)
δjR(−p)
←−
δ
δχR(p)
ξR
−
l−1∑
l′=1
S˜(l−l
′)
←−
δ
δχL(p)
ξL
δS˜(l
′)
δjL(−p)
−
1
K (p/Λ)
S˜(l)
←−
δ
δχL(p)
(
ip · σξRφ¯(p)−mξLφ(p) + ξL
δSˆ
(0)
int
δjL(−p)
)
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−
(
Sfree + Sˆ
(0)
int
) ←−δ
δχL(p)
ξL
δS˜(l)
δjL(−p)
−
δS˜(l)
δjL(−p)
←−
δ
δχL(p)
ξL
]
(C.6)
The first part that is proportional to ηµ vanishes due to the translation invariance
of S˜(l). Due to the Bose statistics of ξR, ξL, we obtain
ξ¯RξR = ξ¯LξL = 0 (C.7)
and this makes the second part zero. What is left is built out of Sfree + Sˆ
(0)
int and
S˜(1), · · · , S˜(l). Hence, Σ˜(l) satisfies the two properties stated at the beginning of this
appendix.
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