Theoretical and numerical assessments of spin-flip time-dependent density functional theory J. Chem. Phys. 136, 024107 (2012) Efficient electron dynamics with the planewave-based real-time time-dependent density functional theory: Absorption spectra, vibronic electronic spectra, and coupled electron-nucleus dynamics J. Chem. Phys. 135, 244112 (2011) Long-range interactions between like homonuclear alkali metal diatoms J. Chem. Phys. 135, 244307 (2011) Copper doping of small gold cluster cations: Influence on geometric and electronic structure J. Chem. Phys. 135, 224305 (2011) Spin-adapted open-shell time-dependent density functional theory. III. An even better and simpler formulation J. Chem. Phys. 135, 194106 (2011) Additional information on J. Chem. Phys. We present a technique for the iterative diagonalization of random-phase approximation (RPA) matrices, which are encountered in the framework of time-dependent density-functional theory (TDDFT) and the Bethe-Salpeter equation. The non-Hermitian character of these matrices does not permit a straightforward application of standard iterative techniques used, i.e., for the diagonalization of ground state Hamiltonians. We first introduce a new block variational principle for RPA matrices. We then develop an algorithm for the simultaneous calculation of multiple eigenvalues and eigenvectors, with convergence and stability properties similar to techniques used to iteratively diagonalize Hermitian matrices. The algorithm is validated for simple systems (Na 2 and Na 4 ) and then used to compute multiple low-lying TDDFT excitation energies of the benzene molecule.
I. INTRODUCTION
Time-dependent density-functional theory (TDDFT) and the Bethe-Salpeter equation (BSE) are widely used to compute the optical excitations of a wide range of systems. 1 In the adiabatic approximation using local or hybrid exchangecorrelation functionals, TDDFT is considered an accurate approach for molecular systems. 2 The BSE has been mostly used for extended periodic systems [3] [4] [5] but its utilization is becoming increasingly popular also for the calculation of molecular spectra. [6] [7] [8] In the widely used particle-hole formulation 5, 9 or in the density matrix perturbation theory formulation, 8, 10, 11 the calculation of TDDFT, and BSE excitation energies and polarizabilities are formulated in terms of a non-Hermitian eigenproblem with the structure of a random-phase approximation (RPA) matrix:
where the block matrices A and B are Hermitian and positive definite. In this work we will assume that the matrices A and B are real, which is always the case for molecular systems with time reversal symmetry. Although in electronic structure theory RPA usually defines a specific approximation used for constructing H RPA , in the following we will indicate a generic eigenvalue problem with the structure of Eq. (1) as RPA eigenvalue problem. The theory presented in this work is general and does not depend on the specific approximation used to build H RPA , such as TDDFT or BSE.
The non-Hermitian character of H RPA does not allow for the application of standard iterative techniques used, i.e., in a) Electronic mail: drocca@ucdavis.edu. b) Electronic mail: bai@cs.ucdavis.edu. ground state DFT calculations. 13 For this reason, the TammDancoff approximation, 14, 15 that approximates the RPA operator in terms of a Hermitian matrix by discarding the coupling blocks B and −B*, has been widely used in the solution of both TDDFT and the BSE; 1 while this approximation is considered accurate for bulk systems, its validity is still controversial in the case of molecules. 7, 8 In recent implementations the non-Hermitian RPA problem of TDDFT and BSE has been solved by directly computing the electronic polarizability using a Lanczos algorithm without direct diagonalization of the RPA operator. 7, 8, 10, 11 This approach is computationally efficient and allows one to compute spectra in a wide energy range. However, it does not allow for a direct assignment of excitation energies in terms of transitions between single particle states.
For the case of TDDFT in the electron-hole formulation, 9 if one uses a local exchange correlation functional it is possible to reformulate the RPA problem in terms of a pseudoHermitian operator, and standard iterative techniques are then applicable. 13, 16 However, this simplification cannot be easily applied to the case of the BSE, TDDFT with hybrid functionals or the density matrix perturbation theory formulation. 8, 10, 11 For the case of RPA matrices of the form of H RPA in Eq. (1), a minimization principle for the lowest lying eigenvalue has been introduced by Thouless in 1961. 12 This variational principle and its variants have been exploited by the algorithms introduced in Refs. 17-21. However, Thouless' variational principle is valid only for the lowest lying eigenvalue. For this reason only one eigenvalue and eigenvector at a time can be calculated and used to build a constraint for the next eigenvalue calculation. In contrast, efficient Hermitian iterative methods are based on a block form of the minimization principle of Hermitian matrices.
In this work we introduce a new block minimization principle for RPA non-Hermitian matrices H RPA and then derive a block steepest descent (SD) algorithm to diagonalize matrices H RPA . We implemented this algorithm in the framework of TDDFT with local exchange correlation, within the approach of Refs. 10, 11, and 22. After validating the method on simplified examples (small sodium nanoclusters), we present an application to the low-lying excitation spectrum of the benzene molecule. In this latter case, the dimension of the nonHermitian matrix associated with the TDDFT problem is up to about 5.6 × 10 6 . The application of this method to the solution of the BSE and the study of preconditioning schemes will be subject of future work.
The rest of this paper is organized as follows. In Sec. II we introduce the equations of the non-Hermitian RPA eigenvalue problem for the case of TDDFT in the local and semilocal adiabatic approximations. In Sec. III we briefly review the Thouless minimization principle for RPA matrices and then introduce the new block form of this principle. In Sec. IV we use the block minimization principle to develop conjugate gradient-like (CG-like) algorithms that allow for the iterative calculation of multiple eigenvalues simultaneously. Applications to the diagonalization of exactly solvable RPA matrices and to the low-lying TDDFT spectrum of benzene are presented in Secs. V and VI, respectively. Section VII contains our conclusions.
II. THEORETICAL BACKGROUND
A detailed review of the theoretical background of the TDDFT and the BSE approaches can be found in Ref. 1. In the frequency domain formulation and in the adiabatic approximation, the TDDFT and BSE excitations energies are obtained by solving a RPA eigenproblem, as defined in Eq. (1). In the usual approximations used in TDDFT and BSE calculations, the matrices A and B in Eq. (1) are Hermitian and positive definite and thus the eigenvalues of H RPA are real. Furthermore, it is easy to demonstrate that if ω is an eigenvalue of H RPA corresponding to the right eigenvector (x T , y T ) T , then −ω is an eigenvalue corresponding to the eigenvector (y T , x T ) T . If in Eq. (1) the coupling matrices B and −B* are set to zero, the so-called Tamm-Dancoff approximation is obtained. 14, 15 In the following we consider the explicit TDDFT equations for the case of molecular systems with time-reversal symmetry (no magnetic fields are applied to the system). In this case the molecular orbitals can be chosen to be real and, as a consequence, the matrices A and B are real and symmetric. We focus on the TDDFT formalism in the (semi-)local adiabatic approximation 2 and we present examples at this level of theory. A detailed presentation of the BSE or the hybrid functional formalism can be found, e.g., in Refs. 2, 5, and 8. Since the BSE may be cast into the form of Eq. (1), in principle the following discussion and methodology are applicable also to the solution of this equation and this will be subject of future work.
Most practical approaches to solve Eq. (1) for TDDFT and BSE make use of an electron-hole (e-h) basis set; 5, 9 in the case of TDDFT this leads to the Casida's equations. Within this approach, in the spin-restricted case, Eq. (1) is
where the kernel 
where we have defined z = (A − B) −1/2 |x + y . Unfortunately, such simplification is convenient only when the electron-hole basis set is used with a local approximation for V xc in the kernel. In the case of BSE, hybrid functional TDDFT or density matrix perturbation theory, the (A − B) matrix is not diagonal and the evaluation of (A − B) 1/2 is computationally prohibitive. In order to solve Eq. (5) also in the case of hybrid functionals, in Ref. 16 a method was proposed to systematically approximate (A − B)
1/2 in a small dimensional iterative subspace.
In this work we do not rely on the Hermitian form of Eq. (5). However, the theory and algorithms proposed here for the RPA eigenvalue problem have close similarities to those for Hermitian matrices. 13 The electron-hole formulation of TDDFT and BSE requires the explicit calculation of the empty electronic states φ • c . In principle, all the empty states should be included but in most practical implementations only a limited number of them are used, and the convergence with respect to their number has to be carefully tested. The inclusion of a large number of conduction states is particularly important when a large portion of the spectrum is needed or when there is a strong coupling between low and high energy levels. 8, 23 Recently, a method has been introduced to solve the equations of TDDFT and the BSE within density matrix perturbation theory. 8, 10, 11 This approach enables the inclusion of the full conduction subspace without the explicit diagonalization of the ground state Hamiltonian. This is achieved by generalizing concepts of density functional perturbation theory to the case of time dependent linear response. 24, 25 Within this formalism the TDDFT equations can be cast into the form of the RPA matrix Eq. (1), with the following definition of the operators A and B:
where
andĤ
• is the ground state Hamiltonian; a v (r) and b v (r) denote two generic sets of N v orbitals orthogonal to the occupied ground state orbitals φ
The projector onto the conduction state subspaceQ can be computed asÎ −P , whereÎ is the identity operator andP is the projector onto the occupied state subspace. It is important to note that the total number of orbitals involved (φ (6) and (7) is equal to N v , and the operations required to solve this equation are similar to those required by a ground state calculation: for example, one needs to evaluate the application of the ground state HamiltonianĤ
• to N v orbitals and to compute a Hartreeexchange-correlation term in the kernel. Furthermore, by using well established techniques for ground state calculations, the operators A and B in Eqs. (6) and (7) can be applied to the set of orbitals a v and b v without explicitly building the corresponding matrices. (1) is approximately the same both in the e-h hole formalism including all the empty states, and in the density matrix perturbation theory formalism. As already mentioned, by using Eqs. (6) and (7), it is not necessary to build the full matrix Eq. (1), and all the empty states are automatically included without diagonalizing the ground state Hamiltonian. This formalism can be extended to the case of the BSE and TDDFT using hybrid functionals. 8 In Secs. III and IV a new algorithm to iteratively diagonalize the RPA eigenvalue problem is presented.
III. MINIMIZATION PRINCIPLES FOR THE RPA EIGENVALUE PROBLEM
In this section we discuss minimization principles for the RPA eigenvalue problem Eq. (1). We consider the case in which the m × m A and B matrices in Eq. (1) are real and symmetric positive definite. The spectrum of the matrix in Eq. (1) is characterized by 2m real eigenvalues, symmetric with respect to 0, i.e., ±ω i for i = 1, 2, . . . , m. We are interested in the k smallest positive eigenvalues 0 < ω 1 ≤ ω 2 ≤ . . . ≤ ω k , where the number k depends on the specific problem of interest but in general is limited to a relatively small number compared to m.
In 1961, a variational principle was introduced by Thouless to determine the lowest eigenvalue of the RPA eigenvalue problem. 12 Thouless showed that the lowest eigenvalue ω 1 of H RPA can be obtained by minimizing the functional
among all vectors x, y such that x T x − y T y = 0, namely,
where the superscript ( · ) T transposes a matrix or vector. Introducing the symmetric orthogonal matrix
where I m is a m × m identity matrix, we can convert the eigenvalue problem (1) into
. From the definition of A and B in Eqs. (2) and (3) and Eqs. (6) and (7), we have that both K and M are symmetric positive definite, and the two eigenvalue problems (1) and (10) are equivalent.
As shown by Tsiper, 17 the equivalent of the Thouless minimization principle for the matrix H RPA in Eq. (10) is
The minimization principles, Eqs. (9) and (11), have been exploited to compute the smallest (positive) eigenpair by using the nonlinear conjugate gradient (CG) method. [18] [19] [20] [21] On the other hand, a Lanczos-like algorithm has been developed based on the variational form Eq. (11) . 17 In the CG-like approach, only one eigenvalue at a time was computed. In order to compute higher energy eigenvalues, in Refs. 19 and 20 the so-called Wilkinson shift (deflation) was used, while in Ref. 17 the Lanczos vectors were kept orthogonal to the already converged eigenvectors. It is well known that such explicit deflation procedures to compute multiple eigenvalues are numerically unstable and computationally inefficient. For the Lanczos-like method, severe limitations were experienced for large scale RPA eigenvalue problems due to the orthogonality constraints. 20 In order to develop efficient numerical methods for the simultaneous calculation of multiple low lying eigenvalues of H RPA (and equivalently H RPA ), the Thouless-Tspier minimization principles, Eqs. (9) and (11), have been recently generalized to a block form to include the first few lowest lying excitations. 27 This theory generalizes the well-known traceminimization principle for the Hermitian eigenvalue problem, which is the theoretical foundation of block conjugate gradient and Lanczos type methods. Specifically, for the RPA eigenvalue problem one has
where ω i indicates the ith positive eigenvalue of H RPA , U and V are m × k matrices and Tr is the trace operation. Furthermore, for U * and V * that attain the minimum, (U
T is a basis matrix of an invariant subspace (eigenvector subspace) of H RPA corresponding to the eigenvalues ω 1 , ω 2 , . . . , ω k .
As a consequence of this newly established minimization principle in Eq. (12), it is natural to seek best approximations to ω 1 , ω 2 , . . . , ω k of H RPA by solving the optimization problem on the right hand side of Eq. (12). In Sec. IV, we will develop a block steepest-descent algorithm to iteratively construct the pair of matricesÛ andV such that ( U T , V T ) T spans an approximate eigenvector subspaces corresponding to the smallest positive eigenvalues of H RPA .
For now, let us assume we already have computed such a pair of matrices U and V . To find the approximations ω 1 , ω 2 , . . . , ω k of the k smallest positive eigenvalues of H RPA , let us define a structure-preserving projection of H RPA : 
for the k smallest positive eigenpairs ω j , p j q j for j = 1, 2, . . . , k, we obtain the approximate eigenpairs for the k smallest positive eigenvalues ω 1 , ω 2 , . . . , ω k of H RPA and the corresponding approximate eigenvectors are given by
The use of the minimization principle of Eq. (12) provides a quantitative justification of the fact that ω 1 , ω 2 , . . . , ω k are the best approximation to the k smallest positive eigenvalues ω 1 , ω 2 , . . . , ω k of H RPA in the subspace spanned by the columns of U and V .
27

IV. CONJUGATE GRADIENT-LIKE ALGORITHMS
In this section, we construct the pair of matricesÛ andV in such a way that ( U T , V T ) T spans an approximate eigenvector subspace corresponding to the smallest positive eigenvalues of H RPA . Then by combining with the structure-preserving subspace projection approximation in Eqs. (13) 
where the search directions r p and r q are selected as r p = ∇ p ρ(p, q) and r q = ∇ q ρ(p, q), the partial gradients of ρ with respect to p and q:
The QUIRQI scheme is a dual channel optimization scheme with channels coupled only weakly through the line search procedure. The minimization problem in Eq. (17) 
where 
then the corresponding approximate eigenvector of the original RPA matrix H RPA is given by
This gives rise to the 4-D SD algorithm.
Since it involves a larger search space, such an algorithm is obviously faster than the search schemes based on the minimization problems Eqs. (16) and (17). By applying the trace minimization principle Eq. (12) and the structure-preserving subspace projection approximation discussed in Eqs. (13)- (15), we can immediately extend this 4-D search scheme to the block case and derive the following algorithm to compute simultaneously a set of k smallest positive eigenvalues and corresponding eigenvectors of H RPA . Line 5: The convergence is tested by the condition on the normalized residual: T and W 2 = I. For a robust implementation, one should also consider the case when W is singular. We note that, unlike the Lanczos method, the iterative subspace used in the 4-D SD algorithm contains a fixed number 2(k + i) of vectors; since the dimension of the iterative subspace does not increase as a function of the number of iterations, the 4-D algorithm does not suffer from the numerical instabilities typical of the Lanczos algorithm, such as the loss of (bi-)orthogonality. Line 7: This is an eigenvalue problem with the same matrix structure as the original RPA problem, but of 2(k + i) × 2(k + i) dimension, which is much smaller than 2m × 2m. This small RPA eigenvalue problem can be treated as a dense eigenvalue problem and solved by using LAPACK routines. 28 Finally, we note that one can incorporate a preconditioning scheme in the block 4-D algorithm for faster convergence rate. In this case, at each iteration, we seek to pre-condition the search direction
Block 4-D SD algorithm
between Lines 5 and 6, where is a properly chosen preconditioner. It is an important subject of future work. In Secs. V and VI, we show that even without a preconditioner, the block 4-D algorithm shows satisfactory convergence property.
V. VALIDATION OF THE ALGORITHM
The block 4-D steepest descent algorithm has been implemented in the plane wave-pseudopotential turboTDDFT code, 22 that is part of the QUANTUM ESPRESSO (QE) package. 26 The turboTDDFT code provides an implementation of the density matrix perturbation theory formulation of TDDFT given in Eqs. (6) and (7). Using fast Fourier transform techniques, the multiplication of the TDDFT matrix with a vector can be efficiently performed without building explicitly or storing the full matrix.
To test the accuracy of the new algorithm, simplified TDDFT matrices for the optical spectra of the Na 2 and Na 4 sodium clusters were built explicitly; the results of the direct diagonalization using LAPACK libraries 28 were compared with the results of our iterative algorithm. We denote such matrices as simplified since we used a plane-wave energy cutoff that does not correspond to a fully converged basis set and relatively small unit cells. We had to resort to these simplifications to be able to explicitly build and diagonalize the matrices. The Na 2 calculation was performed using a cubic supercell of side 17 a 0 and a cutoff of 8 Ry to expand the wavefunctions (32 Ry for the charge density); in the Na 4 calculation we used a cubic supercell of side 22 a 0 and a 4 Ry cutoff. In Sec. VI we will consider a fully converged calculation for the benzene molecule; in this case the very large dimension of the explicit matrix do not enable storage and direct diagonalization using LAPACK routines. For the sodium cluster calculations the local density approximation (LDA) in the Perdew-Zunger parametrization 29 was used and the norm-conserving pseudopotentials were taken from the QE library. 30 For Na 2 the dimension of the TDLDA matrix is we found that the residual can be used as an upper bound to the relative error. In Table I we show explicitly the calculated eigenvalues together with the relative and absolute errors after 240 iterations. The absolute errors in eV are definitely well below the accuracy required by this kind of calculations (a numerical accuracy in the diagonalization within 0.01 eV can be considered satisfactory). In Fig. 2 and Table II we show the same quantities for Na 4 . In this case the dimension of the explicit matrix is 2840 × 2840. Considerations similar to those of the Na 2 case hold here, with the residual and the relative error steadily decreasing as a function of the number of iterations.
VI. APPLICATION TO BENZENE
In this section we present an application of the 4-D SD algorithm introduced in Sec. IV to a more challenging example, namely, a fully converged calculation of the low-lying TDLDA excitation spectrum of the benzene molecule. We also provide an assignment of the transitions and we compare our results with previous calculations. 6, 16, 32 We considered the benzene molecule in a tetragonal cell of dimension The LDA in the Perdew-Zunger parametrization 29 was used. The dimensions of the explicit TDLDA matrix are 2 117 910 × 2 117 910 and the direct diagonalization using LAPACK libraries or even the memory storage of the full matrix are prohibitive. In order to test the convergence of our results with respect to the basis set dimension we have performed a calculation using a 70 Ry cutoff for the wavefunctions (corresponding to a 2 670 150 × 2 670 150 explicit RPA matrix); the results were not significantly different (differences smaller than 0.01 eV) with respect to those of the 60 Ry calculation and they will not be explicitly reported in this paper. Furthermore, we carefully tested the convergence of the excitation energies with respect to the supercell size, considering a 40 × 40 × 30 a 3 0 supercell (which corresponds to a 5 650 410 × 5 650 410 explicit RPA matrix). The differences in the excitations computed for different cell sizes were within 0.1 eV. The 4-D SD algorithm has been applied with a threshold tol of 10 −4 . In Fig. 3 we show the behavior of the normalized residual Eq. (21) for the first 14 eigenvalues, where the degenerate 13th and 14th eigenvalues correspond to the E 1u excitation in Table III ( . Also in this case, even without using a preconditioner, the residual steadily decreases below the threshold. The calculations on the larger matrices, corresponding to a larger wavefunction cutoff (70 Ry) or a larger supercell (40 × 40 × 30 a 3 0 ), have shown a convergence rate of the normalized residual similar to that shown in Fig. 3 . This means that the convergence rate, rather than depending on the matrix size, depends on the matrix condition number.
In Table III we present our results for some low-lying transitions and we compare them with other calculations in the literature; for the sake of completeness the experimental results are also reported in the last column. In order to assign these transitions we have used a scheme similar to the one proposed by Casida. 9 The results of Refs. 16 and 32 were obtained using Gaussian-type localized basis sets with added diffuse functions, such as 6-31+G*, AUG-cc-pVTZ, and pVTZ+. In Ref. 6 a real space grid implementation was used. The low energy spectrum of benzene is characterized by a few valence and Rydberg excitations. We note that the Rydberg excitations involve very delocalized orbitals and can be strongly affected by the local basis set used. 16, 32 For the valence excitations with π → π * character our results are in satisfactory agreement with the literature, with differences of at most 0.13 eV. More challenging is the comparison for the Rydberg excitations. In this case we find differences up to 0.3-0.4 eV. This discrepancy is likely due to the limited accuracy of the basis sets used in Refs. 16 and 32. As shown in Table III , the differences between the results obtained with 6-31+G* and the AUG-cc-pVTZ basis sets can be as large as 0.17 eV for the π → 3s transition and as large as about 0.2 eV for the π → 3p excitations (results from Ref. 16 ). As discussed in Ref. 32 , the use of a basis set without diffuse functions such as pVTZ completely misses the description of the π → 3p excitations. In our plane-wave implementation the basis set is large enough and particularly suitable to describe delocalized states; its accuracy can be systematically tested by just increasing the wavefunction cutoff. By increasing the wavefunction cutoff from 60 Ry to 70 Ry the differences are smaller than 0.01 eV for all the excitation energies considered here. The effect of the supercell approach on the accuracy of our calculation has also been considered. In Table III 
VII. CONCLUSIONS
In this paper we have established a block minimization principle for the non-Hermitian RPA eigenvalue problem, as defined by Eq. (1) . This problem appears in the solution of the TDDFT equations and the BSE. Within the proposed formalism, we have developed a four dimensional steepest descentlike algorithm that can compute simultaneously several lowlying positive eigenvalues. We have first tested the accuracy and stability of this approach on some simplified TDDFT calculations of the excitation spectra of sodium clusters. The small size of the matrices considered in these cases allowed us to draw a systematic comparison between the results of our iterative technique and those of exact diagonalization. The agreement was found to be excellent. Then we have computed the low-lying TDDFT spectrum of benzene, using the LDA; we found good agreement with previously published data. In all the examples considered here, our SD-like algorithm has shown a steady variational convergence similar to that of Hermitian matrix techniques. The principle and algorithm presented here enable the assignment of excitation peaks to specific transitions between single particle states, when using TDDFT without the Tamm-Damcoff approximation, and when using techniques based on density functional perturbation theory which do not require the explicit calculation of empty electronic states. The study of suitable preconditioning schemes and the application of this method to the BSE will be subject of future work.
