Abstract. Let Ξ be an open and bounded subset of R d , and let F : Ξ → R be a twice continuously differentiable function. Denote by Ξ N the discretization of Ξ, Ξ N = Ξ ∩ (N −1 Z d ), and denote by X N (t) the continuous-time, nearest-neighbor, random walk on Ξ N which jumps from x to y at rate e −(1/2)N [F (y)−F (x)] . We examine in this article the metastable behavior of X N (t) among the wells of the potential F .
Introduction
We introduced recently in [2, 3] an approach to prove the metastable behavior of Markov chains which has been successfully applied in several different contexts. We refer to [4, 18] for a description of the method and for examples of Markov chains whose metastable behavior has been established with this approach.
We examine in this article the metastable behavior of reversible random walks in force fields. This is an old problem whose origin can be traced back at least to Kramers [17] . It has been adressed by Freidlin and Wentsell [14] and by Galves, Olivieri and Vares [15] in the context of small random perturbations of dynamical systems, and, more recently, by Bovier, Eckhoff, Gayrard and Klein in a series of papers [7, 8, 9, 10] through the potential theoretic approach. This problem has raised interest and has found applications in many areas, as computer sciences [11] and chemical physics [20] .
The first main result of this article, Theorem 2.4, states that starting from a neighborhood of a local minimum of the force field, in an appropriate time-scale, the evolution of the random walk can be described by a reversible Markov chain in a finite graph, in which the vertices represent the wells of the force field and the edges the saddle points.
More precisely, denote by X N (t) a reversible random walk evolving in a discretization of a bounded domain Ξ ⊂ R d according to a force field F : Ξ → R. A precise definition of the dynamics is given below in (2.1). Let x 1 , . . . , x L be the local minima of the field F , and let Y N (t) be the process which records the minima visited: Y N (t) is equal to j if the chain X N (t) belongs to a neighborhood of x j , 1 ≤ j ≤ L, and 0 otherwise. Clearly, Y N (t) is not Markovian. Theorem 2.4 asserts that starting from a neighborhood of a local minimum x j , there exists a time scale β N , which depends on j, in which Y N (tβ N ) converges in some topology to a Markovian dynamics whose state space is a subset of {1, . . . , L}. This asymptotic dynamics may have absorbing points, and its jump rates depend solely on the behavior of the potential in the neighborhoods of the local minima and in the neighborhoods of the saddle points. Theorem 2.4 is similar in spirit to the one of Noé, Wu, Prinz and Plattner [20] , who proved that projected metastable Markovian dynamics can be well approximated by hidden Markovian dynamics.
The second main result, Theorem 2.7, adresses the problem of the exit points from a domain. Consider a local minimum x j of the force field and denote by {z 1 , . . . , z K } the lowest saddle points of F which separate x j from the other local minima. Theorem 2.7 provides the asymptotic probabilities that the chain X N (t) will traverse a mesoscopic neighborhood of a saddle point z i before hitting another local minima of the force field.
We explained already in [4] the main differences between our approach and the potential theoretic one [7, 8] , and between our approach and the pathwise one due to Cassandro, Galves, Olivieri and Vares [12] . We will not repeat this exposition here. Our approach does not aim to characterize the typical paths in a transition between two metastable states, in contrast with the transition path theory [13] . Nevertheless, in the case where the number of wells is small, as in the examples presented in [19] , Theorems 2.4 and 2.7 describe the distribution of the transition paths, at least at the scale of the metastable sets, by indicating the sequence of metastable sets visited in a transition between two metastable sets.
In the case of complex networks, the Lennard-Jones clusters analyzed in [11] for instance, to give a rough view of the transition paths from two metastable states, we may proceed in two ways. One possibility is to reduce the number of nodes by considering the trace of the original chain on a subset of the state space (cf. [2, Section 6 .1] for the definition of trace processes). Avena and Gaudillière [1] proposed a natural algorithm to reduce the number of vertices of a chain. The algorithm produces a subset V with the property that the mean hitting time of V does not depend on the starting point. In this sense the vertices of V are "uniformly" distributed among the set of nodes. The algorithm can also be calibrated to provide a large or small set of nodes V .
Another possibility is to identify certain nodes, losing the Markov property, and to apply Theorem 2.4 below to approximate this new dynamics by a Markovian dynamics. To describe the transition paths at this level of accuracy, one can compute for these reduced dynamics the equilibrium potential between two metastable sets (the committor in the terminology of [11] ), and the optimal flow for Thomson's principle (the probability current of reactive trajectories).
In both cases, the selection of the set of nodes or the selection of nodes to be merged have to be carried out judiciously, to reduce as much as possible the number of nodes without losing the essential features of the original chain. From a computational point of view, the jump rates of trace process are easily calculated, while the jump rates of projected processes are more difficult to derive. In the first case, it suffices to apply recursively the first displayed equation below the proof of Corollary 6.2 in [2] , while in the second case, one has to calculate the capacities between the metastable sets.
Notation and Results
Let Ξ be an open and bounded subset of R d , and denote by ∂ Ξ its boundary, which is assumed to be a smooth manifold. Fix a twice continuously differentiable function F : Ξ ∪ ∂ Ξ → R, with a finite number of critical points, satisfying the following assumptions: (H1) The second partial derivatives of F are Lipschitz continuous. Denote by C 1 the Lipschitz constant; (H2) All the eigenvalues of the Hessian of F at the critical points which are local minima are strictly positive. (H3) The Hessian of F at the critical points which are not local minima or local maxima has one strictly negative eigenvalue, all the other ones being strictly positive. In dimension 1 this assumption requires the second derivative of F at the local minima to be strictly negative. (H4) For every x ∈ ∂ Ξ, (∇F )(x) · n(x) < 0, where n(x) represents the exterior normal to the boundary of Ξ, and x · y the scalar product of x y ∈ R d . This hypothesis guarantees that F has no local minima at the boundary of Ξ. Denote by Ξ N the discretization of Ξ:
The elements of Ξ N are represented by the symbols x = (x 1 , . . . , x d ), y and z. Let µ N be the probability measure on Ξ N defined by
where · represents the Euclidean norm of R d . The rates were chosen for the measure µ N to be reversible for the dynamics. Denote by R N (x, y), λ N (x), x, y ∈ Ξ N , the jump rates, holding rates of the chain X N (t), respectively:
Denote by D(R + , Ξ N ) the space of right-continuous trajectories f : R + → Ξ N with left-limits, endowed with the Skorohod topology. Let P x = P N x , x ∈ Ξ N , be the measure on D(R + , Ξ N ) induced by the chain X N (t) starting from x. Expectation with respect to P x is denoted by E x .
For a subset A of Ξ N , denote by H A (resp. H + A ) the hitting time of (resp. return time to) the set A:
The capacity between two disjoint sets A, B of Ξ N , denoted by cap N (A, B), is given by
A. The wells and their capacities. Denote by M the set of local minima and by S the set of saddle points of F in Ξ. Let S 1 be the set of the lowest saddle points:
We represent by z 1,1 , . . . , z 1,n1 the elements of S 1 , S 1 = {z 1,1 , . . . , z 1,n1 }. Starting from S 1 , we define inductively a finite sequence of disjoint subsets of S. Assume that S 1 , . . . , S i have been defined, let S + i = S 1 ∪ · · · ∪ S i , and let
We denote by z i,j , 1 ≤ j ≤ n i the elements of S i . We obtain in this way a partition
We will refer to the index i as the level of a saddle point. Denote by H i the height of the saddle points in S i :
The set Ω i can be written as a disjoint union of connected components: Let S = {1, . . . , } denote the set of the indices of the wells forming the connected component Ω. For a = b ∈ S, denote by S a,b the set of saddle points separating
and denote by S(A), A ⊂ S, the set of saddle points separating ∪ a∈A W a from ∪ a∈A c W a :
For a saddle point z ∈ S, denote by −µ(z) the unique negative eigenvalue of the Hessian of F at z.
Each well W 1 j,a contains exactly one local minimum of F , while the wells W i j,a , 1 < i ≤ i 0 , may contain more than one local minimum. Denote by {m a,1 , . . . , m a,q }, q = q a , the deepest local minima of F which belong to W i j,a :
Let h a = F (m a,1 ) and let
where Hess F (x) represents the Hessian of F calculated at x, and det Hess F (x) its determinant. A calculation, presented in (6.5), shows that for each a ∈ S,
3)
The next result and Theorem 2.2 below are discrete versions of a result of Bovier, Eckhoff, Gayrard and Klein [9] . The proofs are based on the proof of Theorem 3.1 in [9] and on [5, 6] .
This result together with two other estimates permit to prove the metastable behavior of the Markov chain X N (t) among the shallowest valleys E a N . To examine the metastable behavior of the chain X N (t) on deeper wells we need to extend Theorem 2.1 to disjoint sets A, B which do not form a partition of S, A ∪ B = S. The statement of this extension and its proof requires the introduction of a graph.
B. A Graph associated to the chain. Let G = (S, E) be the weighted graph whose vertices are S = {1, . . . , }, the indices of the sets W a . Place an edge between a and b ∈ S if and only if there exists a saddle point z belonging to W a ∩ W b , i.e., if S a,b = ∅. The weight of the edge between a and b, denoted by c(a, b), is set to be
Note that c(a, b) vanishes if there is no saddle point z belonging to W a ∩W b and that the weights are independent of N . Figure 2 present the weighted graph associated to one of the connected component of Figure 1 . Figure 2 . The simple weighted graph and the graph with multiple edges associated to one of the connected components of Figure 1 .
The graph G has to be interpreted as an electrical network, where the weights c(a, b) represent the conductances. It would be more natural to start with a graph with multiple edges, each edge corresponding to a saddle point z. However, adding the parallel conductances one can reduce the graph with multiple edges to the above graph.
Let
It follows from Theorem 2.1 and from a calculation that For two disjoint subsets A, B of S, denote by cap G (A, B) the conductance between A and B. To define the conductance, denote by {Y k : k ≥ 0} the discrete-time random walk on S which jumps from a to b with probability
Denote by P Y a , a ∈ S, the distribution of the chain Y k starting from a and by V A,B , A, B ⊂ S, A ∩ B = ∅, the equilibrium potential between A and B:
where H C , C ⊂ S, represents the hitting time of C:
The conductance between A and B is defined as
By [16, Proposition 3.1.2] the conductance between A and B coincides with the capacity between A and B. The next result establishes that the capacities for the chain X N (t) can be computed from the conductances on the finite graph G.
Theorem 2.2. For every disjoint subsets A, B of S, Recall that h a = F (m a,1 ) represents the value of F at a deepest minima of the well W a . Letθ a = H i − h a > 0, a ∈ S, be the depth of the well W a . The depthsθ a provide the time-scale at which a metastable behavior is observed. Let θ 1 < θ 2 < · · · < θ n , n ≤ , be the increasing enumeration of the sequenceθ a , 1 ≤ a ≤ :
Of course, n and θ m depend on the component Ω i j . If we need to stress this dependence, we will denote n, θ m by n i,j , θ i,j m , respectively. The chain exhibits a metastable behavior on n different time scales in the set Ω. Let T m = {a ∈ S :θ a = θ m }, 1 ≤ m ≤ n, so that T 1 , . . . , T n forms a partition of S, and let 
For a, b in S m , let 
Recall from [18] the definition of the soft topology.
Under P x N , the time re-scaled projection X m N (t) = X m N (tβ m ) converges in the soft topology to a S m -valued continuous-time Markov chain X m (t) whose jump rates are given by (2.9). In particular, the points in S m+1 are absorbing for the chain X m (t).
Remark 2.5. Theorem 2.4 states that the weighted graph G, the measure µ and the sequence β m (N ) describe the evolution of the chain X N (t) in the connected component Ω. The weighted graph with multiple edges would describe more accurately the chain X N (t), providing the probability that the chain leaves a well W a through a mesoscopic neighborhood of a saddle point z ∈ S. This statement is made precise in Theorem 2.7 below. The last result of this article states that the chain X N (t) leaves the set W a through a neighborhood of a saddle point z in the boundary of W a with probability ω(z)/ z ω(z ), where the summation is carried over all saddle points in the boundary of W a and where
In particular, for N large enough there is a one-to-one correspondance between Ω i j and Ω i j,N . Fix a ∈ S and let S a be the set of saddle points in the boundary of W a , S a = ∪ b∈S,b =a S a,b . Denote by ∂Ω N the boundary of Ω N and by B (x) the open ball of radius > 0 around x ∈ Ξ. We modify the set ∂Ω N around each saddle point z ∈ S a to obtain a closed manifold D a ⊂ Ω N .
Fix a saddle point z ∈ S a and recall condition (H3) on F . Denote by −µ < 0 < λ 2 ≤ · · · ≤ λ d the eigenvalues of Hess F (z), and by v, w i , 2 ≤ i ≤ d, an associated orthonormal basis of eigenvectors. Let H = H z be the (d−1)-dimensional hyperplane generated by the vectors w i , 2 ≤ i ≤ d. By a Taylor expansion, there exists > 0 such that
We intersected the set z + H with the set B (z) to avoid including in D z points which are far from z.
The set D a = D N a is defined as follows. For each z ∈ S a , remove from ∂Ω N the set (z + H) ∩ ∂Ω N ∩ B (z). As before, the set B (z) has been introduced to avoid removing from ∂Ω N points which are far from z. Denote by Ω 
The proof of Lemma 7.1 yields the last result. 
We conclude this section with some comments. Bianchi, Bovier and Ioffe [5, 6] examined the metastable behavior of the Curie-Weiss model with random external fields. In this case the potential F becomes a sequence of potentials F N which converges to some function F ∞ . The authors assumed that the parameter of the model, the distribution of the external field, were chosen to guarantee that all wells do not have saddle points at the same height. In this case, the metastable behavior of the chain consists in staying for an exponential time in some well and then to jump to a deeper well in which the chain remains trapped for ever.
To observe a metastable behavior similar to the one described in Theorem 2.4, one has to tune the distribution of the external field in a way that the wells associated to F ∞ have more than one saddle point at the same height. In this case, however, the metastable behavior might depend on the subsequence of N .
To illustrate this possibility, consider the following one-dimensional example. Let F N be a sequence of potentials which converge uniformly to a potential F ∞ . Fix two local maxima of F ∞ , supposed to be at the same height, F ∞ (z) = F ∞ (z ), and assume that the interval (z, z ) is a well,
is a well for F N , and that there exists subsequences N and N such that
for some > 0. In this case, in view of the results presented in this section, starting from a local minima in (z N , z N ), along the subsequence N , almost surely the chain will escape from (z N , z N ) through a neighborhood of z N , while along the subsequence N almost surely it will escape from (
This is what happens for the Curie-Weiss model with an external field, random or not, if there exist saddle points at the same height. For the metastable behavior not to depend on particular subsequences, one needs to impose some strong conditions on the asymptotic behavior of the sequence F N .
The article is divided as follows. In Section 3 we prove the upper bound for the capacities appearing in the statement of Theorem 2.1 and in Section 4 the lower bound. In Section 5 we prove Theorem 2.2, in Section 6, Theorem 2.4, and in Section 7, Theorem 2.7.
Upper bound for the capacities
We prove in this section the upper bound of Theorem 2.1. The proof is based on ideas of [9, 5, 6] and on the Dirichlet principle [16, Proposition 3.1.3] which expresses the capacity between two sets as an infimum of the Dirichlet form: for two disjoint subsets A, B of Ξ N ,
where the infimum is carried over all functions f : Ξ N → R such that f (x) = 1, x ∈ A, f (y) = 0, y ∈ B, and where D N (f ) stands for the Dirichlet form of f ,
The proof of this proposition is divided in several lemmas. The main point is that the capacities depend on the behavior of the function F around the saddle points of F .
Fix a saddle point z of F and denote by M = (Hess F )(z) the Hessian of F at z. Denote by −µ the negative eigenvalue of M and by 0 < λ 2 ≤ · · · ≤ λ d the positive eigenvalues. Let v, w i , 2 ≤ i ≤ d, be orthonormal eigenvectors associated to the eigenvalues −µ, λ i , respectively. We sometimes denote v by w 1 and −µ by λ 1 . Let V the (d × d)-matrix whose j-th column is the vector w j and denote by V * its transposition. Denote by D the diagonal matrix whose diagonal entries are λ i so that M = VDV * . Let D be the matrix D in which we replaced the negative eigenvalue λ 1 by its absolute value µ and let
where N −1
ε N 1 is a sequence of positive numbers to be chosen later. Unless needed, we omit the index z from the notation B z N . Denote by ∂B N the outer boundary of B N defined by
and let ∂ − B N , ∂ + B N be the pieces of the outer boundary of B N defined by
The Dirichlet forms in the sets B N . Denote by D N (f ; B N ) the piece of the Dirichlet form of a function f : Ξ N → R corresponding to the edges in the set B N :
where {e 1 , . . . , e d } is the canonical basis of R d and
where y = x − z, and where v · w represents the scalar product between v and w. Denote by D z N the Dirichlet form defined by
The next assertion follows from an elementary computation and from assumption (H1).
. The equilibrium potential. We introduce in this subsection an approximation in the set B N of the solution to the Dirichlet variational problem for the capacity. To explain the choice, consider a one-dimensional random walk on the interval
where the sum is performed over
where the last approximation holds provided
In view of the previous observation, let f : R → R + be given by
The function V N defined below is an approximation on the set B N for the equilibrium potential between ∂ − B N and ∂ + B N :
where y = x − z. Denote by v 1 , . . . , v d the coordinates of the vector v and recall that v = 1. Recall the definition of the matrix M introduced in (3.1). Since
to rewrite the previous sum as
where the sum is performed over w such that |w
The previous integral is equal to (2π
, which completes the proof of the assertion.
We conclude the proof of Proposition 3.1 extending the definition of V N to the entire set Ξ N and estimating its Dirichlet form. We denote by ∂ in B N the inner boundary of B N , the set of points in B N which have a neighbor in
Proof. Indeed, by a Taylor expansion of F around z, for x ∈ B * N ,
The second term on the right hand side is equal to ( 
, and x belongs to B * N , for N sufficiently large the previous expression is bounded below by
which proves the claim.
Let ϑ = min{µ(z) : z ∈ S(A)}. Denote by U the connected component of the set {x ∈ Ξ : F (x) < F (z) + ϑ ε 2 N } which contains a set W a , a ∈ A. The set U may be decomposed in disjoint sets. Recall from (3.2) the definition of the sets B z , z ∈ S(A), and let V = U \ ∪ z∈S(A) B z . Figure 3 represents the sets U and B z . By Assertion 3.C, the set V is formed by several connected components separated by the sets B z , z ∈ S(A). In Figure 3 , for example, the set V is composed of 4 connected components.
Let For each z ∈ S(A), choose an orthonormal basis of (Hess F )(z) in such a way that the eigenvector v(z) points to the direction of
where V z N is the function defined in (3.5). 
where C 0 denotes a finite constant which does not depend on N and whose value may change from line to line. The sum on the right hand side is bounded by 6) where y = x − z. In the remainder of this paragraph we omit the dependence on z in the notation. Since x belongs to B N , exp{−(1/2)N (y ·My)} is less than or equal to exp{(1/2)µN ε
On the other hand, by a change of variables,
The previous expression is therefore less than or equal to (C 0 /N ε 
Lower bound for the capacities
We prove in this section the lower bound of Theorem 2.1. The proof is based on the arguments presented in [5, 6] .
The idea of the proof is quite simple. It is based on Thomson's principle [16, Proposition 3.2.2] which expresses the inverse of the capacity as an infimum over divergence free, unitary flows. The construction of a unitary flow from E N (A) to E N (A c ) will be done in two steps. We first construct a unitary flow from E N (A) to E N (A c ) for each saddle point z ∈ S(A). Then, we define a unitary flow from E N (A) to E N (A c ) as a convex combination of the unitary flows defined in the first step.
Step 1: Flows associated to saddle points. The main difficulty of the proof of Proposition 4.1 consists in defining unitary flows associated to saddle points. Fix z ∈ S(A) and two wells
Assume, without loss of generality, that all coordinates of the vector v are non-negative. Let B N be the subset defined by
where ε N is a sequence such that N ε There exists a finite constant C 0 , independent of N , such that for all N ≥ 1,
Denote by ∂B N the external boundary of the set B N , the set of sites which do not belong to B N and which have a neighbor in B N : ∂B N = {x ∈ B N : ∃ j s.t. x + e j or x − e j ∈ B N }. Two pieces of the external boundary of B N play an important role in the proof of the lower bound for the capacity. Denote by ∂ ± B N the sets
Denote by ∂ + Q N the outer boundary of Q N defined by We know that the optimal unitary flow from y) is the conductance between the vertices x and y and V is the equilibrium potential between ∂ − B N and ∂ + B N . We introduced in (3.5) an approximation V of the equilibrium potential V . A calculation shows that the flow Φ(x, y) = c(x, y)[V (x)−V (y)] is almost constant along the v direction. Hence, in the case where v = e 1 , a natural candidate is a flow constant along the e 1 direction. Denote a point x ∈ Ξ N as (x,x) wherex
where Φ :B N → R + is such that x∈B N Φ(x) = 1. By Thomson's principle, the inverse of the capacity is bounded above by the energy dissipated by the flow Φ:
By definition of the flow and by a second order Taylor expansion, the previous sum is equal to
provided N ε 3 N → 0. In this equation, y = x − z. Recall from (3.1) the definition of the matrices V, D. LetĎ be the diagonal matrix in which the entry λ 1 = −µ has been replaced by 0, and letM be the symmetric matrixM = VĎV * . In particular, for any vector y, y ·My = 2≤k≤d λ k (y · w k ) 2 , and y · My = y ·My − µŷ 2 . With this notation, and since y ·My depends on y only as a function ofy, we may rewrite the previous sum as
where the second sum is performed over all
With this choice the previous sum becomes
At this point we may repeat the arguments presented at the end of the proof of Assertion 3.B to conclude that the previous expression is equal to
In conclusion, we constructed a divergence free, unitary flow Φ from ∂ − B N to ∂ + B N whose dissipated energy, Φ 2 , defined in (4.2) satisfies
We turn now to the general case. We learned from the previous example that the optimal flow is Φ(x, y) = M
, where V is the function introduced in (3.5) and M N a constant which turns the flow unitary. We thus propose the flow
We claim that Φ is an essentially unitary flow:
where ∂ j,− B N represents the set of points x ∈ ∂ − B N such that x + e j ∈ B N . We have to show that
Denote by δ(x), x ∈ ∂ j,− B N , the amount needed to translate x in the e j -direction for x to belong to V : x + δ(x)e j ∈ V . Observe that δ(x) ∈ (0, 1]. Let T (x) = x + δ(x)e j , x ∈ ∂ j,− B N . Since δ(x) is absolutely bounded by 1,
Replacing x by √ N x, and approximating the sum appearing on the right hand side by a Riemann integral, the previous term becomes
where v j appeared to take into account the tilt of the hypersurface V . Multiplying the last term by v j and summing over j we get (4.5) because v = 1. This proves that the flow Φ is essentially unitary, as stated in (4.4). 1.C. Turning the flow divergence free. In this subsection, we add a correction R to the flow Φ to turn it divergence free. We start with an estimate on the divergence of the flow Φ. Denote by (div Φ)(x) the divergence of the flow Φ at x:
We claim that there exists a finite constant C 0 , independent of N , such that
Fix i ∈ N (v), x ∈ Q N , and recall the definition of the flow Φ. By (4.1), by definition of the matrixM and by a second order Taylor expansion, for each
The first term on the right hand side vanishes because v is orthogonal to w k , which proves (4.6).
We now define a correction R to the flow Φ to turn it divergence free. Let G 0 = ∂ − B N , G for generation. Define recursively the sets G k , k ≥ 1, by
The first three generations are illustrated in The flow R is also defined recursively. For all x ∈ G 1 , define R(x − e j , x) = 0, 1 ≤ j ≤ d, and let
where p j = v j / 1≤i≤d v i . Note that R(x, x + e j ) = 0 if j ∈ N (v) and that we may restrict the sum over i to the set N (v). On the other hand, by construction,
There exists a finite constant C 0 such that
This assertion is proved by induction. Since R(x − e j , x) = 0 for x ∈ G 1 , by (4.6), max i∈N (v) max x∈G1 | R(x, x + e i )/Φ(x, x + e i ) | ≤ C 1 ε 2 N , where C 1 is the constant C 0 appearing on the right hand side of (4.6).
Suppose that max i∈N (v) max x∈Gj | R(x, x + e i )/Φ(x, x + e i )| ≤ C j ε 2 N for all 1 ≤ j ≤ k, where C j is an increasing sequence. Fix i ∈ N (v) and x ∈ G k+1 . By definition of R, by (4.6), and by the induction hypothesis,
The computations performed to prove (4.6) yield that the first term on the right hand side is bounded by
The identity has been derived using the definition of p j , the orthogonality of v and w k , and summing first over j. We have thus obtained the recursive relation (4.8) holds. 1.D. A divergence free unitary flow. We construct in this subsection a divergence-free, unitary flow from ∂ − B N to ∂ + Q N whose energy dissipated is given by the right hand side of (4.9).
Let Ψ be the flow from ∂ − B N to ∂ + Q N defined by Ψ = Φ + R, where Φ is introduced in (4.3) and R in (4.7). By (4.4) and by construction of R, Ψ is a unitary flow. Since (div R)(x) = −(div Φ)(x) for all x ∈ ∪ 0≤ ≤K N G , Ψ is divergence-free. It remains to show that the energy dissipated by Ψ satisfies
A second order expansion of F (x) at z taking advantage of (4.1) and of the fact that N ε 
where, as before, y = x−z. We may bound Ψ(x, x+e j )
2 , and apply (4.8) together with the fact that k ≤ K N ≤ C 0 ε −1 N to estimate the previous sum by [1 + O(ε N )]Φ(x, x + e j ) 2 . The previous displayed equation is therefore equal to the same sum with Ψ replaced by Φ. Replacing Φ(x, x + e j ) by its value (4.3) the previous sum becomes
where M is the matrix introduced in (3.1). At this point it remains to recall that v is a normal vector and to repeat the calculations performed in the proof of the upper bound of the capacity to retrieve (4.9). 
, from x to E a N , and we define the flow Ψ x,ej from x to E a N by Ψ x,ej (x k , x k+1 ) = −Ψ(x, x+e j ). Adding all flows Ψ x,ej we obtain a divergence free, unitary flow from ∂ − B N to E a N whose dissipated energy is easily estimated.
We start defining the paths. For y ∈ R d , denote by [y] the vector whose j-th coordinate is [y j N ]/N , where [a] stands for the largest integer less than or equal to a ∈ R. Fix x ∈ ∂ − B N . Denote by x(t) the solution of the ODEẋ(t) = −∇F (x(t)) with initial condition x(0) = x. Since [x − z] · v < 0, x(t) converges, as t → ∞, to one of the local minima of F in W a . Let T = inf{t > 0 :
is an open set whose closure is contained in W a , the set introduced in (2.2). Let y 0 = x, y 1 , . . . , y m be the sequence of points in Ξ N visited by the trajectory [x(t)], 0 ≤ t ≤ T . If necessary, add points to this sequence in order to obtain a sequence
Remove from this sequence the loops and denote by n the length of the path. Since F (x(t)) does not increase in time, and since for all k there exists some 0 ≤ t ≤ T such that x k − x(t) ≤ d/N , there exists a finite constant C 0 such that
We claim that there exists a finite constant C 0 and a positive constant c 0 such that
The proof of this assertion is simple. Since Ψ(x, x + e j ) = Φ(x, x + e j ) is given by (4.3), by (4.10),
By a second order Taylor expansion, exp N {F (x) − (y ·My)} is less than or equal
Let Ψ = x,j Ψ x,ej , where the sum is carried over all x, j such that x ∈ ∂ − B N , x + e j ∈ B N . Ψ is a unitary, divergence free flow from ∂ − B N to E a N . Moreover, by Schwarz inequality and by (4.11),
where M represents the number of flows Ψ x,ej . Choosing ε N appropriately and juxtaposing the flow just constructed with the one obtained in Section 1.D and a flow from ∂ + Q N to E b N , similar to the one described in this section, yields a divergence free, unitary flow from
Step 2. Conclusion. Up to this point, for each saddle point z separating E N (A) from E N (A c ) we constructed a divergence free, unitary flow Φ z from E N (A) to E N (A c ) for which (4.12) holds. Denote the right hand side of (4.12) by a(z) and observe that F (z) is constant for z ∈ S(A).
Let Φ be a convex combination of the previous flows: Φ = z∈S(A) θ z Φ z , where θ z ≥ 0, z∈S(A) θ z = 1. By construction, Φ is a flow from E N (A) to E N (A c ). On the other hand, since the saddle points are isolated and since the main contribution of the flow Φ z occurs in a small neighborhood of z lim sup
The optimal choice for θ is θ z = a(z) −1 / z a(z ) 
The proof of this proposition is similar to the one of Proposition 3.1 up to Assertion 3.C. Denote by S i,j the set of all saddle points in Ω i j , and recall the definition of the set U N introduced right after Assertion 3.
In contrast with Section 3, we define a set B Fix two disjoint subsets A, B of S and denote by V A,B the equilibrium potential between A and B for the graph G. Fix a saddle point z ∈ S i,j and assume that z ∈ W a ∩ W b . Recall the definition of the function V z N introduced in (3.5) and assume without loss of generality that
where D G (V A,B ) represents the Dirichlet form of V A,B with respect to the graph G.
The proof of this assertion is similar to the one of Assertion 3.D. Proposition 5.1 follows from the last assertion and from the fact that cap G (A, B) = D G (V A,B ) .
We conclude the section with the proof of the lower bound.
Proposition 5.2. For every disjoint subsets A, B of S,
Proof. Fix two disjoint subsets A, B of S. We construct below a divergence-free, unitary flow Ψ from E N (A) to E N (B). Recall that we denote by V A,B the equilibrium potential between A and B in the graph G. Denote by ϕ = ϕ A,B the flow from A to B in the graph G given by  ϕ(a, b) = c(a, b)[V A,B (a) − V A,B (b)]/cap G (A, B), and observe that ϕ(a, b) = 0 if a,  b belong to A or if a, b belong to B. By [16, Proposition 3.2.2 
Assume first that each pair of wells has at most one saddle point separating them, that is, assume that the sets W a ∩ W b are either empty or singletons. In this case, each edge (a, b) of the graph G corresponds to a unique saddle point z.
Denote by Φ a,b , a = b ∈ S, c(a, b) > 0, the flow Φ z constructed just above (4.12) from E 
where the sum is carried out over all a = b ∈ S such that ϕ(a, b) > 0. We claim that Ψ is a unitary, divergence-free flow from E N (A) to E N (B). Clearly,
The flows Φ a,b which cross E N (A) are the ones starting or ending at E N (A). Since, in addition, ϕ(a, b) = 0 if a, b ∈ A, and ϕ(a, b) < 0 if a ∈ A, b ∈ A, the previous expression is equal to
where the last identity follows from the fact that Φ a,b is a unitary flow from E a N to E b N . As ϕ is a unitary flow from A to B, the last sum is equal to 1, proving that Ψ is unitary.
To prove that Ψ is divergence-free, fix a site x ∈ {x c : c ∈ A ∪ B}. If x ∈ {x c : c ∈ S \ [A ∪ B]}, Ψ has no divergence at x because it is the convex combination of flows which have no divergence at x. If x = x c , c ∈ A ∪ B, the flows Φ a,b , a, b = c, have no divergence at x c , while the divergence of Φ a,c (resp. Φ c,a ) at x c is equal to −1 (resp. 1) because these flows are unitary and end (resp. start) at x c . Therefore, the divergence of Ψ at x c is equal to
ϕ(c, a) .
Since ϕ is a divergence-free flow in the graph G, this sum vanishes, which proves that Ψ is also divergence-free at x c , c ∈ S \ [A ∪ B]. We claim that the energy dissipated by the flow Ψ is given by
.
Indeed, by definition,
where the second sum is performed over all x ∈ Ξ N such that x + e j ∈ Ξ N . By definition of the flow Ψ, the previous sum is equal to
By (4.9), the first line is equal to
where z a,b stands for the saddle point in W a ∩ W b and −µ(z a,b ) for the negative eigenvalue of (Hess F )(z a,b ). By (2.4) and by (5.1), the previous sum is equal to
We turn to the second line of (5.3). We have seen in the proof of Proposition 2.4 that the contribution of the bonds which do not belong to a mesoscopic neighborhood of the saddle point z a,b to the total energy dissipated by the flow Φ a,b is negligible. We may therefore restrict our attention in the second line of (5.3) to the points x which belong to one of these neighborhoods. Since the flow Φ z vanishes in a neighborhood of a saddle point z = z, the product Φ a,b (x, y)Φ a ,b (x, y) vanishes for all for (a, b) = (a , b ) and all x in a neighborhood of some saddle point z. In particular, the second line of (5.3) is of order
Assertion (5.2) follows from the estimates of the two lines of (5.3). Since Ψ is a divergence-free unitary flow from E N (A) to E N (B), by Thomson's principle, and by (5.2),
This completes the proof of the proposition in the case where there is at most one saddle point between two wells. In the general case, one has to change the definition of Ψ as follows. For each a, b ∈ S such that ϕ(a, b) > 0, denote by z (a, b) .
Note that k θ k (a, b) = 1. The arguments presented above for the case where there is at most one saddle point separating the wells can be easily adapted to the present case. By the large deviations principle for the chain X N (t), for every T > 0 and every sequence x N ∈ E 1,N , lim
This statement can be proved as Theorem 4.2 of Chapter 4, or Theorem 6.2 of Chapter 6 in [14] . It is therefore enough to prove (6.2) for the chain X N (t) reflected at A N , the chain obtained by removing all jumps between A N and A c N . Denote the reflected chain byX N (t), byμ N its stationary state, and byP x the measure on the path space D(R + , A N ) induced by the chainX N (t) starting from x ∈ A N . Expectation with respect toP x is represented byẼ x . We have to prove (6.2) with X N (t), E x N replaced byX N (t),Ẽ x , respectively. Equation (6.2) with these replacements is represented as (6.2 * ).
Let Recall that we denoted by {m a,1 , . . . , m a,q }, q = q a , the deepest local minima of F which belong to W a . Lemma 6.2. Under the hypotheses of Proposition 6.1, for every a ∈ S m ,
We estimate cap N ({y, {m a,1 }) through Thomson's principle. Let (y = x 0 , x 1 , . . . , x m = m a,1 ) be a path γ from y to m a,1 so that
In view of the explicit formulas for the measure µ N and the rates R N , there exists a finite constant C 0 such that 1
It follows from the definition (2.2) of the set W a that the path γ can be chosen in such a way that F (x j ) ≤ H i − . The previous sum is thus bounded above by C 0 Z N N exp N {H i − }, where N has been introduced to take care of the length of the path. This estimate is uniform over y ∈ E a N . To conclude the proof of the lemma, it remains to recall the assertion of Theorem 2.2. 
By (2.3),
The assertion of the lemma follows from this equation, Theorem 2.2 and the definition of c m given just above (2.9).
We conclude this section with a calculation which provides an estimation for the measure of the wells. Denote by m 1 , . . . , m r the global minima of F on Ξ. We claim that
A similar argument yields (2.3). Indeed, fix a sequence ε N such that lim N →∞ N ε 
It follows from the assumptions on ε N and on F , from a second-order Taylor expansion of F around m k , and from a simple calculation that
N the neighborhood of m k defined by
where C 1 is the Lipschitz constant introduced in assumption (H1). Clearly, on B
On the complement of the union of all B
N -neighborhoods of the minima m k , F (x) − F (m 1 ) ≥ δ for some δ > 0. In particular the contribution to Z N of the sum over this set is negligible. Putting together all previous estimates we obtain (6.5).
Proof of Theorem 2.7
We prove in this section Theorem 2.7. Recall the notation introduced in Subsection 2.D. Hereafter, C 0 represents a finite constant independent of N which may change from line to line. We start with some preliminary results. 
On the other hand, it is not difficult to construct a divergence-free, unitary flow Φ from B a to x N , similar to the one presented in the proof of Lemma 6.2, such that 
where a = max{1, µ −1 (1 + 2≤j≤d λ j )}, and ε N is a sequence of positive numbers
The sets D z , z ∈ S a , are contained in B N because, by (2.11) and (2.12),
Recall from (3.3) the definition of the outer boundary ∂B N of B N , and let ∂ − B N , ∂ + B N be the pieces of the outer boundary of B N defined by
A Taylor expansion of F around z shows that
Denote by H N the hitting time of the boundary ∂B N , and by H ± N the hitting time of the sets ∂ ± B N . Proof. Fix a = b ∈ S, c ∈ S, z ∈ S a,b and x ∈ D z . Since H N ≤ HŜ, by the strong Markov property,
By the proposition, the previous expression is equal to In the proof of this assertion, instead of using an indicator function to bound from above the capacity, as we did in the proof of Lemma 7.1, we use the function constructed in Section 3. Note also that if the continuous path from x a N to x b N crosses first ∂ + B N and then ∂ − B N , one has to interchange a and b in the previous displayed formula. Up to this point we showed that where u j = √ N (x − z) · w j , and R N is an error term satisfying
In this formula, C 1 (g) = max 1≤j≤d sup u, u ≤a √ N ε N |(∂ xj g)(u)|, with a similar definition for C 2 (g) and C 3 (g), replacing first derivates by second and thirds. Identity (7.4) asserts that the process ( √ N (X N (tN )−z)·w 1 , . . . , √ N (X N (tN )− z) · w d ) is close to a diffusion whose coordinates evolve independently. The first coordinate has a drift towards ±∞ proportional to its distance to the origin, while the other coordinates are Ornstein-Uhlenbeck processes.
Lemma 7.4. There exists a finite constant C 0 such that for every z ∈ S a ,
Proof. Let g : R → R be given by g(x) = This completes the proof of the theorem in the case where the set S a,b is a singleton. It is not difficult to modify this argument to handle the case with more than one saddle point between two wells. Indeed, since the proof does not depend on the behavior of the function F on W 
