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Abstract

Enhancing 3D Visual Odometry with
Single-Camera
Stereo Omnidirectional Systems
by
Carlos Jaramillo
Advisor: Prof. Jizhong Xiao

We explore low-cost solutions for efficiently improving the 3D pose estimation problem of a single camera moving in an unfamiliar environment. The
visual odometry (VO) task – as it is called when using computer vision to estimate egomotion – is of particular interest to mobile robots as well as humans
with visual impairments. The payload capacity of small robots like micro-aerial
vehicles (drones) requires the use of portable perception equipment, which is
constrained by size, weight, energy consumption, and processing power. Using
a single camera as the passive sensor for the VO task satisfies these requirements, and it motivates the proposed solutions presented in this thesis.
To deliver the portability goal with a single o↵-the-shelf camera, we have
taken two approaches: The first one, and the most extensively studied here,
revolves around an unorthodox camera-mirrors configuration (catadioptrics)
iv

achieving a stereo omnidirectional system (SOS). The second approach relies
on expanding the visual features from the scene into higher dimensionalities
to track the pose of a conventional camera in a photogrammetric fashion. The
first goal has many interdependent challenges, which we address as part of
this thesis: SOS design, projection model, adequate calibration procedure,
and application to VO. We show several practical advantages for the singlecamera SOS due to its complete 360° stereo views, that other conventional 3D
sensors lack due to their limited field of view. Since our omnidirectional stereo
(omnistereo) views are captured by a single camera, a truly instantaneous pair
of panoramic images is possible for 3D perception tasks. Finally, we address
the VO problem as a direct multichannel tracking approach, which increases
the pose estimation accuracy of the baseline method (i.e., using only grayscale
or color information) under the photometric error minimization as the heart
of the “direct” tracking algorithm. Currently, this solution has been tested on
standard monocular cameras, but it could also be applied to an SOS.
We believe the challenges that we attempted to solve have not been considered previously with the level of detail needed for successfully performing
VO with a single camera as the ultimate goal in both real-life and simulated
scenes.
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Chapter 1
Thesis Introduction
1.1

Motivation

Cameras as passive sensors are a ubiquitous form of perception in the fields of robotics
[65], assisted navigation tasks for humans [8], as well as in the entertainment industry (e.g.,
augmented and virtual reality). The computer vision technique for tracking a camera’s
motion (egomotion) in an unknown environment is also known as visual odometry (VO) or
pose estimation. The majority of methods employ a single view from a conventional camera
with a narrow field-of-view (FOV) at di↵erent times during its trajectory. In addition,
attempts to track the camera using a wider FOV date back to approximately 20 years in the
robotics literature. For example, navigation systems using wide-angle lenses [21, 137] were
proposed in 1986, and “catadioptric” systems combining cameras and reflective quadric
surfaces (mirror conics) [164] were attempted in 2001. It may seem that the pursuit of
navigation with omnidirectional vision systems has been fully studied and applied over the
last two decades. However, we believe there exist practical issues that have not yet been
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(a) Spherical SOS (synthetic).
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(b) The hyperbolic SOS prototypes (synthetic and real).

Figure 1.1: “folded” catadioptric omnistereo rigs.
thoroughly solved. Here, we propose to address practical issues encountered while using
VO, primarily, by designing a catadioptric stereo omnidirectional system (SOS) to achieve
“omnistereo” vision perception. In our studies, we have also enhanced the functionality
of a single-camera tracking by extending its visual cues without modifying the projective
geometry of the imaging device in a clever and experimentally validated manner. However,
the main focus of this thesis revolves around the design, analysis, and application toward
VO of a real-life single-camera catadioptric system as the ones shown in Fig. 1.1.
In the seminal work by Nayar and Peri [133], the possible configurations for a vertically
arranged (“folded”) stereo omnidirectional system (SOS) using catadioptrics were idealized.
However, we have discovered that the most practical configurations, which employ a single
camera and either a pair of spherical mirrors [99] or a pair of hyperbolic mirrors [80] in
this so-called “folded” SOS configuration have not been fully analyzed and exploited for VO
estimation tasks. We employ these configurations with real and simulated rigs to carry out
experiments and evaluate the accuracy and practicality of our algorithms for the main task
of VO.
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VO is an essential building block of a complete framework for Simultaneous Localization
And Mapping (SLAM), as it is known in the robotics literature, but traditionally known
as the “structure-from-motion” (sfm) problem in the computer vision community. Indeed,
SLAM or sfm is a “chicken-egg” problem that yet remains unsolved, and it continues to
be a challenging research direction. SLAM and VO have predominantly been studied with
perspective cameras. One of the contributions of this thesis is to bring together the two
areas: VO and catadioptric omnidirectional vision – research areas which have been kept
isolated for the most part.
In general, VO can be divided into two components occurring simultaneously:
1. the trajectory or pose estimation of the camera either with respect to a global map
(absolute) or with respect to some relevant camera pose (relative), and
2. the mapping process that reconstructs the 3D geometry of the unknown scene observed
by the camera.
Both components depend on each other (co-dependency), which is reflected in the quality of
the results. For instance, we require a good localization step to estimate a good map. On the
other hand, if the map’s construction gets corrupted, the camera’s localization in it will also
become erroneous, and the new pose estimation of the camera may get completely lost. We
discuss some issues concerning realistic circumstances a↵ecting the VO estimation problem
in Chapter 5. Due to the complexity of this problem, we have focused only on the VO task
required for an SOS in the single-camera “folded” configuration. In general, the significant
advantages of a single-camera SOS over multicamera or active-sensing systems are various:
• cost reduction: only one camera is needed. O↵-the-shelf spherical mirrors exist and
custom hyperbolic mirrors can be mass-produced.
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• ease of assembly: the rig’s camera-mirrors components are vertically aligned.
• low energy consumption: the camera is powered by a computer’s single I/O port.
• passive sensing: no moving parts or active energy emission is needed for range sensing.
• small footprint: portable size and lightweight rig materials can be employed.
• true synchronization: the stereo views are acquired at once on the same image.
In fact, a single-camera SOS can estimate 3D information about its wide FOV on the overlapping view regions without the need for self motion. These aspects are of special interest
for spatial perception tasks carried out by payload-constrained users such as small robots
(e.g., unmanned aerial vehicles) or humans exploring unknown environments (e.g., visuallyimpaired civilians carrying light equipment). The challenges of combining two views in
a single image have not been fully studied nor demonstrated in practice as we intended
in this thesis. The eminent noisy measurements must be given a holistic attention from
end-to-end: 1) optimal sensor design, 2) accurate projection approximation via a practical
calibration procedure, and finally 3) a practical purpose. These tasks have motivated the
initial single-camera catadioptric SOS design as well as the accuracy required from the projection model parameters estimated via calibration. As we can see, these three milestones
are interdependent and we cannot neglect small details that become crucial while deploying
the single-camera SOS for its end-goal.

1.2

Thesis Contributions

In [76], we provided an extensive survey of the most popular omnidirectional vision models
and their applications. Now, this thesis’ contributions oscillate around the main idea of
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achieving more robust levels of visual odometry (i.e., “see more”) with the use of a sole
camera and a↵ordable building materials (i.e., “pay less”). We enhance the capabilities
of a monocular camera in two ways: 1) by developing catadioptric stereo omnidirectional
systems (spherical and hyperbolic) in Chapters 3, 4 and 5 or by further processing the native
color channels of the image in Chapter 6. We follow these objectives in order to expand the
visual information for better camera tracking and mapping. The physical and algorithmic
contributions we present in this thesis are organized as follows:
a) Design and analysis of a folded catadioptric SOS (Chapter 3).
b) Image modeling and calibration of a single-camera SOS (Chapter 4).
c) Visual odometry application via a single-camera SOS (Chapter 5).
d) Visual odometry via direct multichannel tracking for a single-camera (Chapter 6).
In more detail, since our ultimate goal is to perform VO for navigation by employing
the proposed single-camera system, the path that has led us to this goal is portrayed by the
chapters of this thesis:
Chapter 2 provides a brief history of omnidirectional vision sensors and the di↵erent configurations that can be physically achieved for a single image system. We present
some practical configurations to achieve omnistereo vision with a single camera. This
chapter is a leeway to the more specific form of achieving 3D metric omnidirectional
perception via the single-camera catadioptric SOS.
Chapter 3 describes the geometry of our configurations and analyzes important features
such as field-of-view, spatial resolution, and uncertainty models for the projection and
3D point triangulation process (in the omnistereo case).
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Chapter 4 introduces GUMS as a “Generalized and Unified Model for Stereo” omnidirectional systems that parametrizes an optimal projective function. This projection
model is estimated through a simple, yet e↵ective calibration procedure via controlpoints imaged around the rig from the ubiquitous chessboard pattern. Our method
and its implementation are general enough that can also be used to calibrate a single
omnidirectional camera or a multicamera omnidirectional system such as the SOS.
Chapter 5 demonstrates the 3D metric VO capabilities of the single-camera SOS, where
the rig’s pose and depth measurements are estimated geometrically via a feature-based
tracking method and are compared its performance against a traditional range sensor
(i.e., an RGB-D camera). In this study, we have generated several real and synthetic
datasets with ground-truth pose information that we make available to the community.
Our VO method has been evaluated using these datasets.
Chapter 6 improves the tracking accuracy of a single camera through the direct (photometric error) approach. We demonstrate how the visual spectrum captured on the image
can be enhanced for VO accuracy in terms of high-dimensional features (channels) generated via conventional hand-crafted features as well as more recent features extracted
from convolutional neural networks (CNNs).
Our contribution is practical concerning the application of single-camera systems for
visual odometry estimation, which is an essential building block for solving the ultimate 3D
Visual SLAM/sfm challenge encountered in several applications, such as robot navigation,
autonomous driving, augmented reality, among others.

Chapter 2
Single-Image Omnidirectional Vision
Systems
2.1

Introduction

Vision is the most exploited sense by human beings. However, the central region in our
retina (the fovea centralis) is capable of focusing on approximately 6° of view [177]. Hence,
our peripheral vision is poor but still useful. It is in our nature to want to extend our visual perception capabilities by using technology. Fig. 2.1 illustrates the first hand-cranked
rotating camera recorded in human history that Puchberger designed in 1843 and that was
capable of up to 150° of view [15, 171]. However, artistic depictions of 360° panoramas and
strip/slit photography (mosaics) have obvious drawbacks in practice, especially if compared
against instantaneous capture devices in dynamic environments. Therefore, this survey chapter only considers instantaneous single-image devices as practical panoramic cameras (a.k.a.
omnidirectional cameras) for real-time applications such as visual odometry (elaborated in
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Figure 2.1: Hand-cranked panoramic camera (slit photography) invented by Joseph Puchberger in 1843 (from [171]).
Chapter 5). We believe it is important to understand the evolution of the devices that have
been proposed in the past and that have motivated our study for the low-cost single-camera
solutions to the visual odometry problem addressed in this thesis. We use the acronym
ODVS to refer to an omnidirectional vision sensor.

2.2

Panoramic Cameras in the Second Millennium

Over a century and a half has passed since inventors were able to capture wider views on
a single image. The first documented device for imaging a field-of-view (FOV) wider than
a conventional pinhole camera dates back to 1840 [172]. Although not really a panoramic
camera, its inventor, A.S. Wolcott, patented the configuration of a concave mirror with a
daguerreotype plate where reflected light rays got imaged without using lenses (Fig. 2.2).
The first use of a cone-shaped reflector to produce panoramic views appeared in the
mechanism patented in 1911 [90]. New generations of panoramic cameras continued to
emerge through the 20th century. Some combined spheres and lenses [34], others applied
the periscope principle by projection onto cylinders for exterior viewing [142] or introverted
viewing [85]. In 1939, Conant described several catadioptric sensors as combinations of
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Figure 2.2: Drawing from U.S. Patent # 1582 [172] by inventor A.S. Wolcott (in year
1840) of an apparatus for taking images by means of a concave reflector (without lenses)
reprojecting upon the adjustable plate for focus control.
spherical, parabolic or conical mirrors with a camera lens to obtain high-quality images on
film [26]. The combination of reflectors (mirrors) and cameras (using lenses) is known as
catadioptrics. There exists a variety of catadioptric configurations for extending the FOV
of the camera to its 360° periphery. In the late 1960’s, Rees developed the first ODVS
(Fig. 2.3) that could display perspectively-correct images in real-time by unwarping the
view from a hyperbolic mirror captured by a conventional perspective camera [147]. Other
known configurations that followed are based on conic mirrors [180], spherical mirrors [71],
hyperboloidal mirrors [181]), and paraboloidal reflectors with orthographic cameras [129].
The work by Ishiguro et al. [74] explains the construction process of low-cost omnidirectional
mirrors. In Chapter 4, we review how points projected onto the image sensor can be modeled
in several ways such as via the unified sphere model.
Since the mid 1990’s, omnidirectional vision research has grown at a dramatic rate. For
instance, Yagi et al. applied his conical-mirror ODVS (called COPIS) for real-time obstacle
avoidance of a ground robot’s navigation [178]. Around the same time, Nalwa from Bell Labs
reported a true omnidirectional camera for instant 360° views satisfying a single e↵ective
viewpoint [128]. We discuss several developments of single-image omnidirectional sensors in
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Figure 2.3: First catadioptric ODVS: a hyperbolic mirror and a perspective camera [147].
Section 2.3. Several works surveying the field exist; among the most popular textbooks is
“Panoramic Vision” by Benosman and Kang [15] and the more recent monograph “Camera
Models and Fundamental Concepts Used in Geometric Computer Vision” [161].
Light refraction via lenses alone is another popular approach for increasing a viewing
angle. The idea of a “fish-eye” view was conceived in 1906 by Wood [173]. According to
[88], the first wide angle lens made out of glass was the Hill Sky Lens in 1924. Miyamoto
produced a fisheye lens for 35 mm film camera in 1964 [123]. Although fisheye lenses have
physical refraction limits, some lenses can view up to 185°. In fact, the Fisheye-Nikkor 6mm
(Fig. 2.9a) is capable of a 220° view at an exorbitant price tag of ⇡ $100, 000 USD (in 2016).
Some hybrid systems have been proposed, like Buchele’s unitary catadioptric objective
lens system (patented in 1950) that combines a couple of hemispherical lenses and a concave
mirror [17]. It is also common to combine a pair of cameras (using lenses) as to imitate
binocular vision and its depth-sensing properties. The first catadioptric configuration attempting omnidirectional stereo (omnistereo) vision was the work by Nayar for his “Robotic
vision system” in 1988 [131]. His “sphereo” rig consisted of a single camera and a pair of
identical reflecting spheres sitting on a horizontal plane (Fig. 2.4). In 2000, Yagi and Yachida
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Figure 2.4: In 1988, Shree K. Nayar prototyped the first catadioptric omnidirectional stereo
rig (dubbed “sphereo”) using a pair of spherical mirrors on a horizontal plane at orthogonal
distance h from a single camera’s viewpoint [131].
combined a plurality of mirrors and a single camera [179]. Various multiview ODVS setups
have emerged since then, and we surveyed them in [76].

2.3

Single-Image Omnidirectional Vision Sensors

Many of the catadioptric configurations that were proposed over the last decade (Section 2.3)
are primarily derived from the geometries outlined in the seminal treatment by Baker and
Nayar [10]. Those systems aimed at satisfying the ubiquitous single-viewpoint (SVP) constraint are known as “Central Systems” (Section 2.3.1). Those sensors not obeying the SVP
property, such as for the case of spherical catadioptrics and fisheye lenses are considered as
“Non-Central Systems” (Section 2.3.5). We review this seminal ODVS classification based
on the SVP requirement of the projective geometries.
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Central Systems (SVP)

In 1637, René Descartes postulated that conical lenses and mirrors have the ability to focus
light through a single point [38]. The parabola, hyperbola, ellipsis, and the cone are the
only conic sections that respect the SVP property while realizing a pure perspective imaging
system [132, 10]. Contemporaneously, Hicks and Bajcsy [69] described the profiles of conic
mirrors as surfaces of revolution producing perspective projections. Thus, only catadioptric
cameras using any of these three mirror profiles are considered within this class. Baker and
Nayar derived two general solutions for the fixed SVP constraint:
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where due to rotational symmetry, r =

(2.1)
(2.2)

p
x2 + y 2 . The k is a unitless parameter that is

inversely related to the conic’s curvature, and c is the distance between the conic’s foci.
Planar, conical, parabolic, and hyperbolic profiles use solution (2.1), while spherical and
ellipsoidal profiles use (2.2) – all with the appropriate parameters specified for each type.

2.3.2

Para-catadioptric Configuration

In [130], Nayar achieved omnidirectional vision via a a “circular” paraboloidal mirror and an
orthographic camera lens. Principal rays of light directed toward the focus of the parabolic
mirror are reflected orthographically onto the image plane as shown in Fig. 2.5a. Due to the
nature of the orthographic projection, a zoom-lens is usually needed to satisfy these optics.
Notice that the projective geometry is invariant to translations of the mirror. Also, since
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(c) Ellipsoidal mirror

Figure 2.5: Conic sections satisfying the SVP constraint for central systems. These nondegenerate catadioptric configurations were derived by Baker and Nayar in [10].
c ! 1, k ! 1, and h = c/k indicates the radius at z = 0, solution (2.1) becomes:
z=

2.3.3

h2

r2
2h

(2.3)

Hyper-catadioptric Configuration

A hyperbola has two foci. A system that places the camera’s e↵ective viewpoint in one focal
point in order to image the principal rays reflected by the “circular” hyperbolic mirror obeys
the SVP constraint (Fig. 2.5b). Hyperbolic projection obeys equation (2.1) by enforcing
k > 2 and c > 0. As depicted in Fig. 2.6, k is a unitless parameter that is inversely related
to the mirror’s curvature or more precisely, the eccentricity "c of the conic. In sum, "c > 1
generates a hyperbola, but a plane is conceived when "c ! 1 or k ! 2.
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Figure 2.6: Hyperboloidal mirrors change curvature according to parameter k. When
k ! 2, it approximates the plane. The camera’s viewpoint need to coincides with the
hyperbola’s second focus F0 (not drawn here).

2.3.4

Ellipsoidal Catadioptric Configuration

The ellipsoidal solution is illustrated in Fig. 2.5c and obeys equation (2.2) for k > 0 and
c > 0. We already mentioned Rees [147] as a first example of a catadioptric camera using
elliptic mirrors. Ellipsoidal mirrors cannot increase the FOV by themselves, but two or
more can be arranged to achieve wide-angle omnidirectional vision, such as the prototype
by Nagahara, Yagi, and Yachida [127].

2.3.5

Non-Central Systems (non SVP)

While the SVP guarantees that correct perspective geometry can always be recovered from
the original image, it limits the selection of mirror profiles to a set of conic sections as
indicated in Section 2.3.1. The e↵ect of this limit is twofold:
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(c) Caustic in non-SVP rig

Figure 2.7: The conic sections without a practical SVP location. These degenerate catadioptric configurations were derived by Baker and Nayar in [10].
1. SVP mirror profiles typically need to be manufactured uniquely (a costly task), and
2. the vertical field-of-view is limited in SVP mirrors for compact systems.

2.3.6

Conical Mirrors

The projection via a mirror cone obeys equation (2.1) with k

2 and c = 0 as shown

in Fig. 2.7a. Conical mirrors experience a circular locus of virtual viewpoints, so they are
called radial imaging systems. At first, Nayar considered them “impractical” central-systems.
Later, himself in [97] and Lin and Bajcsy [106] proved that truncated mirror cones can be
useful. They can be employed for the 3D reconstruction of an object observed through a
hole by a camera positioned at the cusp of the cone as illustrated in Fig. 2.8.

2.3.7

Spherical Mirrors

The spherical mirror’s theoretical SVP property is demonstrated in Fig. 2.7b. It obeys
equation (2.2) for k > 0 and c = 0. Since the focus is at the center of the sphere, the
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(b) Camera, cone mirror, subject
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(c) Face capture

Figure 2.8: Conical mirror configuration employed in [97] for object 3D reconstruction.
SVP configuration is violated in a real system. Instead, a locus of viewpoints (caustic) is
generated as computed parametrically for a spherical mirror by Baker and Nayar [10]. These
caustics of catadioptric cameras were analyzed in [163] and an example is given in Fig. 2.7c.

2.3.8

Fisheye and Panoramic Annular Lenses

Fisheye lenses are a popular method for sky photography (hence, the name sky-lenses).
As mentioned earlier, it is very hard to design a fisheye lens that obeys the SVP constraint
[128]. Even commercial grade lenses like the Nikon’s Fisheye-Nikkor lenses (Fig. 2.9a) cannot
satisfy the SVP property or even reduce the inherent distortion around the peripheral regions
of the hemispheric view. A back-to-back configuration is necessary to capture full 360°
sphere images (see Fig. 2.9b for an example), but it is impossible to obtain coincident focal
viewpoints since they are located inside each lens. Alternatively, a panoramic annular lens
(PAL) combines a single piece of glass and conic reflecting surfaces to capture the 360° view
of the surrounding as well as extending the vertical FOV (Fig. 2.9c). The construction and
characteristics of PALs were described in [116], but real-time application of PALs was first
provided by Zhu, Riseman, and Hanson [189].
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(a) Fisheye-Nikkor 6mm

(b) Back-to-back fisheye lens
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(c) Rays from PAL onto image

Figure 2.9: (a) The very expensive Nikon’s Fisheye-Nikkor 6mm f/2.8 capable of 220°
FOV; (b) Back-to-back fisheye lenses configuration for full sphere images by Slater [157];
(c) The imaging path of a panoramic annular lens (PAL) illustrated in [72].

2.3.9

Quasi-Central Systems

“Quasi-Central” or “Slightly Non-SVP” systems are those central systems (Section 2.3.1)
that contain errors forsaking the SVP assumption. A real ODVS cannot be perfect. For
example, it is hard to place the camera’s viewpoint at the exact focal point location, nor we
can guarantee the orthogonality of the sensor plane with respect to the mirror’s axis. As
a result, principal rays deviate from projecting on their theoretical points as illustrated in
Fig. 2.10. Therefore, a calibration procedure to reduce the overall projection error is needed.
Shabayek [155] gives an extensive classification of catadioptric sensors, where he found [2]
and [117] as calibration methods for slightly non-SVP cameras. More recently, Schönbein,

Figure 2.10: [154] illustrated the diminished deviation of viewing rays passing through an
approximated SVP of a quasi-central system located relatively farther than the error itself.
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(a) Rig

(b) Triangulation uncertainty for a narrow baseline
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(c) Resolution invariance

Figure 2.11: Omnistereo catadioptrics via double-lobed mirrors. (a) A non-SVP doublelobed mirror; (b) Fiala et al. illustrate the triangulation uncertainty due to the narrow
baseline distance - an unfortunate characteristic of double-lobed mirror systems [45]; (c)
Geometry of a resolution invariance for omnistereo mirrors by Conroy et al. [29].
Strauss, and Geiger [154] provided a method for calibrating quasi-central systems. We
instead propose a generalized calibration technique in Chapter 4 that is applicable to SVP
and slightly non-SVP systems. We believe it can work for non-SVP (spherical) cameras, too.

2.4

Omnistereo Configurations for a Single Image

We now review possible configurations proposed throughout the literature that achieve omnidirectional stereo (omnistereo) vision by means of a single image. Recall that we also refer
to this kind of setup as a stereo omnidirectional system (SOS).

2.4.1

Double-lobed Mirrors

The geometry of a mirror with two lobes of hyperbolic profile seen by a single camera was first
reported by Ollis et al. in 1999 [138]. A double-lobed hyperbolic mirror was materialized by
Cabral [18] and Correa et al. [30], who developed this kind of omnistereo system characterized
by its exceptionally small form-factor. Both utilized SVP mirrors. However, in Fiala and
Basu’s reconstruction work [45], the convex conic of the two lobes in their rig is not specified,
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(a) Omnistereo projective geometry

(b) Rig by Su et al.
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(c) Design by Xiong et al.

Figure 2.12: Two examples of coaxial omnistereo catadioptric systems (unfolded, disjoint
configuration): (a) and (b) show the projective geometry and a prototype of the omnistereo
rig designed by Su et al. [162]; (c) design by Xiong et al. [175]
so they are presumed to be non-SVP quadrics (perhaps, spherical lobes). As shown in
Fig. 2.11, the e↵ective baseline of these systems is relatively smaller than the mirrors height,
so this configuration is considered impractical for range sensing. Another family of doublelobed mirror profiles were specifically designed to guarantee the resolution invariance of the
projected points [29]. Fig. 2.11c illustrates the projective geometry for a 3D point whose two
elevation angles are maintained while it gets reflected by the resolution invariant mirror.

2.4.2

Disjoint Mirrors

We call this setup of mirrors “disjoint” in order to di↵erentiate them from the dual-lobe mirrors surveyed before. In fact, this catadioptric configuration is more practical for computing
3D information from coaxial panoramic stereo. The rig designed by Su et al. [162, 113]
used a pair of vertically-aligned hyperbolic mirrors and a single perspective camera. Their
design placed both hyperbolic mirrors facing down and vertically apart from each other as
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(a) Cata-Fisheye prototype
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(b) Omnistereo image example

Figure 2.13: The Cata-Fisheye camera designed by Krishnan and Nayar [94].
illustrated in Fig. 2.12a. This omnistereo sensor provided a wide baseline at the expense of
becoming a very tall system (Fig. 2.12b). In [66], He et al. used this rig to propose various
solutions to the stereo matching problem between their panoramic images. Fig. 2.12c is
the diagram for another design proposed in [175] by Xiong et al., who employed parabolic
mirrors of di↵erent diameters such that the small mirror was placed at the bottom (closer
to the camera with a telecentric lens). Although the FOV is not explicitly stated in these
manuscripts, it can be estimated from the specified geometry to be less than 90°. A possible
disadvantage of the aforementioned unfolded configurations is that while being suitable for
ground vehicles, the rig may be too tall for use on micro aerial vehicles.

2.4.3

Hybrid Omnistereo

A combination of a concave lens and a hyperbolic mirror was attempted in [182]. Similarly,
Krishnan and Nayar designed “cata-fisheye” [94] in order to achieve an omnistereo view by
putting a convex mirror in front of a camera with a fisheye lens (Fig. 2.13). A caveat of
these systems is that they render very short baselines (like the double-lobed mirrors from
Section 2.4.1) in comparison to other catadioptric omnistereo configurations.
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Omnistereo with Spherical Mirrors

Non-SVP configurations using spherical mirrors address the issues of cost and limited fieldof-view. In year 2000, Derrien and Konolige [37] modeled the error introduced by relaxing
the SVP constraint in the projection function. In Section 3.3 we cover the design of our
a novel omnistereo catadioptric single-camera spherical SOS [98]. There, the camera was
coaxially-aligned with two spherical mirrors of distinct radii in a “folded” configuration
as shown in Fig. 1.1a. Recall that spherical mirrors are non-central because they do not
satisfy the SVP constraint reviewed in Section 2.3.5, but rather a locus of viewpoints is
formed [163]. However, our proposed single-camera spherical SOS addressed several of the
aforementioned drawbacks by generating a nearly-full globe of depth by fusing depth from
optical-flow (computed in the polar regions) and stereo (computed in the equatorial region).
We discuss our spherical as well as our hyperbolic SOS in the next chapter, where we
emphasize the latter due to its experimental achievements validated in the real-world.

2.5

Discussion

This survey chapter focused mostly on single-camera catadioptric systems that have been
proposed throughout the literature. Various possible applications for an ODVS have been
described by Yagi [177]. In sum, omnidirectional catadioptric systems can be applied to a
range of important problems in robotics including egomotion estimation (odometry) and simultaneous localization and mapping (SLAM). Performing Sfm/SLAM with omnidirectional
vision provides obvious advantages over traditional perspective cameras, including fisheye
lenses and RGB-Depth sensors. For example, observing points from all around the ODVS
decreases the probability of losing track of the system’s pose as it may happen when heading
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toward a featureless surface with a narrow FOV camera. In fact, we demonstrated this in
Chapter 5. Non robotics applications include panoramic synthetic refocusing, omnipresent
video conferencing, surveillance, and 360-degree entertainment such as virtual tourism.
As in any field, there are myths about catadioptric omnidirectional vision, too. The
short course on omnidirectional vision given at ICCV 2003 by Geyer , Pajdla, and Daniilidis
debunked a few:
Myth: Catadioptric images are highly distorted.
Truth: Not necessarily. For instance, parabolic mirrors induce no distortion when perpendicular to the viewing direction.
Myth: Omnidirectional cameras are more complicated to use for Sfm/SLAM than with perspective cameras.
Truth: Not always. Parabolic mirrors (in particular) are easy to model, calibrate, and do
Sfm/SLAM with.
Fact: Omnidirectional systems have lower resolution.
Tradeo↵: ODVSs balance resolution and field-of-view to fit certain application’s needs.

The choice of ODVS configuration and projection model (as well as calibration method)
depends solely upon the task at hand. The possibility of combining modalities of sensors is a
practical approach to strengthen the deficiencies of a particular configuration. For example,
an observable region’s image resolution can be increased by adding a perspective camera (as
done in [19] and [105]) looking into the region-of-interest. Also, an inertial measurement
unit (IMU) can be fused with an ODVS to strengthen the egomotion estimation when visual
odometry is temporarily unavailable due to lack of good features to track or any other
unforeseeable event. Trading o↵ the accuracy and high-definition provided by a polydioptric
system may be a route to take with the unmatched functionality given by a single-image
ODVS. In particular, an ODVS can be useful when portability is required.

Chapter 3
Single-Camera SOS Design & Analysis
3.1

Single-Camera “Folded” Catadioptric Systems

Many of the catadioptric omnistereo configurations that were proposed over the last decade
are primarily derived from the geometries outlined in the seminal treatment by Baker and
Nayar [10] and they are often aimed at satisfying the ubiquitous single-viewpoint (SVP)
constraint, but not always. The coaxial arrangement of a camera mirror system is known
as folded catadioptrics – first introduced by Nayar and Peri [133], who devised 9 possible
configurations. A small form-factor together with a scalable baseline can be achieved with a
folded configuration. Of practical interest to mobile robotics are configurations that not only
o↵er a wide field-of-view but that also exploit the spatially variant resolution of a mirror to an
advantage of the unique dynamics of a robot. For example, the spatial distribution of depth
resolution may be tuned to a particular azimuth and elevation, such as the robot’s dominant
direction of motion [99]. However, folded configurations tend to have a limited common FOV
angle ↵SROI in which depth from correspondences can be computed (Fig. 3.12).
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(a) External view
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(b) Camera view

Figure 3.1: Photo-realistic synthetic scene: (a) Side-view of the quadrotor with the hyperbolic SOS in an office environment. (b) the image captured by this system’s camera
with the same pose shown in Fig. 3.1a’s scene. OI is the origin of the image frame [I] and
is located at the top-left corner, whereas the camera frame [C] coincides with the image’s
center point [I] mc . Here, the camera’s optical axis is coincident with the +ZC -axis, which
is perpendicularly directed into the virtual image plane ⇡. Notice how objects reflected by
the bottom mirror appear in the inner image ring bounded by a red circle mark, whereas
reflections from the top mirror are imaged in the outer ring. Radial correspondences of pixels
around the image’s center facilitate the computation of depth explained in Section 3.5.

(a) Parameters and common FOV

(b) Prototypes: Small-scale and large-scale (robot)

Figure 3.2: Our single-camera SOS using spherical mirrors in a folded configuration.
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Here, we describe two designs of a single-camera folded catadioptric stereo omnidirectional system (SOS), each one fulfilling a particular usage paradigm. For the first design
[99], we employed spherical mirrors (Fig. 3.2) with the aim to capture a full view-sphere of
range information to be used by a ground mobile robot (Fig. 3.2b right). For the second
SOS [80], we combined hyperbolic mirrors whose parameters were optimized for unoccluded
omnistereo vision to be mounted on top of a micro aerial vehicle (MAV) as shown in Fig. 3.12.
As expected, each SOS geometry achieves di↵erent 3D sensing capabilities. In this proposal, we briefly describe the design parameters and analyze only a handful of characteristics.
The thesis will contain a more detailed description and analysis of these two SOS designs.

3.2

Frames of Reference

In order to better understand and visualize our models and the crucial single viewpoint
geometry for image formation, we begin by describing the spatial relativity among the involved coordinate systems, also known as frames of reference. Please, refer to Appendix A
for clarification on our symbolic notation.
Fig. 3.1a demonstrates the relative position between a synthetic indoors scene of coordinates system [S] and the quadrotor’s omnistereo sensor, whose local reference frame is [C].
Similarly, Fig. 3.1b presents the view captured directly by the omnistereo sensor’s perspective
camera, whose pinhole has been conveniently located at OC , the origin of [C]. As illustrated
in Fig. 3.3, we make the positive ZC -axis coincide with the optical axis of the camera. The
real photosensitive imager of the camera is found on a 3D plane

[C]

⇡cam perpendicular to the

ZC -axis, and it is located at a focal length f distance from the pinhole OC . A 3D point
located at

[C]

x that lies on the camera’s real imaging plane,

[C]

⇡cam , must satisfy its Hessian
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Figure 3.3: Illustrating the projection onto the camera’s image plane ⇡cam . The camera’s
pinhole coincides with point OC and the optical axis is coincident with the ZC -axis. The
physical photosensitive imager of the camera is a 3D plane ⇡cam located at [C] z = f from
the pinhole OC . To remove the image reversal, we create an imaginary projection plane,
⇡img , whose photosensitive side faces the pinhole, so the [I] (U, V)-axes of the image frame [I]
are aligned with the [C] (X, Y)-axes of the camera frame [C]. To stress the relative positional
di↵erences, we draw the camera axes on both planes as they would appear due to projection.
normal form equation n̂T⇡cam x =

f , where

[C]

n̂⇡cam = [ 0, 0, 1 ]T is this plane’s unit normal

vector. However, it is more convenient to avoid the image reversal by considering an imaginary plane of projection, denoted as ⇡img , which is rather located in front of the pinhole OC
at a distance f , as well. Any point

[C]

x laying on ⇡img satisfies
n̂T⇡img x =

where

[C]

n̂⇡img = [ 0, 0,

1]

T

f

(3.1)

is this imaginary plane’s unit normal vector that indicates the

orientation of its side on which image pixels can be seen. In other words, the photosensitive
side of ⇡img is facing the pinhole as depicted in Fig. 3.1b. The +ZC -axis is perceived as if
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directed into ⇡img through pixel coordinates [I] mc = [ uc , vc ]T with respect to the 2D image
frame [I] formed by pixels. Traditionally, the direction of the ZC -axis is depicted by a vector’s
tail symbol “⇥” in Fig. 3.1b. This arrangement permits us to align the horizontal and vertical
axes, [I] (U, V), of the 2D image [I] with the corresponding

[C]

(X, Y)-axes of the camera frame

[C]. As usual, the visible pixels of the 2D image originate from pixel OI (0, 0) at the upper-left

corner, the UI -axis indicates the column positions of the image pixels, whereas row indices
increase downward along the VI -axis.
Thus, knowing both the coordinates of a point in the scene, say Pw (given by a homogeneous vector [S] pw,h ) and the relative pose of the SOS’s coordinates frame [C] with respect
to the scene frame [S] (given as a homogenous transformation matrix
its relative rotation matrix

[C]
[S]

R and its translation vector

[C]
[S]

[C]
[S]

Th encoding both

t), we can express Pw ’s position

with respect to [C] via

[C]

[S]
pw,h = [C]
[S] Th pw,h

(3.2)

On the other hand, the points that appear as pixels on the image [I] due to projectivity
via an SOS cannot be obtained by a simple frame transformation as it is the case for the
pinhole model. Actually, they involve a multi-projection procedure explained in the next
sections and applied in the remaining chapters of this thesis manuscript.

3.3

Spherical SOS

Non-SVP configurations using spherical mirrors have addressed the issues of cost and limited
field-of-view. The most relevant of such is the work of Derrien and Konolige [37], while not
being stereo, it explicitly models for the error introduced by relaxing the SVP constraint in
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(b) A coaxial SOS has radial epipolar lines

Figure 3.4: Epipolar lines rendered by the two possible SOS configurations (from [100])
the projection function. Although non-SVP mirrors have been previously used in robotics,
we consider their work seminal in its detailed study of a non-SVP mirror in its application
to mobile robotics, which has inspired our following design.

3.3.1

Design Motivation

In [99], we designed a novel omnistereo catadioptric rig consisting of a perspective camera
coaxially-aligned with two spherical mirrors of distinct radii in the so-called folded configuration (Fig. 3.2). One caveat of spherical mirrors is their non-centrality as they do not satisfy
the e↵ective SVP constraint but rather a locus of viewpoints is obtained [163] as shown in
Fig. 3.5b. However, the proposed system addressed several of the aforementioned limits by
generating a near-spherical depth panorama using generic, low-cost spherical mirrors. With
this design, our main contributions were:
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(a) Rimg and rimg are the radii of the imaged (b) Virtual camera F 0 is conveniently located at
major and minor mirrors, respectively.
the cusp of the locus C formed by viewpoints.

Figure 3.5: Spherical SOS characteristics
1. Spherical mirrors in a folded configuration maximize the image resolution near the
poles of the view-sphere. This is a useful property for robots moving in a horizontal
plane because the optic flow generated from motion is of higher resolution with respect
to depth from omnistereo measured on the lower resolution regions around the equator.
2. The radial epipolar geometry of the spherical mirrors can be exploited as shown in
Fig. 3.4b. Thus, we can compute dense metric-depth in the equatorial region of the
view-sphere.
3. In addition, we could fuse depth from optical-flow (around the poles) and stereo
(around the equator) in a dense probabilistic depth panorama. As a result, the scale
factor for the depth-from-optical-flow regions can be recovered from the overlaps.
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Model Geometry

Two spherical mirrors of distinct radii R and r, termed major and minor mirrors respectively,
are separated by a distance H from their centers. A perspective camera (aligned coaxially
with the mirrors) is located near the surface of the major mirror (F in Fig. 3.2a) and observes
the minor mirror within its field-of-view 2 . Rays that lay within a cone bounded by angle
↵ image the major mirror through its reflection in the minor mirror, while rays bounded
between ↵ and

image the minor mirror directly.

Expressions for ↵ and

are highly nonlinear functions of R, r, and H. The vertical field-

of-view (FOV) and the imaged radii R0 and r0 (Fig. 3.5a) of the major and minor mirrors are
of interest to us. Ideally, the imaged radii must be of comparable resolution so that sufficient
detail is preserved in both mirrors for disparity matching. We define relative resolution as
the ratio:
Rimg
↵
⇡
rimg

(3.3)

This approximation is valid given a sufficiently narrow field-of-view (2 ) of camera F.
For convenience, the real camera (F in Fig. 3.2a) can be decomposed into two cameras:
F itself and a second virtual camera F0 (Fig. 3.5b) that observes the major mirror directly.
Thus, the two cameras are assumed to image the two mirrors independently, which simplifies
the analysis of the model. In practice, an SVP cannot be satisfied by spherical mirrors, so
we approximate it to arbitrary precision given that the locus of the e↵ective viewpoint that
images the major mirror alone is sufficiently compact. A caustic (locus of the e↵ective
viewpoint) for a spherical mirror was computed parametrically by Baker and Nayar [10].
It can be shown that when the pinhole is sufficiently far from the minor mirror and the
incoming rays are close to the axis of radial symmetry, the single e↵ective viewpoint F0 can
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(b) E↵ect of r on vertical FOV

Figure 3.6: Relationships between (a) ↵/ and R, and (b) vertical field-of-view (FOV)
and R are approximately independent of r when R >> r and H >> r. H is fixed at 10 units
as r varies from 0.1 units to 2 units (10 samples).
be assumed to lie coaxially with the mirrors at a midpoint between the center and the surface
of the minor mirror. This is illustrated in Fig. 3.5b, where C (magenta) is the caustic of
the minor mirror. Thus, we position F0 at the cusp of caustic C when these conditions are
met. This translates into the design constraint requiring H (separation between the two
mirrors’ centers) to be sufficiently larger than r (radius of minor mirror), and camera F’s
field-of-view (2 ) to be small enough to fit the entire minor mirror. We can approximate
the real camera F to be orthographic by satisfying the constraint

H >> r.

3.3.3

Analysis

3.3.3.1

Field-of-view and Resolution

(3.4)

We considered the vertical field-of-view (FOV) of the imaging system and the imaged mirrors’
ratio ↵/ as a function of the design parameters H, R, r. From Fig. 3.2a, it is clear that the
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FOV is maximized when the ratio r/H is minimized. According to (3.4), we observed that
while reducing r increases the FOV, it proportionally reduces ↵/ . To compensate for this
reduction, we can increase the radius of the major mirror (R). In Fig. 3.6, we demonstrate
the e↵ect of R and r on FOV and ↵/ .
When R >> r, the system’s FOV angle is approximately independent of the minor
mirror’s radius, r, so we let:

✓FOV ⇡ ⇡

tan

1

✓

p

R
H2

R2

◆

(3.5)

Another useful design observation was that the FOV (Fig. 3.6b) and the ratio ↵/
(Fig. 3.6a) behave linearly with R, as long as R is sufficiently smaller than H. Putting
these constraints together (H >> R >> r) and linearizing the Taylor expansion, we get

✓FOV ⇡ ⇡
↵

R
H

R
⇡p
2H

(3.6)

(3.7)

Equations (3.6) and (3.7) have been numerically verified to yield less than 10% deviation
from the non-linearized model when H

2R and R

2r. The model indicates that the

design is fairly tolerant to a wide selection of r, R and H, while still satisfying the underlying
assumptions.
3.3.3.2

Triangulation Uncertainty Model

We adapted the model of triangulation error introduced in [118] to include the distortion
introduced by the two spherical mirrors. Similar to [118], we assumed a normally distributed
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of one pixel. From this point the

images of minor and major mirrors are assumed to be viewed directly by F and F0 , respectively. Practically, this was achieved by cropping the image of the major mirror from
the original image and resampling both images to a common frame size. Eventually, we
performed stereo matching along the rectified epipolar lines of the undistorted-panoramic
images in a traditional fashion (like done by Kuthirummal and Nayar in [97]).
The distance d from the major mirror’s (approximate) viewpoint to point P (Fig. 3.7) is
given by:
d=h

sin '
sin(' + ✓)

(3.8)

where h is the baseline (distance between the approximate viewpoints of the mirrors), and
is always less than H.
Let ⇢u and ⇢v (Fig. 3.7) be the radial positions of the pixels (in polar coordinates) in
the images of F and F0 , respectively. Because of radial symmetry, the azimuths of u and v
have the same azimuths as the rays to which they project. We defined projection functions
f' (⇢u ) and f✓ (⇢v ) that map the pixels from their respective images to elevation angles ' and
✓, relative to the axis of radial symmetry. Practically, we computed the projection functions
through two separate calibration procedures. However, f' (⇢u ) lends itself to a simple analytic
description due to the approximate orthographic projection of F . This facilitated a more
compact formulation of depth error in triangulation that we derive next.
The convex polygon which bounds the region of uncertainty around point P (Fig. 3.7)
is described exactly by a three-dimensional non-Gaussian pdf [118]. However, it can be
approximated by a Gaussian under the assumption that projected pixel uncertainties ✓ and
' are sufficiently small to define a parallelogram. Assigning the origin to the viewpoint of
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Figure 3.7: Triangulation uncertainty model. The region of uncertainty around P is approximately a parallelogram when ✓ and ' are small.

Figure
3.8: Error contours represent the combined e↵ect of depth and elevation uncertainty
p
2
2
d + ✓ . Brighter areas represent lower uncertainty, and can be observed to lie dominantly
in the equatorial plane of the view-sphere.
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the major mirror, the depth uncertainty is given by:
⌃ d ⇡ Jd ⌃ ⇢ J d T
where
Jd =



@d @'
@' @⇢u

@d @✓
@✓ @⇢v

(3.9)

2

6
and ⌃⇢ = 4

2
px

0

3

0 7
5
2
px

Fig. 3.8 illustrates the combined e↵ect of the spatially-variant resolution and triangulation
error, from which we conclude that the highest depth resolution lies in the equatorial region.
Note that because neither mirror satisfies the SVP, a point approximation of the e↵ective
viewpoint does not hold for points that are too close to the mirrors. Worst case depth error
(greatest uncertainty

2
d)

will occur at the periphery of the mirror where 'SV P (angular

di↵erence between true projection and approximate-SVP projection) (Fig. 3.5b) is greatest.
The greatest angular (elevation) error of 'SV P is approximated by:

'SV P,max =

h

r
p
d2

r2

(3.10)

The error vanishes when the imaged point is much farther than the separation between
the mirrors’ viewpoints (d >> h). Numeral simulations resulted in 'SV P,max less than 1 for
points with depth d > 3h and less than 5% error in depth at d = 3h. In practice, the e↵ect
of viewpoint error tends to be less significant as 'SV P is maximum near the periphery of
the mirror, where depth error is dominated by deteriorating image resolution (Fig. 3.9).
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Figure 3.9: The approximately linear orthographic projection function f' (⇢u ) provide nearly
constant resolution for the majority of the image. The rapid loss of resolution near the edge
of the image contributes to the poor depth resolution near the poles of the view-sphere
(Fig. 3.8). Note that the ⇢u -axis appears normalized in this figure.

3.4

Hyperbolic SOS

In [80], we designed and analyzed the characteristics of an SVP-compliant SOS based on
the folded, catadioptric configuration with hyperboloidal mirrors shown in Fig. 3.10. Our
approach resembles the work by Jang, Kim, and Kweon [75] as by the use of a flat “reflex”
mirror on the top mirror. Nevertheless, the sensor’s characteristics and parameter values
in [75] were not fully justified. This motivated us to perform an extensive analysis of the
model’s geometric parameters that were obtained via a constrained numerical optimization
considering the sensor’s end application: passive omnidirectional 3D perception for a micro
aerial vehicle (MAV) as visualized in Fig. 3.1a. In fact, we were the first to propose a
single-camera catadioptric SOS for this application. For this theoretical model, we show
how the panoramic images are obtained, so correspondences can be found for triangulation
(Section 3.5.3), for which we also present a triangulation uncertainty model (Section 3.5.4).
Since assembling a perfect SOS is not realistic, here we only present the 3D experimental
results from simulations. Results from real images require calibration (covered in Chapter 4).
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(b) Geometric model.

Figure 3.10: Single-camera hyperbolic SOS: (a) shows a more recent real prototype whose
mirror profiles have been optimized for an unoccluded FOV when mounted on top of a
quadrotor MAV as well as maximizing the ↵SROI angle for omnistereo shown in Fig. 3.12; (b)
Geometric model and observable design parameters: c1 , c2 , d, rsys , rref , rcam . Also showing
by-product parameters: baseline b and system height hsys , and the projection path for a
world point Pw . whose projection rays are directed through the real foci, F1 and F2 , and
their respective reflection points, P1 and P2 . Notice the equivalent projection of P2 via the
virtual camera OC 0 achieved by the reflex mirror located at distance d/2 from the real pinhole
camera OC .
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Design Motivation

We justify the need for the proposed hyperbolic SOS after observing two basic di↵erences
in the sensor requirements between MAVs and ground vehicles (for which the spherical SOS
presented in Section 3.3 was targeted):
1. Size and payload – In MAV applications, the sensor’s physical dimensions and weight
are always a great concern due to payload constraints. Generally, MAVs require fewer
and lighter sensors that are compactly designed, while larger robots (including highpayload UAVs) have greater freedom of sensor choice.
2. Field-of-view (FOV) – Due to their omnidirectional motion model, MAVs require a
simultaneous observation of the 3D surroundings. Conversely, most ground robots can
safely rely upon narrow vision as their motion control on the plane is more stable.
Recall that the distortion levels increase toward the equator for spherical mirrors, but
that is not an issue for ground mobile tasks.

3.4.2

Model Geometry

As seen in Fig. 1.1b, our hyperbolic SOS consists of:
1. one hyperboloid-planar mirror at the top,
2. one hyperboloidal mirror at the bottom,
3. a high-resolution USB camera inside the bottom mirror and looking upwards.
4. a transparent tube or rigid stando↵s to house and support the components.
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The circular caps that extend out of each mirror are respectively colored blue and red and can
be used for assisting with the boundary recognition performed during calibration (discussed
(0)

in this Chapter 4) for masking the images and initializing the image center [I] mc . The
choice of the hyperboloidal reflectors is justified due to:
• They are one of the 4 non-degenerated conic shapes satisfying the SVP constraint [10].
• They achieve a wider vertical FOV than elliptical and planar mirrors.
• They do not require a telescopic (orthographic) lens for imaging as it is the case with
paraboloidal mirrors. Thus, our SOS can be compact.
In addition, the planar part of mirror 1 works as a reflex mirror, which in part reduces
distortion caused by dual conic reflections. Based on the SVP property (Section 3.4.2.2), the
system obtains two radial images of the omnidirectional views in the form of an inner and
an outer ring as illustrated in Fig. 3.1b and Fig. 3.15.
3.4.2.1

Model Parameters

In the configuration of Fig. 3.10, mirror 1’s real or primary focus is F1 , which is separated by a
distance c1 from its virtual or secondary focus, F01 , at the bottom. Without loss of generality,
we make both the camera’s pinhole and F01 coincide with the origin of the camera’s coordinate
system, OC . This way, the position of the primary focus, F1 , can be referenced by vector
[C]

f1 = [ 0, 0, c1 ]T in Cartesian coordinates with respect to the camera frame, [C]. Similarly,

the distance between the foci of mirror 2, F2 and F02 , is measured by c2 . Here, we use the
planar (reflex) mirror of radius rref and unit normal vector
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1]

(3.11)

in order to project the real camera’s pinhole located at OC as a virtual camera OC 0 coinciding
with the virtual focal point F02 positioned at [C] f2v = [ 0, 0, d ]T . We achieve this by setting d/2
as the symmetrical distance from the reflex mirror to OC and from the reflex mirror to OC 0 .
With respect to [C], mirror 2’s primary focus, F2 , results in position

[C]

f2 = [ 0, 0, d

c2

]T . It

yields the following expression for the reflective plane:

[C]

n̂Tref [C] x =

d/2

(3.12)

The profile of each hyperboloid is determined by independent parameters k1 and k2 ,
respectively. Their reflective vertical field of view (vFOV) are indicated by angles ↵1 and ↵2 .
They play an important role when designing the total vFOV of the system, ↵sys , formally
defined by equation (3.57) and illustrated in Fig. 3.12. Also noteworthy, while performing
stereo vision, it is to consider angle ↵SROI , which measures the common (overlapping) vFOV
of the SOS. The camera’s nominal field of view, ↵cam , and its opening radius, rcam , also
determine the physical areas of the mirrors that can be fully imaged. Theoretically, the
mirrors’ vertical axis of symmetry (coaxial configuration) produces two image points that
are radially collinear. This property is advantageous for the correspondence search during
stereo sensing (Section 3.5) with a baseline measured as

b = |c1 + c2

d|.

(3.13)

CHAPTER 3. SINGLE-CAMERA SOS DESIGN & ANALYSIS

41

Among design parameters, we also include the total height of the system, hsys , and weight
msys , both being formulated and analyzed in Section 3.4.7.2.
To summarize, the model has 6 primary design parameters given as a vector



✓ = c1 , c2 , k1 , k2 , d, rsys

(3.14)

in addition to by-product parameters such as


3.4.2.2

b, hsys , rref , rcam , msys , ↵1 , ↵2 , ↵sys , ↵SROI , ↵cam .

Single Viewpoint (SVP) Configuration for OmniStereo

As a central catadioptric system, its projection geometry must obey the existence of the socalled single e↵ective viewpoint (SVP) reviewed in Section 2.3.1. While the SVP guarantees
that true perspective geometry can always be recovered from the original image, it limits the
selection of mirror profiles to a set of conics. Generally, a circular hyperboloid of revolution
about its axis of symmetry conforms to the SVP constraint as demonstrated by Nayar and
Baker [132]. Since a hyperboloidal mirror has two foci, the e↵ective viewpoint is the primary
focus F inside the physical mirror, and the secondary (outer) focus F0 is where the pinhole
of the perspective camera should be placed to depict a scene obeying the SVP configuration.
Following (2.1), a hyperboloid i can be described by the following parametric equation:
(zi

z 0i ) 2
a2i

ri2
ci
= 1, with ai =
2
bi
2

r

ki

2
ki

ci
, bi =
2

r

2
ki

(3.15)
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is the o↵set (shift) position of the focus along the Z-axis from the origin OC ,

and ri is the orthogonal distance to the axis of revolution / symmetry (i.e., the Z-axis) for
a point Pi on its surface.
In fact, the position of a valid point Pi is constrained within the mirror’s physical surface
of reflection, which is radially limited by ri,min and ri,max , such that:

ri =

q
x2i + yi2 , for ri,min  ri  ri,max , 8i 2 {1, 2}

(3.16)

and r1,min = rref , r1,max = rsys , r2,min = rcam , r2,max = rsys . Observe that the radius of
the system is the upper bound for both mirrors (Fig. 3.10b). In addition, the hyperboloids
profiled by equation (3.15) must obey the following conical constraints:

8i 2 {1, 2} (ci > 0 ^ ki > 2)

(3.17)

k is a constant parameter (unit-less) inversely related to the mirror’s curvature or more
precisely, the eccentricity "c of the conic. Recall that "c > 1 produces a hyperbola, yet a
plane is produced when "c ! 1 or k ! 2.
We devise Mi as the set of all the reflection points Pi with coordinates (xi , yi , zi ) laying
on the surface of the respective mirror i within bounds. Formally,

Mi :=

(

Pi 2 R 3

(zi

z 0i ) 2
a2i

ri2
= 1 ^ Eq.(3.16) ^ Eq.(3.17)
b2i

)

(3.18)

In our model, we describe both hyperboloidal mirrors, 1 and 2, with respect to the camera
frame [C], which acts as the common origin of the coordinate system as explained in Fig. 3.2.
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Therefore,

z 01 =

c1
2

z 02 = d

(3.19)
c2
2

(3.20)

By expanding equation (3.15) with their respective index terms, it becomes

⇣

⇣
z2

c 1 ⌘2
z1
2
c 2 ⌘2
d+
2

✓

k1
2
✓
k2
r22
2
r12

◆

✓
c21 k1
1 =
4
k1
◆
✓
2
c k2
1 = 2
4
k2

2
2

◆
◆

(3.21)
(3.22)

We define the function fzi : r 7! zi to find the corresponding zi component for a given r:

fzi (r) :=

8
>
>
>
z 0i +
>
>
>
<

z 0i
>
>
>
>
>
>
:N one

i

if i = 1^ Eq.(3.16),

i

if i = 2^ Eq.(3.16),

(3.23)

otherwise.

ai p 2
bi + ri2 .
bi
The inverse relation fri : z 7! {+ri , ri } can be also implemented as

where

i

=

fri (z) :=

where

i

=

s

(z

z 0i ) 2

a2i
negative solutions ri .

8
>
>
<±b

i i

if i 2 {1, 2}^ Eq.(3.16),

>
>
:N one otherwise.

(3.24)

1, so a valid input z can be associated with both positive and
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Analytical Solutions to Projection (Forward)

Assuming a central catadioptric configuration for the mirrors and camera system (Section 3.4.2.2), we derive the closed-form solution to the imaging process (forward projection)
for an observable point Pw , positioned in three-dimensional Euclidean space, R3 , with respect to the reference frame, [C], as vector

[C]

pw = [ xw , yw , zw ]T . In addition, we assume all

reference frames such as [F1 ] and [F2 ] have the same orientation as [C].
For mathematical stability, we must constrain that all projecting world points lie outside
the mirror’s volume:

fri (zw ) < ⇢w , where ⇢w =

p
x2w + yw2

(3.25)

where fri is defined by equation (3.24) and ⇢w measures the horizontal range to Pw .
Pw is imaged at pixel position [I] m1 after its reflection as point P1 on the hyperboloidal
surface of mirror 1 (Fig. 3.11). On the other hand, the second image point’s position,

[C]

m2 ,

due to reflection point P2 on mirror 2 is rather obtained indirectly after an additional point
Pr is reflected at

[C]

pref on the reflex mirror represented via equation (3.35).

First, for Pw ’s reflection point via mirror 1 at position vector

[C]

p1 , we use

1

as the

parametrization term for the line equation passing through F1 toward Pw with direction
[F1 ]

d1 = [C] pw

[C]

f1 . The position of any point P1 on this line is given by:
2

6
6
[C]
p1 = [C] f1 + 1 [F ] d1 = 6
6
4
1

3

1 xw
1 yw
1 zw

+ (1

1 ) c1

7
7
7
7
5

(3.26)
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Figure 3.11: Omnistereo projection of a 3D point Pw to obtain image points [I] m1 due
to reflection on mirror 1, and [I] m2 due to reflection on mirror 2 via the planar (reflex)
mirror. Although the one-and-only imaging sensor is the camera plane ⇡cam (as illustrated
in Fig. 3.3), we conveniently imagine two virtual projection planes ⇡img1 and ⇡img2 , where
the latter presumes to capture points reflecting on mirror 2 as if they could pass through the
reflex mirror toward the virtual camera OC 0 . The figure does not show the pixel points [I] mi
and instead it draws the corresponding vectors f [C] qi to the points on the projection plane.
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Substituting equation (3.26) into equation (3.21), we obtain:
⇣

in order to solve for

c 1 ⌘2
c1 ) +
2

1 (zw

1,

1

focus, F1 .

p

+

◆
k1
1
2
✓
◆
c21 k1 2
=0
4
k1

2 2
1 yw

✓

which turns out to be

1

where k[F ] d1 k =

2 2
1 xw

=

p
k[F ] d1 k k1 · (k1

c1

1

x2w + yw2 + (zw

2)

k1 (zw

c1 )2 is the Euclidean norm between Pw and mirror 1’s

In practice, we represent the reflection point’s position
plication between the 3 ⇥ 4 transformation matrix K1 = [
position vector

[C]

[C]

[C]

p1 as a matrix-vector multi-

1 I(3) ,

(1

1)

[C]

f1 ] and the point’s

pw,h = [ xw , yw , zw , 1 ]T in homogeneous coordinates:

[C]

Note that

(3.27)

c1 )

p1 = K1 [C] pw,h

(3.28)

p1 ’s elevation angle, ✓1 , must be bounded as

✓1,min  ✓1  ✓1,max

(3.29)

where ✓1,min and ✓1,max are the angular elevation limits indicated in equation (3.62) for the
real reflective area of the hyperboloid.
Finally, the reflection point P1 with position

[C]

p1 can now be perspectively projected as

a pixel point located at [I] m1 = [ u1 , v1 ]T on the image. In fact, the entire imaging process of

CHAPTER 3. SINGLE-CAMERA SOS DESIGN & ANALYSIS

47

Pw via mirror 1 can be expressed in homogeneous coordinates as:

[I]

m1,h = ⇣1 Kc K1 [C] pw,h

where the scalar ⇣1 = 1/z1 = 1/ (c1 +

1

(zw

(3.30)

c1 )) is the perspective normalizer that maps

the principal ray passing through p1 onto a point

[C]

q1 = [ xq1 , yq1 , 1 ]T on the normalized

projection plane ⇡
ˆimg1 . The 3 ⇥ 3 intrinsic matrix of the camera’s pinhole model is
2

3

6fu s uc 7
6
7
7
Kc = 6
0
f
v
v
c7
6
4
5
0 0 1

(3.31)

in which fu = f /hx and fv = f /hy are based on the focal length f and the pixel dimension
(hx , hy ), s is the skew parameter, and [I] mc = [ uc , vc ]T is the optical center position on the
image [I] as illustrated in Fig. 3.3. Fig. 3.11 illustrates the projection point f [C] q1 on the
respective image plane ⇡img1 .
Similarly, we provide the analytical solution for the forward projection of Pw via mirror
2 by first considering the position of reflection point P2 :

[C]

where K2 = [
now uses

[C]

2 I(3) ,

(1

2)

[C]

p2 = K2 [C] pw,h

(3.32)

f2 ] is similar to the transformation matrix K1 , but obviously it

f2 and
2

=

p
k[F ] d2 k k2 · (k2
2

c2
2) + k2 (zw

(d

c2 ))

(3.33)
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with direction vector’s norm

k[F ] d2 k = k[C] pw
2

[C]

f2 k =

q
x2w + yw2 + (zw

(d

c2 ))2

(3.34)

For completeness, note that the physical projection via mirror 2 is incident to the reflex
mirror at

[C]

where

ref

=

d
2(d z2 )

pref = [C] f2v +

ref

([C] p2

[C]

f2v )

(3.35)

according to equation (3.12) in the theoretical model. Ultimately,

ignoring any astigmatism and chromatic aberrations introduced by the reflex mirror, and
because the same (and only) real camera with Kc is used for imaging, we obtain the projected
pixel position [I] m2,h = [ u2 , v2 , 1 ]T in homogeneous coordinates:

[I]

where ⇣2 = 1/ (d

m2,h = ⇣2 Kc Mref K2 [C] pw,h

(3.36)

z2 ) is the perspective normalizer to find [C] q2 on the normalized projection

plane, ⇡
ˆimg2 .
Due to planar mirroring via the reflex mirror,

[C0 ]
[C]

Mref is used to change the coordinates

of P2 from [C] onto the virtual camera frame, [C0 ], located at
[C0 ]
[C]



Mref = I(3) + 2Dn̂ref ,

[C]

[C]

f2v

f2v . Hence,

(3.37)

where the 3⇥1 unit normal vector of the reflex mirror plane, [C] n̂ref given in (3.11), is mapped
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into its corresponding 3 ⇥ 3 diagonal matrix Dn̂ref , via the relationship:
I(3) diag([C] n̂ref )

Dn̂ref

(3.38)

It is convenient to define the forward projection functions f'1 ([C] p) and f'2 ([C] p) for a 3D
point P whose position vector is known with respect to [C] and which is situated within
the vertical field of view ↵i of mirror i (for i 2 {1, 2}) indicated in Fig. 3.12. The respective function f'i ([C] p) maps to image point [I] mi on frame [I], such that f'i : R3 7! R2 and
implemented as:

f'i ([C] p) :=

8
>
>
>[C] p 7 Eq.
>
>
>
<

(3.30) [I]

! m1 if i = 1^ Eqs. (3.40)(3.25),

Eq. (3.36) [I]

[C]
p7
>
>
>
>
>
>
:N one

! m2 if i = 2^ Eqs. (3.40)(3.25),

(3.39)

otherwise.

In fact, [I] mi is considered valid if it is located within the imaged radial bounds, such that:

[ICi ]

k[I] mri,min k 

[ICi ]

k[I] mi k 

[ICi ]

k[I] mri,max k

(3.40)

where the frame of reference [ICi ] implies that its origin is the image center [I ] mc = [ uci , vci ]T of
i

the [Ii ] masked imaged concept introduced in Fig. 3.4.7.3. Therefore, the magnitude (norm)
of any position

[ICi ]

m in pixel space [ICi ] can be measured as

[ICi ]

In particular,

[ICi ]

k[I ] mk := k[I ] m
i

i

[Ii ]

mc k =

p
(u

uc )2 + (v

vc ) 2

(3.41)

k[I] mri,lim k is the image radius obtained from the projection [I] mri,lim
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f'i ([C] pi,lim ) corresponding to a particular point coincident with the line of sight of the radial
limit ri,lim – it being either rsys , rref , or rcam as indicated by equation (3.16).

3.4.4

Analytical Solutions to Back Projection

The back projection procedure establishes the relationship between the 2D position of a pixel
point [I] m = [ u, v ]T on the image [I] and its corresponding 3D projective direction vector v
toward the observed point Pw in the world.
Initially, the pixel point [I] m1 (imaged via mirror 1) is mapped as Q1 onto the normalized projection plane ⇡
ˆimg1 with coordinates

[C]

q1 = [ xq1 , yq1 , 1 ]T by applying the inverse

transformation of the camera intrinsic matrix equation (3.31) as follows:

[C]

2

1
6 fu

6
1 [I]
q1 = [C]
m1,h = 6
[I] Kc
60
4
0

s
fu fv
1
fv

0

32 3

svc fv uc
u
fu fv 7 6 1 7
vc
fv

1

76 7
7 6v 7
7 6 17
54 5
1

(3.42)

For simplicity, we assume no distortion parameters exist, so we can proceed with the
lifting step along the principal ray that passes through three points: the camera’s pinhole
OC , point Q1 on the projection plane, and the reflection point P1 (Fig. 3.11). The vector
form of this line equation can be written as:

[C]

p1 = [C] oc + t1 ([C] q1

[C]

oc ) = t1 [C] q1

(3.43)
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whose components are:
2 3
2 3
6 x1 7
6 x q1 7
6 7
6 7
6 y 7 = t1 6 y 7
6 17
6 q1 7
4 5
4 5
z1
1
By substituting equation (3.43) into (3.21), we solve for the parameter t1 , to get

t1 =

where k[C] q1 k =

p

k1

c
p1
k q1 k k1 · (k1

toward the world point

[F1 ]

[C]

(3.44)

2)

x2q1 + yq21 + 1 is the distance between Q1 and OC .

Last, as illustrated in Fig. 3.27, given

for

[C]

[C]

v1 =

[F1 ]

v1 as the direction vector leaving focal point F1

Pw . Through frame transformation
[F1 ]
[C]

[C]

T1 p1,h , where

[F1 ]
[C]

1)

T1 [C] p1,h , we get



T1 (3⇥4) = I(3) ,

p1,h as the homogeneous form of (3.43). In fact,

angles (elevation ✓1 , azimuth

[F1 ]
[C]

from focus F1 toward

[C]

[F1 ]

[C]

f1

v1 provides the back-projected

Pw :

✓
◆
✓
◆
z v1
z 1 c1
✓1 = arcsin [F ]
= arcsin [F ]
k v1 k
k vk
✓
◆
✓ ◆ 1
yv1
y1
[F ]
= arctan
1 = arctan
xv1
x1
[F1 ]

1

(3.45)

1

1

(3.46)
(3.47)

where k[F ] v1 k is the norm of the back-projection vector up to the mirror surface.
1

Using the same approach, we lift a pixel point [I] m2 imaged via mirror 2. Because the
virtual camera OC 0 located at

[C]

f2 = [ 0, 0, d

c2

]T uses the same intrinsic matrix Kc , we can
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safely back-project pixel [I] m2 to Q2v on the normalized projection plane ⇡
ˆimg2 as follows:
[C0 ]

q2v = [C] q2 = Kc 1 [I] m2,h

(3.48)

where the inverse transformation of the camera intrinsic matrix Kc 1 is given by equation (3.31). Since the reflection matrix Mref defined in equation (3.37) is bidirectional
due to the symmetric position of the reflex mirror about [C] and [C0 ], we can find the desired
position of

[C]

q2v with respect to [C]:

[C]

which is equivalent to

[C]

[C ]
q2v = [C]
q2v,h
[C ] Mref
0

0

q2v = [ xq2v , yq2v , d

1]

T

(3.49)

.

In Fig. 3.11, we can see the principal ray that passes through the virtual camera’s pinhole
OC 0 and the reflection point P2 , so this line equation can be written as:

[C]

p2 = [C] f2v + t2 ([C] q2v

[C]

f2v )

(3.50)

with components
2 3 2
3
6 x2 7 6 t 2 xq2 7
6 7 6
7
6y 7 = 6 t y 7
6 2 7 6 2 q2 7
4 5 4
5
z2
d t2
Solving for t2 from equation (3.50) and (3.22), we get

t2 =

k2

c
p2
k q2 k k2 · (k2
[C]

2)

(3.51)
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p 2
xq2 + yq22 + 1 is the distance between the normalized projection point Q2

and the camera OC while considering (3.49). Beware that the newly found location of P2 is
given with respect to the real camera frame, [C].
Again, we obtain the back-projection ray

[F2 ]

v2 =

[F2 ]
[C]

[C]

T2 p2,h , where

[F2 ]
[C]



T2 (3⇥4) = I(3) ,

f2

(3.52)

in order to indicate the direction leaving from the primary focus F2 toward Pw through P2 .
Here, the corresponding elevation and azimuth angles are respectively given by
✓
◆
✓
◆
z v2
d t2
✓2 = arcsin [F ]
= arcsin [F ]
k v2 k
k vk
✓
◆
✓ ◆ 2
yv2
y2
[F ]
= arctan
2 = arctan
xv2
x2
[F2 ]

2

2

2

q
x22 + y22 + (c2

where k[F ] v2 k =
2

(3.53)
(3.54)

t2 )2 is the magnitude of the direction vector from its

reflection point P2 .

Like done for the (forward) projection, it is convenient to define the back-projection
functions f

1

and f

2

for lifting a 2D pixel point [I] m within valid radial bounds equation (3.40)

to their angular components [F ] (✓i ,
i

i)

with respect to their respective foci frame [Fi ] (oriented

like [C]) as indicated by equations (3.46),(3.47) and (3.53),(3.54), such that f i : R2 7! R2 ,
which is implemented as follows:
8
⇣
>
(3.47)
> [I] m 7 (3.46)
>
! [F ] ✓1 , [I] m 7 ! [F ]
>
>
>
<⇣
(3.53)
(3.54)
[I]
[I]
f i ( m) :=
m 7 ! [F ] ✓2 , [I] m 7 ! [F ]
>
>
>
>
>
>
:N one
1

1

2

2

1

2

⌘
⌘

if i = 1,
if i = 2,
¬(3.40).

(3.55)
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Figure 3.12: Field-of-view (FOV) angles for the hyperbolic SOS mounted on an MAV:
↵1 and ↵2 are the individual vertical FOV angles of the mirrors formed by their respective
limits ✓1/2,min/max ; ↵sys is the overall vertical FOV angle of the system; and ↵SROI measures
the overlapping region conceived between ↵1 and ↵2 .

3.4.5

Field-of-View

The horizontal FOV is clearly 360° for both mirrors. In other words, azimuths

can be

measured in the interval [0, 2⇡) rad. As discussed previously, there exists a positive correlation between the vertical field of view (vFOV) angle ↵i of mirror i and its profile parameter
ki , such that ↵i ! 180° as ki ! 1 (see Fig. 3.18). As demonstrated in Fig. 3.12, ↵i is
physically bounded by its corresponding elevation angles: ✓i,max , ✓i,min . Both vFOV angles,
↵1 and ↵2 , are computed from their elevation limits as follows:

↵1 = ✓1,max

✓1,min

(3.56a)

↵2 = ✓2,max

✓2,min

(3.56b)
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Figure 3.13: A cross section of the Stereo ROI (shaded area) formed by the intersection of
view rays for the limiting elevations ✓1/2,min/max . The nearest stereo (ns) points are labeled
Pnshigh , Pnsmid and Pnslow since they are the vertices of the hull that near-bounds the set of
usable points for depth computation from triangulation (Section 3.5.3). See Table 3.3 for
example values.
In fact, the overall vFOV of the system is also given from these elevation limits:

↵sys = max (✓1,max , ✓2,max )

min (✓1,min , ✓2,min )

(3.57)

Fig. 3.13 highlights the the so-called common vFOV angle, ↵SROI , for the overlapping
region of interest (Stereo ROI) where the same point can be seen from both mirrors and
stereo computation can be performed (Section 3.5). In our model, ↵SROI can be decided
from the value of the three prevailing elevation angles (✓1,max , ✓1,min , and ✓2,min ), such that

↵SROI = ✓SROI,max

✓SROI,min

(3.58)
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where generally,

✓SROI,min = max(✓1,min , ✓2,min )

(3.59a)

✓SROI,max = min(✓1,max , ✓2,max )

(3.59b)

The shaded area in Fig. 3.13 illustrates the Stereo ROI that is far-bounded by the set of
triangulated points found at the maximum range due to minimum disparity

m12 = 1 px in

the discrete case (refer to Fig. 3.24 where range due to pixel disparity is studied).

Pf s = { Pw

f ((✓1 ,

1 ), (✓2 ,

|(✓1 ,

1)

f 1 (m1 )

^(✓2 ,

2)

f 2 (m2 )

2 ))

^
where functions f

i

(3.60)

m12 = 1, px}

and f , are provided in (3.55) and (3.99).

The Stereo ROI is near-bounded (to the Z-axis of radial symmetry) by its vertices Pnshigh ,
Pnsmid and Pnslow , which result from the following ray-intersection cases:
a) Pnshigh

f ((✓1,max ,

1 ), (✓2,max ,

b) Pnsmid

f ((✓1,min ,

1 ), (✓2,max ,

c) Pnslow

f ((✓1,min ,

1 ), (✓2,min ,

2 ))

2 ))

2 ))

where (again) the intersection function f

is implemented for direction rays (or angles) as

defined in the triangulation Section 3.5.3.
By assuming a radial symmetry on the camera’s field of view ↵cam , it should allow for a
complete view of the mirror surface at its outmost diameter of 2r1,max = 2rsys according to
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equation (3.16). Substantially, as depicted in Fig. 3.13, ↵cam is upper-bounded by the camera
hole radius rcam selected according to equation (3.77). The following inequality constraint
emerges
✓
◆
✓
◆
rsys
rcam
2 arctan
 ↵cam  2 arctan
fz1 (rsys )
fz2 (rcam )

(3.61)

where the respective function fzi is defined in (3.23).
Our specific viewing requirements when mounting the omnidirectional sensor along the
central axis of the quadrotor ensure that objects located at 15 cm under the rig’s base and
at 1 meter away (from the central axis) can be viewed. Thus, angles ✓1,min and ✓2,min should
only be large enough as to avoid occlusions from the MAV’s propellers (Fig. 3.12) and to
produce inner and outer ring images at a useful ratio (Fig. 3.15).
The analytical relations between the limit elevation angles and the system parameters
are the following:
0r

B
✓1,max = arctanB
@
✓1,min

✓2,min

✓2,max

c2
B
B2
= arctanB
B
@

c1 C
C
A

2rsys

✓
◆
d 2c1
= arctan
2rref
r ⇣
0
c22 1
B c2
= arctanB
@
0

1

2
(k1 2)(c21 +2k1 rsys
)
k1

s

2
k2

⌘

+

2
2rsys

(3.62a)

(3.62b)
1

(k2

2rsys

c22 (k2 2)
2
+ rcam
·
4 · k2
rcam

✓

k2
2

2) C
C
A

◆1

1 C
C
C
C
A

(3.62c)

(3.62d)
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Parameter Optimization and Prototyping

The nonlinear nature of this system makes it very difficult to balance among its desirable
performance aspects. The optimal vector of design parameters, ✓ ⇤ , can be found by posing
a constrained maximization problem for the objective function

✓ ) = c1 + c2
fb (✓

d

(3.63)

which measures the baseline according to equation (3.13). Indeed, the optimization problem
is subject to the set of constraints C, which we enumerate in Section 3.4.6.1. Formally,
✓) subject to C
✓ ⇤ = arg max fb (✓

(3.64)

✓ 2⇥

where ⇥ ✓ R6 is the 6-dimensional solution space for ✓ 2 R6 given in (3.14) as ✓ =

c1 , c2 , k1 , k2 , d, rsys .
3.4.6.1

Optimization Constraints

This section discusses the constraints that the proposed omnistereo sensor is subject to.
Overall, we mainly take the following into account:
a) geometrical constraints, including SVP and reflex constraint, as described by equations
(3.21), (3.22), and (3.12);
b) physical constraints, these are the rig’s dimensions, which include the mirrors radii as well
as by-product parameters such as system height hsys and mass msys ;
c) performance constraints, where the spatial resolution and range from triangulation are
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determined by parameters k1 , k2 , and c1 , and the desired viewing angles for an optimal
Stereo ROI and the related common field of view, ↵SROI .
Following the single-camera SOS hyperbolic model described throughout this section, we
now list the pertaining linear and nonlinear constraints that make the set C. We disjoint
the linear constraints in a subset CL so those non-linear constraints belong to another subset
CN L , and C = CL ] CN L . Within each subset, we generalize equality constraints as functions
h : R6 7! R that obey
✓) = 0
h(✓

(3.65)

whereas inequality functions g : R6 7! R satisfy
✓)  0
g(✓
3.4.6.1.1

(3.66)

Linear Constraints

We have only setup linear inequalities for constraints in CL . Specifically, we require the
following:
g1 : The focal distance c2 of mirror 2 must be longer than d (distance between OC and F2v ).
Requiring that

d  c2

(3.67)

in order to set the position of F2 below the origin OC of the pinhole camera frame [C].

CHAPTER 3. SINGLE-CAMERA SOS DESIGN & ANALYSIS

60

g2 : Mirror 1’s focal separation, c1 , needs to exceed the placement of the reflex mirror. By
letting

d/2  c1

(3.68)

the hyperboloidal mirror can reflect light towards its e↵ective viewpoint F1 without being
occluded by the reflex mirror.
g3 : The empirical constraint
5
k2

3
k1

(3.69)

pertains our rig dimensions in order to assign a greater curvature to mirror 2’s profile
(located a the bottom), so it can look more toward the equatorial region rather than up.
Complementarily, this constraint flattens mirror 1’s profile, so it can possess a greater
view of the ground rather than the sky. This curvature inequality allows the Stereo ROI
to be bounded by a wider vertical field of view when the sensor must be mounted above
the MAV propellers as depicted in Fig. 3.12.
3.4.6.1.2

Non-Linear Constraints

For the non-linear design constraints, we have the following inequalities:
g4 : The AscTec Pelican quadrotor has a maximum payload of 650 g (according to the manufacturer specifications [7]). Therefore, we must satisfy the system mass’ equation com-
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puted via (3.79), such that

msys  650

(3.70)

g5 : Similarly, we limit the system’s height equation (3.78) by hsys,max .

hsys  hsys,max

(3.71)

For example, we set hsys,max = 150 mm for the 37 mm-radius rig.
g6 : The origin of coordinates for the camera frame is set at it viewpoint, OC . In order to fit
the camera enclosure under mirror 2, it is realistic to position the vertex on the vertical
transverse axis at more than 5 mm away from OC :

5  z 02

a2

(3.72)

where z02 is defined in (3.20), and a2 pertains to (3.15).
Next, we determine the bounds for the limiting angles that partake in the computation
of the system’s vertical field of view ↵sys , which is based on equation (3.57). Our application
has specific viewing requirements that can be achieved with the following conditions:
g7 : Let ⇤1,max = 14° be an acceptable upper-bound for angle ✓1,max provided by (3.62a),
such that:

✓1,max  ⇤1,max

(3.73)
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g8 : Because we desire a larger view towards the ground from mirror 1, we empirically set
⇤1,min =

25° as a lower-bound for the minimum elevation ✓1,min calculated with (3.62b):

⇤1,min  ✓1,min

(3.74)

g9 : In order to avoid occlusions with the MAV’s propellers while being capable to image
objects located about 5 cm under the rig’s base and 20 cm away from the central axis,
we limit mirror 2’s lowest angle by a lower-bound ⇤2,min =

14°. Symbolically,

⇤2,min  ✓2,min

(3.75)

Finally, we restrict the radius of the system, rsys , to be identical for both hypeboloids by
satisfying the following equality condition:
h1 : With functions fr1 and fr2 defined in (3.24), we set

rsys = ri,max = fri (zi,max ), 8i 2 {1, 2}
where we imply that zi,max

fzi (rsys ) using equation (3.23). Thus, the entire function

composition for this equality becomes

fr1 (fz1 (rsys )) = fr2 (fz2 (rsys ))

(3.76)
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Table 3.1: Optimal System Design Parameters
Parameter
✓⇤ )
b = max fb (✓
rsys [mm]
c1 [mm]
c2 [mm]
d[mm]
k1
k2

Big Rig
131.61
37.0
123.49
241.80
233.68
5.73
9.74

Small Rig
108.92
28.0
104.59
204.34
200.00
6.88
11.47

Table 3.2: By-product Length Parameters
Parameter
rref [mm]
rcam [mm]
hsys [mm]

3.4.7

Analysis

3.4.7.1

Optimal Results

Big Rig
17.23
7
150.00

Small Rig
11.74
7
120.00

Applying the aforementioned constraints (Section 3.4.6.1) and using an iterative nonlinear
optimization method such as one of the surveyed in [48], a bounded solution vector ✓ ⇤
converges to the the values shown in Table 3.1 for two rig sizes. Table 3.2 contains the
derived dimensions corresponding to the parameters listed in Table 3.1.
As Fig. 3.10 illustrates, a realistic dimension for the radius of the camera hole, rcam , must
consider the maximum value between a physical micro-lens radius (rlens ) and the radius r↵cam
for an unoccluded field of view of the camera (↵cam ). Practically,

rcam = max (rlens , r↵cam )

(3.77)
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Table 3.3: Near Vertices of the Stereo ROI for the Big Rig
Vertex
Pnshigh
Pnsmid
Pnslow

[C]

⇢w [mm]
93.5
65.2
763.4

[C]

zw [mm]
144.4
98.4
170.3

For both rigs, the expected vertical field of views are ↵sys = 75°
to equation (3.57), and ↵SROI = 14°

( 21°) ⇡ 96° according

( 14°) ⇡ 28° using equation (3.58). Note that ✓2,max

may be actually limited by the camera hole radius, which in turn reduces ✓cam ; 59°, and

the real ↵sys ; 80°. For the big rig, Table 3.3 shows the nearest vertices of the Stereo ROI
that result from these angles (Fig. 3.13).
3.4.7.2

Rig Size

In the attempt to evaluate the overall system size, we consider the height and weight variables
due to the primary design parameters, ✓ given in (3.14).
First, the height of the system, hsys can be estimated from the functional relationships
fz1 and fz2 defined in equation (3.23), which provide the respective z component values at
the out-most point on the mirror’s surface. More specifically, knowing rsys , we get

hsys = zmax

zmin

(3.78)

where zmax = fz1 (rsys ) and zmin = fz2 (rsys ).
The rig’s weight can be indicated by the total resulting mass of the main “tangible”
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components:

msys = mcam + mtub + mmir

(3.79)

where the mass of the camera-lens combination is mcam ; the mass of the support tube mtub
can be estimated from its cylindrical volume Vtub and material density ⇢tub , as
mtub = Vtub ⇢tub
=⇡

(3.80)

2
rtub

2
rsys

hsys ⇢tub

where the outer radius of the tube rtub = rsys + ⌧tub for its wall thickness, ⌧tub ; and the mass
due to the mirrors is given by
mmir = Vmir ⇢mir

(3.81)

= (V1 + Vref + V2 ) ⇢mir
For computing the volume of the hyperboloidal shell, Vi for mirror i, we apply a “ring
method” of volume integration. By assuming all mirror material has the same density ⇢mir
and uniform wall thickness ⌧m , we acquire Vi by integrating the horizontal cross-sections area
along the Z-axis. Each ring area depends on its outer and inner circumferences that vary
according to radius r |z for a given height z.
We let A be the function that computes the ring area of constant thickness ⌧m for a
variable outer radius ri , so that
A(ri ) = ⇡ri2

⇡ (ri

= ⇡⌧m (2ri

⌧m ) 2
⌧m )

(3.82)
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We consider the definite integral evaluated in the z interval bounded by its height limits,
which are correlated with its radial limits (3.16) and can be obtained via function fzi defined
in (3.23), such that

zi,min = fzi (ri,min )

and

zi,max = fzi (ri,max )

(3.83)

Then, we proceed to integrate (3.82), so the shell volume for each hyperboloidal mirror is
defined as
Vi =

Z

zi,max

A(ri ) dz
zi,min

= ⇡⌧m
= ⇡⌧m

Z

zi,max

z
Z i,min
zi,max

2fri (z)+

⌧m dz
(3.84)

(2bi

i

⌧m ) dz

zi,min

= ⇡⌧m [bi (z
where

i

z 0i )

i

+ ai bi ln (ai

i

+ z 0i

z)

⌧m z]zzi,max
i,min

is given in (3.24).

Finally, since the reflex mirror piece is just a solid cylinder of thickness ⌧m , its volume is
simply
2
Vref = ⌧m ⇡rref

(3.85)

We have produced two physical prototypes that can be installed on the Pelican quadrotor MAV (manufactured by Ascending Technologies [7]). A small rig assembled with hyperboloidal mirrors of rsys ⇡ 28 mm (according to the specifications from Table 3.1). We
mounted a MatrixVision® BlueFOX-MLC camera of 752 x 480 native pixel-area with a global
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shutter speed of 90fps. Notice that this micro-camera has the same 2.5 W maximum power
consumption of a Hokuyo® URG-04LX that can be operated through USB 2.0 interface
port. Fig. 3.14 shows the larger rig constructed with hyperboloidal mirrors of rsys ⇡ 37 mm,
and a Logitech® HD Pro Webcam C910 camera (2592x1944 pixels at 15 ⇠ 20 FPS). We
decided to skip the use of acrylic glass tubes to separate the mirrors at the specified hsys
distance, and instead we constructed a thin (but rigid) 3-stando↵ mount in order to avoid
glare and cross-reflections. This support was designed in 3D-CAD and printed for assembly.
The three areas of occlusion due to the 3 mm-wide stando↵s are non-invasive for the purpose
of omnidirectional sensing and can be ignored with simple masks. To image the entire surface of mirror 1, we require a camera with a (minimum) field of view of ↵cam > 31°, which is
achieved by r↵cam > 1.4 mm. In practice, as noted by equation (3.77), microlenses measure
around rlens ⇡ 7 mm. Therefore, we set rcam > 7 mm, as a safe specification to fit a standard
microlens through the opening of mirror 2 of our original prototype published in [80] and
shown in Fig. 3.14.
Recall that msys is limited by the maximum 650 g-payload that the AscTec Pelican
quadrotor is capable of flying with (according to the manufacturer specifications [7]). The
camera with lens weights approximately 25 g. The cylindrical tube material is acrylic with
average density ⇢tub ⇡ 1.18 g cm 3 , whereas the brass that is used to mold the mirrors has
a density ⇢mir ⇡ 8.5 g cm 3 . Empirically, we obtain a close estimate of the entire system’s
mass, such that msys ⇡ 550 g for the big rig, and msys ⇡ 150 g for the small rig.
3.4.7.3

Scale and Imaging Ratio for the Stereo ROI

In order to measure the relative proportion of concentric image space captured via each
hyperboloidal mirror, we define

I1:2

as the ratio between the overlapping vFOV (Stereo
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(b) A prototype compared to soda can

Figure 3.14: Real-life prototype of the hyperbolic SOS: big rig using 37 mm-radius mirrors.

Figure 3.15: The omnidirectional image [I] shown in Fig. 3.1b is now annotated for the
separate regions of interest in [I1 ] and [I2 ] from the corresponding projections onto their image
planes ⇡imgi . In addition, we indicate the corresponding radial heights hI1 and hI2 for the
Stereo ROI that are used determine the imaging ratio I1:2 .
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ROI) on the ring images [I1 ] and [I2 ] emphasized in Fig. 3.15. As shown in Section 3.4.5,
these views are bounded in space by the common angles, ✓SROI,min and ✓SROI,max expressed
in (3.59). Hence, the corresponding Stereo ROI on each image plane is the area

Ai = 2⇡hIi

(3.86)

where the radial heights hI1 and hI2 (measured in pixels) can be expressed in terms of their
boundaries’ projections onto ⇡imgi , as follows:

hIi = kf'i ([C] pi |✓SROI,max )

f'i ([C] pi |✓SROI,min )k

(3.87)

Theoretically, considering the radial limits given in equation (3.16) and the fzi function
defined in (3.23), the position vectors for these points can be:
p1,max = [ rsys , 0, fz1 (rsys ) ]T ,

p1,min = [ rref , 0, fz1 (rref ) ]T

p2,max = [ rcam , 0, fz1 (rcam ) ]T , p2,min = [ rsys , 0, fz1 (rsys ) ]T
Here, we assume radial symmetry, so it is trivial to find such expression [C] pi

[Fi ]

✓i based

on the elevation angle alone. As a result, the Stereo ROI’s imaging ratio is given by

I1:2

In addition, we let

[C]

=

A1
hI
= 1
A2
h I2

(3.88)

(f q1 , f q2 ) be a given pair of image point correspondences on the

image plane ⇡imgi that can be obtained via qi = ⇣i pi (according to the expressions derived
in Section 3.4.3). Then, we infer the so-called point-to-point image scale, ◆1:2 , from the ratio
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between their spatial resolutions, ⌘i given by equation (3.93) in Section 3.4.7.4, such that

◆1:2 =

⌘1 |[C] p
1
⌘2 |[C] p

(3.89)

2

Recall that the specific reflection point
point

[C]

[C]

pi , which is associated with correspondence

qi , is found with (3.43). A final note about our point-to-point scale formula is

regarding to the fact that spatial resolution (in the context of Section 3.4.7.4) is defined over
infinitesimal projection areas on ⇡img rather than on the pixel space, [I], where the search
for correspondences is actually conducted (Section 3.5.2, for example).
Recall the vertical field of view ↵i for each mirror can be computed using Equation (3.56).
Hence, we let ⌫i =

↵i
hpx

be the projection (image) resolution for the i-th mirror, where

hpx = hx = hy is the physical length for a square pixel of the imager as indicated in (3.31).
as part of the camera’s intrinsic parameters.
3.4.7.4

Spatial Resolution

The resolution of the images acquired by our system are not space invariant. In fact, an
omnidirectional camera producing spatial resolution-invariant images can only be obtained
through a non-analytical function of the mirror profile as shown in [53]. In this section, we
study the e↵ect our design has on its spatial resolution as it depends on position parameters
like d and ci introduced in Section 3.4.2.1 as well as a direct dependency on the characteristics
(e.g. focal length f ) of the camera obtaining the image.
Let ⌘cam be the spatial resolution for a conventional perspective camera as defined by
Baker and Nayar in [10] and [163]. It measures the ratio between the infinitesimal solid
angle d!i (usually measured in steradians) that is directed toward a point Pi at an angle
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Figure 3.16: Without loss of generality, the spatial resolution of the synthetic pinhole
camera generating the image in Fig. 3.1b is plotted as a 2D projection using equation (3.90)
out of its 3D resolution ⌘cam described in equation (3.90) to indicate how the number of
pixels (encompassed per degree of view that get sensed by the camera plane ⇡cam ) decreases
as ✓pix ! 0. In other words, ⌘cam increases as the pixel positions [I ] m move farther away
from the optical center located at [I] mc on the image, for which we have only plotted the
u-coordinate with respect to the [IC ] reference frame. Intuitively, at wider angular views, the
foreshortened space gets resolved onto a larger number of pixels or area equivalent to dApix
on the sensor plane.
C
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✓i,pix (formed with the optical axis ZC ) and the infinitesimal element of image area dApix
that d!i subtends (as shown in Fig. 3.17). Accordingly, we have:

⌘cam =

dApix
f2
=
d!i
cos3 ✓i,pix

(3.90)

whose behavior is demonstrated in the plot of Fig. 3.16 as it tends to decrease as ✓pix ! 0,
so higher resolution areas on the sensor plane continuously increase the farther away they
get from the optical center indicated at [I] mc . For ease of visualization, we plot only the
u pixel coordinates corresponding to the 2D spatial resolution ⌘2D , which is obtained by
projecting the solid angle ⌦ onto a planar angle ✓⌦ (the apex 2D angle of the solid cone of
view). This yields ✓⌦ = 2 arccos(1 ⌦/2⇡), and we reduce the image area into its circular
p
diameter with 2 dA/⇡. Generally, our conversion from 3D spatial resolution ⌘ in [m2 /sr]
units to 2D proceeds as follows:

⌘2D

p
2 ⌘/⇡
=
✓⌦=1 sr

(3.91)

where ✓⌦=1 sr ⇡ 1.1439 rad. More specifically, (3.90) is manipulated to provide ⌘i,cam as the
indicative of spatial resolution toward any specific point in the mirror,

[C]

Pi 2 Mi according

to (3.18), as follows:

⌘i,cam

8 ✓p
◆3
>
r12 +z12
>
2
>
<f
z1
=
✓p
◆3
>
r22 +(d z2 )2
>
2
>
:f
d z2

if i = 1,
(3.92)
if i = 2.

where ri is the radial length defined in (3.16) and its associated zi coordinate, f is the
camera’s focal length, and the design parameters d and ci that relate to the position of
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the mirror focal points Fi with respect to the camera frame [C]. Thus, for a conventional
perspective camera, ⌘i,cam grows as ✓i,pix ! ⇡/2 due to the foreshortening e↵ect that stretches
the image representation around the sensor plane’s periphery that collects spatial information
onto a larger number of pixels. Therefore, image areas farther from the optical axis are
considered to have higher spatial resolutions.
Baker and Nayar also defined the resolution, ⌘i , of a catadioptric sensor in order to
quantify the view of the world or d⌫i , an infinitesimal element of the solid angle subtended
by the mirror’s e↵ective viewpoint Fi , which is consequently imaged onto a pixel area dApix .
Again, here we provide the resolution according to our model:
 2
dApix
r + (c1 z1 )2 )
⌘1 =
= 1 2
⌘1,cam
d⌫1
r1 + z12
 2
dApix
r + (c2 d + z2 )2 )
⌘2 =
⌘2,cam
= 2 2
d⌫2
r2 + (d z2 )2

(3.93a)
(3.93b)

for our mirror-perspective camera configuration, where OC is the origin of coordinates as
shown in Fig. 3.17 and ⌘i,cam is given in (3.92).
As demonstrated by the plot of Fig. 3.21 in Section 3.4.7.5, ⌘i grows accordingly towards
the periphery of each mirror (the equatorial region). This aspect of our sensor design is very
important because it indicates that the common field of view, ↵SROI , where stereo vision is
employed (Fig. 3.13), is imaged at relatively higher resolution than the unused polar regions
closer to the optical axis (the ZC axis).
If we modify ⌘i by substituting ri with its equivalent fri (zi ) function defined in (3.24),
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Figure 3.17: The spatial resolution for a central catadioptric sensor is the ratio between
an infinitesimal image area dA and its corresponding solid angle d⌫1 that views point Pw .
(Note: infinitesimal elements are exaggerated for visualization.)
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Figure 3.18: The e↵ect that parameter ki (showing mirror 1 only) has over the system
radius rsys for various vertical field of view angles ↵1 . In order to maintain a vertical field of
view ↵i that is bounded by zmax |rsys , the value of rsys must change accordingly. Inherently,
the system’s height, hsys , and its mass, msys , are also a↵ected by ki (see Section 3.4.7.2).
using mirror 1 for example, we get:
⌘1 =

=



fr21 (z1 ) + (c1 z1 )2
⌘1,cam
fr21 (z1 ) + z12
q
⇥
2
f
fr21 (z1 ) + z12 fr21 (z1 ) + (c1
z13

z1 )2

⇤

(3.94)

which is an inherent indicative of how the resolution ⌘i for a reflection point Pi increases with
k ! 1, as plotted in Fig. 3.20. Conversely, the smaller the ki parameter gets (as it relates
to eccentricity, see Section 3.4.2.2), the flatter the mirror becomes, the more its resolution
resembles that of the perspective camera alone, or mathematically limki !2 ⌘i ! ⌘i,cam .
As shown in Fig. 3.18, a smaller ki would require a wider radius rsys in order to achieve
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the same omnidirectional vertical field of view, ↵sys . Even worse, in order to image such a
wider reflector, either the camera’s field of view, ↵cam , would have to increase (by decreasing
the focal length f and perhaps requiring a larger camera hole rcam and sensor size), or the
distance ci between the e↵ective pinhole and the viewpoint would have to increase accordingly. The opposite is also true, by increasing ki , the curvature of the hyperboloid increases
drastically. Another consequence, it is the e↵ect on the baseline b, which must change in order to maintain the same vertical field of views (Fig. 3.19). As a result, the depth resolution
of the SOS would su↵er as indicated next.

Figure 3.19: The e↵ect that parameter k1 has over the omnistereo system’s baseline b for
several common FOV angles (↵SROI ) and a fixed camera with ↵cam . An inverse relationship
exists between k and b as plotted here (using a logarithmic scale for the vertical axis).
Intuitively, the flatter the mirror gets (k ! 2), the farther F1 must be translated in order to
fit within the camera’s view, ↵SROI , causing b to increase.
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Figure 3.20: Comparison of ki values and their e↵ect on spatial resolution ⌘i . Note that for
the big rig, the optimal focal dimensions c1 and c2 (from Table 3.1) were used as well as the
(Opt.)
angular span on the common vertical FOV, ↵SROI ⇡ 28°. Although resolution ⌘i
for the
optimal values of ki could be improved by employing smaller k values (lower curvature profiles
indicated on the left plot of the figure), these would in turn increase the system radius, rsys ,
so they are not desirable. As expected, we appreciate how the spatial resolutions, ⌘i for
i = {1, 2}, increase towards the equatorial regions (✓1 ! ✓SROI,max and ✓2 ! ✓SROI,min ).
3.4.7.5

Spatial Resolution Optimality

In this section, we compare the sensor’s spatial resolution, ⌘i , defined in Section 3.4.7.4 for
the optimal parameters listed in Table 3.1 (for the big rig, only). In Fig. 3.21, we verify how
both resolutions ⌘1 and ⌘2 increase towards the equatorial region according to the spatial
resolution theory presented in [10]. Indeed, the increase in spatial resolution within the
Stereo ROI that covers the equatorial region (as indicated in Fig. 3.13) justifies our model’s
coaxial configuration intended as an omnistereo application.
In Fig. 3.20, we compare the e↵ect on ⌘i for various mirror profiles, which depend directly
on ki . We illustrate the change in curvature due to parameter k1 and k2 and also show (in
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Figure 3.21: Using the formula given in (3.91), we plot the 2D version of the spatial resolution of our proposed omnistereo catadioptric sensor (37 mm-radius rig). Both resolutions
⌘1 and ⌘2 increase towards the equatorial region where they are physically limited by rsys .
In turn, this verifies the spatial resolution theory given in [10], and it justifies our coaxial
configuration useful for omnistereo within the Stereo ROI indicated in Fig. 3.13.
the legend) the respective rsys achieving a common vFOV, ↵SROI ⇡ 28° as for the optimal
parameter of the big rig. From this plot, we appreciate the compromise due to optimal
(Opt.)

parameters, k1

(Opt.)

= 5.7 and k2

= 9.7, for a balanced system size due to rsys and a

suitable range of spatial resolutions, ⌘i , within the Stereo ROI enveloped by ↵SROI .
Lastly, recall the imaging ratio

I1:2

studied in Section 3.4.7.3 to indicate the relative

allocation of pixel space for the Stereo ROI of the ring images. For the optimal parameter
values listed in Table 3.1, we find that

I1:2

⇡ 2.
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Figure 3.22: Depth resolution is defined for two points at di↵erent range, Pwa and Pwb ,
and their corresponding projections, ma and mb , onto the image plane.
3.4.7.6

Range Variation

Before we introduce an uncertainty model for triangulation (Section 3.5.4), we briefly analyze
how range varies according to the possible combinations of pixel correspondences, [I] (m1 , m2 )
on the image [I]. We define depth or range variation as the system’s ability to distinguish two
3D points in the scene using the pixel variation on the image. First, we evaluate the special
case of two points [C] Pwa (xa , ya , d

c2 ) and [C] Pwb (xa +

⇢, ya , d

c2 ) that are collinear with

F2 on the horizontal plane parallel to the XY-plane (Fig. 3.22. Pwa and Pwb get imaged as
the same pixel
pixels,

[I1 ]

[I2 ]

mab in image [I]2 (the image of mirror 2), but they appear as di↵erent

ma = [I ] (ua , va ) and [I ] mb = [I ] [ ub , vb ]T , in the outer ring image [I]1 (image of mirror
1

1

1

1). The depth di↵erence between Pwa and Pwb is detectable only when kma
Using the projection function, defined in (3.39), we obtain ma

mb k

1.

f'1 (pwa ) and mb

f'1 (pwb ). This leads us to conclude that depth resolution approximately decreases with the
baseline b squarely. Among the three variables that constitute b in (3.13), c1 contributes
more to the length of the baseline because c1 > c2

d according to the geometric constraint
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of our design. The lower limit of c1 is given in the optimization of Section 3.4.6 to meet the
baseline requirement. As noticed by our analysis, a larger baseline, b, can increase the pixel
disparity, so a wide baseline it is preferable for 3D reconstruction.
Now, we demonstrate how a radial variation of discretized pixel disparities,

m12 , a↵ects

the 3D position of a point obtained from triangulation (Section 3.5.3). We refer to this
radial disparity with respect to the omnidirectional image [I] on which the ring subspaces,
[I1 ] and [I2 ], lay without ovelap (they are exclusive). In general, there is a nonlinear rela-

tionship of pixel disparity

[I]

m12 and horizontal range as it is expected for a stereo vision

sensor like ours. As it can be observed in Fig. 3.23, the horizontal range variation,
increases quadratically as

⇢w ,

m12 ! 1px, which is the minimum discrete pixel disparity pro-

viding a maximum horizontal range ⇢w,max ⇡ [18, 28] m (computed analytically). Fig. 3.24
demonstrates the nonlinear characteristics of the variation in horizontal range,

⇢w , from

the discrete relation between pixel positions [I] mi and their respective back-projected (direction) rays obtained from f

i

and triangulated via function f

defined in (3.99). The

main plot of Fig. 3.24 shows the small disparity values in the interval

m12 = [1, 20] px,

whereas the subplot is a zoomed-in extension of the large disparity cases in the interval
m12 = [20, 100] px.
The current analysis is an indicative that triangulation error (e.g. due to false pixel
correspondences) may have a severe e↵ect on range accuracy that increases quadratically
with distance as it can be appreciated with the 8 m variation on the disparity interval

m12 =

[1, 2]px Also, observe the example of Fig. 3.29 for a reconstructed point cloud, where this
range sensing characteristic is more noticeable for faraway points. In fact, the following
uncertainty model (Section 3.3.3.2) provides a probabilistic framework for the triangulation
error that agrees with the current numerical claims.
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Figure 3.23: Using the triangulation function f , we plot the resulting 3D position (vertical and horizontal ranges) according to each pixel disparity m12 between omnidirectional
images [I1 ] and [I2 ], which are exclusive subspaces of [I]. Observe that the horizontal range
variation, ⇢w , increases quadratically as m12 ! 1. This is expected for a stereo vision
system (this relationship is better appreciated in Fig. 3.24). The minimum discrete pixel
disparity of m12 = 1 px provides the maximum horizontal range ⇢w ⇡ [18, 28] m indicated
in the subplot. The main plot uses a handful of large disparity values, whereas the subplot
focuses on the small disparity cases. Although each disparity case is plotted using interpolation, we can observe how the span of the vertical range zw | m12 also increases with lower
values of m12 .
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Figure 3.24: Variation of horizontal range, ⇢w , due to change in pixel disparity m12
on the omnidirectional image, [I]. There exists a “nonlinear & inverse” relation between
the change in depth from triangulation ( ⇢w ) and the number of disparity pixels ( m12 )
available from the omnistereo image pair ([I1 ], [I2 ]), which are exclusive subspaces of [I].

3.5

Range Sensing

Given the epipolar geometry of the SOS (from intrinsic and extrinsic parameters estimated
from calibration via a model as presented in Chapter 4), and assuming that point correspondences have been correctly established (Section 3.5.2) either from the omnidirectional
images directly or perhaps from cylindrical panoramas (Section 3.5.1), 3D points can then
be computed via triangulation (Section 3.5.3. In the next sections, we describe the steps
involved in 3D range sensing for any SOS, but we mainly exemplify them with the theoretical
model for our hyperbolic SOS.
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Figure 3.25: Illustration of a cylindrical panoramic image Scylk by mapping pixels from
the corresponding omnidirectional image ⇡imgk for k 2 {b, t} indicating either the bottom or
top view of an SOS

3.5.1

Cylindrical Panoramas

Unwarping the omnidirectional image is an essential step prior to searching for correspondences. In [176], Xiong et al. improve the unwarping performance (in regards to size and
speed) when compared against Jeng’s method [81]. The improvement consists in partitioning
the omnidirectional image into eight radial sectors and then creating a panorama mapping
table out of only one of the sectors given the assumption of geometric symmetry of the

CHAPTER 3. SINGLE-CAMERA SOS DESIGN & ANALYSIS

84

Figure 3.26: For the synthetic omnidirectional image [I] shown in Fig. 3.1b, we generate
its pair of panoramic images ([⌅1 ], [⌅2 ]) using the procedure explained in Section 3.5.1. Note
that we only work on the Stereo ROI (shown here) to perform a semi-global block match
between the panoramas as indicated in Section 3.5.2.1. The resulting disparity map, [⌅ m12 ],
is visualized at the bottom as a gray-scale panoramic image normalized about its 256 intensity
levels, where brighter colors imply larger disparity values. To aid the relative vertical view
of both panoramas, we have annotated the row position of the zero-elevation.
ODVS. The intuition behind the time speed-up is the reduction in memory space since the
LUTs are now 1/8 smaller and can be access from cache more efficiently. In sum, Fig. 3.25
illustrates the construction of panoramic images as a projection onto a unit cylinder as we
demonstrated in [80].

3.5.2

Correspondence Search

As shown in [57], the unwarped panoramas contain vertical, parallel epipolar lines that
facilitate the pixel correspondence search. Koyasu et al. [93] compute the real-time range
of the surrounding scene with a coaxial omnistereo vision rig (of two separate cameras)
which eventually provide dense disparity panoramas. They employ a SAD (sum of absolute
di↵erences) window for the correspondence matching along the vertical epipolar lines. In
[80], we obtain acceptable disparity maps with the semi-global block matching (SGBM)
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method introduced by [70]. Fig. 3.26 provides an example disparity image [⌅

m]

resulting

from this dense stereo matching among a pair of panoramic images ([⌅t ], [⌅b ]). Recall that
no stereo matching algorithm (as far as we are aware) is immune to mismatches due to
several reasons such as ambiguity introduced by cyclic patterns or texture-less regions. The
algorithm chosen for finding matches is crucial to attain correct pixel disparity results. We
refer the reader to [16] for a detailed description of stereo correspondence methods.
3.5.2.1

Stereo Matching on Panoramas

We understand that the algorithm chosen for finding matches is crucial to attain correct
pixel disparity results. We refer the reader to [16] for a detailed description of stereo correspondence methods. After comparing various block matching algorithms, we were able
to obtain acceptable disparity maps with the semi-global block matching (SGBM) method
introduced by [70], which can find subpixel matches in real time. As a result of this stereo
block matcher among the pair of panoramic images ([⌅1 ], [⌅2 ]), we get the dense disparity
map [⌅

m12 ]

visualized as an image in Fig. 3.26, Fig. 4.12b, and Fig. 4.18a. Note that valid

disparity values must be positive (> 0) and they are given with respect to the reference image, in this case, [⌅1 ]. In addition, recall that no stereo matching algorithm (as far as we are
aware) is totally immune to mismatches due to several well-known reasons in the literature
such as ambiguity of cyclic patterns. Each disparity value is measured between the pair of
pixel correspondences as follows:

[⌅2 ]

where w⌅

m12 mn = k[⌅ ] m2
2

m12

and h⌅

m12

[⌅1 ]

m1 kmn for 0  m < h⌅

m12

, 0  n < w⌅

m12

(3.95)

represent the width and height of the disparity map, respectively.
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An advantage of the block (window) search for correspondences is that it can be narrowed along epipolar lines. Unlike the traditional horizontal stereo configuration, our system
captures panoramic images whose views di↵er in a vertical fashion. As shown in [57], the
unwrapped panoramas contain vertical, parallel epipolar lines that facilitate the pixel correlation search. Thus, given a pixel position
disparity value

m12 |

[⌅1 ]

m1

[⌅1 ]

m1 on the reference panorama [⌅1 ] and its

, we can resolve the correspondence

[⌅2 ]

m2 pixel coordinate on the

target image, [⌅2 ], by simply o↵setting the v-coordinate with the disparity value:

[⌅2 ]

3.5.3

2

6
m2 = 4

u1
v1 + ⌅

m12 |[⌅ ] m1
1

3
7
5

(3.96)

Triangulation

Recall the duality that states a point Pw as the intersection of a pair of lines. Regardless of the correspondence search technique employed, such as block stereo matching between panoramas [⌅i ] (Section 3.5.2.1) or feature detection directly on [I], we can resolve
for [I] (m1 , m2 ). From equations (3.45) and (3.52), we obtain the respective pair of backprojected rays ([F ] v1 , [F ] v2 ), emanating from their respective physical viewpoints, F1 and
1

2

F2 , which are separated by baseline b. We can compute elevation angles ✓1 and ✓2 using
equations (3.46) and (3.53). Then, we can triangulate the back-projected rays in order to
calculate the horizontal range ⇢w defined in (3.25), as follows:

⇢w =

b cos(✓1 ) cos(✓2 )
sin(✓1 ✓2 )

(3.97)
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Figure 3.27: Horizontal range, ⇢, for a pair of corresponding image points [I] (m1 , m2 ) are
obtained via triangulation of their elevation angles ✓1 and ✓2 that indicate the direction of
the respective back-projection rays (v1 , v2 ) toward 3D point Pw .
Finally, we obtain the 3D position of Pw :
2

6
6
[C]
pw = 6
6
4
where

12

⇢w cos(

12 )

3

7
7
⇢w sin( 12 ) 7
7
5
c1 ⇢w tan(✓1 )

(3.98)

is the common azimuthal angle (on the XY-plane) for coplanar rays, so it can

be determined either by equation (3.47) or (3.54). Functionally, we define the “naive”
intersection function that implements equation (3.98) and (3.97) such that
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2 ), ✓ )
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(3.99)

where ✓ is the model parameters vector defined in equation (3.14) and can be omitted when
calling this function because the model parameters should not change (ideally). Fig. 3.27
demonstrates the aforementioned triangulation procedure of a pair of rays backprojecting out
of the mirrors, which are assumed to be coaxially aligned. However, when rays are skew (as
shown in Fig. 3.28), the formulation turns into an approximation of the triangulated point
Pw by getting the midpoint PwG on the common perpendicular line segment Gt Gb :

t?b v̂t?b

that we present next.
3.5.3.1

Common Perpendicular Midpoint Triangulation Method

Because the coplanarity of these rays cannot be guaranteed (skew rays case), a better
triangulation approximation while considering coaxial misalignments is to find the midpoint of their common perpendicular line segment (as attempted in [66]). As illustrated in
Fig. 3.28, we define the common perpendicular line segment Gt Gb as the parametrized vector
vt?b =

t?b v̂t?b ,

for the unit vector normal to the back-projected rays, vt and vb , such that:

v̂t?b =

vt ⌦ vb
kvt ⌦ vb k

(3.100)

If the rays are not parallel (kvt ⌦ vb k 6= 0), we can compute the “exact” solution,
[

Gt ,

Gb ,

t?b

=

]T , of the well-determined linear matrix equation

V = [C] tb

[C]

tt

(3.101)
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Figure 3.28: Midpoint PwG found from triangulation of skew back-projection rays with
directions (vt , vb ) for our coaxial hyperbolic SOS (Fig. 3.10).


where V = vt

vb v̂t?b . It follows that the location of the midpoint PwG on the common

perpendicular vt?b with respect to [C] is

[C]

pwG = [C] tt +

Gt

[Mt ]

vt +

1
2

t?b

[Gt ]

v̂t?b

(3.102)

Pixel correspondences are encoded in the panoramic disparity map represented as a
grayscale image in Fig. 3.26. Points with larger disparities tend to be closer to the system
and should provide a higher accuracy in the range estimation. However, establishing correspondence for objects too close to the system is more difficult due to their more pronounced
perspective deformations (foreshortening e↵ect). The role the baseline distance and the
physical size of the pixel play for the detectable range of an omnistereo system is analyzed in
greater detail in Section 3.4.7 and [58]. A dense point cloud like the visualized in Fig. 3.29
can be produced.
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(b) Orthographic View

Figure 3.29: A 3-D dense point cloud computed by triangulation of correspondences visualized as a disparity image in Fig. 3.26: (a) 3D visualization of the point cloud where the
position of the omnistereo sensor mounted on the quadrotor is annotated as frame [C] with
respect to the scene’s coordinates frame [S] (b) Orthographic projection of the point cloud
onto the XY grid.

3.5.4

Triangulation Uncertainty Model

Let fPw be the vector-valued function that computes the 3D coordinates of point PwG with
respect to [C] as the common perpendicular midpoint defined in (3.102). We express this
triangulation function component-wise as follows:

[C]

pwG

2

3

6fxw (m12 )7
6
7
7
fPw (m12 ) := 6
f
(m
)
6 yw 12 7
4
5
fzw (m12 )

(3.103)

where m12 = [u1 , v1 , u2 , v2 ] is composed by the pixel coordinates of the correspondence
[I]

(m1 , m2 ) upon which to base the triangulation (Section 3.5.3).
Without loss of generality, we model a multivariate Gaussian uncertainty model for tri-
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Figure 3.30: Top-view of the three-sigma level ellipsoid for the triangulation uncertainty
of a pixel pair [I] (m1 , m2 ) with an assumed standard deviation px = 1 px. Observe how
this 1 px deviation skews the back-projected rays, so the midpoint PwG on the common
perpendicular line segment G1 G2 is employed to estimate the mean position [C]µ fPw with
⇢w ⇡ 100 mm.
angulation, so that the position vector
[C]

[C]

pwG of any world point is centered at its mean

µ fPw with a 3 ⇥ 3 covariance matrix ⌃fPw :

[C]

µ fP w

2

3

2

6 xw 7
6
6 7
6
7, ⌃f = 6
=6
y
P
w
w
6 7
6
4 5
4
zw

2
fxw
fxw

f yw

fxw

f zw

fxw

f yw

2
f yw
f yw

f zw

fxw
f yw

3

f zw 7

7
7
5

f zw 7

2
f zw

(3.104)

However, since fPw is a non-linear vector-valued function, we linearize it by approximation
to a first-order Taylor expansion and we use its Jacobian matrix to propagate the uncertainty
(covariance) as in the linear case as follows:
⌃fPw = JfPw ⌦m12 JfPw T

(3.105)
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Figure 3.31: Visualization of various triangulated points at mean positions [C]µ fPw (shown
as stars in the zoomed-in areas of the figure) and the uncertainty/error ellipsoids representing
their corresponding covariance matrix ⌃fPw (drawn for one fPw level and assuming px =
1 px). Here, it is evident how the triangulation uncertainty dominates along the outwardradial direction of depth.

Figure 3.32: Now showing only the side view for three uncertainty ellipsoids of the triangulated points with ranges ⇢w ⇡ {0.3, 0.5, 1.0} m, representing their corresponding covariance
matrix ⌃fPw (drawn for one- fPw level and assuming px = 1 px). Here, it is evident how the
triangulation uncertainty dominates along the outward-radial direction of horizontal range
⇢w .
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where the 3 ⇥ 4 Jacobian matrix for the triangulation function is
2

@fxw
6 @u1

6
@fyw
Jf P w = 6
6 @u1
4
@fzw
@u1

@fxw
@v1

@fxw
@u2

@fyw
@v1

@fyw
@u2

@fzw
@v1

@fzw
@u2

3

@fxw
@v2 7
@fyw
@v2
@fzw
@v2

7
7
7
5

(3.106)

and the 4x4 covariance matrix of the pixel arguments being

⌦m12 =

where we assume

px

2
px I4

(3.107)

= 1 px for the standard deviation of each pixel coordinate in the

discretized pixel space. The complete symbolic solution of ⌃fPw is too involved to appear in
our manuscript [80]. However, in Fig. 3.30, we show the top-view of the covariance ellipsoid
drawn at a three-

fP w

level for a point triangulated nearly around ⇢w ⇡ 100 mm. Figures

3.32 and 3.31 (zoomed-in) also visualize uncertainty ellipsoids drawn at a one-

fP w

level for

several triangulation ranges.

3.5.5

Triangulation Evaluation

3.5.5.1

Evaluation of Synthetic Rig

Due to the unstructured nature of the dense point clouds previously discussed, we proceed
to triangulate sets of sparse 3D points whose positions with respect to the omnistereo sensor
camera frame, [C], are known in advance. We synthesize a calibration chessboard pattern
[G] containing m ⇥ n square cells for various predetermined poses

[C]
[G]

Th . Since the sensor

is assumed to be rotationally symmetric, it suffices to experiment with groups of L = 4
chessboard patterns situated at a given horizontal range. A total of Lmn 3D points are
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Table 3.4: Results of RMSE from Synthetic Triangulation Experiment
[C]

⇢OG [m]
0.25
0.50
1.0
2.0
4.0
8.0

RMSE [mm]
0.46
1.20
4.62
14.85
57.67
219.09

SD [mm]
0.31
0.71
2.55
9.06
31.34
129.92

available for each range group. Each corner point’s position
[C] via the frame transformation

[C]

pj,g =

[C]
[Gg ]

[C]

pj is found with respect to

Th [G ] pj for all indices j 2 {1, . . . , mn}, g 2
g

{1, . . . , L}.
Fig. 3.33 shows the set of detected corner points from the group of patterns set to
[C]

⇢OG = 2 m. We adjust the pattern’s cell sizes accordingly so its points can be safely

discerned by an automated corner detector [16]. We systematically establish correspondences of pattern points on the omnidirectional image, and proceed to triangulate with
equation (3.103). For each range group of points, we compute the root-mean-square of the
3D position errors (RMSE) between the observed (triangulated) points [C] p̃j

fPw (m̃1 , m̃2 )

and the true (known) points [C] pj that were used to describe the ray-traced image. Table 3.4
compiles the RMSE results and the standard deviation (SD) for some group of patterns with
origin, OG , located at specified horizontal ranges

[C]

⇢OG 2 [0.25, 8.0] m away.

For all the 3D points in the synthetic patterns, we obtained an average error of 0.1 px
with a standard deviation ˜px = 0.05 px for the subpixel detection of corners on the image
versus their theoretical values obtained from f'i defined in (3.39). This last experiment
helped us validate the pessimistic choice of

px

= 1 px for the discrete pixel space in the

triangulation uncertainty model proposed in Section 3.5.4.
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Figure 3.33: Example of sparse point correspondences detected from intersecting corners on chessboard patterns around the omnistereo sensor. The size of the rendered images for this experiment is 1280x960 pixels, and the cell size for this example’s patterns is
140 mm ⇥ 140 mm. The RMSE of this set of pattern points with origin points at [C] ⇢OG = 2 m
is approximately 15 mm given in Table 3.4 and using a subpixel precision corner detector.
3.5.5.2

Evaluation of Real-Life Rig

The following experiment used L = 5 di↵erent poses of a real calibration pattern with 5 ⇥ 8
corner points where the square cell size is 24 mm. As done in Section 3.5.5.1, the evaluated
error is the Euclidean norms between the triangulated points and the ground-truth positions
of the chessboard posses captured via a motion capture system. In sum, the RMSE of all
projected points in this set of chessboard patterns was 2.5 pixels with a standard deviation
of 1.5 pixels. The RMSE of all triangulated points in this set of chessboard patterns was
3.5 mm with a standard deviation of 1.4 mm. Fig. 3.34 visually confirms the proximity of
the triangulated chessboard poses against the ground-truth pose information. We continue
using this kind of validation for the calibration grid poses in Chapter 4.
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Figure 3.34: Visualization of estimated 3D poses for some chessboard patterns using the
real-life omnistereo rig. Color annotations: ground-truth poses (green), estimated triangulated poses (red).

3.6

Discussion

The portable aspect of the proposed single-camera omnistereo sensors is one of its greatest
advantages. For instance, the total weight of the big hyperbolic rig using 37 mm-radius
mirrors is about 550 g, so it can be carried by the AscTec Pelican quadrotor under its payload
limitations of 650 g. The mirror profiles maximized the stereo baseline while obeying the
various design constraints such as size and field of view. Currently, the mirrors have been
custom-manufactured out of brass using CNC machining and the reflective finish is achieved
via a light layer of chrome plating.
In reality, it is almost impossible to assemble a perfect imaging system that fulfills the
SVP assumption and avoids the triangulation uncertainty studied in Section 3.5.4 on top of
the error already introduced by any feature matching technique. The coaxial misalignment
of the folded mirrors-camera system is further treated in Chapter 4, where we formulate
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a useful calibration method. The defocus blur of the lens is a practical caveat we still
need to overcome for better 3D sensing tasks. As described in the text for the real-life
rig, we have avoided the traditional use of a support cylinder in order to workaround the
cross-reflections and glare issues. Instead, we adopted standing poles as shown in our latest
prototype in Fig. 3.10a. In Chapter 5, we demonstrate the development of an algorithm for
3D pose estimation with these single-camera SOS rigs. Bear in mind that all the experimental
3D results demonstrated in this section are static from non-moving stereo, so they rely
upon a single camera snapshot. We understand that the narrow vertical field-of-view of
the hyperbolic SOS where the stereo vision operates is a limiting factor for dense scene
reconstruction from a single image, so we have also considered non-optimal geometries for
the quadrotor’s view, such as the initial spherical mirrors SOS design presented in Section 3.3.
In fact, increasing the region of interest for stereo while maintaining the wide baseline implies
an enlargement of each mirror’s radius.
In this chapter, we performed an extensive study of the proposed single-camera omnistereo sensors’ properties, such as its spatial resolution and triangulation uncertainties. We
validated the projection accuracy of the synthetic model (the ideal case) where 3D points in
the world are given exactly. For the real-life prototype, we acquired ground-truth 3D points
via a position capture system alone, but we deem this insufficient to validate the imaging
accuracy of the real sensor because the precision of the calibration method is truly what is
being accounted for. For reproducibility purposes, source code1 is available for the implementation of the single-camera hyperbolic SOS, optimization, plots and figures presented in
this work.

1

https://github.com/ubuntuslave/omnistereo_sensor_design

Chapter 4
Generalized Unified Model for SOS
This chapter introduces GUMS, a Generalized yet Unified projection Model for a Stereo
omnidirectional system (SOS) such as one of those proposed in Chapter 3. GUMS is based
on the unified sphere model [56] and its further developments discussed in Section 4.2. A
projection model expresses the computational mapping between 3D entities in the world
(e.g., geometric shapes) and their projected form in the image. The parameters composing
a projection model are estimated via a calibration procedure, which we describe for the
proposed GUMS in Section 4.4.

4.1

Projection Models

A projection model expresses the computational mapping between the 3D entities (e.g.,
geometric shapes) and their projected form on the image. Sturm et al. [161] surveyed the
existing camera models up to 2011 (the date of such publication). From that point forward,
a few enhancements upon existing models emerged, such as by Xiang et al. [174] where the
unified sphere model [56, 12, 121] is generalized, and Schönbein et al. [154] as an extension
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Figure 4.1: An illustration of the components in the distortion model proposed by Scaramuzza et al. [151] The z component of the direction ray [M] v is related to an N -degree
polynomial that is function of the radial distance of the point [⇡] u on the model’s camera
plane [⇡].
of the analytical model by Agrawal et al. [1] to calibrate slightly non-central systems. The
distortion-based model derived by Micusik and Pajdla [122] and extended by Scaramuzza et
al. [151] and Tardif [165] is also popular and it has been compared in [146] to a few calibration
methods based on the sphere model and enhanced in [154]. First, we briefly introduce the
“distortion” model (Section 4.1.1), which is an alternative to the more generalized unified
model (GUM) described next in Section 4.2 that our model for omnistereo is actually based
on (Section 4.3). We refer the reader to Appendix A for a summary of our symbol notation
in what follows.
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Distortion Model

Fisheye lens distortion equations are mostly trigonometric, so finding closed-solutions for
the “forward” projection (needed for calibration) is a cumbersome task due to the high
nonlinearity of the expressions (of any non-central system). Various models have evolved
from refractive solutions to rectify (distortion removal) wide-angle and fisheye lenses by
usually computing the relationship between the distorted point radial distance rd and its
undistorted one ru , or its angle ✓ subtended between the optical axis and the principal ray as
P
suggested in [68], where an n-degree polynomial is devised as rd = ni=1 ci ✓i . The literature

is vast for classical polynomial radial distortion models for the calibration of wide FOV
lenses. We skip forward until Micusik and Pajdla [122], who employed rational polynomials
to represent both a linear and nonlinear parametric projection models for dioptric cameras.
With the underlying assumption of rotational symmetry and a coincident image center with
the lens’ optical axis, two parameters a and b are sought to satisfy the following form in 1D:

✓=

ard
1 + brd2

First, calibration of a fisheye lens using this model was attempted by Jannala and Brandt
[84]. Then, Scaramuzza et al. [151] and Tardif et al. [165] extended the distortion model to
include central catadioptric cameras. We summarize Scaramuzza’s unified distortion model,
whose components are depicted in Fig. 4.1.
For a scene point Pw located at

[M]

pw,h in homogeneous coordinates with respect to the

model’s viewpoint OM , perspective projection matrix T⇡ 2 R4⇥3 reduces it to a ray:
[M]

v

T⇡ [M] pw,h

(4.1)
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u on the model’s camera plane with coordinates [⇡]

is given by a nonlinear relation g, defined as

[M]

2

3

6 xu 7
6
7
7
g ([⇡] u) := 6
y
6 u 7
4
5
f(u)

v

(4.2)

where f is a polynomial of degree N with coefficients ci for i = 0, 2, 3 . . . , N (throwing away
p
the i = 1 term as in [151]) and with radial Euclidean distance ⇢u := kukL2 = x2u + yu2 , we
have:

f(u) := c0 + c2 ⇢2u + c3 ⇢3u + . . . + cN ⇢N
u
The final mapping between point

[⇡]

u and the pixel

[IC ]

(4.3)

mh on the centered image plane

[Ic ] is achieved via an affine transformation K 2 R3⇥3 such that
[⇡]

K[I ] mh

u

C

(4.4)

By composition of (4.2), (4.4), and (4.1), the complete projection equation is produced

[M]

v = g (K[I ] mh ) = T⇡ [M] pw,h
C

(4.5)

Therefore, the calibration process consists in finding the 6 parameters in the affine homogeneous matrix K and the N coefficients for the polynomial function f in (4.3) by minimizing
the projection error of control points from a calibration pattern. The model by Scaramuzza
et al. [151] is applicable for calibrating both central and non-central cameras.
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Figure 4.2: Steps of the projection pipeline of the Generalized Unified Model (GUM) for
the monocular case: (1) project point Pw towards the unit sphere’s focus OM , (2) normalize
it as [M] PS , (3) change of coordinates with respect to [CP ] such that [C ] PS , (4) project onto
normalized plane as [⇡ ] pu , (5) apply radial distortion to get [⇡ ] pd , and (6) transform to pixel
[I]
m in the image.
P

u

4.2

d

Unified Sphere Model

This popular image formation model was stipulated in 2000 by Geyer and Daniilidis [56].
Originally, the sphere model was only described for central catadioptric cameras. They theorized the existence of a unit sphere model for projection that is equivalent to the nonlinear
analytical solution for the actual quadric surface. In 2001, Barreto and Araùjo [12] extended
the mapping of parameters onto a sphere model for all SVP projections. Later in 2006, Mei
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and Rives [121], improved the unified sphere model by adding a distortion step (using radial
and tangential distortion parameters) to the projection pipeline, which now permitted the
calibration of slightly non-central catadioptric systems such as spherical mirrors and fisheye
lenses (at some extent). An extension to Mei’s sphere model was given by Xiang et al.
[174] in 2013. With the goal to generalize the unified model for non-central catadioptric
cameras that su↵er of misalignment due to rotation and translation, they removed the axial
constraint for the center of projection CP in the model as well as the unnecessary tangential
distortion parameters. The vector of 10 intrinsic parameters of a GUM is given by

✓=



(4.6)

⇠, d, c
(1⇥10)

with grouped parameters ⇠ = [⇠X , ⇠Y , ⇠Z ] ; d = [d1 , d2 ] ; c = [↵,

1,

2 , uc , vc ]

When the virtual pinhole camera is collinear with the mirror’s revolution axis such that
[M]

cP = [ 0, 0,

⇠Z

8
>
>
> ⇠Z = 0
>
>
>
<

]T , the value of ⇠Z relates to the type of system as follows:

pinhole (perspective) cameras or planar mirrors.

0 < ⇠Z < 1 hyperbolic, elliptical, and spherical mirrors. Also, fisheye lenses.
>
>
>
>
>
>
: ⇠Z = 1
parabolic mirrors.

The radial distortion is indicated by parameters kdisti , the coordinates of the optical
axis projection in the image are [ uc , vc ]T , whereas ↵ is a skew parameter, and
the generalized focal length parameters defined as
camera plane distance

{x,y}

= ⌘f{x,y} , where ⌘ := ⇠z

{x,y}

are

for a

described in Barreto’s model [12]. With the unit sphere’s center

OM , the free position for the projection point becomes [M] cP = [ ⇠X , ⇠Y ,

⇠Z

]T . Fig. 4.2 depicts

the entire projection process of a point Pw in the world frame [W] into the image as [I] m.
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Assuming that coordinates of point [M] pw are already given with respect to [M], the projection
function f' is the composition of various subroutines:

[I]

m

f' ([M] pw , ✓ ) := fP

fD

f⇡

f CP

fS

(4.7)

In sum, the following steps are taken:
1. Given

[W]

p, change its coordinates with respect to [M]

[M]

pw

Note that this is only possible if
2. Normalize

[M]

[M]
[W]

[W]
fW ([W] p) := [M]
p
[W] T

(4.8)

T is known.

pw (onto the unit sphere) by
[M]

[M]

pS

fS ([M] pw ) :=

pw
k pw k

(4.9)

[M]

3. Change to coordinates with respect to the center of projection [Cp ]

[CP ]

pS

fCP ([M] pS ) := [M] pS

2

[M]

6 xS
6
[M]
[M]
cP = 6
6 yS
4
[M]
zS

3

⇠X 7
7
⇠Y 7
7
5
⇠Z

(4.10)

4. Project onto the undistorted normalized plane as [⇡u ]
2 [C ]

3
xS
6 [C ] 7
f⇡ ([C ] pS ) := 4 [C ] zS 5
yS
[C ]
zS
P

[⇡u ]

pu

P

P

P

P

(4.11)
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[⇡u ]
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pu = [ xu , yu ]T

fD ([⇡ ] pu ) :=[⇡ ] pu + [⇡ ] pu d1 ⇢2u + d2 ⇢4u
p
where ⇢u = x2u + yu2
u

u

u

(4.12)
(4.13)

6. Finally, we obtain the pixel point [I] m in the image via

[I]

m

fP ([⇡ ] pd ) :=K[⇡ ] pd
d

d,h

2

6 1
6
where K = 6
60
4
0

1↵
2

0

3

uc 7
7
vc 7
7
5
1

(4.14)

(4.15)

With the hope to simplify the original sphere model by Geyer and Daniilidis, it has been
translated into a few various algebras and geometries. For example, Lopez-Franco and BayroCorrochano [108] used conformal geometry to express the forward and back projection of
points and lines. Tolvanen et al. [167] described the projection of these geometrical entities
with Cli↵ord algebra instead. Perwass and Sommer [144] proposed an “inversion camera
model” based on Geometric Algebra (of two parameters) to model the pinhole camera, lens
distortions and para-catadioptric cameras as a transformation operator. The use of lifted
coordinates by Barreto and Daniilidis [11] helped dealing with the nonlinearities present in
the back-projection function. Similarly, Puig et al. [145] showed how to compute the lifted
6⇥10 matrix for the generic catadioptric projection of 3D points as a linear transformation.
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GUMS: Generalized Unified Model for SOS
Model Motivation

The unified sphere model (originally proposed by Geyer and Daniilidis [56] at the turn of
the century) was devised as an equivalent abstraction of the projection occurring via a central vision system (satisfying the single viewpoint constraint). As previously mentioned,
expansions to this unified model have occurred over the last decade, even allowing it to approximate non-central systems [121, 174], but they have not yet addressed its generalization
for a stereo omnidirectional system (SOS). We initiated this expansion of the sphere model
for omnistereo in [78], where we demonstrated the application of GUMS to our single-camera
SOS in the folded configuration with hyperbolic mirrors (Section 3.4).
We believe that performing a “decoupled” calibration of an SOS, as done by Cai et al.
[20], is not a robust solution. Such a naive approach performs isolated calibration steps:
first, intrinsic parameters for each mirror’s sphere model are found independently, and then
the relative pose (extrinsic) between the models is obtained via a third error-minimization
procedure (but without a↵ecting the intrinsic parameters estimated previously). On the
other hand, our proposed calibration procedure is “coupled” because the whole optimization
of the model parameters (intrinsic and extrinsic) happens simultaneously (jointly), which
provides higher precision as observed in Tables 4.2 and 4.3, where we establish a clear
contrast between the coupled and decoupled approaches for GUMS calibration.
As noted by Heikkilä [67], the level of calibration precision for 3D vision is application
dependent. Since we required to track the SOS pose accurately in Chapter 5, and such a
task relies on precise 3D metrology, we required a practical yet detail-oriented method for
the estimation of the projection model parameters obtained via calibration (Section 4.4).
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Figure 4.3: The proposed GUMS for a general omnistereo configuration.
Additionally, in Section 4.5, we provide potential solutions to several issues we have encountered in practice while calibrating the proposed GUMS. Specific challenges we dealt with
are: ambiguity of control-points, initialization of parameters, separation of mirror boundaries, inverse distortion modelling, and validation via ground-truth information for real-life
experiments.
As shown in Fig. 4.3, our goal is to couple a pair of GUMs via a common frame of reference
[C], so we modify the original GUM from Section 4.2 by adding the pertaining translation
]
vector [M
[C] t of OC with respect to OMk . Specifically, ✓ k is the vector of parameters for a GUMk ,
k

where k identifies a mirror view. For our vertical/coaxial SOS arrangements, k 2 {t, b} to
indicate the top or bottom mirror, respectively. For the coaxial SOS configuration, it is

CHAPTER 4. GENERALIZED UNIFIED MODEL FOR SOS

108

[M ]

convenient to add a co-linearity constraint for [C]k t = [ 0, 0, tz,k ]T along the ZM -axis (Fig. 4.4),
so that
✓k =



tz,k , xk

, where xk =
(1⇥12)



⇠ k , dk , c k

(1⇥11)

with
⇠k = [⇠X , ⇠Y , ⇠Z ]k ; dk = [d1 , d2 , d3 ]k ; ck = [↵,

1,

2 , uc , vc ]k

This coaxial configuration reduces the total number of GUMS parameters to 24 because
we only need to specify the translation z-components, tz,k , such that:

✓ GU M S =



(4.16)

tz,t , tz,b , xt , xb
(1⇥24)

NOTE: In the more general case with independent cameras vertically aligned, we must add
a parameter to account for the azimuthal misalignment between both image planes.

4.4

Calibration

According to the “Abstract Model” given by Haralick [64], the goal of a camera calibration
is to infer the best vector of parameters ✓ˆ that minimizes a non-negative scalar objective
function fJ operating on the observed data m̂ which has been perturbed by some unobserved
random noise vector

m. Similarly, the parameter perturbation

✓ , which is assumed here

to be additive, relates to the ideal (unperturbed and unobserved) parameter vector ✓ as
follows:
✓ˆ = ✓ + ✓

(4.17)
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Figure 4.4: The proposed GUMS with a coaxial constraint for the vertically-aligned omnistereo configuration.
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First, we introduce how calibration is performed in the case of a monocular system
using a single GUM (Section 4.4.1). Then, in section 4.4.2, we couple the pair of models
as shown in section 4.3. In both cases, we use an L number of calibration grids, each
containing a chessboard pattern of N corner points. The pose of each calibration grid [G]g
for g 2 {1, . . . , L} is
gg =



[C]
[Gg ]

q̂T ,

[C]
[Gg ]

[C]

tT = [Gg ] [q0 , q1 , q2 , q3 , tx , ty , tz ]

(4.18)

where the normalized rotation quaternion is of the form

q̂ := q0 + q1 î + q2 ĵ + q3 k̂ and kq̂k = 1
We discuss the parameter initialization steps in Section 4.4.3, and we culminate with
Section 4.4.4 by elaborating on a possible uncertainty model for the proposed calibration
parameters based on Haralick’s framework for covariance propagation [64].

4.4.1

Calibration of a Single GUM

Here, we describe the calibration procedure of a single GUM as we devise it: by posing the
calibration as an optimization problem in which a popular “geometric error” is the Frobenius
norm (similar to the Euclidean norm for vectors), which computes the square root of the sum
of squares of all components. For example, the norm of projected pixel residuals is found by

rig

fm (m̃ig , mig ) := kmig

m̃ig kF =

q
(ũig

uig )2 + (ṽig

vig )2

(4.19)
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The goal is to find a calibration vector of parameters


v = {g1 , g2 , . . . , gL } , x

(4.20)
(1⇥(11+7L))

that minimizes the objective fJ , which is the scalar-valued function accumulating the projection errors (pixel residuals) rig defined in (4.19), such that
L

N

1 XX 2
v = arg min(fJ ), where fJ (v) :=
r
2 g=1 i=1 ig
v
⇤

(4.21)

Here, mig represents the true image position (detected) of corner point i in its grid pattern
⇣
⌘
g, whereas the estimated pixel coordinates are given by m̃ig
f' [C] p̃ig , ✓˜ , where f' is the
projection function projecting m̃ig for the corresponding point p̃ig from grid pattern g using

its estimated pose g̃g and the hypothesized GUM parameters ✓˜ . Note that vector ✓ is not
the same as v because the latter also contains the calibration grid poses gg that are needed
for the calibration procedure.
Existing calibration toolkits perform a nonlinear least-squares optimization via the popular Levenberg-Marquardt algorithm. Instead of letting the solver estimate the gradient
values numerically, the search speed can be vastly improved by providing the first partial
derivatives (Jacobian) of the objective function in (4.21) with respect to the parameters
in ṽ as derived by Mei using the chain rule [121]. However, our implementation instead
solves the non-linear least-squares via TRF (Trust-Region Reflective Function), which supports lower/upper bounds on the parameters and the objective function can be wrapped
by a robust smooth loss function ⇢ such as the Huber norm [73], so that the cost of our
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implementation becomes
L

N

1 XX
f⇢ (v) :=
⇢ fm (m̃ig , mig )2
2 g=1 i=1

(4.22)

This least squares 1 implementation is available from the SciPy module [82], for which we
only need to provide

4.4.2

@fm
.
@v

Calibration of GUMS

As done in section 4.4.1, we now need to find calibration parameters


vtb = {g1 , g2 , . . . , gL }, tz,t , tz,b , xt , xb

(4.23)
(1⇥(24+7L))

minimizing the objective function fJGU M S that accumulates the pixel residuals rigk computed
by (4.19), but for both models
L
N
1 X XX
fJGU M S (ṽtb ) :=
fm (m̃igk , migk )2
2
g=1 i=1

(4.24)

k=[t,b]

In this case, for L grid patterns of N points, we now have 2 ⇥ N ⇥ L points on the image.
The Jacobian matrix of the objective function for GUMS becomes:
2

6
6 @fJGU M S
@fJGU M S
=6
6 @fm
@vtb
4
1

@fm
@vtb
|{z}

Jacobian of
residual function

3
7
7
7
7
5

(4.25)
(1⇥(7L+24)

https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.least_squares.html
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Figure 4.5: Initialization of the image center, [I] mck , via a semi-automated masking procedure. Since each mirror has 2 boundaries (inner and outer), the average of the two masking
centers is used as the initial center position.
where
2

6
6
6
6
6
@fm
=6
@vtb 6
6
6
6
4

4.4.3

@fm
@f't (1⇥2)

@fm
@f'b (1⇥2)

✓
|

✓
|

@f't
@g (2⇥7L)

@f't
@tz,t (2⇥1)

0(2⇥1)
{z

@f't
@xt (2⇥11)

0(2⇥11)

(2⇥(7L+24)

[
@f'b
@g (2⇥7L)

0(2⇥1)

@f'b
@tz,b (2⇥1)

{z

0(2⇥11)

@f'b
@xb (2⇥11)

(2⇥(7L+24)

◆ 3
7
} 7
7
7
7
7
◆ 7
7
7
7
5
}

(1⇥(7L+24)

Parameter Initialization

The appropriate initialization of parameters is also critical for gradient-descent based approaches. We describe the major steps in our initialization procedure for the GUM’s parameters in v defined in (4.20):
1. It is simpler to assume the mirror is parabolic and that it is coaxially aligned (always
true for Mei’s model), so that

[M]

cP = [ ⇠X , ⇠Y , ⇠Z ]T = [ 0, 0, 1 ]T

2. All radial distortion parameters are initialized to zero: [d1 , d2 , d3 ]k

[0, 0, 0].
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3. The center of the image [I] mc is initialized from the mirror boundary masking step
(Fig. 4.5), which is a semi-automated procedure assisted by a circle fitting from Sobel
edges found within a user-selected radius (clicked on the image circular border). In the
stereo case, we average the two center estimates to obtain the initial center position.
4. The model’s focal lengths

1,2

are initialized from four or more points

[M]

pi on a 3D

line [M] l, so their 2D correspondences on the image {m1 , m2 , . . . , mN } can be selected
as depicted by Fig. 4.7. A plane with normal n is formed across
of the model OM . Note that

[M]

[M]

l and the center

l should not be collinear (radial) with OM so a non-

degenerate solution can be found. Assuming that the mirror’s ZM -axis passes through
the image center

[I]

[IC ]

mc for i 2 {1, . . . , N }. Since we are also assuming ⇠Z = 1, we can

mi =

[I]

[I]

mi

mc , the 2D points can be put in the centered image frame as

lift a pixel into its 3D point on the sphere

[M]

Ultimately,

[M]

pSi

h

1

[IC ]

mi

2

6
6
:⇡ 6
6
4

ui
vi
2

u2i +vi2
2

3
7
7
7
7
5

pSi is also coplanar with its correspondence line point

obey:
[M]

T

pSi n = 0

With 4 points, the value of

)

ui n x + vi n y +

✓

2

u2i + vi2
2

◆

[M]

pi , so it must

nz = 0

is then solved from a system of equations using SVD for

which a close-form expression is given in [121]. For L calibration grids, we obtain L
number of estimated gammas, which we average to use as the initial one.
5. The initial poses for L grids gg where g 2 {1, . . . , L} are also required, and these can
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be found using planar homography as re-implemented by Xiang et al. [174] for GUM
or by Schönbein’s calibration toolbox [154]. For GUMS, as depicted in Fig. 4.6, we
(t )

estimate each initial grid pose gg 0 as follows:
(a) Back-project (lift) detected grid points

[Ik ]

{mi }g from image to the theoretical

quadric surface or initial GUM.
(b) A virtual image of the grid pattern g is constructed by projecting these surface
points orthographically to a plane ⇡g described by the horizontal and vertical
vectors formed between the “extreme” corner points on the mirror surface. The
optical axis’ direction ẑMk of a “virtual” pinhole camera coincident with OMk is
normal to plane ⇡g . The versor ûMk is the aforementioned horizontal vector, while
ẑMk ⇥ ûMk . The focal length of the virtual camera is the orthographic

v̂Mk

distance between OMk and the plane ⇡g .
(c) Since points on the virtual image plane ⇡g are given in [C], transform their coordinates onto [Mk ] by a rotation
translation

[Mk ]
[C]

^

R using direction cosine matrix (DCM) and a

[Mk ] ^
[C]

t.

(d) Approximate the rigid transform

[Mk ]
[Gg ]

T using either planar homography or PnP

from the set of virtual points.
(e) We put the grid’s pose back to [C], so given
pose

[C]
[Gg ]

[C]
[Gg ]

gk for k 2 {t, b}, the average

g(t0 ) is found. The orientation value is the result of a spherical linear

interpolation (SLERP) between the approximated both poses.
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(b) Estimated grid pose example.

Figure 4.6: Grid pose initialization example. We obtain the average between both initial
grid poses by computing the Euclidean mean of the translation vectors and the SLERP of
the rotation components in quaternion form.

Figure 4.7: The generalized focal length in the unified sphere model by Mei and then
Xiang (GUM) can be estimated by selecting 4+ image points {m1 , m2 , . . . , mN } of a nonradial 3D line [M] l. The plane formed by [M] l and the center of the model OM is described
by its normal n.
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Parameter Uncertainty (Theoretical)

As discussed at the beginning of this section and formalized with (4.17), we have been
evaluating the corresponding objective function fJ either as (4.21) or as (4.24) from the
observed data m̂, namely, composed by the M control-points on the image mi , i = 1, . . . , M
that are noisy mainly due to lack of precision in the corner detection algorithms employed
(see Section 4.5.1 about some issues found with the control-points from calibration boards).
For the purposes of validation and uncertainty propagation during the model’s end application (e.g. camera pose tracking given in Chapter 5), we can infer the covariance matrix
⌃✓ˆ for the estimated vector of parameters, ✓ˆ . In our case, this ⌃✓ˆ should not depend on the
ideal and unobserved values of m as proved in [64], but it only depends on the perturbed
✓, ⌃m̂ ), for which
measurements, m̂, that are assumed to come from a Normal distribution N (✓
the prior distribution on ✓ can be N (0, ⌃✓ ), where ⌃✓ is given according to (4.29). Similar
to (4.17), for the observed noisy control-points, we have:

m̂ = m +

where we can assume that the noise
ance matrix ⌃

m

(e.g.

px

m

(4.26)

m is random with zero mean and some known covari-

= 1 px), which propagates to the covariance of the observed data

such that

⌃m̂

⌃

m

(4.27)

According to Haralick [64], by the extent that the first order expansion of the objective
function’s gradient (4.25) given as g(m, ✓ ) around g(m+ m, ✓ + ✓ ) is a good approximation
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to the noisy gradient g(m̂, ✓ˆ ), the following relationship can be accepted:

⌃✓ˆ ⇡ ⌃

(4.28)

✓

Since we can compute Hessian matrices:
@g
@g
(m̂, ✓ˆ ) and
(m̂, ✓ˆ )
✓
@✓
@m
which are symmetric and non-singular, Haralick [64] demonstrated that the covariance matrix
of the resulting parameters ✓ˆ can be estimated from these as follows:

⌃✓ˆ = ⌃

✓

=

✓

@g
✓
@✓

◆

1

✓

@g
@m

◆T

⌃

m

✓

@g
@m

◆✓

@g
✓
@✓

◆

1

(4.29)

The derivation of this first-order covariance estimate and its importance to visual SLAM was
validated by Ozog and Eustice [139], who also proposed a computationally-lighter alternative
based on the Unscented Transform method [83].

4.5

Practical Issues

We have several issues that need attention so we can implement a successful GUMS contribution. We describe those major issues next.
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Issues with Control-Points

The original method by Mei and Rives [121] is implemented as OmniCalibToolbox2 where
control-points from 2D chessboard patterns are employed. Most implementations allow for
automatic extraction of the control-points in the image (sometimes by selecting the boundary
4 corners, masking or zooming into the region-of-interest). However, in the comparison of
calibration methods carried by Puig et al. [146], the points for the DLT-like approach
are manually selected to improve the detector’s accuracy. The accuracy of the chessboard
point extraction depends on various factors that cannot be satisfied with the significant
distortion inherent in ODVSes. For example, a frontal-orthonormality of the grid pose with
respect to the camera plane is assumed by some chessboard corner-detection algorithms
whose implementations may ignore, such is the case (prior to Datta’s analysis in 2009 [32])
of the OpenCV’s chessboard corner finder function [16].
It is possible that our results may be a↵ected by the quality of control-points imaged
from calibration boards. For example, in Fig. 4.8, we observe the inaccurate location of a
corner found with the OpenCV corner detection implementation for calibration chessboards
findChessboardCorners()3 . Possible solutions to the inaccurate corner detection could be:
1. Remove control-points beyond some projection error threshold after an initial calibration obtained by using all the points. Then, perform another calibration (refinement)
without those points with high reprojection error.
2. Fit polynomial curves with the detected points among rows and columns and find
intersections to become the control-points from the grid.
2
3

http://www.robots.ox.ac.uk/~cmei/Toolbox.html
https://docs.opencv.org/master/d9/d0c/group__calib3d.html
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Figure 4.8: Example of an inaccurate location for a corner detected from a calibration
chessboard pattern using OpenCV on real omnidirectional image.
3. Let a robust loss function wrapper (e.g. Huber loss) handle control-point outliers in a
more linear manner. This is what we actually did in our implementation.
Another important issue we treated was the ambiguity in the location of corners detected
from a plain chessboard pattern. In other words, ordering and identification of each corner
point is required, specially when the view of the calibration pattern is occluded somehow. In
addition, a chessboard can also be confused with floor or wall tiles resembling a checkerboard
light/dark contrast. A current solution to the ordering of the chessboard points is achieved
by locating the closest/farthest corners (out of the 4 grid’s corners) to the corresponding
image center, either

[It ]

mct or

[Ib ]

mcb , in a counter-clockwise manner on the omnidirectional

image. Resolving the ordering of the detected chessboard points is exemplified in Fig. 4.9
for a folded SOS configuration.
We are seeking to employ more robust calibration patterns that can be precisely detected
on a noisy/distorted image as it is our case for a single-camera SOS, where the inner omnidirectional image su↵ers of low resolution. A preliminary alternative seems to be the use of
fiducial markers, such as the ArUco markers proposed in [51, 52]) and implemented in the
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(a) Before
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(b) After

Figure 4.9: Example of chessboard point reordering due to pattern ambiguity.
OpenCV4 framework as
Chessboard + ArUco = ChArUco
However, we encountered difficulties with their detection under high distortions as illustrated
around the lower region of Fig. 4.10d for the image acquired via the real single-camera SOS
with hyperbolic mirrors (Fig. 4.10c).

4.5.2

Issues with Radial Distortion

Finally, we discuss the issue regarding the inverse radial distortion since its exact solution
does not exist, so we are required to seek numerical approximations, especially when the
polynomial coefficients of the forward distortion model are not small (i.e., for di & 0.01).
4

https://docs.opencv.org/3.1.0/d9/d6d/tutorial_table_of_content_aruco.html
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(c) Real

122

(d) Faulty ArUco detection

Figure 4.10: Synthetic example of a ChArUco calibration board acquired via a singlecamera SOS. We tested the extraction of control points from ChArUco boards as a solution
to the ambiguity issues due to occluded and unordered corner detection encountered with
traditional chessboard patterns. However, for real-images, where the distortion and blur is
significant, the use of these fiducials was not helpful due to the poor ArUco detection quality
on real images.
An approximated solution for the inverse distortion was given by Heikkilä [67], but it is
only applicable to small distortions. Our current numerical solution is to define an inverse
distortion model in a similar form of the original function (4.12), but for a new set of
undistortion parameters l = (l1 , l2 , l3 ), that can be applied to the distorted point

[⇡d ]

pd , such

that

[⇡u ]

pu

fU ([⇡ ] pd , l) :=[⇡ ] pd 1 + l1 ⇢2d + l2 ⇢4d + l3 ⇢6d
q
where ⇢d = x2d + yd2
d

d

(4.30)
(4.31)

The undistortion parameters in l are estimated iteratively in the least-squares fashion from
a normal-distributed random sample of undistorted points pu that get distorted as pd with
distortion parameters d, which were obtained from the calibration procedure. The minimization objective in this case is given as:
l⇤ = arg min
l

1X
fr (p̃u , pu )2i
2 i=1

(4.32)
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where the residual is computed as

fr (p̃u , pu ) :=

for

[⇡]

p̃u

fU

⇣

[⇡]

q
(x̃u

pd , l̃

⌘

xu )2 + (ỹu

and

[⇡]

pd

yu ) 2

fD

[⇡]

(4.33)

pu , d

During calibration, we perform this optimization only once at the end of the main optimization procedure because this inverse distortion is also applicable in a general manner.
We do not require to generate look-up tables as suggested by Mei [120] because we can apply
the function fU with the optimal l⇤ on the fly when the lifting of image points to the unit
sphere is needed.
In practice, regarding the approach taken in Chapter 5 for visual odometry, we detected
point-based features on the panoramic images so the associated bearing vectors can be
triangulated into a 3D point. Therefore, it was more consistent to generate the panoramic
images in a forward-projectivity fashion. Using only the forward radial distortion parameters
in d, we computed the correct height of the cylindrical panorama by iteratively optimizing its
limiting elevation angles so they projected onto the ring boundaries on the omnidirectional
image. Then, each pixel in the panorama was forward-mapped as indicated in Section 3.5.1.

4.5.3

Issues with Calibration Error Analysis

The quantitative metrics for evaluating the precision of our calibration results are:
• Reprojection error on image space
• 3D triangulation error (only applicable for omnistereo)
However, these metrics have some drawbacks. For example, they can only be used when
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⇤

Figure 4.11: Illustrating the “hand-eye” transformation, [R]
[C] T̃ , linking the ground-truth
with the estimated frames from calibration. The SOS rig’s frame [R] is physically tracked
with respect to the VICON system’s fixed reference frame [V]. The calibration grid, as
frame [G] is also being tracked with respect to [V]. Our goal here is to connect the estimated
[V]
calibration grid pose [C]
[G ] T̃ for it to be evaluated against the ground-truth pose [G ] T
g

g
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the grid’s pose is known either for those grid poses estimated during calibration or for grids
associated with some ground-truth pose information. For the latter case, synthetic images
were obviously rendered with ground-truth poses. On the other hand, real-life experiments,
ground-truth poses could be acquired with a motion capture system (i.e. VICON), which is
not perfect and its capture volume is usually limited.
The problems encountered when applying the given ground-truth information are regarding the so called “hand-eye” transformation: the unknown relative pose between the fixed
frame of the GUMS, [C], and the VICON system’s frame, [V]. In other words, we need to es[R]

timate a ground-truth transformation [C] T̃⇤ for the intangible [C] with respect to the physical
rig frame, [R], being tracked by the VICON system as illustrated in Fig. 4.11. The missing
transformation link,

[R]
[C]

⇤

T̃ , could be found by computing the iterative closest point (ICP) or
⇣
⌘
[V]
the affine superimposition over the set of grid frame pose pairs, [C]
T̃,
T
, g = 1, . . . , L
[G ]
[G ]
g

g

or by a weighted average of these pose pairs as:
[R] ⇤
[C] T̃

where

[R]
[C] T̃g

=

= avg

[Gg ]
[R]
[Gg ] TV icon [C] T̃.

⇣n

[R]

ŵg [C] T̃g

Recall that

o⌘

[Gg ]
[C] T̃

grid g is computed as

, 8g 2 {1, . . . , L}

=

⇣

[C]
[Gg ] T̃

⌘

1

(4.34)

. The normalized weight for

wg
1
ŵg = P
, where wg =
rg
i wi

with rg being the computed residual of the cost function operating on grid g alone, such that
rg

fJ (v⇤ ) |g . The average about the translation components is simply defined as
[R]
[C] t⇤

XL

g=1

[R]

ŵg [C] t̃g .
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However, for averaging the rotation components, we use a mixture of rotation quaternions
SLERPs biased according to their weights, such that

fqAV G (g)

where

a!b

8
>
<

q1!2

fSLERP (q1 , q2 ;

>
: fSLERP (fqAV G (g

1), qg ;

1!2 )

ifg = 2

g 1!g )

ifg > 2

,

is the SLERP fraction between quaternions qa and qb , which is also implied from

the recursion and weights. For instance,

1!2

=

ŵ2
,
ŵ1 + ŵ2

g 1!g

ŵg
= Pg

i=1

ŵi

.

Another issue about the evaluation and the optimization procedure itself is that solutions
may be biased by the fitted data. For example, while presenting calibration boards only
to one side of the image, the solution tends to converge with a bias toward that region.
We propose to mitigate this data overfitting issue: 1) by adding a regularizer term to the
objective function, 2) by discretizing (weighting) each control-point using a geodesic metric
[36] so the contribution for each observation is more uniform, or 3) by what we have done
for now, which is using a robust loss function (e.g., Huber norm) wrapping the least-squares
error cost.

4.6
4.6.1

Calibration Experiments
Single-camera SOS

Table 4.1 provides the relevant system dimensions such as height hsys , baseline b, total
vertical field-of-view (vFOV) ↵sys , and the overlapping vFOV ↵SROI pertaining to the stereo
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Table 4.1: Rig Geometric Parameters (Theoretical Values)
Parameter
rsys [mm]
rref [mm]
rcam [mm]
b[mm]
hsys [mm]
↵sys [°]
↵SROI [°]
⇢min [mm]

Dimension on Rig Type
Near-Sighted Far-Sighted & Synthetic
37.0
40.0
17.2
19.0
7.0
18.0
131.6
150.0
150.0
176.6
66.8
40.9
25.0
33.5
65.0
250.0

capabilities of each rig used in the following experiments.
After a successful calibration for the synthetic (misaligned), an omnidirectional image [I]
such as the shown in Fig. 4.12b can produce a pair of panoramic images ([⌅t ], [⌅b ]) such as
the ones given in Fig. 4.17a based on the procedure explained in Section 3.5.1. We performed
a semi-global block match between the mapped panoramas as indicated in Section 3.5.2.1.
Regardless of the matching technique employed vertically between panoramas [⌅k ], we resolve for ([I ] mi , [I ] mi ) by the disparity map, [⌅
t

b

mtb ]

, visualized at the top of Fig. 4.17a and

Fig. 4.18a. The latter is for the real-life rig, where a resulting disparity map is visualized as a
panoramic heat-map with red colors implying larger pixel disparity values (at a close metric
range) whereas blue indicates pixels with a larger metric range. We obtained the respective
pair of back-projected rays ([M ] ri , [M ] ri ), emanating from their respective physical viewpoints,
t

b

OMt and OMb , which are separated by baseline b. Given the corresponding elevation angles
[Mt ]

✓i and [M ] ✓i , we triangulated the back-projected rays as indicated in Section 3.5.3 to obtain
b

the 3D position of Pw using (3.99), where

i

is the common azimuthal angle (on the XY -

plane) for coplanar rays. Recall that in Section 3.5.3, we defined the intersection function
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(b) All Projections on misaligned synthetic image

Figure 4.12: (a) The simulated hyperbolic SOS with misalignment for this experiment;
(b) Overlay of all point projections to image pixels for the misaligned synthetic experiment.
Dot center points belong to the initialized (uncalibrated) radial bounds (also used as masks).
Solid circles and cross-hair centers relate to the calibrated results. Color annotations: center
and boundaries of top mirror (cyan) and bottom mirror (magenta); projected grid points
from ground-truth poses (green, hardly visible in this example), from estimated poses after
calibration (red), from initial poses before calibration (yellow), and detected grid corner
pixels (blue).
that implements equation (3.98) and (3.97) as

[C]

pw

f ([M ] (✓, )i , [M ] (✓, )i , ✓ GU M S )
t

b

(4.35)

where ✓ GU M S is the model parameters vector defined in (4.16). and can be omitted when
calling this function because the model parameters should not change (ideally). The synthetic
prototype from Fig. 4.5 for a simulated heavy misalignment, the 3D point-cloud shown in
Fig. 4.17 is produced.
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Figure 4.13: Visualization of the estimated 3D poses for the grids using the synthetic
omnistereo rig (far-sighted). Color annotations: ground-truth poses (green), estimated poses
after calibration (red), initialized poses for calibration (blue). The 3D pose RMSE for this
set was ⇡ 20.59 mm.
Similarly, Fig. 4.18 exemplifies the resulting 3D point cloud from the real far-sighted hyperbolic SOS shown in Fig. 4.14a. The error analysis (RMSE) for some possible experimental
variants are tabulated in Tables 4.2 and 4.3. When compared against ground-truth (GT)
data, these values agree with our claim that the decoupled approach can produce higher errors (Section 4.3.1). The projection of the calibration control points for the real far-sighted
rig is illustrated in Fig. 4.14b.
Fig. 4.15 and Fig. 4.16 allow us to visualize the 3D qualitative results after the calibration of the near-sighted and far-sighted rigs, respectively. In these figures, we see how the
estimated grid poses (in red) almost coincide with the ground-truth poses (in green, from
a motion-capture system). We also visualize the initialized grid poses (in blue) computed
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(b) Overlay of 21 projected calibration grids

Figure 4.14: (a) Far-sighted real prototype using 80 mm hyperbolic mirrors. (b) Overlay of calibration chessboard images captured by this real-life far-sighted prototype. Solid
circles and cross-hair centers relate to the calibrated results. Color annotations: center and
boundaries of top mirror (cyan) and bottom mirror (magenta); projected grid points from
ground-truth poses (green), from estimated poses after calibration (red), from initial poses
before calibration (yellow), and detected grid corner pixels (blue).
with the method outlined in Section 4.4.3.
We obtained 3D range information via triangulation of point correspondences, which
in this case are sought densely via window scanning [48]. Due to parallax, the disparity in
point positions for objects close to the vision system is larger than for objects that are farther
away. As illustrated in Fig. 3.13, the nearsightedness of the sensor is determined mainly by
the common observable space (a.k.a. Stereo ROI) acquired by the limiting elevation angles
(determined by radial boundaries). of the mirrors (Section 3.4.5). In addition, we saw
(in Section 3.5.3) that the baseline b also plays a major role in range computation. Due
to the coaxial configuration of this SOS model, we could scan for pixel correspondences
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Table 4.2: RMSE for Synthetic Calibration Experiments
Aligned

Coupled
Yes
No
Yes
No

Yes
No

2D Error [px]
GT
no GT
0.09
0.08
1.82
0.64
5.70
0.10
8.94
7.74

3D Error from GT [mm]
Triang.
[G] Pose
2.26
0.42
28.06
4.64
23.52
20.59
1098.8
20.68

Table 4.3: RMSE for Real-Life Calibration Experiments
Sight

Coupled
Yes
No
Yes
No

Near
Far

2D Error [px]
GT
no GT
4.86
2.56
11.02 10.94
3.71
1.64
5.65
3.27

3D Error from GT [mm]
[G] Pose
Triang.
6.06
3.66
22.34
4.64
126.81
26.38
267.69
45.38

radially between a given pair of warped images ([It ], [Ib ]) like in the approach taken by [158].
However, it is more convenient to work on rectified panoramic images, where the search
for correspondences can be performed using any of the methods available for perspective
cameras. In Section 3.5.1, we explained how these panoramic images are produced and how
we triangulate correspondences to provide 3D information. Unlike the traditional horizontal
stereo configuration, our system captures panoramic images whose views di↵er in a vertical
fashion. As shown in [57], the unwrapped panoramas contain vertical, parallel epipolar
lines that facilitate the pixel correlation search along the same column. Thus, given a pixel
position [⌅ ] mi on the reference panorama [⌅t ] and its disparity value
t

mi |

[⌅t ]

mi

, we can resolve

the correspondence [⌅ ] mi pixel coordinate on the target image, [⌅b ], by simply o↵setting the
b

v-coordinate with the disparity value defined in (3.96). For each azimuthal match (due to
vertical correspondences), we refer to the points’ back-projection angles ✓1 and ✓2 saved in
the elevation LUTs.
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Figure 4.15: Visualization of the estimated 3D poses for the grids using the near-sighted
omnistereo rig. Color annotations: ground-truth poses (green), estimated poses after calibration (red), initialized poses for calibration (blue). The 3D pose RMSE for this set was
⇡ 3.66 mm.

4.7

Discussion

In this chapter, we presented a tightly-coupled model (GUMS) for omnistereo vision systems
(SOS). For now, we only demonstrated GUMS on a folded catadioptric rig using the hyperbolic mirrors that we have custom-designed in Chapter 3. Our focus here was to demonstrate
that the “coupled” calibration approach via the proposed GUMS can provide more accurate
results than the naive decoupled approach because we simultaneously optimize all the model
parameters. We could have just used the existing monocular implementation of GUM in the
attempt to calibrate each view individually, to then performed a third optimization step to
find the extrinsic parameters alone. However, that is what we refer to as the “de-coupled”
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Figure 4.16: Visualization of the estimated 3D poses for the grids using the far-sighted
omnistereo rig. Color annotations: ground-truth poses (green), estimated poses after calibration (red), initialized poses for calibration (blue). The 3D pose RMSE for this set was
⇡ 26.38 mm.
approach because intrinsic model parameters would not get updated again iteratively, which
we recommended against as numerically validated by our experimental results given in Tables 4.2 and 4.3. We demonstrated the calibration accuracy of GUMS for both real and
synthetic experiments, especially while dealing with coaxial misalignments, an issue that
arises often in practice. In order to validate the precision of the real sensor, we used ground
truth data obtained from a motion capture system. The main contribution from this chapter is to set the calibrated pathway toward multiview omnidirectional sensor for 3D related
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(a) Rectified panoramic images

(b) Point Cloud

Figure 4.17: Synthetic results. The circular image is obtained from a synthetic rig with
extreme misalignment (Fig. 4.12b).
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(a) Panoramic images. Depth map was obtained via weighted least-squares block matching.

(b) Omnistereo image

(c) Point Cloud

Figure 4.18: From a calibrated GUMS: the annotated real-life rectified panoramas and
disparity image (a), and the resulting 3D point-cloud (c) corresponding to the omnistereo
image shown in (b).
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fields such as visual odometry that we cover next in Chapter 5. In summary, we provided
a necessary extension to the state-of-the-art generalized unified model (GUM) presented in
Section 4.2. A well calibrated single-camera SOS rig is more reliable as a 3D sensor for
autonomous navigation, especially for robots such as MAVs that employ omnidirectional
motion models, for which the simultaneous observation of the 3D environment is preferable.
Despite some existing issues such as the unavoidable error in the control point detection,
our calibration experiments and 3D data acquisition have verified the e↵ectiveness of GUMS
presented here.

Chapter 5
Visual Odometry with a
Single-Camera SOS
In general, the goal of visual odometry (VO) is to estimate the relative 3D pose of a vision
sensor’s frame coordinates with respect to a reference frame chosen arbitrarily (e.g., an
absolute/global map or world frame, or a relative frame to track upon). Either way, the
estimate is inferred so that any assumed motion model best approximates the observed
landmarks via a rigid transformation between the frames. VO is indeed an important building
block for the ultimate challenge of SLAM/sfm. This chapter presents the advantages of a
single-camera stereo omnidirectional system (SOS) in estimating egomotion in real-world
environments. Dynamic conditions and the lack of features to track in the observable scene
a↵ect the pose estimation of all narrow-view systems. We compare the tracking accuracy and
stability of the single-camera SOS versus an RGB-D device under various real circumstances.
Our numerical evaluation is performed with respect to ground truth 3D data obtained from
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a motion capture system. The datasets1 and experimental results we provide are unique due
to the nature of our catadioptric omnistereo rig, and the situations in which we captured
these motion sequences. We have implemented a tracking system with proven correctness
for both synthetic and real scenes. This implementation does not make any motion model
assumptions, and it maintains a consistent configuration among the compared sensors. Our
experimental outcomes confer the robustness in 3D metric visual odometry estimation that
the single-camera SOS can achieve under normal and special conditions in which other
perspective view systems (e.g., RGB-D cameras) would fail.

5.1

Related Work

Before we delve into estimating VO via our proposed single-camera SOS, we overview the
background in omnidirectional vision for VO. In 1998, Kurata et al. [96] employed a fisheye
lens for a ground robot navigation. However, the trajectories traversed were quiet short and
they fused a gyroscope with the visual odometry in order to estimate the angular velocity
of the robot. In [93], besides determining the location of moving obstacles in the scene, the
authors also estimated the robot’s egomotion by comparing the range profile (in a 2D layer)
obtained from consecutive dense disparity panoramas. In [27], the egomotion estimation from
a binocular omnistereo using panoramic annular lenses for a hopping robot was theorized
via epipolar constraints. Planar motion VO executed with a hyper-catadioptric ODVS by
Scaramuzza et al. [152] for a car’s trajectory of 400 meters used two methods. 1) Frame-byframe poses are estimated by a direct application of Triggs’ algorithm [169, 168] in order to
extract the rotation and translation components from homography decomposition of tracked
planes from which perspective views were produced for detection of coplanar SIFT features
1

https://ubuntuslave.github.io/project/vo_sos/#datasets
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[109] filtered by RANSAC [46]. 2) For robustness, a visual compass (heading orientation) is
computed via an appearance based approach (as what Zhu et al. did in [190]) that exploits
the rotation-invariance property of omnidirectional images. Somehow related, although not
using a single-camera ODVS, but rather an array of perspective cameras (a PointGrey Ladybug 2), Tardif et al. [166] estimated VO for a vehicle in an urban environment. On the
other hand, VO from omnistereo seems more robust and an approach for real-time egomotion was demonstrated in [136], where tracked feature outliers are filtered with RANSAC.
The sensor used is a single-camera compound configuration of seven parabolic mirrors. In
2010, Bazin et al. [13] used a para-catadioptric rig for motion estimation. Their algorithm
estimated rotation from the assumption of parallel lines in man-made environments appear
as conics on the omnidirectional image and they show a novel way to detect them. The
translation was instead calculated from a proposed 2-point algorithm. In addition, they
extracted dominant vanishing points from parallel line bundles (conics) intersections. By a
voting scheme among intersections from a bundle of conics, the dominant vanishing point
was chosen and the final direction was computed by SVD. This vanishing point extraction
method was further developed in [14]. They also showed how the absolute attitude (pitch
and roll) can be estimated from the vertical direction inferred by detecting the sky as the
brightest component in the image. In fact, the absolute attitude can always be computed
afresh without accumulating error history.
An alternative method to egomotion estimation and depth-mapping was proposed via
the use of optical flow. For example, McCarthy, Barnes, and Srinivasan [119] implemented
Nelson and Aloimonos algorithm [134] for a planar-moving robot using fish-eye optics. VO
estimation from optical flow has been also demonstrated by Conroy et al. [28] in 2009 for of
a quadrotor navigating autonomously along a corridor (indoors). While this method o↵ered
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a nearly hemispherical field-of-view, the depth could only be recovered to a scale factor and
it su↵ered from loss of depth resolution in the direction of the robot’s motion, where it is
most valuable. This is inherent to all monocular VO approaches, and we proposed a solution
assisted from omnistereo depth in [99].

5.1.1

Overview of SLAM/sfm with Omnidirectional Vision

In 2001, Geyer and Daniilidis [55] theorized an algorithm for structure and motion (technically VO) using images from an uncalibrated para-catadioptric camera. They represented
points and lines in a “circle space” which also contains the image of the absolute conic and a
4×4 catadioptric fundamental matrix. From this point on, various approaches to Euclidean
reconstruction have been proposed using the motion of a single ODVS or using a number
of overlapping views. For instance, Kim and Chung [87], a 2D SLAM algorithm was given
for an autonomous mobile robot (in a static environment) based on a horizontal omnistereo
configuration. They claimed that their rig was robust to the correspondence problem by
abandoning high-innovation measurements during Kalman filtering, so the SLAM process
could be run in real-time. However, the mapping was only experimentally performed in
2D space (as a proof-of-concept of their algorithm). An actual 2D SLAM experiment from
panoramic vision was demonstrated by Deans [35]. The next surveyed works are successful
attempts to the omnidirectional visual SLAM problem in 3D.
5.1.1.1

Sparse Methods

Various approaches to omnidirectional SLAM/sfm employed sparse features from the scene
are [166, 148, 61]. Lemaire and Lacroix [101] presented a solution to the bearing-only SLAM
(BO-SLAM) problem using a calibrated para-catadioptric ODVS on top of a rover taking
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long trajectories. Gutierrez et al. [61] adapted the 1-Point RANSAC technique [25] to achieve
EKF SLAM with omnidirectional images whose projection rays were linearized via the unified
sphere model [56, 12]. They used the Jacobian matrix computation for the forward and backprojection solutions of the sphere model (previously shown in [148]) because the Extended
Kalman Filter (EKF) requires a linear measurement equation. This solution tracked FAST
feature keypoints [149] sparsely detected on the omnidirectional image.
5.1.1.2

Semi-Dense Methods

The state-of-art Large-Scale Direct (LSD)-SLAM solution for omnidirectional cameras was
proposed Caruso, Engel, and Cremers [22] in 2015. In their paper, they exploited the semidense depth map estimation approach for VO developed in [40]. The main method consisted
in maintaining a Gaussian probability distribution of the semi-dense inverse distances on
each keyframe of the model. Simply put, an inverse distance to a 3D point p is defined as:
d = kpk2 1 with respect to its camera frame. New poses were computed using direct image
alignment (in the Lukas-Kanade fashion [111]) so that the di↵erence of pixel intensities
between frames is minimized. The relative pose of a newly observed frame was tracked
against a reference frame (closest neighbor keyframe) by iteratively minimizing the Huber
loss function [73] of the residuals average among reference and candidate projected pixels
whose gradient values were above a certain threshold. A tracked frame became a keyframe
when it was inserted in the map (a graph system) according to some tolerance in relative
pose change between keyframes. In order to minimize the drift on the visual odometry, a
pose graph optimization of the model’s keyframes was continuously running in a background
thread. An example reconstruction from a sequence and an overview of the LSD-SLAM
pipeline are given in Fig. 5.1.
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(b) Reconstruction from fisheye images

Figure 5.1: LSD-SLAM for omnidirectional cameras. These figures belong to [22].
5.1.1.3

Dense Methods

Arican and Frossard [6] were the first to attempt a dense 3D reconstruction of indoor environments based on disparity maps acquired from two omnidirectional views. This procedure
was described in more detail in [5], where graph cuts were employed as an optimization
search of the pixel-wise energy for matching. Using graph cuts for dense correspondence
search in omnidirectional images was originally proposed by Fleck et al. [47] in 2005. Pagani
and Stricker [140] also proposed algorithms for the unavoidable estimation errors of Visual
SLAM from panoramic images in urban environments. In 2007, Lhuillier [103, 102] proposed
a fully automatic method for sfm using a catadioptric ODVS. He designed bundle adjustment
algorithms for both central and non-central models (even for totally uncalibrated cameras
later in 2013 [104]). This method was generalized in [124] for “sparse” tracking in real-time,
as well. The same approach was taken by Yu and Lhuillier [183] for the modeling of larger
sequences. For a hand-held catadioptric ODVS traversing an urban scene, Fig. 5.2 shows a
model generated by 3D Delaunay triangulation across the “sparse” point cloud registered to
the trajectory.
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Figure 5.2: 3D model from omnidirectional images of a city walk demonstrated in [104]
Finally, impressive results for dense omnidirectional SLAM was given by Schönbein and
Geiger [153], but in this case via an omnistereo rig calibrated with their quasi-central calibration method. In fact, this work is the most related to ours as for the use of a catadioptric
SOS. There, VO was estimated by tracking FAST features [149] that got triangulated as 3D
points. In a RANSAC PnP fashion, the 3D points from the previous frame at tk

1

were

reprojected onto the current frame at time tk , so the relative pose could be obtained as
a reprojection error minimization problem. On the other hand and as the reason why we
have considered this method as dense, concerns the 3D model reconstruction, where a stereo
matching algorithm employed Markov random fields (MRF) for generating virtual omnidirectional views of hypothesized slanted planes. A comparison of stereo matching methods and
the reconstructed point clouds are shown for a mostly-planar scene in Fig. 5.3a and Fig. 5.3b.
The authors used a Velodyne 3D laser scanner for precise ground truth depth measurements.
In addition, a high-precision GPS/IMU was employed for ground truth motion of the vehicle
(Fig. 5.3c).
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(c) Horizontal SOS rig

Figure 5.3: Examples: (a,b) Comparison of depth images and 3D reconstruction for the
same scene for the same scene using baseline algorithms given in [153]; (c) The catadioptric
SOS consisting of a pair of hyperbolic omnidirectional cameras horizontally aligned on top
of AnnieWAY [153].

5.2

Motivation for VO with a Single-Camera SOS

Using a single camera has the main drawback of the unknown absolute scale factor for the solution in the scene. On the other hand, the scale problem can be solved by rigidly combining
various cameras at the cost of price, energy, size, weight, computer I/O ports, and hardware
synchronization issues. VO estimation on a small robot requires of a portable sensor providing 3D metric information. Therefore, we conceive a single-camera Stereo Omnidirectional
System (SOS) as the essence of the VO solution presented in this work. All of the aforementioned works for omnidirectional VO indeed provide a solution to the rotational/translational
ambiguity that is present in conventional vision with narrow field-of-views. Although we are
aware of the impressive SLAM/sfm method demonstrated by Schönbein and Geiger [153],
their omnistereo rig consisted of two independent hyper-catadioptric cameras horizontally
arranged with an SOS projection model entirely di↵erent to ours. In fact, the calibration
of such system was performed in a decoupled manner (according to [154]). In Chapter 4,
we created GUMS, as a “coupled” calibration solution to SOSes. Our problem is di↵erent
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because we are instead employing a single-camera SOS in a vertical configuration, whose
properties were discussed in Chapter 3. Recall that the resolution of the views di↵er extremely due to the folded arrangement of the mirrors. No real application to this kind of
system had been demonstrated until now.
Depending on the situation, the choice of a wide field-of-view (FOV) camera for visual
odometry can have advantages over the narrow viewing angle solutions, as it was observed
by Zhang et al. [188]. However, they only employed monocular sensors without 3D metric
scale information for their comparisons concluding that the trade-o↵ in pixel resolution for
a wider FOV a↵ects the VO accuracy in open outdoors spaces. Our work is di↵erent by
employing the single-camera SOS described in Section 3.4 capable of providing 3D metric
information, so we study its practical advantages. We emphasize in showing its robust
operation under dynamic environments, and some exceptional circumstances that robotics
navigation encounters under weakly illuminated or poorly textured areas.
As reviewed in Section 6.1.1.1, two kinds of VO methods exist: feature-based [33, 89] and
direct [135, 43, 39, 49]. The majority of conventional approaches are based on sparse featurebased extraction and matching, so correspondences from each image undergo RANSAC to
obtain an initial SE(3) pose that is refined further via non-linear optimization methods. The
valid point correspondences are ultimately triangulated and preserved as 3D landmarks,
which are maintained and further matched with subsequent images. On the other hand,
direct methods proceed to find a SE(3) solution for the warp function of the images so
that the overall brightness between them is minimized under the Lucas-Kanade brightness
constancy assumption [111, 9]. Besides their well-understood similarities and di↵erences,
both approaches usually make assumptions about operating in mostly-static environments
and that the observed scene is discriminative enough. However, when confronted by weakly
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textured, dynamic, partially occluded, or poorly illuminated environments, real challenges
arise [191]. We have chosen to employ the ubiquitous feature-based method due to its versatile compatibility with di↵erent types of cameras, plus the ample availability of standard
software libraries that guarantee the abstraction and portability of our VO implementation
(Section 5.3). Our purpose is not to design a SLAM framework since plenty of alternatives
exist already (i.e., [135, 39, 126]). Instead, our goal is to show the potential of the proposed single-camera SOS and projection model (Section 4.3) as a viable alternative to more
traditional low-cost sensors such as the popular RGB-D device. The application of omnidirectional vision for robotic navigation has been discussed in previous works (Section 5.1),
but this has not been demonstrated until now for a single-camera SOS. We believe to be the
first to provide such concrete findings (Section 5.5) using both real and synthetic datasets
created along this investigation and that we release publicly1 .

5.3

Tracking Algorithm for the Single-Camera SOS

This chapter intends to demonstrate the general VO robustness of our single-camera SOS
in comparison with an RGB-D sensor under the same camera tracking framework. We
implemented a frame-to-frame pose estimation algorithm with a deterministic termination
criterion. Since we did not make any motion assumptions (i.e., dominant direction and
speed), all frames were considered for evaluation according to Section 5.6.
Each frame [Ct ] was tracked with respect to its reference keyframe [K] created under the
heuristics of exceeding a 1 cm change in translation or 1° in the relative rotation angle, and if
and only if the number of tracking correspondences of the candidate frame was at least 10%
of the cumulative moving average for the number of keypoints tracked against the keyframe.
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Figure 5.4: Example of point correspondences among top-to-bottom panoramic views for
three consecutive times. The top-to-bottom 2D correspondences are then triangulated as 3D
points (Section 3.5.3) for the tracking algorithm of a single-camera SOS.

Figure 5.5: Example of panoramic initial set of 2D point correspondences at iteration s0
before RANSAC for the top views among moving frames.
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Figure 5.6: Example of panoramic initial set of 2D point correspondences after sr RANSAC
iterations for the top views among moving frames.
The geometric pose estimation of the sensor was performed by a noncentral 3D-to-2D
Perspective from n Points solution (PnP), which requires a minimum of three feature-pair
correspondences to model an SE3 pose hypothesis

[K]
[Ct ]

T̃ as shown in Fig. 5.7. The model-

independent projection metric employed according to the OpenGV framework created by
Kneip and Furgale [91] was the angle ✓vp computed between the pair of correspondences
([C ] v̂i , [C ] p̂i ) related to the back-projective and forward-projective bearing vectors, respect

t

tively. The 2D correspondence at the keyframe is associated to a 3D point
transformed onto the current frame coordinates by

[Ct ]

pi

[K]
[Ct ]

T

1 [K]

[K]

pi that gets

pi . The error score ei

for each feature match was computed based on their reprojection angles cosine function,
cos (✓vp )i = hv̂i , p̂i i, as:
ei := 1.0

ei 2 [0, 2]

cos (✓vp )i ,

(5.1)

The reprojection angle threshold for our RANSAC model fitting was set to 1° in our experiments. The cost of a hypothesis fitting is the sum of the bearing angle errors (5.1) for each
sampling iteration at sj , such that
e(sj ) =

X
i

(sj )

ei

(5.2)
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Figure 5.7: Illustration of the registration error for a 3D point PWi due to a noncentral
absolute pose [K]
[C ] T̃ between SOS frames via GUMS. The error is considered with respect to
the current tracking frame [Ct ] as the angle ✓k formed between the back-projecting vector
1
1 [K]
(C )
(C )
(K)
[C]
[M ]
[M ]
v̂i t and the forward projecting vector [M ] pi t
· [C ] T̃ · [C]
pi , for
[M ] T
[M ] T ·
k 2 {t, b} indicating the top and bottom mirrors, respectively.
t

k

k

k

k

t

k
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Without the need for bootstrapping, we assume the existence of a set P of metric 3D
points that could be registered into the global world frame coordinates, [W], conveniently
set at the initial sensor’s frame, [C0 ], also acting as the first keyframe. For a camera frame
[Ct ] at a given time step t > 1, a set of 2D keypoints DIt was detected on the image It

to be initially matched against all the keypoints in set DK pertaining the keyframe, [K].
Note that for the SOS, we did the feature extraction on the panoramic images instead.
We used the OpenCV2 implementation of ”Good Features to Track” [156] for detecting up
to 1000 corners via the minimal eigenvalue gradient matrix method, which provided a good
number of keypoints (bucketed at every 10° for the panoramic images). These keypoints were
consequently described as ORB (Oriented Robust Binary) features [150] due to its relative
speed and empirical performance for feature description generation and matching on the
(s )

panoramic images (Fig. 5.14). This initial set of feature matches, Mf 2f0 , was further refined
via Kneip’s Non-Perspective-three-Point (NP3P) algorithm [92] in a RANSAC fashion. An
(s )

example of the initial set Mf 2f0 of correspondences for the top view is shown in Fig. 5.5.
(s )

The final set of inlier correspondences, Mf 2fr after some r iterations from RANSAC is shown
(s )

in Fig. 5.6. The set Mf 2fr was used to solve for a final pose

[K]
[Ct ]

T⇤ in a local non-linear

optimization with the objective of minimizing the sum of the bearing vector angle errors
(5.1) via the Levenberg-Marquardt algorithm employed in OpenGV. Given the keyframe’s
absolute pose

[W]
[K]

T with respect to the world frame [W], the pose of a tracking frame was

ultimately transformed into the world by

[W]
[Ct ]

T

[W]
[K]

T · [K]
[C ] T.
t

The VO algorithm described above was implemented for both sensors. The RGB-D sensor
obeyed the pinhole camera model. The SOS, however, was modelled by the Generalized
Unified Model for Stereo (GUMS) proposed in [79], so we could deploy a “noncentral”
2

http://opencv.org
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absolute pose adapter according to OpenGV’s design pattern. In this sense, we had two
viewpoints in the camera system established via the fixed rigid transform

[C]
[Mk ]

T, which was

obtained during the GUMS coupled-calibration procedure for the top and bottom mirrors
identified by subscript k 2 {top, bot}, respectively. The 3D points in each SOS frame were
obtained statically via triangulation of keypoint correspondences between the top and bottom
panoramas from a calibrated GUMS as exemplified in Fig. 5.4. However, due to the di↵erence
in spatial resolution of the two views the single-camera SOS captures instantaneously, the
motion tracking method is performed in a frame-to-frame fashion between views of the same
resolution, but combined in a single 3D-to-2D projection process as a non-central system. In
other words, GUMS allowed us to map any keypoint located at
⌅k into its back-projecting vector

[Mk ]

[⌅k ]

mi on panoramic image

v̂i with respect to the current frame’s viewpoint [Mk ].

Fig. 5.7 illustrates the noncentral configuration and the reprojection error angles, ✓k , due to
an estimated pose

[K]
[C]

T̃ out of a set of 3D-to-2D point correspondences.

The tracking termination criterion was ⌧P 3P = 3, indicating the minimum number of
unique keypoint features needed for the generation of a SE3 pose via P3P. As opposed to
other full-fledged SLAM / SfM frameworks, such as PTAM[89] and ORB-SLAM[126] that
keep on ignoring the lost tracker until another thread relocalizes the system out of newly
arriving images, we instead terminated the VO immediately when the tracking was lost.
This unforgiving termination criterion allowed us to measure each sensor’s susceptibility to
feature quantity information that we analyze in Section 5.6.1.
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Figure 5.8: A few frames at time-stamp t from the first sequence of the synthetic dataset
employing the single-camera hyperbolic SOS on top of MAV. We show the omnidirectional
image above the associated external view of the pose used to capture it.

5.4

Datasets

We generated (synthetic) and captured (real) our own datasets1 for both the RGB-D camera
and the hyperbolic SOS designed in Section 3.4, so they could be evaluated with the criteria
given in Section 5.6. For the synthetic datasets, we rendered photo-realistic scenes with the
open-source raytracer POV-Ray3 . We used similar motion sequences as with the ICL-NUIM
dataset[62] that belonged to a real moving camera. Each office sequence has approximately
1000 frames. For example, Fig. 5.8 shows a few frames at several time-stamps, t, from the
first office sequence rendered using the hyperbolic SOS proposed in Section 3.4.
For real experiments, we collected ground-truth data indoors within a volume of 6 m ⇥
3 m⇥2 m using our VICON mocap system. We rigidly attached the single-camera hyperbolic
3

http://www.povray.org
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SOS (prototype shown in Fig. 1.1b) next to the “RGB-D” baseline sensor. The SOS described
in Section 3.4 employed a Pointgrey Blackfly USB3 camera capturing 1920 ⇥ 1200 pixels
images (global shutter) at 30 FPS. Each stereo panoramic image measured 1412 ⇥ 140 pixels
as the example given in Fig. 5.14. In our setting, the RGB-D camera ran at 30 FPS with VGA
resolution (640⇥480 pixels). Each sensor operated independently, but via the recorded timestamps, we associated the images and the respective VICON poses of the two rigs. In order to
link the observable ground-truth frame of the rig and the sensor’s camera frame, the necessary
hand-eye transformations were estimated separately. The SOS hand-eye transformation was
obtained during the GUMS calibration process, and the RGB-D sensor also used a calibration
pattern to approximate its hand-eye transformation. When ground-truth data is available,
the poses are given in the TUM-format4 , each line containing the time stamp and the pose
in the following order
[time stamp, tx , ty , tz , qx , qy , qz , qw ],
where the normalized rotation quaternion obeys: qw + qx î + qy ĵ + qz k̂ and kq̂k = 1.
We grouped the real-life sequences according to aspects they were meant to address.
The conventional sequences were choreographed for traditional trajectories (e.g. spinning
in-place, walking around a square path, up-and-down, and some free-style motion). A larger
indoors trajectory was also recorded, where we went in/out of the mocap room into a hallway
(⇡ 50 m long), but for this sequence the ground-truth information only exists for the minority
of the path. In addition, we captured sequences for various special conditions (e.g., moving
into a low-textured surface: blank wall or darker room), whose results are discussed in
Section 5.6.1. Last, we experimented with static sensors using the identity transformation
as their ground-truth pose for some variations of dynamic environments (people moving).
4

https://vision.in.tum.de/data/datasets/rgbd-dataset/file_formats
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Experiments

For all our experiments, we kept consistent settings as stated in the implementation description (Section 5.3). We also limited the Euclidean distance of 3D point measurements according to our theoretical SOS capabilities: between 0.25 m and 20 m (for disparities greater
than 1 pixel). The range for the ASUS Xtion PRO LIVE used in the real experiments is
between 0.8 m and 3.5 m as specified by the manufacturer, but it helped to increase it to
up to 7 m in order to be compared with the SOS. The SOS was calibrated via a numerical
method that approximated the GUMS through the reduction of projection error of control
points as proposed in [79]. As visualized in Fig. 4.16, for the 100 mm-cell calibration chessboard located at ⇡ 1.5 m, we obtained: a mean projection error of 1.5 ± 1 pixels, and a 3D
triangulation accuracy of 0.018 ± 0.007 m based on the ground-truth information obtained
via our motion capture system. On the other hand, for the RGB-D sensor, we directly used
the factory-default settings for the depth-registered images without additional rectification.

5.6

Quantitative Evaluation Criteria for VO

The relative pose error (RPE) [160, 54] and the absolute trajectory error (ATE) [160, 63] are
common evaluation metrics for VO algorithms, where the pose can be computed without the
scale ambiguity that our omnistereo system provides a solution for. We have noticed in [77]
that ATE has a bias toward shorter path lengths. ATE tends to decrease as the examined
path length decreases. RPE does not have this bias, so it is capable to measure the drift
more indicatively. Therefore, we will also measure the path length successfully tracked, but
in terms of number of frames.
Here, we only describe how RPE is quantified for evaluation. Given a sequence of N poses
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RPE (Translation)

RPE (Rotation)
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Figure 5.9: RPE for some sequences moving in a conventional fashion. In these cases,
the performance of both sensors is comparable.
as the transformation matrices from the estimated trajectory P1 , . . . , PN and that from the
ground truth trajectory Q1 , . . . , QN , the relative poses between a pair of images (i, j) can be
obtained as Pij = Pi 1 Pj and Qij = Qi 1 Qj for the estimated and ground truth trajectories,
respectively. We computed two types of error metrics between the pair of images (i, j) as
follows:
RPE rotation error: For the error in the rotation component, we first obtain the
di↵erence between the rotation matrices as

Rij = fR (Qij )T fR (Pij ), where fR (·) is a function

that simply extracts the rotation matrix out of the transformation matrix. We then compute
the rotation error as the angle of

✓

Rij

Rij :

= arccos

✓

(Tr ( Rij )
2

1)

◆

.

(5.3)

RPE translation error: The error in the translation component is simply the L2 norm
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between the translation vectors:
tij = kft (Qij )T ft (Pij )k,

(5.4)

where ft (·) extracts the translation vector out of the transformation matrix.
For each sequence, we computed the RPE for a set of 8 uniformly-divided path lengths
as suggested in [54]. However, we set the longest path length to be an arbitrary ratio rl =

1
3

of the sequence’s entire path length. We sampled the 8 path length segments at each frame
in the trajectory. The plots in Fig. 5.9 and Fig. 5.12 demonstrate the accuracy measured
via these RPE criteria for the corresponding real-life sequences under analysis. We also
computed the average of the rotation and translation RPE components out of the existing
sampled errors in order to provide an overall accuracy metric for each experiment (Tables 5.2
and 5.1). In some cases, regardless of RPE, it was important to notice the total path length in
terms of number of frames successfully tracked as an indicative of tracking loss. We expressed
this metric within square brackets in the plots’ legends. This simple quantitative metric was
useful (in addition to the visual inspection of the estimated trajectory) because we cannot
compute the RPE or ATE metrics when no ground-truth information exists. Since each
experiment was non-numerically repeatable due to the use of RANSAC in the VO algorithm,
we ran three trials and averaged their respective results for evaluation. Because noise in a
real sensor is unavoidable, we validated the implementation of our simple 3D-to-2D P3Pbased camera tracking approach outlined in Section 5.3 by evaluating the pose estimation
accuracy of the synthetic office sequences (Section 5.4). In Fig. 5.10, we can observe that
the estimated 3D trajectories of the synthetic sequences follow their ground-truth trajectory
very closely. Using the first sequence as an example, for the simulated SOS, the overall RPE
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(a) SOS trajectories.
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(b) RGB-D trajectories.

Figure 5.10: Estimated 3D trajectories of the SOS and the RGB-D camera in a synthetic
environment (office-0 sequence) of 1508 frames. We plotted the three estimated trials used
to compute their overall RPE.
was 0.031 ± 0.013 m in translation and 0.82 ± 0.36° in rotation. For the simulated RGB-D
camera, its overall RPE was 0.137 ± 0.093 m in translation and 3.43 ± 2.54° in rotation. For
the real-life conventional sequences, a similar performance pattern can be appreciated in
Fig. 5.9 and Table 5.1 although the RGB-D sensor appears to have a slightly-higher RPE in
the majority of these sequences. In what follows, we present a series of issues that we believe
are critical in real-life robotic autonomous navigation.

5.6.1

Feature-based Special Issues

It is evident that occlusions and the lack of distinguishable points in the scene are a problem
for all feature-based VO methods. A very probable situation arises when the perception
device gets too close to a surface covered by ambiguous patterns or not presenting recognizable corners for detection as illustrated in Fig. 5.11. The SE3 tracking process in a
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(a) Into a wall.
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(b) Into the dark.

Figure 5.11: Illustrating the higher vulnerability that the RGB-D camera (top) has due to
the lack of features to track in the scene. The associated omnidirectional images (bottom)
have a higher probability to detect features under these special circumstances. Data with
these issues are provided in the sequences from the special group of the dataset.
complete SLAM framework would usually get lost when this happens and try to re-localize
the new frames. As with any omnidirectional camera, our SOS is less likely to be a↵ected
by the low presence of features in the environment due to its wider field of view of the scene
[101]. The feature-availability likelihoods of the sensors depend mainly on their vertical and
horizontal FOV angles, ↵V and ↵H , respectively. Therefore, the larger the total FOV gets,
the higher the likelihood of satisfying the critical region threshold, ⌧P 3P , becomes. Since
(↵V ↵H )SOS

(↵V ↵H )RGB

D,

we believe that all omnistereo images in our dataset are ca-

pable of satisfying the minimum number of keypoints, ⌧P 3P . Experimentally, we showed
this can be a problem for the RGB-D sensor due to its short range and FOV limitations.
In Fig. 5.12, the performance of the SOS is demonstrated under these intentional setups.
Similarly, Table 5.1 defends our claim of a lower overall RPE average for the SOS in all
these special cases. We must emphasize that the number of frames used for evaluating the
RGB-D camera was always much fewer than the number of frames assessed for the SOS.
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Table 5.1: Average absolute trajectory error (ATE) and relative pose error (RPE, normalized) for the moving experiments.
Sequence

RPE (Translation) [%]
SOS
RGB-D

RPE (Rotation) [°/m]
SOS
RGB-D

Square Small
Square Smooth
Spinning
Vertical
Free Style
Hallway

0.12 ± 0.05
0.12 ± 0.06
0.30 ± 0.11
0.04 ± 0.02
0.14 ± 0.05
0.95 ± 0.58

0.70 ± 0.23
0.14 ± 0.11
0.35 ± 0.08
0.14 ± 0.06
0.41 ± 0.14
0.81 ± 0.56

25.94 ± 8.18
20.51 ± 8.54
42.60 ± 19.59
19.86 ± 5.31
31.34 ± 13.57
262.53 ± 546.43

41.76 ± 78.21
13.92 ± 7.89
68.30 ± 80.08
39.06 ± 16.12
45.75 ± 54.99
391.20 ± 763.28

Into
Into
Into
Into
Into
Into

0.13 ± 0.04
0.09 ± 0.03
0.09 ± 0.04
0.28 ± 0.08
0.06 ± 0.03
0.13 ± 0.06

0.22 ± 0.08
0.19 ± 0.09
0.18 ± 0.09
0.22 ± 0.11
0.53 ± 0.24
0.73 ± 0.23

37.70 ± 11.00
37.21 ± 10.64
36.02 ± 9.61
35.45 ± 14.35
16.87 ± 6.31
14.92 ± 6.07

130.41 ± 79.68
165.29 ± 106.22
115.06 ± 79.37
136.35 ± 123.50
213.43 ± 218.62
141.20 ± 177.83

6.70 ±
6.72 ±
5.83 ±
6.39 ±
4.54 ±
5.50 ±

Slow Dynamic
Fast Dynamic

0.02 ± 0.01
0.03 ± 0.01

0.24 ± 0.15
0.17 ± 0.07

25.42 ± 9.65
23.31 ± 13.51

483.48 ± 808.29
129.47 ± 104.12

Office-0
Office-1
Office-2
Office-3

0.03 ± 0.01
0.02 ± 0.01
0.04 ± 0.02
0.03 ± 0.02

0.12 ± 0.06
0.13 ± 0.06
0.16 ± 0.06
0.05 ± 0.03

Wall - Regular
Wall - Slow
Wall - Fast
Wall - Curvy
Dark - Straight
Dark - Turning

4.56 ±
3.13 ±
3.23 ±
3.57 ±

2.24
1.49
1.60
2.12

14.45 ± 8.91
17.19 ± 16.08
8.93 ± 4.97
7.89 ± 7.14

3.46 ± 2.76
3.29 ± 1.97
8.64 ± 4.78
8.68 ± 3.55
9.65 ± 5.21
10.14 ± 18.98

Frames [#]
SOS
RGB-D

22.37 ± 45.52
4.11 ± 2.51
27.08 ± 36.18
8.76 ± 6.05
14.53 ± 20.35
8.54 ± 12.61

619
1325
770
459
611
5636

619
1325
770
459
611
5636

1.86
1.99
1.91
2.82
1.99
2.36

57.27 ± 42.25
76.63 ± 65.46
47.08 ± 36.90
77.65 ± 81.61
19.38 ± 14.02
32.95 ± 37.47

1041
1400
896
838
998
1260

315
391
251
309
554
1260

7.53 ± 3.87
6.60 ± 3.75

84.34 ±153.37
21.79 ± 18.26

390
518

278
518

1508
965
880
1240

1508
965
880
1240

0.83 ±
0.71 ±
0.75 ±
0.68 ±

0.49
0.37
0.43
0.40

3.16 ±
5.99 ±
2.58 ±
2.98 ±

2.24
3.74
1.37
2.22

RPE (Translation)

RPE (Rotation)

Synth. Dyn.

Conventional

ATE [m]
RGB-D

Special

SOS

Figure 5.12: RPE results of visual odometry estimation for some special sequences moving
into poorly textured scenes, i.e., surface lacking features or too dark to find them. The value
inside the brackets specify the number of frames that were successfully tracked before getting
lost due to the lack of point features needed to solve PnP according to Section 5.3.
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(a) Around the GCT clock.
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(b) Taking the GCT stairs.

Figure 5.13: Estimated 3D trajectory of the SOS in real-life environments: (a) walk around
the clock in GCT; and (b) taking the stairs down and back up to the main lobby at GCT.
Note: these trajectories are not fit to the ground plane.

5.6.2

Dynamic Environment Issues

The work by Xiong, Chen, and Zhang [175] motivated us to investigate further the capabilities of our catadioptric SOS in dynamic environments. Their work actually intended to
detect moving objects, and not the system’s egomotion. The undesirable pose estimation issues caused by dynamic features on the ground can be alleviated when the camera is directed
at the ceiling. This arrangement was taken for a fish-eye camera in [50] in order to study the
influence of severe occlusions upon feature landmarks, whose likelihoods were determined
via hierarchical data association methods. However, our SOS configuration was optimized
to focus the view around the equator region of the rig (Section 3.4), so e↵ect of dynamic
features and occlusions is unavoidable. More recent research has combined a multitude of
camera views to improve the VO’s resiliency in dynamic environments, as what is attempted
with the Collaborative Visual SLAM by Zou and Tan [191]. In our study, we elaborated
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various cases to measure the accuracy of the sensor’s pose estimation (VO) when operating
in a dynamic environment. We arbitrarily measured the e↵ect of the proximity to the sensor
as well as the density of moving subjects for the corresponding dynamic sequences collected
in our dataset (Section 5.4). It is expected that the VO of any camera is more susceptible to
error in scenes with a higher dynamic density, so we contrasted this e↵ect by arranging the
number of people in the view as well as controlling the distance to the sensors: about 1 m,
2 m, and 3 m away for a duration of ⇡ 25 s. We also collected data under an uncontrolled
setup, i.e., free-style and in public. Table 5.2 contains the resulting mean and standard
deviation values for the translation and rotation components of the RPE computed for every
tracked frame with the rig kept static. Here, we noticed that the SOS was less susceptible
to the dynamic outliers due to the increased likelihood for sampling static features captured
by its wider FOV. As expected, if the density of dynamic objects increases, we can see that
both sensors are comparably a↵ected. Due to perspective projection, the e↵ect of the distance to the camera is the change in the image area occupied by the dynamic objects. In
fact, when moving the rigs in a dynamic scene as detailed in the last two rows of Table
5.1, the RGB-D sensor was more a↵ected when the dynamic objects moved relatively slower
than the camera’s true speed because feature outliers were tracked with higher confidence
levels among frames. In Fig. 5.14d, we show an erroneous tracking instance for which the
RGB-D camera got lost around the initial frames of this sequence after a person passed by
too close in-front of it. Although the camera was moving this time, this issue also relates
to the results for the static rigs with moving people at di↵erent ranges given in Table 5.2.
The public case took place in Grand Central Terminal (GCT) in New York City. In this
highly dynamic environment filled by both natural and artificial lighting, we were able to
test the qualitative performance of the VO for our system when taking a couple of walks,
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(a) SOS frame successfully tracked at time t (top panoramic images).

(b) RGB-D ok

(c) SOS frame successfully tracked at time t + 1 (top panoramic images).

(d) RGB-D lost

Figure 5.14: Example from the stairs sequence at GCT: the single-camera SOS succeeded
while the RGB-D sensor failed due to the busy highly dynamic scene. The dotted boxes in
the panoramas corresponds to the view in common with the RGB-D camera. Matching
keypoints are indicated by thin color lines across images.
whose estimated trajectories are visualized in Fig. 5.13. The related video is available at
https://youtu.be/c5tyHqEkKQA, where we can see the inconspicuous drift when returning
to the starting points, and we can witness how the RGB-D camera gets lost when taking
the stairs. Indeed, for the walk around the GCT clock, both sensors appeared to perform
equivalently, but we had intentionally assisted the RGB-D camera’s sensing range by directing toward the information booth underneath the clock, where mostly static features existed
during this experiment. The related issue due to lack of trackable features for the RGB-D
sensor was presented and discussed in Section 5.6.1. Notice that we could not assume that
only the foreground was dynamic and that the background was mostly static because both
were dynamic. In fact, this dual e↵ect was more pronounced for the SOS, but the RGB-D
sensor was mainly a↵ected by the dynamic foreground due to its shorter perception range.
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Table 5.2: Static rigs in dynamic environments

5.7

Prox
[m]

Peop
[#]

Translation Error [m]
SOS
RGB-D

Rotation Error [°]
SOS
RGB-D

1
1
1
2
2
2
3
3
3

1
2
4
1
2
4
1
2
4

0.021 ± 0.008
0.021 ± 0.006
0.047 ± 0.017
0.015 ± 0.005
0.017 ± 0.007
0.030 ± 0.008
0.013 ± 0.004
0.022 ± 0.005
0.028 ± 0.007

0.279 ± 0.207
0.600 ± 0.348
1.614 ± 0.768
0.586 ± 0.330
1.049 ± 0.404
2.247 ± 0.982
1.029 ± 0.632
1.728 ± 0.598
1.854 ± 0.681

0.310 ± 0.120
0.380 ± 0.080
0.610 ± 0.240
0.230 ± 0.070
0.250 ± 0.120
0.570 ± 0.270
0.140 ± 0.040
0.340 ± 0.090
0.460 ± 0.110

5.230 ± 3.160
8.720 ± 6.000
21.320 ± 10.820
7.940 ± 4.220
17.300 ± 9.310
13.400 ± 6.370
11.940 ± 8.900
24.240 ± 13.100
13.710 ± 12.780

Var
Var

2
Var

0.049 ± 0.021
0.374 ± 0.193

0.481 ± 0.260
4.487 ± 1.261

0.900 ± 0.310
5.630 ± 3.600

17.980 ± 10.900
39.390 ± 11.120

Discussion

We presented the application of a single-camera stereo omnidirectional system (SOS) for
egomotion. We are aware of stereo vision drawbacks such as the fixed baseline not being
able to accommodate to the varying distances of objects (i.e. features) under di↵erent circumstances. Our SOS has a fixed baseline, which is comparable to that of a traditional
RGB-D sensor, so we directly compared it against. We performed experiments indoors
within the practical sensing ranges of both devices where point features were observable.
For a 6-degree-of-freedom visual odometry (VO), we evaluated the relative pose error with
the motion sequences in the datasets that we have collected (with associated ground-truth
poses where possible). We have made our datasets (Section 5.4) and implementation publicly
available5 for the reproducibility of our findings. Our experiments showed that both sensors
are capable to achieve a comparable VO performance under conventional circumstances.
Moreover, we demonstrated the apparent advantages of the SOS under dynamic environ5

https://ubuntuslave.github.io/project/vo_sos
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ments and where the number of distinguishable features decays. Under those circumstances,
the wide-viewing angle (FOV) of the singe-camera SOS allows for the tracking of 3D features
on the 360° panoramic images with more reliability than other 3D cameras with narrower
FOV. We kept our VO implementation as consistent as possible in order to evaluate the
frame-based tracking functionality of this unique SOS against the RGB-D camera. Without
applying any graph optimization or loop-closure techniques for localization and mapping, we
concentrated in the actual VO performance of the sensors. This allowed us to plan future
solutions to mitigate difficulties such as the eminent drift of the pose estimation without
obscuring the root of the problem. Our goal was to demonstrate the egomotion capabilities
of the single-camera SOS for practical issues encountered in real-world navigation.

Chapter 6
Visual Odometry via Direct
Multichannel Tracking
6.1

Introduction

In this chapter, we take a di↵erent approach at improving the accuracy of visual odometry
(VO) using a single image from a camera. The majority of conventional approaches are
based on sparse feature extraction and matching [33, 89]: They extract sparse features from
each image, match them among images with RANSAC, and triangulate correspondences to
obtain 3D landmarks, which are further matched with the subsequent images. Recently,
direct methods that do not require sparse feature extraction have emerged [135, 43, 39, 49]:
They are based on direct image alignment that matches dense or semi-dense pixels between
images assuming intensity constancy. Although these methods demonstrated impressive
results, raw intensity values are not discriminative and matching them has difficulties in
weakly textured scenes and due to big illumination changes.
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In this chapter, we propose direct multichannel tracking, which extends the existing direct
method using a single intensity channel by using multichannel features extracted at each
pixel. We use conventional hand-crafted features such as SIFT [110] and features extracted
from convolutional neural networks (CNNs) [95, 185]. These features are computed on a
patch around each pixel and contain more context than the single pixel. Thus, they are
more discriminative than intensities and can be matched even under large image variations.
Moreover, direct methods mainly use pixels with large gradients, i.e., edges, as valid 3D
landmarks. The number of edges is limited in single-channel intensity images, thus existing
approaches have difficulties in weakly textured scenes. On the other hand, the multichannel
features can have gradients in a wider variety of regions (e.g., blob regions for SIFT, regions
that match the convolutional filter shape for CNNs), increasing the number of valid 3D
landmarks and leading to better tracking accuracy. We demonstrate these advantages of our
algorithm in experiments using several public benchmark datasets [54, 143, 63, 39, 44].

6.1.1

Related work

6.1.1.1

Visual odometry and SLAM

MonoSLAM [33] and PTAM [89] were earlier examples of real-time SLAM systems based
on the sparse feature extraction and matching. Those approaches have been sophisticated
and demonstrated state-of-the-art performance in several practical scenarios [125, 115]. Direct methods [135, 43, 49] have been proposed as an alternative to the sparse-feature-based
approaches. They do not extract features, but rather directly use raw intensity values and
minimize the photometric errors of corresponding pixels for estimating depth maps and camera poses. Newcombe et al. [135] used an entire set of pixels and implemented a real-time
camera tracking and dense depth reconstruction system on GPU. Engel et al. [43] showed
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that using semi-dense pixels that have non-negligible gradients (i.e., edges) is sufficient for
accurate camera tracking in real-time. Forster et al. [49] used patches around sparse keypoints with direct alignment to estimate an initial camera pose, which was further refined
using sparse-feature-based bundle adjustments.
Engel et al. [39] demonstrated large-scale direct SLAM (LSD-SLAM), which incorporated the semi-dense visual odometry algorithm [43] into a SLAM framework with keyframe
selection and global pose graph optimization to reconstruct large-scale 3D models. Engel et
al. [41] also extended [43] by using window-based bundle adjustment that jointly minimizes
the photometric errors in multiple consecutive images. A multi-level mapping approach to
LSD-SLAM was proposed by Greene et al. [59] such that correspondence search can take
place at coarser resolutions in order to fill up holes in the depth map and improve the tracking accuracy. Note that those extensions are orthogonal to our extension using multichannel
features: Our algorithm can be easily incorporated into the LSD-SLAM framework [39] with
global pose graph optimization and window-based bundle adjustment [41] and multi-level
mapping [59]. Hence, in this paper, we evaluate our algorithm using multichannel features
with respect to the baseline algorithm using the single-channel intensities [43].
As concurrent work, Park et al. [141] evaluated the robustness of direct camera tracking
under illumination changes with descriptor fields [31] which separate the intensity gradients
(computed via a kernel) into 4 channels based on their respective signs. They also evaluated
simple scalar local descriptors such as the gradient magnitude and the more sophisticated
census transform [184], both of which were observed to perform well for the real-world
dataset [160] evaluated upon. Alismail et al. [3, 4] presented the use of Bit-Planes as a
binary multichannel feature for direct visual odometry. The Bit-Planes feature is a simple
8-bit binary feature descriptor extracted on a small patch of 3 ⇥ 3 pixels by comparing the
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central pixel to its 8 surrounding neighbors via a boolean operator such as “>”. Their paper
mainly focused on feature description speed and lighting robustness, while our paper shows
that the use of multichannel features can improve tracking accuracy for general real-world
sequences. In fact, we also provide direct comparisons between the Bit-Planes feature and
our features.
6.1.1.2

Feature-based dense correspondences

SIFT flow [107] was a pioneering work for using multichannel features instead of intensities
to obtain dense correspondences between images. They extracted SIFT features at each pixel
from each image and used the feature distances as the data term in a discrete optimization
framework to obtain dense optical flow fields. Features extracted from convolutional neural
networks (CNNs) have been recently used in such a framework instead of the conventional
hand-crafted features for stereo [186, 185, 24, 114] and optical flow [60] problems. Those
CNNs, commonly referred to as Siamese networks, generate a high-dimensional feature vector from each image patch, and are trained such that similar image patches produce similar
features. The features are matched with each other using the L2 distance or another neural network, and the matching distances are fed into a discrete optimization framework to
obtain smooth results. Note that these existing approaches explicitly match the features by
searching for the minimum feature distance. In contrast, the tracking part of our algorithm
is based on a di↵erential method that implicitly finds the matching features based on their
gradient, which is rooted in the seminal Lucas-Kanade optical flow algorithm [112]. Moreover, to the best of our knowledge, our paper is the first attempt to use pixel-wise CNN
features for the visual odometry problem.
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Figure 6.1: Pipeline of the direct multichannel tracking algorithm.

6.2

Direct multichannel tracking

This section describes the proposed direct multichannel tracking algorithm and the multichannel features used with it. Our method is built upon the semi-dense visual odometry
algorithm [43] and implemented from the source code publicly released as a part of the
LSD-SLAM system [39]. We thus follow their notation and mainly describe our extensions
that replace the single intensity channel with multichannel features. Fig. 6.1 overviews the
enhanced “direct” tracking algorithm employing multidimensional pixels.
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6.2.1

Multichannel feature extraction

Our algorithm first extracts an N -dimensional feature F (pi ) for each pixel location pi from
the input single-channel intensity image I or 3-channel color image C. Such features are
more discriminative than the original intensity or color of the pixel alone since they are
computed on a patch around the pixel and include more context from the surrounding
pixels. In this paper, we use SIFT [110] as a conventional hand-crafted feature, in addition
to learning-based features obtained from two pre-trained CNNs [95, 185].
6.2.1.1

Dense SIFT feature

SIFT has been considered one of the most robust features under several image variations
including scale, in-plane rotation, and illumination changes. Liu et al. [107] exploited it to
compute dense optical flow fields under large image variations. We follow their approach
and obtain pixel-wise SIFT descriptors. Specifically, we adapted the code from [107] to
compute the 128-dimensional SIFT descriptors at a single scale (original image resolution)
and without computing the dominant orientation direction.
6.2.1.2

Bit-Planes Feature

Bit-Planes were first considered for direct visual odometry under poor illumination conditions
in [3, 4]. Bit-Planes are a simple binary feature descriptor with a small memory footprint
(8-bit) as it is devised to be extracted on a small patch of 3 ⇥ 3 pixels by comparing the
central pixel to its 8 surrounding neighbors via a boolean operator such as “>”. The focus
of Bit-Planes was speed and resiliance to low lighting conditions and sudden illumination
variations. However, we demonstrated experimentally that the use of more sophisticated
multichannel features, such as CNN and SIFT, can achieve better tracking accuracy than
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the Bit-Planes feature descriptor and simple color spaces such as RGB and Lab can.
6.2.1.3

CNN features

With the recent progress of deep learning, data-driven feature extraction based on CNNs are
shown to have better performance than hand-crafted ones, in both high-level (object detection, classification, etc.) and low-level (stereo matching, optical flow, etc.) computer vision
tasks. Instead of using a fixed feature transformation such as SIFT, learning-based methods
search among a large functional space of feature transformations for one that generalizes well
to di↵erent cases using a large amount of training data.
One type of CNNs, such as the above-mentioned Siamese networks [186, 185, 24, 114,
60], was designed and trained specifically for the low-level vision task of patch matching:
They take an image patch as the input in order to output a high-dimensional feature vector
suitable for matching. These CNNs follow the same design concept as SIFT, describing a
pixel on the image with its neighborhood information using a fixed-dimensional vector, i.e.,
a feature descriptor. Meanwhile, another type of CNNs, such as AlexNet [95], was designed
and trained for high-level vision tasks over a whole image. It has been shown that the
respective layers’ outputs (i.e., features) form a hierarchy, where low layers correspond to
corners and edges, middle layers to textures, and high layers to class-specific patches [187].
In particular, the low layers use convolutions over local image patches and act as a filter
bank, from which we extract low-level features.
We used two representative CNNs among those two types: the “siam” network from [185]
(which we refer to as Siamese from here on) and AlexNet [95]. We used publicly available
pre-trained weights with certain modifications to properly apply them to our problem:
Siamese feature: The original Siamese network was designed to work with single-
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channel (grayscale) image patches of 64 ⇥ 64 pixels as the input, and a 256-dimensional
feature vector as the output for each image patch. We forward propagated the 64 ⇥ 64 patch
centered around each pixel location of the input image, and then composed all the outputs
into an H ⇥ W ⇥ 256 feature map.
AlexNet feature: We used the first convolution layer “conv1” followed by a rectified
linear unit (ReLU) to obtain an H ⇥ W ⇥ 96 feature map. To make the output resolution
the same as the input resolution, we changed (1) the original input resolution of 227 ⇥ 227
pixels (for 3 color channels) to H ⇥ W , and (2) for “conv1,” changed the original stride of
4 to 1 and used zero-padding of size 5, while maintaining the kernel size of 11. Note that
these modifications do not a↵ect the learned convolution kernel weights.

6.2.2

Camera pose tracking

In the baseline single-channel algorithm [43, 39], the pose of the current image I with respect
to a reference image Iref is estimated by assuming the intensity constancy and minimizing a
photometric error between the two images. Specifically, given Iref and its inverse depth map
estimate Dref , the photometric error for V ( HW ) points is

E(⇠) =

V
X
i=1

Iref (pi )
|

I(!(pi , Dref (pi ), ⇠))
{z
}

2

,

(6.1)

:=ri (⇠)

where ⇠ is a 6-vector representing the pose of the current image I with respect to the reference
image Iref in Lie algebra se(3), and ! is the 3D projective warp function that maps the pixel
location pi in the reference image according to its inverse depth Dref (pi ) and the pose ⇠ to
the pixel location in the current image. Starting from an initial pose estimate ⇠ (0) , the pose
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⇠ is iteratively updated via the pose concatenation operator

such that

⇠ (n+1) = ⇠ (n) ⇠ (n) ,

(6.2)

where the incremental update ⇠ (n) at the nth iteration is estimated using the LevenbergMarquardt (LM) method
⇠ (n) =

A 1 JT r , with A = JT J, and J =

@r(✏ ⇠ (n) )
@✏

.

(6.3)

✏=0

Here, J is the Jacobian matrix computed for the stacked residual vector r = (r1 , . . . , rV )T
using the current pose estimate ⇠ (n) . The diagonal components of A are multiplicatively
adjusted by a 1 +

LM

factor.

In our algorithm, we assume feature constancy, instead of intensity constancy, and replace
the photometric error (6.1) with the feature-based error defined as

E(⇠) =

V
X
i=1

Fref (pi )
|

F (!(pi , Dref (pi ), ⇠))
{z
}

2

,

(6.4)

:=ri (⇠)

where F and Fref are the N -dimensional feature maps for the current and reference images,
respectively. Note that each residual ri is now an N -dimensional vector (instead of a single
value ri ), and thus we use the squared L2 norm to compute a per-pixel error. The featurebased error (6.4) can be minimized iteratively over the same equation (6.3) with the new
T

stacked residual vector r = (r1 T , . . . , rV T ) , which is N times larger than the original one. J
can be constructed by stacking N Jacobian matrices of size V ⇥ 6 computed independently
for each of the N channels. Note that the entire (N V ) ⇥ 6 matrix J is never stored, but
rather each row of the linear system is accumulated in the 6 ⇥ 6 matrix A and the 6-vector
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JT r(⇠ (n) ) on the fly. Thus this multichannel extension does not increase the memory size
requirement; the computational cost still increases N times, but the computation can be
easily parallelized.
In practice, the baseline algorithm [43, 39] evaluates the photometric error (6.1) only
on a semi-dense set of V points whose pixel projections lie within the image bounds and
whose gradient magnitudes are larger than certain threshold gth . For each of the valid pixels,
the gradient magnitude and the inverse depth variance estimate [86, 43] are used as weight
criteria, and the Huber norm is used as a robust metric under the presence of noise and
outliers [39]. In our multichannel algorithm, we compute a single gradient magnitude by
averaging over the N channels. Except for this extension and the use of the feature-based
error (6.4), our algorithm is implemented upon the same techniques as for the baseline
single-channel case.

6.2.3

Inverse depth map estimation

The baseline algorithm uses the latest keyframe selected in the SLAM framework [39] as
the reference image and maintains the inverse depth map estimate on the reference image.
Given the pose estimate of the current image with respect to the reference image, the inverse
depth map estimate is updated as follows. For each of the valid pixels (existent or newlyobserved) in the reference image, the epipolar line is computed on the current image and then
a correspondence search is performed along the epipolar line, whose search interval is limited
by the current variance estimate of the inverse depth of the reference pixel. In the single
channel case, the sum-of-squared-di↵erences (SSD) error over five equidistant neighboring
points along the epipolar line is deemed as the matching cost. Then, the inverse depth is
updated according to the best matching pixel location with sub-pixel interpolation. In our
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algorithm, we replace the SSD error between the intensities with the squared L2 norm error
between the N -dimensional features. Again, except for this extension, we use the same set
of techniques employed in the baseline single-channel implementation.

6.2.4

Feature scaling

Generally the values of the N -dimensional feature vectors can be distributed in any range
(they might be normalized to [0, 1], or they might take arbitrary real values), which is
implementation dependent. Theoretically this is not a problem, because only relative values
are important for computing the feature distances and gradients in the camera pose tracking
and inverse depth estimation. However, in practice, several parameters are set by assuming
a predetermined range of values (e.g., [0, 255] for the single intensity channel of the baseline
algorithm). In particular, we found that the gradient magnitude threshold, gth , used to
determine the set of V valid pixels and the density of the inverse depth map as a consequence,
is an influential parameter, which depends on the range of the values.
Instead of tuning such parameters for each feature, we normalized each feature with a
scale factor because our goal was to use all the default parameters set by the authors of the
baseline algorithm [43, 39] for the single intensity channel ranging between [0, 255]. Simply
normalizing the maximum feature value to become 255 did not perform well, because the
distributions of the intensity values and feature values were di↵erent and such a normalization
made the feature gradients of too many pixels close to zero. We instead used an approach
that matches the average number of the semi-dense pixels having gradient magnitudes larger
than the threshold gth between the single-channel intensity and the N -channel features. In
order to achieve fair quantitative comparisons during our experiments, we obtained a single
global scale factor for each multichannel feature (SIFT, Siamese, and AlexNet) by computing
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Dataset Name
TUM DSO [44]

# Seqs Color
50
Gray

Res.
SXGA

FPS Type (Ground Truth)
50
Real (VICON)

KITTI Odometry [54]

11

RGB ⇠WXGA 10

ICL-NUIM [63]
Tsukuba (New) [143]

8
4

RGB
RGB

VGA
VGA

30
30

Synthetic (Yes)
Synthetic (Yes)

LSD-SLAM [39]

4

Gray

VGA

50

Real (None)

Real (GPS+IMU)

Environment
In/Out-doors

Other characteristics
Hand-held motion, scene
and illumination variety.
Outdoors (roads) Fast motion, low frame rate,
long paths
Indoors
Photorealistic, short paths
Indoors
Photorealistic, single path,
quick turns, various illumination modes
In/Out-doors Hand-held motion, short
and long trajectories

Table 6.1: Datasets. The first 4 were used for quantitative evaluation. LSD-SLAM was only
used for 3D reconstruction comparison.
the average number of valid pixels across several images sampled throughout the datasets as
a preprocessing step. We refer to the scale factor obtained this way as the “default feature
scale” since it maintains the original parameters established by the authors of the baseline
algorithm [43, 39] regardless of the feature employed in the experiment.

6.3

Experiments

We implemented our algorithm by extending the publicly available source code of [39] with
the multichannel features. Note that for fair comparison, we evaluated the accuracy of
our algorithm with that of the baseline visual odometry algorithm [43] without global pose
graph optimization. However, as described in Section 6.1.1.1, our algorithm can be easily
incorporated into the SLAM framework [39].
We performed experiments on five publicly available datasets of monocular image sequences summarized in Table 6.1. We evaluated the pose estimation accuracy for our algorithm using di↵erent multichannel features, including SIFT, Siamese, and AlexNet, for
comparison against the baseline algorithm that only uses the grayscale intensity. For completeness, we also evaluated (1) the “Affine Lighting Model” for grayscale (denoted as Gray-A
here) that was described in [42] but used as implemented in the source code accompanying
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[39], and (2) the Bit-Planes feature [3, 4], both of which were designed to be robust to illumination variations. With the KITTI, ICL-NUIM, and Tsukuba datasets, we also tested
tracking under RGB and Lab color spaces, acting as trivial multichannel features.
To obtain consistent results, we removed randomness from the original LSD-SLAM implementation by (1) disabling the threading mechanisms, and (2) at bootstrapping by using
the same set of random values for all the di↵erent methods to initialize the inverse depth
map D at t = 0. As described in Section 6.2.4, we determined the default feature scales globally during a preprocessing step, and we used the same set of parameters from the original
LSD-SLAM implementation [39]. Feature scales for Bit-Planes, SIFT, Siamese, and AlexNet
were 9.77, 0.68, 347.50, and 1.23, respectively.

6.3.1

Evaluation criteria

The relative pose error (RPE) [160, 54] and the absolute trajectory error (ATE) [160, 63]
have been common evaluation metrics for visual odometry algorithms using stereo or RGB-D
cameras, where the pose can be computed without the scale ambiguity. However, due to the
inherent scale ambiguity of monocular visual odometry, these metrics cannot be directly used
here, and they require some modifications. ATE, which is based on the global registration
between the entire ground truth and estimated trajectories, is hard to assess with because of
the scale ambiguity; even if we estimate the scale with a similarity transformation between
the trajectories, there is the scale drift problem [159, 39] that is difficult to solve in pure
visual odometry algorithms without a SLAM framework. In fact, ATE has a bias toward
shorter tracking as it tends to be low if the number of tracked frames (one of our evaluation
criteria) is small. RPE does not have the bias and can also measure the drift.
Similar to the description for the RPE metric given in Section 5.6, given a sequence
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of poses (transformation matrices) from the estimated trajectory P1 , . . . , PT and given the
ground truth trajectory Q1 , . . . , QT , the relative poses between a pair of images (i, j) is
obtained as Pij = Pi 1 Pj and Qij = Qi 1 Qj . Thus, the rotation component of the RPE
is defined by expression (5.3) as the angle of

Rij . However, due to the lack of scale

information, we used a slightly modified version of RPE for the translation component.
RPE translation angle error: For the error in the translation component, we compute
the angle between the translation vectors taken by t(·) as follows:
T

✓

tij

= arccos

t(Qij ) t(Pij )
kt(Qij )kkt(Pij )k

!

,

(6.5)

which is independent of the scale ambiguity.
For each sequence, we computed these error metrics for a set of 8 uniformly-divided path
lengths as suggested in [54]. Since we used di↵erent datasets, the longest path length was
considered an arbitrary ratio rl of the entire path length. We used rl =
and ICL-NUIM, whereas rl =

1
20

1
3

for TUM DSO

for KITTI and Tsukuba. We then computed the average of

the rotation and translation angle errors normalized by their respective path lengths as the
overall errors, each of which was used to rank the feature’s pose estimation accuracy according
to the standard competition ranking (“1224”). We also ranked the features according to the
number of frames successfully tracked because di↵erent features diverge at di↵erent frames
and because some frames may not be registered with ground truth information.

6.3.2

Quantitative results

Due to space limitations, we only present a handful of experimental results that convey
the claim of improved tracking accuracy by means of direct multichannel tracking. Fig. 6.2
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Figure 6.2: RPE rotation evaluation for the first 6 sequences of the TUM DSO dataset.
In general, tracking of the single channel (“Gray”) is less accurate than the proposed multichannel features.

Feature
Gray
Gray-A
Bit-Planes
SIFT
Siamese
AlexNet

Tracked Frames Rotation Error Trans. Ang. Error
Wins Average Wins Average Wins
Average
Count Ranking Count Ranking Count
Ranking
21
2.76
3
3.58
7
3.24
21
2.60
3
3.62
4
3.40
15
3.18
3
4.40
5
4.14
20
2.82
12
3.18
6
3.72
0
5.54
10
3.72
4
4.06
37
1.74
19
2.50
24
2.44

Table 6.2: Experimental rankings for the TUM DSO dataset.
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Feature
Gray
Gray-A
Bit-Planes
SIFT
Siamese
AlexNet
RGB
Lab

Tracked Frames Rotation Error Trans. Ang. Error
Wins Average Wins Average Wins
Average
Count Ranking Count Ranking Count
Ranking
2
4.64
1
3.09
2
3.27
2
4.64
2
3.09
2
2.36
6
1.91
0
6.36
0
6.82
11
1.00
0
6.73
0
7.36
0
7.27
1
5.36
0
5.27
0
7.00
1
5.73
1
5.09
2
3.73
2
2.73
3
2.45
8
1.45
4
2.91
3
3.36

Table 6.3: Experimental rankings for the KITTI dataset.

Feature
Gray
Gray-A
Bit-Planes
SIFT
Siamese
AlexNet
RGB
Lab

Tracked Frames Rotation Error Trans. Ang. Error
Wins Average Wins Average Wins
Average
Count Ranking Count Ranking Count
Ranking
4
3.25
1
4.75
2
4.25
3
2.88
0
4.38
0
4.62
5
2.62
1
3.50
2
3.00
4
4.38
3
2.62
3
3.12
3
4.12
0
5.62
0
4.75
2
2.75
0
5.88
0
5.75
3
2.62
2
3.62
1
4.38
0
7.50
1
5.62
0
6.12

Table 6.4: Experimental rankings for the ICL-NUIM dataset.

Feature
Gray
Gray-A
Bit-Planes
SIFT
Siamese
AlexNet
RGB
Lab

Tracked Frames Rotation Error Trans. Ang. Error
Wins Average Wins Average Wins
Average
Count Ranking Count Ranking Count
Ranking
0
4.00
1
3.75
0
4.00
0
4.25
0
6.25
0
4.25
0
3.00
3
2.00
1
4.25
3
2.00
0
5.00
0
6.00
0
6.75
0
5.25
0
6.75
0
5.75
0
6.50
2
3.25
1
4.00
0
3.50
1
3.00
1
5.75
0
3.75
0
4.50

Table 6.5: Experimental rankings for the Tsukuba dataset.
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Feature
Average Metric
Number of Tracked Frames
h
i
RPE Rotation Error degree
meter
h
i
RPE Trans. Ang. Error degree
meter
ATE [meters]

Gray Gray-A Bit-Planes SIFT Siamese AlexNet
2336

2604

2095

2361

636

3131

7.44

7.31

13.73

8.17

8.10

6.14

18.05 16.06

38.02

21.86 20.90

12.93

0.38

0.46

0.45

0.37

0.07

0.65

Table 6.6: Overall averages among the 50 sequences from the TUM DSO dataset.
shows the average rotation error plots for the first 6 sequences of the TUM DSO dataset.
The brackets in the legends specify the number of frames that were successfully tracked.
All missing plots – including translation angle evaluations – are given in the supplementary
materials1 for our corresponding publication [77].
Tables 6.2, 6.3, 6.4, and 6.5 summarize the collected global metrics for each dataset
in terms of ranking. We counted the number of winning instances (first place rankings),
and we also computed the ranking averages for every ranking criteria (number of tracked
frames and pose estimation error metrics) of each participating feature across all sequences
in that given dataset. All sequence-wise average errors associated with these rankings are
included in the supplementary materials. Since TUM DSO is the largest dataset we evaluated
upon, Table 6.6 contains its overall averages due to number of tracked frames and RPE’s
normalized components, where the accuracy trend of the proposed multichannel features
can be verified. From these plots and tables, it is clear that the dense SIFT feature can
succesfully track long trajectories. On the other hand, AlexNet and Siamese features are
capable of improving the pose estimation accuracy over the baseline method. In particular,
the AlexNet feature was a clear winner for the TUM DSO dataset, achieving smaller errors
and tracking larger numbers of frames (fewer tracking failures) on average when compared
1

https://ubuntuslave.github.io/files/DMT/DMT-supplementary-3DV2017.pdf
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against the others. Nevertheless, the compared Bit-Planes have a tendency toward accurate
tracking under challenging illumination conditions as confirmed by the experiments under the
Tsukuba dataset (Table 6.5) although we see that AlexNet and RGB seem better according
to the translation angle RPE metric. Interestingly, the Siamese feature (trained specifically
for low-level patch matching) did not perform better than the AlexNet feature (trained for
a high-level classification task). A possible explanation is that the receptive field of the
Siamese network (64 ⇥ 64 pixels) was too large for the tracking task due to occlusions and
non-fronto-parallel planes compared to that of AlexNet (11 ⇥ 11 pixels). The need for small
neighborhood descriptors was also noticed in [3]. For the ICL-NUIM dataset (Table 6.4),
the SIFT feature performed the best in terms of accuracy, but the Bit-Planes and baseline
methods performed equally well. This is because the ICL-NUIM dataset is synthetic and
the intensity constancy holds throughout the sequences. Although the evaluation rankings
for the KITTI dataset (Table 6.3) seem inconclusive, we must notice that these sequences do
not satisfy the motion continuity required for direct tracking due to the low camera rate and
high vehicle speeds. Our experiments agreed that although the basic color spaces (RGB and
Lab) could be more discriminative than the grayscale channel, they do not contribute much
to tracking accuracy, because their support is still a single pixel, not a local image patch as
it is the case for our multichannel features.
Despite the disadvantages of ATE as described above, we measured ATE as the average
frame distance after aligning trajectories with the best 7-degree-of-freedom transformation
(scale, rotation, and translation) obtained with [170]. For example, the overall ATE averages
for TUM DSO are given in Table 6.6, and the complete results are given in the supplementary
materials [77], where we also observe a trend for our multichannel methods outperforming
grayscale. Although the Siamese feature appears to win, it registered much fewer frames,
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showing the aforementioned bias inherent in ATE.

6.3.3

Qualitative results

A qualitative advantage of employing high-dimensional features while tracking is the increased density of the reconstructed depth maps (Section 6.2.3). The figures in Section 6.3.3.3
exemplify the improved 3D reconstruction accuracy due to tracking on multichannel features
in comparison to the baseline case. Also, observe how the multichannel features produced
denser and more precise 3D point clouds in this couple of examples. We include various results obtained from the ICL-NUIM dataset as well as for the Room, Machine, and
ECCV sequences from the LSD-SLAM dataset. Even though the LSD-SLAM dataset did not
provide positional ground truth data, we considered it for qualitative comparisons due to
real-life long paths that appeared in the original LSD-SLAM manuscript [39]. The figures
in Section 6.3.3.2 contrast the depth map activation among various feature cases (reference
keyframes may not be the same). The observed trend is that the number of negative depth
points (white) is reduced for the multichannel cases.
6.3.3.1

General Notes

• We only provide qualitative results for those experiments in which the tracker surpassed
the initialization phase (5 first keyframes as specified by the baseline implementation,
LSD-SLAM).
• Visualization scales are the same for all experiments on a given sequence, and all use
the viewer’s default settings.
• The associated video https://youtu.be/WA55baA23Zs compiles several clips showing
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a side-by-side comparison between the baseline experiment (single-channel grayscale
tracking) versus the best result achieved via direct multichannel tracking (subjective
decision). We show:
Timeline position Features comparison
00:04
Gray vs. AlexNet
00:55
Gray vs. AlexNet
02:08
Gray vs. AlexNet
03:35
Gray vs. AlexNet
04:24
Gray vs. SIFT

Dataset
Sequence
LSD-SLAM
Room
LSD-SLAM
Machine
LSD-SLAM
ECCV
KITTI
No 09
ICL-NUIM Living Room No 02

• Video clips are sped-up to di↵erent arbitrary rates for easier visualization.
• Videos are not synchronized because tracking speeds di↵er for each method and there
exists scale ambiguity among the results.
Activation Depth Maps:
• Negative inverse depth is visualized in white.
• The figures in this section are examples at various times arbitrarily selected.
• For the prominent results, the entire sequence of depth maps are included with the
corresponding point cloud video clips.
3D Point Clouds:
• The camera’s path (trajectory) is visualized in green.
• The current camera frame (end frame for figures here) are visualized in red.
• The figures in this section are the final screenshots from the accumulated point clouds.
• Visualization scales are the same for all experiments on a given sequence.
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6.3.3.2

Activation Depth Maps

(a) Gray

(b) SIFT

(c) AlexNet

Figure 6.3: Depth map activation examples at D1500 for Seq. No 07.

(a) Gray

(b) SIFT

(c) AlexNet

Figure 6.4: Depth map activation examples at D2000 for Seq. No 33.

(a) Gray

(b) SIFT

(c) AlexNet

Figure 6.5: Examples at D500 for the Living Room sequence No 02.
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(a) Gray

(b) Siamese

(c) RGB

Figure 6.6: Examples at D500 for the Office sequence No 03.

(a) Gray

(b) SIFT

(c) AlexNet

Figure 6.7: Depth map activation examples at D300 for the Room sequence.

(a) Gray

(b) SIFT

(c) AlexNet

Figure 6.8: Depth map activation examples at D4000 for the Machine sequence.
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(a) Gray

(b) SIFT

(c) AlexNet

Figure 6.9: Depth map activation examples at D6000 for the ECCV sequence.

(a) Gray

(b) SIFT

(c) AlexNet

Figure 6.10: Depth map activation examples at D8000 for the Foodcourt sequence.

(a) Gray

(b) SIFT

(c) AlexNet

Figure 6.11: Depth map activation examples at D250 for the KITTI sequence No 06.

(a) Gray

(b) SIFT

(c) AlexNet

Figure 6.12: Depth map activation examples at D175 for the KITTI sequence No 10.
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(a) Gray

(b) Lab

(c) RGB

(d) Bit-Planes

(e) SIFT

(f ) AlexNet

Figure 6.13: Examples at D150 for the Tsukuba flashlight sequence, which simulates a
challenging illumination condition.
6.3.3.3

3D Point Clouds

(a) Color image at t = 0

(b) Point cloud using Gray

(c) Point cloud with AlexNet

Figure 6.14: 3D point cloud comparison for the Office Seq. No 00 from the ICL-NUIM
dataset. AlexNet features produced a denser and more accurate reconstruction (seen from
similar viewpoints). For example, the computer desks, file cabinets, and ceiling regions are
better aligned for the most part.
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(a) Intensity image at t = 150

(b) Gray (baseline case)

(c) SIFT

(d) AlexNet

Figure 6.15: 3D point clouds for the Room sequence from the LSD-SLAM dataset. Observe
the higher accuracy achieved via the AlexNet features for reconstructing furniture, books,
computer monitor, among other objects.

6.3.4

Toward real-time implementation

A limitation of our approach is the reduced processing speed: Compared to the baseline
single-channel case, multichannel feature generation followed by multichannel tracking requires an additional processing time. Table 6.7 (top) shows average processing times of the
feature generation and tracking stages for di↵erent methods, measured on a standard PC
with an Intel Core™ i7-4790K CPU @ 4 GHz and an NVIDIA GeForce GTX 1080 GPU.
Note that the feature generation stage also accounts for file I/O, undistortion, and cropping
times. Out of our proposed features, AlexNet provides the fastest speed of ⇠ 2 fps, yet
slower than the baseline single-channel case at ⇠ 33 fps.
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(a) Gray (baseline case)

(b) SIFT

(c) AlexNet

Figure 6.16: 3D point clouds for the Machine sequence from the LSD-SLAM dataset.
Although the generated point cloud for SIFT seems incomplete, it is nearsighted (denser at
the camera-level surfaces close to the ground). The point cloud density achieved via AlexNet
features appears very comparable to the grayscale experiment.
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(a) Gray (baseline case)

(b) AlexNet

Figure 6.17: 3D point clouds for the ECCV sequence from the LSD-SLAM dataset. The
model with the AlexNet feature is more complete and accurate, such is the case for ceilings,
walls, staircase, and tables.
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(a) Gray (baseline case)

(b) SIFT

(c) Siamese

(d) AlexNet

Figure 6.18: 3D point clouds for the Living Room Seq. No 02 from the ICL-NUIM dataset.
We chose this scene because all experiments completed the sequence successfully.
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Figure 6.19: Performance analysis for the AlexNet features after dimensionality reduction.
The total time is significantly reduced while the higher accuracy is maintained (for most
instances) when compared against the grayscale baseline tracking algorithm.
Toward real-time direct multichannel tracking, we implemented a simple solution by reducing the original 96-dimensional AlexNet feature to K dimensions using principal component analysis (PCA). Similar to the computation of the default feature scale (Section 6.2.4),
we computed the AlexNet features on several images sampled throughout the dataset and
obtained PCA basis vectors as a preprocessing step. For online processing, we implemented
the linear transformation using the basis vectors as a 3D convolution with a 1 ⇥ 1 kernel at
the end of the AlexNet feature extraction on the GPU. Table 6.7 (bottom) shows the results
using di↵erent number of dimensions K. Note that the feature generation time decreases as
K decreases, despite the fact that the feature reduction step is an additional process to the
original AlexNet feature generation. This indicates that the majority (about 3/4) of the original AlexNet feature generation time was spent on data transfer from GPU to CPU, which
is now alleviated by reducing the feature dimensions on the GPU. As expected, the tracking
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Reduced

Feature
Gray (1D)
Gray-A (1D)
Bit-Planes (8D)
SIFT (128D)
Siamese (256D)
AlexNet (96D)
AlexNet-64D
AlexNet-32D
AlexNet-16D
AlexNet-8D
AlexNet-4D
AlexNet-2D
AlexNet-1D

Generation
(ms)
1.0 ⇥ 101
1.0 ⇥ 101
2.0 ⇥ 101
5.3 ⇥ 102
8.0 ⇥ 103
7.9 ⇥ 101
6.1 ⇥ 101
4.0 ⇥ 101
2.9 ⇥ 101
2.4 ⇥ 101
2.2 ⇥ 101
2.1 ⇥ 101
2.0 ⇥ 101

Tracking
(ms)
2.0 ⇥ 101
2.1 ⇥ 101
1.2 ⇥ 102
7.4 ⇥ 102
1.0 ⇥ 103
4.3 ⇥ 102
2.7 ⇥ 102
1.5 ⇥ 102
7.6 ⇥ 101
3.6 ⇥ 101
2.3 ⇥ 101
2.1 ⇥ 101
2.0 ⇥ 101

Total
(ms) (fps)
30 33
31 32
140 7
1270 1
9000 19
509 2
331 3
190 5
105 10
60 17
45 22
42 24
40 25

Table 6.7: Average times sampled from the TUM DSO dataset.
time also decreases as K decreases. Fig. 6.19 shows the total average errors (normalized by
path length) against the average total processing times for di↵erent K, demonstrating that
our current approach provides a tradeo↵ between the processing speed and the accuracy.
Instead of using a pre-trained network and a separate PCA step, we believe that training
the network with the reduced feature dimension end-to-end will produce a better tradeo↵
curve in our future work. In fact, tracking the camera motion on a fewer number of channels
K < N is faster by a factor of N/K. A unified multichannel feature framework could be
learned by training a network to output a low-dimensional feature combining characteristics
of the various multichannel features presented before. As a temporary solution for real-time
direct multichannel tracking, we reduced the original N -dimensional feature space x 2 F N
via a feature extraction mapping such that y = fK (x) : F N ! <K . We define
y

fK (x) := BK x,

(6.6)
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where y 2 <K , so that BK 2 <K⇥N is the K-reduced basis that is computed globally via
eigen-decomposition out of the N ⇥N covariance matrix for a sample set of N -channel frames
generated over the experimental datasets. In other words, BK is constructed from the K
most representative feature variability (largest K eigenvalues of the decomposed covariance
matrix). We demonstrated AlexNet’s feature extraction onto BK performed on an NVIDIA
GeForce GTX 1080 GPU at the end of the model as a 3D convolution with a 1 ⇥ 1 kernel,
so the data transfer time into the CPU is significantly reduced as shown in Table 6.7.

6.4

Discussion

We presented an algorithm for direct multichannel tracking by using high-dimensional features in a direct image alignment framework for monocular visual odometry. We used the
conventional SIFT feature and the more recent CNN features. We employed publicly available datasets to demonstrate that our algorithm, which uses these multichannel features,
can provide better pose estimation accuracy than the baseline method using only the intensity (grayscale) channel. Our algorithm is orthogonal to several existing works extending
the semi-dense visual odometry [43]: It can be used in a SLAM framework [39] or with a
window-based bundle adjustment [41] for better accuracy and globally-consistent reconstruction, and it can work with di↵erent camera models such as stereo [42] and omnidirectional
cameras [23]. Selecting a single feature that best applies to a particular situation is a difficult
yet unsolved problem, but we believe that training a unified feature generation network is
a viable direction of our research on direct multichannel tracking. Other ways to overcome
these speed limitations are by using parallel implementations on GPU, as well as pipelining
the feature generation followed by the tracking.

Chapter 7
Thesis Conclusion
This thesis’ main contributions consisted of creating new forms of 3D perception for a single
camera using conventional resources. We evaluated the theoretical and practical aspects of a
portable single-camera stereo omnidirectional system (SOS) employing hyperboloidal mirrors
(Chapter 3). On the one hand, we introduced an expansion of the direct camera tracking
method with high dimensional feature channels to increase the accuracy of the 3D pose
estimation task (Chapter 6). To achieve 3D metric visual odometry with real-life omnidirectional systems, we proposed GUMS as a complete projection model for omnistereo systems
(Chapter 4), whose calibration e↵ectiveness was validated against ground-truth data. This
model proved successful for correcting the unavoidable misalignment present in verticallyconfigured catadioptric rigs. Finally, for the first time in the computer vision field, we
demonstrated the practical advantages of the single-camera SOS for estimating egomotion
in the real-world (Chapter 5). Dynamic conditions and the lack of features to track a↵ect
the pose estimation of all vision systems. We compared the tracking accuracy and stability
of the single-camera SOS against an RGB-D device, where our numerical evaluation was
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performed with respect to ground truth 3D data obtained from a motion capture system.
The datasets and experimental results we collected are unique due to the nature of our SOS
and the situations for which these sequences were captured. For a fair comparison, we implemented a tracking system with proven correctness for both synthetic and real scenes. This
implementation did not make any motion model assumptions, and it maintained a consistent configuration among the sensors. Our experimental outcomes conferred the robustness
for 3D metric visual odometry that the single-camera SOS exhibits in comparison to other
perspective view systems such as the traditional RGB-D camera.

7.1

Future Work

The visual odometry evaluated by our ground-truth datasets helped us confirm the application of the single-camera SOS for real-life circumstances. However, the implementation,
which we have made publicly available as a git repository1 , is not meant for real-time pose
estimation because the majority of the tracking time is spent in the feature detection stage.
Also, like with other full-fledged SLAM / Sfm implementations, the use of graph-based methods for loop-closing and relocalization is desirable to correct for the unavoidable drift. For
now, we have not taken full advantage of the 3D dense reconstruction capabilities of the
single-camera SOS as we have only shown unfiltered and unregistered 3D point-clouds as a
proof-of-concept. We genuinely believe techniques such as the direct multichannel tracking
can also be applied to the omnistereo case to increase the feature density of the registered
camera poses. At the moment, we only employed the feature-based approach to pose estimation, but the direct method is also applicable due to the continuous motion and global-shutter
characteristics of the SOS’ camera that produced the dataset1 associated with this thesis.
1

https://ubuntuslave.github.io/project/vo_sos/
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Appendix A
Notation and Symbols

Rn

n-dimensional Euclidean space.

fv

a vector-valued function for the computation of v.

Pi

a point 2 R3 where post-subscript i as a unique identifier such as P ⇢ {R3

[A]

a reference frame or image space with origin OA .

[A]

{Pi }}

pi The position vector of Pi with respect to a reference frame [A] is indicated
component-wise by a column vector [ xi , yi , zi ]T . Notice how the frame [A], which
vector pi is referred with respect to, is written as a pre-superscript on a symbol. In
homogeneous coordinates, an h post-subscript is used, such as [A] pi,h = [ xi , yi , zi , 1 ]T .

[I]

mi a 2D point or pixel position on image frame [I].

kpi k the magnitude (Euclidean norm) of pi .

APPENDIX A. NOTATION AND SYMBOLS

q̂

A unit vector so kq̂k = 1.

^

A theoretical value for symbol v.

v

Mi a 3 ⇥ 3 matrix, or Mi,h in homogeneous coordinates.
fs

a scalar-valued function that outputs some s.

rf = (@f /@x1 , @f /@x2 , . . . , @f /@xn ), the gradient of f .
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