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PAC maximum selection (maxing) and ranking of n elements via random pairwise com-
parisons have diverse applications and have been studied under many models and assumptions.
We consider (ε,δ)-PAC maxing and ranking using pairwise comparisons for general probabilistic
models. We present a comprehensive understanding of three important problems in PAC pref-
erence learning: maxing, ranking, and estimating all pairwise preference probabilities, in the
adaptive setting.
SST + STI: We consider (ε,δ)-PAC maximum-selection and ranking using pairwise
comparisons for general probabilistic models whose comparison probabilities satisfy strong
stochastic transitivity (SST) and stochastic triangle inequality (STI). Modifying the popular
xvi
knockout tournament, we propose a simple maximum-selection algorithm that uses O
(
n
ε2 log
1
δ
)
comparisons, optimal up to a constant factor. We then derive a general framework that uses noisy
binary search to speed up many ranking algorithms, and combine it with merge sort to obtain
a ranking algorithm that uses O
(
n
ε2 logn(log logn)
3
)
comparisons for δ = 1n , optimal up to a
(log logn)3 factor.
SST +/- STI and Borda: With just one simple natural assumption: strong stochastic
transitivity (SST), we show that maxing can be performed with linearly many comparisons yet
ranking requires quadratically many. With no assumptions at all, we show that for the Borda-score
metric, maximum selection can be performed with linearly many comparisons and ranking can be
performed with O(n logn) comparisons.
General Transitive Models With just Weak Stochastic Transitivity (WST), we show
that maxing requires Ω(n2) comparisons and with slightly more restrictive Medium Stochastic
Transitivity (MST), we present a linear complexity maxing algorithm. With Strong Stochastic
Transitivity (SST) and Stochastic Triangle Inequality (STI), we derive a ranking algorithm with
optimal O(n logn) complexity and an optimal algorithm that estimates all pairwise preference
probabilities.
Sequential and Competitive We extend the well-known secretary problem to a proba-
bilistic setting, and apply the intuition gained to derive the first query-optimal sequential algorithm
for probabilistic-maxing. Furthermore, departing from previous assumptions, the algorithm and
performance guarantees apply even for infinitely many items, hence in particular do not require
a-priori knowledge of the number of items. The algorithm has linear complexity, and is optimal
also in the streaming setting and for both traditional- and dueling-bandits. In a non-streaming
setting, a modification of the algorithm is competitive in that it requires essentially the lowest
number of queries not just in the worst case, but for every underlying distribution.
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Chapter 1
Introduction
Maximum selection (maxing) and sorting (ranking) are two of the most fundamental and
classical problems in Computer Science. These problems have been widely studied when the
pairwise comparisons are non-noisy. As is well known , maxing requires n-1 comparisons, while
ranking takes Θ(n logn) comparisons.
In several real world applications, the pairwise comparisons produce only random out-
comes. In sports, pairwise games with random outcomes are used to determine the best, or the
order of teams or players. The popular crowd sourcing website GIFGIF [gif] shows how pairwise
comparisons can help associate emotions with many animated GIF images. Other practical appli-
cations with random pairwise comparisons are in areas such as social choice [CN91, SCPX13],
web search and information retrieval [RJ07, RKJ08] and recommender systems [BMR10].
The model of random pairwise comaprisons is also referred to as dueling bandits, a
variation of traditional multi-armed bandits setting. Observe that under traditional multi-armed
bandits setting, one can pull an arm and observe the reward where as under dueling bandits
setting, one can pull two different arms and can only observe which arm gives the higher reward.
In this dissertation, we study the problems of maxing and ranking under noisy pair-
wise comaprisons. We establish probabilistic models under which O(n) complexity maxing
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and O(n logn) complexity ranking is possible. For both problems, we derive simple optimal
algorithms that can be easily deployed in practice.
1.0.1 Notation
When two elements i and j are compared, i is chosen with some unknown probability pi, j
and j is chosen with probability p j,i = 1− pi, j (no ties). Repeated comparisons are independent
of each other. Let p˜i, j = pi, j− 12 reflect the additional probability by which i is preferable to j.
We specify the desired output via the (ε,δ)-PAC paradigm that requres the output to likely
closely approximate the intended outcome. Specifically, given ε, δ> 0, with probability ≥ 1−δ,
maxing algorithm must output an ε-maximum element i such that for all j, p˜i, j ≥−ε. Similarly,
with probability ≥ 1−δ, the ranking algorithm must output an ε-ranking r′(1), ...,r′(n) such that
whenever r′(i)> r′( j), p˜i, j ≥−ε.
1.0.2 Previous Results
Several probabilistic models were considered, including the popular Bradley-Terry-
Luce [BT52] and its Plackett-Luce generalizations [Pla75, Luc05]. Yet even for such specific
models, the number of pairwise comparisons needed, or sample complexity, of maxing and
ranking was known only to a within a logn factor.
1.1 Strong Stochastic Transitivity and Stochastic Triangle In-
equality
We consider PAC maxing and ranking under models more general than Bradley-Terry-
Luce. More specifically, we assume an unknown ordering  among the elements in {1, ...,n}
such that if i  j, then p˜i, j ≥ 0. Further, we assume two natural properties satisfied by the
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Plackett-Luce model, hold whenever i  j  k: Strong Stochastic Transitivity (SST), p˜(i,k) ≥
max(p˜(i, j), p˜( j,k)), and Stochastic Triangle Inequality (STI), p˜(i,k)≤ p˜(i, j)+ p˜( j,k).
Under this more general model, we derive optimal O(n) complexity maxing and O(n logn)
complexity ranking algorithms. Notice that we consider more general models and yet derive
algorithms with better complexity.
1.2 No Stochastic Triangle Inequality
We investigate if not-so-natural Stochastic Triangle Inequality is necessary for O(n)
complexity maxing and O(n logn) complexity ranking algorithms. We show that PAC maxing is
still possible with O(n) complexity where as ranking will require Ω(n2) complexity.
1.3 General Transitive Models
We consider transitive models more general than Strong Stochastic Transitive models and
study if O(n) complexity maxing is possible. More specifically, we consider Weak Stochastic
Transitivity (WST), which is the most basic transitive condition that states whenever i j, p˜i, j ≥ 0;
Medium Stochastic Transitivity (MST), sitting in between WST and SST, assumes that whenever
i j  k, p˜i,k ≥min(p˜i, j, p˜ j,k).
We show that maxing under WST requires Ω(n2) comparisons and O(n) complexity
maxing is possible under MST establishing MST as the most general known model for which
O(n) PAC maxing is possible.
1.4 Sequential and Competitive Maxing
We investigate if O(n) maxing is possible with yet more restrictions. We consider the
problem where the alternatives are presented in a streaming fashion. Further we also consider
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that the number of alternatives is not even known in advance as when alternatives keep streaming.
We study this problem under both traditional multi-armed bandits and dueling bandits settings
and establish models under which O(n) PAC maxing is possbile. We also provide a variation of
these maxing algorithms that are competitive in that we optimize its complexity not just in the
worst case, but for every underlying ditribution.
1.5 Thesis organization
The rest of this thesis is organized as follows:
• In Chapter 2 we study PAC maxing and ranking under models that satisfy both SST and
STI constraints.
• In Chapter 3 we study PAC maxing and ranking under more general models that need not
satisfy STI constraints.
• In Chapter 4 we study PAC maxing, ranking and preference learning under the most general
transitive models.
• In Chapter 5 we derive optimal sequential and competitive maxing algorithms.
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Chapter 2
Maximum Selection and Ranking under
Noisy Comparisons
2.1 Introduction
2.1.1 Background
Maximum selection and sorting using pairwise comparisons are computer-science staples
taught in most introductory classes and used in many applications. In fact, sorting, also known as
ranking, was once claimed to utilize 25% of all computer cycles, e.g., [Muk11].
In many applications, the pairwise comparisons produce only random outcomes. In sports,
tournaments rank teams based on pairwise matches whose outcomes are probabilistic in nature.
For example, Microsoft’s TrueSkill [HMG06] software matches and ranks thousands of Xbox
gamers based on individual game results. And in online advertising, out of a myriad of possible
ads, each web page may display only a few, and a user will typically select at most one. Based
on these random comparisons, ad companies such as Google, Microsoft, or Yahoo, rank the ads’
appeal [RJ07, RKJ08].
These and related applications have brought about a resurgence of interest in maximum
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selection and ranking using noisy comparisons. Several probabilistic models were consid-
ered, including the popular Bradley-Terry-Luce [BT52] and its Plackett-Luce (PL) generaliza-
tion [Pla75, Luc05]. Yet even for such specific models, the number of pairwise comparisons
needed, or sample complexity, of maximum selection and ranking was known only to within a
logn factor. We consider a significantly broader class of models and yet propose algorithms that
are optimal up to a constant factor for maximum selection and up to (log logn)3 for ranking.
2.1.2 Notation
Noiseless comparison assumes an unknown underlying ranking r(1), . . . ,r(n) of the
elements in {1, . . . ,n} such that if two elements are compared, the higher-ranked one is selected.
Similarly for noisy comparisons, we assume an unknown ranking of the elements, but now if two
elements i and j are compared, i is chosen with some unknown probability p(i, j) and j is chosen
with probability p( j, i) = 1− p(i, j), where if i is higher-ranked, then p(i, j) ≥ 12 . Repeated
comparisons are independent of each other.
Let p˜(i, j) = p(i, j)− 12 reflect the additional probability by which i is preferable to j.
Note that p˜( j, i) =−p˜(i, j) and p˜(i, j)≥ 0 if r(i)> r( j). |p˜(i, j)| can also be seen as a measure of
dissimilarity between i and j. Following [YJ11], we assume that two natural properties, satisfied
for example by the PL model, hold whenever r(i)> r( j)> r(k): Strong Stochastic Transitivity
(SST), p˜(i,k)≥max(p˜(i, j), p˜( j,k)), and Stochastic Triangle Inequality (STI), p˜(i,k)≤ p˜(i, j)+
p˜( j,k).
Two types of algorithms have been proposed for maximum selection and ranking under
noisy comparisons: non-adaptive or offline [RA14, NOS12, NOS16, JKSO16] where the compar-
ison pairs are chosen in advance, and adaptive or online where the comparison pairs are selected
sequentially based on previous comparison results. We focus on the latter.
We specify the desired output via the (ε,δ)-PAC paradigm [YJ11, SBFPH15] that requires
the output to likely closely approximate the intended outcome. Specifically, given ε,δ> 0, with
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probability ≥ 1−δ, maximum selection must output an ε-maximum element i such that for all
j, p(i, j) ≥ 12 − ε. Similarly, with probability ≥ 1− δ, the ranking algorithm must output an
ε-ranking r′(1), . . . ,r′(n) such that whenever r′(i)> r′( j), p(i, j)≥ 12 − ε.
2.1.3 Outline
In Section 2.2 we review past work and summarize our contributions. In Section 3.3 we
describe and analyze our maximum-selection algorithm. In Section 2.4 we propose and evaluate
the ranking algorithm. In Section 5.5 we experimentally compare our algorithms with existing
ones. In Section 5.6 we mention some future directions.
2.2 Old and new results
2.2.1 Related work
Several researchers studied algorithms that with probability 1−δ find the exact maximum
and ranking. [FRPU94] considered a simple model where the elements are ranked, and p˜(i, j) = ε
whenever r(i) > r( j). [BFHS14] considered comparison probabilities p(i, j) satisfying the
Mallows model [Mal57]. And [UCFN13, BFSH14, HSRW16] considered general comparison
probabilities, without an underlying ranking assumption, and derived rankings based on Copeland-
and Borda-counts, and random-walk procedures. As expected, when the comparison probabilities
approach half, the above algorithms require arbitrarily many comparisons.
To achieve finite complexity even with near-half comparison probabilities, researchers
adopted the PAC paradigm. For the PAC model with SST and STI constraints, [YJ11] derived
a maximum-selection algorithm with sample complexity O
(
n
ε2 log
n
εδ
)
and used it to bound the
regret of the problem’s dueling-bandits variant. Related results appeared in [SKS16]. For the PL
model, [SBFPH15] derived a PAC ranking algorithm with sample complexity O( nε2 logn log
n
εδ).
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Deterministic adversarial versions of the problem were considered by [AFHN15], and
by [AJOS14b, AFJ+16] who were motivated by density estimation [AJOS14a].
2.2.2 New results
We consider (ε,δ)-PAC adaptive maximum selection and ranking using pairwise com-
parisons under SST and STI constraints. Note that when ε ≥ 12 or δ ≥ 1− 1/n for maximum
selection and δ≥ 1−1/n2 for ranking, any output is correct. We show for ε< 1/4,δ< 12 and
any n:
• Maximum-selection algorithm with sample complexity O
(
n
ε2
(
1+ log 1δ
))
, optimal up to a
constant factor.
• Ranking algorithm with O
(
n
ε2 (logn)
3 log nδ
)
sample complexity.
• General framework that converts any ranking algorithm with sample complexity
O
(
n
ε2 (logn)
x log nδ
)
into a ranking algorithm that for δ≥ 1n has sample complexity
O
(
n
ε2 logn(log logn)
x
)
.
• Using the above framework, a ranking algorithm with sample complexity
O
(
n
ε2 logn(log logn)
3
)
for δ= 1n .
• An Ω
(
n
ε2 log
n
δ
)
lower bound on the sample complexity of any PAC ranking algorithm,
matching our algorithm’s sample complexity up to a (log logn)3 factor.
2.3 Maximum selection
2.3.1 Algorithm outline
We propose a simple maximum-selection algorithm based on Knockout tournaments.
Knockout tournaments are used to find a maximum element under non-noisy comparisons.
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Knockout tournament of n elements runs in dlogne rounds where in each round it randomly pairs
the remaining elements and proceeds the winners to next round.
Our algorithm, given in KNOCKOUT uses O
(
n
ε2
(
1+ log 1δ
))
comparisons and O(n)
memory to find an ε-maximum. [YJ11] uses O
(
n
ε2 log
n
εδ
)
comparisons and O(n2) memory to
find an ε-maximum. Hence we get logn-factor improvement in the number of comparisons and
also we use linear memory compared to quadratic memory. From [ZC14] it can be inferred that
the best PAC maximum selection algorithm requires Ω
(
n
ε2
(
1+ log 1δ
))
comparisons, hence up to
constant factor, KNOCKOUT is optimal.
[YJ11, SBFPH15] eliminate elements one by one until only ε-maximums are remaining.
Since they potentially need n−1 eliminations, in order to appply union bound they had to ensure
that each eliminated element is not an ε-maximum w.p. 1−δ/n, requiring O(log(n/δ)) compar-
isons for each eliminated element and hence a superlinear sample complexity O(n log(n/δ)).
In contrast, KNOCKOUT eliminates elements in logn rounds. Since in Knockout tour-
naments, number of elements decrease exponentially with each round, we afford to endure
more error in the initial rounds and less error in the latter rounds by repeating comparison
between each pair more times in latter rounds. Specifically, let bi be the highest-ranked ele-
ment (according to the unobserved underlying ranking) at the beginning of round i. KNOCK-
OUT makes sure that w.p. ≥ 1− δ2i , p˜(bi,bi+1) ≤ εi by repeating comparison between each
pair in round i for O
(
1
ε2i
log 2
i
δ
)
times. Choosing εi = cε2i/3 with c = 2
1/3− 1, we make sure
that comparison complexity is O
(
n
ε2
(
1+ log 1δ
))
and by union bound and STI, w.p. ≥ 1− δ,
p˜(b1,bdlogne+1)≤ ∑dlogne+1i=1 cε2i/3 ≤ ε.
For γ≥ 1, a relaxed notion of SST, called γ-stochastic transitivity [YJ11], requires that
if r(i) > r( j) > r(k), then max(p˜(i, j), p˜( j,k)) ≤ γ · p˜(i,k). Our results apply to this general
notion of γ-stochastic transitivity and the analysis of KNOCKOUT is presented under this model.
KNOCKOUT uses O
(
nγ4
ε2
(
1+ log 1δ
))
comparisons.
Remark 1. [YJ11] considered a different definition of ε-maximum as an element i that is at
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most ε dissimilar to true maximum i.e., for j with r( j) = n, p˜( j, i)≤ ε. Note that this definition is
less restrictive than ours, hence requires fewer comparisons. Under this definition, [YJ11] used
O
(
nγ6
ε2 log
n
εδ
)
comparisons to find an ε-maximum whereas a simple modification of KNOCKOUT
shows that O
(
nγ2
ε2
(
1+ log 1δ
))
comparisons suffice. Hence we also get a significant improvement
in the exponent of γ.
To simplify the analysis, we assume that n is a power of 2, otherwise we can add 2dlogne−n
dummy elements that lose to every original element with probability 1. Note that all ε-maximums
will still be from the original set.
2.3.2 Algorithm
We start with a subroutine COMPARE that compares two elements. It compares two
elements i, j and maintains empirical probability pˆi, a proxy for p(i, j). It also maintains a
confidence value cˆ s.t., w.h.p., pˆi ∈ (p(i, j)− cˆ, p(i, j)+ cˆ). COMPARE stops if it is confident
about the winner or if it reaches its comparison budget m. It outputs the element with more wins
breaking ties randomly.
Algorithm 1 COMPRARE
Input: element i, element j, bias ε, confidence δ.
Initialize: pˆi = 12 , cˆ =
1
2 , m =
1
2ε2 log
2
δ , r = 0, wi = 0.
1. while (|pˆi− 12 | ≤ cˆ− ε and r ≤ m)
(a) Compare i and j. if i wins wi = wi+1.
(b) r = r+1, pˆi = wir , cˆ =
√
1
2r log
4r2
δ .
if pˆi ≤ 12 Output: j. else Output: i.
We show that COMPARE w.h.p., outputs the correct winner if the elements are well
seperated.
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Lemma 2. If p˜(i, j)≥ ε, then
Pr(COMPARE(i, j,ε,δ) 6= i)≤ δ.
Note that instead of using fixed number of comparisons, COMPARE stops the comparisons
adaptively if it is confident about the winner. If |p˜(i, j)|  ε, COMPARE stops much before
comparison budget 12ε2 log
2
δ and hence works better in practice.
Now we present the subroutine KNOCKOUT-ROUND that we use in main algorithm
KNOCKOUT.
Knockout-Round
KNOCKOUT-ROUND takes a set S and outputs a set of size |S|/2. It randomly pairs
elements, compares each pair using COMPARE, and returns the set of winners. We will later show
that maximum element in the output set will be comparable to maximum element in the input set.
Algorithm 2 KNOCKOUT-ROUND
Input: Set S, bias ε, confidence δ.
Initialize: Set O = /0.
1. Pair elements in S randomly.
2. for every pair (i, j):
Add COMPARE(i, j,ε,δ) to O.
Output: O
Note that comparisons between each pair can be handled by a different processor and
hence this algorithm can be easily parallelized.
S can have several maximum elements. Comparison probabilities corresponding to all
maximum elements will be essentially same because of STI. We define max(S) to be the maximum
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element with the least index, namely,
max(S) def= S
(
min{i : p˜(S(i),S( j))≥ 0 ∀ j}
)
.
Lemma 3. KNOCKOUT-ROUND(S,ε,δ) uses |S|4ε2 log
2
δ comparisons and with probability≥ 1−δ,
p˜
(
max(S),max
(
KNOCKOUT-ROUND(S,ε,δ)
))
≤ γε.
KNOCKOUT
Now we present the main algorithm KNOCKOUT. KNOCKOUT takes an input set S and
runs logn rounds of KNOCKOUT-ROUND halving the size of S at the end of each round. Recall
that KNOCKOUT-ROUND makes sure that maximum element in the output set is comparable to
maximum element in the input set. Using this, KNOCKOUT makes sure that the output element is
comparable to maximum element in the input set.
Since the size of S gets halved after each round, KNOCKOUT compares each pair more
times in the latter rounds. Hence the bias between maximum element in input set and maximum
element in output set is small in latter rounds.
Algorithm 3 KNOCKOUT
Input: Set S, bias ε, confidence δ, stochasticity γ.
Initialize: i = 1, S = set of all elements, c = 21/3−1.
while |S|> 1
1. S = KNOCKOUT-ROUND
(
S, cεγ22i/3 ,
δ
2i
)
.
2. i = i+1.
Output: the unique element in S.
Note that KNOCKOUT uses only memory of set S and hence O(n) memory suffices.
Theorem 4 shows that KNOCKOUT outputs an ε-maximum with probability ≥ 1−δ. It
also bounds the number of comparisons used by the algorithm.
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Theorem 4. KNOCKOUT(S,ε,δ) uses O
(
γ4|S|
ε2
(
1+ log 1δ
))
comparisons and with probability at
least 1−δ, outputs an ε-maximum.
2.4 Ranking
We propose a ranking algorithm that with probability at least 1− 1n uses O
(
n logn(log logn)3
ε2
)
comparisons and outputs an ε-ranking.
Notice that we use only O˜
(
n logn
ε2
)
comparisons for δ = 1n where as [SBFPH15] uses
O
(
n(logn)2/ε2
)
comparisons even for constant error probability δ. Furthermore [SBFPH15]
provided these guarantees only under Plackett-Luce model which is more restrictive compared to
ours. Also, their algorithm uses O(n2) memory compared to O(n) memory requirement of ours.
Our main algorithm BINARY-SEARCH-RANKING assumes the existence of a ranking
algorithm RANK-x that with probability at least 1−δ uses O
(
n
ε2 (logn)
x log nδ
)
comparisons and
outputs an ε-ranking for any δ> 0, ε> 0 and some x> 1. We also present a RANK-x algorithm
with x = 3.
Observe that we need RANK-x algorithm to work for any model that satisfies SST and
STI. [SBFPH15] showed that their algorithm works for Plackett-Luce model but not for more
general model. So we present a RANK-x algorithm that works for general model.
The main algorithm BINARY-SEARCH-RANKING randomly selects n(logn)x elements (an-
chors) and rank them using RANK-x . The algorithm has then effectively created n(logn)x bins,
each between two successively ranked anchors. Then for each element, the algorithm identifies
the bin it belongs to using a noisy binary search algorithm. The algorithm then ranks the elements
within each bin using RANK-x .
We first present MERGE-RANK, a RANK-3 algorithm.
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2.4.1 Merge Ranking
We present a simple ranking algorithm MERGE-RANK that uses O
(
n(logn)3
ε2 log
n
δ
)
com-
parisons, O(n) memory and with probability ≥ 1−δ outputs an ε-ranking. Thus MERGE-RANK
is a RANK-x algorithm for x = 3.
Similar to Merge Sort, MERGE-RANK divides the elements into two sets of equal size,
ranks them separately and combines the sorted sets. Due to the noisy nature of comparisons,
MERGE-RANK compares two elements i, j sufficient times, so that the comparison output is
correct with high probability when |p˜(i, j)| ≥ εlogn . Put differently, MERGE-RANK is same as the
typical Merge Sort, except it uses COMPARE as the comparison function. Due to lack of space,
MERGE-RANK is presented in Appendix 2.A.
Let’s define the error of an ordered set S as the maximum distance between two wrongly
ordered items in S, namely,
err(S) def= max
1≤i≤ j≤|S|
p˜(S(i),S( j)).
We show that when we merge two ordered sets, the error of the resulting ordered set will be at
most εlogn more than the maximum of errors of individual ordered sets.
Observe that MERGE-RANK is a recursive algorithm and the error of a singleton set is 0.
Two singleton sets each containing a unique element from the input set merge to form a set with
two elements with an error at most 2εlogn , then two sets with two elements merge to form a set with
four elements with an error of at most 3εlogn and henceforth. Thus the error of the output ordered
set is bounded by ε.
Lemma 5 shows that MERGE-RANK can output an ε-ranking of S with probability≥ 1−δ.
It also bounds the number of comparisons used by the algorithm.
Lemma 5. MERGE-RANK
(
S, εlog |S| ,
δ
|S|2
)
takes O
( |S|(log |S|)3
ε2 log
|S|
δ
)
comparisons and with prob-
ability ≥ 1−δ, outputs an ε-ranking. Hence, MERGE-RANK is a RANK-3 algorithm.
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Now we present our main ranking algorithm.
2.4.2 BINARY-SEARCH-RANKING
We first sketch the algorithm outline below. We then provide a proof outline.
Algorithm outline
Our algorithm is stated in BINARY-SEARCH-RANKING. It can be summarized in three
major parts.
Creating anchors: (Steps 1 to 3) BINARY-SEARCH-RANKING first selects a set S′ of
n
(logn)x random elements (anchors) and ranks them using RANK-x . At the end of this part, there
are n(logn)x ranked anchors. Equivalently, the algorithm creates
n
(logn)x −1 bins, each bin between
two successively ranked anchors.
Coarse ranking: (Step 4) After forming the bins, the algorithm uses a random walk on a
binary search tree, to find which bin each element belongs to. INTERVAL-BINARY-SEARCH is
similar to the noisy binary search algorithm in [FRPU94]. It builds a binary search tree with the
bins as the leaves and it does a random walk over this tree. Due to lack of space the algorithm
INTERVAL-BINARY-SEARCH is presented in Appendix 2.B but more intuition is given later in
this section.
Ranking within each bin: (Step 5) For each bin, we show that the number of elements
far from both anchors is bounded. The algorithm checks elements inside a bin whether they are
close to any of the bin’s anchors. For the elements that are close to anchors, the algorithm ranks
them close to the anchor. And for the elements that are away from both anchors the algorithm
ranks them using RANK-x and outputs the resulting ranking.
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Algorithm 4 BINARY-SEARCH-RANKING
Input: Set S, bias ε.
Initialize: ε′= ε/16, ε′′= ε/15, and So = /0. S j = /0, C j = /0 and B j = /0, for 1≤ j≤
⌊
n
(logn)x
⌋
+2.
1. Form a set S′ with
⌊
n
(logn)x
⌋
random elements from S. Remove these elements from S.
2. Rank S′ using RANK-x
(
S′,ε′, 1n6
)
.
3. Add dummy element a at the beginning of S′ such that p(a,e) = 0 ∀e ∈ S⋃S′. Add dummy
element b at the end of S′ such that p(b,e) = 1 ∀e ∈ S⋃S′.
4. for e ∈ S:
(a) k = INTERVAL-BINARY-SEARCH(S′,e,ε′′).
(b) Insert e in Sk.
5. for j = 1 to
⌊
n
(logn)x
⌋
+2:
(a) for e ∈ S j:
i. if COMPARE2(e,S′( j),10ε′′−2 logn) ∈ [12 −6ε′′, 12 +6ε′′] , insert e in C j.
ii. else if COMPARE2(e,S′( j+1),10ε′′−2 logn) ∈ [12 −6ε′′, 12 +6ε′′], then insert e
in C j+1.
iii. else insert e in B j.
(b) Rank B j using RANK-x
(
B j,ε′′, 1n4
)
.
(c) Append S′( j), C j, B j in order at the end of So.
Output: So
Analysis of BINARY-SEARCH-RANKING
Creating anchors In Step 1 of the algorithm we select n/(logn)x random elements.
Since these are chosen uniformly random, they lie nearly uniformly in the set S. This intuition is
formalized in the next lemma.
Lemma 6. Consider a set S of n elements. If we select n(logn)x elements uniformly randomly from
S and build an ordered set S′ s.t. p˜(S′(i),S′( j))≥ 0 ∀i> j , then with probability ≥ 1− 1n4 , for
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Algorithm 5 COMPARE2
Input: element i, element j, number of comparisons m.
1. Compare i and j for m times and return the fraction of times i wins over j.
any ε> 0 and all k,
|{e ∈ S : p˜(e,S′(k))> ε, p˜(S′(k+1),e)> ε}| ≤ 5(logn)x+1.
In Step 2, we use RANK-x to rank S′. Lemma 7 shows the guarantee of ranking S′.
Lemma 7. After Step 2 of the BINARY-SEARCH-RANKING with probability ≥ 1− 1n6 , S′ is
ε′-ranked.
At the end of Step 2, we have n(logn)x − 1 bins, each between two successively ranked
anchors. Each bin has a left anchor and a right anchor . We say that an element belongs to a bin if
it wins over the bin’s left anchor with probability ≥ 12 and wins over the bin’s right anchor with
probability ≤ 12 . Notice that some elements might win over S′(1) with probability < 12 and thus
not belong to any bin. So in Step 3, we add a dummy element a at the beginning of S′ where a
loses to every element in S
⋃
S′ with probability 1. For similar reasons we add a dummy element
b to the end of S′ where every element in S
⋃
S′ loses to b with probability 1.
Coarse Ranking Note that S′(i) and S′(i+1) are respectively the left and right anchors
of the bin Si.
Since S′ is ε′-ranked and the comparisons are noisy, it is hard to find a bin Si for an
element e such that p(e,S′(i))≥ 12 and p(S′(i+1),e)≥ 12 . We call a bin Si a ε′′−nearly correct
bin for an element e if p(e,S′(i))≥ 12 − ε′′ and p(S′(i+1),e)≥ 12 − ε′′ for some ε′′ > ε′.
In Step 4, for each element we find an ε′′-nearly correct bin using INTERVAL-BINARY-
SEARCH . Next we describe an outline of INTERVAL-BINARY-SEARCH.
INTERVAL-BINARY-SEARCH first builds a binary search tree of intervals (see Ap-
17
pendix 2.B) as follows: the root node is the entire interval between the first and the last elements
in S′. Each non-leaf node interval I has two children corresponding to the left and right halves of
I. The leaves of the tree are the bins between two successively ranked anchors.
To find an ε′′-nearly correct bin for an element e, the algorithm starts at the root of the
binary search tree and at every non-leaf node corresponding to interval I, it checks if e belongs to
I or not by comparing e with I’s left and right anchors. If e loses to left anchor or wins against the
right anchor, the algorithm backtracks to current node’s parent.
If e wins against I’s left anchor and loses to its right one, the algorithm checks if e belongs
to the left or right child by comparing e with the middle element of I and moves accordingly.
When at a leaf node, the algorithm checks if e belongs to the bin by maintaining a counter.
If e wins against the bin’s left anchor and loses to the bin’s right anchor, it increases the counter
by one or otherwise it decreases the counter by one. If the counter is less than 0 the algorithm
backtracks to the bin’s parent. By repeating each comparison several times, the algorithm makes
a correct decision with probability ≥ 1920 .
Note that there could be several ε′′-nearly correct bins for e and even though at each step
the algorithm moves in the direction of one of them, it could end up moving in a loop and never
reaching one of them. We thus run the algorithm for 30logn steps and terminate.
If the algorithm is at a leaf node by 30logn steps and the counter is more than 10logn we
show that the leaf node bin is a ε′′-nearly correct bin for e and the algorithm outputs the leaf node.
If not, the algorithm puts in a set Q all the anchors visited so far and orders Q according to S′.
We select 30logn steps to ensure that if there is only one nearly correct bin, then the
algorithm outputs that bin w.p. ≥ 1− 1n6 . Also we do not want too many steps so as to bound the
size of Q.
By doing a simple binary search in Q using BINARY-SEARCH (see Appendix 2.B) we
find an anchor f ∈ Q such that |p˜(e, f )| ≤ 4ε′′. Since INTERVAL-BINARY-SEARCH ran for at
most 30logn steps, Q can have at most 60logn elements and hence BINARY-SEARCH can search
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effectively by repeating each comparison O(logn) times to maintain high confidence. Next
paragraph explains how BINARY-SEARCH finds such an element f .
BINARY-SEARCH first compares e with the middle element m of Q for O(logn) times.
If the fraction of wins for e is between 12 − 3ε′′ and 12 + 3ε′′, then w.h.p. |p˜(e,m)| ≤ 4ε′′ and
hence BINARY-SEARCH outputs m. If the fraction of wins for e is less than 12 −3ε′′, then w.h.p.
p˜(e,m)≤−2ε′′ and hence it eliminates all elements to the right of m in Q. If the fraction of wins
for e is more than 12 +3ε
′′, then w.h.p. p˜(e,m)≥ 2ε′′ and hence it eliminates all elements to the
left of m in Q. It continues this process until it finds an element f such that the fraction of wins
for e is between 12 −3ε′′ and 12 +3ε′′.
In next Lemma, we show that INTERVAL-BINARY-SEARCH achieves to find a 5ε′′-nearly
correct bin for every element.
Lemma 8. For any element e ∈ S, Step 4 of BINARY-SEARCH-RANKING places e in bin Sl such
that p˜(e,S′(l))>−5ε′′ and p˜(S′(l+1),e)>−5ε′′ with probability ≥ 1− 1n5 .
Ranking within each bin Once we have identified the bins, we rank the elements inside
each bin. By Lemma 6, inside each bin all elements are close to the bin’s anchors except at most
5(logn)x+1 of them.
The algorithm finds the elements close to anchors in Step 5a by comparing each element
in the bin with the bin’s anchors. If an element in bin S j is close to bin’s anchors S′( j) or S′( j+1)
, the algorithm moves it to the set C j or C j+1 accordingly and if it is far away from both, the
algorithm moves it to the set B j. The following two lemmas state that this separating process
happens accurately with high probability. The proofs of these results follow from the Chernoff
bound and hence omitted.
Lemma 9. At the end of Step 5a, for all j, ∀e ∈C j, |p˜(e,S′( j))|< 7ε′′ with probability≥ 1− 1n3 .
Lemma 10. At the end of Step 5a, for all j, ∀e ∈ B j, min(p˜(e,S′( j)), p˜(S′( j+1),e))> 5ε′′ with
probability ≥ 1− 1n3 .
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Combining Lemmas 6, 7 and 10 next lemma shows that the size of B j is bounded for all j.
Lemma 11. At the end of Step 5a, |B j| ≤ 5(logn)x+1 for all j, with probability ≥ 1− 3n3 .
Since all the elements in C j are already close to an anchor, they need not be ranked. By
Lemma 11 with probability ≥ 1− 3n3 the number of elements in B j is at most 5(logn)x+1. We use
RANK-x to rank each B j and output the final ranking.
Lemma 12 shows that all B j’s are ε′′-ranked at the end of Step 5b. Proof follows from
properties of RANK-x and union bound.
Lemma 12. At the end of Step 5b, all B js are ε′′-ranked with probability ≥ 1− 1n3 .
Combining the above set of results yields our main result.
Theorem 13. Given access to RANK-x, BINARY-SEARCH-RANKING with probability ≥ 1− 1n ,
uses O
(
n logn(log logn)x
ε2
)
comparisons and outputs an ε-ranking.
Using MERGE-RANK as a RANK-x algorithm with x = 3 leads to the following corollary.
Corollary 14. BINARY-SEARCH-RANKING uses O
(
n logn(log logn)3
ε2
)
comparisons and outputs
an ε-ranking with probability ≥ 1− 1n .
Using PALPAC-AMPRR [SBFPH15] as a RANK-x algorithm with x = 1 leads to the
following corollary over PL model.
Corollary 15. Over PL model, BINARY-SEARCH-RANKING with probability ≥ 1− 1n uses
O
(
n logn log logn
ε2
)
comparisons and outputs an ε-ranking.
It is well known that to rank a set of n values under the noiseless setting, Ω(n logn)
comparisons are necessary. We show that under the noisy model, Ω
(
n
ε2 log
n
δ
)
samples are
necessary to output an ε-ranking and hence our algorithm is near-optimal.
Theorem 16. For ε≤ 14 , δ≤ 12 , there exists a noisy model that satisfies SST and STI such that to
output an ε-ranking with probability ≥ 1−δ, Ω
(
n
ε2 log
n
δ
)
comparisons are necessary.
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Figure 2.1: Comparison of sample complexity for small input sizes, with ε= 0.05, and δ= 0.1
2.5 Experiments
We compare the performance of our algorithms with that of others over simulated data.
Similar to [YJ11], we consider the stochastic model where p(i, j) = 0.6 ∀i < j. Note that this
model satisfies both SST and STI. We find 0.05-maximum with error probability δ= 0.1. Observe
that i= 1 is the only 0.05-maximum. We compare the sample complexity of KNOCKOUT with that
of BTM-PAC [YJ11], MallowsMPI [BFHS14], and AR [HSRW16]. BTM-PAC is an (ε,δ)-
PAC algorithm for the same model considered in this paper. MallowsMPI finds a Condorcet
winner which exists under our general model. AR finds the maximum according to Borda scores.
We also tried PLPAC [SBFPH15], developed originally for PL model but the algorithm could not
meet guarantees of δ= 0.1 under this model and hence omitted. Note that in all the experiments
the reported numbers are averaged over 100 runs.
In Figure 2.1, we compare the sample complexity of algorithms when there are 7, 10
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Figure 2.2: Comparison of sample complexity for large input size, with ε= 0.05, and δ= 0.1
and 15 elements. Our algorithm outperforms all the others. BTM-PAC performs much worse
in comparison to others because of high constants in the algorithm. Further BTM-PAC allows
comparing an element with itself since the main objective in [YJ11] is to reduce the regret. We
exclude BTM-PAC for further experiments with higher number of elements.
In Figure 2.2, we compare the algorithms when there are 50, 100, 200 and 500 elements.
Our algorithm outperforms others for higher number of elements too. Performance of AR gets
worse as the number of elements increases since Borda scores of the elements get closer to each
other and hence AR takes more comparisons to eliminate an element. Notice that number of
comparisons is in logarithmic scale and hence the performance of MallowsMPI appears to be
close to that of ours.
As noted in [SBFPH15], sample complexity of MallowsMPI gets worse as p˜(i, j) gets
close to 0. To show the pronounced effect, we use the stochastic model p(1, j) = 0.6 ∀ j > 1,
p(i, j) = 0.5+ q˜ ∀ j > i, i> 1 where q˜< 0.1, and the number of elements is 15. Here too we find
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Figure 2.3: Sample complexity of KNOCKOUT and MallowsMPI for different values of q˜, with
ε= 0.05 and δ= 0.1
0.05-maximum with δ= 0.1. Note that i = 1 is the only 0.05-maximum in this stochastic model.
In Figure 2.3, we compare the algorithms for different values of q˜: 0.01, 0.005 and 0.001. As
discussed above, the performance of MallowsMPI gets much worse whereas our algorithm’s
performance stays unchanged. The reason is that MallowsMPI finds the Condorcet winner using
successive elimination technique and as q˜ gets closer to 0, MallowsMPI takes more comparisons
for each elimination. Our algorithm tries to find an alternative which defeats Condorcet winner
with probability ≥ 0.5− 0.05 and hence for alternatives that are very close to each other, our
algorithm declares either one of them as winner after comparing them for certain number of
times.
Next we evaluate KNOCKOUT on Mallows model which does not satisfy STI. Mallows is a
parametric model which is specified by single parameter φ. As in [BFHS14], we consider n = 10
elements and various values for φ: 0.03, 0.1, 0.3, 0.5, 0.7, 0.8, 0.9, 0.95 and 0.99. Here again
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Figure 2.4: Sample complexity of KNOCKOUT and MallowsMPI under Mallows model for
various values of φ
we seek to find 0.05-maximum with δ= 0.05. As we can see in Figure 2.4, sample complexity
of KNOCKOUT and MallowsMPI is essentially same under small values of φ but KNOCKOUT
outperforms MallowsMPI as φ gets close to 1 since comparison probabilities grow closer to 1/2.
Surprisingly, for all values of φ except for 0.99, KNOCKOUT returned Condorcet winner in all
runs. For φ= 0.99, KNOCKOUT returned second best element in 10 runs out of 100. Note that
p˜(1,2) = 0.0025 and hence KNOCKOUT still outputed a 0.05-maximum. Even though we could
not show theoretical guarantees of KNOCKOUT under Mallows model, our simulations suggest
that it can perform well even under this model.
For the stochastic model p(i, j) = 0.6 ∀i < j, we run our MERGE-RANK algorithm to
find an ε-ranking with δ= 0.1. Figure 2.5 shows that sample complexity does not increase a lot
with decreasing ε. We attribute this to the subroutine COMPARE that finds the winner faster when
the elements are more dissimilar.
Some more experiments are provided in Appendix 2.G.
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Figure 2.5: Sample complexity of MERGE-RANK for different ε
2.6 Conclusion
We studied maximum selection and ranking using noisy comparisons for broad comparison
models satisfying SST and STI. For maximum selection we presented a simple algorithm with
linear, hence optimal, sample complexity. For ranking we presented a framework that improves the
performance of many ranking algorithms and applied it to merge ranking to derive a near-optimal
algorithm.
We conducted several experiments showing that our algorithms perform well and out-
perform existing algorithms on simulated data.
The maximum-selection experiments suggest that our algorithm performs well even
without STI. It would be of interest to extend our theoretical guarantees to this case. For ranking,
it would be interesting to close the (log logn)3 ratio between the upper- and lower- complexity
bounds.
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2.A Merge Ranking
We first introduce a subroutine that is used by MERGE-RANK. It merges two ordered sets
in the presence of noisy comparisons.
2.A.1 MERGE
MERGE takes two ordered sets S1 and S2 and outputs an ordered set Q by merging them.
MERGE starts by comparing the first elements in each set S1 and S2 and places the loser in the
first position of Q. It compares the two elements sufficient times to make sure that output is
near-accurate. Then it compares the winner and the element right to loser in the corresponding set.
It continues this process until we run out of one of the sets and then adds the remaining elements
to the end of Q and outputs Q.
We show that when we merge two ordered sets using MERGE, the error of resulting
ordered set is not high compared to the maximum of errors of individual ordered sets.
Lemma 17. With probability ≥ 1− (|S1|+ |S2|)δ, error of MERGE(S1,S2,ε,δ) is at most ε more
than the maximum of errors of S1 and S2. Namely, with probability ≥ 1− (|S1|+ |S2|)δ,
err(MERGE(S1,S2,ε,δ))≤max(err(S1),err(S2))+ ε.
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Algorithm 6 MERGE
Input: Sets S1,S2, bias ε, confidence δ.
Initialize: i = 1, j = 1 and O = /0.
1. while i≤ |S1| and j ≤ |S2|.
(a) if S1(i) = COMPARE(S1(i),S2( j),ε,δ), then append S2( j) at the end of O and j =
j+1.
(b) else append S1(i) at the end of O and i = i+1.
2. if i≤ |S1|, then append S1(i : |S1|) at the end of O.
3. if j ≤ |S2|, then append S2( j : |S2|) at the end of O.
Output: O.
2.A.2 MERGE-RANK
Now we present the algorithm MERGE-RANK. MERGE-RANK partitions the input set S
into two sets S1 and S2 each of size |S|/2. It then orders S1 and S2 separately using MERGE-RANK
and combines the ordered sets using MERGE. Notice that MERGE-RANK is a recursive algorithm.
The singleton sets each containing an unique element in S are merged first. Two singleton sets are
merged to form a set with two elements, then the sets with two elements are merged to form a set
with four elements and henceforth. By Lemma 17, each merge with bound parameter ε′ adds at
most ε′ to the error. Since error of singleton sets is 0 and each element takes part in logn merges,
the error of the output set is at most ε′ logn. Hence with bound parameter ε/ logn, the error of the
output set is less than ε.
Algorithm 7 MERGE-RANK
Input: Set S, bias ε, confidence δ.
1. S1 = MERGE-RANK(S(1 : b|S|/2c),ε,δ).
2. S2 = MERGE-RANK(S(b|S|/2c+1 : |S|),ε,δ).
Output: MERGE(S1,S2,ε,δ).
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2.B Algorithms for Ranking
Algorithm 8 INTERVAL-BINARY-SEARCH
Input: Ordered array S, search element e, bias ε
1. T = BUILD-BINARY-SEARCH-TREE(|S|).
2. Initialize set Q = /0, node α= root(T ), and count c = 0.
3. repeat for 30logn times
(a) if α2−α1 > 1,
i. Add α1, α2 and
⌈α1+α2
2
⌉
to Q.
ii. if COMPARE2(S(α1),e, 10ε2 ) > 1/2 or COMPARE2(e,S(α2),
10
ε2 ) > 1/2 then go
back to the parent, α= parent(α).
iii. else
• if COMPARE2(S(⌈α1+α22 ⌉),e, 10ε2 )> 1/2 go to the left child,α= left(α).
• else go to the right child, α= right(α).
(b) else
i. if COMPARE2(e,S(α1), 10ε2 )>
1
2 and COMPARE2(S(α2),e,
10
ε2 )>
1
2 , c = c+1.
ii. else
A. if c = 0, α= parent(α).
B. else c = c−1.
4. (a) if c> 10logn, Output: α1.
(b) else
i. Sort Q.
ii. Output: BINARY-SEARCH(S,Q,e,ε).
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Algorithm 9 BUILD-BINARY -SEARCH-TREE
Input: size n.
// Recall that each node m in the tree is an interval between left end m1 and right end m2.
1. Initialize set T ′ = /0.
2. Initialize the tree T with the root node (1,n).
m = (1,n) where m1 = 1 and m2 = n,
root(T ) = m
3. Add m to T ′.
4. while T ′ is not empty
(a) Consider a node i in T ′.
(b) if i2− i1 > 1, create a left child and right child to i and set their parents as i.
α=
(
i1,
⌈
i1+ i2
2
⌉)
, β=
(⌈
i1+ i2
2
⌉
, i2
)
,
left(i) = α, right(i) = β,
parent(α) = i, parent(β) = i.
and add nodes α and β to T ′.
(c) Remove node i from T ′.
Output: T .
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Algorithm 10 BINARY-SEARCH
Input: Ordered array S, ordered array Q, search item e, bias ε.
Initialize: l = 1, h = |Q|.
1. while h− l > 0
(a) t = COMPARE2
(
e,S(Q(
⌈ l+h
2
⌉
), 10lognε2
)
.
(b) if t ∈ [12 −3ε, 12 +3ε], then Output: Q(⌈ l+h2 ⌉).
(c) else if t < 12 −3ε, then move to the left.
h =
⌈
l+h
2
⌉
.
(d) else move to the right.
l =
⌈
l+h
2
⌉
.
Output: Q(h).
2.C Some tools for proving lemmas
We first prove an auxilliary result that we use in the future analysis.
Lemma 18. Let W = COMPARE(i, j,ε,δ) and L be the other element. Then with probability
≥ 1−δ,
p(W,L)≥ 1
2
− ε.
Proof. Note that if |p˜(i, j)|< ε, then p(i, j)> 12 − ε and p( j, i)> 12 − ε. Hence, p(W,L)≥ 12 − ε.
If |p˜(i, j)| ≥ ε, without loss of generality, assume that i is a better element i.e., p˜(i, j)≥ ε.
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By Lemma 2, with probability atleast 1−δ, W = i. Hence
Pr
(
p(W,L)≥ 1
2
− ε
)
= Pr(W = i)≥ 1−δ.
We now prove a Lemma that follows from SST and STI that we will use in future analysis.
Lemma 19. If p˜(i, j)≤ ε1, p˜( j,k)≤ ε2, then p˜(i,k)≤ ε1+ ε2.
Proof. We will divide the proof into four cases based on whether p˜(i, j)> 0 and p˜( j,k)> 0.
If p˜(i, j)≤ 0 and p˜( j,k)≤ 0, then by SST, p˜(i,k)≤ 0≤ ε1+ ε2.
If 0< p˜(i, j)≤ ε1 and 0< p˜( j,k)≤ ε2, then by STI, p˜(i,k)≤ ε1+ ε2.
If p˜(i, j)< 0 and 0< p˜( j,k)≤ ε2, then by SST, p˜(i,k)≤ ε2 ≤ ε1+ ε2.
If 0< p˜(i, j)≤ ε1 and p˜( j,k)< 0, then by SST, p˜(i,k)≤ ε1 ≤ ε1+ ε2.
2.D Proofs of Section 3.3
Proof of Lemma 2
Proof. Let pˆri and cˆ
r denote pˆi and cˆ respectively after r number of comparisons. Output of
COMPARE(i, j,ε,δ) will not be i only if pˆri <
1
2 + ε− cˆr for any r < m = 12ε2 log 2δ or if pˆi < 12 for
r = m. We will show that the probability of each of these events happening is bounded by δ2 .
Hence by union bound, Lemma follows.
After r comparisons, by Hoeffding’s inequality,
Pr(pˆri <
1
2
+ ε− cˆr)≤ e−2r(cˆr)2 = e− log 4r
2
δ =
δ
4r2
.
Using union bound,
Pr(∃r s.t. pˆri ≤
1
2
+ ε− cˆr)≤ δ
2
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After m = 12ε2 log
2
δ rounds, by Hoeffding’s inequality,
Pr(pˆmi <
1
2
)≤ e−2mε2 = δ
2
.
Proof of Lemma 3
Proof. Each of the |S|2 pairs is compared at most
1
2ε2 log
2
δ times, hence the total comparisons is
≤ |S|4ε2 log 2δ . Let k∗ = max(KNOCKOUT-ROUND(S,ε,δ)) and s∗ = max(S). Let a be the element
paired with s∗. There are two cases: p˜(s∗,a)≥ ε and p˜(s∗,a)< ε.
If p˜(s∗,a)≥ ε, by Lemma 2 with probability ≥ 1−δ, s∗ will win and hence by definitions
of s∗ and k∗, p˜(s∗,k∗) = 0≤ γε. Alternatively, if p˜(s∗,a)< ε, let winner(s∗,a) denote the winner
between s∗ and a. Then,
r(a)
(a)
≤ r(winner(s∗,a))
(b)
≤ r(k∗)
(c)
≤ r(s∗)
where (a) follows from r(a)≤ r(s∗), (b) and (c) follow from the definitions of s∗ and k∗ respec-
tively. From stochastic tranisitivity on a, k∗ and s∗, p˜(s∗,k∗)≤ γp˜(s∗,a)≤ γε.
Proof of Theorem 4
Proof. We first bound the number of comparisons. Let ni =
|S|
2i−1 be the number of elements in
the set at the beginning of round i. The number of comparisons at round i is
≤ ni
2
· γ
422i/3
2c2ε2
· log 2
i+1
δ
.
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Hence the number of comparisons in all rounds is
log |S|
∑
i=1
|S|
2i
· γ
422i/3
2c2ε2
· log 2
i+1
δ
≤ |S|γ
4
2c2ε2
∞
∑
i=1
1
2i/3
(
i+ log
2
δ
)
=
|S|γ4
2c2ε2
(
21/3
c2
+
1
c
log
2
δ
)
= O
( |S|γ4
ε2
(
1+ log
1
δ
))
.
We now show that with probability ≥ 1−δ, the output of KNOCKOUT is an ε-maximum. Let
εi = cε/(γ2i/3) and δi = δ/2i. Note that εi and δi are bias and confidence values used in round i.
Let bi be a maximum element in the set S before round i. Then by Lemma 3, with probability
≥ 1−δi,
p˜(bi,bi+1)≤ εi (2.1)
By union bound, the probability that Equation 2.1 does not hold for some round 1≤ i≤
log |S| is
≤
log |S|
∑
i=1
δi =
log |S|
∑
i=1
δ
2i
≤ δ.
With probability ≥ 1−δ, Equation 2.1 holds for all i and by stochastic triangle inequality,
p˜(b1,blog |S|+1)≤
log |S|
∑
i=1
p˜(bi,bi+1)≤
∞
∑
i=1
cε
γ2i/3
= ε/γ.
We now show that if p˜(b1,e)≤ ε/γ, e is an ε-maximum, namely p˜( f ,e)≤ ε ∀ f ∈ S. Note that
b1 is a maximum element in the original set S and hence r(b1) = n. If r( f ) ≥ r(e), then by
γ-stochastic transitivity, p˜( f ,e)≤ γp˜(b1,e)≤ ε and if r( f )≤ r(e), then p˜( f ,e)≤ 0≤ ε.
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2.E Proofs of Section 2.4.1
Proof of Lemma 17
Proof. Let Q=MERGE(S1,S2,ε,δ). We will show that for every k, w.p. ≥ 1−δ, p˜(Q(k),Q(l))≤
max(err(S1),err(S2)) + ε ∀l > k. Note that if this property is true for every element then
err(Q)≤max(err(S1),err(S2))+ ε. Since there are |S1|+ |S2| elements in the final merged set,
the Lemma follows by union bound.
If S1(i) and S2( j) are compared in MERGE algorithm, without loss of generality, assume
that S1(i) loses i.e., S1(i) appears before S2( j) in T . The elements that appear to the right of S1(i)
in Q belong to set Q≥S1(i) = {S1(k) : k > i}
⋃{S2(k) : k ≥ j}. We will show that w.p. ≥ 1− δ,
∀e ∈ Q≥S1(i), p˜(S1(i),e)≤max(err(S1),err(S2))+ ε.
By definition of error of an ordered set,
p˜(S1(i),S1(k))≤ err(S1) ∀k > i (2.2)
p˜(S2( j),S2(k))≤ err(S2) ∀k ≥ j. (2.3)
By Lemma 18, w.p. ≥ 1−δ,
p˜(S1(i),S2( j))≤ ε. (2.4)
Hence by Equations 2.3, 2.4 and Lemma 19, w.p. ≥ 1−δ, p˜(S1(i),S2(k))≤ ε+ err(S2) ∀k ≥
j.
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Proof of Lemma 5
Proof. We first bound the total comparisons. Let C(Q,ε′,δ′) be the number of comparisons that
the MERGE-RANK uses on a set Q. Since MERGE-RANK is a recursive algorithm,
C(Q,ε′,δ′)≤C(Q[1 : b|Q|/2c],ε′,δ′)
+C(Q[b|Q|/2c : |Q|],ε′,δ′)+ |Q|
2ε′2
log
2
δ′
.
From this one can obtain that C(S,ε′,δ′) = O
( |S| log |S|
ε′2 log
1
δ′
)
. Hence,
C
(
|S|, ε
log |S| ,
δ
|S|2
)
= O
( |S| log3 |S|
ε2
log
|S|2
δ
)
.
Now we bound the error. By Lemma 17, with probability ≥ 1−|Q|δ,
err(MERGE-RANK(Q,ε′,δ′))≤
max{err(MERGE-RANK(Q[1 : b|Q|/2c],ε′,δ′)),
err
(
MERGE-RANK
(
T [b|Q|/2c+1 : |Q|],ε′,δ′))}+ ε′. (2.5)
We can bound the total times MERGE is called in a single instance of MERGE-RANK(S,ε′,δ′).
MERGE combines the singleton sets and forms the sets with two elements, it combines the sets
with two elements and forms the sets with four elements and henceforth. Hence the total times
MERGE is called is ∑log |S|i=1
|S|
2i ≤ |S|. Therefore, the probability that Equation 2.5 holds every time
when two ordered sets are merged in MERGE-RANK(S,ε′,δ′) is ≤ |S| · |S|δ′ = |S|2δ′.
If Equation 2.5 holds every time MERGE is called, then error of MERGE-RANK(S,ε′,δ′)
is at most ∑log |S|i=1 ε
′ ≤ ε′ log |S|. This is because err(S) is 0 if S has only one element. And a
singleton set participates in logn merges before becoming the final output set.
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Therefore, w.p. ≥ 1−|S|2δ′,
err(MERGE-RANK(S,ε′,δ′))≤ log |S|ε′.
Hence with probability ≥ 1−δ,
err
(
MERGE-RANK
(
S,
ε
log |S| ,
δ
|S|2
))
≤ ε.
2.F Proofs for Section 2.4.2
Proof of Lemma 6
Proof. Let set S be ordered s.t. p˜(S(i),S( j))≥ 0 ∀i> j. Let S′′k = {S(l) : k≤ l≤ k+5(logn)x+1−
1). The probability that none of the elements in S′′k is selected for a given k is
≤
(
1− 5(logn)
x+1
n
)n/(logn)x
<
1
n5
.
Therefore by union bound, the probability that none of the elements in S′′k is selected for any k is
≤ n · 1
n5
=
1
n4
.
Proof of Lemma 8
We prove Lemma 8 by dividing it into smaller lemmas. We refer to |p˜(e, f )| as a measure
of distance between elements e and f .
We divide all elements in S into two sets based on distance from anchors. First set contains
all elements that are far away from all anchors and the second set contains all elements which are
close to atleast one of the anchors. INTERVAL-BINARY-SEARCH acts differently on both sets.
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We first show that for elements in the first set, INTERVAL-BINARY-SEARCH places them
in between the right anchors by using just the random walk subroutine.
For elements in the second set, INTERVAL-BINARY-SEARCH might fail to find the right
anchors just by using the random walk subroutine. But we show that INTERVAL-BINARY-
SEARCH visits a close anchor during random walk and BINARY-SEARCH finds a close anchor
from the set of visited anchors using simple binary search.
We first prove Lemma 8 for the elements of first set.
Lemma 20. For ε′′ > ε′, consider an ε′-ranked S′. If an element e is such that |p˜(e,S′( j))|> ε′′
∀ j, then with probability ≥ 1− 1n6 step 4a of INTERVAL-BINARY-SEARCH(S′,e,ε′′) outputs the
index y such that p˜(e,S′(y))> ε′′ and p˜(S′(y+1),e)> ε′′.
Proof. We first show that there is an unique y s.t. p˜(e,S′(y))> ε′′ and p˜(S′(y+1),e)> ε′′.
Let i be the largest index such that p˜(e,S′(i))> ε′′. By Lemma 19, p˜(e,S′( j))> ε′′−ε′ >
0 ∀ j < i. Hence by the assumption on e, p˜(e,S′( j))> ε′′ ∀ j < i. Let k be the smallest index
such that p˜(S′(k),e)> ε′′. By a similar argument as previously, we can show that p˜(S′( j),e)>
ε′′ ∀ j > k.
Hence by the above arguments and the fact that |p˜(e,S′( j))|> ε′′ ∀ j, there exists only
one y such that p˜(e,S′(y))> ε′′ and p˜(S′(y+1),e)> ε′′.
Thus in the tree T , there is only one leaf node w such that p˜(e,S′(w1)) > ε′′ and
p˜(S′(w2),e)> ε′′.
Consider some node m which is not an ancestor of w. Then either p˜(S′(m1),e)> ε′′ or
p˜(S′(m2),e)<−ε′′. Since we compare e with S′(m1) and S′(m2) 10ε′′2 times, we move to the parent
of m with probability atleast 1920 .
Consider some node m which is an ancestor of w. Then p˜(S′(m1),e)<−ε′′ , p˜(S′(m2),e)>
ε′′, and |p˜(S′(⌈m1+m22 ⌉),e)|> ε′′. Therefore we move in direction of w with probability atleast
19
20 .
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Therefore if we are not at w, then we move towards w with probability atleast 1920 and if
we are at w then the count c increases with probability atleast 1920 .
Since we start at most logn away from w if we move towards w for 21logn then the
algorithm will output y. The probability that we will move towards w less than 21logn times is
≤ e−30lognD( 2130 || 1920 ) ≤ 1n6 .
To prove Lemma 8 for the elements of the second set, we first show that the random walk
subroutine of algorithm INTERVAL-BINARY-SEARCH placing an element in wrong bin is highly
unlikely.
Lemma 21. For ε′′ > ε′, consider an ε′-ranked set S′. Now consider an element e and y such
that either p˜(S′(y),e) > ε′′ or p˜(S′(y+ 1),e) < −ε′′, then step 4a of INTERVAL-BINARY-
SEARCH(S′,e,ε′′) will not output y with probability ≥ 1− 1n7 .
Proof. Recall that step 4a of INTERVAL-BINARY-SEARCH outputs y if we are at the leaf node
(y,y+1) and the count c is atleast 10 logn.
Since either p˜(S′(y),e)> ε′′ or p˜(S′(y+1),e)<−ε′′, when we are at leaf node (y,y+1),
the count decreases with probability atleast 1920 . Hence the probability that INTERVAL-BINARY-
SEARCH is at (y,y+1) and the count is greater than 10logn is at most∑30logni=10logn e
−i·D( i−10logn2i || 1920 )<
20logne−10lognD(
1
3 || 1920 ) ≤ 1n7 .
We now show that for an element of the second set, the random walk subroutine either
places it in correct bin or visits a close anchor.
Lemma 22. For ε′′ > ε′, consider an ε′-ranked set S′. Now consider an element e that is close
to an element in S′ i.e., ∃g : |p˜(S′(g),e)|< ε′′. With probability ≥ 1− 1n6 , step 4a of INTERVAL-
BINARY-SEARCH(S′,e,ε′′) will either output the right index y such that p˜(S′(y),e) < ε′′ and
p˜(S′(y+1),e)>−ε′′ or INTERVAL-BINARY-SEARCH visits S′(h) such that |p˜(S′(h),e)|< 2ε′′.
Proof. By Lemma 21, step 4a of INTERVAL-BINARY-SEARCH does not output a wrong interval
with probability 1− 1n7 . Hence we just need to show that w.h.p., e visits a close anchor.
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Let i be the largest index such that p˜(e,S′(i)) > 2ε′′. Then ∀ j < i, by Lemma 19,
p˜(e,S( j))> 2ε′′− ε′ > ε′′ .
Let k be the smallest index such that p˜(S′(k),e) > 2ε′′. Then ∀ j > k, by Lemma 19,
p˜(S′( j),e)> ε′′ .
Therefore for u< v such that min(|p˜(S′(u),e)|, |p˜(S′(v),e)|)≥ 2ε′′ only one of three sets
{x : x< u},{x : u< x< v} and {x : x> v} contains an index z such that |p˜(S′(z),e)|< ε′′.
Let a node α be s.t. for some c ∈ {α1,α2,dα1+α22 e}, |p˜(S′(c),e)| ≤ 2ε′′. If INTERVAL-
BINARY-SEARCH reaches such a node α then we are done.
So assume that INTERVAL-BINARY-SEARCH is at a node β s.t. ∀c ∈ {β1,β2,dβ1+β22 e},
|p˜(S′(c),e)|> 2ε′′. Note that only one of three sets {x : x< β1 or x> β2}, {x : β1 < x< dβ1+β22 e}
and {x : dβ1+β22 e < x < β2} contains an index z such that |p˜(S′(z),e)| < ε′′ and INTERVAL-
BINARY-SEARCH moves towards that set with probability 1920 . Hence the probability that we
never visit an anchor that is less than 2ε′′ away is at most e−30lognD(
15.5
30 || 1920 ) ≤ 1n7 .
We now complete the proof by showing that for an element e from the second set, if Q
contains an index y of an anchor that is close to e, BINARY-SEARCH will output one such index.
Lemma 23. For ε′′ > ε′, consider ordered sets S′,Q s.t. p(S′(Q(i)),S′(Q( j))) > 12 − ε′ ∀i > j.
For an element e s.t., ∃g : |p˜(S′(Q(g)),e)|< 2ε′′, BINARY-SEARCH(S′,Q,e,ε′′) will return y such
that |p˜(S′(Q(y)),e)|< 4ε′′ with probability ≥ 1− 1n6 .
Proof. At any stage of BINARY-SEARCH, there are three possibilities that can happen . Consider
the case when we are comparing e with S′(Q(i)).
1. |p˜(S′(Q(i)),e)|< 2ε′′. Probability that the fraction of wins for e is not between 12−3ε′′
and 12 +3ε
′′ is less than e−
10logn
ε′′2 ε
′′2 ≤ 1n10 . Hence BINARY-SEARCH outputs Q(i).
2. p˜(S′(Q(i)),e)> 2ε′′. Probability that the fraction of wins for e is more than 12 is less
than e−
10logn
ε′′2 ε
′′2 ≤ 1n10 . So BINARY-SEARCH will not move right. Also notice that p˜(S′(Q( j)),e)>
2ε′′− ε′ > ε′′ ∀ j > i.
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3. p˜(S′(Q(i)),e) > 4ε′′. Probability that the fraction of wins for e is more than 12 −
3ε′′ is less than e−
10logn
ε′′2 ε
′′2 ≤ 1n10 . Hence BINARY-SEARCH will move left. Also notice that
p˜(S′(Q( j)),e)> 4ε′′− ε′ > ε′′ ∀ j > i.
We can show similar results for p˜(S′(Q(i)),e)<−2ε′′ and p˜(S′(Q(i)),e)<−4ε′′. Hence
if |p˜(S′(Q(i)),e)|< 2ε′′ then BINARY-SEARCH outputs Q(i), and if 2ε′′ < |p˜(S′(Q(i)),e)|< 4ε′′
then either BINARY-SEARCH outputs Q(i) or moves in the correct direction and if |p˜(S′(Q(i)),e)|>
4ε′′, then BINARY-SEARCH moves in the correct direction.
Lemma 24. INTERVAL-BINARY-SEARCH(S,e,ε) terminates in O( logn log lognε2 ) comparisons for
any set S of size O(n).
Proof. Step 3 of INTERVAL-BINARY-SEARCH runs for 30 logn iterations. In each iteration,
INTERVAL-BINARY-SEARCH compares e with at most 3 anchors and repeats each comparison
for 10/ε2. So total comparisons in step 3 is O(logn/ε2). The size of Q is upper bounded by
90logn and BINARY-SEARCH does a simple binary search over Q by repeating each comparison
10logn/ε2. Hence total comparisons used by BINARY-SEARCH is O(logn log logn/ε2)
Combining Lemmas 7, 21, 22, 23, 24 yields the result.
Proof of Lemma 11
Proof. Combining Lemmas 7, 10 and using union bound, at the end of step 5a ,w.p. ≥ 1− 2n3 , S′
is ε′-ranked and ∀ j,e ∈ B j, min(p˜(e,S′( j)), p˜(S′( j+1),e))> 5ε′′. Hence by Lemma 19, ∀ j,k <
j,e ∈ B j, p˜(e,S′(k))> 5ε′′− ε′ > 4ε′′. Similarly, ∀ j,k > j,e ∈ B j, p˜(S′(k),e)> 5ε′′− ε′ > 4ε′′.
If |B j|> 0, then p˜(e,S′(k))> 4ε′′ for e ∈ B j,k≤ j, p˜(S′(l),e)> 4ε′′ for e ∈ B j, l ≥ j+1.
Hence by stochastic transitivity, p˜(S′(l),S′(k))> 4ε′′ for l > j ≥ k. Therefore there exists k, l s.t.
p˜(S′(l), f )> 0 ∀ f ∈ {S′(y) : y≤ j}, p˜(S′(k),S′(l))> 0 and p˜( f ,S′(k))> 0 ∀ f ∈ {S′(y) : y> j}.
Now by Lemma 6, w.p. ≥ 1− 1n4 , size of all such sets B j is less than 5(logn)x+1.
Lemma follows by union bound.
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Proof of Theorem 13
We first bound the running time of BINARY-SEARCH-RANKING algorithm.
Theorem 25. BINARY-SEARCH-RANKING terminates after O(n(log logn)
x
ε2 logn) comparisons
with probability ≥ 1− 1n2 .
Proof. Step 2 RANK-x(S′,ε′, 1n6 ) terminates after O(
n
ε2 logn) comparisons with probability ≥
1− 1n6 .
By Lemma 8, for each element e, the step 4a INTERVAL-BINARY-SEARCH(S′,e,ε′′)
terminates after O( logn log lognε2 ) comparisons. Hence step 4 takes at most O(
n logn log logn
ε2 ) compar-
isons.
Comparing each element with the anchors in steps 5a takes at most O( lognε2 ) comparisons.
With probability≥ 1− 1n4 step 5b RANK-X(Bi, ε′′, 1n4 ) terminates afterO(|Bi|
(log |Bi|)x
ε2 logn)
comparisons. By Lemma 11, |Bi| ≤ 5(logn)x+1 for all i w.p. ≥ 1− 3n3 . Hence, w.p. ≥ 1− 3n3 , total
comparisons to rank all Bis is at most ∑iO(|Bi| (log |Bi|)
x
ε2 logn)≤ ∑iO(
|Bi| logn(log(5(logn)x+1))x
ε2 ) =
O(n logn(log logn)
x
ε2 ).
Therefore, by summing comparisons over all steps, with probability ≥ 1− 1n2 total com-
parisons is at most O
(
n logn(log logn)x
ε2
)
.
Now we show that BINARY-SEARCH-RANKING outputs an ε-ranking with high probabil-
ity.
Theorem 26. BINARY-SEARCH-RANKING produces an ε-ranking with probability at least
1− 1n2 .
Proof. By combining Lemmas 7, 9, 10, 12 and using union bound, w.p. ≥ 1− 1n2 , at the end of
step 5b,
• S′ is ε′-ranked.
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• Each Ci has elements such that |p˜(Ci( j),S(i))|< 7ε′′ for all j.
• Each Bi has elements such that p˜(S′(i),Bi( j))<−5ε′′ and p˜(S′(i+1),Bi( j))> 5ε′′ for all
j.
• All Bis are ε′′-ranked.
For j ≥ i, e ∈ Bi−1⋃S′(i)⋃Ci, f ∈ S′( j)⋃C j⋃B j,
p˜(e, f )≤ p˜(e,S′(i))+ p˜(S′(i),S′( j))+ p˜(S′( j), f )≤ 7ε′′+ ε′+7ε′′ < 15ε′′ = ε. Combining the
above results proves the Theorem.
Combining Theorems 25, 26 yields the result.
Proof Sketch for Theorem 16
Proof sketch. Consider a stochastic model where there is an inherent ranking r and for any two
consecutive elements p(i, i+1) = 12 −2ε. Suppose there is a genie that knows the true ranking
r up to the sets {r(2i−1),r(2i)} for all i i.e., for each i, genie knows {r(2i− 1),r(2i)} but
it does not know the ranking between these two elements. Since consecutive elements have
ε(i, i+1) = 2ε> ε, to find an ε-ranking, the genie has to correctly identify the ranking within all
the n/2 pairs. Using Fano’s inequality from information theory, it can be shown that the genie
needs at least Ω
(
n
ε2 log
n
δ
)
comparisons to identify the ranking of the consecutive elements with
probability 1−δ.
2.G Additional Experiments
As we mentioned in Section 5.5, BTM-PAC allows comparison of an element with itself.
It is not beneficial when the goal is to find ε-maximum. So we modify their algorithm by not
allowing such comparisons. We refer to this restricted version as R-BTM-PAC.
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Figure 2.6: Sample complexity comparison of KNOCKOUT and variations of BTM-PAC for
different input sizes, with ε= 0.05 and δ= 0.1
As seen in figure, performance of BTM-PAC does not increase by much by restricting
the comparisons.
We further reduce the constants in R-BTM-PAC. We change Equations (7) and (8)
in [YJ11] to cδ(t) =
√
1
t log
n3N
δ and N = d 1ε2 log n
3N
δ e, respectively.
We believe the same guarantees hold even with the updated constants. We refer to this
improved restricted version as IR-BTM-PAC. Here too we consider the stochastic model where
p(i, j) = 0.6∀ i< j and we find 0.05-maximum with error probability δ= 0.1.
In Figure 2.6 we compare the performance of KNOCKOUT and all variations of BTM-
PAC. As the figure suggests, the performance of IR-BTM-PAC improves a lot but KNOCKOUT
still outperforms it significantly.
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Figure 2.7: Sample complexity of KNOCKOUT for different values of n and ε
In Figure 2.7, we consider the stochastic model where p(i, j) = 0.6 ∀i < j and find
ε-maximum for different values of ε. Similar to previous experiments, we use δ = 0.1. As
we can see the number of comparisons increases almost linearly with n. Further the number
of comparisons does not increase significantly even when ε decreases. Also the number of
comparisons seem to be converging as ε goes to 0. KNOCKOUT outperforms MallowsMPI even
for the very small ε values. We attribute this to the subroutine COMPARE that finds the winner
faster when the distance between elements are much larger than ε.
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Chapter 3
Maxing and Ranking with Few
Assumptions
3.1 Introduction
3.1.1 Motivation
Maximum selection (maxing) and sorting using pairwise comparisons are among the most
practical and fundamental algorithmic problems in computer science. As is well-known, maxing
requires n−1 comparisons, while sorting takes Θ(n logn) comparisons.
The probabilistic version of this problem, where comparison outcomes are random, is
of significant theoretical interest as well, and it too arises in many applications and diverse
disciplines. In sports, pairwise games with random outcomes are used to determine the best, or
the order, of teams or players. Similarly Trueskill [HMG06] matches video gamers to create their
ranking. It is also used for a variety of online applications such as to learn consumer preferences
with the popular A/B tests, in recommender systems [WSE14], for ranking documents from user
clickthrough data [RJ07, RKJ08], and more. The popular crowd sourcing website GIFGIF [gif]
shows how pairwise comparisons can help associate emotions with many animated GIF images.
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Visitors are presented with two images and asked to select the one that better corresponds to a
given emotion. For these reasons, and because of its intrinsic theoretical interest, the problem
received a fair amount of attention.
3.1.2 Terminology and previous results
One of the first studies in the area, [FRPU94] assumed n totally-ordered elements, where
each comparison errs with the same, known, probability α< 12 . It presented a maxing algorithm
that uses O( nα2 log
1
δ) comparisons to output the maximum with probability≥ 1−δ, and a ranking
algorithm that uses O( nα2 log
n
δ) comparisons to output the ranking with probability ≥ 1−δ.
These results have been and continue to be of great interest. Yet this model has two
shortcomings. It assumes that there is only one random comparison probability, α, and that its
value is known. In practice, comparisons have different, and arbitrary, probabilities, and they are
not known in advance. To address more realistic scenarios, researchers considered more general
probabilistic models.
Consider a set of n elements, without loss of generality [n] def= {1,2, . . . ,n}. A probabilistic
model, or model for short, is an assignment of a preference probability pi, j ∈ [0,1] for every
i 6= j ∈ [n], reflecting the probability that i is preferred when compared with j. We assume that
repeated comparisons are independent and that there are no “draws”, hence p j,i = 1− pi, j.
If pi, j ≥ 12 , we say that i is preferable to j and write i≥ j. Element i is maximal in a model
if i≥ j for all j 6= i. And a permutation `1, . . . ,`n is a ranking if `i ≥ ` j for all i≤ j. Observe that
the first element of any ranking is always maximal. For example, for n= 3, p1,2 = 1/2, p1,3 = 1/3,
and p2,3 = 2/3, we have 1≥ 2, 2≥ 1, 3≥ 1, and 2≥ 3. Hence 2 is the unique maximum, and
2,3,1 is the unique ranking. We seek algorithms that without knowing the underlying model, use
pairwise comparisons to find a maximal element and a ranking.
Two concerns spring to mind. First, there may be two elements i, j with pi, j arbitrarily
close to half, requiring arbitrarily many comparisons just to determine which is preferable
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to the other. This concern has a common remedy, that we also adopt. The PAC paradigm,
e.g. [YJ11, BFSH14], that requires the algorithm’s output to be only Probably Approximately
Correct.
Let p˜i, j
def
= pi, j − 12 be the centered preference probability. Note that p˜i, j ≥ 0 iff i is
preferable to j. If p˜i, j ≥−ε we say that i is ε-preferable to j. For 0< ε< 1/2, an element i ∈ [n]
is ε-maximum if it is ε-preferable to all other elements, namely, p˜i, j ≥−ε ∀ j 6= i. Given ε> 0, 12 ≥
δ> 0, a PAC maxing algorithm must output an ε-maxima with probability ≥ 1−δ, henceforth
abbreviated with high probability (WHP). Similarly, a permutation `1, . . . ,`n of {1, . . . ,n} is an
ε-ranking if `i is ε-preferable to ` j for all i ≤ j, and a PAC ranking algorithm must output an
ε-ranking WHP. Note that in this paper, we consider δ≤ 12 , the more practical regime. For larger
values of δ, one can use our algorithms with δ= 12 .
The second concern is that not all models have a ranking, or even a maximal element.
For example, for p1,2 = p2,3 = p3,1 = 1, or the more opaque yet interesting non-transitive
coins [Wik17], each element is preferable to the cyclically next, hence there is no maximal
element and no ranking.
A standard approach, that again we too will adopt, to address this concern is to consider
structured models. The simplest may be parametric models, of which one of the more common
is Placket Luce (PL) [Pla75, Luc05], where each element i is associated with an unknown
positive number ai and pi, j = aiai+a j . [SBFPH15] derived a PAC maxing algorithm that uses
O( nε2 log
n
εδ) comparisons and a PAC ranking algorithm that uses O(
n
ε2 logn log
n
εδ) comparisons
for any PL model. Related results for the Mallows model under a non-PAC paradigm were derived
by [BFHS14].
But significantly more general, and more realistic, non-parametric, models may also have
maxima and rankings. A model is strongly stochastically transitive (SST), if i ≥ j and j ≥ k
imply pi,k ≥ max(pi, j, p j,k). By simple induction, every SST model has a maximum element
and a ranking. And one additional property, that is perhaps more difficult to justify, has proved
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helpful in constructing maxing and sorting PAC algorithms. A tournament satisfies the stochastic
triangle inequality if i≥ j and j ≥ k imply that p˜i,k ≤ p˜i, j + p˜ j,k.
In Section 4.5 we show that if a model has a ranking, then an ε-ranking can be found WHP
via O(n2ε2 log
n
δ) comparisons. For all models that satisfy both SST and triangle inequality, [YJ11]
derived a PAC maxing algorithm that uses O( nε2 log
n
εδ) comparisons. [FOPS17] eliminated the
log nε factor and showed that O
(
n
ε2 log
1
δ
)
comparisons suffice and are optimal, and constructed
a nearly-optimal PAC ranking algorithm that uses O(n logn(log logn)
3
ε2 ) comparisons for all δ ≥
1
n , off by a factor of O((log logn)
3) from optimum. Lower-bounds follow from an analogy
to [ZCL14, FRPU94]. Observe that since the PL model satisfies both SST and triangle inequality,
these results also improve the corresponding PL results.
Finally, we consider models that are not SST, or perhaps don’t have maximal elements,
rankings, or even their ε-equivalents. In all these cases, one can apply a weaker order relation.
The Borda score s(i) def= 1n ∑ j pi, j is the probability that i is preferable to another, randomly
selected, element. Element i is Borda maximal if s(i) = max j s( j), and ε-Borda maximal if
s(i)≥max j s( j)−ε. A PAC Borda-maxing algorithm outputs an ε-Borda maximal element WHP
(with probability ≥ 1−δ). Similarly, a Borda ranking is a permutation i1, . . . ,in such that for all
1≤ j ≤ n−1, s(i j)≥ s(i j+1). An ε-Borda ranking is a permutation where for all 1≤ j ≤ k ≤ n,
s(i j)≥ s(ik)− ε. A PAC Borda-ranking algorithm outputs an ε-Borda ranking WHP.
Recall that Borda scores apply to all models. As noted in [HSRW16, UCFN13, BFSH14,
JKDN15] considering elements with nearly identical Borda scores shows that exact Borda-
maxing and ranking requires arbitrarily many comparisons. [BFSH14] derived a PAC Borda
ranking, and therefore also maxing, algorithms that use O(n2ε2 ) comparisons. [LGAL14] derived a
O(n lognε2 log(
n
δ)) PAC Borda ranking algorithm for restricted setting. However note that several
simple models, including p1,2 = p2,3 = p3,1 = 1 do not belong to this model.
[AJOS14b, AFJ+16, AFHN15] considered deterministic adversarial versions of this prob-
lem that has applications in [AJOS14a]. Finally, we note that all our algorithms are adaptive,
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where each comparison is chosen based on the outcome of previous comparisons. Non-adaptive
algorithms were discussed in [RA14, NOS12, NOS16, JKSO16].
3.2 Results and Outline
Our goal is to find the minimal assumptions that enable efficient algorithms for these
problems. In particular, we would like to see if we can eliminate the somewhat less-natural
triangle inequality. With two algorithmic problems: maxing and ranking, and one property–SST
and one special metric–Borda scores, the puzzle consists of four main questions.
1) With just SST (and no triangle inequality) are there: a) PAC maxing algorithms with
O(n) comparisons? b) PAC ranking algorithms with near O(n logn) comparisons? 2) With no
assumptions at all, but for the Borda-score metric, are there: a) PAC Borda-maxing algorithms
with O(n) comparisons? b) PAC Borda-ranking algorithms with near O(n logn) comparisons?
We essentially resolve all four questions. 1a) Yes. In Section 3.3, Theorem 32, we use
SST alone to derive a O
(
n
ε2 log
1
δ
)
comparisons PAC maxing algorithm. Note that this is the same
complexity as with triangle inequality, and it matches the lower bound. 1b) No. In Section 4.5,
Theorem 33, we show that there are SST models where any PAC ranking algorithm with ε≤ 1/4
requires Ω(n2) comparisons. This is significantly higher than the roughly O(n logn) comparisons
needed with triangle inequality, and is close to the O(n2 logn) comparisons required without any
assumptions. 2a) Yes. In Section 3.5, Theorem 34, we derive a PAC Borda maxing algorithm
that without any model assumptions requires O
(
n
ε2 log
1
δ
)
comparisons which is order optimal.
2b) Yes. In Section 3.5, Theorem 35, we derive a PAC Borda ranking algorithm that without any
model assumptions requires O
(
n
ε2 log
n
δ
)
comparisons.
Beyond the theoretical results sections, in Section 4.8, we provide experiments on simu-
lated data. In Section 5.6, we discuss the results.
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3.3 Maxing
3.3.1 SEQ-ELIMINATE
Our main building block is a simple, though sub-optimal, algorithm SEQ-ELIMINATE that
sequentially eliminates one element from input set to find an ε-maximum under SST.
SEQ-ELIMINATE uses O
(
n
ε2 log
n
δ
)
comparisons and w.p.≥ 1−δ, finds an ε-maximum.
Even for simpler models [ZCL14] we know that an algorithm needs Ω
(
n
ε2 log
1
δ
)
comparisons to
find an ε-maximum w.p.≥ 1−δ. Hence the number of comparisons used by SEQ-ELIMINATE is
optimal up to a constant factor when δ≤ 1n but can be logn times the lower bound for δ= 12 .
By SST, any element that is ε-preferable to absolute maximum element of S is an ε-
maximum of S. Therefore if we can reduce S to a subset S′ of size O( nlogn) that contains an
absolute maximum of S using O
(
n
ε2 log
1
δ
)
comparisons, we can then use SEQ-ELIMINATE to
find an ε-maximum of S′ and the number of comparisons is optimal up to constants. We provide
one such reduction in subsection 3.3.2.
Sequential elimination techniques have been used before [BFHS14] to find an absolute
maximum. In such approaches, a running element is maintained, and is compared and replaced
with a competing element in S if the latter is found to be better with confidence ≥ 1− δ/n.
Note that if the running and competing elements are close to each other, this technique can take
an arbitrarily long time to declare the winner. But since we are interested in finding only an
ε-maximum, SEQ-ELIMINATE circumvents this issue. We later show that SEQ-ELIMINATE needs
to update the running element r with the competing element c if p˜c,r ≥ ε and retain r if p˜c,r ≤ 0.
If 0 < p˜c,r < ε, replacing or retaining r doesn’t affect the performance of SEQ-ELIMINATE
significantly. Thus, in other words we’ve reduced the problem to testing whether p˜c,r ≤ 0 or
p˜c,r ≥ ε.
Assuming that testing problem always returns the right answer, since SEQ-ELIMINATE
never replaces the running element with a worse element, either the output is the absolute
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maximum b∗ or b∗ is never the running element. If b∗ is eliminated against running element r
then p˜b∗,r ≤ ε and hence r is an ε-maximum and since the running element only gets better, the
output is an ε-maximum.
We first present a testing procedure COMPARE that we use to update the running element
in SEQ-ELIMINATE.
COMPARE
COMPARE(i, j,εl,εu,δ) takes two elements i and j, and two biases εu > εl , and with
confidence ≥ 1−δ, determines whether p˜i, j is ≤ εl or ≥ εu.
For this, COMPARE compares the two elements 2/(εu− εl)2 log(2/δ) times. Let pˆi, j be
the fraction of times i beats j, and let ˆ˜pi, j
def
= pˆi, j− 12 . If ˆ˜pi, j < (εl + εu)/2, COMPARE declares
p˜i, j ≤ εl (returns 1), and otherwise it declares p˜i, j ≥ εu (returns 2).
Due to lack of space, we present the algorithm COMPARE in Appendix 5.B along with
certain improvements for better performance in practice .
In the Lemma below, we bound the number of comparisons used by COMPARE and prove
its correctness. Proof is in 3.A.2.
Lemma 27. For εu> εl , COMPARE(i, j,εl,εu,δ) uses≤ 2(εu−εl)2 log
2
δ comparisons and if p˜i, j≤ εl ,
then w.p.≥ 1−δ, it returns 1, else if p˜i, j ≥ εu, w.p.≥ 1−δ, it returns 2.
Now we present SEQ-ELIMINATE that uses the testing subroutine COMPARE and finds an
ε-maximum.
SEQ-ELIMINATE Algorithm
SEQ-ELIMINATE takes a variable set S, selects a random running element r ∈ S and
repeatedly uses COMPARE(c,r,0,ε,δ/n) to compare r to a random competing element c ∈ S\ r.
If COMPARE returns 1 i.e., deems p˜c,r ≤ 0, it retains r as the running element and eliminates c
51
from S, but if COMPARE returns 2 i.e., deems p˜c,r ≥ ε, it eliminates r from S and updates c as the
new running element.
Algorithm 11 SEQ-ELIMINATE
1: inputs
2: Set S, bias ε, confidence δ
3: n← |S|
4: r← a random c ∈ S, S = S\{r}
5: while S 6= /0 do
6: Pick a random c ∈ S, S = S\{c}.
7: if COMPARE(c,r,0,ε, δn) = 2 then
8: r← c
9: end if
10: end while
11: return r
We now bound the number of comparisons used by SEQ-ELIMINATE(S,ε,δ) and prove
its correctness. Proof is in 3.A.3.
Theorem 28. SEQ-ELIMINATE(S,ε,δ) uses O
( |S|
ε2 log
|S|
δ
)
comparisons, and w.p.≥ 1−δ outputs
an ε-maximum.
3.3.2 Reduction
Recall that, for δ≤ 1n , SEQ-ELIMINATE is order-wise optimal. For δ≥ 1n , here we present
a reduction procedure that uses O
(
n
ε2 log
1
δ
)
comparisons and w.p.≥ 1−δ, outputs a subset S′
of size O(
√
n logn) and an element a such that either a is a 2ε/3-maximum or S′ contains an
absolute maximum of S. Combining the reduction with SEQ-ELIMINATE results in an order-wise
optimal algorithm.
We form the reduced subset S′ by pruning S. We compare each element e ∈ S with an
anchor element a, test whether p˜e,a ≤ 0 or p˜e,a ≥ 2ε/3 using COMPARE, and retain all elements
e for which COMPARE returns the second hypothesis. For S′ to be of size O(
√
n logn) we’d
like to pick an anchor element that is among the top O(
√
n logn) elements. But this can be
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computationally hard and we show that it suffices to pick an anchor that is not ε/3-preferable to
at most O(
√
n logn) elements in S.
An element a is called an (ε,n′)-good anchor if a is not ε-preferable to at most n′ elements,
i.e., |{e : e ∈ S and p˜e,a > ε}| ≤ n′.
We now present the subroutine PICK-ANCHOR that finds a good anchor element.
Picking Anchor Element
PICK-ANCHOR(S,n′,ε,δ) uses O
(
n
n′ε2 log
1
δ log
n
n′δ
)
comparisons and w.p.≥ 1− δ, out-
puts an (ε,n′)-good anchor element. PICK-ANCHOR first picks randomly a set Q of nn′ log
2
δ
elements from S without replacement. This ensures that w.p.≥ 1−δ, Q contains at least one of
the top n′ elements. We then use SEQ-ELIMINATE to find an ε-maximum of Q.
Let the absolute maximum element of Q be denoted as q∗. Now an ε-maximum of
Q is ε-preferable to q∗. Further, if Q contains an element in the top n′ elements, there exists
n−n′ elements worse than q∗ in S. Thus by SST, the ε-maximum of Q is also ε-preferable to
these n−n′ elements and hence the output of PICK-ANCHOR is an (ε,n′)-good anchor element.
PICK-ANCHOR is shown in appendix 3.A.4
We now bound the number of comparisons used by PICK-ANCHOR and prove its correct-
ness. Proof is in 3.A.5.
Lemma 29. PICK-ANCHOR(S,n′,ε,δ) uses O
(
n
n′ε2 log
1
δ log
n
n′δ
)
comparisons and w.p.≥ 1−δ,
outputs an (ε,n′)-good anchor element.
Remark 30. Note that PICK-ANCHOR(S,cn,ε,δ) uses Oc
(
1
ε2
(
log 1δ
)2)
comparisons where the
constant depends only on c but not on n. Hence it is advantageous to use this method to pick
near-maximum element when n is large.
We now present PRUNE that takes an anchor element as input and prunes the set S using
the anchor.
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Pruning
Given an (εl,n′)-good anchor element a, w.p.≥ 1−δ/2, PRUNE(S,a,n′,εl,εu,δ) outputs
a subset S′ of size ≤ 2n′. Further, any element e that is at least εu-better than a i.e., p˜e,a ≥ εu is in
S′ w.p.≥ 1−δ/2.
PRUNE prunes S in multiple rounds. In each round t, for every element e in S, PRUNE
tests whether p˜e,a ≤ εl or p˜e,a ≥ εu using COMPARE(e,a,εl,εu,δ/2t+1) and eliminates e if the
first hypothesis i.e., p˜e,a ≤ εl is returned. By Lemma 76, an element e that is εu better than
a i.e., p˜e,a ≥ εu passes the tth round of pruning w.p.≥ 1−δ/2t+1. Thus by union bound, the
probability that such an element is not present in the pruned set is ≤ ∑∞t=1 δ/2t+1 ≤ δ/2.
Now for element e that is not εl-better than a i.e., p˜e,a ≤ εl , by Lemma 76, the first
hypothesis is returned w.p.≥ 1−δ/4. Hence w.h.p., the number of such elements (not εl-better
elements) is reduced by a factor of δ after each round. Since a is an (εl,n′)-good anchor element,
there are at most n′ elements atleast εl-better than a. Thus the number of elements left in the
pruned set after round t is at most n′+nδt . Thus PRUNE succeeds eventually in reducing the size
to ≤ 2n′ (in ≤ log1/δ nn′ rounds).
Algorithm 12 PRUNE
1: inputs
2: Set S, element a, size n′, lower bias εl , upper bias εu, confidence δ.
3: t← 1
4: S1← S
5: while |St |> 2n′ and t < log2 n do
6: Initialize: Qt ← /0
7: for e in St do
8: if COMPARE(e,a,εl,εu,δ/2t+1) = 1 then
9: Qt ← Qt⋃{e}
10: end if
11: end for
12: St+1← St \Qt
13: t← t+1
14: end while
15: return St .
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We now bound the number of comparisons used by PRUNE and prove its correctness.
Proof is in 3.A.6.
Lemma 31. If n′ ≥√6n logn, δ≥ 1n and a is an (εl,n′)-good anchor element, then w.p.≥ 1− δ2 ,
PRUNE(S,a,n′,εl,εu,δ) uses O
(
n
(εu−εl)2 log
1
δ
)
comparisons and outputs a set of size less than
2n′. Further if a is not an εu-maximum of S then w.p.≥ 1− δ2 , the output set contains an absolute
maximum element of S.
3.3.3 Full Algorithm
We now present the main algorithm, OPT-MAXIMIZE that w.p.≥ 1−δ, uses O
(
n
ε2 log
1
δ
)
comparisons and outputs an ε-maximum. For δ≤ 1n , SEQ-ELIMINATE uses O( nε2 log 1δ) compar-
isons and hence we directly use SEQ-ELIMINATE. Below we assume δ> 1n .
Here OPT-MAXIMIZE first finds an (ε/3,
√
6n logn)-good anchor element a using
PICK-ANCHOR(S,
√
6n logn,ε/3, δ4). Then using PRUNE(S,a,
√
6n logn,ε/3,2ε/3, δ4) with a,
OPT-MAXIMIZE prunes S to a subset S′ of size≤ 2√6n logn such that if a is not a 2ε/3 maximum
i.e. p˜b∗,a > 2ε/3, S′ contains the absolute maximum b∗ w.p.≥ 1− δ/2. OPT-MAXIMIZE then
checks if a is a 2ε/3 maximum by using COMPARE(e,a,2ε/3,ε,δ/(4n)) for every element e ∈ S′.
If COMPARE returns first hypothesis for every e ∈ S′ then OPT-MAXIMIZE outputs a or else
OPT-MAXIMIZE outputs SEQ-ELIMINATE(S′,ε, δ4).
Note that only one of these three cases is possible: (1) a is a 2ε/3-maximum, (2) a is not
an ε-maximum and (3) a is an ε-maximum but not a 2ε/3-maximum. In case (1), since a is a
2ε/3-maximum, by Lemma 76, w.p.≥ 1−δ/4, COMPARE returns the first hypothesis for every
e∈ S′ and OPT-MAXIMIZE outputs a. In both cases (2) and (3), as stated above, w.p.≥ 1−δ/2, S′
contains the absolute maximum b∗. Now in case (2) since a is not an ε-maximum, by Lemma 76,
w.p.≥ 1− δ/(4n), COMPARE(b∗,a,2ε/3,ε,δ/(4n)) returns the second hypothesis. Thus OPT-
MAXIMIZE outputs SEQ-ELIMINATE(S′,ε,δ/4), which w.p.≥ 1−δ/4, returns an ε-maximum
of S′ (recall that an ε-maximum of S′ is an ε-maximum of S if S′ contains b∗). Finally in case
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(3), OPT-MAXIMIZE either outputs a or SEQ-ELIMINATE(S′,ε,δ/4) and either output is an ε-
maximum w.p.≥ 1−δ. In the below Theorem, we bound comparisons used by OPT-MAXIMIZE
Algorithm 13 OPT-MAXIMIZE
1: inputs
2: Set S, bias ε, confidence δ.
3: if δ≤ 1n then
4: return SEQ-ELIMINATE(S,ε,δ)
5: end if
6: a← PICK-ANCHOR(S,√6n logn,ε/3, δ4)
7: S′← PRUNE(S,a,√6n logn,ε/3,2ε/3, δ4)
8: for element e in S′ do
9: if COMPARE(e,a, 2ε3 ,ε,
δ
4n) = 2 then
10: return SEQ-ELIMINATE(S′,ε, δ4)
11: end if
12: end for
13: return a
and prove its correctness. Proof is in 3.A.7.
Theorem 32. W.p.≥ 1−δ, OPT-MAXIMIZE(S,ε,δ) uses O( nε2 log 1δ) comparisons and outputs
an ε-maximum.
3.4 Ranking
Recall that [FOPS17] considered a model with both SST and stochastic triangle inequality
and derived an ε-ranking with O
(
n logn(log logn)3
ε2
)
comparisons for δ = 1n . By constrast, we
consider a more general model without stochastic triangle inequality and show that even a
1/4-ranking with just SST takes Ω(n2) comparisons for δ≤ 18 .
To establish the lower bound, we reduce the problem of finding 1/4-ranking to finding a
coin with bias 1 among n(n−1)2 −1 other fair coins. For this, we consider the following model with
n elements {a1,a2, ...,an}: p˜a1,an = 12 , p˜ai,a j = µ(0< µ< 1/n10), when i< j and (i, j) 6= (1,n).
Note that this model satisfies SST but not stochastic triangle inequality. Also note that any
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ranking where a1 precedes an is an 1/4-ranking and thus the algorithm only needs to order a1
and an correctly. Now the output of a comparison between any two elements other than a1 and
an is essentially a fair coin toss (since µ is very small). Thus if we output a ranking without
querying comparison between a1 and an, then the ranking is correct w.p.≈ 12 since a1 and an
must necessarily be ordered correctly. Now if an algorithm uses only n2/20 comparisons then the
probability that the algorithm queried at least one comparison between a1 and an is less than 12
and hence cannot achieve a confidence of 78 . Proof sketch in 3.B.1.
Theorem 33. There exists a model that satisfies SST for which any algorithm requires Ω(n2)
comparisons to find a 1/4-ranking with probability ≥ 7/8.
We also present a trivial ε-ranking algorithm in Appendix 3.B.2 that for any stochastic
model with ranking (Weak Stochastic Transitivity), uses O(n2ε2 log
n
δ) comparisons and outputs an
ε-ranking w.p.≥ 1−δ.
3.5 Borda Scores
We show that for general models, using O( nε2 log
1
δ) comparisons w.p.≥ 1−δ, we can find
an ε-Borda maximum and using O( nε2 log
n
δ) comparisons w.p.≥ 1−δ, we can find an ε-Borda
ranking.
Recall that Borda score s(e) of an element e is the probability that e is preferable to an
element picked randomly from S i.e., s(e) = 1n ∑ f∈S p˜e, f . We first make a connection between
Borda scores of elements and the traditional multi armed bandit setting. In the Bernoulli multi
armed setting, every arm a is associated with a parameter q(a) and pulling that arm results in a
reward B(q(a)), a Bernoulli random variable with parameter q(a). Observe that we can simulate
our pairwise comparisons setting as a traditional bandit arms setting by comparing an element
with a random element where in our setting, for every element e, the associated parameter is s(e).
Thus PAC optimal algorithms derived under traditional bandit setting work for PAC Borda score
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setting too. [ZC14] and several others derived a PAC maximum arm selection algorithms that
use O( nε2 log
1
δ) comparisons and find an arm with parameter at most ε less than the highest. This
implies an ε-Borda maxing algorithm with the same complexity. Proof follows from reduction to
Bernoulli multi-armed bandit setting.
Theorem 34. There exists an algorithm that uses O( nε2 log
1
δ) comparisons and w.p.≥ 1− δ,
outputs an ε-Borda maximum.
For ε-Borda ranking, we note that if we compare an element e with 2ε2 log
2n
δ random
elements, w.p. ≥ 1−δ/n, the fraction of times e wins approximates the Borda score of e to an
additive error of ε2 . Ranking based on these approximate scores results in an ε-Borda ranking. We
present BORDA-RANKING in 3.C.1 that uses 2nε2 log
2n
δ comparisons and w.p.≥ 1−δ outputs an
ε-Borda ranking. Proof in 3.C.1.
Theorem 35. BORDA-RANKING(S,ε,δ) uses 2nε2 log
2n
δ comparisons and w.p.≥ 1−δ outputs an
ε-Borda ranking.
3.6 Experiments
In this section we validate the performance of our algorithms using simulated data. Since
we essentially derived a negative result for ε-ranking, we consider only our ε-maxing algorithms -
SEQ-ELIMINATE and OPT-MAXIMIZE for experiments. All results are averaged over 100 runs.
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Number of elements
0
2
4
6
8
10
12
14
16
Sa
m
pl
e 
Co
m
pl
ex
ity
105
OPT-MAXIMIZE
SEQ-ELIMINATE
(a) small values of n
0 5000 10000 15000
Number of elements
0
2
4
6
8
10
12
14
Sa
m
pl
e 
Co
m
pl
ex
ity
106
OPT-MAXIMIZE
SEQ-ELIMINATE
(b) large values of n
Figure 3.1: Comparison of SEQ-ELIMINATE and OPT-MAXIMIZE
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Similar to [FOPS17, YJ11], we consider the stochastic model pi, j = 0.6 ∀i < j. We
use maxing algorithms to find 0.05-maximum with error probability δ = 0.1. Note that i = 1
is the unique 0.05-maximum under this model. In Figure 3.1, we compare the performance of
SEQ-ELIMINATE and OPT-MAXIMIZE over different ranges of n. Figures2 3.1(a), 3.1(b) show
that for small n i.e., n ≤ 1300 SEQ-ELIMINATE performs well and for large n i.e., n ≥ 1300,
OPT-MAXIMIZE performs well. Since we are using δ = 0.1, the experiment suggests that for
δ' 1
n1/3
, OPT-MAXIMIZE uses fewer comparisons as compared to SEQ-ELIMINATE. Hence it
would be beneficial to use SEQ-ELIMINATE for δ≤ 1
n1/3
and OPT-MAXIMIZE for higher values
of δ. In further experiments, we use δ= 0.1 and n< 1000 so we use SEQ-ELIMINATE for better
performance.
We compare SEQ-ELIMINATE with BTM-PAC [YJ11], KNOCKOUT [FOPS17], Mal-
lowsMPI [BFHS14], and AR [HSRW16] . KNOCKOUT and BTM-PAC are PAC maxing
algorithms for models with SST and stochastic triangle inequality requirements. AR finds an
element with maximum Borda score. Mallows finds the absolute best element under Weak
Stochastic Transitivity.
We again consider the model: pi, j = 0.6 ∀i< j and try to find a 0.05-maximum with error
probability δ= 0.1. Note that this model satisfies both SST and stochastic triangle inequality and
under this model all these algorithms can find an ε-maximum. From Figure 3.2(a), we can see
that BTM-PAC performs worse for even small values of n and from Figure 3.2(b), we can see
that AR performs worse for higher values of n. One possible reason is that BTM-PAC is tailored
for reducing regret in the bandit setting and in the case of AR, Borda scores of elements become
approximately the same with increasing number of elements, leading to more comparisons. For
this reason, we drop BTM-PAC and AR for further experiments.
We also tried PLPAC [SBFPH15] but it fails to achieve required accuracy of 1−δ since
it is designed primarily for Plackett-Luce. For example, we considered the previous setting
pi, j = 0.6 ∀i < j with n = 100 and tried to find a 0.09-maximum with δ = 0.1. Even though
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Figure 3.2: Comparison of Maxing Algorithms with Stochastic Triangle Inequality
PLPAC used almost same number of comparisons (57237) as SEQ-ELIMINATE (56683), PLPAC
failed to find 0.09-maxima 20 out of 100 runs whereas SEQ-ELIMINATE found the maximum in
all 100 runs.
In figure 3.3, we compare algorithms SEQ-ELIMINATE, KNOCKOUT [FOPS17] and
MallowsMPI [BFHS14] for models that do not satisfy stochastic triangle inequality. In Fig-
ure 3.3(a), we consider the stochastic model p1, j = 12 + q˜ ∀ j ≤ n/2, p1, j = 1 ∀ j > n/2 and
pi, j = 12 + q˜ ∀1< i< j where q˜≤ 0.05 and we pick n= 10. Observe that this model satisfies SST
but not stochastic triangle inequality. Here again, we try to find a 0.05-maximum with δ= 0.1.
Note that any i ≤ n/2 is a 0.05 maximum. From Figure 3.3(a), we can see that MallowsMPI
uses more comparisons as q˜ decreases since MallowsMPI is not a PAC algorithm and tries to
find the absolute maximum. Even though KNOCKOUT performs better than MallowsMPI, it
fails to output a 0.05 maximum with probability 0.12 for q˜ = 0.001 and 0.26 for q˜ = 0.0001.
Thus KNOCKOUT can fail when the model doesn’t satisfy stochastic triangle inequality. We
give an explanation for this behavior in Appendix 3.D. By constrast, even for q˜ = 0.0001, SEQ-
ELIMINATE outputted a 0.05 maximum in all runs and outputted the abosulte maximum in 76%
of trials. We can also see that SEQ-ELIMINATE uses much fewer comparisons compared to the
other two algorithms.
In Figure 3.3(b), we compare SEQ-ELIMINATE and MallowsMPI on the Mallows model,
a model which doesn’t satisfy stochastic triangle inequality. Mallows model can be specified with
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one parameter φ. We consider n = 10 elements and find a 0.05-maximum with error probablility
δ = 0.05. From Figure 3.3(b) we can see that the performance of MallowsMPI gets worse as
φ approaches 1, since comparison probabilities get close to 12 whereas SEQ-ELIMINATE is not
affected.
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Figure 3.3: Comparison of SEQ-ELIMINATE and MALLOWSMPI over Mallows Model
One more experiment is presented in Appendix 3.E.
3.7 Conclusion
We extended the study of PAC maxing and ranking to general models which satisfy SST
but not stochastic triangle inequality. For PAC maxing, we derived an algorithm with linear
complexity. For PAC ranking, we showed a negative result that any algorithm needs Ω(n2)
comparisons. We thus showed that removal of stochastic triangle inequality constraint does not
affect PAC maxing but affects PAC ranking. We also ran experiments over simulated data and
showed that our PAC maximum selection algorithms are better than other maximum selection
algorithms.
For unconstrained models, we derived algorithms for PAC Borda maxing and PAC Borda
ranking by making connections with traditional multi-armed bandit setting.
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3.A Maxing
3.A.1 COMPARE Algorithm
Motivated by a related algorithm in [FOPS17], we describe an adaptive version of COM-
PARE that stops when it is confident about the result, even if the number of comparisons is less
than that specified in subsection 3.3.1. If p˜i, j is far outside (εl,εu), this adaptive algorithm will
terminate much sooner.
To do so, COMPARE maintains a varying confidence interval cˆ such that w.p. ≥ 1− δ,
| ˆ˜pi, j− p˜i, j| < cˆ after any number of comparisons. If at any time before the above number of
comparisons, | ˆ˜pi, j− εl+εu2 |> cˆ, COMPARE simply returns the result based on the current ˆ˜pi, j.
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Algorithm 14 COMPARE
1: inputs
2: element i, element j, bias lower limit εl ≥ 0, bias upper limit εu > εl , confidence δ
3: initialize
4: εm = (εl + εu)/2, ˆ˜pi, j← 0, cˆ← 12 , t← 0, w← 0
5: while | ˆ˜pi, j− εm| ≤ cˆ and t ≤ 2(εu−εl)2 log
2
δ do
6: Compare i and j
7: if i wins then
8: w← w+1
9: end if
10: t← t+1
11: ˆ˜pi, j← wt − 12 , cˆ←
√
1
2t log
4t2
δ
12: end while
13: if ˆ˜pi, j ≤ εm then
14: return 1
15: end if
16: return 2
3.A.2 Proof of Lemma 76
We prove Lemma by dividing it into smaller parts. We first bound the comparisons used
by COMPARE.
Lemma 36. For εu > εl ≥ 0, COMPARE(i, j,εl,εu,δ) uses ≤ 2(εu−εl)2 log
2
δ comparisons.
Proof. Notice that COMPARE(i, j,εl,εu,δ) compares elements i and j for at most
m = 2
(εu−εl)2 log
2
δ times and hence the Lemma follows.
We show that under the first hypothesis namely p˜i, j ≤ εl , w.p.≥ 1−δ,
63
COMPARE(i, j,εl,εu,δ) returns 1.
Lemma 37. For εu > εl ≥ 0, if p˜i, j ≤ εl , then w.p.≥ 1−δ, COMPARE(i, j,εl,εu,δ) outputs 1.
Proof. Let pˆti, j and cˆ
t denote pˆi, j and cˆ respectively after t comparisons between i and j during
COMPARE(i, j,εl,εu,δ). COMPARE(i, j,εl,εu,δ) outputs 2 only if pˆti, j >
1
2 +
εl+εu
2 + cˆ
t for any
t < m = 2
(εl−εu)2 log
2
δ or if pˆ
m
i, j >
1
2 +
εl+εu
2 . We bound the probability of either of these events by
δ
2 and the result follows from the union bound.
By Hoeffding’s inequality,
Pr
(
pˆti, j >
1
2
+
εl + εu
2
+ cˆt
)
≤ Pr
(
pˆti, j >
1
2
+ εl + cˆt
)
≤ e−2t(cˆt)2 = e−log 4t
2
δ =
δ
4t2
.
By the union bound, Pr
(
∃t s.t. pˆti, j > 12 + εl+εu2 + cˆt
)
≤ ∑t δ4t2 ≤ δ2 .
Similarly, by Hoeffding’s inequality,
Pr
(
pˆmi, j >
1
2
+
εl + εu
2
)
≤ e−2m((εu−εl)/2)2 = e− log 2δ = δ
2
.
We now show that under the second hypothesis namely p˜i, j ≥ εu, w.p.≥ 1−δ,
COMPARE(i, j,εl,εu,δ) returns 2.
Lemma 38. For εu > εl ≥ 0, if p˜i, j ≥ εu, then w.p.≥ 1−δ, COMPARE(i, j,εl,εu,δ) outputs 2.
Proof. Let pˆti, j and cˆ
t denote pˆi, j and cˆ respectively after t comparisons between i and j during
COMPARE(i, j,εl,εu,δ). COMPARE(i, j,εl,εu,δ) outputs 1 only if pˆti, j <
1
2 +
εl+εu
2 − cˆt for any
t < m = 2
(εu−εl)2 log
2
δ or if pˆ
m
i, j ≤ 12 + εl+εu2 . We bound the probability of either of these events by
δ
2 and the result follows from the union bound.
By Hoeffding’s inequality,
Pr
(
pˆti, j <
1
2
+
εl + εu
2
− cˆt
)
≤ Pr
(
pˆti, j <
1
2
+ εu− cˆt
)
≤ e−2t(cˆt)2 = e−log 4t
2
δ =
δ
4t2
.
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By the union bound, Pr
(
∃t s.t. pˆti, j < 12 + εl+εu2 − cˆt
)
≤ ∑t δ4t2 ≤ δ2 .
Similarly, by Hoeffding’s inequality,
Pr
(
pˆmi, j ≤
1
2
+
εl + εu
2
)
≤ e−2m((εu−εl)/2)2 = e− log 2δ = δ
2
.
Thus proof of Lemma 76 follows from Lemmas 36, 37 and 38.
3.A.3 Proof of Theorem 28
Proof. We first bound the total number of comparisons. Before each call of COMPARE (step 6),
SEQ-ELIMINATE eliminates an element in step 5, hence COMPARE is called for exactly n−1
times. Further observe that COMPARE(i, j,0,ε,δ/n) always uses less than 2ε2 log
2n
δ comparisons.
Hence the total comparisons used by SEQ-ELIMINATE(S,ε,δ) is
≤
n−1
∑
k=1
2
ε2
log
2n
δ
= O
( n
ε2
log
n
δ
)
.
We now show that w.p.≥ 1−δ, SEQ-ELIMINATE(S,ε,δ) outputs an ε-maximum. Let rt , ct denote
the running and competing elements respectively before tth run of COMPARE. Then by Lemmas
37 and 38, for any t, w.p. ≥ 1− δn ,
p˜rt+1,rt ≥ 0, (3.1)
p˜rt+1,ct >−ε. (3.2)
Further, by the union bound the probability that Equations 3.1 and 3.2 do not hold for some
1 ≤ t ≤ n is ≤ δ. Now let b∗ be the absolute maximum element i.e., p˜b∗,e ≥ 0 ∀e ∈ S. Then,
either b∗ is set as the running element before the first run of COMPARE i.e., r1 = b∗ or b∗ is the
competing element at the tth run of COMPARE for some 1≤ t ≤ n i.e., ct = b∗. We show that in
both cases, the output is an ε-maximum.
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If r1 = b∗, then by equation 3.1, future running elements are either b∗ or better than b∗.
Since b∗ is the absolute maximum, future running elements must be b∗ and hence b∗ is the output.
If for some t, ct = b∗, then by equation 3.2, p˜rt+1,b∗ > −ε. Further, by equation 3.1,
p˜rl ,rt+1 ≥ 0 ∀l ≥ t +1. Hence by strong stochastic transitivity, p˜rn,b∗ >−ε. Again, by strong
stochastic transitivity, p˜rn,e >−ε ∀e ∈ S. Hence, the output is ε-maximum.
3.A.4 PICK-ANCHOR algorithm
Algorithm 15 PICK-ANCHOR
1: inputs
2: Set S of size n, size n′, bias ε, confidence δ.
3: Form a set Q by selecting min
( n
n′ log
2
δ ,n
)
random elements from S without replacement.
4: return SEQ-ELIMINATE
(
Q,ε, δ2
)
3.A.5 Proof of Lemma 66
Proof. We first bound the number of comparisons used by PICK-ANCHOR(S,n′,ε,δ). Since
|Q| ≤ nn′ log 2δ = O( nn′ log 1δ), Theorem 28 implies that the number of comparisons used by PICK-
ANCHOR is
=
2|Q|
ε2
log
2|Q|
δ
= O
(
n
n′ log
1
δ
ε2
log
n
n′ log
1
δ
δ
)
= O
(
n
n′ε2
log
1
δ
(
log
n
n′δ
+ log log
1
δ
))
= O
(
n
n′ε2
log
1
δ
log
n
n′δ
)
.
We show that w.p.≥ 1−δ, the output element is an (ε,n′)-good anchor element. We first show
that Q contains atleast one of the top n′ elements. We then show that the output element defeats
one of the top n′ elements with probability ≥ 12 − ε. Hence by strong stochastic transitivity, the
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output element defeats every element outside the top n′ elements with probability ≥ 12 − ε.
The probability that Q does not contain an element in top n′ elements is≤
(
1− n′n
) n
n′ log
2
δ ≤
δ
2 . Note that the above statement is true even when size of Q is n. Let the best element in Q be
denoted as q∗. By Theorem 28, w.p.≥ 1−δ/2, the output element o of SEQ-ELIMINATE(Q,ε, δ2)
is an ε-maximum of Q. Hence w.p. ≥ 1− δ/2, p˜q∗,o ≤ ε and therefore by strong stochastic
transitivity, for element e worse than q∗, p˜e,o ≤ p˜q∗,o ≤ ε. Since, w.p.≥ 1−δ/2, the number of
elements that are better than q∗ is less than n′, by the union bound, w.p.≥ 1−δ, o is an (ε,n′)-good
anchor element.
3.A.6 Proof of Lemma 31
We prove the Lemma by dividing it into three parts. We first show that an element e that
is εu better than anchor a i.e., p˜e,a ≥ εu, is part of PRUNE(S,a,n′,εl,εu) w.p.≥ 1−δ/2.
Lemma 39. If p˜e,a ≥ εu, then w.p.≥ 1−δ/2, the output set of PRUNE(S,a,n′,εl,εu,δ) contains
e.
Proof. e is not part of output set only if e ∈ Qt for some t. Qt will contain e only if St contains
e and COMPARE(e,a,εl,εu, δ2t+1 ) returns 1. By Lemma 38, since p˜e,a ≥ εu, probability that
COMPARE(e,a,εl,εu, δ2t+1 ) returns 1 is ≤ δ2t+1 . Hence the probability that Qt contains e is ≤ δ2t+1
and therefore by the union bound the probability that output set does not contain e is≤∑∞t=1 δ2t+1 ≤
δ
2 .
For 1n ≤ δ ≤ n
′
n , and if a is a good anchor element, we show that first round of pruning
itself will reduce the set size to 2n′ and hence bound the number of comparisons used by PRUNE.
Lemma 40. If n′ ≥ 8log2 n, 1n ≤ δ ≤ n
′
n and a is an (εl,n
′)-good anchor element then w.p.≥
1−δ/2, PRUNE(S,a,n′,εl,εu,δ) uses O
(
n
(εu−εl)2 log
1
δ
)
comparisons and outputs a set of size at
most 2n′.
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Proof. If n′ ≥ n2 , the lemma is trivial. So let n′ < n2 . Let the elements that defeat a with probability
≥ 12 +εl i.e., elements in set {e|p˜e,a ≥ εl} be called good elements and the remaining elements be
bad elements. Note that the number of bad elements in S1 is≥ n−n′. We show that the number of
bad elements in S2 is ≤ n′. An element e is part of S2 only if COMPARE(e,a,εl,εu,δ/4) returns
2. By Lemma 37, each bad element in S1 appears in S2 w.p.≤ δ/4. Therefore by the Chernoff
bound, the probability that there are more than n′ bad elements in S2 is
≤ e−(n−n′)D( n
′
n−n′ ||δ/4) ≤ e− n2 D( n
′
n ||δ/4) ≤ e− n2 n
′
2n = e−n
′/4 ≤ 1
n2
≤ δ
2
.
Since the number of good elements in S1 is≤ n′, their size in S2 is also≤ n′. Hence w.p.≥ 1−δ/2,
|S2| ≤ 2n′ and therefore PRUNE stops after first iteration. Noting that PRUNE ran only for one
iteration t = 1, COMPARE(e,a,εl,εu,δ/4) uses O( 1(εu−εl)2 log
1
δ) comparisons.
We now bound the number of comparisons used by PRUNE for higher values of δ by
showing that after each round, the number of elements reduces roughly by a factor of δ.
Lemma 41. If n′ >
√
6n logn, δ≥ n′n and a is an (εl,n′)-good anchor element, then w.p.≥ 1− δ2 ,
PRUNE(S,a,n′,εl,εu,δ) uses O
(
n
(εu−εl)2 log
1
δ
)
comparisons and outputs a set of size less than
2n′.
Proof. As before let the elements that defeat a with probability ≥ 12 + εl i.e., elements in set
{e|p˜e,a ≥ εl} be called good elements and the remaining elements be bad elements. The number
of good elements in S1 is ≤ n′ and number of bad elements in S1 is ≥ n−n′. We first show that in
each iteration the number of bad elements decreases by atleast a factor of δ until it falls below n′.
We then bound the number of rounds it takes for number of bad elements to fall below n′. Using
this bound on number of rounds, we separately bound the number of comparisons used over bad
and good elements.
Note that for every bad element e, COMPARE(e,a,εl,εu,δ′) outputs 2 with probability
≤ δ′ ≤ δ/4. Hence, if at the beginning of the round, the number of bad elements is more than n′,
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the probability that number of bad elements does not reduce by at least a factor of δ is
≤ e−n′D(δ||δ/4) ≤ e−n′δ/2 ≤ e− (n
′)2
2n ≤ 1
n3
where the last inequality follows from n′ ≥√6n logn.
Now if the number of bad elements reduces by δ after each round, then the number of bad
elements falls below n′ in t = 2log 1
δ
n
n′ ≤ n rounds. Thus by the union bound, w.p.≥ 1− 1n2 , the
number of bad elements reduces by δ until the size becomes less than n′. Henceforth we assume
this and bound the number of comparisons used.
We first bound the number of comparisons taken by PRUNE over bad elements. Number
of bad elements in St is ≤ nδt−1. Since COMPARE(e,a,εl,εu,δ′) uses 2(εu−εl)2 log
1
δ′ , the number
of comparisons used by PRUNE over bad elements is
≤
2log1/δ
n
n′
∑
t=1
2nδt−1
(εu− εl)2 log
2t+1
δ
≤ 2n
(εu− εl)2
2log1/δ
n
n′
∑
t=1
(
δt−1 log
1
δ
+(t+1)(δ)t−1 log2
)
= O
(
n
(εu− εl)2 log
1
δ
)
.
The last equality follows from the fact that if δ≤ 1/2 (if δ> 1/2, we can choose δ= 1/2) then
∑t δt−1 and ∑t(t+1)δt−1 are bounded.
Now we bound the number of comparisons used by PRUNE over good elements. The
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number of comparisons used by PRUNE over good elements is
≤
2log1/δ
n
n′
∑
t=1
n′
(εu− εl)2 log
2t+1
δ
≤ n
′
(εu− εl)2
2log1/δ
n
n′
∑
t=1
(
log
1
δ
+(t+1) log2
)
≤ n
′
(εu− εl)2
((
2log1/δ
n
n′
)
log
1
δ
+
(
2log1/δ
n
n′
)2)
= O
(
n
(εu− εl)2 log
1
δ
)
.
Proof of Lemma 31 follows from Lemmas 39, 40 and 41.
3.A.7 Proof of Theorem 32
We prove the theorem by breaking it into parts. We first show that if anchor element a, the
output of PICK-ANCHOR is a 2ε/3-maximum then w.p.≥ 1−δ/4, OPT-MAXIMIZE outputs a.
Lemma 42. If a, the output of step 6 in OPT-MAXIMIZE(S,ε,δ) is a 2ε3 -maximum of S, then
w.p.≥ 1− δ4 , OPT-MAXIMIZE(S,ε,δ) outputs a.
Proof. a is not returned only if COMPARE in step 9 of OPT-MAXIMIZE returns 2. Since a is
2ε
3 -maximum of S, p˜e,a ≤ 2ε3 , ∀e ∈ S. Then by Lemma 37, the probability that a single call of
COMPARE(e,a,2ε/3,ε, δ4n) returns 2 is ≤ δ4n . Hence by the union bound, the probability that
COMPARE returns 1 for all calls in step 9 of OPT-MAXIMIZE is ≥ 1−δ/4. Therefore the Lemma
follows.
We now bound the number of comparisons used by OPT-MAXIMIZE in steps 1-6 and also
prove some properties of PRUNE ’s output set and anchor element.
Lemma 43. For δ ≥ 1n , w.p.≥ 1− δ/2, steps 1-6 in OPT-MAXIMIZE(S,ε,δ) uses O
(
n
ε2 log
1
δ
)
comparisons, outputs a set S′ of size at most
√
24n logn and either a is a 2ε/3-maximum element
or S′ contains the absolute maximum element.
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Proof. By Lemma 66, w.p.≥ 1− δ/4, PICK-ANCHOR(S,√6n logn, ε3 , δ4) uses O(
√
n logn
ε2 log
1
δ)
comparisons and outputs an (ε/3,
√
6n logn)-good anchor element. From now we assume that a,
the output of PICK-ANCHOR(S,
√
6n logn, ε3 ,
δ
4) is an (ε/3,
√
6n logn)-good achor element.
By Lemma 31, w.p.≥ 1− δ/4, PRUNE(S,a,√6n logn,ε/3,2ε/3,δ/4) uses O( nε2 log 1δ)
comparisons, outputs a set of size at most
√
24n logn and if a is not an 2ε/3-maximum, then S′
contains the absolute maximum.
And the Lemma follows by using the union bound.
We now bound the number of comparisons used by OPT-MAXIMIZE during steps 8-13
assuming that either anchor element a is 2ε/3-maximum or S′ contains the absolute maximum of
S.
Lemma 44. For δ ≥ 1n , if a, the output of step 6 and S′, the output of step 7 are such that
either a is 2ε/3-maximum of S or S′ contains the absolute maximum element of S, then steps
8-13 of OPT-MAXIMIZE(S,ε,δ) uses O( |S
′|
ε2 log
n
δ) comparisons and w.p.≥ 1− δ/2, outputs an
ε-maximum.
Proof. We first bound the number of comparisons. Each COMPARE(e,a,2ε/3,ε, δ4n) uses
O( 1ε2 log
n
δ) comparisons and hence over all elements of S
′, COMPARE uses at most O( |S
′|
ε2 log
n
δ)
comparisons. Further SEQ-ELIMINATE(S′,ε,δ/4) uses O( |S
′|
ε2 log
n
δ) comparisons by Theorem 28.
If a is a 2ε3 -maximum, then the result follows by Lemma 90.
Let a not be an 2ε3 -maximum. Then S
′ contains the absolute maximum denoted here by
b∗. Notice that by strong stochastic transitivity, an ε-maximum of S′ is an ε-maximum of S since
b∗ ∈ S′. By Theorem 28, w.p.≥ 1− δ4 , SEQ-ELIMINATE(S′,ε,δ/4) outputs an ε-maximum. Now
if p˜b∗,a > ε, then w.p.≥ 1− δ4n , COMPARE(b∗,a,2ε/3,ε, δ4n) returns 2 and hence a is not returned
but SEQ-ELIMINATE(S′,ε,δ/4) is returned. If p˜b∗,a ≤ ε, then a is an ε-maximum and hence
returning a also results in an ε-maximum output. Lemma then follows by the union bound.
Theorem 32 then follows from Theorem 28 and Lemmas 43 and 44.
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3.B Ranking
3.B.1 Proof sketch for Theorem 33
Proof sketch. Consider the model where p˜a1,an = 1/2, p˜ai,a j = (0<)µ( 1/n10), when
i < j and (i, j) 6= (n,1). This model has an order: a1 > a2 > · · · > an−1 > an i.e., p˜ai,a j > 0
∀i< j. Further this model satisfies strong stochastic transitivity since p˜ai,ak ≥max(p˜ai,a j , p˜a j,ak)
∀i< j < k.
We prove the Lemma by reducing the above model to the model where µ is replaced by
0. Note that new model does not satisfy strong stochastic transitivity but helps us in proving the
Lemma.
Note that µ is so small that if we consider a model where we replace µ with 0, the
comparisons behave essentially similarly. More formally, let model Mµ be the model we consider
and M0 be the model when µ is replaced with 0. Let S denote a sequence of comparisons where
each element of the sequence includes the elements compared and its outcome. Further, for each
sequence S, let Pµ(S) and P0(S) denote the probability of sequence S under models Mµ and M0
respectively. Now consider a sequence S of comparisons of length ≤ n2/20. Then
P0(S)
Pµ(S)
≥
(
1/2
1/2+µ
)n2/20
≥ e−n2/(10n10) ≥ 6
7
Thus the probability of any sequence of length ≤ n220 is approximately same under both models.
Hence if there is an algorithm that uses n
2
20 comparisons and w.p.≥ 7/8 produces an 1/4-ranking
under Mµ model then applying same algorithm over M0 model produces an 1/4-ranking w.p.≥
7
8 · 67 = 34 .
We now show that there exists no algorithm that uses n
2
20 comparisons and w.p.≥ 34
generates a 1/4-ranking under M0, thus proving the Lemma. It is easy to see that any ordering
outputted without querying the comparison between a1 and an is a 1/4-ranking w.p. exactly 1/2
72
since no order between a1 and an can be deduced. Since the pair (a1,an) is one random pair
among
(n
2
)
pairs, the probability that the algorithm asks a comparison between this pair with
n2/20 comparisons is < 12 . So the probability that the output order contains a1 and an in the right
order is < 12 +
1
2 · 12 = 34 .
3.B.2 Ranking Algorithm
We present STRONG-TRANSITIVITY-RANKING that uses O(n2ε2 log
n
δ) comparisons and
w.p.≥ 1−δ outputs an ε-ranking. STRONG-TRANSITIVITY-RANKING achieves this by approxi-
mating each p˜i, j with pˆi, j to an additive error of ε2 . We first argue that there is an element e such
that pˆe, j ≥ 12 − ε/2 ∀ j ∈ S and such an element is an ε-maximum. Observe that if there is any
element e such that pˆe, j ≥ 12 − ε/2 ∀ j ∈ S then pe, j ≥ 12 − ε ∀ j ∈ S and hence e is an ε-maximum
of S. Further recall that for the absolute maximum a∗, p˜a∗, j ≥ 12 ∀ j ∈ S and hence pˆa∗, j ≥ 12−ε/2
∀ j ∈ S. Therefore there will be at least one element e s.t. pˆe, j ≥ 12−ε/2 and such an element will
be an ε-maximum of S. We find one such element, delete it from S and add it to the end of the
ordered output set. We continue this process until we run out of elements in S. Since at every step
we are adding an ε-maximum of the remaining set, the ordered output set will be an ε-ranking.
We first present a subroutine ESTIMATE-PROBABILITY that compares two elements a and b for
1
2ε2 log
2
δ and w.p.≥ 1−δ approximates p(i, j) to an additive error of ε.
Algorithm 16 ESTIMATE-PROBABILITY
1: inputs
2: element i, element j, bias ε, confidence δ.
3: Compare i and j for 12ε2 log
2
δ times.
4: return Fraction of times i won
Lemma 45. ESTIMATE-PROBABILITY(i, j,ε,δ) uses 12ε2 log
2
δ comparisons and w.p.≥ 1− δ
approximates pi, j to an additive error of ε.
Proof. Proof follows from Hoeffding’s inequality.
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Algorithm 17 STRONG-TRANSITIVITY-RANKING
1: inputs
2: Set S, bias ε, confidence δ
3: for every pair {i, j} such that i, j ∈ S do
4: pˆi, j← ESTIMATE-PROBABILITY(i, j,ε/2,δ/n2)
5: pˆ j,i← 1− p(i, j)
6: end for
7: ordered set T ← /0
8: while |S|> 0 do
9: if ∃e s.t. pˆe, f ≥ 12 − ε ∀ f ∈ S then
10: Add e at the end of T
11: S = S\{e}
12: else
13: Add S at the end of T
14: return T
15: end if
16: end while
17: return T
Lemma 46. STRONG-TRANSITIVITY-RANKING(S,ε,δ) usesO(n2ε2 log
n
δ) comparisons and w.p.≥
1−δ returns an ε-ranking.
Proof. STRONG-TRANSITIVITY-RANKING calls ESTIMATE-PROBABILITY for O(n2) times,
once for each pair and each EP(i, j,ε/2,δ/n2) uses O( 1ε2 log
n
δ) comparisons and hence bound on
comparisons follow. W.p.≥ 1− δ/n2, ESTIMATE-PROBABILITY(i, j,ε/2,δ/n2) approximates
pi, j with pˆi, j such that |pi, j− pˆi, j| ≤ ε2 . By the union bound, w.p.≥ 1−δ, |pi, j− pˆi, j| ≤ ε2 ∀i, j,∈ S.
From here we assume that |pi, j− pˆi, j| ≤ ε2 ∀i, j,∈ S and show that the output is an ε-ranking.
Let St denote the set of remaining elements in S after t elements are removed from S. We first
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show that for 0 ≤ t ≤ n− 1, there is one element e such that pˆe, j ≥ 12 − ε ∀ j ∈ St and such an
element is an ε-maximum of St . Observe that if there is an element e such that pˆe, j ≥ 12 − ε/2
∀ j ∈ St then pe, j ≥ 12 − ε ∀ j ∈ St and hence e is an ε-maximum of St . Further recall that for the
absolute maximum at∗ of St , pat∗, j ≥ 12 ∀ j ∈ St and hence pˆat∗, j ≥ 12 − ε/2 ∀ j ∈ St . Therefore
there will be at least one element e s.t. pˆe, j ≥ 12−ε/2 and such an element will be an ε-maximum
of St . STRONG-TRANSITIVITY-RANKING deletes one such element from St and adds it to the
end of the ordered output set. Since for every t, STRONG-TRANSITIVITY-RANKING adds an
ε-maximum of St to the output set, the Lemma follows.
3.C Borda Scores
3.C.1 Ranking Algorithm for Borda Scores
Algorithm 18 ESTIMATE-BORDA-SCORE
1: inputs
2: set S, element e, bias ε, confidence δ.
3: Initialize: w← 0, sˆ← 12 , m← 12ε2 log 2δ .
4: for k = 1 to k = m do
5: Compare e with random element ∈ S
6: if e wins then
7: w← w+1
8: end if
9: sˆ = wk
10: end for
11: return sˆ
Lemma 47. ESTIMATE-BORDA-SCORE(S,a,ε,δ) uses 12ε2 log
2
δ comparisons and w.p.≥ 1−δ
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approximates s(a) to an additive error of ε.
Proof. Proof follows from properties of ESTIMATE-BORDA-SCORE and Hoeffding’s inequlity.
Algorithm 19 BORDA-RANKING
1: inputs
2: set S, bias ε, confidence δ.
3: Initialize: be← 12 for all e ∈ S
4: for element e in S do
5: be← ESTIMATE-BORDA-SCORE(S,e, ε2 , δn)
6: end for
7: Rank S according to be.
8: return S.
Theorem 48. BORDA-RANKING(S,ε,δ) uses 2nε2 log
2n
δ comparisons and w.p.≥ 1−δ outputs an
ε-Borda ranking.
Proof. BORDA-RANKING calls ESTIMATE-BORDA-SCORE for exactly n times and each call of
ESTIMATE-BORDA-SCORE(S,e,ε/2,δ/n) uses 2ε2 log
2n
δ comparisons and hence the bound on
comparisons follows.
Note that w.p.≥ 1− δ/n, ESTIMATE-BORDA-SCORE(S,e,ε/2,δ/n) approximates the
Borda score of e to an additive error of ε/2. Let the approximate Borda score of element e be be.
By the union bound, w.p.≥ 1−δ, BORDA-RANKING(S,ε,δ) approximates all Borda scores to
an additive error of ε/2. From here, we assume that |be− s(e)| ≤ ε2 and show that ranking based
on approximate Borda scores results in an ε-Borda ranking.
If an element e appears before element f in the output ranking then be ≥ b f . Since
|be− s(e)| ≤ ε2 and |b f − s( f )| ≤ ε2 , s(e)− s( f ) = (be− b f ) + (s(e)− be) + (b f − s( f )) ≤ ε.
Hence the Lemma follows.
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3.D Why Knockout Fails
We will show that KNOCKOUT proposed in [FOPS17] fails under SST model without
stochastic triangle inequality constraint.
Consider the model where p˜a1,a j = µ ∀ j < n/2, p˜a1,a j = 12 ∀ j ≥ n/2 and p˜ai,a j = µ
∀1< i< j for some 0< µ< 1n10 . Observe that this model satisfies SST but not stochastic triangle
inequality. Under this model, a1 is the absolute maximum and any element in the set {ai|i< n/2}
is a 1/4-maximum. We show that under this model, w.p.≥ 1/16, KNOCKOUT(S,1/4,1/16) fails
to find a 1/4-maximum.
KNOCKOUT pairs elements randomly in each round and compares each pair for a certain
number of times and the winners proceed to the next round until there is only one element left.
Observe that in the first round a1 can get paired with an element from set {ai|1 < i < n/2}
w.p.≈ 1/2 and if that happens a1 can lose the tie w.p.≈ 1/2. Hence a1 can get eliminated in
the first round w.p.≈ 1/4. Once a1 is eliminated, in the second round, the elements will be
approximately half from the first half of the original set and half from the second half. Since these
elements are almost incomparable (comparisons between any two elements is now approximately
a Bernoulli random variable with parameter 1/2), each element is almost equally likely to be the
final output. Therefore w.p.≈ 1/8, the output can be an element from second half of the set and
hence not a 1/4-maximum.
3.E Additional Experiment
To show why PAC maximum algorithms could be preferred to absolute maximum algo-
rithms, once again we compare SEQ-ELIMINATE, KNOCKOUT and MallowsMPI for compari-
son probability values close to 1/2. In Figure 3.4, we consider the stochastic model, p1, j = 0.6
∀ j > 1 and pi, j = 0.5+ q˜ ∀1 < i < j where q˜ 0.05 with n = 15. Again, we find a 0.05-
maximum with error probability δ = 0.1. From Figure 3.4, we can observe that performance
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of MallowsMPI gets much worse as q˜ decreases whereas SEQ-ELIMINATE and KNOCKOUT
do not get affected since they are PAC maxing algorithms. Also observe that SEQ-ELIMINATE
performs much better than KNOCKOUT.
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Figure 3.4: Comparison of Maximum Selection Algorithms for probability values close to 1/2
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Chapter 4
The Limits of Maxing, Ranking, and
Preference Learning
4.1 Introduction
4.1.1 Background and motivation
Maximum selection (maxing) and sorting (ranking) are fundamental problems in Com-
puter Science with numerous important applications. Deterministic versions of these problems
are well studied.
In practical applications, comparisons are rarely deterministic. For example in soccer,
when Real Madrid plays Barcelona the outcome is not always the same. Similarly, individual
preferences in restaurants vary a lot. Other practical applications are in areas such as social
choice [CN91, SCPX13], web search and information retrieval [RJ07, RKJ08], crowdsourc-
ing [CBCTH13, gif], recommender systems [BMR10] and several others.
These practical applications and the intrinsic theoretical interest, has led to significant
work on the probabilistic version of maxing and ranking. Yet the most general model for which
maxing can be done using near-linear comparisons is not known. We consider the most general
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transitive model that guarantees the existence of maximum and show that under this model
any maxing algorithm requires quadratic many comparisons. We also consider a slightly more
restrictive transitive model and propose a linear complexity maxing algorithm, making it the
most general model known for which linear complexity maxing is possible. Also, for the most
general known model with sub-quadratic complexity for ranking, we improve the complexity,
making it orderwise optimal. We also propose an optimal algorithm that can simulate all pairwise
comparisons.
4.1.2 Notation and problem formulation
Without loss of generality, let [n] def= {1,2, ...,n} be the set of n elements. We consider
probabilistic noisy comparisons i.e., whenever two elements i and j are compared, i is returned
with an unknown probability pi, j. There are no “ties” i.e., p j,i = 1− pi, j. Let p˜i, j def= pi, j− 12 be
the centered preference probability.
A maximal is an element i that is preferable to every other element i.e., p˜i, j ≥ 0 ∀ j. A
ranking is a permutation σ1,σ2, ...,σn of [n] such that p˜σi,σ j ≥ 0 whenever i> j.
But sometimes maximal and ranking might not even exist. For example, consider the
popular Rock-Paper-Scissor game i.e., p1,2 = p2,3 = p3,1 = 1. Notice that under this model there
is neither a maximal nor a ranking. Hence we need additional constraints on pairwise probabilities
pi, j.
Notice that for ranking to exist, there must exist an ordering () among elements s.t.
whenever i j, p˜i, j ≥ 0. The models that have such an ordering are said to satisfy Weak Stochastic
Transitivity (WST). Observe that WST is sufficient for existence of both maximal and ranking.
More restrictive notions of transitivity are motivated and used in different contexts. Strong
Stochastic Transitivity (SST) which assumes that whenever i j  k, p˜i,k ≥max(p˜i, j, p˜ j,k), as its
name suggests is a stronger notion of transitivity that confines the model more than WST, hence
less general. Medium Stochastic Transitivity (MST) [Sko10] sitting in between WST and SST,
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assumes that whenever i j  k, p˜i,k ≥min(p˜i, j, p˜ j,k). From WST to MST to SST, the model
becomes more restrictive.
Another model restriction used in some of the previous works Stochastic Triangle Inequal-
ity (STI), assumes that whenever i j  k, p˜i,k ≤ p˜i, j + p˜ j,k. In this paper we propose maxing
and ranking algorithms for models under various set of constraints.
There is also a concern with finding an exact maximal and ranking. Consider the case of
n = 2 and p˜1,2 ≈ 0. Notice that in this case where n is just 2, finding maximal and ranking could
take arbitrarily many comparisons. Easy fix to alleviate this problem is to consider Probably
Approximately Correct (PAC) formulation which we also adopt.
An element i is said to be ε-preferable to j if p˜i, j ≥−ε. For ε ∈ (0,1/2), an ε-maximal is
an element i that is ε-preferable to all elements i.e., p˜i, j ≥−ε ∀ j. Given 0< ε< 1/2, 0< δ≤ 1/2,
a PAC maxing algorithm must output an ε-maximal with probability ≥ 1− δ. Similarly, an ε-
ranking is a permutation σ1,σ2, ...,σn of [n] such that σi is ε-preferable to σ j whenever i > j.
Given 0 < ε < 1/2, 0 < δ ≤ 1/2, a PAC ranking algorithm must output an ε-ranking with
probability ≥ 1−δ.
4.1.3 Related work
Researchers initially considered more restrictive models. [FRPU94] considered constant
noise model i.e., p˜i, j = α> 0 if i j and presented a maxing algorithm that uses O
(
n
α2 log
1
δ
)
comparisons and outputs maximal with probability ≥ 1−δ. It also presented a ranking algorithm
that uses O
(
n logn
α2
)
comparisons and outputs ranking with probability ≥ 1−1/n.
Another set of widely-studied restrictive models are parametric ones. [SBFPH15] con-
sidered one of the most popular parametric models, Plackett-Luce [Pla75, Luc05] and presented
PAC maxing and ranking algorithms that use O
(
n
ε2 log
n
εδ
)
and O
(
n logn
ε2 log
n
εδ
)
comparisons
respectively.
Researchers also considered models that are more general than parametric models, yet still
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more restrictive than WST. [YJ11] considered models that satisfy both SST and STI and derived
a PAC maxing algorithm that uses O
(
n
ε2 log
n
εδ
)
comparisons. Later [FOPS17] considered same
model and proposed an optimal PAC maxing algorithm that uses O
(
n
ε2 log
1
δ
)
comparisons. It
also proposed a PAC ranking algorithm that with probability ≥ 1− 1/n, outputs an ε-ranking
using O
(
n logn(log logn)3
ε2
)
comparisons, (log logn)3 times the known lower bound. Until now, it
was not known if the additional (log logn)3 factor is necessary for PAC ranking.
[FHO+17] considered models that satisfy only SST but not necessarily STI and proposed
an optimal PAC maxing algorithm that uses O
(
n
ε2 log
1
δ
)
comparisons. They also showed that
there exists a model which satisfies SST and yet no algorithm can find an ε-ranking for this model
using o(n2) comparisons, establishing a lower bound of Ω(n2) comparisons once STI property is
dropped.
Among other related works we can point out [BFSH14, LGAL14, DHS+15, HFCB08],
who considered models more general than WST under different definitions of maximum and
ranking. More discussion about these models can be found in Appendix 4.G. [BFHS14, MSE17]
considered the non-PAC version and [RA14, NOS12, NOS16, JKSO16] considered the non-
adaptive version of this problem. Also [AFJ+16, AFHN15] considered the deterministic adversar-
ial version of maxing and ranking. [SBW16, C+15, SBGW16] studied the problem of estimating
pairwise probabilities in non-adaptive setting.
4.2 New results and Outline
Maxing Linear-complexity maxing algorithm under SST by [FHO+17] encourages the
search for a linear-complexity maxing algorithm for models with only WST properties. Two
questions then arise: 1a) Is a linear complexity PAC maxing algorithm possible for models with
only WST property? 1b) If not, does there exist a model more general than SST and less general
than WST for which a linear complexity PAC maxing is possible?
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We resolve both questions in this paper: 1a) No. Theorem 49 in Section 4.3 shows that
there are WST models for which any PAC maxing algorithm requires Ω(n2) comparisons. 1b)
Yes. In Theorem 56 in Section 4.4, we derive a PAC maxing algorithm for MST model that uses
O
(
n
ε2 log
1
δ
)
comparisons for δ≥min(1/n,e−n1/4).
Ranking Motivated by the previous results of ranking under SST + STI, three questions
arise: 2a) For models with SST + STI, is the additional (log logn)3 factor necessary for PAC
ranking algorithms? 2b) Since the near-linear complexity of ranking under SST + STI changes to
quadratic complexity by dropping STI [FHO+17], is there a sub-quadratic algorithm for ranking
under MST + STI? 2c) For models with SST + STI, since PAC ranking is possible with near
linear complexity, is it also possible to approximate all pairwise probabilities to accuracy of ε
using near linear number of comparisons?
We essentially resolve all three questions. 2a) No. In Theorem 57 in Section 4.5, we
improve the PAC ranking algorithm for models with SST + STI removing additional (log logn)3
factor and hence making it optimal. 2b) No. Theorem 58 in Section 4.6 shows that there is a
model with MST+STI, for which any PAC ranking algorithm requires Ω(n2) comparisons. 2c)
Yes. For models with SST + STI, in Theorems 59 and 60 in Sections 4.7, we present an optimal
algorithm that uses O
(
nmin(n,1/ε) logn
ε2
)
comparisons and approximates all pairwise probabilities
to accuracy of ε with probability ≥ 1−1/n.
We present experiments over simulated data in Section 4.8 and end with our conclusions
in Section 5.6.
Interpretation Table 4.1 summarizes all known results for problems of maxing, ranking,
and finding pairwise probabilities under different transitive properties. Notice that under the most
general model WST, all these problems require quadratic many comparisons and under the most
restrictive model SST + STI, all problems have optimal algorithms with near-linear complexity.
For MST and WST models adding STI property does not influence complexity for any problem.
But for SST model adding STI property facilitates near-linear complexity algorithms for PAC
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Table 4.1: Comprehensive results for maxing, ranking and finding pi, j
∗: for δ≥ 1n , ∗∗: for δ≥min(1/n,e−n
1/4
)
Model Maxing Ranking Finding pi, j
SST with STI Θ
(
n
ε2 log
1
δ
)
Θ
(
n logn
ε2
)∗
Θ
(
nmin(n,1/ε) logn
ε2
)∗
[FOPS17] Section 4.5 Section 4.7
SST Θ
(
n
ε2 log
1
δ
)
Ω(n2) Ω(n2)
[FHO+17] [FHO+17]
MST with STI Θ
(
n
ε2 log
1
δ
)∗∗
Ω(n2) Ω(n2)
and Section 4.4 Section 4.6
MST
WST with STI Ω(n2) Ω(n2) Ω(n2)
and Section 4.3 Section 4.6
WST
ranking and approximating pairwise probabilities.
It is easy to see that once all pairwise probabilities are approximated to accuracy of ε/2,
one can find an ε-maximum and an ε-ranking. Hence approximating pairwise probabilities is
harder than PAC ranking and lower bound for PAC ranking implies a lower bound for problem of
approximating pairwise probabilities. Therefore in Table 4.1 lower bounds for finding pi j follow
from lower bounds for ranking. Further in Appendix 4.B.1, under WST model, we present a
trivial algorithm that with probability ≥ 1−δ, estimates all pairwise probabilities to accuracy of
ε using O
(
n2
ε2 log
n
δ
)
comparisons. Hence upper bound of O
(
n2
ε2 log
n
δ
)
follows for all problems.
4.3 PAC maxing for WST
We show the lower bound of Ω(n2) for maxing under WST by presenting an example for
which any algorithm requires Ω(n2) comparisons to output a 1/4-maximum for δ≤ 1/8.
To establish the lower bound, we reduce the problem of finding a 1/4-maximum to finding
the left most piece of a linear jigsaw puzzle. We consider the following model with n elements
S = {a1,a2, . . . ,an} : p˜ai,ai+1 = 12∀i< n, and p˜ai,a j = µ(0< µ< 1/n10),∀ j > i+1. This model
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satisfies WST since there exists an underlying order , ai  a j if i< j (because p˜ai,a j > 0) and
a1 is the only 1/4-maximum under this model.
Observe that ai is always preferred to ai+1, but for every non consecutive pair, comparison
output is almost a fair coin flip. We make the problem simpler by giving the extra information
of whether two non consecutive elements are being compared. Notice that this only makes the
problem easier, namely, complexity for modified problem is smaller than that of original problem.
The modified problem is similar to a linear jigsaw puzzle where if we compare two pieces
we will know if pieces are adjacent or not and if adjacent, which piece is on the left, the goal
is to find the left most piece. We show that w.h.p., any algorithm neither finds more than n/32
connections (a set of neighbors) nor asks Ω(n) comparisons for the left most piece. We use this
to show the lower bound. The proof is in Appendix 4.A.
Theorem 49. There exists a model that satisfies WST for which any algorithm requires Ω(n2)
comparisons to find a 1/4-maximum with probability ≥ 7/8.
4.4 PAC maxing for MST
Outline In this section, we propose OPT-MAX, a linear complexity maxing algorithm
for MST. In the process, we present two other suboptimal maxing algorithms SOFT-SEQ-ELIM,
NEAR-OPT-MAX and use them as building blocks in OPT-MAX. SOFT-SEQ-ELIM finds an
ε-maximum with quadratic complexity. Its performance depends on the starting element (anchor).
NEAR-OPT-MAX first finds a good anchor and then uses SOFT-SEQ-ELIM, guaranteeing near
linear comparison complexity. OPT-MAX builds on NEAR-OPT-MAX and finds an ε-maximum
in linear-complexity for δ≥min(1/n,e−n1/4).
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4.4.1 SOFT-SEQ-ELIM
Before presenting SOFT-SEQ-ELIM, we first present the subroutine COMPARE we use to
compare two elements.
COMPARE COMPARE takes 5 parameters : two elements i, j that need to be compared, lower
bias εl , upper bias εu, confidence δ and deems if p˜i, j < εl or p˜i, j > εu. It compares i and j for
8
(εu−εl)2 log
2
δ times. Let pˆi, j be the fraction of times i won and ˆ˜pi, j = pˆi, j−1/2. If ˆ˜pi, j < 3εl4 + εu4 ,
then COMPARE deems p˜i, j < εl (returns 1), if ˆ˜pi, j > εl4 +
3εu
4 , then COMPARE deems p˜i, j > εu
(returns 3) and for other ranges of ˆ˜pi, j, COMPARE not able to take a decision, returns 2.
Lemma 50 bounds comparisons used by COMPARE and proves its correctness. COMPARE
and its analysis is presented in Appendix 4.C.2.
Lemma 50. For εu> εl , COMPARE(i, j,εl,εu,δ) uses≤ 8(εu−εl)2 log
2
δ comparisons and if p˜i, j < εl ,
then w.p.≥ 1−δ, it returns 1, else if p˜i, j > εu, w.p.≥ 1−δ, it returns 3. Further if p˜i, j≤ (εl+εu)/2,
w.p.≥ 1−δ, it does not return 3 and if p˜i, j > (εl + εu)/2, w.p.≥ 1−δ, it does not return 1.
SOFT-SEQ-ELIM SOFT-SEQ-ELIM takes 5 parameters: input set S, starting anchor element r,
lower bias εl , upper bias εu and confidence δ. SOFT-SEQ-ELIM happens in rounds. In each round,
it compares the current anchor a with remaining elements one by one using COMPARE. Due to
probabilistic nature, we cannot exactly compare if p˜e,a > εu vs p˜e,a ≤ εu. Hence we compare if
p˜e,a > εu vs p˜e,a < εl . For an element e, if COMPARE deems p˜e,a < εl , then SOFT-SEQ-ELIM
eliminates that element and if COMPARE deems p˜e,a > εu, then SOFT-SEQ-ELIM updates current
anchor element to e and eliminates a. This process is continued until the current anchor element
is not updated after comparing with all remaining elements and then SOFT-SEQ-ELIM outputs
final anchor element.
If p˜e,a < εl or p˜e,a > εu, COMPARE deems correctly. If εl ≤ p˜e,a ≤ εu, then COMPARE
can sometimes fail to output any decision and in that case, SOFT-SEQ-ELIM neither eliminates
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that element nor updates the anchor element, it just moves to next remaining element in S.
Algorithm 20 SOFT-SEQ-ELIM
1: inputs
2: Set S, element r, lower bias εl , upper bias εu, confidence δ
3: Q = S\{r}
4: while Q 6= /0 do
5: r′ = r, Q′ = /0
6: for c ∈ Q do
7: k = COMPARE(c,r,εl,εu, 2δ|S|2 )
8: if k == 1 then
9: Q′ = Q′
⋃{c}.
10: else if k == 3 then
11: r← c
12: Q′ = Q′
⋃{c}
13: break
14: end if
15: end for
16: if r == r′ then
17: break
18: end if
19: Q = Q\Q′
20: end while
21: return r
Theoretically, performance of SOFT-SEQ-ELIM strongly depends on the starting anchor
element r. To define a good anchor element, similar to [FHO+17], an element a is called an (ε,m)-
good anchor if a is not ε-preferable to at most m elements, i.e., |{e : e ∈ S and p˜e,a > ε}| ≤ m.
We show that every element for which initial anchor r is εl-preferable is deemed bad and gets
eliminated after its first comparison round and hence comparisons spent on all such elements
is O(|S|). Since initial anchor r is an (εl,m)-good anchor element, there are only m elements
for which r is not εl-preferable. We later show that only these elements can become anchors,
leading to at most m changes of anchors. Therefore each such element gets compared in at most
m rounds and hence we can bound total comparison rounds by O(|S|+m2). Lemma 51 bounds
comparisons used by SOFT-SEQ-ELIM and proves its correctness. Proof is in Appendix 4.C.3.
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Lemma 51. If r is an (εl,m)-good anchor element, w.p.≥ 1−δ, SOFT-SEQ-ELIM(S,r,εl,εu,δ)
uses O
( |S|+m2
(εu−εl)2 log
|S|
δ
)
comparisons and outputs rˆ, an εu maximum of S, such that either rˆ = r
or p˜rˆ,r >
εl+εu
2 .
Corollary 52 bounds comparisons used by SOFT-SEQ-ELIM for any starting anchor. Proof
follows from Lemma 51
Corollary 52. For any r, w.p.≥ 1− δ, SOFT-SEQ-ELIM(S,r,εl,εu,δ) uses O
( |S|2
(εu−εl)2 log
|S|
δ
)
comparisons and outputs rˆ, an εu maximum of S, such that either rˆ = r or p˜rˆ,r > εl+εu2 .
Now we build on SOFT-SEQ-ELIM and propose a near linear algorithm NEAR-OPT-MAX.
4.4.2 NEAR-OPT-MAX
NEAR-OPT-MAX(S,ε,δ) w.p.≥ 1−δ, uses O
(
|S|
ε2
(
log |S|δ
)2)
comparisons and outputs
an ε-maximum of S.
Since complexity of SOFT-SEQ-ELIM depends on the initial anchor element, if we can
pick a good initial anchor element, then we can reduce the number of comparisons. One way to
pick a good initial anchor element is to find an ε/2-maximum of a randomly picked subset.
Lemma 90 shows that an ε-maximum of a randomly picked subset is a good anchor
element. Proof in Appendix 4.C.4.
Lemma 53. If r is an ε-maximum of a set Q, formed by picking m elements randomly from S,
then w.p.≥ 1−δ, r is an
(
ε, |S|m log
|S|
δ
)
-good anchor element of S.
NEAR-OPT-MAX(S,ε,δ) first picks a random subset Q of size
√
|S| log 4|S|δ and uses
SOFT-SEQ-ELIM to find an ε/2-maximum of Q.
By Lemma 90, w.p.≥ 1−δ/4, an ε/2-maximum of Q will be an (ε/2,
√
|S| log 4|S|δ )-good
anchor element. NEAR-OPT-MAX then uses SOFT-SEQ-ELIM with ε/2-maximum of Q as initial
anchor to find an ε-maximum of S. Since the initial anchor is provably good, we are able to bound
the comparisons.
88
Algorithm 21 NEAR-OPT-MAX
1: inputs
2: Set S, bias ε, confidence δ
3: Form a set Q by selecting
√
|S| log 4|S|δ random elements from S without replacement.
4: a← random element from Q, Q = Q\{a}
5: r← SOFT-SEQ-ELIM
(
Q,a,0, ε2 ,
δ
4
)
, S = S\{r}
6: return SOFT-SEQ-ELIM(S,r,ε/2,ε,δ/2)
Lemma 54 bounds the comparisons used by NEAR-OPT-MAX and proves its correctness.
Lemma 54. With probability ≥ 1−δ, NEAR-OPT-MAX(S,ε,δ) uses O
(
|S|
ε2
(
log |S|δ
)2)
compar-
isons and outputs an ε-maximum of S.
We build on NEAR-OPT-MAX and derive an optimal algorithm for δ≥min(1/|S|,e−|S|1/4).
4.4.3 Optimal linear Algorithm
We first present an algorithm that is optimal for low ranges of δ i.e., min(e−|S|1/4,1/|S|)≤
δ≤ 1|S|1/3 .
Low ranges of δ
We first find a good anchor, this time using NEAR-OPT-MAX and then use SOFT-SEQ-
ELIM with NEAR-OPT-MAX output as initial anchor.
OPT-MAX-LOW picks a random subset of size |S|3/4 and finds an ε/2-maximum of this
set using NEAR-OPT-MAX. We later show that output is an (ε/2,O(
√|S|))-good anchor element
of S. OPT-MAX-LOW then uses SOFT-SEQ-ELIM with the previous output as initial anchor to
find an ε-maximum of S. Since initial anchor is good, we are able to bound comparisons used by
OPT-MAX-LOW.
Observe that in OPT-MAX-LOW, we call SOFT-SEQ-ELIM three times in total: two
times during NEAR-OPT-MAX and once to produce the final output. Each successive call of
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SOFT-SEQ-ELIM acts on higher size, namely first we find ε/4-maximum in a small set and using
this element as anchor, then we find ε/2-maximum in a larger set and finally using this new
element as anchor, we find an ε-maximum of the whole set S.
Algorithm 22 OPT-MAX-LOW
1: inputs
2: Set S, bias ε, confidence δ
3: Form a set Q by selecting |S|3/4 random elements from S without replacement
4: r← NEAR-OPT-MAX(Q, ε2 , δ3)
5: return SOFT-SEQ-ELIM(S,r, ε2 ,ε,
δ
3)
Lemma 55 bounds comparisons used by OPT-MAX-LOW and proves its correctness.
Proof is in Appendix 4.C.6.
Lemma 55. For 1|S|1/3 ≥ δ ≥ min(1/|S|,e−|S|
1/4
), w.p.≥ 1− δ, OPT-MAX-LOW(S,ε,δ) uses
O( |S|ε2 log
1
δ) comparisons and outputs r, an ε-maximum
Higher ranges of confidence δ
For low ranges of confidence δ
(
δ≤ 1|S|1/3
)
, notice that log 1δ and log
|S|
δ are of same
order and hence if we use SOFT-SEQ-ELIM with a good anchor, we can guarantee complexity of
O
( |S|
ε2 log
|S|
δ
)
= O
( |S|
ε2 log
1
δ
)
.
However, for high values of δ, this is not the case. We solve this problem by pruning S to
a smaller set of size |S|/ log |S| such that it contains all good elements and then use SOFT-SEQ-
ELIM. Due to space constraint, we present PRUNE, the pruning algorithm, OPT-MAX-MEDIUM,
and OPT-MAX-HIGH, linear complexity maxing algorithms for higher ranges of confidence in
Appendix 4.C.8.
4.4.4 Full Algorithm
In Theorem 56 we bound comparisons used by OPT-MAX and prove its correctness. Proof
follows from Lemmas 55 and corresponding Lemmas 67 and 68 for OPT-MAX-MEDIUM and
OPT-MAX-HIGH given in Appendix 4.C.8.
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Algorithm 23 OPT-MAX
inputs
Set S, bias ε, confidence δ
if δ≤ 1|S|1/3 then
return OPT-MAX-LOW(S,ε,δ)
end if
if δ≤ 1log |S| then
return OPT-MAX-MEDIUM(S,ε,δ)
end if
return OPT-MAX-HIGH(S,ε,δ)
Theorem 56. For δ ≥ min(1/|S|,e−|S|1/4), w.p.≥ 1− δ, OPT-MAX(S,ε,δ) uses O
( |S|
ε2 log
1
δ
)
comparisons and outputs an ε-maximum of S.
4.5 Ranking for SST+STI
[FOPS17] provides a ranking algorithm that w.p.≥ 1−1/|S|, uses
O
( |S|
ε2 log |S|(log log |S|)3
)
comparisons and outputs an ε-ranking of input set S.
We build on their algorithm BINARY-SEARCH-RANKING, improving two components
which lead to additional (log log |S|)3 factor, thereby proposing an optimal ε-ranking algorithm
that uses O
( |S|
ε2 log |S|
)
comparisons.
In Appendix 4.5, we outline the algorithm proposed in [FOPS17], pointing out the two
components that lead to additional factor, and present ideas that improve over these components.
For detailed explanation of BINARY-SEARCH-RANKING we refer readers to [FOPS17]. Now we
explain the high-level idea of how we improve over these components.
The two components that we improve upon share the property that each is being called
for Ω(|S|/(log |S|)3) times and at each time finds a correct output w.p.≥ 1−1/|S|5.
Instead of finding a correct output w.p.≥ 1− 1/|S|5 in one shot, and incurring high
complexity, we propose the following. First use the component to find a correct output w.p.≥
1−1/ log |S|, then check if the output is correct or not. If the output is deemed to be not correct,
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run the component again, finding a correct output w.p.≥ 1−1/|S|6.
Thus to show the potency of this idea, it suffices to show: One, the second run is only
invoked a few times and two, the complexity of checking whether an output is correct is not high.
Our main contribution is RANK-CHECK algorithm that checks if an ordered set is ε-ranked or not
3ε-ranked. We present RANK-CHECK in Appendix 4.D.3
Theorem 57. BINARY-SEARCH-RANKING(S,ε) [FOPS17] with new improved components pre-
sented here, w.p.≥ 1−1/|S|, uses O
( |S| log |S|
ε2
)
comparisons and outputs an ε-ranking of S.
4.6 Lower bound for ranking for MST+STI
In this section we show that there exists a model with both MST and STI properties
under which any PAC ranking algorithm requires quadratic many comparisons. Consider the
model S= {a1,a2, ...,an} s.t. a1 is preferable to a2 i.e., p˜a1,a2 = 1/2 and comparison between any
other pair is almost a fair coin flip i.e., p˜ai,a j = µ ∀i< j and {i, j} 6= {1,2} for some µ< 1/n10.
This model satisfies both MST and STI. Any permutation which has a1 coming after a2 is a
1/4-ranking. But since comparison between any pair other than (a1,a2) is essentially a fair coin
toss, any strategy that does not compare a1 and a2 will not have them in correct order in the
output w.p.≈ 1/2 and hence won’t be a 1/4-ranking. Therefore this problem is similar to finding
a single biased coin among
(n
2
)
coins which needs Ω(n2) comparisons.
Theorem 58 bounds the complexity required for ε-ranking of models with MST and STI.
Proof is in Appendix 4.E.
Theorem 58. There exists a model with MST and STI properties for which any algorithm requires
Ω(n2) comparisons to output a 1/4-ranking w.p.≥ 7/8.
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4.7 Finding pairwise probabilities for SST+STI
Theorem 57 shows that for a model satisfying both SST and STI, an ε-ranking can be
found using O
( |S| log |S|
ε2
)
comparisons. In this section we answer the question whether under
same model we can approximate all pairwise probabilities to accuracy of ε using almost same
complexity.
We first show a lower bound of Ω
( |S|min(|S|,1/ε)
ε2 log |S|
)
utilizing a model for which
Ω(|S|min(|S|,1/ε)) pairwise probabilities need to be approximated using comparisons. Later
we present APPROX-PROB that uses comparisons only for O(|S|min(|S|,1/ε)) pairs and hence
obtain orderwise same upper bound as lower bound.
4.7.1 Lower Bound
We show that any algorithm requires Ω
( |S|min(|S|,1/ε) log |S|
ε2
)
comparisons to approximate
all pairwise probabilities to ε accuracy.
We prove the lower bound by using the model: (4k+ 4)ε ≤ p˜ai+k,ai ≤ (4k+ 8)ε for
1≤ k ≤min(n− i,b 116ε −2c) and p˜ai+k,ai = 1/4 for k >min(n− i,b 116ε −2c).
It can be shown that this model satisfies both SST and STI. Under this model, the only
way to approximate unfixed pairwise probabilities is by comparing those pairs. Since pairwise
probabilities are not fixed for Ω(nmin(n,1/ε)) pairs, any algorithm needs to approximate those
many probabilities to accuracy of ε, hence the lower bound.
Theorem 59 bounds the required complexity to approximate all pairwise probabilities.
Proof is in Appendix 4.F.1
Theorem 59. For ε< 1/48, there exists a model that satisfies both SST and STI for which any
algorithm requiresΩ
( |S|min(|S|,1/ε)
ε2 log |S|
)
comparisons to approximate all pairwise probabilities
to ε accuracy w.p. ≥ 3/4.
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4.7.2 Upper Bound
Here we propose an algorithm to approximate all pairwise probabilities to an accuracy of
ε.
The proposed algorithm, first finds an ε/8-ranking of the input set S and then approximates
pairwise probabilities. By Theorem 57, w.p.≥ 1− 1|S|2 we can find an ε/8-ranking of the input
set S using O
( |S| log |S|
ε2
)
comparisons. We present APPROX-PROB that given an ε/8-ranked set,
approximates all pairwise probabilities to an accuracy of ε.
APPROX-PROB APPROX-PROB takes an ε/8-ranked ordered set S i.e., p˜S(i),S( j) ≤ ε/8 ∀i< j
and bias ε and approximates all pairwise probabilities to an accuracy of ε.
Note that it is enough to approximate p˜S( j),S(i) for j ≥ i since p˜S(i),S( j) =−p˜S( j),S(i). For
all i> 1, APPROX-PROB compares S(i) and S(1), 16log |S|
4
ε2 times and approximates p˜S(i),S(1) by
ˆ˜pS(i),S(1), the fraction of times S(i) won rounded off to the nearest multiple of ε. Since for perfectly
ranked ordered set p˜S(i+1),S(1) ≥ p˜S(i),S(1), if ˆ˜pS(i+1),S(1) < ˆ˜pS(i),S(1), then APPROX-PROB corrects
ˆ˜pS(i+1),S(1), setting it equal to ˆ˜pS(i),S(1). It can be shown that p˜S(i),S(1) is approximated to an
accuracy of 7ε8 .
APPROX-PROB continues this process by approximating p˜S(i),S(2) for i≥ 2 by increasing
i one at a time. For a perfectly ranked set, p˜S(i−1),S(2) ≤ p˜S(i),S(2) ≤ p˜S(i),S(1) and hence if
ˆ˜pS(i−1),S(2)= p˜S(i),S(1), APPROX-PROB does not use comparisons to approximate p˜S(i),S(2), instead
assigns ˆ˜pS(i),S(2) = ˆ˜pS(i−1),S(2). Whenever ˆ˜pS(i−1),S(2) 6= p˜S(i),S(1), APPROX-PROB approximates
p˜S(i),S(2) by comparing S(i) and S(2). It can be shown that p˜S(i),S(2) is approximated to accuracy
of ε.
APPROX-PROB continues this process for S(3), then S(4) and so on until S(n). Notice that
whenever ˆ˜pS(i−1),S( j) = ˆ˜pS(i),S( j−1), APPROX-PROB does not use comparisons to approximate
p˜S(i),S( j) but simply assigns ˆ˜pS(i),S( j) = ˆ˜pS(i−1),S( j). We show this in fact happens at many places
and only O(|S|min(|S|,1/ε)) pairwise probabilities are approximated using comparisons. This
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enables obtaining orderwise same upper bound as the lower bound.
Algorithm 24 APPROX-PROB
1: inputs
2: Ordered Set S, bias ε
3: ˆ˜pS(1),S(1) = 0
4: for i from 2 to |S| do
5: Compare S(1) and S(i) for 16ε2 log |S|4 times
6: ˆ˜pS(i),S(1) =
[
fraction of times S(i) won
ε − 12
]
ε
7: if ˆ˜pS(i),S(1) < ˆ˜pS(i−1),S(1) then
8: ˆ˜pS(i),S(1) = ˆ˜pS(i−1),S(1)
9: end if
10: end for
11: for j from 2 to |S| do
12: ˆ˜pS( j),S( j) = 0
13: for k from j+1 to |S| do
14: if ˆ˜pS(k−1),S( j) = ˆ˜pS(k),S( j−1) then
15: ˆ˜pS(k),S( j) = ˆ˜pS(k−1),S( j)
16: else
17: Compare S( j) and S(k) for 16ε2 log |S|4 times
18: ˆ˜pS(k),S( j) =
[
fraction of times S(k) won
ε − 12
]
ε
19: end if
20: end for
21: end for
Theorem 60 shows the correctness of APPROX-PROB and bounds its comparisons. Proof
is in Appendix 4.F.3
Theorem 60. Given an ε/8-ranked ordered set S i.e., p˜S(i),S( j)≤ ε/8 ∀i< j, APPROX-PROB(S,ε)
uses O( |S|min(|S|,1/ε)ε2 log |S|) comparisons and w.p.≥ 1− 1|S|2 approximates all pairwise probabili-
ties to accuracy of ε.
4.8 Experiments
In this section, we compare the performance of our maxing algorithms with previous work
on synthetic data. All results presented here are averaged over 1000 runs.
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Figure 4.1: Maxing Algorithms for model with SST and STI
We compare our maxing algorithms SOFT-SEQ-ELIM, NEAR-OPT-MAX, and OPT-MAX
with SEQ-ELIMINATE [FHO+17], KNOCKOUT [FOPS17], MallowsMPI [BFHS14],
AR [HSRW16] and BTM-PAC [YJ11]. KNOCKOUT and BTM-PAC are PAC maxing algo-
rithms for models with both SST and STI properties. SEQ-ELIMINATE is a PAC maxing
algorithm for SST model. MallowsMPI, originally designed for Mallows model, finds a con-
dorcet winner which exists under WST. AR is a maxing algorithm that finds Borda winner that is
same as condorcet winner under WST. In all experiments, we use maxing algorithms to find a
0.05-maximum with δ= 0.1.
We first consider the model pi, j = 0.6 ∀i< j same as in [YJ11, FOPS17, FHO+17] that
satisfies both SST and STI properties. Note that i = 1 is the only 0.05-maximum under this
model. Figure 4.1 presents number of comparisons used by each maxing algorithm. Observe
that compared to other algorithms, BTM-PAC uses too many comparisons even for n = 15. The
reason might be BTM-PAC is mainly intended for reducing regret in the conventional bandits
setting. The bar for BTM-PAC complexity for n = 100 is not fully shown in the figure to better
scale the other complexity bars. Comparison complexity of AR is high for n = 100 mainly
because AR eliminates elements based on Borda scores and Borda scores are very close to each
other for large n. We drop BTM-PAC and AR henceforth.
Now we consider a model that satisfies MST but not SST, i.e., p5i+l,5i+k = 0.6 ∀i< n/5−1,
1≤ l < k ≤ 5 and p5i+l,5 j+k = 0.52 ∀i< j < n/5−1, 0< l,k ≤ 5. Notice that under this model
elements are divided into groups of five where within each group |p˜i, j|= 0.1 and for elements
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Figure 4.2: Maxing Algorithms for model with MST but not SST
in two different groups |p˜i, j|= 0.02, hence there is a 0.05-maximum in each group. Figure 4.2
demonstrates comparison complexity of algorithms under this model. SEQ-ELIMINATE uses
fewer comparisons, but it fails to output a 0.05-maximum with probability 0.21 for n = 25 and
0.19 for n = 100. Hence SEQ-ELIMINATE fails once SST is not satisfied. This is because
when you compare a 0.05-maximum of a group with an element in other group, 0.05-maximum
can get eliminated with probability ≈ 0.5. Hence with lots of groups SEQ-ELIMINATE fails.
Other algorithms find a 0.05-maximum in all runs. We drop SEQ-ELIMINATE henceforth.
Now we consider a model that does not satisfy STI but satisfies MST i.e., n = 10 and
p1, j = 1/2+ q˜ ∀ j ≤ n/2, p1, j = 1 ∀ j > n/2 and pi, j = 1/2+ q˜ ∀1 < i < j, q˜ < 0.05. Under
this model any i≤ 5 is a 0.05-maximum. Figure 4.3 shows the average comparison complexity
of algorithms under this model. KNOCKOUT uses fewer comparisons, but fails to output a
0.05-maximum with probability 0.12 for q˜ = 0.001 and 0.25 for q˜ = 0.0001, hence fails to meet
the confidence requirement once STI is dropped. Other algorithms find a 0.05-maximum in all
runs.
It is interesting to note that MallowsMPI uses more comparisons as q˜ decreases, whereas
the complexity of other algorithms remains almost same. This is because MallowsMPI tries
to find absolute maximum which is not always practical. Further note that the performance of
SOFT-SEQ-ELIM is better than NEAR-OPT-MAX, and NEAR-OPT-MAX is better than OPT-MAX.
This is because the bias gap for SOFT-SEQ-ELIM, NEAR-OPT-MAX and OPT-MAX is ε, ε/2 and
ε/4 respectively, resulting in higher constants for NEAR-OPT-MAX and OPT-MAX. While the
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Figure 4.3: Maxing algorithms for model without STI
theoretical order complexity is higher for SOFT-SEQ-ELIM, in practice it can find a good anchor
quickly and seems to have near-linear order complexity.
4.9 Conclusion
We studied the problem of maxing, ranking, and estimating comparison probabilities
under different stochastic transitivity constraints. We showed that under WST, maxing needs
quadratic comparisons. We also presented a linear-complexity algorithm for maxing under
MST. We also proposed an optimal ranking algorithm for SST models with Stochastic Triangle
Inequality, closing (log logn)3 gap. For the same model, we proposed an optimal algorithm for
estimating the comparison probabilities.
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4.A Lower bound for WST
Outline
We first present a model that satisfies WST and relate it to a linear jigsaw puzzle such
that lower bound on jigsaw puzzle implies lower bound for finding an 1/4-maximum under the
model.
Consider the following model with n elements S = {1,2, . . . ,n} : p˜i,i+1 = 12∀i< n, and
p˜i, j = µ(0< µ< 1/n10),∀ j > i+1. This model satisfies WST since there exists an underlying
order , i  j if i < j (because p˜i, j > 0). Observe that 1 is the only 1/4-maximum under this
model.
We prove the Lemma by reducing the above model to the model where µ is replaced by 0.
Note that µ is so small that if we consider a model where we replace µ with 0, the
comparisons behave essentially similarly. More formally, let Mµ be the model considered above
and M0 be the model when µ is replaced with 0. Let C denote a sequence of comparisons where
each element of the sequence includes the elements compared and its outcome. Further, for each
sequence C, let Pµ(C) and P0(C) denote the probability of sequence C under models Mµ and M0
respectively. Now consider a sequence C of comparisons of length ≤ n2/20. Then
P0(C)
Pµ(C)
≥
(
1/2
1/2+µ
)n2/20
≥ e−n2/(10n10) ≥ 6
7
Thus the probability of any sequence of length ≤ n220 is approximately same under both models.
Hence if there is an algorithm that uses ≤ n220 comparisons and w.p.≥ 7/8 produces the 1/4-
maximum under Mµ model then applying same algorithm over M0 model produces the 1/4-
maximum w.p.≥ 78 · 67 = 34 . Hence, lower bound of Ω(n2) over M0 model implies a lower bound
of Ω(n2) over Mµ model.
We now show that under M0 model, any algorithm requires Ω(n2) comparisons to find
the 1/4-maximum w.p.≥ 34 , thus proving the Lemma. From now, we only consider model M0.
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Notice that under M0, whenever two non adjacent elements are compared i.e., i and j with
|i− j|> 1, the comparison output is a fair coin toss. We make the problem simpler by revealing
the extra information of whether elements that are being compared are adjacent or not. Notice
that this only makes the problem easier, namely, complexity for modified problem is smaller than
that of original problem.
The modified problem is similar to a linear jigsaw puzzle where if we ask a question about
two pieces we will know if pieces are adjacent or not and if adjacent, which piece is on the left
and the goal is to find the left most piece. To make the proof simpler, we change the question
model slightly. In the new model, when we question about ordered pair (e, f ), we get to know if
e is left neighbor of f . Notice that we can simulate one question in previous model by asking two
questions (e, f ) and ( f ,e) in new model.
Now we present proof to show that for linear jigsaw puzzle, any algorithm requires Ω(n2)
comparisons to find the left most piece with probability ≥ 3/4. This implies the Lemma.
4.A.1 Lower bound for Jigsaw Puzzle
Outline: We first describe the main idea briefly. Notice that we start with n unconnected
components where each piece refers to an unconnected component. Each new connection (two
pieces are connected if they are neighbours) revealed between the pieces reduces the number of
unconnected components by 1. We first show that for some small constant c, even after asking
c2n2/2 questions, w.h.p., < 20cn connections are revealed. For this, we divide pieces into two
groups based on number of questions asked about them. Group 1: pieces for which≤ cn questions
are asked and Group 2: pieces for which> cn questions are asked. Then we bound the probability
that a question between two pieces from Group 1 results in finding a new connection by 8/n.
Therefore, by asking c2n2/2 questions w.h.p., we will find ≤ 16cn such connections. Since
total number of questions asked is c2n2/2, number of pieces about which we have asked > cn
questions is < cn. Hence w.h.p. total number of connections found using c2n2/2 comparisons is
100
< 16cn+2 · cn< 20cn.
Since total connections found is < 20cn there are > (1−20c)n unconnected components.
We show that all unconnected components’ leftmost pieces for which we asked less than ≤ cn
questions are all almost equally likely to be the leftmost piece of the entire puzzle. Hence
returning such a piece as the leftmost piece of puzzle will give accuracy of only O(1/n). Further
we show that the probability that out of c2n2/2 total questions, we have asked > cn questions
about the left most piece, is bounded by 2c. This results in an upper bound of 3/4 on probability
of success in finding the left most piece.
Setup: We have n elements from 1 to n. Let P denotes the set of all possible permutations
of elements in [n]. Note |P |= n!. Adversary chooses a permutation from P randomly uniformly.
And we want to know the top element in the permutation chosen by adversary.
Let q(i, j) corresponds to the question whether i is left neighbour of j and ξ be the set of
all questions i.e., ξ= {q(i, j) : i 6= j and i, j ∈ [n]}.
Let A(q(i, j)) denotes the answer of question q(i, j) which takes the value 1, if the answer
is ”yes” (i is left neighbor of j) and 0 if it is ”no”. Note that |ξ|= n(n−1), and for any chosen
permutation, exactly n−1 of these have yes answers.
At each time step we ask a question qt = q(lt ,rt) ∈ ξ and get answer At = A(qt). An
algorithm is an strategy to decide which question is to be asked next based on the response of
questions asked in past.
Formally any algorithm A consists of a sequence of functions ft , such that qt = ft(qt−11 ×
At−11 ) ∈ ξ, we allow fts to be random functions. For any reasonable algorithm we can assume
qt 6= qk for k ∈ [t−1], i.e. it will not ask same question twice.
We denote set of all the questions asked till time t by Qt , {qk ∀ k ∈ [t]}. Let Y (t) = {q j :
A(q j) = 1, j ∈ [t]}, denotes the collection of questions asked till time t, which resulted in “yes”
answers (or new connections).
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Let Pt be the set of all valid permutations at time t. At start, P0 = P . When we ask qt = q(lt ,rt), if
At = 1, then to get Pt from Pt−1, we remove all such permutations from Pt−1 in which lt is not
the left neighbour of rt , and if At = 0 we do the opposite i.e. remove all such permutations from
Pt−1 in which lt is left neighbour of rt to get Pt . After asking t questions all permutations in Pt
have equal chances of being the correct permutation (Since posterior distribution will have equal
probability for all the valid permutations, because prior distribution was uniform).
We divide the elements into two groups based on number of questions asked about the
element. For that, let ni(t), |{k ∈ [t] : i = lk or i = rk}|, denotes the number of questions asked,
which involves element i.
Let T = c2n2/2, with c = 1/1000. From now on we assume t ≤ T . Let χ(t), {i : |ni(t)|> cn},
which is collection of all the elements about which we asked more than cn questions till time t.
Then from pigeonhole principle we have:
|χ(t)| ≤ cn.
Define indicator random variable I(t) which takes values 1, if A(q(t)) = 1 and lt /∈ χ(t−1) and
rt /∈ χ(t−1). Then, we can bound the total number of yes answers |Y (t)| by the sum of I(k) upto
time t and size of χ(t).
|Y (t)| ≤ ∑
k∈[t]
I(k)+2|χ(t)| ≤ ∑
k∈[t]
I(k)+2cn,
where first inequality follows from: each element in χ(t) can increase the count of yes answers
by 2 at most.
Now we bound the total number of yes answers by 20cn.
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Lemma 61. For any algorithm A, T = c2n2/2, Pr[|Y (T )|> 20cn]< 1/4.
Proof. To show that |Y (T )| ≤ 20cn, it is enough to show that ∑k∈[T ] I(k)≤ 18cn.
Let us count the time steps t for which I(t) = 1 as success. Then we show that probability of
success in a time step is upper bounded by 8/n until first 18cn successes. Then number of steps
taken for kth success for k < 18cn can be thought as geometric distribution with mean > n/8.
Therefore to get 18cn successes we need more than ∼ 18cn×n/8> 2cn2 steps, and probability
of getting as many successes is c2n2/2, with c small enough is < 1/4 (follows from properties of
negative binomial distribution, which is sum of geometric distributions).
We complete the proof by showing that
Pr[I(t) = 1 | ∑
k∈[t−1]
I(k)< 18cn]< 8/n (4.1)
Lets assume ∑
k∈[t−1]
I(k)< 18cn.
Then we prove that for any pair α,β ∈ [n] such that α,β /∈ χ(t−1) and q(α,β) /∈Qt−1, the fraction
of permutations in Pt−1, in which α is left neighbour of β is ≤ 8/n.
Let B1 be the collection of all the permutations in Pt−1 in which α is left neighbour of β and α
is ranked in top n/2 elements. Similarly, let B2 be the collection of all the permutations in Pt−1
in which α is left neighbour of β and α is ranked in bottom n/2 elements. We first show that
|Pt−1| ≥ |B1|n/4.
For each permutation in B1, we show a set of permutations of size > n/4 such that all sets
are disjoint and no permutation has α as left neighbour of β. We consider following permutation,
which is a member of B1.
by,by−1, ....b2,b1,α,β,a1,a2,a3, ....,ax−1,ax
Here x+ y+2 = n and x> n/2−2.
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Let u be the minimum index such that algorithm has asked less than cn questions about
au−1 and questions (α,au), (au−1,au) are not asked before time t i.e.,
u = min{i> 1 : ai−1 /∈ χ(t−1) and q(α,ai) /∈ Qt−1 & q(ai−1,ai) /∈ Qt−1}.
Note that u≤ 1+ |{i : ai−1 ∈ χ(t−1)}|+
|{i : q(α,ai) ∈ Qt−1}|+ |{i : q(ai−1,ai) ∈ Qt−1}|.
Observe that:
|{i : ai−1 ∈ χ(t−1)}| ≤ |χ(t−1)| ≤ cn (4.2)
and
|{i : q(α,ai) ∈ Qt−1}| ≤ nα(t−1)≤ cn. (4.3)
If ai−1 is right neighbour of ai in a valid permutation in Pt−1, then if q(ai−1,ai) has been asked then
it would have resulted in answer “yes” because if answer was “no” then they can’t be neighbours
in a valid permutation. Hence |{i : q(ai−1,ai) ∈ Qt−1}| is upper bounded by |Y (t−1)|. Combining
these and with our assumption above that ∑
k∈[t−1]
I(k)≤ 18cn, we get,
u≤ 1+ cn+ cn+2cn+ ∑
k∈[t−1]
I(k)≤ 1+22cn≤ n/32. (4.4)
Let Λ be the set of indices i> u+1 such that questions q(α,ai), q(au−1,ai), q(ai−1,ai) and q(ai−1,β) are
not asked before time t−1 i.e.,
Λ= {i> u+1 : q(α,ai) /∈ Qt−1 & q(a(u−1),ai) /∈ Qt−1 & q(ai−1,ai) /∈ Qt−1 & q(ai−1,β) /∈ Qt−1}.
Notice that
|Λ| ≥ x−u−1−|{i : q(α,ai) ∈ Qt−1}|
− |{i : q(a(u−1),ai) ∈ Qt−1}|− |{i : q(ai−1,ai) ∈ Qt−1}|
− |{i : q(ai−1,β) ∈ Qt−1}|.
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Observing x> n/2−2, then following the steps similar to the proof of equation (4.4) we get:
|Λ| ≥ n/2−2−n/32−1−nα(t−1)
−na(u−1)(t−1)−|Y (t−1)|−nβ(t−1)
≥n/2−2−n/32−1− cn− cn−20cn− cn
≥15n/32−3−23cn
≥n/4.
For any v ∈ Λ, we claim that following permutation will also be part of Pt−1:
{by,by−1, ....,b2,b1,α},{au,au+1, ...,av−1},
{β,a1,a2, ...,au−1},{av,av+1, ....ax}.
In above permutation we have put curly parentheses to highlight the changes made from original
permutation. To show that the permutation above is valid, i.e., lies in Pt−1, we need to show that
(α,au), (av−1,β) and (au−1,av) are valid connections,which is easy to do from the definition of u
and Λ. We skip the details here.
The original permutation can be uniquely recovered by finding the link (au−1,av), which
can be found using the fact that (au−1,av) is the first set of consecutive elements (i, j) which are
ranked after β such that q(i, j) /∈ Qt−1, q(α, j) /∈ Qt−1 and i /∈ χ(t−1) (this again can be verified
from the definition of u and Λ). Therefore, to each permutation in B1, we can map a disjoint set
of n/4 permutations, which are part of Pt−1 and in which α is not the right neighbour of β.
Hence |Pt−1| ≥ |Λ|×|B1| ≥ |B1|n/4. Similarly, it can be shown that |Pt−1| ≥ |B2|n/4. Therefore,
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Pr[A(q(α,β)) = 1| ∑
k∈[t−1]
I(k)< 18cn]
=
|B1|+ |B2|
|Pt−1| ≤ 8/n.
Thus we get:
Pr[I(t) = 1| ∑
k∈[t−1]
I(k)< 18cn]≤ 8/n.
Next, we prove that if β /∈ χ(t− 1) and |Y (t− 1)| ≤ 20cn, then Pr[β is top element in
permutation]≤ 2/n ∀ t ≤ c2n2/2. We use the same idea as earlier in the proof, to each permutation
in Pt−1 with β as top element, we can map a disjoint set of n/2 permutations which are also part
of Pt−1, and don’t have β at the top.
Consider the following permutation of Pt−1, in which β is a top element.
β,a1,a2,a3, ...,an−2,an−1
Let û be the minimum index such that question q(aû−1,aû) is not asked before and algorithm didn’t
ask more than cn questions about aû−1 i.e.,
û = min{i> 1 : ai−1 /∈ χ(t−1) and q(ai−1,ai) /∈ Qt−1}.
Note that
û≤ 1+ |{i : ai−1 ∈ χ(t−1)}|+ |{i : q(ai−1,ai) ∈ Qt−1}|.
As before
û≤ 1+ cn+ |Y (t−1)|< 1+ cn+20cn< n/16.
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Let Λ̂ be the set of all indices i> û+1 such that questions q(a(û−1),ai), q(ai−1,ai), q(ai−1,β) are
not asked before i.e., Λ̂ = {i > û+1 : q(a(û−1),ai) /∈ Qt−1 & q(ai−1,ai) /∈ Qt−1 & q(ai−1,β) /∈ Qt−1}.
Then observe that
|Λ̂| ≥ n−2− û−|{i : q(au−1,ai) ∈ Qt−1}|
− |{i : q(ai−1,ai) ∈ Qt−1}|− |{i : q(ai−1,β) ∈ Qt−1}|
≥ n−2−n/16− cn−|Y (t−1)|− cn> n/2
As before, for any v̂ ∈ Λ̂, we claim that following permutation will also be part of Pt−1:
{aû,aû+1, ...,av̂−1},{β,a1,a2, ...,aû−2,aû−1},
{av̂,av̂+1, ....an−1}
And it is easy to verify that from this we can get the original permutation back uniquely. Hence,
we have showed that if |Y (t−1)| ≤ 20cn, then for any β /∈ χ(t−1), less than 2/n fraction of all
the permutation Pt−1 contains β as the top element. Therefore, at the end if algorithm returns an
element β /∈ χ(T ) as top element, probability of it being correct is upper bounded by 2/n. And if
we predict the top element β such that β ∈ χ(T ), then success probability is upper bounded by
the probability that χ(T ) contains the top element. At t = 0, χ(0) is empty. New elements are
added in χ(.) as we ask new questions. When we asked cn+1’th question about that element,
from the previous discussion at that point probability of that element being top element is upper
bounded by 2/n. And we have at most cn elements in χ(T ), therefore:
Pr
[
χ(T ) contains top element
∣∣∣|Y (t−1)| ≤ 20cn]
≤ cn×2/n = 2c.
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Therefore, probability that our prediction of top element is correct:
Pr[Algorithm returns correct top element]
≤Pr[|Y (T )|> 20cn]
+Pr[χ(T ) contains top element||Y (t−1)≤ 20cn]
+Pr [Algorithm returns β /∈ χ(T )
and is correct|Y (t−1)| ≤ 20cn]
≤ 1/4+2c+2/n< 3/4.
4.B Estimating pairwise probabilities for WST
4.B.1 BRUTE-FORCE
For WST model, [FHO+17] presented a PAC-ranking algorithm that uses O
(
n2
ε2 log
n
δ
)
comparisons. In the process, they present a trivial algorithm to estimate all pairwise probabilities
to accuracy of ε using O
(
n2 logn
ε2
)
comparisons. We present their algorithm here for completeness.
EST-PROB
EST-PROB(i, j,ε,δ) compares i and j for 12ε2 log
2
δ times and returns the fraction of times
i won. With probability ≥ 1−δ, this fraction approximates pi, j to an accuracy of ε.
Algorithm 25 EST-PROB
1: inputs
2: element i, element j, bias ε, confidence δ.
3: Compare i and j for 12ε2 log
2
δ times.
4: return Fraction of times i won
Lemma 62. EST-PROB(i, j,ε,δ) uses 12ε2 log
2
δ comparisons and w.p.≥ 1−δ approximates pi, j
to an additive error of ε.
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Proof. Proof follows from Hoeffding’s inequality.
BRUTE-FORCE
BRUTE-FORCE(S,ε,δ) approximates all pairwise probabilities pi, j using
EST-PROB(i, j,ε, 2δ|S|(|S|−1)). Observe that w.p.≥ 1− 2δ|S|(|S|−1) , EST-PROB(i, j,ε, 2δ|S|(|S|−1)) ap-
proximates p˜i, j to an accuracy of ε. Hence by union bound, w.p.≥ 1−δ, BRUTE-FORCE(S,ε,δ)
approximates all pair-wise probabilities to an accuracy of ε.
Algorithm 26 BRUTE-FORCE
1: inputs
2: Set S, bias ε, confidence δ
3: for every pair {i, j} such that i, j ∈ S do
4: pˆ(i, j)← EST-PROB(i, j, ε2 , 2δn(n−1))
5: pˆ( j, i)← 1− p(i, j)
6: end for
In the below Lemma, we bound complexity of BRUTE-FORCE and prove its correctness.
Lemma 63. BRUTE-FORCE(S,ε,δ) uses O(n2ε2 log
n
δ) comparisons and w.p.≥ 1−δ approximates
all pairwise probabilities to accuracy of ε.
Notice that under WST, once we all pairwise probabilities are approximated to accuracy
of ε/2, one can find ε-maximum and ε-ranking.
4.C PAC maxing for MST
4.C.1 Property of MST
We first prove a property of MST that helps us in bounding comparisons for MST.
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Lemma 64. Under MST, if ε> 0, p˜i, j ≤ ε, p˜k, j > ε then p˜i,k ≤ ε.
Proof. We assume that p˜i,k > ε and prove Lemma by contradiction.
Since p˜i,k > ε and p˜k, j > ε, then i k  j and hence by MST,
p˜i, j ≥min(p˜i,k, p˜k, j)> ε
which contradicts the Lemma statement.
Hence p˜i,k ≤ ε.
4.C.2 COMPARE
For better performance in practice COMPARE stops earlier if p˜i, j εl or p˜i, j εu. This
step does not affect our bounds.
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Algorithm 27 COMPARE
1: inputs
2: element i, element j, lower bias εl ≥ 0, upper bias εu > εl , confidence δ
3: initialize
4: εm = εl+εu2 , ˆ˜pi, j← 0, cˆ← 12 , t← 0, w← 0
5: while | ˆ˜pi, j− εm| ≤ cˆ+(εu− εl)/4 and t ≤ 8(εu−εl)2 log
2
δ do
6: Compare i and j
7: if i wins then
8: w← w+1
9: end if
10: t← t+1
11: ˆ˜pi, j← wt − 12 , cˆ←
√
1
2t log
4t2
δ
12: end while
13: if ˆ˜pi, j < (εl + εm)/2 then
14: return 1
15: end if
16: if ˆ˜pi, j > (εm+ εu)/2 then
17: return 3
18: end if
19: return 2
Proof for Lemma 50
Proof. We first bound the number of comparisons.
Notice that COMPARE(i, j,εl,εu,δ) compares elements i and j for at most m= 8(εu−εl)2 log
2
δ
times and hence bound on comparisons follows.
We first show correctness for case of p˜i, j ≤ εl .
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Let pˆti, j and cˆ
t denote pˆi, j and cˆ respectively after t comparisons between i and j during
COMPARE(i, j,εl,εu,δ). COMPARE(i, j,εl,εu,δ) does not output 1 only if pˆti, j ≥ 12 + εl+3εu4 + cˆt
for any t < m = 8
(εl−εu)2 log
2
δ or if pˆ
m
i, j >
1
2 +
3εl+εu
4 . We bound the probability of either of these
events by δ2 and the result follows from the union bound.
By Hoeffding’s inequality,
Pr
(
pˆti, j >
1
2
+
εl +3εu
4
+ cˆt
)
≤ Pr
(
pˆti, j >
1
2
+ εl + cˆt
)
≤ e−2t(cˆt)2
= e−log
4t2
δ
=
δ
4t2
.
By the union bound, Pr
(
∃t s.t. pˆti, j > 12 + εl+3εu4 + cˆt
)
≤ ∑t δ4t2 ≤ δ2 .
Similarly, by Hoeffding’s inequality,
Pr
(
pˆmi, j >
1
2
+
3εl + εu
4
)
≤ e−2m((εu−εl)/4)2
= e− log
2
δ
=
δ
2
.
Hence if p˜i, j < εl , w.p.≥ 1−δ, COMPARE outputs 1. We can prove similarly for cases
p˜i, j > εu, εl ≤ p˜i, j ≤ (εl + εu)/2 and (εu+ εl)/2< p˜i, j ≤ εu.
4.C.3 Proof for Lemma 51
Proof. Observe that COMPARE is called for at most |S|(|S|− 1)/2 times. Since when calling
COMPARE, we use confidence parameter of 2δ|S|2 , the probability that COMPARE gives expected
answer always is ≥ 1− δ. From now, we assume that COMPARE(i, j,εl,εu,2δ/|S|2) always
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returns 1 if p˜i, j ≤ εl , 1 or 2 if εl < p˜i, j ≤ (εl + εu)/2, 2 or 3 if (εl + εu)/2 < p˜i, j ≤ εu and 3 if
p˜i, j > εu.
Let r1 be the value of anchor r in the beginning and rt be the value of r after t−1 changes
of r.
We first show that p˜rt ,rl > (εl + εu)/2 for all l < t. Since rt+1 = e only if
COMPARE(e,rt ,εl,εu, 2δ|S|2 ) returns 3, p˜rt+1,rt > (εl + εu)/2. Hence by MST, p˜rt ,rl > (εl + εu)/2
for all l < t.
We now bound the number of comparisons. We first bound the number of COMPARE
calls during SOFT-SEQ-ELIM. Let T be the set of elements for which r1 is εl-preferable i.e.,
T def= {e : p˜e,r1 ≤ εl}. Since r1 is an (εl,m)-good anchor element, |T | ≥ |S|−m. Notice that for
e ∈ T , p˜e,r1 ≤ εl and since p˜rt ,r1 > (εu+ εl)/2> εl by MST and Lemma 64, p˜e,rt ≤ εl ∀t. Hence
COMPARE(e,rt ,εl,εu,2δ/|S|2) returns 1 for all t and therefore, number of COMPARE calls spent
on e is 1. Thus number of COMPARE calls spent on set T is |T |. Since elements in T will not
become anchors, there are atmost |S|− |T | ≤ m rounds and hence number of COMPARE calls
spent on an element in S\T is ≤ m. Therefore total number of COMPARE calls is
≤ |T |+m|S\T | ≤ |S|+m2.
Since each call of COMPARE(i, j,εl,εu,2δ/|S|2) uses O
(
1
(εu−εl)2 log
|S|
δ
)
comparisons, bound on
comparisons follows.
We now show that output is an εu-maximum. Let ro be the output. We show that if
p˜e,ro > (εl + εu)/2, then e is not eliminated before last round. Since p˜e,ro > (εl + εu)/2, by MST
p˜e,rt > (εl + εu)/2 and hence not omitted by rt (since COMPARE(e,rt ,εl,εu,2δ/|S|2) does not
return 1). Hence all elements for which ro is not (εl + εu)/2-preferable are present in the last
round. Since anchor element is not updated in last round, COMPARE(e,ro,εl,εu,2δ/|S|2) didn’t
return 3 for any remaining element and hence p˜e,r0 ≤ εu for all elements in the last round and ro
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is an εu-maximum of S.
Further notice that either ro = r or p˜ro,r > (εl + εu)/2.
4.C.4 Proof for Lemma 90
Proof. Let m′ = |S|m log
|S|
δ . We now show that w.p.≥ 1−δ, r is an (ε,m′)-good anchor element.
We prove this by showing that for every element e in S which is not an (ε,m′)-good anchor
element, Q will contain an element for which e is not ε-preferable. Let e ∈ S be not an (ε,m′)-
good anchor element, then there are more than m′ elements for which e is not ε-preferable. The
probability that Q does not contain any element for which e is not ε-preferable is
≤
(
1− m
′
|S|
)m
=
(
1− log(|S|/δ)
m
)m
≤ δ|S| .
Let T be the set of all elements in S which are not (ε,m′)-good anchor elements. Hence by union
bound, w.p.≥ 1−δ, for every element e ∈ T , Q has an element for which e is not ε-preferable.
If r ∈ T , then Q has an element for which r is not ε-preferable. But this contradicts our
assumption that r is an ε-maximum of Q hence r /∈ T . Therefore r is an (ε,m′)-good anchor
element.
4.C.5 Proof for Lemma 54
Proof. Since |Q|=√|S| log(4|S|/δ), by Corollary 52, SOFT-SEQ-ELIM(Q,a,0,ε/2,δ/4) uses
O
( |S| log(4|S|/δ)
ε2
log
|S| log(4|S|/δ)
δ
)
= O
(
|S|
ε2
(
log
|S|
δ
)2)
comparisons and w.p. ≥ 1−δ/4, outputs r, an ε/2-maximum of Q.
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By Lemma 90, w.p.≥ 1−δ/4, r, an ε/2- maximum of Q is an (ε/2,√|S| log(4|S|/δ))-
good anchor element of S.
Since r is an (ε/2,
√|S| log(4|S|/δ))-good anchor element, by Lemma 51, w.p.≥ 1−δ/2,
SOFT-SEQ-ELIM(S,r,ε/2,ε,δ/2) uses
O
(
|S|+(√|S| log(4|S|/δ))2
ε2
log
|S|
δ
)
= O
(
|S|
ε2
(
log
|S|
δ
)2)
comparisons and outputs an ε-maximum of S.
Proof follows from union bound.
4.C.6 Proof of Lemma 55
Proof. Since Q contains |S|3/4 elements, by Lemma 54, w.p.≥ 1−δ/3, NEAR-OPT-MAX(Q, ε2 , δ3)
outputs an ε2 -maximum of Q and uses
O
(
|S|3/4
ε2
(
log
|S|
δ
)2)
(a)
= O
(
|S|3/4
ε2
log
|S|
δ
|S|1/4
)
(b)
= O
( |S|
ε2
log
1
δ
)
comparisons where (a) is because δ≥min(1/|S|,e−|S|1/4) and (b) is because δ≤ 1|S|1/3 .
By Lemma 90, w.p.≥ 1−δ/3, an ε/2-maximum of Q is an
(
ε
2 ,
|S|
|S|3/4 log
3|S|
δ
)
-good anchor
element and hence r is an
(
ε/2, |S|1/4 log 3|S|δ
)
-good anchor element of S.
If r is an
(
ε/2, |S|1/4 log 3|S|δ
)
-good anchor element of S, by Lemma 51, w.p.≥ 1−δ/3,
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SOFT-SEQ-ELIM(S,r, ε2 ,ε,
δ
4) outputs an ε-maximum of S and uses
O
(
|S|+(|S|1/4 log(3|S|/δ))2
ε2
log
|S|
δ
)
(a)
= O
( |S|
ε2
log
|S|
δ
)
(b)
= O
( |S|
ε2
log
1
δ
)
comparisons where (a) is because δ≥min(1/|S|,e−|S|1/4) and (b) is because δ≤ 1
n1/3
.
Result follows by union bound.
4.C.7 COMPARE2
Algorithm 28 COMPARE2
1: inputs
2: element i, element j, lower bias εl ≥ 0, upper bias εu > εl , confidence δ
3: εm← (εl + εu)/2, ˆ˜pi, j← 0, cˆ← 12 , t← 0, w← 0
4: while | ˆ˜pi, j− εm| ≤ cˆ and t ≤ 2(εu−εl)2 log
2
δ do
5: Compare i and j
6: if i wins then
7: w← w+1
8: end if
9: t← t+1
10: ˆ˜pi, j← wt − 12 , cˆ←
√
1
2t log
4t2
δ
11: end while
12: if ˆ˜pi, j ≤ εm then
13: return 1
14: end if
15: return 2
Lemma 65. For εu > εl , COMPARE2(i, j,εl,εu,δ) uses≤ 2(εu−εl)2 log
2
δ comparisons and if p˜i, j ≤
εl , then w.p.≥ 1−δ, it returns 1, else if p˜i, j ≥ εu, w.p.≥ 1−δ, it returns 2.
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4.C.8 High Ranges of Confidence
Notice that number of comparisons used by NEAR-OPT-MAX on a set of size |S|/(log |S|)2
is
O
(
|S|/(log |S|)2
ε2
(
log
|S|
δ
)2)
= O
( |S|
ε2
)
where last equality is because of δ≤ 1|S|1/3 . So we can find an ε/2-maximum over a random set of
size |S|/(log |S|)2 and use this element to prune the original set S and use SOFT-SEQ-ELIM over
the pruned set. But it turns out we need multiple rounds of pruning and SOFT-SEQ-ELIM before
we increase set size from |S|/(log |S|)2 to |S|. In each round we increase set size by a factor of
1/δ until we reach the set size of |S|. We first present PRUNE that we use for pruning a set with
an anchor element.
PRUNE
We do pruning similar to that in [FHO+17] but here we want to ensure that all better
elements are still surviving not just the absolute maximum element. Hence we use similar pruning
technique with small tweaks and derive different guarantees.
PRUNE takes five parameters: input set S, anchor element a, lower bias εl , upper bias
εu and confidence δ. Goal of PRUNE is to output a set of size ≤ 4log(2|S|/δ)δ (we later show that
for our purpose this quantity is O(|S|/ log |S|)) such that it contains all elements for which a is
not εu-preferable. If a is an (εl,n1)-good anchor element, with n1 ≤ 2log(2|S|/δ)δ , w.p.≥ 1−n1δ,
PRUNE(S,a,εl,εu,δ) achieves this goal using O
( |S|
(εu−εl)2 log
1
δ
)
comparisons.
PRUNE prunes input set in rounds. At each round, it compares the remaining elements
with the anchor element (sufficient number of times) and if it deems the element to be bad it
eliminates the element. This ensures that number of bad elements decrease approximately by
a factor of δ after each round. Notice that since number of elements decrease after each round,
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PRUNE can afford to compare elements for more times in latter rounds for better accuracy. This
process is continued until number of remaining elements is less than required target 4log(2|S|/δ)δ .
For an anchor a, we call an element e as bad if p˜e,a ≤ εl and good if p˜e,a ≥ εu. We want
to ensure that number of bad elements decrease after each round and good elements never get
eliminated. We can use COMPARE for this comparison. But we would like to mention that since
requirement of comparison subroutine is less stringent than that required in SOFT-SEQ-ELIM,
comparison subroutine COMPARE2 in [FHO+17] suffices here which in some cases can save a
factor of 4 but has same orderwise complexity.
For completeness, we represent subroutine COMPARE2 in Appendix 4.C.7.
Algorithm 29 PRUNE
1: inputs
2: Set S, element a, lower bias εl , upper bias εu, confidence δ.
3: t← 1
4: S1← S
5: while |St |> 4 log
2|S|
δ
δ and t < log
2 n do
6: Initialize: Qt ← /0
7: for e in St do
8: if COMPARE2(e,a,εl,εu,δ/2t+1) = 1 then
9: Qt ← Qt⋃{e}
10: end if
11: end for
12: St+1← St \Qt
13: t← t+1
14: end while
15: return St .
We now bound the number of comparisons used by PRUNE and prove its correctness.
Lemma 66. If a is an (εl,n1)-good anchor element with n1 ≤ 2log(2|S|/δ)δ then w.p.≥ 1− δ2 ,
PRUNE(S,a,εl,εu,δ) uses O
( |S|
(εu−εl)2 log
1
δ
)
comparisons and outputs a set of size less than
4log(2|S|/δ)
δ . Further if a is not an εu-maximum of S then w.p.≥ 1− n1δ2 , the output set contains all
elements for which a is not εu- preferable.
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Proof. Proof is similar to proof of Lemma 5 in [FHO+17]. We present the proof for reader’s
convenience.
We first show that any element e ∈ S for which a is not εu-preferable is part of output set
w.p.≥ 1−δ/2. e gets eliminated in round t if COMPARE2(e,a,εl,εu,δ/2t+1) returns 1 but since
p˜e,a > εu, w.p.≥ 1−δ/2t+1, COMPARE2(e,a,εl,εu,δ/2t+1) returns 2. Hence e gets eliminated
in round t w.p.≤ δ/2t+1. Therefore by union bound, probability that e gets eliminated in any one
of the rounds is ≤ ∑t δ/2t+1 ≤ δ/2.
Since a is an (εl,n1)-good anchor element number of elements for which a is not εu-
preferable is ≤ n1. Hence invoking union bound once again, probability that any such element
gets eliminated is ≤ n1δ/2.
Now we bound output set size and number of comparisons used.
Notice that any element e for which a is εl-preferable if present in round t then gets
eliminated in that round w.p.≥ 1−δ/2t+1, since COMPARE2(e,a,εl,εu,δ/2t+1) returns 1 with
that probability. Hence if at the beginning of a round, the number of such elements (for which a
is εl-preferable) is more than
2log(2|S|/δ)
δ , the probability that number of these elements surviving
after round does not reduce by at least a factor of δ is
≤ e− 2log(2|S|/δ)δ D(δ||δ/2t+1) ≤ e− 2log(2|S|/δ)δ D(δ||δ/4)
≤ e− 2log(2|S|/δ)δ δ/2
= e− log(2|S|/δ)
=
δ
2|S| .
If number of elements for which a is εl-preferable decrease by a factor of δ after each
round, then number of such elements fall below 2log(2|S|/δ)δ in ≤ log1/δ |S|n1 (since n1 ≤
2log(2|S|/δ)
δ ).
Hence by union bound, w.p.≥ 1−δ/2, number of such elements fall below 2log(2|S|/δ)δ in log1/δ |S|n1
rounds. Henceforth we assume this and bound the number of comparisons.
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Notice that number of elements for which a is not εl-preferable in round t is ≤ |S|δt−1.
Since COMPARE2(e,a,εl,εu,δ′) uses 2(εu−εl)2 log
1
δ′ comparisons, total number of comparisons
used on elements for which a is not εl-preferable is
≤
log1/δ
|S|
n1
∑
t=1
2|S|δt−1
(εu− εl)2 log
2t+1
δ
≤ 2|S|
(εu− εl)2
∞
∑
t=1
(
δt−1 log
1
δ
+(t+1)δt−1 log2
)
= O
( |S|
(εu− εl)2 log
1
δ
)
where last equality follows since ∑∞i=1 xi and ∑
∞
i (i+1)x
i−1 are bounded for x≤ 1/2.
We now bound the comparisons on elements for which a is not εl-preferable using number
of rounds for which PRUNE runs. Number of comparisons used on elements for which a is not
εl-preferable is
≤
log1/δ
|S|
n1
∑
t=1
2n1
(εu− εl)2 log
2t+1
δ
≤ 2n1
(εu− εl)2
log1/δ
|S|
n1
∑
t=1
(
log
1
δ
+(t+1) log2
)
≤ 2n1
(εu− εl)2
((
log1/δ
|S|
n1
)
log
1
δ
+
(
2log1/δ
|S|
n1
)2)
= O
( |S|
(εu− εl)2 log
1
δ
)
.
Hence the Lemma follows.
For better understanding, we further divide high confidence values into two ranges: 1)
medium ( 1log |S| ≥ δ≥ 1/|S|1/3) where one sequence of NEAR-OPT-MAX, PRUNE, SOFT-SEQ-
ELIM is enough to produce output and 2) high (δ≥ 1log |S| ) where NEAR-OPT-MAX and multiple
sequences of PRUNE, SOFT-SEQ-ELIM are used to produce the final output.
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OPT-MAX-MEDIUM
OPT-MAX-MEDIUM takes 3 parameters: input set S, bias ε and confidence δ such that
1
log |S| ≥ δ≥ 1/|S|1/3. W.p.≥ 1−δ, OPT-MAX-MEDIUM(S,ε,δ) uses O
( |S|
ε2 log
1
δ
)
comparisons
and outputs an ε-maximum of S..
OPT-MAX-MEDIUM picks a good anchor element and prunes the input set using this
anchor element and use SOFT-SEQ-ELIM with the anchor on pruned set to output ε-maximum.
To pick the good anchor element it calls NEAR-OPT-MAX to find an ε/3-maximum of
a random set of size |S|/(log |S|)2. We later show that this anchor is
(
ε/3,(log |S|)2 log 4|S|δ
)
-
good anchor element. Notice that elements for which anchor is not ε/3-preferable is O(1/δ3).
Hence using PRUNE with this anchor, we manage to prune set S to much smaller set Q′. Hence
SOFT-SEQ-ELIM with this anchor on pruned set takes very few comparisons.
Algorithm 30 OPT-MAX-MEDIUM
1: inputs
2: Set S, bias ε, confidence δ
3: Form a set Q by selecting |S|/(log |S|)2 random elements in S
4: a← NEAR-OPT-MAX(Q,ε/3,δ/4)
5: Q′← PRUNE
(
Q,a, ε3 ,
2ε
3 ,
δ
4(log |S|)2 log(4|S|/δ)
)
6: return SOFT-SEQ-ELIM(Q′,a,ε/3,ε,δ/4)
In the below Lemma, we bound comparisons used by OPT-MAX-MEDIUM and prove its
correctness.
Lemma 67. For 1log |S| ≥ δ≥ 1|S|1/3 , w.p.≥ 1−δ, OPT-MAX-MEDIUM(S,ε,δ) uses O
( |S|
ε2 log
1
δ
)
comparisons and outputs an ε-maximum of S.
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Proof. Since Q has |S|/(log |S|)2 elements, by Lemma 54, NEAR-OPT-MAX(Q,ε/3,δ/4) uses
O
(
|Q|
ε2
(
log
|Q|
δ
)2)
= O
(
|S|
ε2(log |S|)2
(
log
|S|
δ
)2)
= O
( |S|
ε2
)
comparisons (where last equality is because δ ≥ 1|S|1/3 ) and w.p.≥ 1− δ/3 outputs a, an ε/3-
maximum of Q.
By Lemma 90, w.p.≥ 1−δ/4, an ε/3-maximum of Q is an
(
ε
3 ,
|S|
|Q| log
4|S|
δ
)
-good anchor
element and hence a is an
(
ε
3 ,(log |S|)2 log 4|S|δ
)
-good anchor element.
Let δ′ = δ4(log |S|)2 log(4|S|/δ) . Notice that δ
′ ≥ δ16(log |S|)3 . Since (log |S|)2 log
4|S|
δ ≤ 2δ′ <
2log(2|S|/δ′)
δ′ , by Lemma 66, w.p.≥ 1−δ/4, PRUNE(S,a,ε/3,2ε/3,δ′/4) uses
O
( |S|
ε2
log
1
δ′
)
= O
( |S|
ε2
log
log |S|
δ
)
= O
( |S|
ε2
log
1
δ
)
comparisons (where last equality is because δ≤ 1log |S|) and outputs a set Q′ of size
≤ 4log
2|S|
δ′
δ′
= O
(
(log |S|)4
δ
)
(where equality is because δ′ ≥ δ16(log |S|)3 and δ ≥ 1|S|1/3 ) s.t. Q′ contains all elements in S for
which a is not 2ε/3-preferable i.e., p˜e,a ≤ 2ε/3 ∀e ∈ S\Q′.
W.p.≥ 1−δ/4, SOFT-SEQ-ELIM(Q′,a,2ε/3,ε,δ/4) uses
O
( |Q′|2
ε2
log
|Q′|
δ
)
= O
(
(log |S|)8
δ2ε2
log
log |S|
δ
)
= O
( |S|
ε2
log
1
δ
)
comparisons (where last equality is because 1log |S| ≥ δ≥ 1|S|1/3 ) and outputs ro, an ε-maximum of
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Q′ s.t., either ro = a or p˜ro,a ≥ 2ε3 . Since p˜e,a ≤ 2ε3 ∀e ∈ S\Q′, by MST and Lemma 64, p˜e,ro ≤ 2ε3
∀e ∈ S\Q′. Hence ro is an ε-maximum of S.
Lemma follows by union bound and noting that comparisons used for each step is
O
( |S|
ε2 log
1
δ
)
.
As mentioned before for high ranges of confidence δ ≥ 1/ log |S|, our algorithm OPT-
MAX-HIGH first uses NEAR-OPT-MAX over a set of size |S|/(log |S|)2 and then uses multiple
rounds of PRUNE and SOFT-SEQ-ELIM before increasing size to |S|. After each round of PRUNE
and SOFT-SEQ-ELIM, OPT-MAX-HIGH increases set size by a fraction of 1/δ.
OPT-MAX-HIGH
OPT-MAX-HIGH takes 3 parameters: input set S, bias ε and confidence δ such that
δ≥ 1log |S| . W.p.≥ 1−δ, OPT-MAX-HIGH(S,ε,δ) uses O
( |S|
ε2 log
1
δ
)
comparisons and outputs an
ε-maximum of S.
Similar to OPT-MAX-MEDIUM, to pick the initial anchor OPT-MAX-HIGH finds an
ε/3-maximum of a random set of |S|/(log |S|)2 elements. We later show that this anchor is an
(ε/3,(log |S|)2 log(4|S|/δ))- good anchor element.
Notice that number of elements for which anchor is not ε/3-preferable could be much
higher than 1/δi for constant δ and any constant i. Hence a single round of pruning might not
ensure that all such elements will survive. Hence we prune in stages improving anchor element
in each stage using SOFT-SEQ-ELIM over pruned set in previous stage. After each stage, we
improve anchor element and make sure that number of elements for which current anchor is not
ε-preferable decreases.
In each stage we increase set size by a fraction of 1/δ and prune the set using current
anchor and use SOFT-SEQ-ELIM over pruned set with current anchor to find next anchor. Notice
that initially set size is small and hence we can afford to repeat comparisons more times and
thereby incur less bias error and confidence error in initial rounds. This makes sure that total bias
123
and confidence error are less than required.
Algorithm 31 OPT-MAX-HIGH
1: inputs
2: Set S, bias ε, confidence δ
3: Form a set Q by selecting |S|/(log |S|)2 random elements in S without replacement
4: a1← NEAR-OPT-MAX(Q,ε/3,δ/4)
5: m = d2log1/δ log |S|e
6: for i from 1 to m do
7: n′i←max(|S|/(log |S|)2, |S|δm−i)
8: ε′i← ε/3+ 2ε/32(m−i)/3
9: ε′′i ← ε/3+ 2ε/32(m−i+1)/3
10: δ′i← δm−i+4
11: Form a set Qi by selecting n′i random elements in S without replacement
12: Q′i← PRUNE(Qi,ai,ε′′i ,(ε′′i + ε′i)/2,δ′5i /3)
13: ai+1← SOFT-SEQ-ELIM(Q′i,ai,ε′′i ,ε′i,δ′i/3)
14: end for
15: return am+1
In the below Lemma, we bound comparisons used by OPT-MAX-HIGH and prove its
correctness.
Lemma 68. For δ≥ 1log |S| , w.p.≥ 1−δ, OPT-MAX-HIGH(S,ε,δ) uses O
( |S|
ε2 log
1
δ
)
comparisons
and outputs an ε-maximum of S.
Proof. We first bound the comparisons used and confidence error accrued in base step 4
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NEAR-OPT-MAX(Q,ε/3,δ/4). By Lemma 54, NEAR-OPT-MAX(Q,ε/3,δ/4) uses
O
(
|Q|
ε2
(
log
|Q|
δ
)2)
= O
(
|S|
ε2(log |S|)2
(
log
|S|
δ
)2)
= O
( |S|
ε2
)
comparisons (where last equality is because δ ≥ 1|S|1/3 ) and w.p.≥ 1− δ/4 outputs a1, an ε/3-
maximum of Q. Further by Lemma 90, w.p.≥ 1−δ/4, , a1 is an
(
ε/3,(log |S|)2 log 4|S|δ
)
-good
anchor element of S.
Hence by union bound, step 4 uses O
( |S|
ε2
)
comparisons and w.p.≥ 1−δ/2, outputs an(
ε/3,(log |S|)2 log 4|S|δ
)
-good anchor element of S.
From now we bound the comparisons used and confidence error incurred by steps 12, 13
in m recursions. We bound these quantities for a single recursion step i assuming that it got a
correct answer from recursion step i−1.
Notice that at recursion step i, n′i = max(|S|/(log |S|)2, |S|δm−i), ε′i = ε/3+ 2ε/32(m−i)/3 , ε′′i =
ε/3+ 2ε/3
2(m−i+1)/3 and δ
′
i = δm−i+4.
Assume that anchor element ai at the start of recursion i is an (ε′′i ,1/δ′4i )-good anchor
element of S. Notice that assumption for recursion step 1 is true with probability 1−δ/2, since
with same probability, a1 is an
(
ε/3,(log |S|)2 log 4|S|δ
)
-good anchor element of S. It is easy to
check that ε′′1 > ε/3 and 1/δ
′4
1 ≥ (log |S|)2 log 4|S|δ . Hence a1 is also an (ε1,1/δ′41 )-good anchor
element.
Now we will show that w.p.≥ 1−δ′i, recursion i uses O
(
n′i
(ε′i−ε′′i )2
log 1δ′i
)
comparisons and
outputs an (ε′′i+1,1/δ
′4
i+1)-good anchor element of S which will serve as an assumption for next
recursion and that output is an ε′i-maximum of set Qi picked in step 11 which will show that at
end of mth recursion we have an ε-maximum of S.
Let Ti be the set of all elements in S for which ai is not ε′′i -preferable. Further add anchor
element ai to Ti i.e., Ti = Ti
⋃{ai}.
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We now show that for any element e in Ti which is not (ε′i,1/δ′4i+1)-good anchor element,
an element which is not ε′i-preferable is present in Qi and thereby later show that such an element
won’t be an output of ith recursion.
Notice that by assumption, |Ti| ≤ 1/δ′4i +1. Further let T ′i be the set of all elements in Ti
which are not (ε′i,1/δ′4i+1)-good anchor elements. Observe that |T ′i | ≤ |Ti| ≤ 1/δ4i +1.
Since in recursion i we pick set Qi by picking n′i elements randomly from S, each element
in S is part of Qi with probability n′i/|S|.
For an element e in T ′i , probability that Qi does not contain an element for which e is not
ε′i-preferable is
≤
(
1− 1/δ
′4
i+1
|S|
)n′i
≤
(
1− (δ/δ
′
i)
4
|S|
)|S|δ′i/δ4
≤ e−
1
δ′3i
Hence by union bound, probability that for any element e in T ′i , Qi does not contain an
element for which e is not ε′i-preferable is
≤ |T ′i |e
− 1
δ′3i ≤
(
1
δ′4i
+1
)
e
− 1
δ′3i ≤ δ′i/3.
Now we bound comparisons used and confidence error incurred in step 12 during ith
recursion.
Since ai is an (ε′′i ,1/δ′4i )-good anchor element and 1/δ′4i < 3/δ′5i < 2
2log(6|Qi|/δ′5i )
δ5i /3
, by
Lemma 66, PRUNE(Qi,ai,ε′′i ,(ε′′i + ε′i)/2,δ′5i /3) uses
O
( |Q|
(ε′i− ε′′i )2
log
1
δ′i
)
= O
(
n′i
(ε′i− ε′′i )2
log
1
δ′i
)
comparisons and outputs a set Q′i of size
12log(6|Qi|/δ′5i )
δ′5i
=O
(√
|Qi|
log |Qi|
)
(since 1/δ′i =O((log |Qi|)5))
and contains all elements in Qi for which ai is not an (ε′i+ε′′i )/2-preferable i.e., p˜e,ai ≤ (ε′′i +ε′i)/2
∀e ∈ Qi \Q′i.
Now we bound comparisons used and confidence error incurred during step 13.
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By Corollary 52, w.p.≥ 1−δ′i/3, SOFT-SEQ-ELIM(Q′i,ai,ε′′i ,ε′i,δ′i/3) uses
O
( |Q′i|2
(ε′′i − ε′i)2
log
|Q′i|
δ′i
)
= O
( |Qi|/ log |Qi|
(ε′i− ε′′i )2
log
|Qi|
δ′i
)
= O
(
n′i
(ε′i− ε′′i )2
log
1
δ′i
)
comparisons and outputs ai+1, an ε′i-maximum of Q′i s.t., either ai+1 = ai or p˜ai+1,ai >
ε′′i +ε′i
2 . Since
p˜e,ai ≤ (ε′′i +ε′i)/2 ∀e∈Qi \Q′i, by MST and Lemma 64,p˜e,ai+1 ≤ (ε′′i +ε′i)/2 ∀e∈Qi \Q′i. Hence
ai+1 is an ε′i-maximum of Qi.
Further notice that since either ai+1 = ai or p˜ai+1,ai > (ε′i+ ε′′i )/2> ε′′i , ai+1 ∈ Ti. Since
for every e ∈ T ′i , Qi contains an element for which e is not ε′i-preferable, if ai+1 ∈ T ′i , it violates
that ai+1 is an ε′i-maximum of Qi. Hence ai+1 /∈ T ′i and hence ai+1 is also an (ε′i,(δ/δ′i)4)-good
anchor element of S which is assumption for next recursion i+1.
Hence by union bound, w.p.≥ 1−δi, recursion i uses O
(
n′i
(ε′i−ε′′i )2
log 1δ′
)
comparisons and
outputs an (ε′i,1/δ′4i+1)-good anchor element of S, which is also an ε
′
i-maximum of Qi.
Hence by union bound, total error incurred over all recursion steps and base case is
≤ δ
4
+
m
∑
i=1
δ′i ≤
δ
4
+
m
∑
i=1
δm−i+4 ≤ δ
4
+
δ
2
< δ.
Hence w.p.≥ 1−δ, after m recursions, am+1 is an ε-maximum of S.
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Total number of comparisons used over all recursion steps and base case is
= O
( |S|
ε2
)
+
m
∑
i=1
O
(
n′i
(ε′i− ε′′i )2
log
1
δ′i
)
=
m
∑
i=1
O
(
n′i22(m−i)/3
ε2
log
1
δ′i
)
=
m
∑
i=1
O
(
|S|δm−i22(m−i)/3
ε2
log
1
δ′i
)
(a)
=
m
∑
i=1
O
( |S|
2(m−i)/3ε2
log
1
δ′i
)
=
m
∑
i=1
O
( |S|
2(m−i)/3ε2
log
1
δm−i+4
)
= O
( |S|
ε2
log
1
δ
) m
∑
i=1
m− i+4
2(m−i)/3
= O
( |S|
ε2
log
1
δ
)
where (a) is because δ≤ 1/2 and last equality because xi(i+4) series is convergent for x≤ 1/21/3.
Hence proved.
4.D Ranking
4.D.1 Outline of BINARY-SEARCH-RANKING and how to improve
[FOPS17] first proposes a ranking algorithm MERGE-RANK that usesO
( |S|(log |S|)3
ε2 log
|S|
δ
)
comparisons and w.p.≥ 1−δ outputs an ε-ranking of S. They use this algorithm as a building block
for the final algorithm BINARY-SEARCH-RANKING. We outline BINARY-SEARCH-RANKING
algorithm and mention components that lead to additional (log logn)3 factor. We also propose
modified components that remove additional (log logn)3 factor.
BINARY-SEARCH-RANKING first selects |S|
(log |S|)3 random elements in S as anchors and
ranks them using MERGE-RANK. Notice that this step uses O
( |S| log |S|
ε2
)
comparisons.
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Then BINARY-SEARCH-RANKING forms bins between two consecutively ranked anchors.
For each element e BINARY-SEARCH-RANKING finds which bin it belongs to using INTERVAL-
BINARY-SEARCH. INTERVAL-BINARY-SEARCH does a noisy random walk over the bins to
determine which bin element e belongs to. Noisy random walk is run for O(log |S|) steps where
in each step O( 1ε2 ) comparisons are used. Notice that this random walk step uses O(
log |S|
ε2 )
comparisons for each element e and hence O( |S| log |S|ε2 ) comparisons over all elements. This noisy
random walk can sometimes fail if element e visits a close anchor a, i.e., |p˜e,a| ≤ kε for some
constant k < 1.
Then INTERVAL-BINARY-SEARCH uses BINARY-SEARCH over visited anchors to find
closeby anchor. Notice that number of visited anchors during noisy random walk is O(log |S|).
BINARY-SEARCH does a binary search over ranked set of visited anchors and hence runs for
O(log log |S|) steps. It uses O
(
log |S|
ε2
)
comparisons over each step to ensure that error probability
during is 1/|S|9 for each element. Hence BINARY-SEARCH uses O( log |S|(log log |S|)ε2 ) comparisons
for each element and therefore uses O( |S| log |S|(log log |S|)ε2 ) comparisons over all elements incurring
an overhead factor of log log |S|.
We fix this step BINARY-SEARCH by not using O(log |S|) comparisons over each step but
instead O(log log |S|) comparisons over each steps. Notice that this increases error probability to
1/ log |S| for each element in place of 1/|S|9. Hence we check if in fact BINARY-SEARCH found a
closeby anchor by comparing with the output anchor element for O(log |S|) times which will give
a wrong decision only w.p. ≤ 1/|S|10. If we find that output anchor element is indeed closeby
anchor then we output it or else this time we do one more round of binary search repeating each
comparison O(log |S|) times thereby ensuring that final output is correct w.p.≥ 1− 1|S|9 .
Notice that even though worst case complexity for each element is same as before, most
of the elements use much fewer comparisons. Since first round of binary search is correct
w.p.≥ 1−1/ log |S|, much fewer than 10/ log |S| fraction of elements fail to find closeby anchor
during first round. Hence less than 10/ log |S| fraction of total elements use second round and
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hence total comparisons are O( |S| log |S|ε2 ) comparisons.
Later for each bin, BINARY-SEARCH-RANKING finds if elements are close to bin’s
boundary anchor elements by repeating comparisons O(log |S|) times and if an element is close
to boundary anchor it ranks that element close to boundary anchor. Notice that this step uses
O( log |S|ε2 ) comparisons for each element and hence O(
|S| log |S|
ε2 ) comparisons over all elements.
Therefore this step is not a problem.
It can be shown that after removing elements which are close to bin boundaries each bin
has O((log |S|)4) elements.
Then BINARY-SEARCH-RANKING uses MARGE-RANK to rank each bin with error
probability 1/|S|3 for each bin. Hence it uses O( |Bi|(log |Bi|)3ε2 log
|Bi|
1/|S|3 ) = O(
|Bi|(log |Bi|)3
ε2 log |S|) =
O( |Bi|(log log |S|)
3
ε2 log |S|) comparisons (since |Bi| = O((logn)4)) for each bin Bi. When we sum
over all bins Bi, total comparisons is O( |S| log |S|(log log |S|)
3
ε2 ) which has an overhead factor of
(log log |S|)3.
We improve this step by not using error probability of 1/|S|3 but using 1/ log |S| for error
probability. This ensures that comparisons are bounded but overall error probability is high. So
we check if each bin is ranked correctly. Our main contribution is an algorithm to find an ordered
set is ε-ranked. Using this algorithm we find if each bin is correctly ranked by making sure
that we know right answer w.p.≥ 1− 1|S|5 . Checking over all bins with this algorithm uses only
O( |S| log |S|ε2 ) comparisons. If a bin is not correctly ranked, then we rank that bin again this time
with error probability of 1/|S|4.
Observe that in worst case, ranking a bin uses same comparisons as previously but only
few bins need these many comparisons since most of the bins are ranked correctly in first round.
Notice that since first round of ranking bin is correct with probability ≥ 1− 1log |S| , < 10/ log |S|
fraction of bins need second round of ranking which helps us in bounding comparisons.
We first present new BINARY-SEARCH that has low overall sample complexity than the
one in [FOPS17]. We prove Lemmas similar to those in [FOPS17] with lower complexities.
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4.D.2 BINARY-SEARCH
BINARY-SEARCH uses a subroutine BUD-BINARY-SEARCH that takes a confidence
parameter δ and outputs desired result w.p.≥ 1−δ.
BUD-BINARY-SEARCH
As outlined previously, BUD-BINARY-SEARCH does a simple binary search using
O
(
1
ε2 log
log |Q|
δ
)
comparisons (where Q is a set over which binary search is performed) for each
step.
Algorithm 32 BUD-BINARY-SEARCH
1: inputs
2: Ordered array S, ordered array Q, search item e, bias ε, confidence δ
3: l← 1, h← |Q|.
4: while h− l > 0 do
5: Compare e and S(Q(
⌈ l+h
2
⌉
)) for 4ε2 log
10log |Q|
δ times.
6: t← fraction of times e won.
7: if t ∈ [12 −3ε, 12 +3ε] then
8: return Q(
⌈ l+h
2
⌉
).
9: else if t < 12 −3ε then
10: h =
⌈ l+h
2
⌉
11: else
12: l =
⌈ l+h
2
⌉
13: end if
14: end while
15: return Q(h).
Lemma 69. For ε′′ > ε′, consider ordered sets S, Q s.t. p˜S(Q(i)),S(Q( j)) ≤ ε′∀i < j. For an
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element e s.t., ∃g : |p˜S(Q(g)),a| < 2ε′′, BINARY-SEARCH(S,Q,a,ε′′,δ) uses O( log |Q|ε′′2 log
log |Q|
δ )
comparisons and w.p.≥ 1−δ returns y s.t. |p˜S(Q(y)),a|< 4ε′′.
Proof. This proof is similar to Lemma 23 in [FOPS17]
Notice that this is a binary search over ordered set Q using O( 1ε′′2 log
log |Q|
δ ) comparisons
for each step and hence bound on comparisons follow.
At any stage of BUD-BINARY-SEARCH, there are three possibilities that can happen .
Consider the case when we are comparing e with S(Q(i)).
1. |p˜S(Q(i)),e|< 2ε′′. Probability that the fraction of wins for e is not between 12 −3ε′′ and
1
2 +3ε
′′ is less than e−
log(4|Q|/δ)
ε′′2 ε
′′2 ≤ δ4log |Q| . Hence BUD-BINARY-SEARCH outputs Q(i).
2. p˜S(Q(i)),e > 2ε′′. Probability that the fraction of wins for e is more than 12 is less
than e−
log(4|Q|/δ)
ε′′2 ε
′′2 ≤ δ4log |Q| . So BUD-BINARY-SEARCH will not move right. Also notice that
p˜S(Q( j)),e > 2ε′′− ε′ > ε′′ ∀ j > i.
3. p˜S(Q(i)),e > 4ε′′. Probability that the fraction of wins for e is more than 12 − 3ε′′ is
less than e−
log(4|Q|/δ)
ε′′2 ε
′′2 ≤ δ4log |Q| . Hence BUD-BINARY-SEARCH will move left. Also notice that
p˜S(Q( j)),e > 4ε′′− ε′ > ε′′ ∀ j > i.
We can show similar results for p˜S(Q(i)),e < −2ε′′ and p˜S(Q(i)),e < −4ε′′. Hence if
|p˜S(Q(i)),e)|< 2ε′′ then BUD-BINARY-SEARCH outputs Q(i), and if 2ε′′< |p˜S(Q(i)),e|< 4ε′′ then ei-
ther BUD-BINARY-SEARCH outputs Q(i) or moves in the correct direction and if |p˜S(Q(i)),e|> 4ε′′,
then BUD-BINARY-SEARCH moves in the correct direction.
Proof follows by noting that that binary search visits log |Q| indices and using union
bound.
BINARY-SEARCH
BINARY-SEARCH initially calls BUD-BINARY-SEARCH with confidence parameter of
1/(4log |S|) and then it checks if BUD-BINARY-SEARCH gave a required result by comparing
with output for O( log |S|ε2 ) times. If it deems that output is not good then it calls BUD-BINARY-
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SEARCH this time with confidence parameter 1/|S|10. Notice that if BINARY-SEARCH is called
|S| independent times then less than 10/ log |S| fraction of times second BUD-BINARY-SEARCH
is called since first BUD-BINARY-SEARCH gives required answer w.p.≥ 1−1/(4log |S|).
Algorithm 33 BINARY-SEARCH
1: inputs
2: Ordered Set S, ordered array Q, search item e, bias ε
3: l← BUD-BINARY-SEARCH(S,Q,e,ε,1/4log |S|)
4: Compare e and S(l) for 20log |S|ε2 times. t← fraction of times e won
5: if t ∈ [1/2−5ε,1/2+5ε] then
6: return l
7: else
8: return BUD-BINARY-SEARCH(S,Q,e,ε,1/|S|10)
9: end if
Lemma 70. For ε′′ > ε′, consider ordered sets S, Q s.t. p˜S(Q(i)),S(Q( j)) ≤ ε′∀i < j and |Q| ≤
90log |S|. For an element e s.t., ∃g : |p˜S(Q(g)),a| < 2ε′′, BINARY-SEARCH(S,Q,a,ε′′,δ) w.p. ≥
1−1/|S|9 returns y s.t. |p˜S(Q(y)),a|< 6ε′′ and w.p. ≥ 1−1/(3log |S|) uses O
(
log |S|
ε2
)
comparisons
and always uses O
(
(log |S|)(log log |S|)
ε2
)
comparisons. If repeated for |S| independent copies of Q
and e, w.p.≥ 1−1/|S|9, BINARY-SEARCH uses O
( |S| log |S|
ε2
)
comparisons.
Proof. BUD-BINARY-SEARCH(S,Q,e,ε,1/(4log |S|)) uses O( log log |S|ε2 log log |S|) comparisons
and w.p.≥ 1−1/(4log |S|) outputs y s.t. |p˜S(Q(y)),a|< 4ε′′.
If |p˜S(Q(y)),e|< 4ε′′, probability that the fraction of wins for e is not between 1/2−5ε′′
and 1/2+5ε′′ is less than e−
20log |S|
ε′′2 ε
′′2 ≤ 1|S|20 .
If first BUD-BINARY-SEARCH fails that is if |p˜S(Q(y)),e|> 6ε′′, probability that the fraction
of wins for e is between 1/2−5ε′′ and 1/2+5ε′′ is less than e−
20log |S|
ε′′2 ε
′′2 ≤ 1|S|20 and hence second
BUD-BINARY-SEARCH is invoked.
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BUD-BINARY-SEARCH(S,Q,e,ε,1/|S|10) usesO( log log |S|ε2 log |S|) comparisons and w.p.≥
1− 1|S|10 outputs y s.t. |p˜S(Q(y)),a|< 4ε′′.
So by union bound, w.p.≥ 1− 1/|S|9, BINARY-SEARCH outputs required answer and
w.p.≥ 1− 13log |S| uses O( |S| log |S|ε2 ) comparisons and always uses O(
(log |S|)(log log |S|)
ε′′2 ) comparisons.
If we repeat this for |S| independent copies, then probability that second BUD-BINARY-
SEARCH used for more than 20/| log |S| is less than e−|S|D( 10log |S| || 13log |S| ) ≤ e−10|S|/ log |S| ≤ 1/|S|9.
Hence the bound on comparisons follows.
We now present RANK-CHECK that checks if an ordered set is ε-ranked or not 3ε-ranked.
4.D.3 RANK-CHECK
RANK-CHECK takes three parameters: ordered set S, bias ε and confidence δ. RANK-
CHECK deems if S is ε-ranked i.e., p˜S(i),S( j) ≤ ε ∀i< j or if S is not 3ε-ranked i.e., there exists
i< j s.t. p˜S(i),S( j) > 3ε. RANK-CHECK(S,ε,δ) uses O
( |S|
ε2 log
|S|
δ
)
comparisons and w.p.≥ 1−δ,
outputs a correct decision.
RANK-CHECK first sets anchor a as S(1) and iterates over the set S checking if p˜S(i),a > ε
vs p˜S(i),a < 0 using COMPARE2. If COMPARE2 deems p˜S(i),a > ε, then RANK-CHECK updates
current anchor to S(i). If COMPARE2 deems p˜S(i),a < 0, then RANK-CHECK checks if p˜a,S(i) < ε
vs p˜a,S(i) > 2ε again using COMPARE2. If COMPARE2 deems p˜a,S(i) > 2ε, then S(i) is much
worse than a which is to the left of S(i) in S and hence S is not ε-ranked and RANK-CHECK
returns FALSE.
Due to probabilistic nature if S is neither ε-ranked nor not 3ε-ranked then it can either of
the two outputs.
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Algorithm 34 RANK-CHECK
1: inputs
2: Ordered Set S, bias ε, confidence δ
3: a← S(1)
4: for i from 2 to |S| do
5: if COMPARE2(S(i),a,0,ε, δ2|S|)) = 2 then
6: a← S(i)
7: else if COMPARE2(a,S(i),ε,2ε, δ2|S|) = 2 then
8: return FALSE
9: end if
10: end for
11: return TRUE
In the below Lemma, we bound comparisons used by RANK-CHECK and prove its
correctness.
Lemma 71. For an ordered set S, RANK-CHECK(S,ε,δ) uses O
( |S|
ε2 log
|S|
δ
)
comparisons. If S
is an ε-ranked set i.e., p˜S(i),S( j) ≤ ε ∀i< j, w.p.≥ 1−δ, RANK-CHECK(S,ε,δ) outputs TRUE. If
S is not a 3ε-ranked set i.e., ∃i < j s.t. p˜S(i),S( j) > 3ε then w.p.≥ 1− δ, RANK-CHECK(S,ε,δ)
outputs FALSE.
Proof. We first bound the comparisons.
Since both COMPARE2(e, f ,0,ε,δ/(2|S|)) and COMPARE2(e, f ,ε,2ε,δ/(2|S|)) use
O( 1ε2 log
|S|
δ ) comparisons and each one is called for at most |S| times, total number of comparisons
used is O
( |S|
ε2 log
|S|
δ
)
.
Since each COMPARE2 is called with confidence parameter of δ/(2|S|) and total number
of COMPARE2 calls are less than 2|S|, by union bound, w.p.≥ 1−δ, all COMPARE2 calls give
desired result i.e., COMPARE2(e, f ,εl,εu,δ/(2|S|)) outputs 1 if p˜e, f ≤ εl and 2 if p˜e, f ≥ εu.
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Let a j be the anchor element a that is compared with S( j). Notice that a2 = S(1).
We first consider the case of ε-ranked set S. Notice that since anchor element is always
left to competing element in the set S i.e., a j = S(i) for some i< j. Since p˜S(i),S( j) ≤ ε, ∀i< j,
p˜a j,S( j) ≤ ε and hence COMPARE2(a j,S( j),ε,2ε,δ/(2|S|)) outputs 1 for all j. Therefore FALSE
is never returned.
Now we consider the second case: S is not an 3ε-ranked set. Notice that there exists
i< j s.t. p˜S(i),S( j) > 3ε. If RANK-CHECK reaches S( j), then we show that p˜a j,S( j) > 2ε thereby
proving the required result.
We first show that anchor element only keeps getting better i.e., p˜al ,ak ≥ 0 ∀l ≥ k. Since
COMPARE2(S(k),ak,0,ε,δ/(2|S|)) does not output 2 if p˜S(k),ak < 0, ak+1 = S(k) only if p˜S(k),ak ≥
0. Hence p˜ak+1,ak ≥ 0. Therefore by SST, p˜al ,ak ≥ 0 ∀l ≥ k.
We now show that p˜S(k),ak+1 < ε. Notice that ak+1 = ak if COMPARE2(S(k),ak,0,ε,δ/(2|S|))
outputs 1 and hence p˜S(k),ak < ε. Hence either ak+1 = S(k) or ak+1 = ak and p˜S(k),ak+1 < ε. There-
fore p˜S(k),ak+1 < ε.
Since p˜S(i),ai+1 < ε and p˜S(i),S( j) > 3ε, by SST and STI, p˜ai+1,S( j) > 2ε. Because of
p˜a j,ai+1 ≥ 0, by SST, p˜a j,S( j) > 2ε. Hence COMPARE2(S( j),a j,0,ε,δ/(2|S|)) outputs 1 and
COMPARE2(a,S(i),ε,2ε,δ/2|S|) outputs 2 thereby resulting in FALSE output.
We now briefly talk about how to use RANK-CHECK to improve sample complexity of
ranking bins
4.D.4 Ranking Bins
Similar to modified BINARY-SEARCH, we first rank each bin using MERGE-RANK with
bias parameter of ε/3 and confidence parameter of 1/(4log |S|) and check if bin is correctly
ranked using RANK-CHECK with confidence parameter of 1/|S|10. Notice that RANK-CHECK
uses only O( |Bi|ε2 log |S|) comparisons for each bin Bi. If RANK-CHECK deems that bin is not
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correctly ranked then we use a second round of MERGE-RANK with bias parameter of ε and
confidence parameter of 1/|S|10.
Notice that since we rank |S|/(log |S|)3 bins, less than 20/ log |S| fraction of them use
second round of MERGE-RANK and hence total number of comparisons is ∑iO(
|Bi|
ε2 log |S|) =
O( |S| log |S|ε2 ). Proof is similar to that of Lemma 70.
4.D.5 Final Ranking Algorithm
Use BINARY-SEARCH-RANKING presented in [FOPS17] with new BINARY-SEARCH
subroutine in place of the one presented there. Also replace 5(b) step there which ranks each bin
in one go with a round of ranking followed by checking with RANK-CHECK if ranking is done
correctly and repeating ranking if not done correctly.
Hence we improved both components that were incurring additional log log |S| factors and
thereby removed (log log |S|)3 factor.
4.E Proof for Theorem 58
Proof. This proof is similar to proof of Theorem 7 in [FHO+17].
Consider the model where p˜a1,a2 = 1/2, p˜ai,a j = (0 <)µ( 1/n10), when i < j and
(i, j) 6= (1,2). This model has an order: a1  a2  ·· ·  an−1  an i.e., p˜ai,a j > 0 ∀i< j. Further
this model satisfies MST since p˜ai,ak ≥min(p˜ai,a j , p˜a j,ak) ∀i < j < k. This model also satisfies
STI since p˜ai,ak ≤ p˜ai,a j + p˜a j,ak ∀i< j < k.
We prove the Lemma by reducing the above model to the model where µ is replaced by 0.
Note that µ is so small that if we consider a model where we replace µ with 0, the
comparisons behave essentially similarly. More formally, let model Mµ be the model we consider
and M0 be the model when µ is replaced with 0. Let C denote a sequence of comparisons where
each element of the sequence includes the elements compared and its outcome. Further, for each
137
sequence C, let Pµ(C) and P0(C) denote the probability of sequence C under models Mµ and M0
respectively. Now consider a sequence C of comparisons of length ≤ n2/20 (chosen to make
proof simpler. One can also prove for constants higher than 1/20). Then
P0(C)
Pµ(C)
≥
(
1/2
1/2+µ
)n2/20
≥ e−n2/(10n10) ≥ 6
7
Thus the probability of any sequence of length ≤ n220 is approximately same under both models.
Hence if there is an algorithm that uses ≤ n220 comparisons and w.p.≥ 7/8 produces an 1/4-
ranking under Mµ model then applying same algorithm over M0 model produces an 1/4-ranking
w.p.≥ 78 · 67 = 34 .
We now show that there exists no algorithm that uses ≤ n220 comparisons and w.p.≥ 34
generates a 1/4-ranking under M0, thus proving the Lemma. It is easy to see that any ordering
outputted without querying the comparison between a1 and a2 is a 1/4-ranking w.p. exactly 1/2
since no order between a1 and a2 can be deduced. Since the pair (a1,a2) is one random pair
among
(n
2
)
pairs, the probability that the algorithm asks a comparison between this pair with
n2/20 comparisons is < 12 . So the probability that the output order contains a1 and a2 in the right
order is < 12 +
1
2 · 12 = 34 .
4.F Approximating Pairwise Probabilties
4.F.1 Proof for Theorem 59
Proof. Consider the model {a1,a2, ...,an} where (4+ 4k)ε ≤ p˜ai+k,ai ≤ (8+ 4k)ε for 1 ≤ k ≤
min(n− i,b 116ε −2c) and p˜ai+k,ai = 1/4 for k >min(n− i,b 116ε −2c).
Notice that this model satisfies SST since there exists an ordering  i.e., a j  ai if j > i
(since p˜a j,ai > 0) and p˜ak,ai ≥min(p˜ak,a j , p˜a j,ai) ∀k > j > i.
Further observe that this model also satisfies STI since p˜ak,ai ≤ p˜ak,a j + p˜a j,ai ∀k > j > i.
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Notice that even after knowing every other pairwise probability other than for pair {ak,ai}
exactly, SST and STI do not impose any additional constraints on p˜ak,ai than those already given
by the model definition. Hence we can only infer p˜ak,ai from model definition and comparisons
between ak and ai.
Model does not fix pairwise probability for
≥
n
∑
i=1
min
(
n− i, 1
16ε
−2
)
=Ω(nmin(n,1/ε))
pairs and for each such pair {ai,a j}, p˜ai,a j is known only upto an accuracy of 2ε.
So any algorithm has to approximate Ω(nmin(n,1/ε)) probabilities between 1/2 and 3/4
to an accuracy of ε. Using Information Theoretic arguments, it follows that any algorithm needs
Ω
(
nmin(n,1/ε)
ε2 logn
)
comparisons for error accuracy of ≤ 1/4.
4.F.2 Properties of ε-ranked ordered Set
We first prove some properties of ε-ranked ordered set that we use in proving correctness
of APPROX-PROB.
Lemma 72. If S is an ε-ranked ordered set i.e., p˜S(i),S( j) ≤ ε ∀i< j, then p˜S(k),S( j) ≤ p˜S(k),S(i)+ε
∀k ≥ j ≥ i and p˜S(k),S(i) ≥ p˜S( j),S(i)− ε ∀k ≥ j ≥ i.
Proof. Notice that if S( j) S(i), then by SST p˜S(k),S( j) ≤ p˜S(k),S(i). If S(i) S( j), then since S is
ε-ranked, p˜S(i),S( j) ≤ ε, and hence by SST and STI, p˜S(k),S( j) ≤ p˜S(k),S(i)+ p˜S(i),S( j) ≤ p˜S(k),S(i)+ε.
Similarly it can be shown that p˜S(k),S(i) ≥ p˜S( j),S(i)− ε ∀k ≥ j ≥ i .
4.F.3 Proof for Theorem 60
Proof. We first prove the correctness. Let ε′ = ε/8. Notice that S is ε′-ranked. Let ˆ˜pS(i),S( j) be
the approximated output of p˜S(i),S( j).
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Observe that whenever p˜S(i),S( j) is approximated using comparisons between S(i) and
S( j), by Hoeffding’s inequality, w.p.≥ 1− 1/|S|4, | ˆ˜pS(i),S( j)− p˜S(i),S( j)| < 3ε4 , (since S(i) and
S( j) are compared for 16ε2 log |S|4 times and p˜S(i),S( j) is approximated to the nearest multiple of
ε). Since at most |S|2 pairs are compared, by union bound w.p.≥ 1− 1|S|2 , all pair probabilities
approximated using comparisons are correct to an accuracy of 3ε/4.
Now we show that even when ˆ˜pS(k),S(i) is given the same value as ˆ˜pS(k−1),S(i) without
using comparisons, p˜S(k),S(i) is approximated to an accuracy of 3ε/4+2ε′.
Notice that for S(1), when approximating pairwise probability p˜S(k),S(1) using comparisons
if ˆ˜pS(k),S(1) < ˆ˜pS(k−1),S(1), then ˆ˜pS(k),S(1) is given same value as ˆ˜pS(k−1),S(1). We first show
that this process approximates p˜S(k),S(1) to an accuracy of 3ε/4+ ε′. Consider largest l < k
s.t. ˆ˜pS(l),S(1) = ˆ˜pS(k),S(1). Notice that p˜S(l),S(1) is approximated using comparisons (because
ˆ˜pS(l),S(1) 6= ˆ˜pS(l−1),S(1)) and hence | ˆ˜pS(l),S(1)− p˜S(l),S(1)| ≤ 3ε/4. Since by Lemma 72, p˜S(k),S(1) ≥
p˜S(l),S(1)− ε′ ∀l < k, it follows that
ˆ˜pS(k),S(1) = ˆ˜pS(l),S(1)
≤ p˜S(l),S(1)+3ε/4
≤ p˜S(k),S(1)+3ε/4+ ε′.
Notice that since initially ˆ˜pS(k),S(1) was assigned a value smaller than ˆ˜pS(k−1),S(1) using compar-
isons, p˜S(k),S(1) < ˆ˜pS(k−1),S(1)+3ε/4 (since approximation using comparisons is correct to 3ε/4).
Therefore p˜S(k),S(1) < ˆ˜pS(k),S(1)+3ε/4. Hence | ˆ˜pS(k),S(1)− p˜S(k),S(1)| ≤ 3ε/4+ ε′.
Therefore if comparisons are invoked (even when approximated probability is not due to
comparisons), pairwise probability is approximated to an accuracy of 3ε/4+ ε′.
Now we consider the pairs for which no comparisons are invoked and show that even
those pairwise probabilities are approximated to an accuracy of 3ε/4+2ε′.
Suppose ˆ˜pS(k),S(i) is copied same as ˆ˜pS(k−1),S(i). Let j be the largest number < k such that
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ˆ˜pS( j),S(i) 6= ˆ˜pS( j−1),S(i). Notice that ˆ˜pS( j),S(i) = ˆ˜pS(k),S(i) and comparisons are used between S( j)
and S(i) (since ˆ˜pS( j),S(i) 6= ˆ˜pS( j−1),S(i)). Therefore |p˜S( j),S(i)− ˆ˜pS( j),S(i)| ≤ 3ε/4+ ε′. Further by
Lemma 72, p˜S( j),S(i) ≤ p˜S(k),S(i)+ ε′ and hence it follows that
ˆ˜pS(k),S(i) = ˆ˜pS( j),S(i)
≤ p˜S( j),S(i)+3ε/4+ ε′
≤ p˜S(k),S( j)+3ε/4+2ε′.
Similarly, it can be shown that ˆ˜pS(k),S(i) ≥ p˜S(k),S( j)−3ε/4−2ε′. Therefore | ˆ˜pS(k),S(i)−
p˜S(k),S(i)| ≤ 3ε/4+2ε′ = ε.
Hence w.p.≥ 1− 1|S|2 , all pairwise probabilities are approximated to an accuracy of ε.
We now bound the number of comparisons.
We first show that 0 ≤ ˆ˜pS(k),S(l) ≤ ˆ˜pS(k+1),S(l) ≤ ˆ˜pS(k+1),S(l−1) ∀k ≥ l . We prove this
statement using induction. Notice that it is true for l = 1. We assume that it is true for l and prove
correctness for l+1.
Notice that 0= ˆ˜pS(l+1),S(l+1)≤ ˆ˜pS(l+2),S(l). Now we further assume that 0≤ ˆ˜pS(k),S(l+1)≤
ˆ˜pS(k+1),S(l) and show that 0≤ ˆ˜pS(k+1),S(l+1)≤ ˆ˜pS(k+2),S(l). Notice that if ˆ˜pS(k),S(l+1)= ˆ˜pS(k+1),S(l),
ˆ˜pS(k+1),S(l+1) = ˆ˜pS(k+1),S(l) ≤ ˆ˜pS(k+2),S(l). And if ˆ˜pS(k),S(l+1) < ˆ˜pS(k+1),S(l), then p˜S(k+1),S(l+1)
is approximated using comparisons and hence approximation accurate to 3ε/4. Notice that
ˆ˜pS(k+1),S(l+1) can’t be more than ˆ˜pS(k+1),S(l) since if it happens, ˆ˜pS(k+1),S(l+1) ≥ ˆ˜pS(k+1),S(l)+ε≥
ˆ˜pS(k),S(l+1)+2ε but ˆ˜pS(k+1),S(l+1)≤ p˜S(k+1),S(l+1)+3ε/4≤ p˜S(k),S(l+1)+3ε/4+ε′≤ ˆ˜pS(k),S(l+1)+
3ε/2+3ε′ < ˆ˜pS(k),S(l+1)+2ε (contradiction). So ˆ˜pS(k+1),S(l+1) ≤ ˆ˜pS(k+1),S(l) ≤ ˆ˜pS(k+2),S(l). Sim-
ilarly it can be shown that ˆ˜pS(k+1),S(l+1) ≤ ˆ˜pS(k),S(l+1).
Consider the pairs ({S(1),S(i)},{S(2),S(i− 1)},{(S(3),S(i− 2)}, ...,{S(i/2),S(i/2+
1)}). Since 1/2 ≥ ˆ˜pS(i),S(1) ≥ ˆ˜pS(i−1),S(2) ≥ ˆ˜pS(i−2),S(3)... ≥ ˆ˜pS(i/2+1),S(i/2) ≥ 0 and all values
are multiples of ε, ˆ˜pS(k),S( j) 6= ˆ˜pS(k−1),S( j+1) only for O(min(|S|,1/ε)) pairs {k, j} such that
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k+ j = i+1. Hence only for O(min(|S|,1/ε)) pairs {S(l),S(m)} s.t. l+m = i+2, comparisons
are used to approximate pairwise probabilities. This statement is true for all sum of indices and
hence only for O(|S|min(|S|,1/ε)) pairs, comparisons are used and hence total comparisons used
is O
( |S|min(|S|,1/ε)
ε2 log |S|
)
.
4.G Other Relevant Models
Researchers also considered models other than WST. For these models, one can still
define maximum and ranking based on Borda scores, Copeland scores, or Von Neumann winner.
One such interesting model is considered in [HFCB08]: there is a probability distribution
P over set R of all possible rankings and pairwise preferences can be defined based on this
probability distribution,
pi, j = ∑
r∈R
P(r)1i j in r.
This model does not necessarily satisfy WST, however [HFCB08] shows that this model
still satisfies some relation among pairwise probabilities
pi, j ≥ pi,k + pk, j−1. (4.5)
It is natural to ask if a combination of WST and (4.5) guarantee a sub-quadratic complexity
maxing algorithm. We give a negative answer to this question.
Recall that the model used in Section 4.3 to show lower bound of Ω(n2) for WST is
pi,i+1 = 1 and pi, j ≈ 0.5 for |i− j| 6= 1. This model satisfies WST but not Equation (4.5). Yet
we can slightly change the model to satisfy this new relation and derive the lower bound of
Ω(n2). The new model that results in lower bound of Ω(n2) under WST and Equation (4.5) is
pi,i+1 = 0.75 and pi, j = 0.5 for |i− j| 6= 1. It is easy to check that this new model requires more
comparisons than the model in Section 4.3 to find 18 -maximum. Hence lower bound of Ω(n
2) also
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holds under the combination of WST and Equation 4.5.
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Chapter 5
One Interview is Enough!: Optimal
Sequential and Competitive
5.1 Introduction
Maximum selection (maximization) under probabilistic queries arises in numerous ap-
plications ranging from medical trials [Rob52] to social choice [CN91], to wireless chan-
nel band selection [AB10]. It has therefore been studied under various settings, including
multi-armed [EDMM02, EDMM06, BMS09, KKS13, GGL12] and dueling bandits [SBFPH15,
YBKJ12, FJO+18]. These setups typically assume access to all alternatives at all times, so that
each can be queried at will. They show that finding an ε-approximation of the maximum of n
items with probability ≥ 1−δ requires Θ
(
n
ε2 log
1
δ
)
queries.
But what if the alternatives are presented in a streaming fashion? Is it still possible to
find the best alternative? Can it be done using the same orderwise number of queries as in the
non-streaming model? And what if the number of alternatives is not even known in advance as
when data keeps streaming? Does this lack of knowledge increase the number of queries?
To better understand and further motivate the problem, recall the popular Secretary
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problem, e.g., [GM06]. A known number n of alternatives are presented in a uniformly random
sequence, and after each alternative is presented, it is either accepted, ending the process, or
rejected and the next alternative is presented. The goal is to maximize the probability that the
best alternative is accepted.
This formulation assumes that n is known in advance, and that all the alternatives presented
so far can be perfectly ranked. Both assumptions often fail to hold. Candidates can rarely be
precisely ranked, and often n is not known in advance as additional candidates may join the pool.
We consider a more practical interview process that we call the interview problem, where
the evaluation has an element of randomness, and an administrator would like to hire a near-best
secretary with high probability, and to do so even when the number of candidates n is not known
in advance. We consider two versions of the problem, one corresponding to traditional bandits
and one to dueling bandits.
5.1.1 Traditional bandits
Here the administrator can interview one candidate at a time. We assume that each
candidate interview consists of a sequence of queries, with each query providing probabilistic
evidence about the candidate’s merits. Each candidate i has a parameter vi ∈ [0,1] indicating the
probability that the candidate answers each question correctly. To each question asked, candidate
i gives a correct response with probability vi, and distinct questions are answered independently.
The confidence in the candidate’s evaluation improves as the number of queries increases, yet
when each candidate is interviewed, it is not clear how many queries would truly suffice. At
each interview, the administrator can ask any number of queries to evaluate the current candidate
but once the interview ends, the candidate can’t be called for further evaluation. Adopting the
conventional PAC formulation, for given ε< 1/4 and δ< 1/4, we would like to find w.p. ≥ 1−δ
an ε-maximum candidate whose value is at most ε below that of the maximum value among all
candidates. The goal is to minimize the total number of queries.
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This is the traditional multi-armed bandits formulation, except that it is adapted for the
streaming framework i.e., candidates come in a uniformly random sequence and one candidate
can be interviewed at a time and once a candidate’s interview is completed and sent away, he
can’t be recalled for further evaluation.
5.1.2 Dueling bandits
Here, in each interview the administrator can compare two candidates. To facilitate these
“pairwise comparisons”, the administrator is allowed to keep a “buffer” of one candidate and in
each interview, he can compare the buffer candidate with a new candidate assigning them tasks
to complete. For every independent task, candidate i will finish the task before candidate j with
probability pi, j, which is also referred to as the probability that i is preferred to j. If pi, j ≥ 12 , we
say that i is preferable to j, denoted by i ≥ j. Let p˜i, j = pi, j−1/2 be the centered preference
probability. Candidate i is ε-preferable to candidate j if p˜i, j ≥ −ε. Our goal here is: given
ε< 1/4 and δ< 1/4, to w.p.≥ 1−δ, find an ε-maximum candidate that is ε-preferable to every
other candidate. The confidence in the candidates’ comparison improves as the number of tasks
increases, yet during each interview, it is not clear how many tasks would truly suffice. After
each interview the administrator decides whether the newly-compared candidate is eliminated
and the “buffer” candidate continues, or the “buffer” candidate is eliminated and replaced by the
new candidate. Once a candidate is eliminated, he can’t be recalled. The process may stop at any
time, and at that point, the “buffer” candidate is hired.
This is the dueling bandits formulation, except that it is adapted for the streaming frame-
work i.e., candidates come in a uniformly random sequence and at a time only one interview can
happen and after each interview a candidate is sent away and can never be recalled.
On the outset, this setting might look easier than the regular bandits setting since we can
compare the current candidate with the “buffer” candidate, thereby getting more information
about a previous (“buffer”) candidate. But observe that this model is more general in the sense
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that it has Θ(n2) parameters whereas the traditional bandits setting has only n parameters.
Under this dueling bandits setting, to allow for the feasibility of existence of maximum,
one needs to assume certain transitivity property among the elements. We assume one such
property which has been used previously [FOPS17, FHO+17].
The model is said to satisfy Strong Stochastic Transitivity (SST) if for any i≥ j and j ≥ k,
p˜i,k ≥max(p˜i, j, p˜ j,k).
Previous works also considered another property Stochastic Triangle Inequality (STI).
The model is said to satisfy STI, if for any i≥ j and j ≥ k, p˜i,k ≤ p˜i, j + p˜ j,k.
Recall that under no constraints, maximization algorithms still requireΘ
(
n
ε2 log
1
δ
)
queries
to find an ε-approximation of the maximum with probability ≥ 1− δ. We show that under
both versions of the interview problem, O
(
n
ε2 log
1
δ
)
queries are sufficient to find an ε-best
candidate with probability ≥ 1− δ. Therefore neither the streaming framework nor lack of a
priori knowledge of n increases the orderwise query complexity. Hence we show that a candidate
once sent away doesn’t need to be called for further evaluation. One interview is enough!
5.1.3 Related Work
Researchers have considered severl extensions of the secretary problem, for example,
minimizing the expected rank of the accepted alternative [Lin61] and finite memory [RS77]. For
a detailed summary of extensions, we refer the reader to [Fre83].
Under traditional multi-armed bandit setting, [EDMM06, ZCL14] presented min-max
optimal maximization algorithm that uses O
(
n
ε2 log
1
δ
)
queries and outputs ε approximation of
maximum with probability≥ 1−δ. Neither of these algorithms are streaming based or n-agnostic.
Under dueling bandits setting, for models with both SST and STI properties, [FOPS17]
presented a min-max optimal maximization algorithm that uses O
(
n
ε2 log
1
δ
)
comparisons and
outputs an ε-maximum with probability≥ 1− δ. Their algorithm is neither streaming based
nor n-agnostic. [FHO+17] presented a min-max optimal maximization algorithm under a more
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general model that satisfies only SST with comparison complexity of O
(
n
ε2 log
1
δ
)
. This algorithm
is neither streaming based nor n-agnostic. But in the process, for the same model [FHO+17] also
presented a sub optimal min-max maximization algorithm, SOFT-SEQ-ELIM with comparison
complexity of O
(
n
ε2 log
n
δ
)
. This algorithm is streaming based but not n-agnostic. [FJO+18] pre-
sented min-max optimal maximization algorithms for more general models. [UCFN13, BFSH14,
HSRW16] derived maximization algorithms for more general models under different maximum
definitions.
Under a more restricted model, Plackett-Luce (PL) model, where each element i is
associated with a value ui and pi, j = uiui+u j , [SG19] derived a near instance optimal maximization
algorithm that w.p.≥ 1−δ, uses O
(
∑ni=2
1
max(u1−ui,ε)2 log
log 1max(u1−ui,ε)
δ
)
comparisons and outputs
an ε-maximum.
5.1.4 Questions
1) In the streaming model, we ask the following questions: a) What is the optimal query
complexity under the traditional bandit settings? b) What is the optimal comparison complexity
under the dueling bandit settings with SST? c) Will the answers change if n is not known in
advance?
2) In the non-streaming model, we ask if we can extended near instance optimal results
of [SG19] to more general models.
5.1.5 Results
1) In Theorems 75 and 88, for traditional bandits and dueling bandits models with
SST respectively, we derive optimal n-agnostic streaming maximization algorithms that w.p.≥
1− δ uses O( nε2 log 1δ) queries (or comparisons) and output an ε-maximum. Notice that since
comparison complexity is orderwise same as that of lower bound for traditional multi-armed
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bandits setting that need not be sequential and has a priori knowledge of n, we answered all
questions in (1) above, with the same bound.
2) In Theorem 79, we show that the near instance optimal analysis of [SG19] can be
extended to more general models with SST and STI properties with comparison complexity of
O
(
∑ni=2
1
max(p˜1,i,ε)2
log
log 1max(p˜1,i,ε)
δ
)
.
5.1.6 Outline
In Section 5.2, we present TRAD-OPT-AGNOSTIC-SEQ, a min-max optimal streaming
and n-agnostic maximization algorithm. In Section 5.3, we present OPT-AGNOSTIC-SEQ, a
min-max optimal streaming and n-agnostic maximization algorithm. In Section 5.4, we present
COMPETITIVE-MAX, a competitive maximization algorithm for models with SST and STI
properties. In Section 5.5 we compare empirical performance of maximization algorithms.
Finally, we provide our concluding remarks in Section 5.6.
5.2 Traditional Bandits Maximization
Before we present our min-max n-agnostic sequential maximization algorithm, we first
present a simple n-agnostic sequential maximization algorithm SIMPLE-AGNOSTIC-SEQ with
sub optimal query complexity and later build on it to present our min-max optimal maximization
algorithm.
5.2.1 Simple Agnostic Sequential Maximization
Notice that if we can approximate all candidates’ values to an additive accuracy of ε/2,
then candidate with the highest approximated value will indeed be an ε-maximum. Using 2ε2 log
1
δ′
queries, one can approximate a candidate’s value to an additive accuracy of ε/2. To invoke
union bound and ensure that w.p.≥ 1−δ, all candidate values are approximated to an additive
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accuracy of ε/2, one can use δi = 1/(2i2) when evaluating the ith candidate. This results in an
n-agnostic sequential maximization algorithm SIMPLE-AGNOSTIC-SEQ with query complexity
of O
(
n
ε2 log
n
δ
)
.
We present the pseudocode for SIMPLE-AGNOSTIC-SEQ in Appendix 5.A. In Lemma 73,
we bound the query complexity and prove the correctness of SIMPLE-AGNOSTIC-SEQ.
Lemma 73. SIMPLE-AGNOSTIC-SEQ(S,ε,δ) uses O
(
n
ε2 log
n
δ
)
queries and w.p.≥ 1−δ, outp-
tuts an ε-maximum.
Notice that SIMPLE-AGNOSTIC-SEQ is min-max optimal when δ < 1/n but incurs an
extra logn multiplicative factor for constant δ. We now explore whether that extra logn factor is
necessary.
5.2.2 Optimal Agnostic Sequential Maximization
We first identify sufficient conditions for correctness of any sequential maximization
algorithm and point out shortcomings of SIMPLE-AGNOSTIC-SEQ. We then propose a min-max
optimal algorithm reducing the overhead of SIMPLE-AGNOSTIC-SEQ.
Lets assume that a maximization algorithm maintains r, a proxy for the output if sequence
of candidates ends. Notice that if then the output will be an ε-maximum if one can ensure:
1. the original underlying value vr of r never decreases,
2. when the best candidate is being interviewed, if value of the best candidate is at least ε
more than that of the r, then r is updated to the best candidate.
OPT-APPROX
To make sure that value of r never gets worse, one can approximate all candidate values
within ±ε/4 and update r only if current candidate’s approximated value is ε/2 more than that
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of r. Notice that if one wants to approximate all candidates’ values to ±ε/4, then one cannot
escape the extra logn factor. Another way to ensure that r never gets worse is by never updating r
but then the second sufficient property that r should be updated if current candidate’s value is at
least ε more than that of r will be violated. One way to circumvent this issue is to approximate
current candidate’s value to ±ε/4 with probability 1−Θ(δ/i2) only if r is going to be updated.
Notice that SIMPLE-AGNOSTIC-SEQ approximates the ith candidate’s value with probability
1−δ/(2i2), hence uses too many queries in one shot. We instead divide the queries into rounds,
decreasing confidence paramter (thereby increasing confidence in evaluation) with each round
such that total queries is still of the same order. In a given interview, we move to the next round
of queries only if in all previous rounds, candidate’s approximated value is at least ε/2 more
than that of r’s approximated value. This helps in terminating the interview much earlier than
asking all questions in one shot. In the last round, confidence parameter δ′ is such that the value
is approximated to ±ε/4 w.p.≥ 1−O(δ/ı2). We present OPT-APPROX that approximates the
value of a candidate c using rounds of queries.
Algorithm 35 OPT-APPROX
1: inputs
2: candidate c, bias ε, confidence δ, candidate number i, max value mv
3: vc← 0
4: for t = 0 to max(1,dlog log 1
δ
i2e) do
5: δt = δ
2t+1
8
6: Ask c 8ε2 log
1
δt queries. vˆc← Fraction of correct response
7: if vˆc < mv+ ε/2 then
8: break
9: end if
10: end for
11: return vˆc
In the Lemma below, we provide guarantees for OPT-APPROX.
Lemma 74. OPT-APPROX(c,ε,δ, i,mv) uses O
(
1
ε2 log
i
δ
)
queries and outputs vˆc s.t. if vc <
mv + ε/4, then w.p.≥ 1− δ/(8i2), vˆc < mv + ε/2 and if vc ≥ mv + 3ε/4, then w.p.≥ 1− δ/4,
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vˆc ≥ mv+ ε/2.
TRAD-OPT-AGNOSTIC-SEQ
Now we present our main algorithm TRAD-OPT-AGNOSTIC-SEQ that uses OPT-APPROX
to approximate value vc of candidate c with vˆc and updates the anchor if vˆc ≥ mv+ ε/2.
Algorithm 36 TRAD-OPT-AGNOSTIC-SEQ
1: inputs
2: Set S, bias ε, confidence δ
3: Initialize:max value mv =−∞, anchor r← S(1), candidate number i← 0
4: while S 6= /0 do
5: c← S(1), S = S\{c}, i← i+1
6: vˆc← OPT-APPROX(c,ε,δ, i,mv)
7: if vˆc ≥max-value+ ε/2 then
8: max-value← vˆc, r← c
9: end if
10: end while
11: return r
Lemma 74 implies the properties 1 and 2 which in turn guarantees that the output is an
ε-maximum.
Using randomness in sequence of candidates, we show that the best candidate of all
the seen candidates changes rarely as we move along the sequence. This helps to show that
OPT-APPROX rarely reaches higher rounds and hence we obtain a bound on queries used.
In Theorem 75, we provide guarantees for TRAD-OPT-AGNOSTIC-SEQ.
Theorem 75. W.p.≥ 1− δ, TRAD-OPT-AGNOSTIC-SEQ(S,ε,δ) uses O
(
n
ε2 log
1
δ
)
queries and
outputs an ε-maximum.
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5.3 Dueling Bandits Sequential Maximization
5.3.1 Tools
We use subroutine COMPARE2 [FHO+17] as a building block in our maximization
algorithms. For the reader’s convenience, we provide a brief outline of COMPARE2 here and state
its guarantees in Lemma 76. We also present the algorithm COMPARE2 in Appendix 5.B.
For εu > εl , COMPARE2(i, j,εl,εu,δ) compares elements i and j for O
(
1
(εu−εl)2 log
1
δ
)
times and deems if p˜i, j ≤ εl (returns 1) or p˜i, j ≥ εu (returns 2). The guarantees are presented in
Lemma 76.
Lemma 76 (Lemma 1 [FHO+17]). For εu > εl , COMPARE2(i, j,εl,εu,δ) uses ≤ 2(εu−εl)2 log
2
δ
comparisons and if p˜i, j ≤ εl , then w.p.≥ 1−δ, returns 1, else if p˜i, j ≥ εu, w.p.≥ 1−δ, returns 2.
5.3.2 Agnostic Version of SOFT-SEQ-ELIM [FHO+17]
Recall that under models with SST property, SOFT-SEQ-ELIM is a sub optimal maximiza-
tion algorithm and is sequential and requires the knowledge of n a priori.
We first describe an outline of SOFT-SEQ-ELIM and present an easy fix to make it n-
agnostic with orderwise same sample complexity. SOFT-SEQ-ELIM starts with the first element
as the anchor r, sequentially compares r with elements of S using COMPARE2(S(i),r,0,ε,δ/n),
and updates r with S(i) if COMPARE2 returns 2. This ensures that with probability 1−δ/n: 1) the
updated anchor is at least as good as the previous anchor, and 2) the updated anchor is ε-preferable
to S(i). These two key properties along with SST property and the union bound, ensure that
w.p.≥ 1−δ, the final anchor is an ε-maximum. Notice that to ensure that the total error probability
is bounded by δ, SOFT-SEQ-ELIM uses each instance of COMPARE2 with confidence parameter
δ/n and hence requires knowing n beforehand. A simple fix is to use confidence parameter
δ/(2i2) (observe that ∑∞i=1 δ/(2i2)≤ δ) when using ith instance of COMPARE2 and hence does
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not require knowing the value of n. Now we present maximization algorithm AGNOSTIC-SEQ
with this fix applied to SOFT-SEQ-ELIM. Notice that even nth instance of COMPARE2 uses
O
(
1
ε2 log
n
δ
)
comparisons and hence AGNOSTIC-SEQ has orderwise same comparison complexity
as SOFT-SEQ-ELIM. The pseudocode for AGNOSTIC-SEQ is provided in Appendix 5.C.
In the Lemma 77, we prove the correctness and bound the comparison complexity of
AGNOSTIC-SEQ.
Lemma 77. Under SST model, AGNOSTIC-SEQ(S,ε,δ) uses O
(
n
ε2 log
n
δ
)
comparisons and
w.p.≥ 1−δ, outputs an ε-maximum.
Observe that AGNOSTIC-SEQ is n-agnostic and min-max optimal for δ≤ 1n but requires
an extra multiplicative factor of logn comparisons than the known lower bound for constant δ.
5.3.3 Optimal Agnostic Sequential Maximization
In this subsection, for models with SST property, we present maximization algorithm OPT-
AGNOSTIC-SEQ that is both sequential and n-agnostic and yet uses orderwise same comparisons
as the min-max optimal maximization algorithm that has the knowledge of n and is not necessarily
sequential. Hence OPT-AGNOSTIC-SEQ is also a min-max optimal maximization algorithm.
Due to lack of space, here we only provide a brief outline of our algorithm and state the
main result. The motivation and analysis is very similar to that of TRAD-OPT-AGNOSTIC-SEQ
and is presented in deltail in Appendix 5.F.
OPT-ANCHOR-UPDATE
Observe that in each instance to update the anchor, AGNOSTIC-SEQ uses COMPARE2
with confidence parameter δ/(8i2). Here we present an alternative OPT-ANCHOR-UPDATE for
using COMPARE2 in one shot. Similar to OPT-APPROX, within each instance of OPT-ANCHOR-
UPDATE, we use multiple rounds of COMPARE2, decreasing the confidence parameter with each
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consecutive round such that overall comparisons used over all rounds are orderwise same as
comparisons used in a single instance of COMPARE2 with confidence parameter Θ( δi2 ). Within
each instance, we move to the next COMPARE2 round only if the previous round returna 2. This
helps in terminating much earlier than if only one round of COMPARE2 is used.
Algorithm 37 OPT-ANCHOR-UPDATE
1: inputs
2: element e, element f , bias ε, confidence δ, number i
3: Initialize: t← 0, a← 2
4: while a = 2 and t <max(2, log log 1
δ
i2+1) do
5: a← COMPARE2(e, f ,0,ε,δ2t+1/8)
6: t← t+1
7: end while
8: if a = 1 then
9: return f
10: else
11: return e
12: end if
OPT-AGNOSTIC-SEQ
We now present our main algorithm OPT-AGNOSTIC-SEQ that uses OPT-ANCHOR-
UPDATE as subroutine to update the anchor.
Algorithm 38 OPT-AGNOSTIC-SEQ
1: inputs
2: Set S, bias ε, confidence δ
3: anchor r← S(1), S = S\{r}, candidate number i← 0
4: while S 6= /0 do
5: c← S(1), S = S\{c}, i← i+1
6: r← OPT-ANCHOR-UPDATE(c,r,ε,δ, i)
7: end while
8: return r
In the below Theorem, we provide guarantees for OPT-AGNOSTIC-SEQ.
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Theorem 78. Under SST models, w.p.≥ 1−δ, OPT-AGNOSTIC-SEQ (S,ε,δ) uses O
(
n
ε2 log
1
δ
)
comparisons and outputs an ε−maximum.
5.4 Competitive Maximization
We now consider non-sequential dueling bandits setting and present a competitive maxi-
mization algorithm. We consider the model that satisfies both SST and STI conditions. Under
this model we use an algorithm similar to PAC-WRAPPER [SG19] and show that this algorithm
is competitive even under model more general than PL model considered in [SG19].
The algorithm works as follows. Consider a min-max optimal algorithm PAC-MAX
that for given ε and δ parameters, w.p.≥ 1− δ, uses O( nε2 log 1δ) comparisons and outputs an
ε-maximum. Notice that there are several min-max optimal algorithms OPT-AGNOSTIC-SEQ
and [FOPS17, FHO+17, FJO+18] for models with both SST and STI constraints. COMPETITIVE-
MAX sequentially finds 1/2i+1-maximum of the remaining elements and uses this element to
prune the elements that are not 1/2i-maximum. Let ri be an 1/2i+1-maximum and e be such that
it is not 1/2i-maximum. Observe that by SST and STI, e is not 1/2i+1-preferable to ri. Hence
w.p.≥ 1−δi, COMPARE2(e, f ,0,1/2i+1,δi) will return 2 and hence e will be eliminated. Hence
each such bad element will be eliminated with probability δi. Every element e s.t., p˜t1,e ≈ 1/2t
will be eliminated in approximately t rounds and hence in future rounds the comparisons won’t
be used on e providing us the competitive upper bound.
Theorem 79. W.p.≥ 1−δ, COMPETITIVE-MAX(S,ε,δ) uses
O
∑ni=2 1max(p˜1,i,ε)2 log log
(
1
max(p˜1,i,ε)
)
δ
 (where 1 is assumed to be the best) comparisons and
outputs an ε-maximum.
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Algorithm 39 COMPETITIVE-MAX
1: inputs
2: Set S, bias ε, confidence δ
3: Initialize: i = 1
4: while |S|> 1 and i< log2 1ε do
5: εi = 1/2i+1, δi = δ/(60i3)
6: ri← PAC-MAX(S,εi,δi)
7: Initialize: Q = /0
8: for e in S do
9: if COMPARE2(ri,e,0,εi,δi) == 2 then
10: Q = Q
⋃{e}
11: end if
12: end for
13: S = S\Q
14: end while
15: return PAC-MAX(S,ε,δ/30)
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Figure 5.1: Comparison of Maximization Algorithms
5.5 Experiments
In this section, we compare the performance of various sequential maximization algo-
rithms SOFT-SEQ-ELIM [FHO+17], AGNOSTIC-SEQ and OPT-AGNOSTIC-SEQ. Note that
SOFT-SEQ-ELIM uses the knowledge of n whereas AGNOSTIC-SEQ and OPT-AGNOSTIC-SEQ
are n-agnostic. Further recall that SOFT-SEQ-ELIM and AGNOSTIC-SEQ are sub-optimal with
query complexity of O
(
n
ε2 log
n
δ
)
and OPT-AGNOSTIC-SEQ is optimal with query complexity of
O
(
n
ε2 log
1
δ
)
. Experiments in [FHO+17, FJO+18] demonstrate that SOFT-SEQ-ELIM performs
better than other maximization algorithms. Hence we don’t compare with other maximization
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algorithms. In all the experiments in this section, we try to find an 0.05-maximum with δ= 0.1.
All results are averaged over 100 runs.
We first consider the model where all items are essentially equal i.e., pi, j = 1/2 ∀i, j.
Figure 5.1(a) show the performance of sequential maximization algorithms for this model. Notice
that OPT-AGNOSTIC-SEQ uses significantly less comparisons than both SOFT-SEQ-ELIM and
AGNOSTIC-SEQ. Notice that since AGNOSTIC-SEQ is an agnostic version of SOFT-SEQ-ELIM,
AGNOSTIC-SEQ uses more comparisons than SOFT-SEQ-ELIM.
We now consider the model where pi, j = 0.6 ∀i< j same as in [YJ11, FOPS17, FHO+17,
FJO+18]. Figure 5.1(b) presents the performance of sequential maximization algorithms for this
model. Notice again that OPT-AGNOSTIC-SEQ uses less comparisons than SOFT-SEQ-ELIM,
that in turn uses fewer comparisons than AGNOSTIC-SEQ.
Since [FHO+17, FJO+18] showed that SOFT-SEQ-ELIM outperforms other maximization
algorithms and empirical performance of OPT-AGNOSTIC-SEQ is better than SOFT-SEQ-ELIM,
OPT-AGNOSTIC-SEQ outperforms even non-sequential maximization algorithms.
5.6 Conclusion and Future Work
We presented the first optimal sequential probabilistic maximization algorithm that works
even without a-priori knowledge of number of items. The algorithm has linear complexity both
under traditional- and dueling (with SST property)- bandits frameworks. We also present a
modification of the maximization algorithm that is competitive under dueling bandits setting with
SST and STI properties. In the future, we propose to extend these works to more general settings.
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5.A Algorithm SIMPLE-AGNOSTIC-SEQ
SIMPLE-AGNOSTIC-SEQ maintains anchor r, a proxy for the candidate with highest
approximated score so far. SIMPLE-AGNOSTIC-SEQ updates r with current candidate if their
approximated score is more than that of r. After interviewing the final candidate SIMPLE-
AGNOSTIC-SEQ outputs r
Algorithm 40 SIMPLE-AGNOSTIC-SEQ
1: inputs
2: Set S, bias ε, confidence δ
3: Initialize:max value mv =−∞, anchor r← S(1), i← 0
4: while S 6= /0 do
5: c← S(1), S = S\{c}, i← i+1
6: Ask c, 2ε2 log
4i2
δ queries. vˆc← Fraction of correct response
7: if vˆc > mv then
8: mv← vˆc, r← c
9: end if
10: end while
11: return r
159
5.B Algorithm COMPARE2
Algorithm 41 COMPARE2
1: inputs
2: element i, element j, bias lower limit εl ≥ 0, bias upper limit εu > εl , confidence δ
3: initialize
4: εm = (εl + εu)/2, ˆ˜pi, j← 0, cˆ← 12 , t← 0, w← 0
5: while | ˆ˜pi, j− εm| ≤ cˆ and t ≤ 2(εu−εl)2 log
2
δ do
6: Compare i and j
7: if i wins then
8: w← w+1
9: end if
10: t← t+1
11: ˆ˜pi, j← wt − 12 , cˆ←
√
1
2t log
4t2
δ
12: end while
13: if ˆ˜pi, j ≤ εm then
14: return 1
15: end if
16: return 2
5.C Algorithm AGNOSTIC-SEQ
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Algorithm 42 AGNOSTIC-SEQ
1: inputs
2: Set S, bias ε, confidence δ
3: r← S(1), S = S\{r}, i← 0
4: while S 6= /0 do
5: c← S(1), S = S\{c}, i← i+1
6: if COMPARE2(c,r,0,ε, δ2i2 ) = 2 then
7: r← c
8: end if
9: end while
10: return r
5.D Proofs for Section 5.2
5.D.1 Proofs for Subsection 5.2.1
Proof of Lemma 73
Proof. Since we use 2ε2 log
4i2
δ queries to approximate value of ith candidate, by Hoeffding’s
inequality, w.p.≥ 1−δ/(2i2), ith candidate’s value is approximated to ±ε/2. By union bound,
w.p.
≥ 1−
∞
∑
i=1
δ/(2i)2 ≥ 1−δ,
all candidates’ values are approximated to ±ε/2. Since SIMPLE-AGNOSTIC-SEQ approximates
all candidates’ values to ±ε/2 and returns the candidate with highest approximated value, the
output is an ε-maximum.
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5.D.2 Proofs for Subsection 5.2.2
Proof of Lemma 74
Proof. We first bound the number of comparisons. The comparisons used over all rounds is
max(1,dlog log1/δ i2e)
∑
i=1
O
(
1
ε2
log
8
δ2t+1
)
= O
 1
ε2
log
1
δ
max(1,dlog log1/δ i2e)
∑
i=1
(2t +1)

= O
(
21+max(1,log log1/δ i
2)
ε2
log
1
δ
)
= O
(
2max(1, log1/δ i
2)
ε2
log
1
δ
)
= O
(
1
ε2
(
log
1
δ
+ log
1
i2
))
= O
(
1
ε2
log
i
δ
)
.
Now we show that if vc < mv+ ε/4, then w.p.≥ 1−δ/(8i2), vˆc < mv+ ε/2. Notice that
output vc > mv+ ε/2 only if it goes through last round T = max(1,dlog log 1
δ
i2e). Notice that
δT =
δ2T+1
8
≤ δ
2
max(1,log log 1
δ i
2 )
+1
8
≤ δ
8i2
.
Hence in last round T , by Hoeffding’s inequality, w.p.≥ 1− δ8i2 , vˆc < vc+ ε/4< mv+ ε/2.
Now, we show that if vc ≥mv+3ε/4, then w.p.≥ 1−δ/4, vˆc ≥mv+ε/2. By Hoeffding’s
inequality, in round t, w.p. ≥ 1−δt ,
vˆc > vc− ε/4≥ mv+ ε/2.
162
Hence by union bound w.p.
≥ 1−
∞
∑
t=0
δt ≥ 1−
∞
∑
t=0
δ2
t+1/8≥ 1−δ/4
, in all rounds vˆc > mv+ ε/2 and hence final vˆc > mv+ ε/2.
Proof of Theorem 75
Proof. We divide the proof into following steps:
1. W.p.≥ 1− δ/2, for all candidates if last round is invoked then the candidate’s value is
approximated to an accuracy of ±ε/4.
2. Using 1, mv is always within ±ε/4 of anchor’s value
3. Using 1 and 2, anchor’s value never gets worse
4. Using 2 and Lemma 74, if candidate’s value is at least ε more than that of anchor, then
w.p.≥ 1−δ/4, anchor will be updated to chandidate
5. Using 3 and 4, output is an ε-maximum.
6. Using Lemma 74, TRAD-OPT-AGNOSTIC-SEQ uses O
(
n
ε2 log
n
δ
)
queries and hence opti-
mal for δ≤ 200/n.
7. Using 1, 3 and randomness of sequence, we lower bound mv after l candidates
8. Using 7, we show that not many elements reach higher rounds.
9. Using 8, we bound comparisons for δ> 200/n
Total probability of error comes from steps 1, 4 and 9 (which is union bound over 7 and 8).
Step 1 incurs δ/2 error probability, steps 4 and 9 incur δ/4 error probability each.
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We prove sequence of steps assuming previous steps hold.
We first prove correctness of TRAD-OPT-AGNOSTIC-SEQ.
Step 1 By Hoeffding’s inequality, for ith candidate if last round T = max(1,dlog log 1
δ
i2e) is
invoked, then w.p.≥ 1−δT ≥ 1− δ4i2 , value of ith candidate is approximated to an accuracy of
ε/4.
Hence by union bound, w.p.≥ 1−∑∞i=1 δ/(4i2)≥ 1−δ/2, for all candidates if last round
is invoked, then candidate’s value is approximated to an accuracy of±ε/4. From here, we assume
that this event (we call it event E) has happened and account δ/2 for probability error.
Step 2 Notice that anchor updates only when last round is invoked hence all anchors’ values are
approximated to an accuracy of ±ε/4. Observe that if r is current anchor then |mv− vr| ≤ ε/4.
Step 3 We now show that anchor’s value only gets better.
Now if vc < vr, and if last round is invoked, vˆc ≤ vc+ ε/4< vr + ε/4≤ mv+ ε/2, hence
c won’t become new anchor.
Therefore anchor’s value only gets better.
Step 4 By Lemma 74 if vc ≥ vr + ε ≥ mv + 3ε/4, w.p.≥ 1− δ/4, vˆc ≥ mv + ε/2 and hence
anchor will be updated to c.
Step 5 Now consider the best candidate b, after instance of b is done, w.p. ≥ 1−δ/4, vr ≥ vb−ε
and since anchor only gets better, the final output will be an ε-maximum.
Now we bound the number of comparisons.
Step 6 From Lemma 74, OPT-APPROX uses O
(
1
ε2 log
i
δ
)
queries for ith candidate and hence in
total, O
(
1
ε2 log
n
δ
)
queries are used which is optimal for δ≤ 200/n. From here, we assume that
δ> 200/n and bound the comparisons.
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Step 7 We use some definitions to complete the proof.
Definition 80. Let the candidates be ranked according to their values with lowest valued candi-
date getting rank n and the highest valued candidate getting rank 1 (ties are broken arbitrarily).
Let tk denote the candidate with rank k. Further let ck,ε,δ,l,α denote maximum of all values u s.t.
w.p. ≥ α, OPT-APPROX(tk,ε,δ, l,u) outputs ≥ u+ ε/2.
Notice that the probability that OPT-APPROX(e,ε,δ, l,u) outputs ≥ u+ ε/2 is an increas-
ing function with ve and a decreasing function with u and hence for all k′≤ k and u′≤ ck,ε,δ,l,α, w.p.
≥ α, OPT-APPROX(tk′,ε,δ, l,u′) outputs ≥ u′+ ε/2. Similarly, for all k′ ≥ k and u′ ≥ ck,ε,δ,l,α,
the probability that OPT-APPROX(tk′,ε,δ, l,u′) outputs ≥ u′+ ε/2 is ≤ α.
Notice that ck,ε,δ,l,α≤ vtk−ε/4 for all α> 0 since in last round all values are approximated
to an accuracy of ±ε/4 and if u> vtk− ε/4 then w.p.≥ α> 0, OPT-APPROX(tk′,ε,δ, l,u) needs
to output ≥ u+ ε/2> vtk + ε/4 which voilates the event E.
Now we show that for all l,k,n w.p.≥ 1−2e−
√
kl
4n , after lth candidate in sequence,
mv ≥ ck,ε,δ,l,α.
By Chernoff bound, w.p.≥ 1− e kl4n , in first l candidates there will be at least kl4n candidates
from k top ranked (highest valued) candidates. Let u = c
k,ε,δ,l,
√
4n
kl
. Notice that during TRAD-
OPT-AGNOSTIC-SEQ, mv only increases and increases by at least ε/2 whenever anchor changes.
If mv < u and the candidate is one from top k candidates, then w.p.≥ α the candidate will become
new anchor and new mv ≥ vtk − ε/4 ≥ u. Since there are at least lk4n such candidates in first l
candidates the probability that mv less than u not getting replaced with value greater than u is
(
1− lk
4n
)√ 4n
kl
≤ e−
√
kl
4n .
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Hence by union bound, w.p. ≥ 1−2e−
√
kl
4n , after lth candidate in sequence
mv ≥ ck,ε,δ,l,
√
4n
kl
.
Step 8 Since mv only increases, mv for canidate l′> l is more than ck,ε,δ,l,√4n,kl . Hence probabil-
ity that for k′> k and l′> l, OPT-APPROX(tk′,ε,δ, l′,mv) reaches more than max(2,dlog log 1
δ l
2e+
1) rounds is ≤
√
4n
kl . Hence by chernoff bound, after lth candidate, w.p.≥ 1− e
−n
√
4n
kl , out of all
candidates ranked outside top k, the number of elements that reach more than max(2,dlog log 1
δ
l2e+
1) rounds is ≤ n
√
36n
kl .
Now, using union bound, w.p.≥ 1−2e−
√
kl
4n −e−n
√
4n
kl , over all instances of OPT-APPROX
during TRAD-OPT-AGNOSTIC-SEQ(S,ε,δ), , the number of times the round max(2,dlog log 1
δ
l2e+
1) reached is ≤ k+ l+n
√
36n
kl .
Step 9 Now we complete by selecting sequence of values
li = i6
ki =
4n
(
log
(
2i
2
δ2
))2
li
,
for log 1δ ≤ i≤ logn.
llogn+1 = n.
W.p.≥ 1−2e−
√
kili
4n − e−n
√
4n
kili , number of elemets that are queired Ω
(
1
ε2 log
li
δ
)
times is
O
(
li+ ki+n
√
4n
liki
)
. Hence by union bound, ≥ 1−∑i(e1−
√
liki
4n −e−n
√
4n
liki ), and using upper sum,
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the total number of queries is
1
ε2
O
n log 1
δ
+
logn
∑
i=log 1δ
(
li+ ki+n
√
n
liki
)(
log
li+1
δ
).
We first bound the probability of event,
logn
∑
i=log 1δ
(2e−
√
liki
4n + e
−n
√
4n
liki ) =
logn
∑
i=log 1δ
(2e− log
2i
2
δ2 + e−n/(log
2i
2
δ2
)
≤
logn
∑
i=log 1δ
e
δ2
2i2
+ e−n/(log(2
(logn)2n2))
≤ δ
2
2
+ logne−n/((logn)
2+2logn)
≤ δ
2
2
+
25
n
≤ δ
4
.
where last inequality follows from that 200/n< δ< 1/4.
Total number of queries is
1
ε2
O
n log 1
δ
+
logn
∑
i=log 1δ
(
li+ ki+n
√
n
liki
)(
log
li+1
δ
)
=
1
ε2
O
n log 1
δ
+
logn−1
∑
i=log 1δ
(
i6+
n(i2+ log 1δ)
2
i6
+n/(i2+ log
1
δ
)
)
log li+1

=
1
ε2
O
n log 1
δ
+
logn−1
∑
i=log 1δ
((
i6+
n
i2
+
n
i2
)
(log li+1)3
)
=
1
ε2
O
n log 1
δ
+
logn−1
∑
i=log 1δ
((
i6+
n
i2
)
(log(i+1))3
)
=O
(
n
ε2
log
1
δ
)
.
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5.E Proofs for Section 5.3.2
5.E.1 Proof of Lemma 77
Proof. Proof is similar to proof of [Theorem 2, [FHO+17]] which proves the correctness and
comparison complexity of SOFT-SEQ-ELIM. One can easily adapt that proof for AGNOSTIC-SEQ
( by replacing δ/n with δ/(2i2)).
5.F Motivation and Proofs for SubSection 5.3.3
Similar to subsection 5.2.2, to motivate the algorithm, we first present a general framework
for any sequential and n-agnostic maximization algorithm and give sufficient conditions for its
correctness. Based on these sufficient conditions, we identify where AGNOSTIC-SEQ uses
unnecessary comparisons and derive the optimal algorithm reducing the overhead of AGNOSTIC-
SEQ.
5.F.1 General Framework
Consider a general sequential framework GENERAL-AGNOSTIC-SEQ that maintains an
anchor element ri. At ith instance of a new element arrival, GENERAL-AGNOSTIC-SEQ compares
ri−1 with S(i) and updates the next anchor ri using ANCHOR-UPDATE.
Notice that GENERAL-AGNOSTIC-SEQ is n-agnostic since ANCHOR-UPDATE never uses
knowledge of n. n is used in lines 4 and 7 only for ease of notation. GENERAL-AGNOSTIC-SEQ
runs as long as elements are presented, and outputs once stream of elements ends.
Now we state the two properties that if ANCHOR-UPDATE satisfies them, the correctness
of GENERAL-AGNOSTIC-SEQ is guaranteed.
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Algorithm 43 GENERAL-AGNOSTIC-SEQ
1: inputs
2: Set S, bias ε, confidence δ
3: r1← S(1)
4: for i = 2 to n do
5: ri← ANCHOR-UPDATE(S(i),ri−1,ε,δ, i)
6: end for
7: return rn
5.F.2 Good Anchor Update
Consider ANCHOR-UPDATE that satisfies the following two properties:
• W.p. ≥ 1−δi, p˜ANCHOR-UPDATE(e, f ,ε,δ,i), f ≥ 0 s.t. ∑i δi ≤ δ/4
• W.p. 1−δ/4, p˜ANCHOR-UPDATE(e, f ,ε,δ,i),e ≥−ε.
Put into words, ANCHOR-UPDATE(e, f ,ε,δ, i), w.p.≥ 1−δi is preferable to f and w.p.≥ 1−δ/4,
is ε-preferable to e. Further ∑i δi ≤ δ/4. We call such ANCHOR-UPDATE a good-anchor-update.
In Lemma 81, we show that if ANCHOR-UPDATE is a good-anchor-update then w.p.≥
1−δ/2, GENERAL-AGNOSTIC-SEQ(S,ε,δ) returns an ε-maximum. Proof in Appendix 5.F.5.
Lemma 81. If ANCHOR-UPDATE is a good-anchor-update algorithm, then w.p.≥ 1− δ/2,
GENERAL-AGNOSTIC-SEQ(S,ε,δ) returns an ε-maximum.
Notice that ANCHOR-UPDATE(e, f ,ε,δ, i) = COMPARE2(e, f ,0,ε,δ/(8i2)) is a good-
anchor-update and results in an algorithm that is essentially same as AGNOSTIC-SEQ. But using
COMPARE2 with confidence parameter δ/(8i2) is overkill since p˜COMPARE2(e, f ,0,ε, δ
8i2
),e ≥−ε with
probability 1−δ/(8i2) which is much higher than the sufficient 1−δ/4.
5.F.3 OPT-ANCHOR-UPDATE
We now present an alternative of using COMPARE2 in one shot. Within each instance of
ANCHOR-UPDATE, we use multiple rounds of COMPARE2, decreasing the confidence parameter
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with each consecutive round such that overall comparisons used are orderwise same as compar-
isons used in a single instance of COMPARE2 with confidence parameter Θ( δi2 ). Within each
instance of ANCHOR-UPDATE we move to the next COMPARE2 round only if all the previous
rounds returned 2. This helps in terminating ANCHOR-UPDATE much earlier than if only one
round of COMPARE2 is used.
Algorithm 44 OPT-ANCHOR-UPDATE
1: inputs
2: element e, element f , bias ε, confidence δ, number i
3: Initialize: t← 0, a← 2
4: while a = 2 and t <max(2, log log 1
δ
i2+1) do
5: a← COMPARE2(e, f ,0,ε,δ2t+1/8)
6: t← t+1
7: end while
8: if a = 1 then
9: return f
10: else
11: return e
12: end if
In Lemma 82, we show that OPT-ANCHOR-UPDATE is good-anchor-update. Proof in
Appendix 5.F.6
Lemma 82. OPT-ANCHOR-UPDATE is a good-anchor-update algorithm.
We now bound the number of comparisons used by OPT-ANCHOR-UPDATE. Proof in
Appendix 5.F.7.
Lemma 83. OPT-ANCHOR-UPDATE(e, f ,ε,δ, i) uses O
(
1
ε2 log
i
δ
)
comparisons.
Notice that even in the worst case, OPT-ANCHOR-UPDATE(e, f ,ε,δ, i) uses orderwise
same comparisons as COMPARE2(e, f ,0,ε,δ/(8i2)). We later in Lemma 86 show that in fact
when OPT-ANCHOR-UPDATE used in GENERAL-AGNOSTIC-SEQ, more often uses much fewer
comparisons than this pessimistic bound.
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5.F.4 OPT-AGNOSTIC-SEQ
We now present our main algorithm OPT-AGNOSTIC-SEQ that uses OPT-ANCHOR-
UPDATE in GENERAL-AGNOSTIC-SEQ.
Algorithm 45 OPT-AGNOSTIC-SEQ
1: inputs
2: Set S, bias ε, confidence δ
3: r1← S(1)
4: for i = 2 to n do
5: ri← OPT-ANCHOR-UPDATE(S(i),ri−1,ε,δ, i)
6: end for
7: return rn
Since OPT-ANCHOR-UPDATE is a good-anchor-update, w.p.≥ 1−δ/2, OPT-AGNOSTIC-
SEQ outputs an ε-maximum and hence Lemma 84.
Lemma 84. W.p.≥ 1−δ/2, OPT-AGNOSTIC-SEQ(S,ε,δ) outputs an ε-maximum.
Proof. Proof follows from Lemmas 81 and 82.
Notice that as part of Proof for Lemma 84, we use a property of good-anchor-update
and show that w.p.≥ 1− δ/4, anchor only gets better. In other words, w.p.≥ 1− δ/4, ∀i > j,
p˜ri,r j ≥ 0. The probability of this event is already absorbed in probability of correctness of
OPT-AGNOSTIC-SEQ. Henceforth, in the analysis we assume that anchor always gets better.
We now bound the number of comparisons used by OPT-AGNOSTIC-SEQ. Since
OPT-ANCHOR-UPDATE(e, f ,ε,δ, i) uses O
(
1
ε2 log
i
δ
)
comparisons, Lemma 85 on comparison
complexity of OPT-AGNOSTIC-SEQ follows.
Lemma 85. OPT-AGNOSTIC-SEQ(S,ε,δ) uses O
(
n
ε2 log
n
δ
)
comparisons.
Proof. Proof follows from Lemma 83
Notice that for δ< 50/n1/3, since log 1δ and log
n
δ are of the same order,
OPT-AGNOSTIC-SEQ(S,ε,δ) uses O
(
n
ε2 log
1
δ
)
comparisons. Henceforth, we assume
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δ> 50/n1/3 and prove that w.p.≥ 1−δ/2, OPT-AGNOSTIC-SEQ(S,ε,δ) uses O
(
n
ε2 log
1
δ
)
com-
parisons.
We prove this by showing that for most of the instances of a new element arrival, OPT-
ANCHOR-UPDATE invokes very few COMPARE2 calls hence significantly reducing the compari-
son complexity.
In Lemma 86, we upper bound the number of times a particular round is reached. Proof
in Appendix 5.F.8.
Lemma 86. Over all instances of OPT-ANCHOR-UPDATE during OPT-AGNOSTIC-SEQ(S,ε,δ),
w.p.≥ 1−e1−
√
mn′
4n −e−n
√
4n
mn′ , the number of times the round max(3,dlog log 1
δ
m2e+2) is reached
is ≤ m+n′+n
√
36n
mn′ .
In Lemma 87, using the upper bound on number of times a round is visited over all
instances of OPT-ANCHOR-UPDATE, we bound the comparisons used by OPT-AGNOSTIC-SEQ.
Proof in Appendix 5.F.9.
Lemma 87. For δ ≥ 50/n1/3, w.p.≥ 1− δ/2, OPT-AGNOSTIC-SEQ(S,ε,δ) uses O
(
n
ε2 log
1
δ
)
comparisons.
Theorem 88. [Same as Theorem 78] Under SST models, w.p.≥ 1− δ, OPT-AGNOSTIC-SEQ
(S,ε,δ) uses O
(
n
ε2 log
1
δ
)
comparisons and outputs an ε−maximum.
Proof. [Proof of Theorem 78]
Proof follows from Lemmas 84, 85, and 87.
5.F.5 Proof of Lemma 81
Proof. Since ANCHOR-UPDATE is a good-anchor-update algorithm, w.p. ≥ 1−δi, p˜ri,ri−1 ≥ 0
and w.p. ≥ 1−δ/4,
p˜ri,S(i) ≥−ε.
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Using union bound and that ∑i δi ≤ δ/4, w.p.≥ 1− δ/4, ∀i p˜ri,ri−1 ≥ 0. Hence by SST,
w.p.≥ 1−δ/4, ∀ j > i, p˜r j,ri ≥ 0.
WLOG, let the position of absolute maximum element be k i.e., p˜S(k),S( j) ≥ 0 ∀ j. Notice
that since ANCHOR-UPDATE is good-anchor-update, w.p.≥ 1−δ/4, p˜rk,S(k) ≥−ε.
Hence using union bound, w.p.≥ 1−δ/2,
p˜S(k),r|S| ≤ p˜S(k),rk ≤ ε.
Hence w.p.≥ 1−δ/2, r|S| is an ε-maximum.
5.F.6 Proof of Lemma 82
Proof. Let element g be the output if OPT-ANCHOR-UPDATE(e, f ,ε,δ, i).
We first show that w.p.≥ 1− δ/4, p˜g,e ≥ −ε. If p˜ f ,e ≥ −ε, notice that either g = e or
g = f satisfy that p˜g,e ≥−ε. Hence assume that p˜ f ,e <−ε. In other words p˜ f ,e > ε and hence
COMPARE2(e, f ,0,ε,δ′) will return 2 with probability 1−δ′. Hence by union bound, w.p.
≥ 1−∑
t
δ2
t+1/8≥ 1−δ/4
, (where last inequality follows from δ< 1/2) for all t, COMPARE2(e, f ,0,ε,δ2t+1/8) will return
2. Hence w.p.≥ 1−δ/4, g = e and hence p˜g,e = 0≥−ε.
Now we show that w.p.≥ 1− δ8i2 , p˜g, f ≥ 0. If p˜e, f ≥ 0, notice that g = e or g = f result in
p˜g, f ≥ 0. Hence assume that p˜e, f < 0. Observe that g = e only if all runs of COMPARE2 output 2.
Specifically even a run for a t ′ > log log 1
δ
i2 COMPARE2(e, f ,0,ε,δ2t
′+1
/8) should return 2. The
probability that COMPARE2(e, f ,0,ε,δ2t
′+1
/8) returns 2 is
≤ δ2t
′+1
/8≤ (δ/8)δ2
log log1/δ i
2
= δ/(8i2).
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Therefore w.p.≥ 1−δ/(8i2), g= f and hence p˜g, f = 0≥ 0. Noting that ∑∞i=1 δ8i2 ≤ δ/4 completes
the proof.
5.F.7 Proof of Lemma 83
Proof. OPT-ANCHOR-UPDATE(e, f ,ε,δ, i) calls COMPARE2(e, f ,0,ε,δ2t+1/8) for t = 1 to t =
dlog log1/δ i2e. Hence total comparisons used is
max(1,dlog log1/δ i2e)
∑
i=1
O
(
1
ε2
log
8
δ2t+1
)
= O
 1
ε2
log
1
δ
max(1,dlog log1/δ i2e)
∑
i=1
(2t +1)

= O
(
21+max(1,log log1/δ i
2)
ε2
log
1
δ
)
= O
(
2max(1, log1/δ i
2)
ε2
log
1
δ
)
= O
(
1
ε2
(
log
1
δ
+ log
1
i2
))
= O
(
1
ε2
log
i
δ
)
.
5.F.8 Proof of Lemma 86
Proof. We introduce some notation that helps us in bounding number of times a round is invoked.
Definition 89. Let tn′ denote the n′th ranked element according to underlying descending order
ranking. Further let cn′,ε,δ,m,α denote the rank of the best element e such that with probability
≥ α, OPT-ANCHOR-UPDATE(tn′,e,ε,δ,m) outputs tn′ . In other words, (by SST), for all n′′ ≤ n′
and n′′′ ≥ cn′,ε,δ,m,α, with probability≥ α, OPT-ANCHOR-UPDATE(tn′′ , tn′′′ ,ε,δ,m) outputs 2 and
for all n′′ ≥ n′ and n′′′ < cn′,ε,δ,,m,α, the probability that OPT-ANCHOR-UPDATE(tn′′ , tn′′′ ,ε,δ,m)
outputs 2 is ≤ α.
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We first lower bound the probability that anchor at mth instance of OPT-ANCHOR-UPDATE
is better than some element.
Lemma 90. For all m,n′,n s.t., w.p ≥ 1− e1−
√
mn′
4n ,
p˜rm,tc
n′,ε,δ,m,
√
4n
mn′
≥ 0.
Proof. By Chernoff bound, w.p. ≥ 1−e mn
′
4n , in first m elements there will be at least mn
′
4n elements
from first n′ ranked elements.
Let e = rc
n′,ε,δ,m,
√
4n
mn′
. Let f be an element in top n′ ranked elements and g be worse than
e. For all i ≤ m, w.p.≥
√
4n
mn′ , OPT-ANCHOR-UPDATE( f ,g,ε,δ, i) outputs f . Hence, for any
anchor worse than e, when compared with any one of the elements in the top n′ ranked elements
in an instance less than m gets replaced with probability ≥
√
4n
mn′ . Since there are at least
mn′
4n
such (top n′ ranked elements) in instances less than m, the probability that an anchor worse than e
not getting replaced by one of top mn
′
4n ranked elements is
≤
(
1− mn
′
4n
)√ 4n
mn′ ≤ e−
√
mn′
4n .
Proof follows from the union bound.
From Lemma 90, w.p.≥ 1− e1−
√
mn′
4n ,
p˜rm,tc
n′,ε,δ,m,
√
4n
mn′
≥ 0.
From now, we assume that this event has happened. Since rm is better than tc
n′,ε,δ,m,
√
4n
mn′
and anchor
only gets better, probability that for k > n′, OPT-ANCHOR-UPDATE(tk,rm′,ε,δ,m′) (for some
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m′ > m) reaches more than max(3,dlog log 1
δ
m2e+ 2) rounds is ≤
√
4n
mn′ . Hence, by chernoff
bound, after time m, out of all elements ranked outside top n′, the number of elements that reach
more than max(3,dlog log 1
δ
m2e+2) rounds is ≤ e−n
√
4n
mn′ . Proof follows from union bound.
5.F.9 Proof of Lemma 87
Proof. To prove the Lemma, consider the sequence of mi and n′i values.
mi = i6
n′i =
4n
(
log
(
2i
2
δ2
))2
mi
,
for log 1δ ≤ i≤ logn.
mlogn+1 = n.
From Lemma 86, w.p.≥ 1− e1−
√
min
′
i
4n − e
−n
√
4n
min
′
i , number of elements that are com-
pared Ω( 1ε2 log
mi
δ ) times is O
(
mi+n′i+n
√
4n
min′i
)
. Hence by union bound, ≥ 1−∑i(e1−
√
min
′
i
4n −
e
−n
√
4n
min
′
i ), and using upper sum, the total number of comparisons is
1
ε2
O
n log 1
δ
+
logn
∑
i=log 1δ
(
mi+n′i+n
√
n
min′i
)(
log
mi+1
δ
).
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We first bound the probability of event,
logn
∑
i=log 1δ
(e1−
√
min
′
i
4n + e
−n
√
4n
min
′
i ) =
logn
∑
i=log 1δ
(e1−log
2i
2
δ2 + e−n/(log
2i
2
δ2
)
≤
logn
∑
i=log 1δ
e
δ2
2i2
+ e−n/(log(2
(logn)2n2))
≤ δ
2
2
+ logne−n/((logn)
2+2logn)
≤ δ
2
2
+
25
n
≤ δ
2
.
where last inequality follows from that 50/n1/3 < δ< 1/2.
Total number of comparisons is
1
ε2
O
n log 1
δ
+
logn
∑
i=log 1δ
(
mi+n′i+n
√
n
min′i
)(
log
mi+1
δ
)
=
1
ε2
O
n log 1
δ
+
logn−1
∑
i=log 1δ
(
i6+
n(i2+ log 1δ)
2
i6
+n/(i2+ log
1
δ
)
)
logmi+1

=
1
ε2
O
n log 1
δ
+
logn−1
∑
i=log 1δ
((
i6+
n
i2
+
n
i2
)
(logmi+1)3
)
=
1
ε2
O
n log 1
δ
+
logn−1
∑
i=log 1δ
((
i6+
n
i2
)
(log(i+1))3
)
=O
(
n
ε2
log
1
δ
)
.
177
5.G Proofs for Section 5.4
5.G.1 Proof of Theorem 79
Proof. Proof is very similar to Proof of [Theorem 3 [SG19]]. We adapt the proof to show that the
same proof still works for more general setting that satisfies both SST and STI properties.
We first show that w.p.≥ 1−δ/30, best item is never eliminated and hence w.p.≥ 1−δ/15,
final output is indeed an ε-maximum.
Lemma 91. W.p.≥ 1−δ/30, best item is never eliminated.
Proof. Notice that an element e is eliminated only if COMPARE2(r,e,0,εi,δi) returns 2. Notice
that for best element b since p˜b, f ≥ 0 ∀ f . By Lemma 76, w.p.≥ 1−δi, for any e,
COMPARE2(e,b,0,εi,δi) outputs 1. Hence by union bound, w.p.≥ 1−∑i δi ≥ 1−δ/30, for all i,
COMPARE2(ri,b,0,εi,δi) output 1 and therefore best element is never eliminated.
In the Lemma below, we prove the correctness of COMPETITIVE-MAX.
Lemma 92. W.p.≥ 1−δ/15, COMPETITIVE-MAX(S,ε,δ) outputs an ε-maximum.
Proof. From Lemma 91 w.p.≥ 1− δ/30, best element is never eliminated. Let o be output
when PAC-MAX(S,ε,δ/30) is called in the end. Since S still contains the best element b,
w.p.≥ 1− δ/30, p˜b,o ≤ ε . Hence by union bound, ≥ 1− δ/15, the final output will be an
ε-maximum.
Similar to [SG19], we define a set of elements Tz = {e : 12z ≤ p˜b,e ≤ 12z−1}. Let the set of
elements remaining after s instances of PAC-MAX be As and Az,s = As
⋂
Tz.
Lemma 93. Assuming the best arm is never eliminated, w.p.≥ 1− δ10 , for all s ≥ z, |Az,s+1| ≤
2
19 |Az,s|.
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Proof. Since best arm is never eliminated, using union bound w.p.≥ 1− δ/30, PAC-MAX
always outputs an εi-maximum. Let the output of sth instance of PAC-MAX be rs. rs is
an 1/2s+1-maximum of S. Hence by SST and STI (only time STI is used), for any f ∈ Az,s,
p˜rs, f ≥ 1/2s+1. Hence COMPARE2(rs, f ,0,1/2s+1,δs) outputs 2 with probability 1−δs. Hence
E|Az,s+1| ≤ δsE|Az,s|. Hence by Markov’s inequality,
Pr(|Az,s+1| ≤ 219 |Az,s|)≤ 19δs/2.
Finally, applying union bound over all s and z≤ s, the Lemma follows.
This completes the probabilistic comaprisons part and from here Lemmas 15 and 16
of [SG19] bounds the comparison complexity using Lemmas 91 and 93.
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