When the neutral theory of molecular evolution [ 11 was first proposed, silent (that is, synonymously variable) sites in codons were considered to be ideal candidates for truly neutral evolution [Z]. However, as the DNA sequences of numerous genes were determined, it became apparent that the usage of alternative codons for different amino acids was neither uniform nor random. Furthermore, codonusage patterns were found to vary both among species and among genes from the same genome [ 31. This non-random codon usage was interpreted as evidence of selective differences between codons.
When the neutral theory of molecular evolution [ 11 was first proposed, silent (that is, synonymously variable) sites in codons were considered to be ideal candidates for truly neutral evolution [Z] . However, as the DNA sequences of numerous genes were determined, it became apparent that the usage of alternative codons for different amino acids was neither uniform nor random. Furthermore, codonusage patterns were found to vary both among species and among genes from the same genome [ 31. This non-random codon usage was interpreted as evidence of selective differences between codons.
Codon selection
The first species in which patterns of codon usage were elucidated was Escherichia coli, with critical evidence coming from knowledge of the abundance, and anticodon sequence, of the various tRNAs present in the cell [4] . Optimal codons were identified as those best recognized (1) by the most abundant tRNAs (2) . Highly expressed genes have a highly biased codon usage, with a very high frequency of the optimal codons, while lowly expressed genes have a more random codon usage [4, 51. To illustrate point (Z), consider the six codons for arginine. These are translated by three tRNAs: one (decoding CGU, CGC and CGA) is one of the most abundant tRNAs in E. coli; the other two are of minor abundance, and are rarely (if at all) used by highly expressed genes (Table 1) . To illustrate point (I), consider the two codons for phenylalanine. These are translated by a single tRNA, with the anticodon GAA: this forms a more natural pairing with UUC than with UUU, and the former codon is far more heavily used in highly expressed genes (Table 1) . A single major trend in codon usage exists, forming a continuum between the highly expressed and the lowly expressed patterns [6, 71 , such that the frequency of optimal codons in a gene is highly correlated with its expression level [ S , 81.
An analogous situation is found in a eukaryote, the budding yeast Saccharomyces cerevisiae. Again, tRNA populations in S. cereviszize have been well-characterized [9] . For several amino acids, the optimal codons in yeast differ from those in E. coli.
Highly expressed genes use these codons almost exclusively, while lowly expressed genes have much weaker bias [ 10-121. Again considering only the phenylalanine and arginine codons for illustration (Table I) , a number of points are evident. Firstly, the bias in highly expressed genes is even stronger than in E. coli (as seen by comparison of the relative synonymous codon-usage values). Secondly, for arginine, the preferred codon (AGA) is different from that in E. coli (CGU): in yeast, the tRNA decoding AGA and AGG is very abundant, while the other two tRNAs are relatively rare, and the abundant tRNA responds much better to the AGA codon [9] . Thirdly, for phenylalanine, the preferred codon in yeast is the same as that in E. coli, apparently for the same reason; indeed, UUC may be the optimal phenylalanine codon in all species Several important points should be made (briefly). The first concerns the mechanism of translational selection. Optimal codons are translated ~131. is not necessary (nor does it seem feasible) to invoke such a complex mode of selection. Rather, the codon usage in each gene should reflect a simple mutation-selection balance: in the complete absence (or inefficacy) of selection for optimal codons, such as in a very lowly expressed gene, the pattern of codon usage will be determined by random genetic drift and will reflect the mutation patterns of the genome; in a very highly expressed gene, codon usage will reflect extreme selection for optimal codons; in a gene of intermediate expression level, the codon usage will be at a point on the continuum between the two extremes, determined by the strength of selection [6, 7, 181 . These two points emphasize that it is the level of expression that determines codon usage, and not vice versa. It should also be noted that alternative synonymous codons will not necessarily appear in equal frequencies, even in the complete absence of codon selection, since mutational biases exist. Thus, in yeast, lowly expressed genes have an excess of codons ending in A or U (Table l) , reflecting the overall A+T-richness of the S. cerevisiae genome
Mutation biases
The influence of mutational biases can be most clearly seen when those biases are extreme. Among prokaryotes, genomic G + C content ranges 25-75%. Overall genomic base composition can only be explained as the result of persistent mutational biases [ 191. Scenarios have been envisaged in which genomic G + C is a consequence of adaptation (although there is little evidence to support them, and many apparent counterexamples), but any response to selection would have to be at the level of mutational biases rather than individual nucleotides in genes.
As examples of species with extreme mutational biases we can consider two Gram positive bacteria, Mycoplasma capricolum and Micrococcus
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The New Biology of Protein Synthesis Table 2 Codon usage in A +T-rich and in G + C-rich organisms Codon-usage luteus. M. capricolum has a genomic G + C content of 25%, and about 93% of codons end in A or U; for example, both for phenylalanine and for leucine the single codons composed entirely of A or U are very heavily used ( Table 2) . M. luteus has a genomic G + C content of 74%, and about 95% of codons end in C or G; for phenylalanine, UUU is almost never used, while for leucine the two most G + Crich codons are both heavily used ( Table 2) . Genes from another extremely G + C-rich Gram positive genus, Str@tomyces, exhibit similar codon usage [20] . The base composition bias is so strong in these species that all genes have quite similar codon usage, and any influence of translational selection is almost swamped [20, 21 3. While these species were chosen to emphasize the point, between these extremes lies a linear relationship between genomic G + C and silent-site G + C , so that all bacterial species exhibit their own mutational bias [22] . Extreme mutational biases are not limited to prokaryotes. For example, the slime mould Dictyostelium discodeurn has a very low genomic G + C content (25%), and the codon usage reflects this, though not to the same extent as in M capricolum ( Finally, it should be noted that mutation biases are evident not only in nucleotide frequencies, but also in dinucleotide composition, reflecting the fact that mutational patterns can be influenced by neighbouring bases [24] .
Codon usage in the human genome
Codon usage varies enormously among human genes, but the pattern is quite different from that seen in E. coZi or in yeast. The variation is in base composition, such that the G + C content at silent sites varies from about 30% to 90% [25] . Consistent trends in the use of codons ending in C or in G are seen across the entire genetic code [26, 271 , and are illustrated ( Table 3 ) by codon usage in the human Table 3 Codon usage in animals Codon-usage differences among human genes do not appear to be related to the tissue, time, or level of expression of the genes; for example, the aand P-globin genes have similar expression patterns, but differ in codon usage (Table 3) . Rather, codon usage seems largely to reflect the base composition of the region of chromosome in which the gene is located. For example, the G + C content at silent sites is highly correlated with the G + C content in the introns and in the 5' and 3' flanking sequences of the same gene [25] . Also, the G + C content is highly correlated among neighbouring genes [28] ; for example, the a-and cglobin genes are tightly linked on chromosome 16 and have a similar codon usage to each other, and the P-and A-y-globin genes are tightly linked on chromosome 11 and have a similar codon usage to each other. These observations are consistent with the 'isochore' theory proposed by G. Bernardi [29] , who suggested that the human genome consists of a mosaic of regions (perhaps 200-1000 kb in length) of different G + C content.
As with the base-composition variation among bacterial genomes, there has been speculation that G + C variation around the human genome reflects adaptation [30] , although there is no evidence; again the immediate cause must be largely mutational biases [ 3 11 . Various mechanisms for these biases have been suggested [ 3 1-33] , and indeed there may be several factors contributing to mutational patterns since the biases are quite complex. For example, while G + C content at silent sites is highly correlated with that in the surrounding region, it is often higher. Additionally, the bias at any particular silent site seems to be influenced by neighbouring bases [34].
The question arises as to why codon-usage patterns are heavily influenced by translational selection in E. coli and in yeast, but appear to be largely determined by mutation in the human genome. This might reflect a difference between unicellular and multicellular organisms [8] , but this turns out not to be the case.
Codon usage in Drosophila and in Caenorhabditis
Some multicellular organisms exhibit codon-usage patterns revealing evidence of translational selection. For example, codon usage varies quite substantially among genes in the insect Drosophila melanogaster. The major trend(s) in codon usage among a set of genes can be identified by multivariate statistical analysis. When such analyses are applied to genes from D. melanogaster, a major trend is found between genes with high and with low codon-usage bias; the extent of bias is correlated with the level of gene expression [35, 361 . For example, genes encoding abundant proteins such as alcohol dehydrogenase largely use only one or two codons per amino acid, while genes for low-abundance regulatory proteins use all synonyms more or less equally (such that relative synonymous codonusage values are near l.O), although with a bias towards codons ending A or U reflecting the genomic G + C content in this species (Table 3) . The trend among genes is also reflected in the silent-site G + C content, but this is not an isochore phenomenon:
the G + C content at silent sites is only very weakly correlated with that in introns, and the variation in G + C exists to a large extent because all of the optimal codons in this species end in C or G [ 35, 361. Thus, codon usage in Drosophila seems quite different to that in human genes, and similar to that in E. coli or in yeast, insofar as the patterns are shaped by translational selection. The reason why codon usage is influenced by selection in some species but not in others can be understood from a classical population-genetic perspective [ 371. The selective difference ( S ) between alternative synonyms must be very small. Therefore, selection will only be effective in shaping codon usage if the species has a very large effective population size; otherwise the small selective differences will be swamped by random genetic shift [37] . The longterm evolutionary effective population size (N,) in Drosophila has been estimated as 10h-107; that in humans as 10' [38] . For selection to be effective, the product of N, and S must be greater than 4 [37], and so we might infer that the value of S is around 10 -5-10 -6.
Our recent analyses suggest that codon usage in the nematode Caenorhabditis elegans varies considerably with the level of gene expression (M. Stenico, A. T. Lloyd and P. M. Sharp, unpublished work), similarly to the situation in Drosophila. For twelve amino acids (for example, threonine and alanine; Table 3 ), the same codons appear to be preferred in the two species, but for another six amino acids, different codons between the two species are optimal.
How widespread are chromosome regional effects?
The 'isochore' phenomenon, that is, substantial chromosome regional effects on base composition, was proposed for 'warm-blooded vertebrates', that is, mammals and birds [29] . More recently, it has been pointed out that substantial silent-site G + C content variation among genes is seen in many species, including prokaryotes [39, 401, and it was inferred that isochores may exist in almost all species. However, those analyses did not examine the chromosomal location of the genes or whether silent-site G + C content is correlated with that in flanking sequences; nor did they consider that translational selection may be responsible for the variation (as in Drosophila and Dictyostelium).
The recent determination of the complete sequence of yeast chromosome 111 [4 1 J has allowed an investigation of whether regional base-composition effects exist in that species [42] . Surprisingly, significant variation in G + C content was found, which was not related to the frequency of use of optimal codons. Genes with more G + C-rich silent sites are found in two clusters, one in each chromosome arm. These relatively G + C-rich regions are about 40-60 kb long, while the surrounding A + Trich regions are 40-120 kb long. It is not yet known whether these regions are analogous to isochores, that is, whether they are due to the same cause(s).
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How does codon usage diverge?
Since codon-usage patterns in, for example, E. coli and S. cerevisiae, are highly co-adapted with tRNA populations, the question arises as to how these patterns can have diverged among distantly related species. T o investigate this question, we have studied codon usage in species of various degrees of divergence from the two archetypal organisms E. coli and S. cerevisiae.
Among the enterobacteria, codon-usage patterns in E. coli and its close relative Salmonella typhimurium are largely similar [6, 81. In the more distantly related species Serratia marcescens, some differences are evident: S. marcescens genes vary considerably in silent-site base composition. This can be interpreted most simply as the result of a mutation-selection balance [ 431. The S. marcescens genome has a G + C content of 59% (compared with 51% in E. coli), and silent sites in poorly expressed genes reflect this G + C bias most strongly (with values around 80%). In highly expressed S. marcescens genes, codon usage is very similar to that in E. coli ( G + C content around 50%). Thus, while the mutational biases of the two species have diverged, the direction of selection (that is, the identity of the optimal codons) has not. Proteus vulgaris is yet more distantly related, and has an A + T-rich genome (G + C = 39%). In P. vulgark, silent sites in all genes are A + T-rich [44] ; while the tRNA population in this species has not been examined, it appears that the optimal codons are different from those in E. coli. These observations fit with models attempting to predict how codon usage will diverge under a persistent mutational bias [44] .
Among yeasts, the most closely related species to S. cerevisiae in which codon usage has been examined in detail is Kluyveromyes lactis [45] .
Overall, codon usage, as measured by the frequency (and identity) of optimal codons, or by the silentsite G + C content, is very similar in homologous genes from the two species. In the more distantly related yeast Candida albicans, codon usage has diverged somewhat [46] : the same optimal codons are preferred, but many genes are more A + T-rich, reflecting the lower genomic G + C content of C albicans (35%).
Conclusions
It is quite clear that in some (perhaps many?) genes in some (perhaps many?) species, silent sites are not neutral. In addition to the species described above, we have found codon-usage variation correlated with gene expression levels in the Gram-positive bacteria Bacillus subtilis [47] and Lactococcus lactis (J. F. Peden, A. T. Lloyd and P. M. Sharp, unpublished work) , in the ascomycete fungus Aspergillus nidulans [48] , and in the budding yeast Schizosaccharomyces pombe [26] ; in each case a different array of optimal codons exist. Translational selection not only leads to bias in codon usage, but can also explain why codon usage varies among genes (because the strength of selection varies with expression level), and why codon usage varies among species (because the intensity of selection varies with life history, the efficacy of selection varies with effective population size, and the direction of selection, that is, the particular codons that are preferred, varies with tRNA populations). However, mutation biases also contribute to codon-usage variation, not only among species, but also (more surprisingly) among genes from different regions of the same genome.
Some aspects of the evolutionary bases of codon usage seem to be sufficiently well-defined that our direction of inference can now be reversed. That is, results from codon-usage studies can be used to infer what the long-term effective population size of a species has been (for example, for C. elegans it seems to have been large), or how mutation patterns vary around the genome (as in yeast). Nevertheless, many interesting questions about codon usage are yet to be answered.
This review is dedicated to Red Leader, who has encouraged, clarified, and (sometimes) listened. Recent work has been supported by a grant from EOLAS (to P.M.S.), and by an EKASMUS studentship (to M.S.). W e can begin with a caveat. It is well-documented that changes of one to several codons in a gene can lead to pronounced effects on the expression levels of the corresponding proteins (for example [S-71). Where they have been studied in detail, these effects have been found to be due to such indirect causes as transcriptional termination, mRNA instability or ribosomal frameshifts [%lo] . I want to make a sharp distinction between these short-string effects and the major codon preference, which involves the overall codon bias of entire genes 1111. Failure to make this distinction simply confuses discussions of the major codon preference.
Introduction
There are two remarkable aspects of the major codon preference. One is its defining characteristic: namely, the observation that highly expressed genes of micro-organisms have a marked bias in favour of a subset of codons, the major codons. It is worth emphasizing here that only a Such results suggest that a predominance of the major codons in a gene does not necessarily enhance the expression level of its product, and, conversely, that a predominance of rare codons in a gene will not necessarily lower the expression level of its protein product. Similarly, studies of the substitution frequencies in homologous genes of closely related bacteria suggest that there are no strong evolutionary selective forces that conserve the rare codons of lowexpression-level genes. Instead, these seem to be subject to a normal rate of mutation [19] , which contradicts the expectation that rare codons are conserved as control elements for the expression
