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We review in detail the derivation of the dielectric response function of a noninteracting system of
spin-1/2 fermions in the random-phase approximation. Results for the response function of a Fermi
gas in one, two and three dimensions can be obtained in closed form, and represent the baseline
for developing a pedagogical understanding of the effect of correlations on the response functions in
interacting systems of fermions.
I. INTRODUCTION
The study of quantum systems with low spatial di-
mensions represents an active field of study that is being
pursued aggressively in the context of emergent phenom-
ena and has important implications for both fundamen-
tal and applied physics. For instance, the reduced di-
mensionality of the system is relevant to the properties
of thin films and surfaces [1], and for the understanding
of high-temperature cuprate superconductors [2]. This
in turn poses classroom challenges, aiming at exposing
students to the array of formal techniques required to
study such systems, with a special emphasize on linear
response theory aimed at studying the response of the
quantum system to a perturbation [3].
In quantum many-body systems the role played by
correlations and quantum fluctuations is greatly affected
by the reduced dimensionality of the system. Under-
standing the role played by collective excitations in cal-
culating the response to a perturbation of a many-body
system represents a fundamental problem in many-body
theory [4, 5]. The special case of a homogeneous gas
of interacting spin-1/2 fermions has important applica-
tions ranging from condensed matter and ultracold atom
gases to nuclear and high-energy physics. Furthermore,
the response of an interacting system can be represented
as the response of a noninteracting system of particles to
an effective self-consistent field. This is true in particular
for weakly-interacting systems of particles. Therefore, a
classic problem in many-body theory is the calculation
of the response function for a system of noninteracting
spin-1/2 fermions (e.g. electrons).
The intent of this paper is pedagogical. The response
function of a Fermi gas in three, two and one dimen-
sions can be obtained in closed form, and this deriva-
tion represents a useful classroom exercise. In addi-
tion, the Fermi gas results are intended as the base-
line for studying the dielectric response function in a d-
dimensional Penn-model semiconductor [6], perhaps the
simplest semi-realistic demonstration of changes intro-
duced by the presence of a gap in the single-particle en-
ergy dispersion relation [7]. The latter will be discussed
elsewhere.
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II. DIELECTRIC FUNCTION IN RPA
Consider the interaction of an electrostatic field,
Φext(r, ω), with a system of fermions. Then, the exter-
nal potential will induce a charge distribution, ρind(r, ω),
which in turn produces a potential Φind(r, ω). The to-
tal electrostatic potential Φtot(r, ω) is given by the sum
of the external potential and that associated with the
induced charge distribution, i.e.
Φtot(r, ω) = Φext(r, ω) + Φind(r, ω) . (2.1)
Similarly, the total electric charge, ρtot(r, ω), is given by
the superposition of the charge distribution of the non-
interacting target, ρ(r, ω), and the induced charge distri-
bution, i.e.
ρtot(r, ω) = ρ(r, ω) + ρind(r, ω) . (2.2)
The individual external, induced and total charge distri-
butions and electrostatic potentials obey Poisson equa-
tions of the form
−∇2Φ = 4pi ρ . (2.3)
In a linear-response approximation, we have
ρind(r, ω) = e2
∫
ddr′ χ(r, r′, ω) Φtot(r′, ω) , (2.4)
where the electron response function is calculated in the
random-phase approximation (RPA), as
χ(r, r′, ω) = lim
η→0+
∑
ij
fi − fj
~(ω − ωij) + iη (2.5)
× ψ∗i (r)ψ∗j (r′)ψj(r)ψi(r′) ,
or, in momentum space,
χ(q,q′;ω) = lim
η→0+
∑
ij
fi − fj
~(ω − ωij)− iη (2.6)
× 〈i|eiq·r′ |j〉〈j|e−iq′·r′′ |i〉 .
Here, εi and ψi(r) are single-particle energies and wave
functions, and fi are occupation functions of the single-
particle states. We have also introduced the notation,
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2~ωij = εi − εj , and the matrix elements are calculated
as
〈i|eiq·r|j〉 =
∫
ddr ψ∗i (r) e
iq·r ψj(r) . (2.7)
For uniform systems, we have
Φind(q, ω) = e2 Vd(q)
∫
ddq′
(2pi)d
χ(q,q′;ω) Φtot(q′, ω) ,
(2.8)
and Vd(q) is the Fourier transform of the coulomb poten-
tial in d dimensions, i.e.
Vd(q) =
∫
ddx
eiq·x
x
=
 −2γE + ln(1/q
2) , if d = 1 ,
2pi/q , if d = 2 ,
4pi/q2 , if d = 3 ,
(2.9)
with the Euler constant, γE = 0.577216 · · · . Therefore,
the dielectric function in RPA reads
ε(q,q′;ω) = δq,q′ + e2 Vd(q)χ(q,q′;ω) . (2.10)
III. NONINTERACTING (FERMI GAS) MODEL
A system of noninteracting spin-1/2 fermions is com-
monly referred to as a Fermi Gas (FG) system. In this
system, one-particle states are plane waves characterized
by momentum k, spin σ = ±1, corresponding to the
usual spin-up (↑) and spin-down (↓) fermions, and one-
particle energies, k = ~2k2/(2m). All states below mo-
mentum Fermi, kF , are occupied. Hence, the occupation
of the one-particle states is given by
nk = Θ(kF − k) . (3.1)
In the following the sum over states k is understood as
an integral over all one-particle states, i.e
∑
k
→
∑
σ
∫
ddk
(2pi)d
. (3.2)
The Fermi gas density in d dimensions is calculated as
follows
N1 = 2
∫
k≤kF
dk
2pi
=
2kF
pi
, (3.3)
N2 = 2
∫
k≤kF
d2k
(2pi)2
=
k2F
2pi
, (3.4)
N3 = 2
∫
k≤kF
d3k
(2pi)3
=
k3F
3pi2
. (3.5)
As a matter of convenience we express momenta in terms
of the Fermi momentum, kF , and energies in terms of the
Fermi energy, F = ~2k2F /(2m).
Assuming Fermi-gas-like occupation functions, fk =
nk, the response function reads
χ(q,q′;ω) = 2
∫
ddki
(2pi)d
nki (3.6)
×
∫
ddkj (1− nkj ) lim
η→0+
F(ki,kj ;q,q′)
~(ω − ωij) + iη ,
where θ(x) is the Heaviside function and F(ki,kj ;q) de-
pends on the ground-state model. The factor 2 is the
degeneracy factor corresponding to a system of spin-1/2
fermions.
The matrix elements (2.7) corresponding to the case of
a Fermi gas system are given by
1
(2pi)d
〈j|eiq·r|i〉 = δd(q + ki − kj) . (3.7)
Therefore, we find that
F(ki,kj ;q,q′) = δdq′,q
(
δdkj ,ki+q − δdkj ,ki−q
)
, (3.8)
and the response (Lindhard) function for the case of the
Fermi gas is local. We obtain
χ0(q, ω) =
2
~
∫
ddk
(2pi)d
nk (1− nk+q) (3.9)
×
[ 1
ω − ωkq + iη −
1
ω + ωkq − iη
]
,
where we have introduced the notation
~ωkq = ε|k+q| − εk = ~
2
2m
(
q2 + 2q · k
)
. (3.10)
IV. STATIC RESPONSE FUNCTIONS
The static case corresponds to the zero-energy trans-
fer limit, ω = 0. This case was discussed in detail by
Kittel [8] and we will follow his approach here.
For ω = 0 in Eq. (3.9), it is conventional to introduce
the notation F (q) = −χ(q, ω = 0). We have:
F (q) = 2
∫
k≤kF
ddk
(2pi)d
[nk(1− nk+q)
k+q − k −
(1− nk−q)nk
k − k−q
]
= 2
∫
k≤kF
ddk
(2pi)d
[nk(1− nk+q)
k+q − k −
(1− nk)nk+q
k+q − k
]
= 2
∫
k≤kF
ddk
(2pi)d
nk − nk+q
k+q − k , (4.1)
where we changed variables in the second term based on
the fact that the integral is over all states k. By the same
argument, we can write
F (q) = 2
∫
k≤kF
( nk
k+q − k −
nk
k − k−q
)
, (4.2)
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FIG. 1: (Color online) Momentum dependence of the d-
dimensional static response functions, F (q) = −χ(q, ω = 0),
corresponding to zero energy transfer, ω = 0. Here, momenta
are expressed in rescaled units, i.e. in units of the Fermi mo-
mentum, kF .
or
~2
2m
F (q) = 2
∫
k≤kF
ddk
(2pi)d
( 1
q2 + 2k · q +
1
q2 − 2k · q
)
.
(4.3)
Using rescaled coordinates, i.e. by letting k → k/kF , we
obtain
F (q) =
2kdF
F
∫
k≤1
ddk
(2pi)d
2q2
q4 − 4(k · q)2 . (4.4)
We will discuss now the three-dimensional realizations of
the static response function corresponding to d = 1, 2
and 3. We have:
• d = 3 case: We have
F3(q) =
k3F
pi2F
∫ 1
0
k2 dk
∫ 1
−1
dµ
q2 − 4k2µ2
=
N3
F
3
2q
∫ 1
0
k dk log
∣∣∣q + 2k
q − 2k
∣∣∣ ,
which gives
F3(q) =
N3
F
3
4
[
1 +
1− ( 12q)2
q
log
∣∣∣1 + 12q
1− 12q
∣∣∣] . (4.5)
• d = 2 case: We have
F2(q) =
k2F
pi2F
∫ 1
0
k dk
∫ 2pi
0
dφ
q2 − 4k2 cos2 φ . (4.6)
For q ≥ 2, the above gives
F2(q > 2) =
N2
F
4
q
∫ 1
0
k dk√
q2 − 4k2
=
N2
F
(
1−
√
1− (2/q)2
)
, (4.7)
whereas for q < 2, we obtain
F2(q < 2) =
N2
F
4
q
∫ 1
2 q
0
k dk√
q2 − 4k2 =
N2
F
, (4.8)
Hence, we obtain:
F2(q) =
N2
F
[
1 − Θ(q − 2)
√
1− (2/q)2
]
. (4.9)
• d = 1 case: We have
F1(q) =
2kF
piF
∫ 1
−1
dk
q2 − 4k2 , (4.10)
which gives
F1(q) =
N1
F
1
2q
log
∣∣∣1 + 12q
1− 12q
∣∣∣ . (4.11)
In Fig. 1, we depict the momentum dependence of the
above static response functions, F1(q), F2(q), and F3(q).
V. LINDHARD FUNCTIONS
To calculate the Lindhard function, i.e.
χ(q, ω) =
2
~
∫
k≤kF
ddk
(2pi)d
nk(1− nk+q) (5.1)
×
( 1
ω − ωkq + iη −
1
ω + ωkq − iη
)
,
we use the formal identity
1
ω ± iη = P
1
ω
∓ ipiδ(ω) . (5.2)
Therefore, we have
χ(q, ω) = Re χ(q, ω) + i Imχ(q, ω) , (5.3)
with
Re χ(q, ω) = 2
~
P
∫
ddk
(2pi)d
nk(1− nk+q) 2ωkq
ω2 − ω2kq
,
(5.4)
and
Imχ(q, ω) = −2pi
~
∫
ddk
(2pi)d
nk(1− nk+q) (5.5)
×
[
δ(ω − ωkq) + δ(ω + ωkq)
]
,
where we introduce the notation
~ωkq = k+q − k = ~
2
2m
(
q2 + 2k · q
)
. (5.6)
4A. Real part of the Lindhard function
In Eq. (5.4), we observe that the product nk(1−nk+q)
is symmetric under the interchange k ↔ k + q, whereas
ωkq is odd. Hence the second term in Eq. (5.4) vanishes
and we obtain
Re χ(q, ω) = 2
~
P
∫
k≤kF
ddk
(2pi)d
2ωkq
ω2 − ω2kq
. (5.7)
Using rescaled coordinates and after introducing the no-
tation, ν = ~ω/F , we obtain
Re χ(q, ν) (5.8)
=
2kdF
F
P
∫
k≤1
ddk
(2pi)d
( 1
q2− − 2k · q
− 1
q2+ + 2k · q
)
,
with q2± = ν ± q2. We can also write:
Re χ(q, ν) = Re χ(−)(q, ν)−Re χ(+)(q, ν) , (5.9)
where the two contributions are
Re χ(±)(q, ν) = 2k
d
F
F
P
∫
k≤1
ddk
(2pi)d
1
q2± ± q · k
. (5.10)
We note the relationship:
Re χ(q, ν = 0) = −F (q) . (5.11)
We specialize now to the three-dimensional realizations
corresponding to d = 1, 2 and 3. We have:
• d = 3 case: We have:
Re χ(±)3 (q, ν) =
2k3F
(2pi)2F
P
∫ 1
0
k2 dk
∫ 1
−1
dµ
q2± ± 2qkµ
=
N3
F
3
4q
∫ 1
0
k dk log
∣∣∣q2± + 2qk
q2± − 2qk
∣∣∣ , (5.12)
which gives
Re χ(±)3 (q, ν) (5.13)
=
N3
F
3
4
[ q2±
2q2
+
4q2 − q4±
8q3
log
∣∣∣1 + q2±/(2q)
1− q2±/(2q)
∣∣∣] .
Hence, we obtain the well-known 3D Lindhard func-
tion [9]:
Re χ3(q, ν) =N3
F
3
4
[
−1 + 4q
2 − q4−
8q3
log
∣∣∣1 + q2−/(2q)
1− q2−/(2q)
∣∣∣
− 4q
2 − q4+
8q3
log
∣∣∣1 + q2+/(2q)
1− q2+/(2q)
∣∣∣ ] . (5.14)
• d = 2 case: We have:
Re χ(±)2 (q, ν) =
k2F
2pi2F
P
∫ 1
0
k dk
∫ 2pi
0
dφ
q2± ± 2qk cosφ
.
(5.15)
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FIG. 2: (Color online) Momentum dependence of the real
part of the d-dimensional Linhard functions, Re χ(q, ν), cor-
responding to several values of the energy transfer, ν. Here,
momenta and energies are expressed in rescaled units, i.e.
in units of the Fermi momentum, kF , Fermi energy, F =
~2k2F /(2m).
For |q2±|/(2q) ≥ 1, the above gives
Re χ(±)2 (q, ν) =
N2
F
1
q
sgn(q2±)
∫ 1
0
k dk√∣∣q2±/(2q)∣∣2 − k2
=
N2
F
sgn(q2±)
[ ∣∣∣ q2±
2q2
∣∣∣− 1
q
√∣∣q2±/(2q)∣∣2 − 1 ] , (5.16)
whereas for |q2±| < 2q, we obtain
Re χ(±)2 (q, ν) =
N2
F
1
q
sgn(q2±)
∫ 1
2q q
2
±
0
k dk√∣∣q2±/(2q)∣∣2 − k2
=
N2
F
q2±
2q2
. (5.17)
Hence, we obtain the 2D Lindhard function [1]:
Re χ2(q, ν) = N2
F
[
−1 (5.18)
− sgn(q2−) Θ
[|q2−|/(2q)− 1] 1q
√∣∣∣q2−
2q
∣∣∣2 − 1
+ sgn(q2+) Θ
[|q2+|/(2q)− 1] 1q
√∣∣∣q2+
2q
∣∣∣2 − 1 ] .
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FIG. 3: (Color online) Energy dependence of the real part of
the d-dimensional Linhard functions, Re χ(q, ν), correspond-
ing to several values of the momentum transfer, q. Momenta
and energies are expressed in rescaled units.
• d = 1 case: We have:
Re χ(±)1 (q, ν) =
kF
piF
P
∫ 1
−1
dk
q2± ± 2qk
=
N1
F
1
4q
log
∣∣∣1 + q2±/(2q)
1− q2±/(2q)
∣∣∣ . (5.19)
The above gives:
Re χ1(q, ν) (5.20)
=
N1
F
1
4q
[
log
∣∣∣1 + q2−/(2q)
1− q2−/(2q)
∣∣∣− log∣∣∣1 + q2+/(2q)
1− q2+/(2q)
∣∣∣ ] .
In Fig. 2 we depict the momentum dependence of the real
part of the Linhard functions, Re χ(q, ν), corresponding
to several values of the energy transfer, ν. Similarly, in
Fig. 3 we illustrate the energy dependence of the real
part of the Linhard functions, Re χ(q, ν), corresponding
to several values of the momentum transfer, q.
B. Imaginary part of the Lindhard function
We specialize here to the case of positive energy trans-
fer, ω > 0. Hence, the imaginary part of the Linhard
- q - 2q2
- q + 2q2
q + 2q2
q - 2q2
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15
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FIG. 4: (Color online) Kinematic constraints in the energy vs
momentum phase space for the calculation of the imaginary
part of the d-dimensional Linhard functions. Only positive
values of the energy, ν, are physical. Momenta and energies
are expressed in rescaled units.
function is given by
Imχ(q, ω) (5.21)
= −2pi
~
∫
≤kF
ddk
(2pi)d
Θ(|k + q| − kF ) δ(ω − ωkq) .
Using rescaled coordinates and after introducing the no-
tation, ν = ~ω/F , we obtain
Imχ(q, ν) = − (2pi)k
d
F
F
(5.22)
×
∫
≤1
ddk
(2pi)d
Θ(|k + q| − 1) δ(ν − 2k · q− q2) .
We specialize now to the three-dimensional realizations
corresponding to d = 1, 2 and 3. We have:
• d = 3 case: We have:
Imχ3(q, ν) =− k
3
F
(2pi)F
∫ 1
0
k2 dk (5.23)
×
∫ 1
−1
dµ Θ(|k + q| − 1) δ(ν − 2kqµ− q2) .
We perform the change of variables: µ→ p = |k + q|,
and obtain
Imχ3(q, ν) = − N3
F
3pi
2q
(5.24)
×
∫ 1
0
k dk
∫ k+q
|k−q|
p dp Θ(p− 1) δ(ν − p2 + k2) .
Using the identity
δ[f(p)] =
δ(p− p0)
|f ′(p0)| , with f(p0) = 0 , (5.25)
6we obtain
Imχ3(q, ν) (5.26)
= − N3
F
3pi
4q
∫ 1
0
k dk
∫ k+q
|k−q|
dp Θ(p− 1) δ(p− p0) ,
where p0 =
√
ν + k2. The kinematics conditions re-
quire that i) p0 ≥ 1, i.e.
k ≥ ka =
√
1− ν , (5.27)
and ii) |k − q| ≤ p0 ≤ k + q, i.e.
q2 − 2kq ≤ ν ≤ q2 + 2kq , (5.28)
and we recall that ν ≥ 0. This gives the energy con-
strain
q2 − 2q ≤ ν ≤ q2 + 2q . (5.29)
The right-hand side of Eq. (5.28) gives the constraint
k ≥ kr = 1
2
(ν
q
− q
)
, (5.30)
whereas the left-hand side of Eq. (5.28) gives
k ≥ kl = −kr = −1
2
(ν
q
− q
)
. (5.31)
In order to calculate Imχ3(q, ν) we need to find the
minimum value of k, kmin = max(ka, kb), where kb =
1
2
∣∣ν
q − q
∣∣. Correspondingly, we introduce the notations
Imχa3(q, ν) = −
N3
F
3pi
4q
∫ 1
ka
k dk (5.32)
= −N3
F
3pi
4
ν
2q
,
and
Imχb3(q, ν) = −
N3
F
3pi
4q
∫ 1
kb
k dk (5.33)
= −N3
F
3pi
4
1
2q
[
1− 1
4
(ν
q
− q
)2]
.
We begin by considering the case kb ≥ ka. Using
Eqs. (5.27) and (5.30), we obtain the condition
ν2 + 2q2ν + q4 − 4q2 ≥ 0 , (5.34)
which in turn is satisfied if
ν ≥ −q2 + 2q . (5.35)
Hence, the relative size of ka and kb is obtained by com-
paring Eqs. (5.28) and (5.35), as illustrated in Fig. 4.
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FIG. 5: (Color online) Energy dependence of the imaginary
part of the d-dimensional Linhard functions, Imχ(q, ν), cor-
responding to several values of the momentum transfer, q.
Momenta and energies are expressed in rescaled units. For
convenience, we plot 1
2
Imχ1(q, ν) in the one-dimensional
case.
For q ≥ 2, the inequality in Eq. (5.34) is always satis-
fied because ν ≥ 0 ≥ −q2 + 2q. Therefore, for q ≥ 2,
we have kmin = kb =
1
2
∣∣ν
q − q
∣∣. We have
Imχ3(q ≥ 2, q2 − 2q ≤ ν ≤ q2 + 2q) = Imχb3(q, ν) .
(5.36)
For q < 2, the condition kb ≥ ka is satisfied if the
energy satisfies the condition ν ≥ −q2 + 2q. Then, we
7obtain
Imχ3(q < 2,−q2 + 2q ≤ ν ≤ q2 + 2q) = Imχb3(q, ν) .
(5.37)
If instead we have 0 ≤ ν < −q2 + 2q, then we have,
ka > kb, and the minimum value of k is given as kmin =
ka =
√
1− ν. We obtain
Imχ3(q < 2, 0 ≤ ν < −q2 + 2q) = Imχa3(q, ν) . (5.38)
• d = 2 case: We have:
Imχ2(q, ν) = − k
2
F
(2pi)F
(5.39)
×
∫ 1
0
k dk
∫ 2pi
0
dφ Θ(|k + q| − 1) δ(ν − 2kq cosφ− q2) .
Similarly to the 3D case, we perform the change of
variables: φ→ p = |k + q|, and obtain
Imχ2(q, ν) = −N2
F
(5.40)
× 4
∫ 1
0
k dk
∫ k+q
|k−q|
p dpΘ(p− 1) δ(ν − p2 + k2)√[
(k + q)2 − p2][p2 − (k − q)2] .
Using the identity (5.25), we obtain
Imχ2(q, ν) = −N2
F
2
∫ 1
0
k dk√
4q2k2 − (ν − q2) (5.41)
×
∫ k+q
|k−q|
dpΘ(p− 1) δ(p− p0) .
where p0 =
√
ν + k2. The kinematics conditions and
the p integral result in a modified range of allowed val-
ues for k, i.e. kmin ≤ k ≤ 1. The discussion regarding
kinematics and the value of kmin is the same as in the
3D case. Hence, we introduce the notations
Imχa2(q, ν) = −
N2
F
2
∫ 1
ka
k dk√
4q2k2 − (ν − q2)2 (5.42)
= −N2
F
1
q
[√
1− 1
4
(ν
q
− q
)2
−
√(
1− q
2
4
)− ν
2
− ν
2
4q2
]
,
and
Imχb2(q, ν) = −
N2
F
2
∫ 1
kb
k dk√
4q2k2 − (ν − q2)2 (5.43)
= −N2
F
1
q
√
1− 1
4
(ν
q
− q
)2
.
Using the same arguments as in the 3D case, we find
Imχ2(q < 2, 0 ≤ ν < −q2 + 2q) = Imχa2(q, ν) , (5.44)
and
Imχ2(q ≥ 2, q2 − 2q ≤ ν ≤ q2 + 2q) = (5.45)
Imχ2(q < 2,−q2 + 2q ≤ ν ≤ q2 + 2q) = Imχb2(q, ν) .
• d = 1 case: We have:
Imχ1(q, ν) = −kF
F
∫ 1
−1
dkΘ(k + q − 1) δ(ν − 2kq − q2) .
(5.46)
Using the identity (5.25), we obtain
Imχ1(q, ν) = −N1
F
pi
4q
∫ 1
−1
dk Θ(k0 + q − 1) δ(k − k0) ,
(5.47)
where k0 =
1
2
(
ν
q − q
)
. The kinematics conditions re-
quire that i) k0 ≥ 1− q, i.e.
ν ≥ − (q2 − 2q) , (5.48)
and ii) −1 ≤ k0 ≤ 1, i.e.
q2 − 2q ≤ ν ≤ q2 + 2q , (5.49)
and we recall that ν ≥ 0. For an energy, ν, satisfying
the conditions (5.48) and (5.49), we obtain
Imχ1(q, ν) = −N1
F
pi
4q
, (5.50)
We find that the allowed energy domains are q2−2q ≤
ν ≤ q2 + 2q for q ≥ 2, and − (q2 − 2q) ≤ ν ≤ q2 + 2q
for 0 ≤ q < 2.
In Fig. 5 we depict the energy dependence of the
imaginary part of the d-dimensional Linhard functions,
Imχ(q, ν), corresponding to several values of the mo-
mentum transfer, q.
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Appendix A: Useful integrals
For the calculation of the FG response function in one
and three dimensions we use the integrals:∫ 1
−1
dk
q ± αk =
2
α
tanh−1
α
q
=
1
α
log
∣∣∣q + α
q − α
∣∣∣ , (A1)
∫ 1
−1
dk
q2 − α2k2 =
2
αq
tanh−1
α
q
=
1
αq
log
∣∣∣q + α
q − α
∣∣∣ , (A2)
8∫ 1
0
k dk log |q ± αk| =− 1
4
+
q2
2α2
log |q| (A3)
± q
2α
± α
2 − q2
2α2
log |q ± α| ,
and∫ 1
0
k dk tanh−1
αk
q
=
q
2α
[
1 +
α2 − q2
2αq
log
∣∣∣q + α
q − α
∣∣∣] .
(A4)
The following integrals are used for the calculation of
the FG response function in two dimensions:∫ 2pi
0
dφ
q − k cosφ =
{
2pi sgn(q)
(|q|2 − k2)− 12 , |q| > k ,
0, |q| ≤ k ,
(A5)
∫ 2pi
0
dφ
q2 − k2 cos2 φ =
{ 2pi
|q|
(|q|2 − k2)− 12 , |q| > k ,
0, |q| ≤ k ,
(A6)
and ∫ 1
0
k dk√
q2 − α2k2 =
q
α2
[
1−
√
1− (α/q)2
]
, (A7)
∫ 1
α q
0
k dk√
q2 − α2k2 =
q
α2
. (A8)
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