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Abstract 
This paper will begin by discussing the structure of non-reacting and reacting diesel sprays. Results from recent work employing 
RANS to model the non-reacting spray will be presented. It will be shown through detailed comparison with measured results that 
under conventional high-pressure high-temperature chamber and high-pressure injection conditions, the vaporizing diesel spray 
behaves like a gas jet. Several turbulence-chemistry interaction models for the reacting diesel spray will be reviewed. RANS 
simulation results of reacting diesel sprays in which an unsteady flamelet progress variable (UFPV) model is employed for 
turbulence/chemistry interactions will be discussed in detail. It is shown that the model can predict ignition delay and flame lift-off 
heights with reasonable accuracy. The model has also been extended to model nitrogen oxides and soot distribution in the reacting 
diesel sprays. Nitrogen oxides are modeled using the mechanism from Gri-Mech 3.0 and soot is modeled using a kinetic mechanism 
coupled with a tracer particle approach to estimate residence times within the jet. Initial simulations of the reacting diesel jet using a 
large-eddy simulation approach coupled with a UFPV model will also be presented. Areas for further work in modeling diesel sprays 
will be discussed. 
 






Diesel engines have been the focus of extensive 
experimental and computational investigations during 
the last 20 years with the primary driver being regulatory 
pressure to reduce exhaust emissions. It is interesting to 
recall that the spark-ignition (SI) engine was the subject 
of much research in the 1960s and 70s because of similar 
pressure on exhaust emissions. In the case of the SI 
engine the problem was ultimately addressed by the 
three-way catalytic converter which reduced pollutants 
from conventional SI engines to very low and acceptable 
values although research on advanced SI combustion 
systems, e.g. direct-injection spark-ignition (DISI) 
engines continues. Following a similar path, diesel 
engine manufacturers worldwide are adopting exhaust 
aftertreatment as the immediate solution to control 
exhaust emissions of particulate matter (PM) and 
nitrogen oxides (NOx). These aftertreatment devices, 
unlike the three-way catalytic converter of the SI engine, 
are bulky and expensive and reducing their size and cost 
is imperative. This can be achieved by reducing exhaust 
emissions through in-cylinder combustion and injection 
system modifications. Furthermore, optimizing the 
performance of the aftertreatment devices requires a 
clear understanding of the emissions characteristics. 
Whether the effort is directed toward reducing emissions 
or optimizing aftertreatment devices, modeling of the 
transient sprays, in-cylinder fluid flow, and chemical 
kinetics of pollutant formation are critical in achieving 
the goals. The accuracy of the models is dependent on 
the understanding of the processes involved. The 
objective of this paper is to review the current status of 
this understanding and the progress that has been made 
in modeling the diesel spray.  
Injection in direct-injection (DI) diesel engines is 
into a chamber where the temperature is in the range of 
800-1200 K and the pressure is 4-10 MPa prior to 
combustion. Injection pressures vary from 150250 MPa. 
Injection at these pressures generates injection velocities 
in the range of 500-750 m/s.  Under these conditions, the 
liquid is atomized to drops whose diameters lie in the 
range of 1-10 microns [1-7]. Solid-cone sprays are the 
norm in diesel engines. In addition to primary breakup of 
the liquid during atomization, the ligaments and drops 
which are formed as a result of primary breakup undergo 
drop-drop interactions and secondary breakup in the 
near-field of the spray. There has been discussion in the 
literature on the existence of an intake liquid core in the 
spray though no firm conclusions have been reached [1, 
8-10]. The near-field of the spray where the liquid-phase 
length reaches its maximum length achieves a statistical 
steady-state in a relatively short period of time (0.1-0.3 
ms). Note that measurements in the dense atomizing 
region of the spray are difficult and so drop sizes in this 
region have to be deduced from measurements at the 
periphery of the spray or from measurements in the 
dilute spray several hundred diameters downstream of 
the orifice. This deduction often involves the use of 
spray models in which drop sizes are estimated from 
models in the atomization region and then matched to 
those measured downstream. This is a difficult task 
prone to errors because of inadequate understanding of 
atomization and drop-interaction sub-models as reflected 
in a wide range of proposed sub-models and numerical 
inaccuracies in modeling the sprays [1-2, 9, 11-19].  
The drops generated during atomization transfer 
momentum to the chamber gas, entrain the gas, and 
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undergo rapid vaporization. The jet penetrates as a vapor 
jet beyond the maximum length to which the drops 
penetrate, i.e. the liquid-phase length – this length can 
extend up to 2-3 cm in conventional diesel sprays [15, 
20-22]. While the physics of atomization and the 
structure of the spray in the atomizing region are not 
well understood, the quasi-steady structure of the spray 
downstream of the maximum liquid-phase length has 
been fairly well-characterized through extensive 
experimental studies – in fact, it behaves like a gas jet 
[13-15, 20, 23-24]. Figure 1 shows a schematic of the 
high-pressure diesel spray. Though not indicated as such 
in the schematic, the spray angle in the near-field of the 
jet is generally smaller than in the far-field [1, 20, 25-
26]. In the far-field the spreading angle approaches that 
of the turbulent gas jet. Identified in Figure 1 are the 
intact liquid core (L1), the liquid-phase penetration 
length (L2), a quasi-steady region of the jet (L3), and the 
transient head-vortex (L4). 
 In the case of engine sprays, where the injection is 
intermittent, it is important to consider the transient 
nature of the spray in trying to understand mixing. In 
Fig. 1, this transient behavior is predominant in the head-
vortex. Note, however, that for a period of time after 
start of injection the part of the spray where transient 
mixing and development are important constitutes a 
significant fraction of the spray. The dynamics of the 
starting jet during the early stages of injection are still 
the subject of experimental and computational inquiry 
[24, 27-31]. To the author’s best knowledge, there has 
been no study specific to diesel sprays. When injection 
ends, the behavior of the jets is again influenced strongly 
by transients in the trailing part of the jet. In fact, these 
transients can influence the mixing behavior in diesel 





Figure 1. Schematic of a non-reacting full-cone diesel spray 
 
As the vapor jet penetrates into the chamber and 
mixes with the hot chamber air, chemical reactions occur 
leading to ignition. Different regimes of fuel chemistry 
(low, intermediate and high temperature chemistry 
regimes) exist for hydrocarbons [34-36]. For a 
hydrocarbon fuel, the chemical pathway to ignition can 
involve all three chemistry regimes depending on the 
initial temperature and pressure conditions. Ignition can 
occur either through a single-stage or a two-stage 
process depending on the conditions. Once ignition 
occurs, usually at multiple spots around the vapor jet, 
flames develop from the ignition kernels and connect to 
form a highly-wrinkled flame surrounding the jet. Figure 
2 is a schematic showing the reacting diesel spray [35, 
37]. Representative values of temperature, and various 
reaction regimes, are indicated on the figure. Westbrook 
[35] associated the different regions in the reacting spray 
with different hydrocarbon chemistry regimes. 
Downstream of the liquid-phase penetration length, 
“premixed” phase of combustion occurs in fuel-rich 
regions. Here, the temperature of the fuel/air mixture is 
low, and hence, the reaction rate is slow. As more air is 
entrained, the temperature of the fuel/air mixture 
increases, and reaction rate increases. Once the 
temperature of the fuel/air mixture increases above 800 
K, low temperature chemical reactions become 
increasingly important. Formation of meta-stable H2O2 
then slows down reactions. However, moderate heat 
release from the low temperature chemistry increases the 
temperature accelerating the chain-branching 
decomposition reaction of H2O2 to hydroxyl radicals, 
and thermal runaway then occurs leading to autoignition 
of the spray. Nitric oxide forms on the lean side of the 
flame where the oxygen concentration and temperature 
are optimum. It has been postulated that soot precursors 
start forming in the rich premixed fuel/air mixture and 
they are transported downstream where they form soot 
particles. The maximum concentration of soot particles 
has been suggested to be in the head vortex of the 
transient jet [37]. As indicated in Fig. 2, the flame is 
lifted from the base and the lift-off height has been 
correlated with the soot formed in the jet. 
 
 
Figure 2. Conceptual picture of a combusting diesel-jet [35, 37]. 
 
Siebers and Higgins [38] experimentally 
investigated the effects of various parameters such as 
injection pressure, ambient gas temperature and density 
on the lift-off height. They concluded that the lift-off 
height is inversely related to the ambient temperature 
and ambient density whereas it is directly related to the 
injection pressure. Siebers et al. [39] extended these 
studies to consider the effect of ambient oxygen 
concentration on the lift-off height. They concluded that 
the lift-off height was inversely related to oxygen 
concentration. Later, Pickett et al., [40] showed a 
dependence of the lift-off height on the orifice diameter 
and also on ignition characteristics. While these studies 
have been in constant-volume chambers, Persson et al. 
[41] employed several fuels to study fuel effects on 
autoignition and flame lift-off in an-optically accessible 
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engine. They concluded that lift-off height has a weak 
dependence on ignition delay.   A power-scaling law has 
been proposed to fit the experimental data for the lift-off 
heights in diesel jets for wide range of conditions [38, 
39]. It is given as 
0.
2
5 3.74 0.85 1.0~ ( ) ( ) ( ) ( )  .F inj ambinet aL P T Oρ
− − −∆  (1)  
injP∆ is the difference in pressure across the orifice, 
and ambinetT , aρ and 2O are ambient temperature, 
density and oxygen concentration, respectively. 
The review below focuses on the capability of 
multidimensional spray models to predict the structure 
that we have summarized above. In the next section, we 
will focus first on the non-reacting spray and then the 
reacting spray. Section 3 will highlight the limitations of 
current models and conclude the review. 
2. Predictive capability of multidimensional 
spray models 
  
2.1 The non-reacting diesel spray 
 
An essential point to take into consideration when 
modeling high-pressure diesel sprays in high-pressure, 
high-temperature chambers is that the vaporization of the 
drops is mixing-controlled, i.e. the rate of vaporization is 
controlled entirely by the rate at which hot air is 
entrained [7, 15, 21-22, 42]. In other words, the drop size 
is not limiting vaporization. This suggests that either a 
spray model with drops or a vapor jet model with the 
same mass and momentum flow rate as the spray can 
predict the non-reacting diesel spray accurately. That this 
can be done has been unequivocally shown in several 
references [7, 15, 42]. In using a vapor jet model to 
represent the spray, the assumption is that turbulent jets 
of the same mass and momentum flow rates have similar 
structure, i.e. spreading and penetration rates [7, 13, 23, 
24, 42]. In the model, the diameter, injection density, and 
injection velocity of the vapor jet are obtained by 
equating the mass and momentum flow rates of the 
liquid spray with the vapor jet. Equating the mass flow 
rates of the spray and gas jet gives 
 g g g l l l
V A V Aρ ρ=
,   (2) 
where, ρg, ρI are the gas and liquid densities 
respectively, Vg and VI are the gas and liquid injection 
velocities and Ag and AI are the gas and liquid orifice 
areas. Equating the momentum flow rates gives 
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g g g l l lV A V Aρ ρ= .    (3) 
Dividing (3) by (2) we obtain 
 g l
V V=
.    (4) 
Hence the injection velocity of the vapor jet is the 
same as that of the measured spray. Substituting (4) in 


















=   
  ,   (6) 
where dg = orifice diameter for vapor injection and dl= 
orifice diameter for liquid injection. Note that the 
equations above make the assumption that the pressure at 
the injector orifice is equal to the pressure in the 
chamber [42, 43].  
Figure 3 shows measured and computed images of 
the vapor fuel in a diesel spray [7]. The measured images 
were obtained at Sandia National Laboratories 
(www.sandia.gov/ecn) and show ensemble-averaged 
two-dimensional Rayleigh-scattering images [44]. The 
computed images were obtained in three ways: through a 
spray computation, through a vapor jet computation, and 
a third through a vapor jet injection in which a line 
source (the virtual liquid source, VLS) was employed for 
mass, momentum and energy transfer. In the spray 
model, the liquid phase is treated as a dispersed phase in 
a continuum of gas [11, 45-47], i.e. the Lagrangian drops 
Eulerian Fluid (LDEF) approach. The experimental and 
computational conditions are given in Table 1. The 
orifice diameter of 0.0927 mm used in the computations 
includes the effect of the area contraction coefficient. In 
the liquid spray computation, drops were injected from a 
line source whose length for the conditions of this work 
is selected to be 4.6 mm [1], half the liquid penetration 
length. Varying the source length by +/- 25% did not 
noticeably influence the results. The drops are injected 
within an included angle of about 14 degrees. Collisions 
and secondary breakup are modeled [11, 46]. Figure 3 
shows that there is qualitative agreement between the 
computed and measured images.  
Table 1. Experimental and computational conditions 
 Experiment LDEF VLS Gas jet 
Ambient temperature (K) 1000 1000 1000 1000 
Ambient density (kg/m3) 14.8 14.8 14.8 14.8 
Injection pressure (MPa) 150    
Injected fluid n-heptane n-heptane n-heptane n-heptane 
Density of injected fuel (kg/m3)  630 630 136.9 
Velocity coefficient 0.93    
Injection velocity (m/s)  632.4 632.4 632.4 
Injected fluid temperature (K) 373 373 373 373 
Area contraction coefficient 0.86    
Orifice diameter (mm) 0.100 0.0927 0.0927 0.199 
Liquid length (mm) 9.5  9.2  
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                                  (a)                                      (b) 
  
                                 (c)                                   (d) 
Figure 3. Measured image of the mixture fraction (a), and computed mixture fraction contours at 1.13 ms ASI with the (b) spray, (c) VLS, and 
(d) gas jet models. Color legend identifies values of mixture fraction. 
 
Figure 4 (a) shows the measured and computed axial 
centerline mixture fraction (vapor fuel fraction) 0.90ms 
ASI. The shading on the measured trace indicates the 
uncertainty band. Beyond about 1.5 cm from the orifice, 
when all the liquid fuel vaporizes, the differences in 
computed results are small. The leading edge of the 
measured spray shows a steeper slope relative to the 
computed sprays. Figure 4 (b) shows the radial 
distribution of mixture fraction at an axial distance of 20 
mm at 6 ms ASI. The radial spreading of the computed 
jets is greater relative to the measurements. Since the 
three (different) models predict very similar results, the 
differences at the leading edge and in vapor fraction 
values along the centerline arise from the basic 
Reynolds-averaged modeling approach. The k-e model is 
known to overpredict the spreading by about 30%, and 
the leading edge is smeared by the model [48, 49]. 
Additional results and discussion are provided in Ref. 
[7]. An important point to note is that the differences 
between the computed and measured results are greater 
during the transient phase.  
 
 
                                         (a)       (b) 
Figure 4. Computed and measured mixture fraction along (a) jet centerline at 0.9 ms ASI, and (b) at axial plane of 20 mm at 6 ms ASI.  
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The gas jet behavior of the diesel spray is also 
shown in Fig. 5 (a) which shows the computed 
penetration of the same diesel spray injected into a 
chamber with different densities. Figure 5 also shows the 
corresponding theoretical penetration (shown by dotted 
lines) obtained using incompressible gas jet theory 
employing the following expression for tip penetration 
xtip [14, 23]:   
0.52(0.4)3 ( / )2
0.516




 ,         (7) 
where Ct is a constant of value 0.0146.  
 
                                
(a)                                                                                                   (b) 
Figure 5: Equivalence of diesel sprays and gas jets. (a) Penetrations of vaporizing and non-vaporizing sprays, (b) Non-dimensional penetration vs 
time 
 
In fact, the equivalence of these sprays and a gas jet 
























  ,                                            (9) 
where, x is the axial distance, t is the time ASI, d is the 
injector orifice diameter, ρi is the injected liquid density, 
ρa is the ambient density, Ui is the injection velocity, 
and the variables with asterisk are non-dimensional. 
Figure 5 (b) shows the non-dimensional penetration as a 
function of non-dimensional time. Not surprisingly, all 
the lines collapse. 
In the computations, the drop size, its distribution, 
length of the line source, and the angle, are all 
parameters which are not known. For the results shown, 
the Sauter mean diameter (SMD) of the drop was 
assumed to be 2 µm. This SMD was selected to give a 
liquid-phase length that is consistent with the measured 
value, i.e. approximately 9 mm. Larger drop sizes result 
in longer liquid-phase length and larger differences 
between computed and measured results. Smaller drop 
sizes do not generally influence the results. The choice 
of the unknown parameters are all based on various 
assumptions, which cannot be assessed under conditions 
of interest because of the absence of relevant 
experimental data, e.g. drop sizes and size distribution, 
within the first 50 diameters of the spray. While this is 
not a severe constraint in diesel sprays, it is a constraint 
in injection at lower pressures into engines where the 
liquid phase plays a more dominant role in the behavior 
of the spray. 
The challenges in modeling non-reacting sprays are 
compounded by the fact that the Lagrangian drop 
Eulerian gas approach is valid only when the liquid 
volume fraction is fairly small (less than 1%) in 
computational cells, and when the drops are 
homogeneously distributed in the computational space, 
neither of which is satisfied in the near-field of the spray. 
To keep the liquid volume fraction small, and ensure 
numerical stability, computational cell sizes which are 
larger than the orifice diameter are typically employed. 
These grid sizes are not adequate to resolve the shear 
layer, and, not surprisingly, lead to results that are often 
inaccurate. Alternate approaches that are numerically 
more accurate, but which still require atomization and 
drop interaction sub-models, have been proposed [18, 
19], but are computationally more intensive. For the 
computations described above with the spray model, the 
grid size stretches in the radial direction from 0.3 mm at 
the injector to 2 mm at the wall. In the axial direction, it 
stretches from 0.25 mm at the injector to 4.8 mm. The 
choice of this grid resolution is not dictated by accuracy 
but by the need to maintain a small liquid volume 
fraction in the computational cells near the orifice. With 
this choice of grid, the volume fraction is less than 3%. 
For the vapor jet simulations, there are 4 numerical cells 
within the orifice radius, and outside the orifice the grid 
stretches from 0.08 mm to 3 mm in the radial direction, 
and 0.25 mm to 4.8 mm in the axial direction. In the case 
- 5 - 
of the vapor jet, higher resolutions were employed in 
additional computations to ensure that the results 
presented here are insensitive to grid resolution. It is not 
possible to ensure this in the case of the spray 
computations. In general, the inaccuracies as a result of 
inadequate resolution are greatest during the transient 
phase. A point worth noting is that Lagrangian 
computations are generally less diffusive (from a 
numerical perspective) compared to Eulerian 
computations. This suggests that the spray simulations 
may not need as fine a resolution as the vapor jet 
simulation, and this may explain why the spray 
simulations are reasonably accurate in the computations 
described above. An important point to take away from 
this discussion is that the high resolutions required to 
achieve grid independence in diesel jet simulations are 
generally impractical for engine applications and special 
gridding strategies have to be employed. 
 
2.2 The reacting diesel spray 
 
It is interesting to consider how the modeling of 
reacting diesel sprays has evolved. In the 1970s and 80s, 
prior to emissions regulations arising as a major 
consideration in diesel engine design, it was understood 
that once ignition has occurred, the heat release in the 
engine was primarily mixing-controlled. As a result, a 
combination of a kinetic model for ignition (often using 
artificial species as in the Shell model of Halstead et al. 
[50], or even simpler model [51]) coupled with a mixing-
controlled model for subsequent diffusion combustion 
was successfully employed to predict diesel combustion 
and diesel-engine pressures [52-55]. The need for 
including chemical kinetics has arisen because of the 
need to predict ignition, flame lift-off, and (most 
importantly) pollutants more accurately as reducing 
emissions has become critical in diesel engine design 
within the last 20 years. The complexity of the chemical 
kinetics required depends on the specific objectives of 
the computation.  
Consider the prediction of ignition delay, i.e. the 
time from start of injection to the occurrence of ignition. 
It affects thermal efficiency and the NOx and 
hydrocarbon emissions. During the ignition delay period, 
the liquid fuel is atomized, it vaporizes and mixes with 
the surrounding gases and low-temperature chemical 
reactions occur. The ignition delay is usually defined 
based on the time taken to attain a set temperature, the 
time taken for a rate-controlling radical, such as OH, to 
reach a set value, or related to the rise in pressure in the 
chamber. Modeling of ignition within the context of 
detailed multidimensional computations typically 
requires the use of multistep chemical reaction 
mechanisms. The mechanism may involve artificial 
species, as in the Shell model [50], and reaction steps 
curve-fitted to match experimental results. These 
pseudo-mechanisms, however, lack generality. The more 
realistic approach is to employ multistep kinetics for 
surrogate fuel species. Detailed chemical-kinetic 
mechanisms for low-, intermediate-, and high-
temperature n-heptane oxidation are available [34] and 
several models exist that have sufficiently reduced 
dimensionality (number of species and reactions) to 
enable their use in CFD simulations [56, 57].  
Recently, Bajaj et al. [58] carried out a detailed set 
of simulations of n-heptane sprays and compared, 
measured, and computed ignition delays by employing 
two reduced mechanisms, a 37-species mechanism 
proposed by Peters et al. [57]  and a 44-species 
mechanism proposed by Liu et al. [36]. N-Heptane has 
often been used as a surrogate for diesel fuel. It is 
attractive because of the availability of detailed chemical 
mechanisms. Higher-order hydrocarbons are, however, 
becoming better characterized and may be more suitable 
for future work. The measurements were obtained at 
Sandia National Laboratories (www.sandia.gov/ecn/) 
and the experimental conditions are listed in Table 2 and 
the computed and measured ignition delays using the 44-
species mechanism are listed in Table 3. The 
computations were carried out with a RANS model. The 
disagreement is greatest for the cases with reduced 
oxygen concentration and increased chamber density. 
These differences may arise from inadequacies in the 
reduced kinetic model and/or from the 
turbulence/chemistry interaction model. The 
turbulence/chemistry interaction model will be discussed 
next. 
 
Table 2. Computational conditions. 
Case dnoz (mm) dgas (mm) Pinj  (MPa) Pamb (bar) Tfuel  (K) Tambient  (K) 
ρambient 
(kg/m3) O2% 
1 0.1 0.199 150 42.66 373 1000 14.8 21 
2 0.1 0.199 60 42.66 373 1000 14.8 21 
3 0.1 0.1745 150 55.45 373 1300 14.8 21 
4 0.1 0.2097 150 38.39 373 900 14.8 21 
5 0.1 0.199 150 43.02 373 1000 14.8 15 
6 0.1 0.199 150 43.2 373 1000 14.8 12 
7 0.1 0.199 150 43.45 373 1000 14.8 8 
8 0.18 0.3858 140 42.66 373 1000 14.8 21 
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Table 3. Computed and measured ignition delay. 
Case 





T_1500 T_2000 T_1500 T_2000 
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2.2.1 Modeling of turbulence-chemistry 
interaction 
 
The influence of turbulence on the flame is to 
wrinkle it. In regions of high turbulence intensity, the 
flame may be extinguished. Turbulent transport can 
certainly slow down reactions as heat and radicals are 
transported at rates much greater than in laminar flames. 
These effects can be captured in direct numerical 
simulations (DNS). The thickness of the flame in the 
diesel jet is, however, smaller than the grid size in RANS 
and large-eddy simulations (LES). As a result, a 
turbulence-chemistry interaction model is required to 
account for the effect of the turbulence on the chemistry 
and vice versa. Early turbulent combustion models 
employed for engine applications involved a single-step 
global reaction model with the effect of turbulence 
modeled using empirical expressions whereby the 
reaction time scale was assumed to be a combination of a 
turbulent time scale and a kinetic time scale. The eddy-
breakup model [59, 60] assumes a one-step reaction 
where the fuel or reactive species and oxidizer react at a 
rate determined by the rate-determining species among 
the fuel, oxidizer and the major product, e.g. CO2. This 
model further assumes that the turbulent reaction rate is 
directly proportional to the inverse of the turbulent time 
scale, i.e. the mixing time scale, and the concentrations 
of the reacting species. One difficulty with the 
application of such models is the presence of empirical 
constants which are generally not known á priori in cases 
of incomplete combustion. Abraham et al. [61] extended 
this model by using an approach whereby the species 
concentrations were assumed to change their 
concentrations such that the change drove the species 
toward the local equilibrium concentrations in a 
characteristic time, i.e. the mean reaction rate of each 
species due to the combined effect of turbulence and 








,             (10) 
where mY  is the mass fraction of species m, 
*
mY  is the 
local thermodynamic equilibrium value of the mass 
fraction, and cτ  is the characteristic time for the 
achievement of equilibrium. The characteristic time cτ  
is assumed to be a combination of a laminar timescale 
and a turbulent timescale, such that the longer of the two 
times scales controls the combustion rate. The laminar 
timescale is of Arrhenius form, and the turbulent 
timescale is assumed to be proportional to the eddy 
turnover time ε/k, similar to the approach adopted in 
Refs. [59, 60]. 
The partially-stirred reactor (PaSR) model, along 
with reduced chemical kinetics, has been employed to 
model turbulence/chemistry interactions in reacting 
diesel sprays [62–64]. In this model, each computational 
cell was assumed to be composed of a reacting element 
and a non-reacting element. The volume fraction of the 
reacting element was determined from the ratio of the 
reaction time scale and the turbulence time scale. In fact, 
a perfectly-stirred reactor (PSR) model with detailed 
chemical kinetics in each computational cell has also 
been employed to study the spray liquid length and lift-
off height for reacting diesel sprays and the computed 
results reported to be in good quantitative agreement 
with the experimental results [65]. The results from this 
study suggest that at the lift-off height, the combustion is 
kinetics-controlled and premixed (hence, the justification 
for using PSR). This model suffered from the 
requirement of large computational overhead due to the 
use of detailed kinetics and high resolution. Furthermore, 
the effect of turbulence-chemistry interaction is not 
directly captured in this approach.  
Marble and Broadwell [66] formulated the coherent 
flamelet model (CFM) which considers the flow field to 
be composed of multiple laminar flamelets stretched by 
the turbulent flow. In this model, the mean reaction rate 
is obtained as the product of the flame surface density 
(which is the flamelet area per unit volume) and the local 
strained laminar flame speed. A transport equation for 
the flame surface density, measuring the available flame 
surface area per unit volume, is employed. The mean 
burning rate is expressed as the product of the flame 
surface density by the reaction rate per unit flame 
surface, estimated from laminar flame computations. In 
fact, the CFM model has evolved into the flame surface 
density (FSD) model [67, 68].  The FSD model has been 
- 7 - 
employed to study the transient combustion process from 
ignition to flame stabilization in diesel jets [69]. As 
ignition is a transient process between pure mixing and a 
well-established diffusion flame, a progress variable was 
introduced in the model. This modeling approach was 
coupled to a mixing model and a chemistry model, based 
on the unsteady flamelet equations, which were solved á 
priori to generate a flamelet database. Although this 
model is attractive, the implementation is more difficult 
than the CTC/LECT, PaSR and PSR models.  
The conditional moment closure (CMC) model has 
also been employed for reacting diesel spray simulations 
and computed and measured results compared [70-72]. 
The CMC model was proposed by Klimenko [73] and 
Bilger [74]. Kim and Pitsch [75] formulated the CMC 
model for LES. The main hypothesis behind CMC 
models is that the fluctuations in the scalar quantities of 
interest can be related to the fluctuations in the mixture 
fraction field. Based on this idea, transport equations are 
derived for the reactive scalars which are conditionally 
averaged with the mixture fraction. Conditional 
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In the above equation, Z* is a particular value of the 
mixture fraction Z and is usually taken to be the 
stoichiometric value Zst. The transport equation for the 
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where v is the velocity and Wi is the source term for 
species i. Since this equation is being solved for the 
conditional averages, the only unclosed term in the 
equation is the conditionally-averaged source term. 
Similar equations are derived for momentum and 
enthalpy. Klimenko and Bilger [76] show that the 
following approximation can be made with negligible 
errors: 
( ) ( )( , ) | , | ,i i i i h i i hW Y h W Q Q W Q Qη η≈ = , 
            (13) 
where |i iQ Y η=  and |hQ h η= . Here, h 
represents the enthalpy of the mixture. This conditional 
averaging makes the modeling of the averaged source 
term considerably easier as no closure models are 
required. Bilger et al. [77] discuss that in applying the 
CMC model in LES of practical configurations, several 
challenges still exist like computational feasibility and 
prescribing the correct boundary conditions.  
Another class of models is one where, like the CFM 
and FSD models, the assumption is made that the diesel 
combustion occurs through strained flamelets. The 
unsteady flamelet model was employed to model diesel 
combustion and emissions first by Pitsch et al. [78]. In 
their approach, in addition to the conservation equations 
that are usually solved, equations for the evolution of the 
flamelet and a transport equation for the variance of the 
mixture fraction were solved. The unsteady flamelet 












 ,            (14) 
where φ  is a vector that represents the collective set of 
all reactive scalars, i.e. temperature and mass fractions of 
the different species, and φω  represents the 
corresponding source terms, and χ is the scalar 
dissipation rate which is, in general, a function of Z. In 
the RANS and LES computations, the following 
equations for mixture fraction 𝑍� and the variance of the 
mixture fraction 𝑍� P2 are solved: 
   
𝜕𝜌�𝑍�
𝜕𝑡






+ ∇ ∙ �?̅?𝑢�𝑍"2� � = ∇ ∙ � 𝜇𝑡
𝑆𝑐
𝑍"2�
∇𝑍"2� �  + 2𝜇𝑡
𝑆𝑐
𝑍"2�
�∇Z��2 − ?̅?𝜒�      (16) 
The Schmidt numbers have a value of 0.9 in Ref. 
[78]. The instantaneous average value of scalar 
dissipation rate χ  in a computational cell is obtained in 
the RANS simulations as [78, 79] 
 
𝜒� = 𝐶𝜒 𝜀𝑘 𝑍"2�  .  (17) 
Cχ is a model constant. Equation (17) was employed 
to compute χ which was assumed to have an error-
function profile dependence on Z. Mean values of χ for 
the entire domain were obtained and employed in Eq. 
(14) to determine the flamelet solutions which were then 
employed to determined species and temperature 
profiles. The use of just one representative flamelet, 
however, is not adequate to represent certain features of 
the reacting diesel jet, e.g. the lift-off height. 
Venugopal and Abraham [80] extended the 
interactive flamelet approach by using multiple flamelets 
(interactively) and showed that such an approach can 
predict flame lift-off. Using multiple flamelets is, 
however, computationally intensive. Meanwhile a 
computationally less intensive approach had been 
proposed [81-84] in which all thermochemical quantities 
are parameterized by mixture fraction, reaction progress 
parameter, and stoichiometric scalar dissipation rate by 
the solution of Eq. (14). Bajaj et al. [58] employed this 
unsteady flamelet progress variable (UFPV) model to 
model reacting diesel jets, including ignition and flame 
lift-off in diesel jets. This model was employed to obtain 
the results of Table 3 (shown earlier) for ignition delay.  
In the model, a presumed PDF closure model was 
employed to evaluate Fávre-averaged thermochemical 
quantities. For this a beta-distribution was used for the 
mixture fraction, and Dirac delta function distributions 
for the reaction progress parameter and the 
stoichiometric scalar dissipation rate. These Fávre-
- 8 - 
averaged thermochemical quantities were tabulated in 
UFPV libraries and were used as the turbulent 
combustion model for the RANS simulations. Table 4 
shows predicted and measured lift-off heights 
(www.sandia.gov/ecn/). The T_1500 criterion identifies 
the lift-off as the axial distance where the temperature 
reaches 1500 K. The 0.1% YOH criterion identifies the 
lift-off as the axial distance where the hydroxyl mass 
fraction is 0.1% of its maximum value. The agreement is 
within 12% for all cases except one. Figure 6 shows 
computed flooded-contour plots of temperature for the 
nine cases of Tables 2 identifying the lift-off heights. 
The UFPV model has also been extended to predict 
NOx and soot distribution in the reacting diesel jets of 
Table 2. For NOx predictions, the mechanism from GRI-
Mech3.0, and for soot the mechanism of Appel et al. 
[85] was employed. Tracer particles were employed to 
track the residence time in the jet [86]. Figure 6 shows 
the NOx distribution at 4 ms ASI and Fig. 7 shows the 
soot distribution at the same time in the nine jets. 
Quantitative comparisons of peak soot volume fraction 
are within an order of magnitude although the computed 
spatial location of the peak soot volume fraction is, in 
general, upstream of the measured results. Quantitative 
comparisons of the mass of soot predicted in the reacting 
sprays show that the computed soot normalized by the 
injected mass correlate with a non-dimensional lift-off 
height [87]. 
 
Table 4. Computational conditions and results for lift-off height. 
Case 





T_1500 0.1% T_1500 0.1% YOH 
1 17 18.5 18 8.823 5.882 
2 13.5* 15.05 14.8 11.481 9.629 
3 7.7 8.05 8.25 4.545 7.142 
4 25.5 23.3 22.8 -8.627 -10.588 
5 23.2 22.9 22.9 -1.293 -1.293 
6 29.2 27.3 ---- -6.506 ---- 
7 42.3 52.88 ---- 25.011 ---- 
8 23.97 25.8 25.31 7.634 5.590 
9 11.9 12 12.8 0.840 7.563 
* Estimated Value: This value is for diesel fuel injected at 432 K 
 
 
Figure 5. Temperature contours showing lift-off heights for nine cases of Table 2  employing the T_1500 criterion. 
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Figure 6. Computed NO distribution in the diesel jets of Table 2. 
 
 
Figure 7. Computed soot distribution in the diesel jets of Table 2. 
 
The major challenge in the application of UFPV 
model is the selection of appropriate probability density 
functions (PDF) for the independent scalars and the 
choice of chemical kinetics. Nevertheless, from this 
discussion, it can be concluded that if the objective of 
the simulations is to predict ignition delay and model 
flame lift-off height, RANS models employing the 
UFPV model are adequate. In fact, even soot and NO 
predictions are qualitatively reasonable. 
 
2.2.2 LES of reacting diesel jets 
 
The prediction of soot and NOx is likely to be 
dependent on the highly transient nature of the reacting 
turbulent jet. Furthermore, the transient effects of large 
scale turbulent structures on lift-off height are likely to 
influence mixing and subsequently soot and NOx 
formation. The RANS models are unable to represent 
these effects. Diesel combustion is characterized by high 
chamber pressure and temperature, and high injection 
Reynolds numbers and consequently small Kolmogorov 
scales. Thus, the LES of diesel sprays is challenging due 
to the requirement of very fine grids and small numerical 
time steps. There have been few LES of non-reacting 
diesel jets [88-89] and even fewer to reacting diesel jets 
[90-91]. Hori et al. [90] performed LES of reacting 
diesel jets using the KIVA-LES code. Turbulent 
combustion was modeled using the eddy-dissipation 
model. Significant differences were observed in the 
computed heat release rates when compared to the 
experimental results. The jet and averaged flame 
structure was captured reasonably well. The reason for 
the discrepancy in the heat release rates was attributed to 
the relatively large grid sizes which were not able to 
capture all the energy containing scales. In other words, 
the LES more closely approximated RANS than “true 
LES”. Hu and Rutland [91] applied a flamelet model to 
represent combustion in their LES of diesel sprays, but 
this work was primarily in a diesel engine employing a 
fairly coarse mesh. Recently, Bekdemir et al. [92] 
performed LES of a diesel jet with tabulated chemical 
kinetics. The tabulated kinetics data was obtained from 
simulations of laminar igniting counterflow diffusion 
flames. An unstructured non-uniform grid was used 
which allowed the presence of fine grid near the nozzle. 
The ignition delay and flame lift-off heights were in 
- 10 - 
good agreement with the experimental results. But the 
unsteady evolution of the flame could not be captured 
well in their study.  Rutland provides a review of LES 
work in engines which also includes some discussion of 
sprays [93].  
Ameen et al. [94] and Ameen and Abraham [95] 
have employed LES to study reacting diesel-like jets 
employing the UFPV model. They studied transient 
flame evolution from ignition until flame stabilization at 
the lift-off height and concluded that ignition occurred in 
multiple spots around the jet and flame stabilized at a 
location where the scalar dissipation rate was 
approximately equal to the ignition scalar dissipation 
rate. The flame lift-off results are consistent with the 
findings of Bajaj et al. [58]. Figure 8 shows the transient 





Figure 8. Transient evolution of the mixture fraction (LHS) and temperature (RHS) profiles in the central X-Y plane at (a) 0.32 ms, (b) 0.34 ms, 
(c) 0.44 ms, (d) 0.60 ms and (e) 0.90 ms ASI. 
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3. Summary 
The discussion in this review will now be 
summarized with an emphasis on important 
conclusions and areas of further research. In the case of 
high-pressure diesel sprays injected into high-pressure 
high-temperature diesel environments, the vaporization 
of the liquid phase is mixing-controlled and the 
penetration of the liquid-phase is relatively short 
compared to the penetration of the vapor phase. Under 
these conditions, the spray can be represented as a 
vapor jet and the quasi-steady part of the jet has 
properties akin to that of the well-characterized 
turbulent quasi-steady jet. In fact, it has been suggested 
that under these conditions, there may be no liquid 
phase at all because the pressure and temperature in the 
chamber is supercritical relative to the fuel properties 
[96], although earlier work has suggested that the 
supercritical conditions are achieved only if the reduced 
pressure and temperature are about two [97, 98]. This 
recent suggestion that the liquid does not exist need 
further study.  
When the fuel injection is into an engine 
environment under cold-start conditions or into low-
pressure low-temperature environment as in low-
temperature combustion (LTC) compression-ignition 
engines, it is important to include the liquid phase. In 
fact, in these conditions, interaction of the liquid phase 
with the walls of the chamber may be significant. The 
accuracy of the atomization (primary, secondary), drop-
drop interaction, drop transport, and vaporization 
models become more critical. Unfortunately, more than 
thirty years of research into spray atomization 
notwithstanding, the physics of atomization remains 
elusive because of the challenges in experimentally 
characterizing the dense spray regime near the injector 
orifice. There has been significant progress in 
numerical simulations of atomization but they involve 
assumptions about the details of the breakup process. 
Much work remains to be done. Meanwhile, spray 
simulations under these conditions will continue to 
focus on overall spray characteristics such as 
penetration and spreading. 
In the case of reacting diesel sprays, if the only 
interest is in heat release rates, a hybrid kinetic-mixing 
controlled model within the context of RANS 
simulations is adequate. Predicting flame lift-off, 
however, requires more detailed kinetic representation 
of the combustion chemistry during the entire period of 
combustion. It has been shown that representation of 
the kinetics within the context of perfectly-stirred, 
partially-stirred reactor, conditional moment closure, 
flame surface density, and unsteady flamelet progress 
variable model assumptions are all able to reproduce 
experimental results with reasonably accuracy in RANS 
simulations. In other words, the turbulence/chemistry 
interaction model does not appear to be very critical. 
This is surprising and more work is needed to 
understand the reasons.  
In the case of engines, injection is intermittent and 
the spray is inherently transient. There has been no 
detailed investigation or experimental characterization 
of the combustion process after the end of injection. 
Post-injection combustion plays a dominant role in 
emissions formation/oxidation of hydrocarbons and 
soot. Additional work is required to understand this 
phase of combustion in engines. 
Nitric oxide in reacting diesel sprays can be 
predicted within reasonable accuracy based on 
comparisons with engine exhaust data. Soot predictions 
are, however, very challenging. When compared with 
experimental soot distribution in reacting diesel sprays, 
models can at best predict the measured results within 
an order of magnitude and distributions often do not 
match. Much work remains to be done in this area. In 
this regard, the importance of multi-scale structures and 
their transient behavior on emissions formation need to 
understood. In principle, insight can be gained through 
large-eddy simulations. Application of large-eddy 
simulations to reacting diesel sprays is still in its early 
stages and further work is needed. 
All things considered, significant progress has been 
made in the last quarter century and multidimensional 
engine models are routinely employed by engine 
industry in engine development work. When coupled 
with experimental work, they can provide useful insight 
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