Abstract. The discovery of emerging patterns (EPs) is a descriptive data mining task defined for pre-classified data. It aims at detecting patterns which contrast two classes and has been extensively investigated for attribute-value representations. In this work we propose a method, named Mr-EP, which discovers EPs from data scattered in multiple tables of a relational database. Generated EPs can capture the differences between objects of two classes which involve properties possibly spanned in separate data tables. We implemented Mr-EP in a pre-existing multirelational data mining system which is tightly integrated with a relational DBMS, and then we tested it on two sets of geo-referenced data.
Introduction
The discovery of emerging patterns (EPs) is a descriptive data mining task aiming at the detection of significant differences between objects belonging to separate classes. EPs are introduced in [4] as a particular kind of patterns (or multi-variate features) whose support significantly changes from one data class to another: the larger the difference of pattern support, the more interesting the patterns. Due to the sharp change in support, EPs can be used to characterize object classes. For example, EPs have been used to predict the likelihood of diseases such as acute lymphoblastic leukemia [13] and to explore high-dimensional data such as gene expression data [12] .
Several algorithms [18, 4, 10] have been proposed to discover EPs from data belonging to separate classes (data populations) and stored in a single relational table. Independent units of each data population D i are described by a fixed vector S of explanatory attributes X 1 , X 2 , . . . , X m and are tagged with a class label Y = C i . The EPs which distinguish a target data population D i from the background data D j are in the form P (GR Dj →Di (P )), where P is a set of items (P ⊆ S) and GR Dj →Di (P ) is the support ratio (or growth rate) of P over D j to D i . Formally GR Dj →Di (P ) = sD i (P ) sD j (P ) , where s Di (P ) (s Dj (P )) is the support of P on D i (D j ). Since an item refers to an attribute-value pair, the itemset P can be interpreted as a conjunction of attribute values. Formally, given a growth rate threshold minGR ≥ 1, an EP from D j to D i is an itemset P whose growth rate from D j to D i is greater than minGR.
Although research on EPs has reached relative maturity over the last years, there is still a number of interesting issues which remain open. One issue concerns the need to face the challenges of real-world data mining tasks involving complex and heterogeneous data with different properties which are modeled by as many relations as the number of object types. Mining data scattered over the multiple tables of a relational database (relational data) poses the problem of taking into account attributes of related (i.e. task-relevant ) objects when investigating properties of some reference objects which are the main subject of analysis. Classical EPs discovery methods do not distinguish task-relevant from reference objects, nor do they allow the representation of any kind of interaction. Therefore, we propose to resort to a Multi-Relational Data Mining (MRDM) approach [6] in order to deal with both relational data and relational patterns.
In this paper, we propose a novel method, called Mr-EP (M ulti-Relational E merging P atterns), which discovers EPs from relational data and is capable to capture the change in properties of separate classes of data spanned in multiple data tables. The class variable is associated with the reference objects, while explanatory attributes refer to either the reference objects or the task-relevant objects which are someway related to the reference objects. The structural information required to mine such relational EPs can be automatically obtained from the database schema by navigating foreign key constraints. For each class, relational EPs are expressed as SQL queries stored in XML format.
The paper is organized as follows. In the next section the background of this research and related works are discussed, while in Section 3 the problem of EPs discovery is formalized in the multi-relational framework. Relational emerging patterns discovery is described in Section 4. Lastly, experimental results are reported in Section 5 and then some conclusions are drawn.
Related Works
The combination of relational representation with pattern discovery has been deeply investigated for several data mining tasks. Data mining research has provided several solutions for the task of frequent pattern and association rule discovery both in a propositional and a relational setting, but, at the best of our knowledge, this work represents the first attempt at extracting relational EPs.
In [1] , a frequent pattern is defined as an itemset whose support is greater than a predefined minimum threshold value (minimum support), while an association rule is an implication in the form A ⇒ C(s, c), where A and C are itemsets and A∩C = . The support s provides an estimate of the probability p(A∪C), while the confidence c provides an estimate of the probability p(C|A). An association rule A → C (s%, c%) is strong if the pattern A ∪ C (s%) is frequent and the confidence of the rule is greater than a predefined minimum threshold value (minimum confidence).
The two best known association rule discovery methods defined in the relational framework are WARMR [3] and SPADA [14] . They are both based on an Inductive Logic Programming (ILP) approach, where both data and background (or domain) knowledge is represented in a first-order logic formalism, such as Horn clausal logic. Relational frequent patterns are discovered according to the levelwise method described in [16] , which consists in a level-by-level exploration of the lattice of patterns ordered by θ-subsumption [17] . Strong association rules are then generated from frequent patterns.
Unlike frequent patterns and/or association rules which capture regularities in data describing unclassified objects, EPs capture changes in data describing objects of different classes. This adds one main source of complexity to the learning task, since the monotonicity property does not hold for EPs. Suppose a pattern P is not an EP from D j to D i , that is, the growth rate of P from D j to D i is not greater than the user-defined threshold. For any super-pattern Q of P (P ⊆ Q), its support is less than or equal to that of P for both classes C i and C j , while its growth rate (the support ratio) is free to be any real value between 0 and ∞. Therefore, a superset of a non-EP may or may not be an EP.
In the seminal work by Dong and Li [4] , EPs are discovered by assuming that each data set is stored in a single data table. A border-based approach is adopted to discover the EPs discriminating between separate classes. Borders are used to represent both candidates and subsets of EPs; the border differential operation is then used to discover the EPs. Zhang et al. [18] have described an efficient method, called ConsEPMiner, which adopts a level-wise generate-andtest approach to discover EPs which satisfy several constraints (e.g., growth-rate improvement). Finally, Fan and Ramamohanarao [7] have proposed a method which improves the efficiency of EPs discovery by adopting a CP-tree data structure to register the counts of both the positive and negative class.
A further direction of research concerns the usage of EPs in learning accurate data classifiers [5, 8, 11, 9] . EP-based classification is related to the associative classification framework [15] where classifiers are built by carefully selecting high quality association rules. The advantage of EPs over association rules is that EPs provide features which better discriminate objects of distinct classes.
Problem Definition
In this work we assume that both reference objects and task-relevant objects are tuples stored in tables of a relational database D according to a schema S. The set R of reference objects is the collection of tuples stored in a table T of D called target table. Similarly, each set R i of task-relevant objects corresponds to a distinct table of D. The inherent "structure" of data, that is, the relations between reference and task-relevant objects, is expressed in the schema S by foreign key constraints (F K). Foreign keys make it possible to navigate the data schema and retrieve all the task-relevant objects in D which are related to a reference object and, thus, are capable of discriminating between the values of the target attribute Y .
Before providing a formal definition of the problem to be solved, some other definitions need to be introduced.
Definition 1 (Key predicate). Let S be a database schema and T be a table of S representing the target table for the task at hand. The "key predicate" associated with T in S is a first order unary predicate p(t) such that p denotes the table T and the term t is a variable that represents the primary key of T .

Definition 2 (Structural predicate). Let S be a database schema and {T i , T j } be a pair of tables in S such that there exists a foreign key F K in S between T i and T j . A "structural predicate" associated with the pair of tables {T i , T j } in S is a first order binary predicate p(t, s) such that p denotes F K and the term t (s) is a variable that represents the primary key of T i (T j ).
Definition 3 (Property predicate). Let S be a database schema, T i a table of S and AT T be an attribute of T i which is neither primary key nor foreign key for T i in S. A "property predicate" associated with the attribute AT T of the table T i is a binary predicate p(t, s) such that p denotes the attribute AT T , the term t is a variable representing the primary key of T i and s is a constant which represents a value belonging to the range of AT T in T i .
A relational pattern over S is a conjunction of predicates consisting of the key predicate and one or more (structural or property) predicates over S. More formally, a relational pattern is defined as follows:
Definition 4 (Relational pattern). Let S be a database schema. A "relational pattern" P over S is a conjunction of predicates:
where p 0 (t0 1 ) is the key predicate associated with the target table of the task at hand and ∀i = 1, . . . , m p i (ti 1 , ti 2 ) is either a structural predicate or a property predicate over S.
Henceforth, we will also use the set notation for relational patterns, that is, a relational pattern is considered a set of atoms. 
Definition 5 (Key linked predicate).
Let P = p 0 (t0 1 ), p 1 (t1 1 , t1 2 ), p 2 (t2 1 , t2 2 ), . . . , p m (tm 1 , tm 2 ) be a relational pat- tern over the database schema S. For each i = 1, . . . , m, the (structural or prop- erty) predicate p i (ti 1 , ti 2 ) is "key linked" in P if -p i (ti 1 , ti 2 ) is a predicate with t0 1 = ti 1 or t0 1 = ti 2 , or -there exists a structural predicate p j (tj 1 , tj 2 ) in P such that p j (tj 1 , tj 2 ) is key linked in P and ti 1 = tj 1 ∨ ti 2 = tj 1 ∨ ti 1 = tj 2 ∨ ti 2 = tj 2 .
Definition 6 (Completely linked relational pattern). Let S be a database schema. A "completely linked" relational pattern is a relational pattern
The support s Di (P ) of P on database D i is computed as follows:
where O denotes the set of reference objects stored as tuples of D i .T , while O P denotes the subset of reference objects in O which are covered by the pattern P . The growth rate of P for distinguishing D i from D i is the following:
As in [4] , we assume that GR(P ) = -a relational database D with a data schema S, -a set R of reference objects tagged with a class label Y ∈ {C 1 , C 2 , . . . , C L }, -some sets R i , 1 ≤ i ≤ h of task-relevant objects, -a pair of thresholds, that is, the minimum growth rate (minGR ≥ 1) and the minimum support (minsup > 0).
Find:
the set of relational emerging patterns which discriminate between reference objects belonging to distinct classes in D.
In this work, we resort to the relational algebra formalism to express a relational emerging pattern P by means of an SQL query. The SELECT statement selects primary key values for distinct reference objects of the task at hand. The FROM statement describes the joins between all the tables of S which are involved in P (i.e., the target table associated with the key predicate and the tables which are included in separate structural predicates of the pattern P ). A structural predicate is translated into a join condition. The property of linkedness in relational patterns guarantees the soundness of joins. The WHERE statement describes the conditions expressed in the property predicates. Reference objects contributing to the support of the EP on each D i are obtained as result set by running this SQL query on the database instance D i . Example 1. Let us consider a set of molecules (reference objects) described in terms of the "logP" property and the "mutagenicity" class. Each molecule is composed by one or more atoms (task-relevant objects) and each atom is described by the "charge". An example of relational pattern P is the following: 
Relational EPs Discovery
We address EP discovery by adapting the algorithms proposed for frequent pattern discovery to the special case of EPs. The blueprint for the frequent patterns discovery algorithms is the levelwise method [16] that explores level-by-level the lattice of patterns ordered according to a generality relation ( ) between patterns. Formally, given two patterns P 1 and P 2, P 1 P 2 denotes that P 1 (P 2) is more general (specific) than P 2 (P 1). The search proceeds from the the most general pattern and iteratively alternates the candidate generation and candidate evaluation phases.
In this paper, we propose an enhanced version of the aforementioned levelwise method which works on EPs rather than frequent patterns. The space of candidate EPs is structured according to the θ-subsumption generality order [17] .
Definition 8 (θ-subsumption).
Let P 1 and P 2 be two relational patterns on a data schema S such that both P 1 and P 2 are key completely linked patterns with respect to a target table T in S. P 1 θ-subsumes P 2 if and only if a substitution θ exists such that P 2 θ ⊆ P 1.
Having introduced θ-subsumption, we now go to define generality order between completely linked relational patterns.
Definition 9 (Generality order under θ-subsumption).
Let P 1 and P 2 be two completely linked relational patterns. P 1 is more general than P 2 under θ-subsumption, denoted as P 1 θ P 2, if and only if P 2 θ-subsumes P 1.
θ-subsumption defines a quasi-ordering, since it satisfies the reflexivity and transitivity property but not the anti-symmetric property. The quasi-ordered set spanned by θ can then be searched according to a downward refinement operator which computes the set of refinements for a completely linked relational pattern.
Definition 10 (Downward refinement operator under θ-subsumption). Let G, θ be the space of completely linked relational patterns ordered according to θ . A downward refinement operator under θ-subsumption is a function ρ such that ρ(P ) ⊆ {Q ∈ G|P θ Q}.
We now define the downward refinement operator ρ to explore the space of candidate EPs for distinguishing D i from D i . t2)}|p(t1, t2) is a structural or property predicate key linked in P ∪{p(t1, t2)} and P ∪{p(t1, t2)} is an EP for distinguishing
Definition 11 (Downward refinement operator for EPs). Let P be a relational EP for distinguishing
The downward refinement operator for EPs is a refinement operator under θ-subsumption. In fact, it can be easily proved that P θ Q for all Q ∈ ρ (P ). This makes Mr-EP able to perform a levelwise exploration of the lattice of EPs ordered by θ-subsumption. More precisely, for each class C i , the EPs for distinguishing D i from D i are discovered by searching the pattern space one level at a time, starting from the most general EP (the EP that contains only the key predicate) and iterating between candidate generation and evaluation phases. In Mr-EP, the number of levels in the lattice to be explored is limited by the user-defined parameter M AX M ≥ 1. In other terms, M AX M limits the maximum number of structural predicates (joins) within a candidate EP. Since joins affects the computational complexity of the method, a low value of M AX M guarantees the applicability of the algorithm to reasonably large data The monotonicity property of the generality order θ with respect to the support value (i.e., a superset of an infrequent pattern cannot be frequent) is exploited to avoid the generation of infrequent relational patterns. In fact, an infrequent pattern on D i cannot be an EP for distinguishing D i from D i . θ-subsumption monotonicity) . Let G, θ be the space of relational completely linked patterns ordered according to θ . P 1 and P 2 are two patterns of G, θ with
Proposition 1 (Property of
Therefore, when P 1 θ P 2, we have s Di (P 1) ≥ s Di (P 2) and s Di (P 1) ≥ s Di (P 2) ∀i = 1, . . . , L. This is the counterpart of one of the properties exploited in the family of the Apriori-like algorithms [1] to prune the space of candidate patterns. To efficiently discover relational EPs, Mr-EP prunes the search space by exploiting the θ-subsumption monotonicity of support (prune1 criterion). Let P be a refinement of a pattern P . If P is an infrequent pattern on D i (s Di (P ) < minsup), then P has a support on D i that is lower than the user-defined threshold (minsup). According to the definition of EP, P cannot be an EP for distinguishing D i from D i , hence Mr-EP does not refine patterns which are infrequent on D i .
Unluckily, the monotonicity property does not hold for the growth rate: a refinement of an EP whose growth rate is lower than the threshold minGR may or may not be an EP. Anyway, as in the propositional case [18] , some mathematical considerations on the growth rate formulation can be usefully exploited to define two further pruning criteria.
First (prune2 criterion), Mr-EP avoids generating the refinements of a pattern P in the case that GR Di→Di (P ) = ∞ (i.e., s Di (P ) > 0 and s Di (P ) = 0). Indeed, due to the θ-subsumption monotonicity of support ∀P ∈ ρ (P ): s Di (P ) ≥ s Di (P ) then s Di (P ) = 0. Thereby, GR Di→Di (P ) = 0 in the case that s Di (P ) = 0, while GR Di→Di (P ) = ∞ in the case that s Di (P ) > 0. In the former case, P is not worth to be considered (prune1 ). In the latter case, P θ P and s Di (P ) ≥ s Di (P ). Therefore, P is useless since P has the same discriminating ability than P (GR Di→Di (P ) = GR Di→Di (P ) = ∞). We prefer P to P based on the Occams razor principle, according to which all things being equal, the simplest solution tends to be the best one.
Second (prune3 criterion), Mr-EP avoids generating the refinements of a pattern P which add a property predicate in the case that the refined patterns have the same support of P on D i . We denote by:
) is a property predicate}. For the monotonicity property, ∀P ∈ SameSupport Di (P ):
This means that GR Di→Di (P ) ≥ GR Di→Di (P ). P is more specific than P but, at the same time, P has a lower discriminating power than P . This pruning criterion prunes EPs that could be generated as refinements of patterns in SameSupport Di (P ). However, it is possible that some of them may be of interest for our discovery process. Their identification is guaranteed by the following: Proposition 2. Let P ∈ SameSupport Di (P ) such that P = P ∪ {p(t1, t2)} with p(t1, t2) being a property predicate. Let P ∈ ρ (P ) such that P = P ∪ {q(t3, t4)} with q(t3, t4) being a property predicate. If P is an EP discrim-
According to proposition 2, we can prune P (but not P ) without preventing the generation of EPs more specific than P . It is noteworty to observe that this pruning criterion operates only when p(t1, t2) is a property predicate. Differently, pruning of structural predicates would avoid the introduction of a new variable thus avoiding the discovery of further EPs obtained by adding property or structural predicates involving such variable. Finally, additional candidates not worth being evaluated are those equivalent under θ-subsumption to some other candidate (prune4 ).
Experimental Results
Mr-EP has been implemented as a module of the MRDM system MURENA (MUlti RElational aNAlyzer) which interfaces the Oracle 10g DBMS. We tested the method on two real world geo-referenced data sets: the North-West England Census Data and the Munich Census Data. Both data sets include numeric attributes, which are handled through an equal-width discretization to partition the range of values into a fixed number of bins. EPs have been discovered with minGR = 1.1, minsup = 0.1. M AX M is set to 3 for North-West England Census Dataset and to 5 for Munich Census Dataset. In this work, we present only a qualitative interpretation of EPs. Each EP is analyzed in terms of a human interpretable pattern that is descriptive of characteristics discriminating between separate classes of relational data.
The North-West England Census Data. Data were obtained from both census and digital maps provided by the European project SPIN! (http://www.ais. fraunhofer.de/KD/SPIN/project.html). They concern Greater Manchester, one of the five counties of North West England (NWE). Greater Manchester is divided into into 214 census sections (wards). Census data are available at ward level and provide socio-economic statistics (e.g. mortality rate) as well as some measures of the deprivation of each ward according to information provided by Census combined into single index scores. We employed the Jarman score that estimates the need for primary care, the indices developed by Townsend and Carstairs to perform health-related analyses, and the DoE index which is used in targeting urban regeneration funds. The higher the index value the more deprived the ward. In this application, the mortality percentage rate (target attribute) takes values in the finite set {low = [0.001, 0.01], high =]0.01, 0.18]}. The analysis we performed was based on deprivation factors and geographical factors represented in topographic maps of the area. Vectorized boundaries of the 1998 census wards as well as of other Ordnance Survey digital maps of NWE are available for several layers such as urban area (115 lines), green area (9 lines), road net (1687 lines), rail net (805 lines) and water net (716 lines). Objects of each layer are stored as tuples of relational tables including information on the object type (TYPE). For instance, an urban area may be either a "large urban area" or a "small urban area". Topological relationships between wards and objects in these layers are materialized as relational tables expressing non-disjoint relations. The number of materialized "non disjoint" relationships is 5313.
Mr-EP discovered 60 EPs to discriminate high mortality rate wards from the class of wards with low mortality rate and 55 EPs to discriminate low mortality rate wards from high mortality rate wards. An example of EP extracted for the class mortality rate=high is:
wards ( This pattern has a support of 0.113 and a growth rate of 2.864. It captures the event that a ward with a relative low Townsend deprivation level (i.e., the ward A cannot be considered as deprived with respect to health-related analyses) and overlaps at least one green area (i.e., a park) discriminates wards with low mortality rate from the others.
The Munich Census Data. These data concern the level of monthly rent per square meter for flats in Munich expressed in German Marks. . The "close to" relation between subquarters areas and the "inside" relation between public train stops and metropolitan subquarters are materialized into relational tables (ward close to ward and apartment inside district). Similarly, the "cross" relation between districts and public train stops is materialized into the relational 
Conclusions
In this paper, we presented a novel MRDM method, called Mr-EP, which discovers a characterization of classes in terms of relational EPs thus providing a human-interpretable description of the differences between separate classes. The method was implemented in a MRDM system which is tightly integrated with a relational DBMS. The tight-coupling with the database makes the knowledge on data structure available free of charge to guide the search in the relational pattern space. Experimental results have been obtained by running Mr-EP to capture data changes among several populations of geo-referenced data. As future work, we plan to exploit relational EPs for associative classification tasks and to compare results with those already reported in a previous study [2] .
