Abstract. An element s of an (abstract) algebra A is a single element of A if asb = 0 and a, b ∈ A imply that as = 0 or sb = 0. Let X be a real or complex reflexive Banach space, and let B be a finite atomic Boolean subspace lattice on X, with the property that the vector sum K + L is closed, for every K, L ∈ B. For any subspace lattice D ⊆ B the single elements of Alg D are characterised in terms of a coordinatisation of D involving B. (On separable complex Hilbert space the finite distributive subspace lattices D which arise in this way are precisely those which are similar to finite commutative subspace lattices. Every distributive subspace lattice on complex, finite-dimensional Hilbert space is of this type.) The result uses a characterisation of the single elements of matrix incidence algebras, recently obtained by the authors.
Introduction and preliminaries
Throughout, X will denote a non-zero real or complex reflexive Banach space, and H will denote a non-zero complex separable Hilbert space. Also, F will denote the real or complex field. By a subspace of X we mean a norm-closed linear manifold and by an operator on X we mean a bounded linear transformation acting on X. The set of operators on X is denoted by B(X). By a subspace lattice on X we mean a family L of subspaces of X satisfying (i) (0), X ∈ L and (ii) for every family
where '∨' denotes 'closed linear span'). A subspace lattice on a Hilbert space is commutative if the (orthogonal) projections onto any two of its members commute. (As usual P L will denote the (orthogonal) projection onto the subspace L.) The abbreviation 'CSL' will be used for 'commutative subspace lattice'. A subspace lattice on X is Boolean if it is complemented and distributive, and atomic if each of its elements is the (closed linear) span of the atoms that it contains. The abbreviation 'ABSL' will be used for 'atomic Boolean subspace lattice'. In any subspace lattice L the 'minus operation' is the self-map defined by
The annihilator S ⊥ of a subset S ⊆ X is, as usual, given by S ⊥ = {x * ∈ X * : x * (x) = 0, for every x ∈ S}, where X * denotes the topological dual of X. For any vectors f ∈ X, e * ∈ X * the operator e * ⊗ f ∈ B(X) is defined by e * ⊗ f (x) = e * (x)f, for every x ∈ X. For any family L of subspaces of X, Alg L is the operator algebra given by
The results from abstract lattice theory that we use are to be found in [2] .
Let n ∈ Z + and let be a partial order on {1, 2, . . . , n} consistent with the natural order in the sense that i j ⇒ i ≤ j. Call a subset F of {1, 2, . . . , n} -hereditary (or simply hereditary if no confusion can arise) if i j ∈ F ⇒ i ∈ F. The union and the intersection of hereditary subsets are again hereditary, so the set of hereditary subsets is a finite distributive lattice under the inclusion ordering. We will denote this lattice by D n ( ). The non-zero join-irreducible elements of D n ( ) are the subsets {i : 1 ≤ i ≤ n and i j}, 1 ≤ j ≤ n. In particular, D n ( ) has height n.
If {H i : 1 ≤ i ≤ n} is a pairwise orthogonal family of non-zero subspaces of the complex separable Hilbert space H satisfying H = n i=1 H i , the set of subspaces { i∈F H i : F ∈ D n ( )} is a finite CSL on the Hilbert space H, lattice-isomorphic to D n ( ) by the map F → i∈F H i . All finite CSL's on separable Hilbert space arise in this way. Indeed, let L be a finite CSL on the Hilbert space H. Then, as is well known, L is distributive. Let {K j : 1 ≤ j ≤ n} be the set of non-zero join-irreducible elements of L, enumerated so that 
. Since the projections P Hi and P Hj commute, it follows that H i ⊥ H j . Continuing, we also have
, where the height of K j ∩ (K j ) − is strictly less than the height of K j . Since K j ∩ (K j ) − is the closed linear span of non-zero join-irreducible elements each of height strictly less than that of K j , it follows by the induction assumption that
In this way we see that the 'building blocks' of finite CSL's are
H i and (ii) a partial order on {1, 2, . . . , n}, consistent with the natural order.
With notation as in the preceding paragraph, the non-zero join-irreducible elements of L are the elements 
The requirement that be consistent with the natural order can be dropped from the preceding three paragraphs. The reason that we have included it, and will continue to do so, is that, with notation as in the preceding paragraph, Alg L becomes an algebra of upper-triangular operator-entried matrices when is consistent with the natural order.
An element s of an (abstract) algebra A is a single element of A if asb = 0 and a, b ∈ A imply that as = 0 or sb = 0. (This notion is useful, for example, in the representation theory of normed algebras [3] .) If {u 1 , u 2 , . . . , u n } is the usual orthonormal basis for F n and is a partial order on {1, 2, . . . , n} consistent with the natural order, then
is a finite CSL on F n and Alg L n ( ) can be identified with the matrix incidence algebra
The single elements of A n ( ) have been described, in terms of the partial order , in [7] (see Theorem 1 below). We show below how this leads to a description of the single elements of Alg L, for any finite CSL L. Actually, our main result applies in a slightly wider context. Let D be a finite distributive subspace lattice on H with the property that the vector sum K + L is closed, for every K, L ∈ D. (This would be the case if, for example, dim H < ∞.) Let the set of non-zero join-irreducible elements of D be 
. . , n} gives rise to a finite distributive subspace lattice D on H, defined by ( * ) with the property that K + L is closed, for every K, L ∈ D. Of course, there is a natural matrix representation of Alg D for such a subspace lattice D, as in the commutative case. We will not pursue this further as there is nothing essentially different here from the commutative case. Indeed, by [4, Corollary 7.1, Theorem 8] such a finite distributive subspace lattice is similar to a finite CSL.
Given a finite distributive subspace lattice D on a real or complex Banach space, with the property that the vector sum K + L is closed, for every K, L ∈ D, the expression K i (K i ∩ (K i ) − ) will usually make no sense (with (K i ) − calculated in D, as earlier). So the subspace 'blocks' with which the representation of D may be built are not immediately apparent. However, note that if the underlying space is a Hilbert space, and
This suggests the class of finite distributive subspace lattices with which the present note is primarily concerned. Namely, those finite distributive subspace lattices D on X for which there exists a finite ABSL B on X with the property that 
Main theorem
Throughout the remainder of this note we let D be a finite distributive subspace lattice on X and let B be a finite ABSL on X such that D ⊆ B and such that the vector sum
, where denotes Boolean complementation in B, and
Our main theorem is to be used in conjunction with the following description of the single elements of A n ( ), which we include for the convenience of the reader.
Theorem 1 ([7]
). Let A n ( ) be a matrix incidence algebra over a field Here r i and c j denote the i-th row and the j-th column of S, respectively.
Before proving our main theorem it is convenient to make some observations.
Observations. 1. From the fact that K + L is closed, for every K, L ∈ B it readily follows that, for every finite set
To employ the induction assumption observe that, for
. . , W n } is the set of atoms of a finite ABSL on X, C say, satisfying D ⊆ C ⊆ B. It is also clear that the vector sum K + L is closed, for every K, L ∈ C, and that the Boolean complement appearing in the definition of W i can be considered to be taken in C. In short, we may suppose at the outset that m = n (that is, that C = B). We will assume this in what follows.
6. For every 1 ≤ j ≤ n, K j = i j W i . To prove this it is enough, in view of observation 4 above, to show that 
. , n}, then F ⊆ G ⇔ φ(F ) ⊆ φ(G)
(the reverse implication follows easily from the fact that {W 1 , W 2 , . . . , W n } is the set of atoms of an ABSL). Thus φ is a lattice-isomorphism. In particular, (
⊥ . For, each x ∈ X has a unique decomposition x = n i=1 x i with x i ∈ W i , 1 ≤ i ≤ n, and the map P i : X → X defined by P i x = x i is linear and closed, and so is bounded by the Closed Graph Theorem. Clearly ( 
where, for any operator T, R(T ) denotes the range of T ). In fact R(P
, and g * (Sh) = 0, then Sh = 0 or S * g * = 0. 
Theorem 2. The operator S ∈ B(X) is a single element of Alg D if and only if there exist non-zero vectors
Thus S ∈ Alg D. Now, additionally, let (s i,j ) be a single element of A n ( ) and let f i , e * j , 1 ≤ i, j ≤ n, be non-zero vectors. We show that S is a single element of Alg D. By observation 9 above it is enough to show that if h ∈ X, g * ∈ X * and g * (Sh) = 0 and there exist elements
. . , u n } is the usual orthonormal basis for F n ). Theng,h ∈ F n and g * (Sh) = (Sh|g), whereS = (s i,j ) is regarded as an operator on F n (and (·|·) denotes the usual inner-product on
⊥ . Similarly, there existsJ ∈ L n ( ), with (J) − = F n , such that h ∈J. So, again by observation 9 above, sinceS is single and (Sh|g) = 0, we haveSh = 0 or (S) * g = 0. In the former case Sh = 0 and in the latter S * g * = 0. (Note that in this part of the proof we did not use the fact that all of the vectors 
First we show that if f i,j = 0 and 
o t h e r w i s e .
We show that S = n i=1 n j=1 s i,j (e * j ⊗f i ). Let 1 ≤ i, j ≤ n and x ∈ X be arbitrary. Then x has a unique decomposition x = n k=1 x k , with x k ∈ W k , 1 ≤ k ≤ n, and there exist scalars
However, s i,j e * j (x) = α j λ i,j . For, if g j = 0 and h * i = 0, then
On the other hand, if g j = 0 or h * i = 0, then λ i,j = 0 so once again s i,j e *
Next we show that (s i,j ) is a single element of A n ( ). Now, for every 1
ThenÃ,B ∈ Alg D (see the first paragraph of the proof of the theorem). We havẽ This completes the proof of the theorem.
The preceding theorem shows that, for the type of subspace lattice D considered, the structure of the single elements of Alg D is completely determined by the poset of non-zero join-irreducible elements of D, partially ordered by inclusion. This is consistent with [6, Theorem 3] , which shows that the maximum rank that a single element can have is determined by the relationship between the set of maximal elements and the set of minimal elements of this poset. (It is not difficult to show that the non-zero join-irreducible elements occcuring in the unique irredundant representation of X are precisely the maximal ones.)
The preceding theorem can be interpreted matricially. For, by virtue of the decomposition X = 
