Abstract. If K is a field of characteristic p then the p-torsion of the Brauer group, p Br(K
Introduction
The Hilbert symbol of degree p, (·, ·) p :
, which is defined when char K = p and µ p ⊆ K, has an analogue in characteristic p. If ℘ is the Artin-Schreier map, x → x p − x, then we have the Artin-Schreier symbol
given for every a, b ∈ K, b = 0 by [a, b) p = [A [a,b) p ], which is the class in the Brauer group of the central simple algebra (c.s.a.) A [a,b)p generated by x, y with the relations ℘(x) = x p − x = a, y p = b, yxy −1 = x + 1.
The representation of p Br(K) involves the groups of 1-forms, Ω 1 (K). Recall, over an arbitrary abelian ring R, Ω 1 (R) is the R-module generated by da with a ∈ R, subject to d(a + b) = da + db and d(ab) = a db + b da. By [GS, Lemma 9.2 .1] we have a group morphism γ : Ω 1 (K) → Ω 1 (K)/ dK, called the inverse Cartier operator, or C −1 , given by a db → a p b p−1 db. An important property of γ is a the existence of the following exact sequence:
Note that if b = 0 and we write a = cb then a More generally, if n ≥ 1 then we have an analogue of the p n th Hilbert symbol, which is defined in terms of Witt vectors.
Let W (K) be the ring of p-typical Witt vectors over K, i.e. W {1,p,p 2 ,...} (K), and let W n (K) be its truncation of lenght n, i.e. W {1,p,...,p n−1 } (K). (When n = 0 by W 0 (K) we mean W ∅ (K) = {0}.) We have a truncation morphism W (K) → W n (K) given by (x 0 , x 1 , . . .) → (x 0 , . . . , x n−1 ). More generally, if m ≥ n then we have a trucation map W m (K) → W n (K).
We denote by F the Frobenius endomorphism on W (K) and on W n (K), given by (x 0 , x 1 , . . .) → (x p 0 , x p 1 , . . .), and by V the Verschiebung map (x 0 , x 1 , . . .) → (0, x 0 , x 1 , . . .), which is additive. Note that for any n ≥ 0 we can define V : W n (K) → W n+1 (K) by (x 0 , . . . , x n−1 ) → (0, x 0 , . . . , x n−1 ). However, in many cases we will be concerned with the truncated version, V : W n (K) → W n (K), given by (x 0 , . . . , x n−1 ) → (0, x 0 , . . . , x n−2 ). We have the well known formulas 
.).
The map V n is zero on W n (K). Moreover, V n (W (K)) = {(0, . . . , 0, a n , a n+1 , . . .) : a i ∈ K}, which is the kernel of the truncation map W (K) → W n (K). Therefore W n (K) can also be written as W (K)/V n (W (K)). As we will see later, in some cases it is more advantageous to regard the truncated Witt vectors as classes of full Witt vectors, especially when we work with truncations of different lengths.
The Artin-Schreier map on Witt vectors is ℘ = F − 1, given by (x 0 , x 1 , . . .) → (x p 0 , x p 1 , . . .)−(x 0 , x 1 , . . .). We have ker(℘ :
is given by a → a · 1 = a(1, 0, . . . , 0). We now define the analogue of (·, ·) p n in characteristic p,
given for any a = (a 0 , . . . , a n−1 ) ∈ W n (K) and any b ∈ K × by [a, b) p n = [A [a,b) p n ], where [A [a,b) p n ] is a c.s.a. over K of degree p n generated by x = (x 0 , . . . , x n−1 ) and y, such that x has mutually commuting entries, with the relations ℘(x) = F x − x = a, y p n = b, yxy −1 = x + 1.
Here yxy −1 := (yx 0 y −1 , . . . , yx n−1 y −1 ) and x + 1 is the sum of Witt vectors (x 0 , . . . , x n−1 ) + (1, 0, . . . , 0).
Note. The notation [·, ·)
is not universally used. Instead of [(a 0 , . . . , a n−1 ), b) some authors write (b, (a 0 , . . . , a n−1 )] or (b|a 0 , . . . , a n−1 ].
Also the relation yxy −1 = x + 1 from the definition of A [a,b) p n is sometimes replaced by y −1 xy = x + 1. With this alternative definition A [a,b) p n becomes A op [a,b) p n so [a, b) p n becomes −[a, b) p n , which is essentially the same thing. The symbol [·, ·) p n was introduced by Witt in [W] and is called the ArtinSchreier-Witt symbol. It is bilinear and [a, b) p n depends only on the classes of a mod ℘(W n (K)) and b mod K ×p n , which justifies the set of definition. Then
The symbols [·, ·) p n are related to each other by the formula [a,
We obtain a map between two directed systems.
We take the direct limits. The limit of the directed system W 0 (K)
, where (CW (K), +) is the group of Witt covectors. Recall that the elements of CW (K) write as (. . . , a −2 , a −1 , a 0 ), with a i ∈ K, such that a i = 0 for i ≪ 0. The canonical morphism ψ n : W n (K) → CW (K) is given by (a 0 , . . . , a n−1 ) → (. . . 0, 0, a 0 , . . . , a n−1 ). The Frobenius and Verschiebung maps are defined on CW (K) by F (. . . , a 2 , a 1 , a 0 ) = (. . . , a p 2 , a p 1 , a p 0 ) and V (. . . , a 2 , a 1 , a 0 ) = (. . . , a 3 , a 2 , a 1 ). They are are compatible with the canonical maps, in the sense that ψ n (F a) = F ψ n (a) and
We also have [a, b) 
. . , a n−1 ), b) p n . This is related to the similar relation for Hilbert symbols,
There is an alternative definition of [a, b) p n in terms of cohomology. If a = (a 0 , . . . , a n−1 )
there is a Witt vector with 0 on the first k positions, i.e. (a + ℘ (W n [GS, Remark 4.3.13 2.], we have an isomorphism
, which comes from the exact se-
corresponding to a is a given by σ → σ(α) − α so it coincides withχ a . So the isomorphism 
n Z is an isomorphism and we can apply [GS, Proposition 4.7.3 and Corollary 4.7.5] . By [GS, Proposition 4.7 where (χ a , b) is the c.s.a. described in [GS, Proposition 2.5.2] . Namely, (χ a , b) is the K-algebra generated by L and y, subject to the relations y p n = b and yλy
σ is given by σ(α) − α = 1, i.e. by α → α + 1, where α = (α 0 , . . . , α n−1 ) ∈ ℘ −1 (a). The relation yλy −1 = σ(λ) only needs to be verified by the generators α = (α 0 , . . . , α n−1 ) of L/K so it is equivalent to yαy
is the algebra generated by x = (x 0 , . . . , x n−1 ) and y, where x i 's commute with each other, ℘(x) = a, y p n = b and yxy [GS, Corollary 4.7 .5] we also have that [a, b) 
is the coboundary morphism obtained from the ex-
For the purpose of this paper we only need Proposition 1.1(ii). This result is very likely already known. However we didn't find it stated explicitly in the general case in the literature. So we provided a proof here.
If K is a local field then we have another definition of [·, ·) p n , in terms of the local Artin map, with values in W n (F p ). Namely, if a ∈ W n (K) and b ∈ K × then we take α ∈ W n (K s ) with ℘(α) = a and we define [a, b) 
This new definition of [·, ·) p n , with values in W n (F p ), is related to the initial one, with values in p n Br(K), via the local invariant inv : Br(K) [FV, (7. 3)], where we have a general statement for all cyclic algebras.)
A key lemma
In this section we prove that for every b ∈ K × we have [[b] , b) p n = 0. This result, together with [GS, Theorem 9.2.4 ] and the basic properties of the [·, ·) p n , the bilinearity and the relations [℘(a),
, are all the ingredients we will use in this paper.
Lemma 2.1. If R is a ring and a ⊆ R is an ideal then for every n ≥ 1 we have:
(ii) We use the induction on n. When n = 1 we have W 1 (a) = a, which is generated by [α h ] = α h with k ∈ S.
Suppose now that n > 1 and let a = (a 0 , . . . , a n−1 ) ∈ W n (a). Then a 0 ∈ a writes as h∈S m h α h for some m h ∈ Z with m h = 0 for almost all h ∈ S. Then a − h∈S m h [α h ] belongs to (W n (a), +) and its first entry is 
. Next, we prove (i) and (ii) by induction on n in two steps.
Step 1. We prove that if n ≥ 1 then (i) at n implies (ii) at n. We use Lemma 2.1(ii). Since the ideal a = bk[b] of the ring R = k[b] is generated, as a group, by cb h , with h ≥ 1 and c ∈ k \ {0}, we get that
Hence a writes as a linear combination with coefficients in Z of the generators V i (cb h ) and, by the linearity in the first variable of [·,
. the case i = 0). We write h = p s l with s ≥ 0 and
When we identify the first coordinate in the equality
. By the same reasoning, for any other β = (β 0 , . . . , β n−1 ) with
By identifying the first coordinate in the equality β = α + [h], we get β 0 = α 0 + h.
and we are done. ✷
In this paper we only use Lemma 2.2(i). We stated the stronger result from (ii) only because it makes the induction possible. In fact, for the induction to work we only need the statement (ii) for k = F p .
Note that the proof of [[b] , b) p n = 0 was done with rather rudimentary methods. There is an alternative proof using class field theory. We can also prove Lemma (ii), but only when k is finite. So we have b ∈ K × , k = F q ⊆ K for some p-power q, a ∈ W n (bF q [b]) and we want to prove that [a, b) p n = 0.
First note that we can reduce to the case when
So we may assume that b is transcendental over F q . It follows that K is a global field. Then we have the exact sequence
Here Ω K is the set of all places of K and the first map is given by the localizations,
) so ξ v0 = 0 as well. Therefore in order to prove that ξ = 0 it suffices to prove that ξ v = 0 holds for all but one value of v ∈ Ω K . If v ∈ Ω K then we denote by O v the ring of integers from K v , by p v the prime ideal and by
. Besides these places, we have the place v ∞ corresponding to the norm | · | ∞ , given by |g/h|
From now on we make the convention that [0, 0) p n = 0. Definition 1. For any field K of characteristic p and n ≥ 1 we define the symbol
so the terms with b j = 0 should be ignored in the sum above.
In particular, if a = 0 or b = 0 then ((a, b)) p n = 0.
Remarks
(1) If a ∈ W n (K), b ∈ K then all but the first term in the definition of ((a, [b] )) p n are zero and we have ((a, [b] 
Lemma 3.2. (i) With the notations from Definition 1, we have
p n for every j. Then our result follows by summation over j.
If b j = 0 this is just 0 = 0 so we may assume that b j = 0. We have
It follows that
(ii) Assume first that k, l ≤ n − 1. We use (i) in the case when a i = 0 for
When we drop the indices k and l we get our result.
(ii) The linearity of ((·, ·)) p n in the first variable follows directly from the definition. Then the linearity in the second variable will follow from the skew-symmetry, which we have already proved.
(i) Since ((·, ·)) p n is bilinear it suffices to prove that ((
follows from the skew-symmetry.
(iv) We must prove that the map f :
Similarly for the remaining two terms of
which is zero by Lemma 2.2. ✷
Properties (i)-(iii) summarize as follows.
Corollary 3.4. ((·, ·)) p n is a bilinear skew-symmetric map defined as
Lemma 3.5. For every ring R there is a group isomorphism
given by x ⊗ y → x dy.
P roof. Ω 1 (R) is the R-module generated by da with a ∈ R, subject to d(a+b) = da + db and d(ab) = a db + b da ∀a, b ∈ R. Then Ω 1 (R) writes as M/N , where M is the R-module generated by da with a ∈ R subject to d(a + b) = da + db and N is the R-submodule of M generated by d(ab) − a db − b da, with a, b ∈ R.
We claim that there is a group isomorphism f : R⊗R → M given by x⊗y → x dy. The existence of f defined this way follows from the fact that the map R × R → M given by (x, y) → x dy is bilinear. (In M we have (a + b) dc = a dc + b dc and a d(b + c) = a(db + dc) = a db + a dc.) Conversely, we regard R ⊗ R as an Rmodule by defining xα := (x ⊗ 1)α ∀x ∈ R, α ∈ R ⊗ R and we define a morphism of R-modules g : M → R ⊗ R by dx → 1 ⊗ x. This is well defined because the relations among generators in M , d(a + b) = da + db, are preserved by g. (We have 1⊗(a+b) = 1⊗a+1⊗b.) Now g(x dy) = xg(dy) = x(1⊗y) = (x⊗1)(1⊗y) = x⊗y. It follows that f and g are inverse to each other group isomorphisms.
Then f induces a group isomorphism (R ⊗ R)/g(N ) → M/N = Ω 1 (R), given by x ⊗ y → x dy. Now, as an R-module, N is generated by d(bc) − b dc − c db, with b, c ∈ R. As a group, it will be generated by a(d(bc) − b dc − c db) = a d(bc) − ab dc − ac db, with a, b, c ∈ R. It follows that g(N ) is the group generated by g(a d(bc) − ab dc − ac db) = a ⊗ bc − ab ⊗ c − ac ⊗ b, with a, b, c ∈ R. Hence the conclusion. ✷ Proposition 3.6. There is a group morphism α p n : (2)) so we recover the original definition of α p from the introduction. P roof. For convenience, we write ((·, ·)) instead of ((·, ·)) p n . By Proposition 3.3(ii) ((·, ·)) : ((a, b) ). By Proposition 3.3(iii) and (iv) for every a, b, c
which, by Lemma 3.5, is isomorphic to Ω 1 (W n (K)), via a⊗b → a db. Then we get a group morphism α p n :
Remark Proposition 3.6 is a consequence of Proposition 3.3(ii)-(iv). But in fact we have equivalence. Indeed, (ii) follows from α p n (a d(b+c)) = α p n (a db)+α p n (a dc) and α p n ((a + b) dc) = α p n (a dc) + α p n (b dc). For (iii) we have α p n (a db + b da) = α p n (d(ab)) = 0, i.e. ((a, b) ) + ((b, a)) = 0. And for (iv) we have α p n (a d(bc)) = α p n (ab dc + ac db), i.e. ((a, bc)) = ((ab, c)) + ((ac, b)). Together with ((ab, c)) = −((c, ab)) and ((ac, b)) = −((b, ac)), this implies ((a, bc)) + ((b, ac)) + ((c, ab)) = 0.
Proposition 3.7. The Frobenius and Verschiebung maps are adjoint:
We use Lemma 3.2(ii) and we get
The second statement follows from the first by the skew-symmetry. ✷
P roof. By Propositions 3.8 and 3.7, we have ((a, b)) a) ) p n = 0. Since (2, p n ) = 1 we get ((a, a)) p n = 0. If p = 2 then by Corollary 3.9 we have ((a, a)) 2 n = 2((a, a)) 2 n+1 = 0. ✷ Definition 2. For m, n ≥ 1 we define the symbol
In particular, if m = n we may take l = n and we have ((·, ·)) p n ,p n = ((·, ·)) p n .
P roof. (i) We must prove that the formula for ((a, b) ) p m ,p n from Definition 2 is independent of the choice of l. Assume that l ′ ≥ l ≥ m, n. Then by Proposition 3.8 we have (
(iii) follows from the bilinearity of ((·, ·)) p l and the fact that the maps a → V l−m a and b → V l−n b are linear. (ii) Since ((·, ·)) p m ,p n is bilinear it suffices to prove that ((a,
(Here we used the adjoint property of F and V and the fact that V l ≡ 0 on W l (K).) The proof of ((F n a, b)) p m ,p n = 0 is similar. (iv) Follows from the definition of ((·, ·)) p m ,p n and the skew-symmetry of ((·, ·)) p l . ✷ Corollary 3.12. ((·, ·) ) p m ,p n is a bilinear map defined as
. This justifies the new domain for ((·, ·)) p m ,p n . The fact that the image of ((·, ·)) p m ,p n is in p k Br(K) follows from bilinearity of ((·, ·)) p m ,p n and the fact that
is killed by both p m and p n and so by
Proposition 3.13. The Frobenius and Verschiebung maps are adjoint:
Since F and V are adjoint with respect to ((·, ·)) p N we have
14. Remark. In short notation we may write
, where by (F n ) we mean the image of F n on W m (K). In the same short no-
One can see that F and V switch roles in
. This is explained by the fact that F and V are adjoint with respect to ((·, ·) 
In particular, ((P (V, F )a, b) 
. Two polynomials P with this property are X m and Y n .
Proposition 3.15
(Same as in Definition 1, the terms with
In Definition 2 we take l = m+n and we get ((a, b) 
is b j and all the other entries are 0. By Definition 1 we have
Hence the conclusion.
(ii) The j entry of V j [b j ] is b j and all the other entries are 0. Then by (i) we have ((a,
In terms of c.s.a., ((a, b) , b) ) p m ,p n is at most p mn . Philippe Gille raised the question whether this upper bound can be achieved. The answer is yes. If F = F p (a 0 , . . . , a m−1 , b 0 , . . . , b n−1 ), where a i , b j are variables, and  a = (a 0 , . . . , a m−1 ), b = (b 0 , . . . , b n−1 ) then the Schur index of ((a, b) ) p m ,p n is p mn . To prove this we need a new way to describe ((·, ·)) p m ,p n in terms of c.s.a. given by generators and relations.
As seen in the introduction, the symbols [·, ·) p n : given by (a 0 , . . . , a n−1 ) → (. . . , 0, 0, a 0 , . . . , a n−1 ).
We can do the same with the symbols ((a, b) 
So we have a map between two directed systems. By taking direct limits we get a symbol ((·, ·)) ·) ) p ∞ can be regarded also as the direct limit of ((·, ·)) p n ,p n = ((·, ·)) p n only. Since ((·, ·)) p n are bilinear and antisymmetric, so is ( (·, ·) 
Proposition 3.17. There is a bilinear antisymmetric symbol
Remark. The symbols [·, ·) p n too satisfy the adjoint property between Frobenius and Verschiebung. We have [V a, b) 
For the other adjoint property we need to define a Verschiebung map on K × . On (W n (F ), +) the Verschiebung map is defined by the property
. Obvious such map is the identity,
As we will see in a future paper, this is a particular case of a more general result.
The representation theorem
In Proposition 3.6 we introduced the linear map α p n : ((a, b) ) p n . We are now able to prove that α p n is surjective and to find its kernel, thus to generalize the result of [GS, Theorem 9.2 .4] for n = 1, which we mentioned in the introduction.
Note that in fact we already have the surjectivity. Indeed, Im α p n is the subgroup of p n Br(K) generated by the image of ((·, ·)) p n , which, by Remark 3.1(1), coincides with the subgroup generated by the image of [·, ·) p n , which, by Proposition 1.2, is the whole p n Br(K).
P roof. We have da ∈ ker α p n by Proposition 3.6. By Proposition 3.7 we have
By Lemma 4.2 we have M n ⊆ ker α p n . Therefore we can regard α p n as being defined α p n : G n → p n Br(K).
We also define G
We will prove by induction on n that α p n : Ω 1 (W n (K)) → p n Br(K) is surjective and M n is its kernel so α p n : G n → p n Br(K) is an isomorphism.
Consequently, α p :
is an isomorphism by [GS, Theorem 9.2.4] . (See also §1.)
Hence the conclusion. ✷ Note that we used only a minimal set of generators for M n . In fact M n contains all elements of ker α p n we know so far.
Lemma 4.4. All elements of ker α p n from Lemma 4.2 also belong to M n .
With the exception of ℘(a) dlog [b] , they also belong to M ′ n .
The relations da = 0 and V a db = a dF b, which hold in
Note that da = 0 and V a db = a dF b also hold in G n . We are left to prove that
, is linear. We must prove that f ≡ 0. The group (W n (K), +) is generated by [a] , with a ∈ K, and V a, where a is a Witt vector, so it suffices to prove that f vanishes at these generators. We
. Explicitly, N n is the group generated by
If we write G n as (W n 
All relations above, except the last one, also hold in
P roof. When we regard G n and G 
) the elements of W n (K) can be regarded as classes of elements in W (K). Therefore elements of W n (K) ⊗ W n (K) can be regarded as classes of elements of W (K) ⊗ W (K). Hence we may regard α p n as being defined on
P roof. Since α p m and α p n are linear it is enough to verify our statement when η is a generator of
First note that for any a, b ∈ W (K), by Lemma 4.5, in G n we have
To prove that N n−1 ⊆ ker h we note that N n−1 is generated by the elements
We obtain a linear map f n :
P roof. We use the snake lemma for the following diagram.
where f ′ is the restriction of f to A ′ . We have f (A ′ ) = B ′ so f ′ is surjective so coker f ′ = 0. Then, as a part of the long exact sequence obtained by the snake lemma, we have the exact sequence ker f → ker f ′′ → coker f ′ = 0. Hence ker f ′′ is the image in A/A ′ of ker f ⊆ A, as claimed. ✷ Lemma 4.9. If n ≥ 1 and T :
P roof. Since T is given by (a 0 , a 1 , . . .) → a 0 its kernel consists of elements of the form (0, a 1 , a 2 , . . .) , i.e. ker T = Im V . The truncation map T ⊗ T sends the generators of N n−1 to the generators of
We now prove that ker g n = pG n . Now pG n is generated by elements of the form pa ⊗ b. But pa ⊗ b = V (F a) ⊗ b ∈ ker g n . Conversely, we must prove that the generators V a ⊗ b and a ⊗ V b of ker g n belong to pG n . If
P roof. We use the induction on n. The case n = 1 was handled by Lemma 4.3. Suppose now that n ≥ 2. By Lemma 4.9, g n is surjective with ker g n = pG n . By Lemma 4.7, Im f n = pG n . So we have the exact sequence G n−1
We also have the obvious exact sequence 0
. By Lemma 4.6, for any η ∈ W (K) ⊗ W (K) we have α p n−1 (η) = pα p n (η) and α p (η) = p n−1 α p n (η). Also by Lemma 4.7 f n (η) = pη, while g n is given by truncations so g n (η) = η. Hence α p (g n (η)) = p n−1 α p n (η) and α p n (f n (η)) = pα p n (η) = α p n−1 (η). So we have the commutative exact diagram
.
By the snake lemma we have the exact sequences ker α p n−1 → ker α p n → ker α p and coker α p n−1 → coker α p n → coker α p . But by the induction hypothesis α p n−1 and α p are isomorphisms so their ker and coker are zero. It follows that ker α p n = coker α p n = 0 so α p n is an isomorphism as well. ✷
As seen from the proof of Theorem 4.10, we have the commutative square
Then we have an isomorphism α p ∞ :
Recall that f n : G n−1 → G n is induced by V ⊗ V : W n−1 (K) ⊗ W n−1 (K) → W n (K) ⊗ W n (K). But the limit of the directed system W 1 (K)
, with the canonical morphisms ψ n : W n (K) → CW (K) given by (a 0 , . . . , a n−1 ) → (. . . , 0, 0, a 0 , . . . , a n−1 ). Hence lim − → W n (K) ⊗ W n (K) = CW (K) ⊗ CW (K), with the canonic morphisms ψ n ⊗ ψ n : W n (K) ⊗ W n (K) → CW (K) ⊗ CW (K). Since α p n is given by a ⊗ b → ((a, b) ) p n ∀a, b ∈ W n (K), α p ∞ will be given by a ⊗ b → ((a, b) ) p ∞ ∀a, b ∈ CW (K), where ((·, ·)) p ∞ is defined as in 
for some a, b ∈ K, b = 0. We have (ψ n ⊗ψ n )(η) = (ψ n+1 ⊗ψ n+1 )((V ⊗V )(η)). We prove that (V ⊗ V )(η) ∈ N ′ n+1 so (ψ n ⊗ ψ n )(η) ∈ (ψ n+1 ⊗ ψ n+1 )(N P roof. We first prove that N ⊆ lim − → N n . We must prove that every generator η of N belongs to lim − → N n . If η = a⊗b+b⊗a or F a⊗b−a⊗V b for some a, b ∈ CW (K) then for n ≥ 1 large enough we have a = ψ n (c), b = ψ n (d) for some c, d ∈ W n (K). It follows that η = (ψ n ⊗ψ n )(ν), where ν = c⊗d+d⊗c or F c⊗d−c⊗V d, respectively. But, by Lemma 4.5, in both cases we have ν = 0 in G n so ν ∈ N n and η ∈ (ψ n ⊗ψ n )(N n ) ⊆ lim By Lemma 4.11, we have lim − → N n = lim − → N ′ n = n≥1 (ψ n ⊗ ψ n )(N ′ n ) so we must prove that (ψ n ⊗ ψ n )(N ′ n ) ⊆ N ∀n ≥ 1. It suffices to prove that (ψ n ⊗ ψ n )(η) ∈ N for all generators η of N Hence N = N . Note that (CW (K) ⊗ CW (K))/ a ⊗ a : a ∈ CW (K) = Λ 2 (CW (K)). Therefore Theorem 4.13 can be written in the following equivalent form.
Corollary 4.14. There is an isomorphism α p ∞ : Λ 2 (CW (K))/N ′ → p ∞ Br(K), given by a ∧ b → ((a, b) ) p ∞ , where
Acknowledgement I want to thank Philippe Gille for his interest in my work and for his advice. It was he who suggested that I should try to determine the kernel of the map α p n : Ω 1 (W n (K)) → p n Br(K) and so to obtain a representation theorem for p n Br(K) which generalizes [GS, Theorem 9.2.4] . As it turned out, the properties already known, ((F a, b)) p n = ((a, V b)) p n and [℘(a), b) p n = 0, which translate to F a db − a dV b, ℘(a) dlog[b] ∈ ker α p n , were enough to generate ker α p n .
