and identified a genetic marker with significant long-term effect missed by using the proportional hazards model on age-at-onset of alcoholism in a genetic study.
Introduction
Much of the modern statistical methodology for survival analysis involves the seminar work of Cox (1972) . The Cox proportional hazards model specifies that the hazard function of the event time T given a p × 1 covariate vector X takes the form λ(t|X) = λ(t)e
where λ(t) is an unspecified baseline hazard function and β is a p × 1 vector of unknown regression parameters. The assumption of constant relative risks over time in the Cox model, however, is often violated in many biomedical and genetic studies. For instance, crossing hazards may be observed in clinical trials, in which the treatment has certain adverse effect initially but can be beneficial in the long run. In genetic studies, a certain gene may have a large impact on the hazard for children shortly after birth, but may have a relatively small impact later in life. In some other studies, genes related to susceptibility for a certain disease may affect older people more than younger people.
A motivating example is from the Collaborative Study on the Genetics of Alcoholism (COGA), a genetic family study with the aim of identifying and characterizing genetic factors that affect the susceptibility to alcohol dependence and related phenotypes (Hasin 2003) .
The investigators were particularly interested in assessing genetic effects on the age at onset of ALDX1, the DSM-III-R+Feighner classification status for alcohol dependence. Recent studies by Wang et al. (2006) and Diao and Lin (2010) suggested that SNP rs1972373 on chromosome 14 might be a disease susceptibility locus. There are three possible genotypes, '1/1', '1/2', and '2/2', at SNP rs1972373. Kaplan-Meier estimates of survival curves for the three genotype groups presented in Figure 1 appear to be overlapping with each other before age of around 25, after that the curve for '1/1' begins to show more separation from the ones for the other two. In such situations, the proportional hazards model cannot distinguish short-term and long-term genetic effects. Another interesting example involves data from a randomized clinical trial on the treatment of locally unresectable gastric cancer (Gastrointestinal Tumor Study Group 1982) . The aim of this trial was to compare chemotherapy with the combined chemotherapy and radiotherapy. As shown in Yang and Prentice (2005) and Zeng and Lin (2007) , the Kaplan-Meier survival curves for the two treatment groups cross at around 1000 days indicating crossing hazards. The proportional hazards model cannot capture crossing hazards and could yield very misleading results in such situations.
When the assumption of proportional hazards is questionable, an alternative to the Cox model is the proportional odds model (Bennett 1983; Murphy et al. 1997) , which assumes that the relative risk converges to one rather than remaining constant as time increases. The survival function of T given covariates X under the proportional odds model takes the form
where G(·) is a strictly increasing function with G(0) = 0. Both the proportional hazards and proportional odds models belong to the class of linear transformation models which relate an unknown monotone transformation of the failure time T linearly to the covariates X (Bickel et al. 1993, Ch. 3; Zeng and Lin 2007) . The phenomenon of crossing hazards, however, cannot be directly captured by linear transformation models. Yang and Prentice (2005) proposed a novel semiparametric two-sample hazard rate model that accommodates crossing survival curves. Their model leaves the baseline distribution unspecified and the two model parameters have the appealing interpretations of the short-term and the long-term hazard ratios, respectively. The authors developed inference procedures based on a pseudo score approach and showed that the estimators are consistent and asymptotically normal. Although extension to accommodate covariates was mentioned, no formal procedures have been provided or proved. In addition, the pseudo score approach may not be asymptotically efficient.
In this paper, we study the extension of the two-sample semiparametric hazard rate model of Yang and Prentice (2005) to accommodate covariates. Furthermore, the , covariates can be potentially time-dependent. We develop efficient likelihood-based estimation and inference procedures. The estimators are shown to be consistent, asymptotically normal, and asymptotically efficient.
The rest of the paper is organized as follows. In section 2, we introduce the semiparametric hazard rate model accommodating potentially time-dependent covariates and formulate the nonparametric likelihood function. In Section 3, we describe the model assumptions and derive the asymptotic results. Extensive simulations studies are presented in Section 4 to examine the finite sample properties of the proposed method. In Section 5, we illustrate the new model through the applications to the gastric cancer trial and the COGA study mentioned before. We conclude with a brief discussion in Section 6. Proofs of the theoretical results are provided in the Appendix.
Models and Inference
Suppose that there is a random sample of n independent subjects. For the ith subject, let T i be the failure time, C i be the censoring time, and X i be a p × 1 vector of (time invariant) covariates. The data consist of
.., n}, where
is the indicator function. Let τ be a constant denoting the end of the study. We assume that T i and C i are independent given X i . We also assume that
To incorporate short-term and long-term covariate effects, Yang and Prentice (2005) discussed the following semiparametric hazard rate model
where λ(t|X I ) is the hazard function of the event time T i given X i , λ(t) is the baseline hazard function, S(t) = exp{− t 0 λ(s)ds} is the baseline survival function,
is the baseline cumulative distribution function, and β and γ are two vectors of unknown regression parameters. The baseline cumulative hazard function Λ(t) ≡ t 0 λ(s)ds is left unspecified. Under this model, the hazard ratios between two sets of covariate values are allowed to be non-constant over time. Particularly, we can show that
assuming the existence of the limits, where τ 0 = sup{t : S(t) > 0}. Therefore, the parameters e β and e γ can be interpreted as the short-term and long-term hazard ratios, respectively.
Moreover, model (3) includes the proportional hazards and proportional odds models as two sub-models, with β = γ for the proportional hazards model (1), and γ = 0 for the proportional odds model (2).
We extend model (3) to allow time-dependent covariates. Let X i (·) be a p × 1 vector of (possibly time-dependent) covariates. Also let X i (t) denote the history of X i (·) over [0, t] .
We assume that the time dependent covariates are external and that X i (·) are bounded right-continuous functions with bounded right derivatives in [0, τ ] with probability one. We specify that the cumulative hazard function conditional on X i (t) takes the form
where Λ(t), S(t), F (t), β, and γ have the same interpretation as those under model (3).
Our goal is to make inference about parameters θ ≡ (β, γ) and the function Λ(t). Under the assumption of conditional independent censoring, the likelihood for (θ, Λ) takes the form
where Λ ′ (t) is the first derivative of Λ(t).
In order to estimate the unknown parameters, we need to maximize the observed-data likelihood. However, this maximum does not exist because one can always choose Λ ′ (Y i ) = ∞ for some Y i with ∆ i = 1. Thus, we take a nonparametric maximum likelihood approach, in which Λ is allowed to be a right-continuous function. Specifically, we replace Λ ′ (Y i ) with Λ{Y i }, the jump size of Λ(·) at Y i . Therefore, we obtain the following nonparametric likelihood function
We maximize the nonparametric log-likelihood function l n (φ) ≡ log L n (φ). The resultant nonparametric maximum likelihood estimators (NPMLEs) are denoted by ( θ n , Λ n ). It is easy to show that Λ n must be a step function with positive jumps only at the Y i s for which ∆ i = 1.
We order the distinct observed failure time as (Y (1) , ..., Y (m) ), where m is the total number of distinct observed failure times. Therefore, the above maximization should be performed over the parameters θ and these positive jumps. The cumulative hazard function Λ(t|X i (t)) in (5) takes the form
To compute the NPMLEs, we use the quasi-Newton algorithm described in Chapter 10
of Press et al. (1992) . Specifically, we use the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method, which is one of the most efficient method for solving nonlinear optimization problems, and was proposed by Broyden (1970) , Fletcher (1970) , Goldfarb (1970), and Shanno (1970) individually. The BFGS method and its variants have been implemented in standard software such as SAS, R, and Matlab and have been successfully used in literature. To ensure the stability of the quasi-Newton algorithm, we suggest to center covariates at their means.
When we constrain the regression parameters such that β = γ, the quasi-Newton algorithm yields the exactly the same parameter estimates as those from the procedure phreg in SAS software and R routine coxph under the proportional hazards model; when we constrain γ = 0, the NPMLEs obtained from the quasi-Newton algorithm are the same as those from R routine nltm under the proportional odds model. These results provide an empirical validation of the quasi-Newton algorithm.
In the next section, we will establish consistency and asymptotic normality of the NPMLEs. We will show that the asymptotic covariance matrix for θ n attains the semiparametric efficiency bound and can be consistently estimated using the inverse of the observed Fisher information matrix for all parameters including θ and the jump sizes of Λ n . Alternatively, following the argument of Murphy and van der Vaart (2000) , we can estimate the covariance matrix of θ n by using the profile likelihood function for θ, which is defined as the maximum likelihood of L n (θ, Λ) for any fixed θ. Our simulation studies indicated that both approaches work very well in practical situations.
The formulation of the semiparametric hazard rate model provides an appealing diagnostic tool for testing the proportional hazards and proportional odds models since the latter two models are embedded in the former. Specifically, we can check the proportional hazards and proportional odds assumptions by testing H 0 : β = γ and H 0 : γ = 0, respectively. This can be done by the Wald, score or likelihood ratio statistics.
Asymptotic Properties
Let θ 0 = (β 0 , γ 0 ) and Λ 0 denote the true values of θ and Λ. We impose the following regularity conditions:
(C1) With probability one, the covariates X i possess bounded total variation in [0, τ ] and the support of X i contains 0. In addition, if there exists a function c 0 (t) and a constant vector c 1 such that
with probability one, then c 0 (t) = 0 and c 1 = 0.
(C2) Conditional on X i , the censoring time C i is independent of the failure time T i .
(C3) There exists some positive constant number δ 0 such that All the above assumptions are standard in the semiparametric analysis of failure time data. Under these assumptions, we first show that the NPMLEs ( θ n , Λ n ) exist. It suffices to show that the jump size of Λ n at Y i for which ∆ i = 1 is finite. By the compactness of θ, F , S, and X i , i = 1, ..., n, we have
for some positive constants c 1 and c 2 . Thus, if for some i such that ∆ i = 1 and
We conclude that the jump sizes of Λ n must be finite. On the other hand, θ belongs to a compact set B 0 . It follows that the NPMLEs exist.
We next establish identifiability of the model parameters (θ, Λ).
Lemma 1. Under conditions (C1) -(C5)
, the parameters θ and Λ are identifiable.
The proof of Lemma 1 is given in Appendix A.1. Using Lemma 1, we are able to obtain the following consistency results.
almost surely, where || · || is the Euclidean norm.
Remark 1. Theorem 1 states the consistency of the NPMLEs. The basic idea to prove Theorem 1 is as follows. As in the proof of the existence of the NPMLEs, we will show that Λ n (τ ) is not allowed to diverge. Once the boundedness of Λ n (τ ) is established, a subsequence of Λ n can be found to converge pointwise to a bounded monotone function Λ * in [0, τ ] and the same subsequence of θ n converges to some θ * . We construct a step function Λ n with jumps at the observed failure times converging to
by taking the limit, we will prove that the Kullback-Leibler information between the true density and the density indexed by (θ * , Λ * ) is non-positive. Therefore, the true density must be equal to the density indexed by (θ * , Λ * ). The consistency will then follow from the identifiability result. The detail of the proof is given in Appendix A.2.
Our last theorem establishes the asymptotic properties of the NPMLEs.
Theorem 2. Under conditions (C1)-(C5), the random element
converges weakly to a zero mean Gaussian process in the metric space l ∞ (H), where
and |h 3 | V denotes the total variation of h 3 in [0, τ ]. Furthermore, θ n is asymptotically efficient.
Remark 2. In the statement of Theorem 2, asymptotically efficient estimators mean that the asymptotic covariances attain the semiparametric efficiency bounds as defined in Bickel et al. (1993, Ch. 3) . Once the consistency of the NPMLEs is established, the asymptotic distribution of the NPMLEs stated in Theorem 2 can be derived by verifying the four conditions in Theorem 3.3.1 of van der Vaart and Wellner (1996) . The proof of Theorem 2 is given in Appendix A.3.
Remark 3. Theorem 2 implies that for any (h
is asymptotically normal with mean zero and variance
, and this normal approximation is uniform in (h 1 , h 2 , h 3 ), where Ψ ∈ ∞(H) is the random element in the limiting distribution. Therefore, to estimate the variance of ( β n , γ n , Λ n ), we view (5) as a parametric likelihood with β, γ, and the jump sizes of Λ at the observed failure times as parameters. We can then estimate the asymptotic variance matrix of the unknown parameters by inverting the observed information matrix according to the parametric likelihood theory.
Simulation Studies
We conducted extensive simulation studies to evaluate the finite sample performance of the proposed methodology using 1000 replicates. We generated failure times from the following
where X i is a uniform(−1, 1) variable. The baseline cumulative hazard function is set to be Λ(t) = t. We consider four scenarios for the values of regression parameters: (a) (β, γ) = (−0.5, 0.5); (b) (β, γ) = (−0.5, 0); (c) (β, γ) = (0, 0.5); and (d) (β, γ) = (0.5, 0.5). Under scenario (a), the short-term and long-term hazard ratios are on opposite directions; under scenario (b), the long-term hazard ratio is 1 corresponding to a true proportional odds model;
under scenario (c), the short-term hazard ratio is 1; and under scenario (d), the short-term and long-term hazard ratios are equal corresponding to a true proportional hazards model.
The censoring time is set to be the minimum of 2 and a uniform(0, 4) variable, producing approximately 29% censoring under all four scenarios. We used the quasi-Newton algorithm (Press et al. 1992) to calculate the NPMLEs. There is little difference between the standard error estimates through the Fisher information matrix and those from the profile likelihood approach. We present the standard error estimates based on the observed Fisher information matrix throughout the simulation studies and real data applications. Table 1 summarizes the results for β, γ, and Λ(t) with n = 100 and n = 200. For the nonparametric estimation of Λ(t), we evaluated its estimates at t = 0.5 and t = 1.0. For comparison, we also fit the proportional hazards and proportional odds models, for which the regression parameters were denoted as β P H and β P O , respectively. The results in Table   1 indicate that the proposed method performs well for small sample sizes. In particular, the proposed estimators appear to be unbiased. The standard error estimator reflects accurately the true variation, and the confidence intervals have proper coverage probabilities. When the proportional hazards assumption is violated, the Cox model leads to biased estimates. The proposed tests of short-term, long-term and overall covariate effects tend to be more powerful than the Cox model when the proportional hazards assumption is violated. When our interest is to test the short-term or long-term hazard ratio only, the Cox model tends to yield inflated type I error rates under model mis-specifications.
We carried out additional simulation studies to compare the efficiency of the proposed NPMLEs relative to the pseudo-maximum likelihood estimators for two-sample data as implemented by Yang and Prentice (2005) . We considered the same simulation settings as above except that X i is a binary variable taking values -0.5 and 0.5 with equal probabilities. Table 3 presents the empirical mean squared errors for estimating β and γ based on 1,000 repetitions. As expected, under almost all situations the proposed estimators are more efficient than the pseudo-maximum likelihood estimators.
Real Data Examples

COGA study
In the COGA study mentioned previously, 643 individuals were affected with alcoholism and 971 individuals were disease-free at the time of interview. After excluding individuals with missing genotype at the target gene locus or phenotype data, the final data set for our analysis consisted of 1,371 individuals, including 626 affected individuals and 745 unaffected individuals.
Preliminary analysis revealed that gender was a risk factor for alcoholism; males were at a higher risk than females. Of the 626 affected individuals, 424 were males, as opposed to 229 males in the unaffected individuals. Previous linkage analysis showed a linked region on chromosome 14 (Palmer et al. 1999) . Two recent studies on the genetic association analysis of ordinal traits (Wang et al. 2006; Diao and Lin 2010) suggested that SNP rs1972373 on chromosome 14 might be a disease susceptibility locus. Based on the Kaplan-Meier estimates of survival curves for the three genotype groups at SNP rs1972373 presented in Figure 2 , allele '2' appeared to have little short-term impact but strong long-term impact on the risk of alcoholism.
In our analysis, we fit the proposed model (4) and included gender and genotype score at SNP rs1972373 as covariates. The gender of an individual was coded as 1 for male and 0 for female, and the genotype score was coded as the numbers of allele type '2'. Both covariates were then centered at their means. The tests of the proportional hazards assumption for gender and genotype score at SNP rs1972373 were significant with p-values of 0.016 and 0.027. Gender appeared to have significant short-term and long-term effects on the age-atonset of alcoholism. The short-term and long-term log-hazard ratios of male versus female are estimated at 0.866 and 1.9932 with standard error estimates of 0.147 and 0.367, both leading to p-values less than 0.0001. As expected, SNP rs1972373 appeared to have no short-term effect but significant long-term effect on the age-at-onset of alcoholism. The short-term log-hazard ratio of allele type '2' versus allele type '1' is estimated at -0.06 with a p-value of 0.479 whereas the long-term log-hazard ratio is estimated at 0.683 with a pvalue of 0.015. One copy of allele type '2' in the genotype at SNP rs1972373 is expected to increase the long-term hazard of alcoholism by 98% with a 95% confidence interval of (14%, 243%). 
Gastrointestinal tumor study
As mentioned in the Introduction section, the gastrointestinal tumor study compared chemotherapy with the combined chemotherapy and radiotherapy on the treatment of locally unresectable gastric cancer. There were 45 patients randomly assigned to each treatment arm.
Two observations were censored in the chemotherapy group and six were censored in the combined therapy group. Under the two-sample proportional hazards model, the log-hazard ratio of chemotherapy versus the combined therapy is estimated at 0.106 with a standard error estimate of 0.223, yielding a p-value of 0.635. The use of proportional hazards model failed to capture the phenomenon of crossing survival curves shown in Figure 1 and the results were meaningless in this situation.
We fit the proposed model (4) by letting X i = 0.5 for the combined therapy group and 
Discussion
We have extended the two-sample semiparametric hazard rate model of Yang and Prentice We have implemented the new method in C language using the quasi-Newton algorithm described in Press et al. (1992) . The convergence of the quasi-Newton algorithm is very fast and it takes less than 0.2 second to analyze one data set with 400 subjects on a Dell PowerEdge 2900 server. The efficiency of our computer program makes it feasible to apply our method to gene expression data and genome-wide association studies. Our user-friendly computer program is freely available on the website: http://mason.gmu.edu/∼gdiao/software/.
For the purpose of illustration, we assume that observations in the COGA study are independent. Although the failure times within the same family tend to be correlated, the NPMLEs θ n can be shown to be consistent for θ and asymptotically normally distributed provided that the marginal model is corrected specified. However, the naive covariance matrix estimator for θ n using the inverse of the observed Fisher information matrix, is no longer valid in the presence of within-family dependence. To account for within-family correlations, one option is to fit marginal models and then use the robust sandwich estimators of covariance matrix. For the COGA data, the naive and robust covariance estimates were very close suggesting weak within-family correlations. Currently we are investigating the extensions of the semiparametric hazard rate model (4) to correlated failure time data by using random effects.
To assess the adequacy of the semiparametric hazard rate model (4), we can develop a goodness-of-fit procedure based on martingale residuals. The martingale under model (4) can be written as
where N i (t) and Y i (t) are the usual counting process and at risk process. The score process for θ seen as a function of time can be expressed as functions of martingale residuals,
where
Under model (4), U(t; θ n , Λ n ) are expected to fluctuate randomly around 0. Therefore along the line of Lin et al. (1993) , we can construct an alternative goodness-of-fit test for the jth covariate based on the test statistic
where δ is a small positive number to avoid numerical problems at the edges, and U j (·) is the score process for the jth covariate. Similar to Lin et al. (1993) , the null distribution of the above test statistic can be evaluated using a resampling approach and the p- 
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APPENDIX
We introduce some notations that will be used throughout the appendix. Let O i denote the observations for the ith subject consisting of (Y i , ∆ i , X i ). Let P n and P be the empirical measure and the expectation of n i.i.d. observations O 1 , ..., O n . That is, for any measurable function g(O),
A.1. Proof of Lemma 1. Suppose that two sets of parameters, (θ, Λ) and ( θ, Λ), give the same likelihood function for the observed data, i.e.,
where S(t) = e − Λ(t) , F (t) = 1 − S(t), and Λ(t|X(t)) = t 0
.
Then, condition (C1) gives β = β and Λ ′ (0) = Λ ′ (0). Because the equality (6) holds for any X, by letting X(s) = 0, s ∈ [0, τ ] and ∆ = 0, we obtain Λ(y) = Λ(y). Finally, by choosing ∆ = 0 and Y = y and taking the logarithm and then the first derivative with respect to y in (6), we obtain
Again condition (C1) gives γ = γ. The identifiability of the parameters (θ, Λ) is established.
A.2. Proof of Theorem 1. The proof of consistency consists of two major steps. In the first step, we prove that Λ n (t) has an upper bound in [0, τ ] with probability one. Therefore there exists a subsequence of ( θ n , Λ n ) that converges to (θ * , Λ * ). In the second step, we prove that θ * = θ 0 and Λ * = Λ 0 .
Step 1. We will prove the boundedness of Λ n (τ ) by contradiction. Recall that nonparametric log-likelihood takes the form
Define ξ n = Λ n (τ ) and Λ n (y) = Λ n (y)/ ξ n . It is obvious that ξ n maximizes the function l n ( θ n , ξ Λ n )/n. To prove Λ n in [0, τ ] is bounded, it is sufficient to prove ξ n is bounded. It is easy to see that
where ( F n , S n ) and ( F n , S n ) are the distribution function and survival function corresponding to Λ n and Λ n , respectively.
By conditions (C1) and (C4), we can show that
where g 1 is a constant. Suppose that ξ n → ∞. According to conditions (C1) and (C4), we
for some positive constants g 2 and g 3 .
It follows that
as ξ n → ∞. This contradicts to the definition of ( θ n , Λ n ). Note that the above argument hold for every sample in the probability space except a set with zero probability. Therefore we have shown that, with probability one, Λ n (τ ) is bounded for any sample size n.
Thus, by Helly's selection theorem, we can choose a further subsequence, still indexed by {n}, such that θ n → θ * and Λ n weakly converges to Λ * with probability one.
Step 2. In this step, we will show that θ * = θ 0 and Λ * = Λ 0 . By differentiating l n (θ, Λ) with respect to Λ{Y i } and setting it be zero, we can see that Λ n {Y i } satisfies the following equation.
In view of (7), we construct another step function Λ n (t) with jumps only at the observed Y i and the jump size satisfies that
We verify that Λ n (t) converges to Λ 0 uniformly in t ∈ [0, τ ] with probability one. In Appendix A.4, we prove that the class
is a bounded and P-Donsker class, where A = {g : g is a nondecreasing function in [0, τ ], g(τ ) ≤ B 0 } and B 0 is a positive constant such that Λ n (τ ) ≤ B 0 with probability one. Since a P-Donsker class is also a Glivenko-Cantelli class, by the Glivenko-Cantelli theorem in van der Vaart and Wellner (1996) , Λ n (t) uniformly converges to
, where
Denoting by S C (·|X) the survival function of the censoring time C given X, we have
, where Λ 0 (·|X) is the true cumulative hazard function of T given X, F 0 is the true baseline distribution function and S 0 is the true baseline survival function. Therefore,
Consequently, we conclude that Λ n uniformly converges to Λ 0 in [0, τ ] with probability one.
By the construction of Λ n (t) and Λ n (t), we can see that Λ n (t) is absolutely continuous with respect to Λ n (t) and
By taking limits on both sides of (8), we obtain that
Therefore, Λ * (t) is differentiable with respect to Λ 0 (t) so that Λ * (t) is differentiable with respect to t. It follows that d Λ n (t)/dΛ n (t) converges to dΛ
Note that
Since B 0 × A is a Donsker class and the functionals R(O; θ, Λ) are bounded Lipschitz functionals with respect to B 0 × A, by the same arguments as in the proof of Donsker class for F 1 , the following class
is P-Donsker and hence a Glivenko-Cantelli class. Therefore by letting n → ∞ in (9), we
which is the negative Kullback-Leibler information. Then it follows that, with probability one,
Therefore, from the identifiability result proved earlier, we obtain θ * = θ 0 and Λ * = Λ 0 .
This completes the proof of Theorem 1.
A.3. Proof of Theorem 2. We prove Theorem 2 by verifying the four conditions in Theorem 3.3.1 of van der Vaart and Wellner (1996) . For this purpose, we first define a neighborhood of the true parameters (θ 0 , Λ 0 ), denoted by
for a very small constant ǫ 0 . Based on the consistency theorem, ( θ n , Λ n ) belongs to U with probability close to 1 when the sample size n is large enough.
For any one-dimensional submodel given as {β + ǫh 1 , γ + ǫh 2 , Λ + ǫ h 3 dΛ}, (θ, Λ) ∈ U, H ≡ (h 1 , h 2 , h 3 ) ∈ H, we can derive the score function for a single observation O
where R 1 (y, O; θ, Λ) = e β T X(y) F (y) + e γ T X(y) S(y) and
We define
Thus, it is easy to see that U n (θ, Λ) [H] and U(θ, Λ)[H] are both maps from U to l ∞ (H) and √ n{U n (θ, Λ) − U(θ, Λ)} is an empirical process in the space l ∞ (H). It is easy to see that
We shall prove the theorem by verifying the following four properties stated in Theorem 3.3.1 of van der Vaart and Wellner (1996) .
To prove property (P1), we make use of Lemma 3.3.5 of van der Vaart and Wellner (1996) .
Based on the explicit expression in (10), W (O; θ, Λ)[H] is continuously differentiable with respect to θ and
where g 4 is a positive constant. Furthermore,
for some positive constant g 5 . Therefore,
In addition, by the same arguments as in the proof of Donsker class for F 1 , the class
is P-Donsker. Therefore, according to Lemma 3.3.5 of van der Vaart and Wellner (1996) , property (P1) holds.
Property (P2) holds again because of the P-Donsker property of the class
Furthermore, the limit random elements ξ is a Gaussian process indexed by H ∈ H and the covariance between ξ(H 1 ) and ξ(H 2 ) is equal to
The Frechet differentiability in (P3) can be directly verified by using the smoothness of
It remains to show that U ′ is continuously invertible at (θ 0 , Λ 0 ). Follow the argument in the Appendix of Zeng and Lin (2007) , it suffices to prove that for any one-dimensional submodel given as {β 0 + ǫh 1 , γ 0 + ǫh 2 , Λ 0 + ǫ h 3 dΛ 0 }, H ∈ H, the Fisher information along this submodel is nonsingular. If the Fisher information along this submodel is singular, the score function along this submodel is zero with probability one. We will show that 
Let ∆ = 0 and Y = y and then take the first derivative with respect to y in
for any y ∈ [0, τ ]. Immediately, we have h 2 = 0. We have thus proved nonsingularity of the Fisher information matrix along any nontrivial submodel. Hence, property (P4) holds.
We now have verified properties (P1)-(P4), Theorem 3.3.1 of van der Vaart and Wellner (1996) concludes that √ n( θ n − β 0 , Λ n − Λ 0 ) weakly converges to a tight Gaussian random element −U ′−1 ξ in l ∞ (H). Moreover, it can be shown that θ n is an asymptotic linear estimator for θ 0 and that the corresponding influence functions are on the space spanned by the score functions. This implies that θ n is semiparametrically efficient by the semiparametric efficiency theory (Bickel et al. 1993, Ch. 3).
A.4. Donsker Property of F 1 . In this appendix, we prove that the following class
is P-Donsker. To show that F 1 is P-Donsker, we first prove that the class
is P-Donsker. Using condition (C2), it is easy to show that Q(y, O; θ, Λ) is bounded and continuously differentiable with respect to θ for any θ ∈ B 0 and
where g 6 is a positive constant. In addition, for any Λ 1 and Λ 2 ∈ A there exist a positive constant g 7 such that
Therefore, by the mean-value theorem, we can show that for any (y, θ, Λ) and (y, θ, Λ) in
} are both Donsker classes, we conclude that F is P-Donsker according to Theorems 2.7.5 and 2.5.6 in van der Vaart and Wellner (1996) and the preservation of the Donsker property under the product and the summation. Similarly, since {I(Y ≥ y) : y ∈ [0, τ ]} is P-Donsker, F 1 is also P-Donsker. Par, the parameter to be estimated; Est, the average estimate; SE, the sample standard deviation of the estimates; SEE, the average standard error; CP, the coverage probability of the nominal 95% confidence intervals. 
