Abstract. We introduce a new construction algorithm for digital nets for integration in certain weighted tensor product Hilbert spaces. The first weighted Hilbert space we consider is based on Walsh functions. Dick and Pillichshammer calculated the worst-case error for integration using digital nets for this space. Here we extend this result to a special construction method for digital nets based on polynomials over finite fields. This result allows us to find polynomials which yield a small worst-case error by computer search. We prove an upper bound on the worst-case error for digital nets obtained by such a search algorithm which shows that the convergence rate is best possible and that strong tractability holds under some condition on the weights.
Introduction
We are interested in the study of multivariate integration, more precisely, we want to approximate the s-dimensional integral [0,1) s f (x) dx by a quadrature rule. This is done by calculating the average of the values f (x h ) for a point set {x 0 , . . . , x n−1 }. For Monte Carlo rules the point set is chosen randomly, whereas for quasi-Monte Carlo (QMC) rules the point set is chosen deterministically with the aim of distributing the points as uniformly as possible in the unit cube.
Sobol' [34] introduced a construction method for well-distributed point sets in the unit cube based on the digits of the points. Later Faure [8] established another method to generate well-distributed points and subsequently Niederreiter [19] gave a detailed introduction and investigation of the general concept, which he called (t, m, s)-nets and (t, s)-sequences in base b. These are point sets in [0, 1) s , where a for the construction of lattice rules for integration in weighted Korobov spaces. In analogy to lattice rules, we establish a component-by-component construction and a Korobov construction of polynomial lattice rules for integration in weighted Hilbert spaces based on Walsh functions. We also prove upper bounds on the worst-case error showing the usefulness of those construction algorithms. Randomized quasi-Monte Carlo rules, such as shifted lattice rules or digitally shifted digital nets, have been the center of many papers. The aim of this approach is to combine the advantages of deterministic and random point sets. The crux of such methods is to preserve the structure of the original deterministic point set. Cranley and Patterson [3] considered randomly shifted lattice rules, that is, the underlying point set is given by {hz/n + ∆} for h = 0, . . . , n − 1, where the shift ∆ ∈ [0, 1) s is chosen randomly. It has been shown that randomly shifted lattice rules can also be used successfully for integration in weighted Sobolev spaces. Hickernell [9] introduced a shift invariant kernel associated to the reproducing kernel. This shift invariant kernel is very similar to the reproducing kernel of a weighted Korobov space. This connection has been used to translate the results obtained for integration in weighted Korobov spaces to the integration problem in weighted Sobolev spaces using randomly shifted lattice rules. An analogous theory for randomly digitally shifted digital nets has been developed by Dick and Pillichshammer. In [5] the digital shift invariant kernel associated to the reproducing kernel of the weighted Sobolev space has been calculated. This digital shift invariant kernel is very similar to the reproducing kernel of the weighted Hilbert space based on Walsh functions; hence all the results for this space can be used to obtain results for the integration problem in weighted Sobolev spaces using randomly digitally shifted digital nets (see [5] ). We will show here that this also holds when one uses polynomial lattice rules. Hence we obtain construction algorithms for polynomial lattice rules for integration in weighted Sobolev spaces. Furthermore, upper bounds on the mean square worst-case error for randomly digitally shifted polynomial lattice rules constructed by our algorithms can be obtain from the previous work. These upper bounds are comparable to those on the mean square worst-case error for randomly shifted lattice rules for integration in weighted Sobolev spaces. Also, the construction cost for the algorithms presented here is of the same order as for the construction algorithms for randomly shifted lattice rules for integration in weighted Sobolev spaces.
We end this section with a brief outline of the paper. In the next section we introduce (t, m, s)-nets, digital (t, m, s)-nets and polynomial lattice rules. In Section 3 we introduce Walsh functions and the weighted Hilbert space H wal,b,s,α,γ , which is based on Walsh functions. Section 4 deals with multivariate integration in the space H wal,b,s,α,γ using polynomial lattice rules. A component-by-component algorithm and a Korobov type construction of polynomial lattice rules are introduced and analyzed. Integration in weighted Sobolev spaces is considered in Section 5. We obtain analogous results to those in Section 4 for multivariate integration in weighted Sobolev spaces using randomly digitally shifted polynomial lattice rules. In Section 6 we present numerical results comparing the performance of randomly shifted lattice rules and randomly digitally shifted polynomial lattice rules for integration in weighted Sobolev spaces.
(t, m, s)-nets and polynomial lattice rules
In this section we recall the definition of (digital) (t, m, s)-nets in base b and a special construction of such nets due to Niederreiter. A detailed theory of (t, m, s)-nets was developed in Niederreiter [19] (see also [21, Chapter 4] for a survey of this theory). The (t, m, s)-nets in base b provide sets of b m points in the s-dimensional unit cube [0, 1) s , which are extremely well distributed if the quality parameter t is small.
Definition 2.1 ((t, m, s)-nets
In practice, all concrete constructions of (t, m, s)-nets in base b are based on the general construction scheme of digital nets. To avoid too many technical notions, we restrict ourselves in the following to digital nets defined over the finite field F b and hence b is restricted to prime powers. For a more general definition (over arbitrary finite commutative rings) see for example Niederreiter [21] , Larcher [13] , or Larcher, Niederreiter and Schmid [15] .
Definition 2.2 (Digital (t, m, s)-nets).
Let b be a prime-power and let s ≥ 1 and m ≥ 1 be integers. Let C 1 , . . . , C s be m × m matrices over the finite field
, where T means the transpose of the vector. For 1 ≤ j ≤ s multiply the matrix C j by h, i.e.,
If the point set
Concerning the determination of the quality parameter t of digital nets, we refer to Niederreiter [21, Theorem 4.28] ; see also [26] .
In [20] (see also [21, Section 4.4]) Niederreiter introduced a special family of digital (t, m, s)-nets over F b . Those nets are obtained from rational functions over finite fields. For a prime-power b let F b ((x −1 )) be the field of formal Laurent series over
where w is an arbitrary integer and all t l ∈ F b . Note that F b ((x −1 )) contains the field of rational functions over F b as a subfield. Furthermore, let F b [x] be the set of all polynomials over F b .
Definition 2.3 (Polynomial lattice rules). For a given dimension
where w j ≤ 1. Consider the m × m matrices C 1 , . . . , C s over F b where the elements c
i,r of the matrix C j are given by 
i.e., the matrix C j is a so-called Hankel matrix associated with the linear recurring sequence (u The following result concerning the determination of the Laurent series coefficients of rational functions was already stated in [16, 26, 28] for the case b = 2. 
and compare the coefficients of x l , l ∈ Z, on both sides of the equation.
Remark 2.7. If b is a prime, then there is an equivalent but simpler form of the construction of the point set S p (q); see [22] . For an integer m ≥ 1 let υ m be the map from
Choose p and q as above. Since b is prime, {0, . . . , b − 1} and F b can be identified and so the bijection ϕ from Definition 2.2 can be taken as the identity map. For
With each such h we associate the polynomial
Then S p (q) is the point set consisting of the b m points
Finally we introduce some notation:
s , we define the 'inner product'
and we write
. Furthermore, as in Remark 2.7, for b prime we associate a non-negative integer
Weighted Hilbert spaces based on Walsh functions
In the following subsection we recall the definition of Walsh functions and in Subsection 3.2 we introduce the weighted Hilbert space based on Walsh functions first defined in [5] . Henceforth let N 0 denote the set of non-negative integers.
3.1. Walsh functions. We have the following definitions. 
b 2 + · · · (unique in the sense that infinitely many of the x i must be different from b − 1). If it is clear which base b is chosen, we will simply write wal k .
Definition 3.2 (Multivariate Walsh functions). For dimension s
. . , x s ). Again, if it is clear which base we mean, we simply write wal k (x).
It is clear from the definitions that Walsh functions are piecewise constant. It can be shown that for any integers s ≥ 1 and
s ); see for example [2, 18] or [25, Satz 1] . More information on Walsh functions can be found for example in [2, 25, 27, 35] .
3.2. The Hilbert space H wal,b,s,α,γ . In the following we define the weighted Hilbert space H wal,b,s,α,γ which is based on Walsh functions (see [5] ). First we consider the one-dimensional case. The s-dimensional space will then be defined as the tensor product of those one-dimensional spaces.
For a natural number
Furthermore, we define the inner product of two functions f and g as
The norm is given by f wal,b,α,γ := f, f
The weighted Hilbert space H wal,b,α,γ is now given by all functions with finite norm, that is,
It can be checked (see [5, Subsection 2.2] ) that H wal,b,α,γ is a reproducing kernel Hilbert space with reproducing kernel given by
This reproducing kernel can be simplified in the following way: for α > 1 we define
and a simple calculation yields
with µ b given by (3.2) . Note that the function values of φ wal,b,α can easily be computed for any x and y and all α > 1. Then in [5] it was proved that
We are now ready to consider the s-dimensional case. Let γ = (γ j ) j≥1 be a sequence of non-negative real numbers. The weighted Hilbert space H wal,b,s,α,γ in base b and dimension s is now the tensor product of the one-dimensional weighted Hilbert spaces H wal,b,α,γ j , that is,
. . , k s ) and x and y be defined analogously. The space H wal,b,s,α,γ is again a reproducing kernel Hilbert space, with reproducing kernel given by
The reproducing kernel can also be written as
where φ wal,b,α is given by (3.3). (Hence K wal,b,s,α,γ can be computed easily.) The inner product in H wal,b,s,α,γ is given by
In the following, if not necessary, the dependence of the weighted Hilbert space H wal,b,s,α,γ on some of the parameters b, s, α, γ is not expressed explicitly. The same also holds accordingly for r, ·, · , · , K, µ and φ.
Multivariate integration in weighted Hilbert spaces based on Walsh functions
In this section we introduce and analyze two construction algorithms for polynomial lattice rules based on the worst-case error; see Subsections 4.2 and 4.3. A formula for the worst-case error is presented in the following subsection.
Henceforth, in order to have simple notation, we restrict b to prime numbers. In this case the finite field F b is just Z b , the least residue ring modulo b, and the bijections in Definition 2.2 can be chosen as identities. We remark that the subsequent results can also be obtained for arbitrary finite fields F b .
4.1. Multivariate integration in H wal,b,s,α,γ . In general we are interested in approximating the integrals of functions f from a reproducing kernel Hilbert space H,
We approximate the integral I s (f ) by quasi-Monte Carlo (QMC) algorithms, which are equal weight quadrature rules of the form
with a deterministically chosen point set P n = {x 0 , . . . , x n−1 }. The worst-case error of a QMC rule Q n,s for integration in the space H with reproducing kernel K and norm · is defined by
and the initial error is e 0,s := sup
For the space H wal,b,s,α,γ we have I s (f ) =f wal (0) = f, 1 wal,b,s,α,γ . Thus the representer of the functional I s (f ) in the reproducing kernel Hilbert space H wal,b,s,α,γ is the function 1, and it follows immediately that the initial error is given by e 0,s = 1 wal,b,s,α,γ = 1.
Let C 1 , . . . , C s denote the generating matrices for a digital (t, m, s)-net over Z b . It was shown in [5] that the worst-case error in H wal,b,s,α,γ using such a digital net satisfies e
where
which is an infinite-dimensional vector, and we use
T to denote the m-dimensional vector containing the first m components of k. Furthermore, it was proved in [5] that
where φ wal,α is given by (3.3) , and x 0 , . . . , x b m −1 are the points of the digital net, with
We exploit this fact by using a computer search to find digital nets which yield a small worst-case error. A similar approach was used for lattice rules; see for example [10, 12, 30, 31] . We remark that in our construction of digital (t, m, s)-nets we seek to minimize (in some sense) the worst-case error. Note that this approach is different from the classical approach where one tries to find digital nets with minimal t-value.
4.2.
The component-by-component construction of polynomial lattice rules for integration in H wal,b,s,α,γ . In this subsection we introduce a construction algorithm for polynomial lattice rules.
For a non-negative integer k with b-adic 
The set L is called the dual lattice (see [29] ); accordingly we call D the dual polynomial lattice.
Proof. The result follows from the fact that if C 1 , . . . , C s are generating matrices for the point set S p (q), then for any Obviously we have |R b,m | = b m − 1. It follows from the construction principle presented in Section 2 that the polynomials q j can be restricted to the set R b,m . Using (4.2), we can therefore use computers to search for good polynomials q j . In the following we present an efficient algorithm for such a computer search. 
where we have separated out the k d+1 = 0 terms, and We see from the algorithm that q * d+1 is chosen such that the square worst-case error e
This leads to
We will obtain a bound on θ(q *
where γ λ denotes the sequence (γ By averaging over all q d+1 ∈ R b,m , with the above discussion in mind, we obtain
where the first inequality follows from the fact that if k d+1 is not a multiple of b m , then
and the second inequality is obtained using the following:
Thus we have from (4.6) and (4.7) that
which, together with (4.4) and (4.5), yields
Hence by induction the result follows for all d = 1, 2, . . . , s. (
for any η > 0 and all s ≥ s η . Thus there is a constant c η such that
and the result follows.
4.3.
A Korobov type construction of polynomial lattice rules for integration in H wal,b,s,α,γ . In the method of good lattice points one often restricts attention to lattice points whose coordinates are successive powers of a single integer. Such a choice was first proposed by Korobov (see [11] . Note that such a construction was previously considered in [14] . (v s (q), p) .
We have the following error bound. 
From Lemma 4.1 we obtain
1.
Now we recall that for an irreducible polynomial
s with deg(k j ) < m, j = 1, . . . , s, the congruence
has no solution if k 2 = · · · = k s = 0, and it has at most s − 1 solutions q ∈ R b,m otherwise.
In this case we have tr m (k j ) = 0 for 2 ≤ j ≤ s and therefore (1) We have By Jensen's inequality we obtain
From Theorem 4.7 we find that there exists a polynomial q * ∈ R b,m such that
Therefore for the minimizerq we obtain
.
Now set λ = 1/(α − 2δ) with 0 < δ ≤ (α − 1)/2 and the first result follows. The second part can be shown as in the proof of Corollary 4.5.
Note that the first bound in Corollary 4.8 differs from the corresponding bound in Corollary 4.5 only by the additional factor s α 2 −δ . Thus, just as in the lattice rule case, the Korobov construction is not as good, in principle, as the component-bycomponent construction.
Multivariate integration in weighted Sobolev spaces
In this section we develop the theory of the previous chapter also for the integration problem in weighted Sobolev spaces. We use randomly digitally shifted polynomial lattice rules.
Weighted Sobolev spaces.
In this section we introduce the weighted Sobolev space H sob,s,w,γ with reproducing kernel given by (see [4, 12, 30, 31] ) The inner product in H sob,s,w,γ is given by
where for x = (x 1 , . . . , x s ) and u ⊆ {1, . . . , s}, u = ∅, we use the notation x u = (x j ) j∈u and (x u , w) denotes the s-dimensional vector whose j-th component is x j if j ∈ u and w j if j ∈ u. Choose a base b ≥ 2 and let x = Dick and Pillichshammer [5] introduced a 'digital shift invariant kernel' associated with a reproducing kernel. For an arbitrary reproducing kernel K the associated digital shift invariant kernel K ds,b in base b is defined by (see [5] )
where the shift is in base b. They also showed that the digital shift invariant kernel in base b of the weighted Sobolev space H sob,s,w,γ is given by
Then the shift invariant kernel K ds,b,w,γ (x, y) can be rewritten as (see [5, 
For a point set P n = {x 0 , . . . , x n−1 } and a σ ∈ [0, 1) s let P n,σ = {x 0 ⊕ σ, . . . , x n−1 ⊕ σ} be the digitally shifted point set. Furthermore, we recall that for a reproducing kernel Hilbert space H with reproducing kernel K and a point set P n the worst-case error e(P n , K) is defined as
Let the mean square worst-case errorê 2 (P n , K) be given bŷ
Then we haveê
as shown in [5, Theorem 7] . Now with the same arguments as in [5, Theorem 8] we can show that the mean square worst-case errorê 2 (P n , K sob,s,w,γ ) for multivariate integration in the weighted Sobolev space H sob,s,w,γ by using a random digital shift in base b on the point set P n = {x 0 , . . . , x n−1 }, with x h = (x h,1 , . . . , x h,s ), is given byê
where the function φ ds,b,w is given by (5.2) . For the special case where the point set P is a digital (t, m, s)-net over Z b with generating matrices C 1 , . . . , C s , the mean square worst-case error can be written aŝ
where φ ds,b,w is given by (5.2). For a proof of those results see [5] .
As can be seen from (5.2), the function values of φ ds,b,w can be computed easily for any x and y and thereforeê 2 (P, K sob,s,w,γ ) can be computed in O(b m s) operations for a given digital net P . We will use this fact in the following subsection to search for good digital nets.
Note that, as opposed to the previous section, the base b is not part of the definition of the space, but part of the randomization method. Therefore the base b can be chosen arbitrarily, whereas in the previous section the b was determined by the space H wal,b,s,α,γ .
5.2.
The component-by-component construction of polynomial lattice rules for integration in weighted Sobolev spaces. In this section we consider digital nets based on Niederreiter's construction using polynomials. We have the following lemma. Using the above lemma, suitable polynomials can be found using the following algorithm. As for the space H wal,b,s,α,γ we also obtain the following bound. 
Proof. The proof follows exactly the lines of the proof of Theorem 4.4. We just note the following equalities: for any b ≥ 2 we have
We have
where the second equality is shown in [5, Appendix C]. Thus we obtain
Furthermore, we haver 2 (w, γ, k) = γ 3·2 2a+2 for k > 0 and therefore
27 .
Using this estimation, we get
for any 1/2 < λ ≤ 1.
As above (see Corollary 4.5) we obtain the following corollary. (1) We havê 
Numerical results
In this section we present numerical results for the worst-case error of integration in weighted Sobolev spaces. The aim is to compare the performance of polynomial lattice rules with those of lattice rules. As previously done for lattice rules, we choose w j = 1 for j = 1, . . . , s, the dimension s = 100 and we consider the weights
Note that we can also allow the weights γ j to depend on the dimension s, that is, γ j = γ j,s ; see [6] . The simplest and also most efficient choice for our constructive algorithms is obtained by choosing b = 2. The mean square worst-case error (see (5.5) ) is then given bŷ Table 1.) Furthermore, we compare the worst-case errors obtained from different choices of irreducible polynomials p ∈ Z 2 [x]. These results are shown in Tables 6 and 7 . Again we choose s = 100 and we consider n = 1024 and 2048 and γ j = j −2 and γ j = 1 10 . Concluding remarks. The upper bounds on the mean square worst-case error for integration in weighted Sobolev spaces using randomly digitally shifted polynomial lattice rules are almost the same as for randomly shifted lattice rules. Surprisingly enough we obtain exactly the same constant in Theorem 5.3 and Theorem 5.6 by taking λ = 1 as for the corresponding bounds for lattice rules; see [4, 38] .
Numerically it appears that polynomial lattice rules constructed by a componentby-component algorithm are slightly better (see Tables 2 to 5 ) than lattice rules constructed by a component-by-component algorithm. For the Korobov construction sometimes polynomial lattice rules are better, and sometimes lattice rules are better. In any case, the difference is rather small. Tables 6 and 7 suggest that the choice of the polynomial p has only a small influence on the outcome. This influence seems to be slightly stronger for the Korobov construction. Still it seems that the particular choice of the irreducible polynomial p is of no significance. This is also validated by our theory, which only depends on the degree of the polynomial p, but not on the particular choice.
The component-by-component construction of polynomial lattice rules yields a construction extensible in the dimension. In [24] on the other hand it was shown by Niederreiter that there exist good polynomial lattice rules which are extensible in both the modulus and the dimension simultaneously. This raises the question of whether the algorithms of this paper can be modified to also allow an extension in the number of points. This is an important and seemingly challenging problem, which is left for future work. 
Appendix. Tables of numerical results

