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Abstract:
The current emphasis in the satellite industry is on replacing large satellite platforms with 
one or more smaller satellites, built at lower costs, yet able to accomplish similar mission 
objectives. In this context, there is increasing interest in the potential capabilities and
applications of so-called “micro-satellites’-satellites of 10-100 kg. However it is
recognized that such small satellites pose severe constraints on payload volume, mass and 
power. Thus, they would appear to be inappropriate for missions such as synthetic 
aperture radar (SAR) imaging, where payloads have significant size and power demands 
-  specifically the large SAR antenna and high-power radar transmitter.
The primary reason for the high transmit power requirement is that traditional SAR 
systems use backscatter, which is weak from most terrain types as most energy is
scattered in the forward direction. Thus, if it were possible to gather this forward
scattered element, then the transmit power requirements could drop significantly, 
potentially making it feasible for installation on a micro-satellite.
This research is based on this principle of collecting to the forward scattered element —a 
novel method by which two micro-satellites “fly” in a specific formation to accomplish a 
SAR imaging mission bi-statically. The transmitting satellite will be the master, with the 
receiver satellite slaved off it for synchronization. The satellites view a swath of 30x30 
km, at a ground resolution of 30 m, from an altitude of 700 km. The constellation 
geometry proposed requires minimal orbit control resources, and allows for the resolution 
of the left-right ambiguity.
The satellite design is based on the Surrey Satellite Technology, Ltd. enhanced micro­
satellite, with a mass of 100 kg, and a standard volume of lx lm  base and a 0.6 m height. 
The satellite shape will be a truncated pyramid, allowing for increased power production 
by the body-mounted Gallium Arsenide solar cells and provides a larger platform base 
for the 2.5 m diameter parabolic dish antenna.
The signal is transmitted at 2.4 GHz, as a “chirped” pulse of 34 [is duration. The receiver 
will collect, compress and store the data, which will later be sent to a ground station. This 
will require a data storage of 1 Gbit and a downlink of 2 Mbps. The main processing of 
the SAR data will be conducted on a ground facility, due to the complex and time 
required for processing.
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Chapter 1 Introduction:
Since the 1930s, when the Royal Air Force of Great Britain first used radar for detection 
of enemy aircraft, the use of radar has become increasingly important. The advent of 
radar imaging, especially synthetic aperture radar (SAR), ushered in an age of high- 
resolution, large swath-width images of the Earth. When gathered on-board spacecraft, 
these images, and the information inherent in the raw data, have become invaluable to 
many areas: scientific research, commercial exploitation and military monitoring 
activities. However, while these SAR satellites have become progressively more useful, 
there is one major limitation— cost.
As the funding decreases for space agencies around the world, but usefulness increases, 
the satellite industry has to find innovative new technologies and strategic architectures to 
accomplish SAR imaging. The increasing performance of micro-electronic technologies, 
and the miniaturization of sensors and actuators has quickly led to small satellites, with 
greatly reduced costs, assuming larger roles in today’s satellite industry. Yet, with all 
these advances, there remains an irremovable limitation on these tiny spacecraft making 
them seem impractical for SAR systems—power.
With the need for peak powers in the kilowatt level, the possibility of placing SAR 
systems on small satellites appears impractical. Impractical, perhaps, within the context 
of standard architectures, yet when considered as a distributed system, new possibilities 
are revealed. If the functions of transmitter and receiver/processor are separated onto two 
satellites, the possibility exists of achieving radar remote sensing on a micro-satellite 
platform. The following study investigates the feasibility of such a system.
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1.1 Overview of the Research:
This thesis is centred on the proposition of placing a SAR system on a micro-satellite 
constellation, reducing cost whilst maintaining the quality of images. This idea was 
studied in 1993 by Ms. Regina Coult at the University of Surrey [COUL-97]. The 
resulting conclusion was that the power needed for SAR is too high to be placed on a 
small satellite— 100 kg—and maintain the focused image achievable with the then 
current SAR satellites. The average small satellite can provide power at a few hundred 
watts— 100W for the enhanced micro-satellite used in this research. Since then, Astrium 
has also begun a project to design TerraSAR, a SAR system based on a pair of small, yet 
otherwise conventional, SAR satellites, one operating at X-band and the other at L-band. 
However, detailed information concerning this project is not yet available.
If a SAR system appears impractical to place on a single micro-satellite, the possibility 
exists that through task allocation between multiple satellites flying in formation, a single 
SAR system can be synthesized. This idea still encompasses the problem of high power 
consumption by the transmitter and introduces another level of complexity with the 
accuracy of control needed to maintain coherent signal processing, but offers a potential 
solution.
The proposed architecture is a cluster of two satellites—a transmitting satellite and a 
receiving satellite—in a bi-static configuration. Each satellite is a micro-satellite of 
similar mass and cross-sectional area to allow for similar drag, negating the need for 
excessive station keeping resources. The transmitting satellite will be the master satellite 
and the receiver will be slaved to it.
The satellites are placed in a formation as shown in Figure 1.1a and b. The receiver and 
the transmitter will be offset to ensure a separation of 60 km during imaging. This 
formation allows for the satellites to be deployed from the same launch vehicle and 
requires a AV to realign the transmitter to the receiver. From this position, the receiver 
will receive the forward-scattered echoes, rather than the backscatter. This will 
significantly reduce the power required for the transmitter.
1-2
30 km
(The satellites are flying into the page)
F igure  1.1a F igure 1.1b
G eom etry  o f  P ro p o sed  C lu ste r
T he an ten n a  o f  the  tran sm itte r is po in ted  at the  ang le , a ,  ap p rox im ate ly  3.7°, such tha t the 
an ten n a  beam  cen tre  is lo ca ted  at ap p ro x im ate ly  45 km  from  the tran sm itte r (as seen  in 
F igure 1.1b). T h ese  design  d ec isions are n ecessary  to  m ain ta in  signal-p rocessing  
req u irem en ts  w ith in  feas ib le  lim its. T h e  rece iv e r an ten n a  w ill p o in t at an angle, <j), o f 
ap p ro x im ate ly  2° to  co llec t the fo rw ard -scattered  e lem en t.
1.2 Motivation:
T h ere  is a  dual m o tiv a tio n  fo r th is research : to show  the feasib ility  o f  a  S A R  system  on a 
m ic ro -sa te llite  co n ste lla tio n  p ro v id in g  h ig h -reso lu tio n , rad ar im agery  and  to apply  the 
system  to  s tudy  the p o la r reg ions, m o n ito ring  and  c lassify in g  sea  ice fo r sc ien tific  and 
com m erc ia l benefits .
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High-resolution imagery of the Earth’s surface is a useful tool in scientific, monitoring, 
and commercial applications. However, with the current state of system design, SAR 
platforms require large amounts of time and money, and high level of technical expertise. 
Such projects can only be undertaken by nationally or internationally supported 
programs. This limits the diversity of SAR imagery, as well as the actual number of SAR 
platforms put into operation. Due to the few operational platforms that exist, the imaged 
area and amount of data that can be collected is severely limited.
Yet, while the availability of these data is limited, its uses can be considered almost 
endless. Radar can be used in a variety of scientific uses: ocean or land monitoring, 
disaster monitoring, and climate studies, as well as commercial mapping. In order to 
fully exploit the benefits of high-resolution SAR imagery, the platforms for space-based 
systems need to become available for wider use.
This study was designed to place a SAR system on a constellation of micro-satellites with 
a modular design for fast, reproducible and replaceable system and to show the feasibility 
of this system. The micro-satellite size and modular design makes the system highly 
cost-effective. Being small in size also allows for reduction of launch costs and the 
increase in launch opportunities as they can be launched as secondary payloads.
The motivation for choosing the polar regions as the area of interest for the design was 
based on the commercial and scientific benefits. Commercially, mapping of the polar 
regions during both the summer and winter would provide shipping companies with polar 
routes, thus reducing the shipping costs and time. Scientifically, the polar regions are 
areas of great interest in studying the effects of polar ice sheets’ growth, motion and 
development on climate changes of the Earth. Also, this area is often covered by clouds, 
making optical imagery ineffective. The polar regions, therefore, seem to be a perfect 
example for which a low-cost SAR system could be valuable.
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1.3 Background and Context:
1.3.1 History of Synthetic Aperture Radar:
Radar, RAdio Detection And Ranging, has beginnings in many countries, but the first 
radar was invented in 1904 by Christian Hulsmeyer for detecting ships at a distance of 1 
mile [SKOL-80]. Being developed for military applications, each new development was 
tightly guarded. It was the outbreak of WWII that supplied the impetus for significant 
developments in radar. Initially a location device, other applications were soon found, 
both civilian and military, eventually leading to the development of radar imaging from 
aircraft. As continuous wave radars gave way to advanced pulsed forms, radar imaging 
became more widespread, allowing for accurate images to be gathered during night and 
day and all-weather operations [SKOL-80]. Today, radar imaging is used for 
applications ranging from ballistic missile early warning, monitoring the use of civilian 
airspace, air and marine navigation, and remote sensing [SKOL-80].
SAR was first detailed in 1950 by Carl Wiley of the Goodyear Aircraft Corporation, 
when he discovered that the Doppler spread of the echo signal could be used to 
synthesize a longer aperture [CURR-91]. To improve the resolution in the azimuth 
direction requires a narrower beam width, and therefore a larger aperture. This 
improvement is limited by the physical factors of the aperture and radar platform. Wiley 
noticed that the length of an aperture could be synthesized by using the motion of the 
radar platform to make multiple radar measurements. These would then be coherently 
added using signal processing and the corresponding Doppler shift, creating a single 
image with the same resolution as one with an aperture the length of the traveled 
distance. The power of SAR, therefore, comes from the signal processing of the received 
echo signal rather than the components themselves.
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1.3.2 Context of Project:
1.3.2.1 C urren t SAR Systems:
As the demand for space borne radar images has increased, the number and variety of 
systems designed and implemented has grown to match. For the purposes of this thesis, 
the discussion will be limited to those systems used for imaging and mapping only.
To begin the discussion, the similarities of all SAR systems will first be discussed to limit 
their repetition. For all the independent, Earth-orbiting satellites currently investigated 
the orbit description is a low Earth, near-circular orbit, with an altitude of around 700 km, 
with a sun-synchronous inclination of approximately 98°[FRAN-99]. This orbit has a 
period of around 98 minutes, requiring both a high data rate for downlink systems and 
multiple ground station sites. This orbit places the solar array panels in maximum 
exposure to fulfill the need for high transmit power [FRAN-99].
The first satellite designed for remote sensing of the Earth using SAR is Seasat. It was 
designed to monitor oceanographic phenomena and determine the requirements for an 
operational SAR satellite. The payload consisted of a SAR system for imaging, a radar 
altimeter to measure wave height, a satellite scatterometer to measure wind speed, and a 
microwave radiometer to measure surface temperature. The SAR system operated at L- 
band with a pulse repetition frequency of 1500 Hz and a pulse length of 33.4 ps. The 
swath width was 100 km with a theoretical resolution of 25 by 25 m. The peak power 
required was 1.0 kW. The Seasat mission ended after only 42 hours of operation due to a 
power system failure [JPL-01].
Following Seasat came the missions of the Shuttle Imaging Radar, SIR-A, SIR-B, and 
SIR-C X-SAR. None of the missions were freestanding satellites, as the SAR imaging 
was conducted from the cargo bay of the space shuttle. These systems were used for 
understanding geological radar signals with SIR-A, the effect of multi-incidence angle 
imagery for SIR-B and vegetation monitoring, soil moisture measurement, oceanography
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applications and volcanism for SIR-C X-SAR. These systems worked at L-band 
frequency, 23.8 cm wavelengths, with SIR-C X-SAR having a C-band frequency, 5.8 cm 
wavelengths, and the X-band frequency, 3.0 cm wavelength, capability as well. The 
power consumption ranged from a peak power of 1.0 kW for SIR-A, 1.12 kW for SIR-B 
and 3-9 kW, depending on the radar pulse characteristics and the application, for SIR-C. 
The swath width of this system varied from 15-90 km and could achieve a resolution of 
40 by 40 m for SIR-A and 30m or better in both the range and azimuth directions for 
SIR-B and SIR-C [JPL-01]. The characteristics of these SAR systems cannot be directly 
applied to this study since they are not freestanding systems, but a shuttle payload only. 
This allowed for a relaxation of certain constraints [FRAN-99].
RADARSAT-1 and 2 are a Canadian-led SAR project, in conjunction with the United 
States, which uses C-band radar, 5.3 GHz, to monitor the Earth’s resources and 
environmental changes, and to support the commercial industries of fishing, shipping, 
agriculture and oil exploration. RADARSAT-1 was launched in 1995, to be followed by 
RADARSAT-2, in 2003, to continue the mission. These satellites use a state-of-the-art 
electronically steered, multi-polarizable, phased array antenna to gain high-resolution 
images using separate polarization schemes. RADARSAT-1 weighed 2750 kg at launch 
with the capability of producing 2.5 kW of power. The radar system payload had a 
frequency of 5.3 GHz, an RF bandwidth of 30.0 MHz and utilized an average power of 
300W and a peak power of 5 kW. With an antenna 15m x 1.5m, the system was able to 
achieve a standard resolution of approximately 30 m within a swath width of 100 km, at 
incident angle of 10-60 degrees [RADA-01].
ERS-1 and 2 are projects by the European Space Agency, ESA, starting with ERS-1 in 
1991 and continuing the mission with ERS-2 in 1995, and is considered the premiere 
SAR satellite developed in Europe. The overall mission of both satellites is the imaging 
and measuring of the polar icecaps, oceans and coastal areas. These two satellites are 
similar is construction save for the additional stratospheric and tropospheric ozone 
measuring device— GOME and advanced on-board data handling, which is present on 
ERS-2 only. The total mass was 2157 kg on launch and covered a 12-metre distance at
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the widest point when fully deployed. The payload includes the Active Microwave 
Instrument (AMI) and a radar altimeter and wind scatterometer. AMI is the biggest on­
board system yet produced, which operates in multiple modes, one of which is SAR. 
AMI produces, from an antenna 10m by lm, a swath-width of 100 km at an angle of 20- 
60 degrees from nadir and a resolution of 25 metres in the range direction and 12.5 in the 
azimuth direction. Operating in the C-band, at 5.3 GHz, the AMI uses a peak power of
4.8 kW, approximately 550 W average power, to produce an image and directly down 
linked to Earth at 4.5 million pixels per second. At these specifications, the sampling rate 
of the system is almost 20 Mbits/s with a downlink of 105 Mbit/s and has an on-board 
storage capacity of 6.5 Gbits [ERS-01].
JERS-1, launched in 1992 by the Japanese Space Agency NASDA (National Space 
Development Agency), and operating until 1998, performed nearly as well as ERS-1. 
However, JERS-1 is an Earth observation satellite dedicated to imaging landmasses for 
geological study, environmental protection, agricultural industry and disaster prevention. 
The SAR system operates with a 12 x 2.5 m antenna at a frequency of 1.275 GHz. 
Unlike similar missions, JERS-1 operates at an altitude of only 570 km. The SAR system 
creates a swath of 75 km at an angle of 35 degrees from nadir and has a resolution of 30 
m across-track and 18 m along-track [NASD-01].
ALOS, Advances Land Observing Satellite, is also a NASDA project, scheduled for 
launch in 2002. Its mission is similar to that of JERS-1, but concentrating it’s resources 
on the Asian Pacific region. This satellite will weigh approximately 3850 kg at the time 
of launch. Again working in the L-band region, this satellite will take advantage of a 
phased-array antenna to provide a higher performance than previous satellites. With a 
swath width of approximately 75 km, and an incident angle of between 18 and 48 
degrees, the system should provide a resolution of 10m in the across and along track 
directions. Like other SAR systems, the ability to produce these high quality images 
comes with a price in power consumption— nearly 7 kW for complete operation of the 
satellite [NASD-01].
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The most recent undertaking in mono-static SAR systems is EnviSat. This satellite will 
be 26x10x5m when fully deployed in orbit, with a total mass of 8211 kg. The total 
payload consists of ten different systems to carry out monitoring of the Earth’s 
environment. The radar instrument of most interest is the Advanced Synthetic Aperture 
Radar system (ASAR) [ENVI-01].
ASAR is a high-resolution, wide-swath instrument calibrated for land, sea ice and ocean 
monitoring—with special emphasis on ocean characterization, disaster monitoring and 
deforestation monitoring. It has the ability to operate in an image, wide swath, cross 
polarization, wave and global monitoring mode. This instrument replaces the passive 
array antenna with an active one— 10m x 1.3m—which provides a more than 400 km 
swath width when using the ScanSAR techniques. In simple imaging mode, the satellite 
offers a resolution of 30m by 30m—the resolution decreases for other modes. This 
system will operate at a frequency of 5.3 GHz and a PRF of 2100 Hz. ASAR weighs 
over 830 kg and had a power consumption of 713 W to 1365 W depending on the mode. 
The data rate for ASAR is over 100 Mbps for the image, wide swath mode and cross 
polarization modes and 0.9Mbps for the wave and global monitoring [ENVI-01],
1.3.2.2 SAR Cluster Research:
Using these existing SAR missions as a baseline, the performance parameters for a SAR 
satellite constellation can be determined. To be competitive with the current technology, 
the system must offer the same image quality, in terms of resolution, while still being 
feasible from the small satellite platform and at a much lower cost.
There are two systems currently under investigation by CNES, Centre Nationale pour des 
Etudes Spatiales, and the US Air Force. Each project involves the implementation of 
SAR-type imaging from small satellite platforms.
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1.3.2.2.1 Inteiferometric Cartwheel:
The interferometric cartwheel is a project proposed by CNES. The basic concept of this 
study is to use passive receivers to trail an already existing SAR satellite and take 
simultaneous images to be used later to improve the final resolution and provide 
interferometric data [MASS-99]. This uses cost-effective satellites to fully exploit the 
possibilities of coherent combination, such as Digital Elevation Models (DEM), and 
super-synthesis of range and azimuth using a diversity of viewpoints [MASS-99].
In this constellation, all satellites are limited to 100 kg but maintain the capability of 
three-axis attitude control and adequate station keeping. Since these receivers are 
passive, the mission requirement is to maintain the spacecraft pointing to the area 
illuminated by the emitter. This requirement is not severe, as it need only be accurate to 
a fraction of the width of the antenna pattern due to the passive nature of the system 
[MASS-99]. The receiving satellite will then store the data for use in later signal 
processing. Since the satellites will work in conjunction with each other, there exists the 
possibility to split the requirements for data storage and global antenna surface. As 
currently designed, each micro-satellite has a deployable umbrella antenna, 
approximately 4m2 in area, 20 Gbits of data memory storage and a 50Mbit/s downlink 
channel. The envisioned mission is to achieve global coverage over the lifetime of the 
satellites [MASS-00].
The orbit design for this system consists of three micro-satellites, equally spaced, orbiting 
ahead of the emitter on the same trajectory, and pointed to allow for the collection of the 
scatter from the emitter [Mass-2000]. An advantage of this configuration is the 
geometric stability provided to the baselines, both horizontal and vertical. It is the 
maintenance of these distances, which allows for the independence of the images, making 
coherent combination possible.
Similar to the project proposed here, the interferometric cartwheel faces the challenges of 
maintaining the precise distance, within a 10% error for each baseline maximum value,
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minimizing the spillover from the emitter and calibrating the oscillators and clocks of the 
receiver to the emitter.
1.3.2.2.2 TechSat21:
TechSat21 is the proposed mission of Air Force Research Labs (AFRL), in conjunction 
with Massachusetts Institute of Technology, Stanford, and Texas A&M University. This 
project is not the passive mission of CNES, but rather active, placing complete SAR 
systems onto each small satellite and then placing these satellites in a tightly controlled 
formation. These satellites will be used for surveillance, ground mapping, navigation 
and communication [JPL-01].
The TechSat21 mission will work using the principles of traditional SAR in a distributed 
network of micro-satellites operating collectively to function as a single satellite. Each 
of the small satellites will communicate with the others to share the processing, 
communications and payload functions. The cluster concept allows for life cycle cost 
reductions by mass-producing the satellites which are upgradeable, as technology 
increases, new satellites can be integrated into the existing system, and replaceable, as a 
satellite reaches the end of it’s lifetime, it is easily replaced by another.
The radar payload on-board the TechSat21 satellites will be known as Ground Moving 
Target Indication. Within the formation, each satellite will coherently detect the response 
of its own transmitted pulse and the bi-static responses of the other satellites. This allows 
for independent samples with different angles-off-arrival. The spatial differences 
between the satellites and the corresponding difference in propagation paths lead to errors 
affecting cluster performance.
In order to achieve this sparse array, it will be necessary for the cluster to maintain a 
fixed and accurate geometry, changing only by small perturbations. This need for rigid 
control of the satellite’s position will be one of the greatest challenges of the mission. A 
combination of possible sensors— laser and radar ranging, RF communications link
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ranging, differential GPS and star trackers— allow for relative position to be known 
within a 30 mm error. Therefore, a suitable orbit control system will also have to be 
developed. This is not a low-cost system.
1.4 Objectives and Scope:
The primary objective of this research is to provide a system study to define a bi-static 
SAR system compatible with a low-cost micro-satellite platform, making this technology 
more readily available for varied scientific and commercial purposes. This objective will 
be achieved through a basic design phase, and a feasibility study of the system with 
modifications of the design based upon the outcome of a feasibility review.
The research approach can be divided into three main parts:
1) The initial approach to the research was a detailed review and analysis of current 
SAR systems and technologies. This included the basic theories of radar, imaging 
radar, synthetic aperture radar and multi-static radar to gain an understanding of 
the guiding principles and design factors, which would be important in the design 
of a micro-satellite SAR system. Also, a study was conducted of the current SAR 
systems in use or in design to ensure the system quality met industrial standards. 
This initial research included a study into the design of a micro-satellite to 
determine the constraints that would be placed upon the system.
2) Following the theoretical research, a bi-static SAR system was designed within 
the constraints of the SSTL enhanced micro-satellite design. This includes a 
theoretical study into the requirements of the components of the SAR system, 
transmitter, receiver, data storage and downlink, antenna and ground signal 
processing segment. The design also includes a base level analysis of the 
synchronization required between the transmitter and the receiver, as the system is 
to be distributed on two satellites.
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3) The final step of the research was to design and study the mission level
requirements of the system: orbit and constellation design, AV requirements for 
orbital manoeuvres and station keeping, relative motion and position analysis, and 
a constellation control study to maintain the imaging geometry.
This study offers a researched solution to the requirements and constraints of a bi-static 
SAR system placed on a micro-satellite. The research is limited to a theoretical study and 
simulation-based review. There was no construction or testing of hardware conducted 
during the project.
1.5 Thesis Structure:
This report is structured into five chapters discussing the basics of radar, radar imaging, 
synthetic aperture radar and the specific application of these principles to the project.
Chapter 1 is designed as an overall introduction to the project, providing a brief history of 
the area of study and an explanation into the motivation of the research, the scope and 
objectives of the project, and the setting of the project in the context of current state-of- 
the-art.
Chapter 2 is designed to provide the theoretical foundation for the project. It explains the 
basic theory of radar systems, beginning with the structure of the radio wave, the 
performance of a radar system, and an investigation into the individual components to the 
radar equation. From this, the theory of imaging radar is built, explaining the theory of 
scattering of electromagnetic waves and how the image is formed. Next, as the project 
specifically deals with the distribution of the radar system onto two platforms, the 
concept of bi-static radar is explored and the basic equations and theories of the previous 
discussion on radar are expanded to encompass this variation. Finally, the theory is 
expanded to provide an explanation of SAR. A concentration will be placed on the
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geometric characteristics of SAR, the properties of the signal, which can be exploited in 
the synthesis, and the processing methods used for SAR data.
Having supplied a sound theoretical background for the project, Chapter 3 describes the 
design and characteristics of the proposed SAR system. The chapter looks at the basic 
scattering properties of the chosen imaging region to gain an understanding of the 
environment. Next, an investigation into the basic design of the radar transmitter and 
receiver subsystems, to include a requirements study and simplified block diagram, is 
provided. There is no detailed hardware design of any of the SAR components. The 
description and design for the radar antennas are then provided to explain the deployment 
sequence, allowing for a compact volume prior to deployment, the geometry of the 
antenna and the radiative characteristics. The system synchronization process, imperative 
due to the distributed nature of the system, is discussed. Finally, an analysis of the 
ground segment of the system, for the reception and processing of the data is discussed.
Chapter 4 investigates the mission design aspects of the project. The spacecraft design 
characteristics are detailed as they apply to the SAR system and a discussion on the 
choice of platforms is provided. Finally, the orbit design and constellation control is 
examined.
Chapter 5 will provide the conclusion of the research into SAR technology placed on a 
micro-satellite and discusses further work, which will be necessary to implement such a 
system.
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Chapter 2 Background and Theory:
2.1 Radar;
2.1.1 Radio Basics:
To understand radar, it is first necessary to consider the nature of electromagnetic waves 
and wave propagation. Radio frequency (RF) propagation is defined as the travel of 
electromagnetic waves through a medium. Consisting of frequencies between 100 kHz 
and 40 GHz, radio waves travel in a direct line of sight as wave fronts— contours of equal 
phase in step with each other [ELACa-87]. To first gain a general understanding of radio 
wave propagation, it is usual to consider a point source, assumed to radiate perfectly in 
all directions in the form of a sphere. At a sufficient distance from the radiating source, it 
can be assumed that the wave front is planar—the phase is constant within a small error, 
defined by the system parameters [ELACa-87]. The sufficient distance is defined by the 
far field equation:
[2.1]
where d is the diameter of the transmitting antenna, X is the wavelength and Rff is the 
minimum far field distance[ELACa-87],
A radio signal is often represented by the time-varying, sinusoidal equation:
v(0 = Asin(fl>(f—t))  
v(t) ~ Asin(6tf + 0)
where A is the amplitude, co is the angular frequency, t  is the time delay between the 
source and the receiver and <p is the phase. This would be the nature of the signal seen 
by the observer, with a variance in <f> depending upon the distance from the site to the 
observer. If the distance between the source and the observer is changing, at a given rate, 
the Doppler effect—negative shift for increasing distance and positive shift for a 
decreasing distance, shifts the frequency of the received signal. This Doppler frequency
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shift, can be found by the equation:
f d = ~  [2-3]
where vr is the relative velocity between the transmitter and the receiver, and X is the 
wavelength [SKOLa-62]. This aspect of the propagation of radio waves is essential in 
the formation of radar to determine the range rate of the target.
2.1.2 The Radar Equation:
2.1.2.1 The Equation:
These basic principles of radio wave propagation led to the development of the radar 
equation— a description of the range performance of a system as the fundamental 
relationship between the radar system parameters, the received signal and the target. The 
equation relates the power transmitted in the system to the power received at the receiver, 
including the interactions with the target, as the simple propagation of the radio wave 
from the transmitter to the receiver is now affected by the reflection of the incident 
energy off an object.
The first portion of the equation is based on the idea of the power density of a signal 
radiated from an omni-directional source. From the propagation theory of 
electromagnetic waves, it is known that the peak power density, Pd, of the signal at a 
distance, R, from the radiating site is:
PD = P' [2.4]
D AxR
where Pt is the peak transmitted power. The power density equation is the transmitted 
power multiplied by the spreading loss [SKOLb-62].
In the situation where the antenna is no longer omni-directional, but channels the power 
in a certain direction, the gain of the transmitting antenna, Gt, is added to the equation:
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P GP = — [2.5] 
D 4 t t P 2
where the antenna gain is given by the equation:
Ak A 7}G = [2.6]
and A is the area of the antenna, r| is the antenna efficiency and X is the wavelength 
[SKOLb-62].
The target intercepts a portion of this power and re-radiates a fraction of the signal back 
in the direction of the radar, based on the target’s equivalent area that reflects back in the 
direction of the radar and its electromagnetic characteristics. The radar cross section can 
be understood through the equation:
<7 = AsGrs (I — f s ) [2.1]
where ( l - / s ) is the fraction of power not absorbed, As is the area of the scattering 
element and Grs is the gain of the scatterer in the direction of the receiver [SKOLb-62].
Therefore, the power re-radiated from the scatterer is:
p ,G  ,er 
4 tuRp e = c2-8]
As with the signal from the transmitter to the target, the re-radiated signal, returning to 
the receiver, is affected by the free space loss. The antenna at the receiver only captures 
a portion of this echo power— the power per unit area at the receiver is the power re­
radiated from the scatterer multiplied by the gain of the receiver and divided by the 
surface of the spreading sphere of energy [SKOLb-62]. If this is multiplied by the 
effective receiving area of the receiver antenna, the power received is:
p  =  P :G M r
(4 ;rjR2 ) 2
4;rA,However : G , = 
.*. P, =
X1 [2-9]
P,G tG rX2cr 
(4 K )3 R 4
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where Gr is the gain of the receiving antenna and Ar is the area of the receiving aperture.
This is an idealized form of the equation, in which there is only one scattering element in 
the sight of the radar. This is not the case for remote sensing applications were the target 
is usually an extended area rather than a point target. In this case, the radar cross section 
is statistically averaged over a predetermined portion of the total area. This concept will 
be explained later when discussing range bins in imaging applications.
One of the benefits of the range equation is the ability to determine the maximum range, 
Rmax, of the radar. This is done by replacing the received signal with the minimum 
signal, Smin, detectable by the receiver and solving for the range [SKOLb-62]. This 
leaves the solution for the maximum range as:
= PtG tG rX\ 7
! 3 ^
rain j
\
[2 .10]
Substituting the value for the minimum detectable signal with its related minimum signal- 
to-noise ratio, S/N, the receiver sensitivity, for the receiver gives the final equation as:
i
f  t \/-*  / '->  o 2 _  VPtGtGrK a
[2 .11]
where Fn is the noise figure for the receiver and kT0B is the thermal noise of the receiver. 
The noise figure is defined as the ratio of the input signal-to-noise ratio, S/N, to the 
output S/N [SKOLb-62].
From this equation, the longer the range between the transmitter and the target, the higher 
the transmitted power, the antenna gain and the larger the area of the gathering aperture 
must be. However, in this basic equation, there are no system losses, other than path loss, 
and the statistical natures of many of the parameters are not included, to simplify the 
understanding. Due to the simplistic nature of the equation, certain parameters need to be 
more fully explained in order to understand the complexity of radar.
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2.1.2.2 Transm itted Power;
The transmitted power considered in the general radar equation is the output power of the 
transmitter for a sine wave transmission. This is generally proportional to the maximum 
amplitude of a continuous wave (CW) signal [SKOLb-62]. However, in most modern 
uses of the radar, the transmitted signal is a pulsed transmission. Therefore, the peak 
transmitted power in the equation is often substituted by the average power for a pulse, 
given by:
P t
Pm = f -  = P ,f [2.12]
r
where f r is the pulse repetition frequency (PRF) and t is the pulse width [HOVA-80], 
The PRF of an imaging radar system is chosen so that the maximum range will be 
preserved and yet not allowing multiple echoes to confuse the image. This value for the 
average power is substituted directly into the radar equation as the transmitted power in 
applications where the pulse waveform is used instead of the continuous wave.
2.1.2.3 M inim um Detectable Signal:
The minimum detectable signal is the weakest signal that the receiver can detect given a 
predetermined probability of detection and the noise energy, which occupies the same 
bandwidth. Thus, the detection of a signal by the receiver is probabilistic in nature and 
will allow for changes in the power requirements based upon the requirements of 
detection. The threshold voltage, a predetermined voltage which, when achieved, 
assumes the presence of a target, is determined by the probabilities of detection and false 
alarm [SKOLb-62]. Combined with the signal is the receiver noise, consisting of thermal 
noise power and filter noise. The sum of these powers must produce a voltage greater 
than the threshold voltage for the signal to be detected.
When random noise is strong enough to cross the threshold value, a false target will be 
registered. It is therefore necessary to have a threshold value high enough to significantly 
limit the false-alarm probability. However, if the threshold value is set too high, then the
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probability that weak signals will be detected becomes too low. A balance must be 
reached between the probability of detection and of false alarm.
In the specific case of the detection of a radar signal, the noise entering the system can be 
considered Gaussian with a density function of:
v+dv and y/()is the variance of the voltage of the received values. As this noise function
is passed through the receiver, the probability density function transforms from a 
Gaussian form to a Rayleigh function, whose probability of detection above the threshold 
value as:
where Pfa is the probability of a false alarm [SKOLb-62].
The choice of an acceptable false alarm probability is based upon the system
requirements for the application and from this the threshold voltage can be determined.
This voltage value cannot, however, be chosen arbitrarily to limit the false alarm
probability, since it also limits the probability of detection of the signal, given by a
similar Rayleigh probability-density function. Setting the threshold value to limit the 
probability of a false alarm will also lead to a limited sensitivity, with the consequent 
detection of very few of the returning echoes. Therefore, there is a compromise to be 
made so that the probability of detection is high enough to ensure complete data, yet the 
system can handle the related false alarms. This compromise is highly dependent upon 
the nature of the radar system and in most systems, it is the probability of detection which 
is the driving factor for determining the threshold voltage.
[2.13]
where p(v)dv is the probability of finding the noise voltage between an envelope v and
[2.14]
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2.1.2.4 R adar Cross Section (RCS):
The radar cross section (RCS) affects the power of the re-radiated signal. The smaller the 
RCS of the target, the weaker the back-scattered signal, thus resulting in a lower received 
signal. The RCS is the measure of the target’s ability to reflect the radar signal back in 
the direction of the receiver, i.e. the measure of the ratio of backscatter power per unit of 
solid angle in the direction of the receiver to the power density that illuminates the target 
[SKOLb-62]. The RCS may also be represented by the target’s complex amplitude 
pattern, containing both a real and imaginary component as a function of the angular 
frequency and position. In most applications, however, it is assumed to be constant, so is 
represented simply by <7. This is a valid assumption for a single pulse, even if the 
system is moving, as the RCS of the target does not change significantly over the pulse 
width. The RCS is, therefore, the product of the cross section area, the reflectivity and 
the directivity of the object. The value of many simple shapes, such as a sphere or a flat 
plane, can be easily determined experimentally or using Maxwell’s equations. However, 
in operational situations, the target is rarely a simple shape with a single RCS. Rather it 
displays a combination of multiple RCS s.
The RCS is often replaced by the backscatter coefficient for remote sensing applications 
since the targets are often extended land features or terrain rather than point targets. This 
coefficient is defined as a relationship involving the dielectric constant of the surface, the 
roughness of the surface and the incidence angle of the signal [SKOLb-62]. It is a 
dimensionless coefficient, which is not directly dependent on the shape of the reflecting 
surface. It may be thought of as the RCS divided by the projected area of the target, i.e. 
facing the signal:
(7° = e ±  [2.15]
A
The <Jt and A, terms are considered to be constants over the pulse width.
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This becomes more apparent in remote sensing applications in which the RCS of an area 
defined by the resolution of the system is actually the combination of multiple RCS of 
individual objects in each differential area. In this case, there are a large, but finite 
number of individual radiating elements in each small area of the target. In each of these 
areas, the average backscattering coefficient for a given target is simply a statistical 
average of all the individual coefficients within the area divided by their individual 
ground areas:
This represents the backscattering coefficient value that is used by the signal processor.
2.1.2.5 System Losses:
The RCS is not the only limiting factor for the received power. The losses in the 
transmitter, along the path of propagation, and at the receiver will also reduce the 
performance of the system. The values of system losses can be added into the 
denominator of the radar equation as a total system loss value, whose noise figure will 
always be greater than or equal to one, thereby showing that the loss will create noise.
The system introduces losses through the wave-guide, antenna characteristics, and 
receiver noise quality [SKOLb-62]. The wave-guide losses are caused directly from the 
wiring, transmission lines, receiver lines and connectors. These losses are typically 
small, unless the components are of poor quality or the frequency is extremely low. The 
loss due to the antenna characteristics is called the beam-shape loss, where non-optimal 
beam forming causes a reduction in the transmitted power in the desired direction. 
Limiting losses are caused by the limitation of the signal at the receiver due to the 
probability of detection as was described with the minimum detectable signal. Careful 
engineering and design control this loss.
The losses due to propagation effects are attenuation, multipath and refraction. 
Attenuation, the loss from absorption, is caused by the atmosphere, mainly in the
[2.16]
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troposphere and ionosphere regions. The presence of moisture in the air, clouds, fog, 
rain, etc, causes some energy to be absorbed or reflected. This loss is highly dependent 
on the frequency of the signal. Multipath loss is caused by the reflection of a signal off 
multiple objects. The signal is therefore not received. The bending of the propagating 
waves by the atmosphere causes refraction loss. The changing of the refractive index of 
the propagating medium causes this error, causing the path traveled to change by slight 
values, making it non-linear.
2.1.2.6 Measurements:
Having now discussed the basic nature of the radar signal and the system performance, it 
may be determined what information is gained from the returned signal. As it’s name 
suggests, the first radar systems were used as detection and ranging devices. In WWII, 
the Royal Air Force employed radar to detect the incoming enemy aircraft [FRAN-99]. It 
is still used today to control the airspace environment. The detection, however, is done 
by simply receiving an echoed signal strong enough.
The range information that comes from the radar equation is based upon the time of 
propagation from the transmitter to the target and back to the receiver. As can be seen 
from the basic nature of radar, the measurements of range and Doppler shift can be 
determined directly from the received echo signal. The time it takes for the signal to 
travel from the radar to the target and back to the radar, T, leads to the range 
determination equation:
[2.17]
2
which states that the range to the target is half the time it takes for the signal to return to 
the transmitter multiplied by the speed at which the signal propagates through the 
medium, assumed here to be the speed of light through free space— c ~ 3*108 m/s. This 
equation does not take into account any propagation effects, such as the change in 
refractive index, which slightly degrades the accuracy of the reading.
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The accuracy of the measurement of the propagation time, T, is critical to achieving an 
accurate measurement of range, making an accurate clock a vital component of the radar 
system. Even small clock biases, considered to be in the microsecond range, can cause 
large distance errors, on the order of hundreds of metres.
Even considering these errors, the calculated range between the radar and the receiver 
does not give the position of the target. The equation establishes the distance between the 
radar and target, which actually places the target on a sphere surrounding the radar 
(assuming a omni-directional antenna— it would be a portion of a sphere for a directional 
antenna). Assuming the targets lie on a plane, this can be reduced to a circle. Therefore, 
for a radar range measurement, there exist isorange contours; concentric circles, creating 
ambiguity in the use of only time measurements for the determination of range. See 
Figure 2.1.
Isorange Contours for a Monostatic Radar
Range (arbitrary units) 
Figure 2.1 Isorange Contours
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As explained above, the propagation time of the signal determines the range. However, 
the pulse is not infinitesimally small and this characteristics leads to a width of response. 
As the signal interacts with the target at a range R, there is not a single response, but a 
pulse response, equaling the width of the transmitted pulse. Therefore, the resolvable 
distance from the source to the target can only be found within the error of the length of 
the pulse. In addition, since there may be multiple targets within a distance defined by 
the error of the length of the pulse, their returns will be combined and cannot be 
individually resolved. This is known as the range resolution of the radar system.
The measurement of the Doppler frequency shift is slightly more complicated, but is 
necessary to resolve targets at equidistant ranges. The Doppler frequency shift depends 
upon the relative motion of the transmitter, the receiver, and the target. This correlates 
directly to the velocity of the radar, given that the target is stationary. The governing 
equation for this relationship is:
[2.18]
Therefore, by subtracting the transmitted frequency from the received frequency, to gain 
the Doppler frequency shift, it is possible to determine the relative velocity of the radar to 
the target, vr. Consequently, if the velocity of the radar is known, it is possible to 
determine the azimuth contour of the target based on the Doppler frequency. These 
contours are represented in Figure 2.2.
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IsoDoppler Contours for Mono-static Radar
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Figure 2.2 Iso-Doppler Contours
The two intersection points between the isorange and iso-Doppler contours are possible 
target positions— one to the left of centre and one to the right. This inability to resolve 
the information to a unique point is known as the left-right ambiguity. Left-right 
ambiguity is the inability to resolve two points equally spaced from the antenna centre of 
a downward looking radar as explained by Figure 2.1. A side-looking radar can solve 
this.
2.2 Imaging Radar:
Applying the theory of radar, the concept and principles of radar imaging are found. The 
governing principles are the same for real aperture radar and synthetic aperture radar (to 
be discussed later) with differences only in the signal processing of the returns.
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2.2.1 Law of Reflection:
As a radar wave is incident on a surface, there is an amount of energy that is absorbed 
into the second medium, or refracted, and a portion that is reflected. It is the reflected, or 
more precisely the scattered energy, that is used in radar imaging. The law of reflection 
states that when a wave strikes a plane, smooth surface, the incident and reflected rays, 
and the normal to the reflected rays, are all coplanar and the angle of incidence is equal to 
the angle of reflection [BECKa-87], See Figure 2.3a for a pictorial representation of the 
specular reflection. For a more general surface, the energy is also scattered, and some 
energy is “backscattered” towards the source.
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Figure 2.3a Reflected Energy Figure 2.3b Scattered Energy 
(adapted from: www.csr.utexas.edu)
2.2.2 Microwave Scattering:
Detailed studies have been made into the basic principles of backscattered energy as used 
in radar and the signal and target parameters effects. Whenever an electromagnetic wave 
is incident to a surface, a portion of the energy is reflected back above the surface and the 
remainder is absorbed. When rough surfaces are involved, it is difficult to determine the 
normal to the surface since it changes rapidly with position. The reflection from a rough 
surface will appear scattered due to the varying normals. This roughness of the surface
Z
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causes the energy to scatter diffusely, where the total reflection is actually the sum of all 
reflections over the differing degrees of the normals. There is a portion of energy, which 
is perfectly reflected, but the majority is diffusely scattered energy and becomes the 
backscatter used in radar. Figure 2.3b shows this relationship.
The proportion of directly reflected energy to backscatter is determined by the roughness 
of the surface compared to the wavelength [BECKa-87]. A smooth surface will scatter 
almost all the energy coherently, while a “rough” surface will have almost no coherent 
scatter. The term “rough” is relative in that the surface must “appear” rough to the 
incident wavelength. As shown in Figure 2.4, even though the first surface is not 
perfectly smooth, it appears to be as the variations in the height of the surface is small 
compared to the wavelength and the energy is reflected. However, as the surface 
becomes rough enough to appear rough to the wavelength, the energy is reflected and 
backscattered. This is due to the assumption that a surface may be considered a 
collection of small particles. In order for a wave to strongly interact with these particles, 
they must be approximately 10% of the wavelength or larger. Therefore, at smaller 
wavelengths, surfaces will appear to be rougher than they are to longer wavelengths as 
the radiation interacts with more of the particles.
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Figure 2.4 Relative Nature of Surface “Roughness” 
(adapted from: www.csr.utexas.edu)
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However, the wavelength is not the only factor that determines the strength of the 
backscatter. The incidence angle also contributes to the backscatter energy. The incident 
angle is the angle from the local surface normal to the propagation vector of the incident 
beam [BECKa-87]. Figure 2.5 shows the general relationships, i.e. not to scale, between 
the incident angle and the backscatter coefficient.
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Figure 2.5 Backscattering Coefficient with Respect to Incidence Angle
(not to scale)
(adapted from: www.csr.utexas.edu)
2.2.3 Imaging Geometry:
This scattering theory becomes useful when applied to the geometry of an imaging radar 
system. The imaging geometry is shown in Figure 2.8, where the antenna-illuminated 
surface is called a footprint. The radar beam is typically angled to the surface, called 
side-looking radar, as opposed to the nadir system to eliminate the left-right ambiguity of 
two points. This can be seen in Figure 2.7.
The swath width of a radar is given by:
XkS =
hfi,
[2.19]
I cos2 61 cos2 6.
where the p  is the beam width in elevation, 1 is the width of the antenna , 0; is the look 
angle from beam centre and h is the height of the radar system. Figure 2.6 offers a 
pictorial representation of this geometry.
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Figure 2.6 Imaging Geometry
(adapted from:www.southport.jpl.nasa.gov)
Figure 2.7 Left-Right Ambiguity Problem 
(adapted from: www.csr.utexas.edu)
2.2.4 Signal Characteristics:
To explain the signal characteristics of the radar system, the focus must be on the four 
basic characteristics of a pulsed waveform: carrier frequency, pulse width, modulation 
and pulse repetition frequency [SKOL-70]. The carrier frequency is the centre frequency 
of the sinusoidal wave within the pulse during transmission. The pulse width is the 
duration of the pulse described in time. This is an important characteristic as it 
determines the range resolution of the system. Intra-pulse modulation is any modulation 
technique applied to the carrier signal within the pulse. Pulse repetition frequency is the 
rate at which the radar transmits pulses. The advantage of pulsed transmission is the 
reduction of noise at the receiver, which can be isolated from the transmitter while 
remaining on the same platform by receiving only when the radar is not transmitting.
Figure 2.8 Image Geometry
(adapted from: www.scandia.gov)
2.2.5 Image Formation:
The principles of radar previously discussed, also form the theoretical basis for imaging 
radar. It is only necessary, therefore, to explain the process of forming an image from the 
received echoes to complete the theory. Imaging radar works very much like a flash 
camera, where the radar provides its own illumination source and records the reflection 
[JPL-01].
The radar image itself is composed of many pixels, which represent the radar backscatter 
from a corresponding target or targets. For simplification of this explanation, the target is 
assumed as a flat portion of the Earth. Each pixel is then defined by the information 
within the echo response from the corresponding small area on the surface.
The system transmits a pulse, which interacts with the target, or targets, and the echo is 
received. This echo contains the information needed to reconstruct the image. The range 
of the target from the radar system is found from the time delay of the returned echo. 
This places the target on an isorange contour.
The relative velocity of the radar system to the target is then used to place the response 
within a single pixel on the image plane. As defined is section 2.4.3, the system is side 
looking, which allows for the iso-Doppler contour to intersect with only one isorange 
contour at a unique po in t,corresponding to a single pixel in the image.
Finally, the intensity of the backscatter is used to apply a brightness to the pixel. The 
amplitude of the echo response is determined by the system and translated to a grey level, 
usually based upon 256 levels. The higher the amplitude of the signal, the greater the 
backscatter and the lighter the shade of grey.
This information is gathered for each pixel within the image and once complete, an image 
of the target is produced. The detail of the image depends directly upon the pixel size, as 
defined by the resolution of the system.
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2.2.6 Resolution:
Resolution is used to define the quality of the picture, or the detail that is gathered within 
the image. For a radar system there is resolution in the range direction and the azimuth 
direction. Figure 2.9 represents the resolution cell.
Range resolution is the minimum distance between two scatterers on the surface to be 
separated in terms of differing delay times. Since the distance between two objects in 
radar is determined by the time difference of the signal returns, the smallest discernable 
time difference is given by the pulse width [SKOL-70]. Therefore, the range resolution 
is:
CT
X  [2.201
r 2 sin#
where t is the pulse width, c is the speed of propagation and 0 is the look angle of the 
radar measured from the vertical axis (see Figure 2.9). Therefore, this is the ground 
resolution, rather than the slant range resolution.
In the azimuth direction, resolution is the closest distance between two points that may be 
determined along a constant delay line. For real aperture radar, this is equal to the width 
of the footprint, as the echoes from points along a line spanning the width are 
undetermined in time [SKOL-70]. The azimuth resolution is given by:
* . = tY j  [2-21]
/  COS#
where 1 is the length of the radar aperture in the azimuth direction, h is the height of the 
radar, and A is the wavelength. From this equation, it can be seen that if the wavelength 
is very small or the aperture size, I, of the system is large, then the azimuth resolution will 
be very fine. There is, however, a limit to the size of aperture that can be used. This led 
to the development of synthetic aperture radar, which uses a combination of multiple 
looks to synthesize a large aperture, and therefore achieve a finer azimuth resolution.
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Figure 2.9 Resolution Cell
2.3 Bi-static Radar:
Given the principles of the mono-static radar system, the equations can be extended to a 
bi-static system. Bi-static radar uses a separate site for the transmitter and the receiver. 
This changes the geometry of the radar system from a line between the radar and the 
target to a triangle. Figure 2.10 shows the geometric relationship of a bi-static radar 
system.
Figure 2.10 Bi-static Radar Geometry 
(Adapted from:www.csr.utexas.edu)
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The local coordinate system at both the transmitter and the receiver must be based on the 
same principal direction. In the case of space-based radar, the main axis is nadir 
pointing, assuming a flat Earth. In operational systems where this is not true, the 
principal axis are set parallel and angle errors are corrected during signal processing.
The changes made to mono-static radar for bi-static systems are based solely upon the 
differing geometry [WILLa-91]. All other parameters can be considered identical. The 
radar range equation for bi-static radar is similar to that of mono-static, only, where the 
range was a single value for mono-static systems, it becomes the addition of the range 
from the transmitter to the target, Rt, and the target to the receiver, Rr. The following 
equation is known as the bi-static radar equation:
where the F is the factor of propagation. There are separate factors in a bi-static system 
due to a separate transmitting and receiving antennas and the propagation path being 
different. The antenna pattern factor is the relative strength of the free-space field 
radiated by the antenna as a function of the pointing angles of azimuth and elevation. 
The propagation factors include multi-path, diffraction and refraction. The atmospheric 
losses and antenna system losses can be combined in the loss factors, L r  and L t , for the 
receiver and transmitter, respectively and added to the equation.
Like the mono-static system, bi-static radar also exhibits the isorange contours. 
However, instead of concentric circles centred on the radar system, bi-static isorange 
contours are confocal ellipses where the transmitter and receiver positions are the foci
V
[2 .22]
[2.23]
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[WlLLb-91 ]. If one considers the mono-static case to be a bi-static radar with co-located 
foci, then the result is circular contours, as shown in Figure 2.1. Thus, it is simple to 
picture the effect of the separation of the transmitting and receiving antennas on the
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Figure 2.11 Bi-static Isorange Contours
2.3.1 Range Cells:
The concept of a range cell is derived from the unique relationship between confocal 
ellipses of the isorange contours. Also known as range resolution cells, the separation of 
isorange contours in a bi-static system is not constant as it is in mono-static radar, as the 
distance between confocal ellipses varies from a minimum at the extended baseline, L, to 
a maximum at the perpendicular bisector of the baseline (which has a value equivalent to 
the mono-static range cell value). An accurate estimate for the range cells is given by the 
equation:
rT
ARb = ------ f -p r  [2.24]
2 cos £-
UJ
where (3 is the bi-static angle, measured at the target, and ARB is the range cell size in 
metres.
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This concept becomes important in the discussion on the signal processing of radar 
information and the consequent pixel size that is derived from the resolution.
2.3.2 Ovals of Cassini:
Also useful in performance analysis of the bi-static radar is the determination o f’the 
maximum range with respect to the S/N using the Ovals of Cassini [WILLb-91], Ovals 
of Cassini are described as the locus of the vertex of a triangle when the product of the 
sides adjacent to the vertex is a constant and the length of the side opposite the vertex is 
fixed. This concept applies to bi-static radar systems, as the fixed position of the 
transmitter with respect to the receiver gives a fixed length, L, and the locus defines a 
maximum range given a specific S/N.
From these ovals, the S/N is given by:
and are given in polar coordinate format, where r is the distance to the target from the 
origin of the system, L is the baseline and 0 is the angle between baseline, L, and r. The 
origin of the system is the bisector of baseline.
, 2.3.3 Target Location:
Similar to the relationship of the parameters of a bi-static system to a mono-static system, 
the method by which information is gained from the bi-static system can be derived from 
the mono-static case. Following the basic range solution of using the time difference of 
transmission and reception as a means to determine the two-way propagation distance, 
the separation of the antennas creates another level of complexity. This complexity is the
[2.25]
K  =  P[ GI G£F lF j£ o jL 
(A n f K T ^ L ,
r 1 r
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need to know, to a high degree of precision, the position of the transmitter and the 
distance between the transmitter and the receiver. While relatively easy to achieve for 
stationary platforms, it can be extremely difficult to obtain accurate values for moving 
platforms, such as satellites.
The location of the target can be determined by its range from the receiving site, with the 
position of the transmitting site being actively sent to the receiver by the transmitter and 
the distance between the two sensors, L, measured by the receiver. The equation for the 
range from the target to the receiver is given by:
(i?r  + g „)2- L 2 
R 2(Rr + Rr + Z - s i n  9 S )
where the range sum, RT + Rr , is measured by the delay time of the signal and 0R is the
angle between the local vertical and the receiver range vector, Rr, measured at the
receiver [WILLb-91]. The assumption of a flat Earth is still valid. This can be done
either directly or indirectly by the following equations:
Rt + Rr — cATrt + L,
T R RT [ 2 . 2 7 ]
Rj. + R r — cA T j j
where L is the baseline between the transmitter and the receiver, ATrt is the delay time 
between the reception of the transmitted signal and the received echo and ATjj is the total 
time delay from the transmitter to the receiver.
The errors in the range determination are due to errors in the range sum measurement, the 
baseline measurement or the angle of reception measurement and are given by:
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[2.2?,]
where e is the eccentricity of the isorange contours [WILLb-91].
It may be seen that as the baseline of the system, L, approaches the range sum value, its 
effect increases and vice versa. Therefore, with a small baseline, compared to the range, 
the errors in baseline measurements can be neglected. However, when treated like a 
thinned array, changes in L of the order of the magnitude of wavelengths cause phase 
errors that degrade the array effectiveness. This will become a determining factor in the 
performance of a bi-static satellite system.
2.3.4 Synchronization:
As stated above, within the bi-static system, the transmitter and receiver are no longer co­
located. Therefore, the two sites must be time and phase synchronized [BOVE-87]. 
Time stability must be accomplished within a fraction of the transmitter’s compressed 
pulse width, usually a few nanoseconds. This can be accomplished directly by receiving 
a signal from the transmitter and using it to synchronize the receiver clock. If the pulse 
repetition interval is stable, then the time synchronization may be accomplished indirectly 
by using stable clocks at both the transmitter and the receiver and matching them only 
periodically or by slaving both the transmitter and receiver clocks to an outside clock. 
Another means of indirect clock synchronization is to slave both clocks off a second 
source such as GPS [WILLd-91].
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Phase synchronization may be accomplished by similar methods— directly, by phase 
locking the receiver to the transmitted signal or indirectly, by using matched local 
oscillators and synchronizing them periodically [WILLc-91]. The errors introduced by 
the synchronization process of the system are inherent in the bi-static system and must be 
limited to acceptable levels based on the needed performance of the system.
2.3.5 Doppler Relationships:
With the extraction of the time-based range information and range errors explained, the 
next step is to determine the effect of the bi-static geometry on the Doppler frequency 
shift. Within the context of bi-static radar, the Doppler shift frequency is:
1 (  dRT dRR \  I-- [2.29]
dt dt\ y
where the time rates of change are the sums of all velocities adding to the perceived
motion of the sensors. For stationary targets with a moving transmitter and receiver, the
above equation can be simplified to:
f DB = ~ cos(St ~ 0t ) + ¥*-cos(Sr - 0 R) [2.30]
where 5 represents the angle between the local vertical axes of the transmitter and 
receiver and the velocity vector and 0 is the angle between the local vertical of the 
transmitter and receiver and the target [WILLc-91].
If the target is moving as well as the transmitter and receiver, the total value of the shift 
is:
fnR = ” Cos(£r “ flr ) + ^ c o s ( £ /J“ 0Jl) + - ~ c o s £ c o s ( % )  [2.31]
where the values of the last term are associated with the target values.
With this determination of the Doppler shift, combined with the range value, the location 
of a target may be determined. The velocities of the transmitter, receiver and target must
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all be taken in the same frame, usually an Earth-fixed frame, thereby neglecting the 
rotation of the Earth. Figure 2.12 shows the relationship of the iso-Doppler contours to 
the isorange contours in a bi-static system. It can be seen from the relationship that the 
same left-right ambiguity exists in bi-static as mono-static systems.
Isorange and IsoDoppler Contours for Blstatic Radar
Cross-Track (dimensionless)
Figure 2.12 Iso-Doppler and Isorange Contours for Bi-static Radar 
2.3.6 Resolution:
The final system performance factor for a bi-static system is, like the mono-static system, 
the quality of the image, i.e. resolution. As previously stated, the value for the range cells 
is given by:
AR , =  C\  . [2.32]
2 cos —
UJ
where (3 is the bi-static angle as shown in Figure 2.13, and is the propagation time. This 
may also represent the range resolution of the bi-static system for all targets whose line 
joining them together is collinear with the bi-static bisector. When this is not the case, 
the range resolution becomes:
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a r b = CT
2 cos( I
l 2 7
[2.33]
cosy/
where y/ is the angle between the bi-static bisector of target 1 and the line joining target 
1 to target 2 [WILLc-91 ]. See Figure 2.13.
Figure 2.13 Bi-static Resolution
Similar to range resolution, the Doppler, or azimuth, resolution of a bi-static system is the 
minimum discernable distance between two targets is given by:
where is the effective aperture length, f3 is the bi-static angle and A6R is the 
difference between the reception angle of the two targets.
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2.4 Synthetic Aperture Radar:
■x 1----------- >
-5.. • Ji
Figure 2.14 SAR Concept
2.4.1 Benefits of SAR:
The basic premise behind SAR as an active, coherent imaging system is to achieve 
enhanced spatial resolution in the azimuth direction by exploiting the motion of the radar 
platform to synthesize an aperture of large dimensions, as the actual aperture size is 
limited. Therefore, the most obvious benefit to using SAR as a means of radar imaging is 
the increase in azimuth resolution.
However, there is an added benefit to the use of SAR over simple linear arrays in that, 
linear arrays are focused to a specific range. This is typically done at infinity so that 
linear arrays are considered “unfocused.” In synthetic aperture, the focusing of each 
range can be achieved by separately adjusting the phase of each of the received signals 
before summation. Therefore, the complexity of a synthetic aperture system comes not 
from the physical elements of the system, but rather the signal processing, reducing the 
effect of system errors.
2.4.2 SAR Geometry:
To begin a discussion on SAR, the geometry of the system must be explained. Designed 
to be a side-looking radar system, single snapshot geometry of a SAR system is given by
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Figure 2 .14  and  2.15. T he  g ro u n d  sw ath  in the cro ss-track  d irec tion  and  the angu lar 
spread  in the a long -track  d irec tio n  d e te rm in e  the foo tp rin t o f  the radar. T h is d iffers from  
the nadir p o in ting  system  in w hich  the fo o tp rin t is de term ined  by the beam  w idth. T he 
fo llow ing  equa tions are u sed  to  find  the size  o f  the ind iv idual radar foo tp rin t:
w  =
,co%e [2.35)
* / *
w here W g is the ground range sw ath  w id th , W h is the ground azim uth  sw ath  w idth , X is
the w aveleng th , R s is the slan t range from  the an ten n a  to the m idpo in t o f  the sw ath, h is
the height o f the an tenna, 0 is the look  ang le  o f  the system  and / is the physical length o f  
the an tenna in the a long -track  d irec tio n  [F R A N -99].
F igu re  2.15 S A R  G eom etry
T he  angu lar sp read  in the  a lo n g -track  d irec tion  is a lso  know n as the  m axim um  effective 
length.
T h is  geom etry  on ly  w orks w hen  it is assu m ed  that the E arth  is flat. T h is  canno t be done 
fo r space borne SA R . C o n v e rs io n  b etw een  ca lcu la ted  values fo r the fla t-E arth  
assum ption  and space  bo rne  rad a r eq u a tio n s can be accom plished  by the fo llow ing  
relations:
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Ra = (.RE + h ) ^  = (,RE+ h ) - r-
sin 0  sin#
Ro =Rl + (Re + h)2 -  2Re (Re + h) cos r
Rs = R Er  [2.36]
y - O - a
Re • q sin a  =   — sm 0
RE + h
where R0 is the slant range found by the time delay, Rg is the equivalent ground range, Re 
is the Earth’s radius, h is the altitude of the satellite, y  is the Earth central angle, a  is the 
look angle and 0 is the relative Earth angle [CURLa-91]. The geometry can be found in 
Figure 2.16, This will affect the range and azimuth swath widths leading to the 
equations:
X (RE + h ) - f -  
sm 0 E
8 Icosd  [2.37]
Wh = f R E+ h ) f f —
I sm 6e
where the look angle 0 is slightly distorted from the angle when the Earth was assumed 
flat.
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Figure 2.16 Geometry of a Curved Earth
2.4.3 SAR Modes:
Having explained the general geometry of SAR, it is necessary to explain the differences 
in two main modes of operation— Spotlight and Stripmap. While the general geometry 
remains the same, the differences in the illumination patterns requires slightly different 
signal processing methods.
Spotlight SAR is named because the antenna beam is steered, either electrically or 
mechanically, to remain pointed at only one area throughout the synthesized array time. 
This creates a linear array of returns, which have a similar scene centre and simply “look” 
at the scene from differing angles [STIMc-98], This application offers a finer azimuth 
resolution than strip map mode. Also, with the subsequent imaging of the same scene 
from differing angles, it is possible to construct a more realistic three-dimensional scaled 
model of the scene. Figure 2.17 represents a spotlight SAR system.
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flight p a t h / ]
Figure 2.17 Spotlight SAR
In the traditional stripmap mode of SAR, the antenna pointing is fixed, and the radar 
actually images a long strip of ground rather than a single scene [STIMc-98]. The benefit 
of this mode is the lower complexity of the system and the reduction of the beam- 
pointing error distortion. In addition, this method is more useful for general remote 
sensing or Earth mapping applications, where large areas need to be imaged. Figure 2.15 
represents a strip map mode SAR system.
2.4.4 Signal Properties:
2.4.4.1 Transm itted Signal:
As SAR involves the exploitation of signal processing, an analysis of the signal must 
accompany the geometry. The signals used in SAR systems are identical to the real 
aperture radar. For this study, the signal will be considered as a chirp pulse of an active 
radar system. This results in a signal:
p(t) — <2(f) cos r A co 2 , ^m j  + — t2 + </>0
J
[2.38]
where r  is the puise time, the pulse can be compressed at reception with delay lines. In 
this equation, coo is the related angular frequency of the carrier, co = 2 n f .
The common form of the transmitted waveform for a radar system is that of a “chirp”— a 
linear frequency modulated transmission. The frequency within the transmitted pulse is
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increased  at a co n stan t rate th roughou t the length o f the pu lse . T he p rincip le  o f  pulse 
com pression  w as in troduced  to so lve  the d ilem m a o f  the need  for both a long pulse  for a 
h igher energy  and the desire  for a short pu lse  fo r fine reso lu tion . T he pulse  can be 
com pressed  at its recep tion  in to  a sm alle r pu lse  w id th , thus increasing  the sy stem ’s 
reso lu tion  w hile  m a in ta in ing  a high energy. T h is is done by passing  the received  echo  
through a d ig ita l delay  filter, w hich  in troduces a tim e lag, e .g  delays h igher frequencies 
m ore than low er frequencies . A t the ou tpu t o f  th is filter, the successive  portions bunch 
together, increasing  the am plitude , bu t decreasing  the pu lse  w id th  [ST IM a-98]. C losely  
spaced  targets, w h o se  echoes are m erged  at the inpu t o f  the filter, are fu lly  reso lvab le  at 
the ou tpu t due to  the com pression . See F igure 2 .18.
F ilter
F igure  2.18 P u lse  C om p ressio n  [ST IM a-98]
G iven  that a  co n tin u o u s w ave radar signal can  be rep resen ted  by the sinuso idal function :
v(f) =  Asin(fiJ0(f — t ))  [2.39]
a frequency  m o d u la ted  pu lse  is:
v(f) =  A c o s (c o ot  +  [2.40]
w here co0 is the freq u en cy  at the start o f  tran sm issio n , Aco is the sp read  o f  the frequency , t
is the tim e from  the start o f  transm ission  and  2x is the to tal pu lse  length.
T he am oun t o f  co m p ressio n  is g iven by the equation :
=  [2.41]
r.  2*
w here r ' i s  the co m p ressed  pulse  w id th , t o is the actual pu lse  length , and Aco is the 
frequency  sp read  from  the start to  the end  o f  the pu lse  [C U R L a-1991].
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2A4.2 Average Power Requirements:
In the discussion of the radar equation, the power used was the power output from the 
transmitter. This power is defined as the power level of the individual pulse from 
beginning to end and determines the voltages, which must be applied to the transmitter.
As previously stated, the returned echoes from a SAR system are coherently added in the 
signal processing. The average power of a transmitted pulse train is the averaged power 
over the inter-pulse period. This is the power used to determine the initial power 
supplied to the transmitter.
To determine the average power, the number of pulses that will be added is found by the 
PRF and the synthetic array time, T :
= [2.42]
IV sm 6
where I is the actual aperture length, fr is the PRF, 0 is the incident angle, and V is the 
platform velocity [HOVA-80]. If this value is multiplied by the S/N per pulse:r Ict<j„ Y f rR/1 >5 _  PtGtGrX
N (An) R kTBL ^4cos# A IV sin#
[2.43]
where L is the losses, T is the pulse width, and 0 is the incident angle. By expressing the 
average power of the signal in terms of the peak power, pulse width and the inter-pulse 
period, the average power required is found by the equation:
(4 nfR'kTL ( 2 V Y  S' ] .
P = ■
GtGrX r cos aA?cro
sin# [2.44]
C Thaving replaced —  with Xr, the range resolution, and the pulse width with the inverse of
bandwidth. This is the required average power for the given range resolution [HOVA- 
80]. It is important to realize that when using pulse compression, the resolution may be 
increased without increasing the transmitted power. This does not, however, reduce the 
average power requirement, but simply allows more average power to be transmitted due 
to the longer pulse and then later compressed to increase the range resolution.
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2.4.4.3 Echo Signal:
After the transmitted signal interacts with the target, the amplitude and phase are used to 
reconstruct the image in a similar way to that of real aperture radar imaging.
Given that a target is at a slant range, R, from the radar, the received echo signal is the 
transmitted signal in Equation 2.38 with a time and phase delay:
2 R
= a(t — t ) < t  c o s
f
(  2 R ) A co C 2 R ' 2 \
V
1 ° 
I*-> +
2t
t -
c J
+ <Po
J
[2.45]
where a  is the RCS of the target. This is the idealized return signal from a single point 
scatterer [STIMa-98].
In real applications, there is usually not a single scatterer within the view of the radar. 
For example, terrain is often considered as the combination of a near infinite number of 
individual scatterers. For this reason, the echo signals returned within the same range cell 
are added together to result in a single expression to represent all the scatterers within 
that cell. If this idea were considered in context of resolution, it would seem logical that 
the signal from an object will combine with other signals from objects within the 
resolution area, since the resolution is defined as the minimum distance between two 
points for their signals to be resolvable. Scattering elements that are separated by a 
distance less than the resolution are not be distinguishable and the responses will be 
summed together.
As in real aperture radar imaging, the echo signal contains the data needed for image 
processing. The contribution of the time delay to determine the range, R, from the 
aperture to the target has already been discussed.
The azimuth component is found through the Doppler frequency shift history. Each 
returned echo from a cell, while it is within the swath width, will be shifted a certain 
Doppler frequency, which is directly proportional to the radial component of the relative
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velocity. Therefore, each cell will have a different shift due to the slightly different 
speeds, based on the slightly different angles with respect to the track of the radar. This 
provides a second coordinate, the first being the range, relative to a point directly beneath 
the radar. This provides a localization of the point in two dimensions.
The amplitude of the signal is converted into a voltage, which is used directly for each 
pixel, rather than used as a history. As the signal is received, the amplitude is measured 
and is stored for each pixel element in the scene. This intensity is then used to determine 
the level of light and dark of the image pixel.
2.4.4.4 Speckle and Clutter:
In conjunction with the echo signal, it is necessary to mention the signal responses that 
limit the quality of the image. Speckle is the noise-like quality of coherent imaging. In 
SAR, this arises due to the true scattering properties of the Earth’s surface. Ideally, each 
range cell would have one signal. In truth, each resolution cell contains a large number 
of discrete scattering elements. As the wave interacts with the surface, each scattering 
element contributes a backscatter wave with a certain phase and amplitude. As the 
backscatter echo of each individual element is added, there are interference effects 
because of phase differences, which degrade the quality of the image with speckle 
[BURD-68]. This phenomenon does not change resolution, but decreases the clarity of 
the image.
Clutter is comparable to speckle in that it can degrade the image quality, but it arises not 
from the various scattering elements per resolution cell, but from the extension of 
features across multiple cells [BURD-68]. This causes unwanted echoes to combine with 
the desired signal and change the intensity of the returning echo, degrading the image 
quality.
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2.4.5 Resolution:
For a general figure on resolution refer to Figure 2.9. There is no increase in range 
resolution from SAR imaging, i.e. the slant range resolution is identical to that of real 
aperture imaging:
X r = —  [2.46]
IB
where B is the bandwidth of the signal. Since the particular aim of this project is satellite 
based SAR systems, it is important to include the curvature of the earth as a factor in the 
resolution. Therefore, using Figure 2.16 to explain the geometry of a curved earth, the 
ground resolution becomes:
r0 dRa R 18  ___8    o___ T
r, dRa ( R e +  h )  sin y sin <9
X =  C
25  sin#
where rg is the ground range resolution and rs is the slant range resolution.
The improvement in azimuth resolution is the main benefit from SAR. In conventional 
radar theory, resolution can be approximated by:
X „ = - y  [2.48]
where I is the aperture length, R is the radar range, and A is the wavelength. This is, in 
effect, the half-power beam width multiplied by the range, as was discussed in the 
conventional radar resolution.
In SAR, the half-power beam width, [3, is given by:
A
Peff= —  [2-49]
2 ^ / /
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where Leff is the effective length of the synthetic aperture. This can be found by 
determining the horizontal beam at a range R, which gives the maximum value for the 
length of the synthetic aperture that can be used. Therefore, Leff is:
D l
L eff [2.50]
where I is the length of the real aperture.
Applying these equations to the definition of azimuth resolution gives:
XL _ I 
2RX~  2
This is the resolution given for focused SAR system.
X a = R P eff= R — = ~  [2.51]
For space borne radar, the curvature of the Earth helps to achieve slightly a better 
resolution, in both the range and azimuth directions, when the curvature factor is 
included, using Figure 2.16 for the geometry:
R p IX -  E 
Xr =
Rf + h 2
[2.52]
Re ct
Re + h  2sin#
2.4.6 Signal Processing:
The power of SAR comes not from the radar system itself, but in the ability to achieve 
the desired system performance through signal processing. The basic theory behind the 
formation of the synthetic aperture has already been discussed at length in the preceding 
sections. Therefore, the initial description will be reserved until the discussion of image 
formation algorithms and the actual signal processors available for SAR systems.
2.4.6.1 Optical:
The optical processor was the initial choice for the focused SAR system, due to the 
optical nature of the image. In this process, the target coordinates are taken as x, the
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azimuth position, and y, the range position. This processor is the best for wide swath, 
high-resolution applications where immediate access to the map is not required [STIMb- 
98].
In the optical processor, the signal information is recorded onto a data film, with each 
pulse maintaining the same range coordinates, y, but the motion of the film allows for the 
translation of the azimuth coordinates, x. Once detailed with the signal responses, the 
film is then passed through a coherent optical imager and the coded information becomes 
an image. This process takes a myriad of different lenses in order to preserve the relative 
dimensions of x and y and to align the image [HOVA-80].
The power of the optical image processor comes from its relatively simple application 
rather than complex and intricate linear formations needed in numerical processing 
[STIMb-98]. This is due to the identical nature of the laws governing the propagation of 
reflected radar waves and optical waves. The disadvantage of this system is the time that 
it takes to create the image and develop the film. While compatible with airborne radar 
systems, the power requirements, the nature of the space environment, and the movement 
within the image processor make it less than ideal for space applications.
2.4.6.1 Electric/Digital Signal Processors:
Focused SAR offers fine resolution, but also requires a large amount of data storage, 
which first led to the use of optical systems where the photographic film can store such 
quantities. However, with the advent of high-speed and large capacity digital computers 
to execute the fast Fourier transforms (FFT), digital signal processing has become more 
widely used [STIMb-98]. The digital processor has advantages due to the near digital 
form of the radar returns in that the echoes are already samples of a continuous return. 
This allows for many image processing techniques to enhance the image and allow for 
near real-time implementation when desired.
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In the digital processor, the in-phase and quadrature components of the returned signal 
are first quantized. Unlike in optical processing, digital processors allows for auto- 
focusing and motion compensation to occur as a pre-filtering of the data. The range, 
determined by the time delay, and the azimuth, determined by the Doppler behavior, are 
stored into the memory before being processed through the Fast Fourier Transform (FFT) 
block.
A fundamental issue for the design of a digital system is determining the sampling rate of 
the incoming response. The first level of sampling frequency is the pulse repetition 
frequency, PRF, of the transmitter. This frequency is limited by the mapping range of the 
radar and the Doppler frequency shift from the extreme points of coverage [STIMb-98]. 
The lower limit of the PRF is found from the Doppler frequency shift. In this case, the 
PRF must be greater than the highest Doppler shift so that the returns will be centred on 
the carrier frequency. The upper limit of the PRF comes from the need to allow for the 
maximum mapping range return to fall within the inter-pulse period. Therefore, the PRF 
must fit within the following inequality:
2V c< P R F < - 7—  [2.53]
l
where I is the real aperture length in the azimuth direction, Rmax is the maximum range 
and V is the radar platform velocity.
In the case of space borne SAR, it is possible to transmit several pulses before the ground 
return from the initial pulse. This does not pose a problem as long as there is a window 
of reception between each pulse so the maximum range return from the first pulse is 
received before the minimum range return from the following pulse [STIMb-98].
With the PRF defining the sampling frequency in the azimuth direction, it is necessary to 
determine the sampling needed for the range. In digital SAR processing, as in most 
digital signal processing, the sampling frequency of the returned signal is determined by 
the Nyquist criteriaon— the number of time samples for representing a frequency should 
be at least twice that frequency [HOVA-80]. Thus, at the input to the receiver, the pulse
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compression filter, the digital sampling rate must be twice that of the frequency excursion 
of the pulse, A©. Therefore, the initial sampling rate is:
This sampling rate, multiplied by the sampling time, Ts, gives the total number of 
samples where:
and T is the compressed pulse width and Nr is the number of range gates, the division of 
the returns based upon resolution.
The number of range gates, 01* range bins, can be found from the range resolution:
where R is the average range, 1 is the compressed pulse width, Xr is the range resolution 
and a  is the incident angle. The number of range gates may also be looked at as the 
swath width in the range direction divided by the range resolution value.
2.4.7 Reconstruction Algorithm:
The final step is to analyse the method by which the raw SAR data is turned into an 
image. This is a process with three steps: analysing the return echo and correlating with a 
copy of the transmitted signal; echo compression sampling in amplitude and phase; and 
FFT the focused amplitude and phase into intensity to form the image.
Matched filtering is the first step in this process, occurring in the intermediate frequency 
(IF) filter. The purpose of this step is to estimate the correlation between the echo and 
the transmitted signal to establish the temporal resolution and maximize the S/N [BARB- 
85]. The transmitted pulse of the system is given by the equation:
/ , = 2 A / [2.54]
[2.55]
X R X RT t m a
[2.56]
(0  = a(t) exp( j 2 n ( f ct + ^ - )
[2.57]
A coa -  —  
T
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where a  is the frequency sweep of the system, fc is the centre frequency and i  is the pulse 
length . This function will be used to correlate the received echo.
On the receipt of each pulse, the receiver down converts the RF centre frequency to an 
offset base-band frequency, fj, where:
[2.58]
2 4
where B is the system bandwidth and f s is the sampling frequency. The receiver output 
signal is given by the equation:
. (t) = exp j l n
V V
f jn  fcU ACC- [2.59]
JJ
where fc is the RF centre frequency, tn is the time at the centre of the pulse, and tD is the 
delay time of the signal. This signal is correlated to the filter impulse response function, 
h(t), which is the complex conjugate of a replica of the chirped signal [CURLa-91].
The matched filter can also be designed as a pulse compression filter. Like the matched 
filter, the impulse response for a pulse compression filter is the complex conjugate of the 
replicated chirp signal, however, for pulse compression, the impulse response is the 
inverted complex conjugate [CURLa-91]. Once the signal has passed through either the 
matched filter or the pulse compression filter, it is ready to be processed in the range and 
azimuth directions.
The first step in reconstructing the image is range compression. This is performed on 
each pulse as it is output from the receiver and consists of con-elating the receiver output 
with the replica of the transmitted pulse translated to the offset video frequency. The 
peak correlation occurs at the round trip time delay [FRAN-99]. The continuous 
functions are sampled at an appropriate frequency, then Fourier transformed to allow for 
correlation in the frequency domain with a digital FFT to reduce computations. To use 
the digital FFT, it is necessary that the number of samples is a power of two (N=2n), and 
therefore the pulsed signal is truncated, or packed with zeros, as the sampling 
requirements rarely give an appropriate number of samples [FRAN-99]. The pulse
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replica is sampled at the same sampling frequency and packed with zeros to make it the 
same length as the recorded pulse length. The two signals are then correlated using a 
digital convolution.
Given the previously defined transmitted and received signals, the point-spread function 
from the correlation is:
T
1 'D + 2
8 R =  t  f e x P W / A ,  -  U d  +  a ( ‘ „ -  b )2 ) } x  e x p { ~  X / ,  ( - t r ) + a ( t  -  f )}
2  TId- t
2 [2.60]
tD+—
2
+ jexp{-j2n((f,t„-teo + a ( f ,  - f D)2)}xexp{j2w(/,(f„ - T „ )  +  a(f„ - t s )2)}*„
r
X
where is the correlation variable, tn is the time at the centre of the pulse, fi is the offset 
base-band frequency, fQ is the centre frequency, and to is the time delay. The resulting 
output response is:
gR =  exp fatD + f {TR — oc{tD — tR) )}sin c(tcAFr (tD — tr )) [2.61]
where AFR is the chiip pulse bandwidth.
After range compression, Equation 2.61, the pulse is stored in bulk-storage memory 
serially line by line in large blocks. However, for azimuth compression, the data needs to 
be accessible in column format, as there are samples taken from each pulse. The data is 
then reorganized through the process of “corner-turning” before being processed through 
the azimuth filter [CURLb-91]. In this process, the data is re-ordered so that it is 
accessible in equi-range blocks rather than range lines.
Before azimuth compression, the data must also be corrected for range migration. Range 
migration is the movement of the response from a point through different range cells due 
to the Doppler error due to the rotation of the Earth and the changing slant range for an 
orbital platform. The correction for range migration must be applied before the azimuth 
compression.
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tD = — {aQ + axt + a2t 2) [2.62]
If the time delay to the point target, to, is expanded in a Taylor series around t=0, the 
centre of the aperture, then:
2 
c
where all higher order terms are neglected and ao is the slant range, ai is the slant range 
velocity and a2 is the slant range acceleration [BARB-85]. This range polynomial can be 
calculated from the orbital characteristics and the rotation of the Earth. This is used in 
the correction of range migration.
It is now possible to apply the function to the azimuth compression filter. The phase 
history of the point is given by:
<p(t) = exp { -  j 2 n f atD }  [2.63]
where to is found in Equation 2.62. This history is correlated against the processor 
response:
0 ( t )  =  e x p { - j2 n fJ D}
■ 2 /  A 2) r2 -<*]tD — —\a.0 + Aa0 + a ]  + a2t J
c
where Aa0 is the small change in the slant range value over the interval % .
The azimuth correlation function, including the convolution for the range migration is 
given by the equation:
Ta t  
—  Td + -  
2 D 2
8(Jri'Ca) — J J T'r)^ r x e x Pt • cx{tD tR)sinc(7iXFRitD tR))}
- ta t 
2 ° ~ 2
x  e x p j-  j  R f  2 fa{a0 + a {t+ a 2f 2) j x e x p | / 2 t f ^ L(a1, +Aa0
[2.65]
'I
where the range compressed data spans the time interval of tD ± — [BARB-85].
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When these correlations are applied to the receiver output signal in the correct order, the 
result is a point intensity for each target at the measured range and azimuth. These values 
can then be coordinated with a latitude and longitude for a map projection image.
2.4.7.1 Bi-static Extension of Reconstruction Algorithm:
The reconstruction algorithm with respect to a mono-static SAR system can be extended 
to a bi-static system with relatively few modifications to the equations. The basic process 
of reconstruction and the assumptions laid forward in the mono-static case will apply for 
the extension.
Corresponding to the mono-static case, matched filtering is still the primary step in the 
processing algorithm. The transmitted signal and the received signal match with 
Equations 2.57 and 2.59, respectively. However, in the bi-static case, the time delay for 
the signal is:
Rj- + Rr [2.66]
Again, following the matched filtering to maximize S/N, the signal is then passed through 
the range compression filter to determine the round trip time delay. The range equations 
for the transmitter and receiver are first expanded using a Taylor series:
R t  ( s ) = R Tc + R Tc ( s  T — s c ) + R Tc ( s T — s  c )
R R ( S) =  R Rc A R Rc ( s  R — J c ) + R Rc ( s R ~  S  c )
w h e r e
[2.67]
£ $ 
 and : s p = ----
V VY T  V R
and s is the spatial variable in the azimuth direction R is the rate of change in the range, 
i.e. velocity, and R is the second derivative of the range, i.e. acceleration.
Therefore, the signal at the receiver can be written as:
R t ( s ) a R r ( s ) }
s r ( s j ) = exp< j  27V
t Rr (s) + RK(s) t
/, + ex­ a m
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Correlating this with the replica of the transmitted pulse gives an output correlation 
response of:
g ( s , t )= B R exp]-  ]Ak ■smc
c \ c
R \  (s ) —  R f c  +  R r c  2 ( f o r  3" f d r  )s +  ( / o r  *** f d r  ) ^
[2.69]
where B r is the bandwidth of the received signal, foT and foR is the Doppler frequency 
shift due to the system platform for the transmitter or receiver, respectively and f DT and 
f DR are the Doppler frequency rate of change for the transmitter and receiver, 
respectively. This result is equivalent to the output response in Equation 2.61, where to is 
as defined in Equation 2.67.
When expanding the azimuth equations to a bi-static notation, the Taylor series 
expansion for the time delay is:
£ _  [(g r0 3" a R0  i a T1 a R \ i a T 2  a R l ) t  )] ^  -yQj° C
where the subscripts T and R correspond to the transmitter and receiver contributions, 
respectively and the range polynomial coefficients are the same as in Equation 2.62.
The slant ranges aTQand aROcm  be found from the time delay of the system, however,
the other coefficients come from the orbital characteristics and the rotation of the earth 
and give the range migration corrections for the system.
Therefore, with this new definition of the range polynomial, the azimuth compression 
output can be expressed as Equation 2.65.
2-47
2.4.8 Image Defects and Corrections:
This method of image reconstruction should lead to a focused image with the appropriate 
resolutions. However, this is not always the case as any number of factors can cause 
errors in the phase and amplitude measurements to degrade the image quality.
The first, and most troubling, effect of these errors is image defocusing. This is caused 
by the occurrence of fluctuations in the path length between the radar receiver aperture 
and the scene, caused by variations in the refractive index, multi-path effects, and the 
deviations of the sensor from the established track [CURLb-91]. This deviation from 
the assumed trajectory may be from a mismatch in the assumed velocity and acceleration 
or a displacement of the platform from the estimated position. As seen from the 
explanation of the echo signal and the reconstruction algorithm, SAR uses the accurately 
known distance for correcting of the phase delay. Any distortion of this will cause the 
image to defocus in that each pixel is not accurately mapped. Auto-focus techniques 
have been developed to help overcome these errors and improve the image quality 
[CURLb-91].
Geometric and radiometric distortion is the other main error that reduces the image 
quality. Again, this error is caused by the deviations from the assumed motion in the 
range and azimuth directions. This causes not only a defocusing of the image, but also 
distortion of the actual dimensions of the image. These distortions are proportional to the 
velocity deviations. Unlike defocusing, the main effect of the distortions comes from 
non-planar movement of the platform. This cannot be corrected with auto-focus, but 
rather through the measuring of the actual motion of the platform and this information is 
then used in the processing to correct the image. This is called motion compensation 
[CURLb-91].
2.4.8.1 M otion compensation:
Motion compensation is the method used to correct for the planar and non-planar motion 
deviations from the assumed trajectory [STIMc-98]. In radar applications, it is
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acceptable to have deviation within a quarter of the wavelength during a single pulse, to 
maintain phase coherence within a small error. This deviation is reduced by another 
factor of two for SAR due to the two-way propagation—one eighth of a wavelength 
[STEI-76]. This level of control may not be possible to achieve. However, with signal 
processing, it has become possible to use a correction for the motion deviation with the 
signal echo to maintain this accuracy.
In motion compensation, an external motion sensor is used to accurately record the actual 
motion of the radar platform [STIMc-98]. This motion is then manipulated to determine 
the frequency change that accompanies the deviated motion and this is applied to the 
echo response as the signal is being processed. This, in effect, removes the phase error 
by applying a corrective function to the signal processing. While this cannot remove all 
errors, it can remove enough for to maintain image quality.
2.4.8.2 Auto-focus:
Auto-focusing of SAR images is a widely used signal processing strategy to compensate 
for the quadratic and higher level phase errors [CURLb-91]. This technique is most often 
applied after the original motion compensation and data formatting. Auto-focus is 
normally accomplished in two steps: error estimation within the signal and error 
compensation.
There are multiple methods of auto-focusing. Prominent point processing is used when 
strong point targets exist. This method allows for high performance in correcting phase 
errors, but requires dominant scattering elements throughout the scene. The coherent 
auto-focusing methods are phase gradient and phase difference [WU-00]. These 
techniques operate directly on the complex, d 0, received signal to correlate the phase 
differences or gradients between phases throughout the picture. These values are then 
used to estimate a correction function. Finally, incoherent methods, map drift and 
contrast optimization, use the intensity of compressed images and disregard the phase 
information [WU-00].
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The most common algorithm used for auto-focusing an image is called Phase Gradient 
Auto-focus, PGA [WU-00]. It consists of making an estimate of the gradient of the phase 
error in the SAR image using four steps: centre shifting, windowing, phase gradient 
estimation, and iteration. The algorithm was created for spotlight SAR, due to the 
plausible assumption in spotlight SAR that the phase error is constant with range. This 
assumption is not correct for stripmap SAR until the data has been formatted further.
The auto-focus algorithm is applied after the range compression of the raw data has been 
completed to allow for the separation of the image into range bins. For each range bin, 
the strongest scatterer, an, is chosen and shifted to the origin of the image. This is done 
to remove the frequency offset due to the Doppler shift. This must be done in a circular 
manner so that samples, which are shifted off the edge may be wrapped around and 
shifted to the opposite side. This centre shifting attempts to align strong scatterers and 
subsequently improve the S/N for the phase estimation.
Once the image has been centre shifted, it is windowed, preserving the width of the 
dominant blur for each range bin while discarding the data that does not contribute to the 
phase error estimation, i.e. clutter. The window size, W, is chosen by registering the 
dominant blur on each range bin and averaging over all the bins. These are incoherently 
summed to obtain a one-dimensional function whose width, at a chosen threshold, gives 
the point-spread function. This is nominally given by:
■>(*) = Z | / „ « | 2 [2-71]
n
where fn(x) is the circularly shifted image data and n is the bin number [WAHL-94].
The redundancy of the blur, as assumed with a constant phase error with range, the 
function, s(x), will plateau at its maximum value approximately the width of the window, 
W, and smaller outside of W. As the image becomes more focused, W will converge 
until it is only a few pixels in size.
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When the scene does not contain strong scatterers, i.e. images of natural landscapes, 
seascapes or icescapes, the above method will not work, as the range bins do not provide 
a strong enough scattered response to allow for windowing of s(x). The window width, 
W, is then chosen to span the maximum possible blur width and progressively reduce by 
20% per iteration.
Once shifted and windowed, the image data is now represented by
G„ ( u )  = |G„ (M)|eJ^ '<")+l?' <“>1 [2.72]
where Gn(u)is the inverse Fourier transform of the image data, gn(x), 9n(u) is the 
scatterer-dependent phase function and (j)e(u)is the phase error [WAHL-94].
The linear unbiased minimum variance (LUMV) estimate for the gradient of the phase 
error is given by:
X l m { o ;  (« )(?„ (« )}
<*Lv (« ) = -  v . .2—
[2.74]
filumv(« )  =  0 . ( « )  +  —  -------------
The estimated phase gradient, <phmv (u) , is integrated to obtain an averaged value which is 
then used as the phase correction, <f>e(u). This is done to remove any bias and linear 
trend. This phase correction is then complex multiplied by the range-compressed phase 
history domain data by: exp [-j^ (« )]. The process of center shifting, windowing and
phase gradient estimation is repeated. As the image begins to focus, the scatterers 
become more compact making the circular shifting more precise and the window size 
smaller.
When the PGA algorithm is applied to stripmap data, the assumption of constant phase 
error with range is no longer valid and a conversion of the data from stripmap to 
spotlight, known as Stripmap Spotlight Compression (SSC) [BATE-98],
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Chapter 3 SAR System Design:
3.1 Scattering Properties:
The following discussion builds upon the general electromagnetic propagation 
background already provided with an emphasis on radar applications and the properties 
of sea ice.
3.1.1 Electromagnetic Scattering from Rough Surfaces:
Any electromagnetic field which is incident upon a boundary between changing media 
will be either transmitted, reflected or scattered, depending upon the wavelength of the 
incident wave, the incident angle of the wave and the electric properties—emissivity, 
permeability, and conductivity, of the second media [BECKa-87]. While the scattering 
from a plane boundary, in which the interface is smooth, is well known, when the surface 
becomes “rough”, the problem becomes complex. A smooth plane will reflect the 
incident wave in a single direction. A “rough” surface will scatter the wave in multiple 
directions. It is this property of a “rough” surface, which makes it difficult to determine 
the characteristics of the scattering. To make this problem easier, certain acceptable 
assumptions are made to simplify the equations:
1) The dimensions of the scattering elements are either much smaller or much 
greater than the wavelength
2) The radius of curvature of the scattering elements is much greater or much 
smaller than the wavelength
3) Shadowing effects are neglected
4) Only the far-field situation is considered
5) No volumetric or multiple scattering is considered
6) The density of scatterers remains constant over the entire medium [BECKa-87]
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The first step in determining the scatter from the interface is to determine the “roughness” 
criteria, better known as the Rayleigh Criterion, in which the path length and phase 
difference between the two rays incident upon a surface with an irregularity height of h 
offer the general criteria of:
where y  is the incidence angle of the rays upon the surface and X is the wavelength of the 
incident energy [BECKa-87]. From this criterion, the relationship between “roughness” 
and wavelength is clear: the roughness of the surface is directly dependent on the incident 
wavelength. A surface that appears rough to a short wavelength, would appear smooth 
when the incident wavelength is longer.
A theoretical algorithm to model the scattering from a rough surface is provided by 
Beckman and Spizzichino [BECKa-87]. From this algorithm, it is possible to calculate a 
generalized scattering model if the average height of the irregularities is known, and the 
electromagnetic and physical properties of the surface are known or can be accurately 
estimated.
3.1.2 Remote Sensing of Sea Ice:
The proposed mission for the SAR system is the remote sensing of the polar regions for 
either scientific or commercial applications. Both applications require knowledge of the 
thickness of the sea ice, the distribution of that thickness, the extent of ice coverage, and 
the thawing and freezing cycles of the area. It is, therefore, important to know the 
scattering characteristics of sea ice based upon these physical properties and 
electromagnetic characteristics.
To gain an understanding into the actual properties of ice, it is important to understand 
how it is formed and the changes in the composition of the ice over multiple cycles. As 
microwave scattering characteristics of ice are very sensitive to changes in structure and
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composition, by understanding the different stages of ice, it is possible to classify the 
return as originating from specific types of ice.
In the polar region, ice begins to form on the surface of the ocean as a thin layer of slush. 
This is due mainly due to the nature of the ocean: high salinity and surface movement. 
This initial formation of crystals on the ocean surface causes a reduction to the movement 
of the surface of the ocean [CARS-92]. As this happens, the ice begins to coagulate 
forming a thin layer, up to 10 cm thick or forms pancake ice, small cylinder structures of 
ice ranging from 0.3 to 3 metres in thickness. Pancake ice usually forms in areas of more 
open water where the surface movement is greater. The composition of this newly 
formed ice is one of pure ice, brine inclusions— caused by the super-cooling of the 
seawater and the forcing of brine into pockets— and pockets of trapped air [CARS-92]. 
This composition greatly affects the electromagnetic and scattering properties of the ice.
As the ice begins to grow, a desalination process takes place. As brine is denser than the 
surrounding ice, gravity will cause the brine to drain from the ice sheet or to form large 
brine pockets. However, this occurs more in the bottom layers of ice, whereas the top 
layer, due to its colder temperature will maintain a high level of salinity. As the ice 
grows, it also increases the pressure on the individual crystalline structures, causing an 
increase in density and, again, forces the brine pockets out of the ice [CARS-92]. 
Throughout the aging of the ice, it continues to desalinate, thus changing the 
electromagnetic characteristics between first year ice (FY) and multi-year ice(MY).
The factor that causes the greatest difference in the characteristics of MY ice from FY ice 
is the melt season [CARS-92]. As the temperature rises during the summer months, the 
ice continues to desalinate. The differences in FY salinity to MY salinity can be up to 
9%. The melting of the surface causes not only desalination, but also melt ponds and 
hummocks. The melt ponds are collection, on the surface of the ice, of water. The water 
collects in small ponds, creating a depression. The ice located between these depressions 
is called hummocks. When ice begins to refreeze in late summer and early fall, the melt
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ponds re-freeze, creating smooth patches, which exhibit FY ice characteristics, while the 
surrounding area will exhibit MY ice characteristics.
Other great differences in the characteristics of FY ice to MY ice include surface 
roughness and density. The surface of undeformed FY ice is flat with little variation. 
Deformed FY ice is characterized by sharp, angular ridges [CARS-92]. MY ice has an 
undulating surface with hummocks and melt ponds. The once deformed FY ice has been 
weathered away so that the deformed MY ice shows none of the angular characteristics, 
simply the presence of hill-like structures [CARS-92]. The density of MY ice is much 
greater than that of FY ice due to aging compression [CARS-92]. This allows for more 
volumetric scattering to occur in MY ice compared to FY ice.
Understanding the basic physical structure of ice is useful when discussing the 
electromagnetic properties important to scattering characteristics. The main factor when 
addressing the electromagnetic properties of ice is the relative permittivity. This is the 
complex (real and imaginary) electrical property of ice, based on free space and 
electromagnetic loss of the material [CARS-92]. This value is related to the conductivity, 
absorption, and penetration depth of the incident energy. As sea ice is a melange of 
freshwater ice, brine and air, the electromagnetic properties of the ice depend directly on 
the combination of these constituents. Through multiple experiments and measurements, 
it has been determined that the relative permittivity of sea ice at 2.4 GHz is:
£ = £'+ je*
e' = 3.09 + 0.008 IV* [3.2]
s ' = 0.03 + 0.0042V*
where Vb is the volume of brine measured in part per trillion [CARS-92].
Having thus laid out the physical and electromagnetic properties of different types of sea 
ice, it is necessary to now translate these into scattering behaviour and the scattering 
coefficients for radar signatures. When analysing the scattering from ice structures, the 
following factors affect the scattering coefficient [CARS-92]:
1) Backscattering increasing with increasing ice crystal size
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2) Increasing frequency increases the scattering coefficient
3) Increasing scattering coefficient with decreasing incidence angle
4) Scattering due to ice thickness varies based on composition of ice, but generally 
increases
5) Scattering decreases with water content
6) Scattering increases with increasing air bubble size
7) Scattering increases with increasing density
With such a wide variety of variables in the modelling of scattering from sea ice and the 
inability to gain accurate estimations of the variability in height, it is difficult to achieve 
an accurate model of any ice structure from a theoretical algorithm. Generalized models 
of types of ice are constructed on a case-wise basis. However, as volumetric scattering is 
difficult to model, the theoretical values vary significantly at times from actual results. 
Given these inaccuracies, extrapolated values from actual measurements will be used to 
estimate the scattering coefficients used in this study. The assumption made when 
establishing these values was at the small incident angle at which the system will be 
operating (4°) it is feasible to use results for a 0° incidence angle as an approximation.
Beginning first with the scattering of energy from the ocean surface, which will give a 
base when comparing the signatures of ice structures, it is important to remember the 
dependence of the scattering from ocean surfaces on wave size and wind strength. Each 
of these variables will change the characteristics of the surface. From a smooth, calm 
ocean surface (which is often found within close proximity to ice) there is a powerful 
vertical incidence reflection coefficient of approximately 0.5, with little absorption in the 
media. This will cause a very high response from a smooth ocean, i.e. it will appear very 
bright in the system. Any increase in wave height or surface winds will decrease the total 
reflected energy, but it will still remain brighter than the surrounding ice. The 
normalized radar scattering cross section, as is used in the radar equation, of a calm sea is 
-0.5 to -3 dB [ONST-92]. This value is constant throughout the year.
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Grey ice or thin FY ice, characterized by 1-20 cm in thickness, has a high salinity content 
with a surface temperature of 0°C [ONST-92]. This causes a high dielectric constant, 
but a low absoiption coefficient as there is often large concentrations of liquid water 
mixed within or between the ice. For smooth, undeforined ice the reflection for vertical 
incidence is high, dropping sharply for increasing deformity.
Thick FY ice, has lost some of the brine of new ice, has a rougher surface texture, 
typically covered with snow or a brine slush, and has a lower surface temperature. This 
will decrease the vertical reflection coefficient.
MY ice can be divided into two parts, the upper part, characterized by low density and 
large air bubble size, and a lower part, with high density and a high concentration of melt 
ponds. Therefore, the upper part will have nearly the same reflection as thick FY ice 
[ONST-92]. The lower part of the ice will produce a slightly higher vertical reflection 
coefficient as the contributions from the melt ponds and the higher density reduce 
volumetric scattering.
Using these general characteristics and extrapolating from the data of the Radar lookup 
tables of ERS-1, JERS-1 and EOS, the following approximate values for the radar 
normalized cross sectional vertical scattering coefficients are found:
Winter/
Spring
Late Spring Early
Summer
Mid-
Summer
Late
Summer
Fall
MY
(>220 cm)
-6.7 ± 2.2 dB -4.3 ± 2.1dB -9.3 ± l . l  dB -8.7 ± l.ldB -4.0 ± 1.8dB -6.1 ±2.4dB
Thick FY
(70-220 cm)
-9.0 ±2.1 dB -8.1 ± 1.4 dB -9.3 ± 1.1 dB -8.3 ±1.5 dB -8.1 ± 1.8 dB -8.7 ± 2.4 dB
Thin FY
(<70 cm)
-4.3 ±1.2  dB -5.2 ± 1.6dB -5.6 ± 1.4dB -1.8 ± 1.4dB 5.1 ±2.2dB -4.8 ± 1.9dB
Table 3.1 Estimated b ormalized Rac ar Crossed Section for
Sea Ice at 2.4 GHz at 4° Incidence Angle [ONST-92]
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Based on this table, the system can be designed for a minimum scattering coefficient of 
-15 dB to ensure readable returns from the surface within a margin of error. Based on 
these values the dynamic range of the system is approximately 15 dB.
Another important factor when discussing the imaging of a natural surface is the contrast 
in received echoes from different identifiable features on the ground. If there is not 
enough contrast between the features, they will be indistinguishable from one another and 
will appear uniform in the image. The contrast of the signals is highly variable on the 
polarization used for the incident waveform.
The following table is found with data from [CARS-92] are approximate values for the 
contrast:
Polarization MY to FY FY to Thin FY Thin FY to Open 
Water
Vertical 6 dB 3 dB 5dB
Horizontal 5dB 2dB 3 dB
Table 3.2 Sea Ice Radar Contrast at 2.4 GHz at 4° Inclination [ONST-92]
It has been noted in experimental data that a vertical polarization can increase the contrast 
of very thin, newly formed ice, to FY ice and water by 2-3 dB over the response of an 
horizontal polarization [ONST-92]. Therefore, polarization diversity will be an important 
feature of the system.
3.2 Power Requirements:
Using these basic characteristics of the chosen imaging area, the power requirements 
must be determined. This is the most difficult constraint for a SAR system on a micro­
satellite.
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To discuss power constraints, the following system characteristics will be assumed: a 
circular orbit at an altitude of 700 km, an orbital velocity of 7.54 km/s, a look angle (from 
beam centre to scene centre) of 3.2 degrees, antennas of 2.5m diameter and an efficiency 
of 30%, a transmitted wavelength of 12.5 cm, and a total system loss of 15 dB. Given 
these parameters, the average power needed for the system can be calculated (see Figure 
3.1).
Average Power Requirements
S/N Sensitivity (dB)
Figure 3.1 Average Power Requirements
The calculations are done at various normalized radar cross sections, from 0 to -20 dB, in 
order to determine the maximum performance of the system and the systems ability to 
meet the performance constraints. From this average power of the system, the total or 
peak power needed in the system can be calculated through the equation:
Pn = , - V  [3.3]
p (PRF)t
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where Pp is the peak power, PA is the average power, PRF is the pulse repetition 
frequency and the t  is the actual pulse length. Figure 3.2 shows the peak power needed 
in the system.
Peak Power Requirements
S/N Sensitivity
Figure 3.2 Peak Power Requirements
This peak power requirement can then be directly translated into the actual DC power 
that needs to be supplied by the transmitter to achieve the peak power output through the 
equation:
where Pdc is the DC power supplied to the transmitter, Tj is the efficiency, assumed to be 
20%, and G is the gain of the antenna. Figure 3.3 represents this power requirement.
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DC Power Requirements
0=0.03=-15 dB
S/N Sensitivity
Figure 3.3 DC Power Requirements
Power constraints for the system is taken as 100 W, as can be seen from the horizontal 
constraint line, which can be achieved on the micro-satellite platform. This leads to a 
maximum system performance of -15 dB radar cross section detected at a S/N sensitivity 
of at least 8 dB, to match the requirements set by the imaging area. These power 
requirements are calculated without taking into consideration the multi-look provisions 
and the resulting S/N gain. The integration of the returned energy over the multiple looks 
will increase the S/N by a factor of the number of looks, thereby reducing the power 
requirements by a similar factor. For this system, the number of looks is approximately 
20 .
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3.3 Transmitter and Receiver Design:
3.3.1 Transmitter Subsystem Design:
The transmitter for this system will need to generate coherent, rectangular pulses with a 
linear frequency modulation. It will need to be small in size to fit onboard a micro­
satellite, however, as this is the only payload onboard the platform, this requirement is 
not constraining to the design of a relatively low power, S-band transmitter. The 
transmitter will need to transmit at a centre frequency of 2.4 GHz and a bandwidth of 100 
MHz at a pulse repetition frequency of 6 kHz. The peak power output from the satellite’s 
four body-mounted solar array is 140 W. Figure 3.4 is a block diagram of a coherent 
pulse transmitter.
Antenna
Figure 3.4 Transmitter Block Diagram
It is possible to see, that with this power constraint on the transmitter, it is possible to 
obtain, at maximum, a S/N of 8 dB for a scattering coefficient of -15  dB, which requires 
100 W input power to a 20% efficient transmitter. This is within the coefficients for sea 
ice sensing.
Having thus defined the basic requirements for the transmitter, it is important to look at 
the performance characteristics of the actual device and compare with the deviations from 
an ideal transmitter. Errors in the frequency, phase, and amplitude of the transmitter will 
cause defocusing and measurement errors in the final image, as the errors translate to 
azimuth phase and range timing errors.
When discussing the required stability of the transmitter, the first area of interest is the 
stable local oscillator, stalo, which provides the timing and control for the system. The
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stalo needs to have good, short-term relative stability, specifically in the maintaining of a 
stable phase to allow for coherent demodulation at the receiver. The equation translating 
the stalo frequency drift into azimuth phase error is:
<7,(t) = 2 # ctc^ ( t) [3.5]
where fc is the centre frequency, % is the propagation time and <jv2(t) is the Allan
variance of the oscillator [CURLc-91]. This equation gives a drift requirement of 2.5 
xlCT10 over 4.7 ms propagation time with a 1° phase error. This value is well within the 
current technological possibilities [CURLc-91].
The long-term stability of the local oscillator is also important to the system, as it 
provides the maintenance of the carrier within a frequency band, and timing assemblies 
for other assemblies. Therefore, the stalo can either be reset periodically, i.e. before each 
imaging session, to ensure carrier phase maintenance, or the error of the transmitted 
signal, within bounds, can by translated to the receiving and processing subsystem to 
ensure a limited effect on the final image.
In a SAR system, a coherent oscillator, coho, is also used to maintain the phase of each 
pulse. It introduces, into the transmitter, the ability to begin each pulse with the same 
phase, necessary for coherent integration at the receiver. The error of phase within this 
instrument needs to be held to a minimum drift, approximately 1°, during the total 
imaging period of 4 s. This requirement is fixed, but achievable with current technology. 
The frequency stability and phase coherence requirements, whilst strict are not absolute. 
Small deviations from within the stated constraints will cause some image defocusing. 
However, with the use of auto-focusing during the processing of the received echoes, it is 
possible to iteratively reduce the effects of these errors, and thus restore the image.
While frequency and phase stability is necessary for the maintenance of a high 
performance system, the modulation scheme and its corresponding stability has greater 
effect on the actual image quality and resolution. In the case of a pulse compression 
radar, the compressed pulse width determines the actual range resolution of the system. 
The compressed pulse width is controlled by the bandwidth of the transmitted pulse, and
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the ability for the matched compression filter to match transmitted values, i.e. the 
linearity of the transmitted pulse.
To achieve the stated requirement of a 30 m range resolution, at a minimum bi-static 
angle of 5°, it is necessary to have a transmitted signal bandwidth of 100 MHz, 
translating to approximately 3 MHz/ps sweep rate for a 34 (is pulse. There is an error 
margin of approximately 3 MHz, or 3%, in the bandwidth value before there is a 1-metre 
loss in resolution. In sweep rate requirements this translates to a 0.11 MHz/ps error rate. 
While this is a strict requirement for the system, it is possible to achieve for short periods 
of time, of the order of a second.
Simply maintaining the bandwidth characteristics within these levels does not guarantee 
the desired range resolution. Addressing the linearity of the system, the requirements 
become relatively high to maintain system performance [CURLc-91]. Due to the low 
power nature of the system, and subsequently the relatively low S/N ratio at the input to 
the receiver, the system can sustain very small losses in S/N due to matched filter pulse 
compression. As the transfer function for the matched filter is defined on ideal 
characteristics, any deviation from these values relates to a loss of S/N as well as 
compression ability. To determine this requirement, the effects of non-linearity on the 
S/N will need to be tested. These values will then need to be translated to a maximum 
S/N loss tolerable in the system. Unlike the frequency and phase requirements, errors in 
the modulation scheme for the system are not removable through iterative correction, and 
therefore are fixed requirements.
To maintain a low cost system and relax these highly stable requirements, a direct 
digitally synthesized exciter is recommended. First applied to radar by W.D. Gallaway in 
the 1988 National Radar Conference, this exciter achieves near theoretical performance 
values [GALL-88]. This would allow for high synchronization between the transmitting, 
receiving and processing subsystems. It will be reviewed in more detail in the discussion 
on synchronization.
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3.3.2 Receiver Subsystem Design:
The ability of a radar receiver to detect an echo and extract the information from that 
echo is based, primarily, on the noise present. This noise may be external, having been 
input into the receiver along with the echo, or internal, due to the system components 
themselves. The receiver design is based on maximizing the S/N, usually done with a 
matched filter to enhance the desired signal, while suppressing the undesirable noise.
The first characteristic of the receiver that needs to be defined is the minimum detectable 
signal, i.e. the smallest signal which will be recorded, directly dependent on the 
probability of detection. Based on a S/N of 8 dB, which is achievable based on the 
transmitted power of 100 W and a probability of detection of 99.6 %, the minimum 
detectable signal is 8.2xlO~10 Watts. This defines the sensitivity requirement for the 
system.
However, this calculation of the minimum detectable signal is based on a perfect receiver 
bandwidth. The bandwidth of the receiver determines the frequencies, which pass 
through the receiver at each of the stages. The bandwidth of the transmitted signal for 
system is 100 MHz, due to the chirped nature of the signal and the requirement for a 30 
m range resolution. Added to this, is the total Doppler shift that can occur, 120 kHz, 
making a required minimum receiver bandwidth of approximately 101 MHz. If the 
bandwidth is smaller than this, then echoes returned outside of the receiver bandwidth 
will be lost. If the receiver bandwidth is made much larger than this bandwidth, excess 
noise can be admitted into the system, reducing the S/N and the quality of the image.
Figure 3.5 shows the basic block diagram for a receiver subsystem. The first stage of this 
is a low-noise amplifier. As any noise introduced into the system by the subsystem itself, 
i.e. internal noise, can mask a returned echo and also reduce the S/N ratio. All 
components, therefore, within the subsystem, are required to add as little noise to the 
system as possible. This amplified signal is then mixed with the signal from the local 
oscillator, to down-convert the signal to an intermediate frequency. This signal is again
3-14
passed through an IF amplifier. In this stage of the system, the signal is correlated, 
through matched filtering, with a copy of the transmitted pulse, to maximize the S/N. 
This signal is filtered through bandpass filter. The signal is then split into in-phase (I) 
and quadrature (Q) channels for digitising and recording. There will be no further SAR 
processing on-board the spacecraft, except to compression of the raw SAR data to 
minimize the required downlink bandwidth.
Master Local
Oscillato W Oscillator
Figure 3.5 Receiver Block Diagram
The receiver subsystem, like the transmitting subsystem, has limits on the amount of 
phase error, which can be introduced into the system, and has frequency stability 
requirements. As defined by convention, the total receiver phase error is of the order of 
5° [CURLc-91]. This error is often defined by the pre- or post-processing techniques and 
any focusing algorithms used, as these techniques can compensate for some superfluous 
phase errors in the system. The frequency stability of the receiver stalo is the same as the 
transmitter, as this is a separate component due to the bi-static nature of the system. In 
mono-static SAR, the stalo is physically the same for both the transmitting and receiving 
system.
3.4 Antenna Design:
The final space borne components of the radar system are the antennas of both the 
transmitting satellite and the receiving satellite. Given the limited size of the spacecraft, 
the antennas will need to be of reduced size in comparison to other SAR satellite
fl
X
Antenna
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antennas, and will need to be stowed for launch and deployed once in orbit. Finally, the 
antennas for the transmitting and receiving satellites need to be identical to allow for 
similar ballistic coefficients to minimize the station keeping activities.
The first decision is the size and shape of the antenna, e.g. a rectangular array or 
parabolic dish. The size of the antenna is constrained by the spacecraft size and the 
desired imaging area, 30 x 30 km.
It is possible to achieve a 35 x 35 km footprint with a 2.5 m diameter dish antennas, 
where 2.5m is the largest diameter the platform can support. The 5 km extra width in 
footprint, as compared to the desired image size, allows for a pointing error of 0.5° in any 
direction. The total area of the antenna is 4.9 m2, resulting in a gain of 30.8 dB at 2.4 
GHz at an efficiency of 30%. This antenna efficiency is a very conservative and 
pessimistic value, but to ensure the operability of the system, it is necessary to make such 
conservative assumptions until component testing can determine an accurate efficiency.
The difficulty with this antenna size is the volume needed for launch, requiring the 
antenna to be stowed initially and deployed once in orbit. The two proposed methods of 
deployment are the “umbrella” format, with a wire mesh antenna, or a “petaled” dish. 
Both deployment schemes will result in errors in aberrations and reduces the efficiency 
and cause errors in the antenna pattern. To gain accurate efficiency and radiation pattern 
information for either antenna designs, it will be necessary to construct and test the 
chosen antenna before operational use.
Due to the ease of deployment and storage, the petal structure was chosen. Figure 3.6a 
provides a side of the suggested stowed geometry. Figure 3.6b provides the deployed 
geometry for the antenna system. The basic idea behind the stowed geometry is a four- 
petal, flower configuration. The centre square of the antenna is attached directly to the 
base panel of the spacecraft. The remaining antenna area is divided equally into four 
parts and stowed along each side of the spacecraft. The panels will be designed so that
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after deployment, they lock together to form a complete parabolic dish without any gaps 
between the panels.
Figure 3.6a Side View of Antenna
Figure 3.6b Deployed Antenna Design
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Each panel will be rotated by 85°, making the total launch volume 1.75x1.75x0.75 m3, 
and attached at the corner to the neighboring two sections for stability during launch.
The geometry of the dish and feed is defined by Figure 3.8. The relationship between the 
focal point, F, the radius, R0, and the angle, 0, is given by the equation [KRAU-88]:
F = Ro( 1 + C0S<9) |-3 6 j
2
The following graph represents the relationship between the angle, 9, and the focal length 
(as the radius is set at 2.5 m):
Focal Length vs. Angle
Angle
Figure 3.7 Graph of Focal Length and Angle Relationship
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Figure 3.8 Parabolic Reflector Focal Length
Based on this geometry, the feed for this application will have an angle of 54 degrees and 
a focal length of 1 metre. A benefit from this choice is the optimization of the efficiency 
of the antenna, as the focal length is a multiple of a quarter wavelength, maximizing the 
coherence of the phase.
Having determined the geometry of the reflector, the final characteristic is the feed. An 
optimal feed design will have a symmetric pattern, be aligned with the phase centre, 
reduce the cross-polarization of field components, reduce the amount of blockage caused 
by the feed and the feed mount, and reduce the spill-over and edge diffraction [KRAS- 
88]. For phase coherency, it is necessary to place the feed at the feed phase center, to 
ensure that the feed emits a spherical wave front. The determination of the phase centre 
requires experimental testing.
The basic types of feeds include horns (pyramidal, conical and sectoral), dipole, loop, 
helix and spiral [KRAS-88]. A horn feed is a simple design, which provides good 
impedance, polarization and power handling capabilities. However, at S-band 
frequencies this can be a large feed. The second, and most simple feed, is the dipole, 
consisting of a simple radiating element. This feed can handle less power and needs a 
backing to direct the energy to the reflector. A dipole offers good linear polarization, or 
can be placed in combination, i.e. crossed dipole, to provide a circular polarization. The
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loop, helix, and spiral all provide circular polarization and good directivity, but cannot 
handle high power and are more complex in design.
Before choosing the feed system for the antenna, it is necessary to determine the desired 
polarization based on the application. If the Earth’s surface is considered as a large 
number of tilted facets, each equivalent to a smooth plane, it is possible to simplify the 
polarization determination. For all incident angles, except the Brewster angle, a flat plate 
will reflect the incident energy in a similar polarization for horizontal and vertical linear 
polarizations, and in an opposite sense for circular polarizations [KRAU-88]. As the 
system is designed to gather the forward-scattered element, the signal can be assumed to 
follow the reflecting rules. It is necessary to note that while the majority of the energy 
will be returned in these generalized polarizations, due to cross-polarization effects and 
volumetric scattering, as well as the assumption of a flat plane, some responses will be 
polarized differently, and this will cause a loss in the received energy.
Therefore, given the polarization rules and the nature of the scattering of ice, to maximize 
the energy received from the reflected signals, a crossed-dipole feed is chosen. If the 
crossed-dipoles are fed linearly and are electrically controlled, with a quarter-wavelength 
delay line between them, they can be polarized in a linear format, vertical and horizontal, 
as well as circular polarization. This will maximize the usefulness of the system, as it 
will be able to view the ice at different polarizations. Also, it will relax the control 
constraints placed on the attitude control of the spacecraft and compare. Since the 
dipoles are able to change polarization, the requirement to keep the spacecraft in the same 
attitude to ensure similar, in the case of linear, and reverse, in the case of circular, 
polarizations will be relaxed, as this can be controlled through the feed system. As a 
straight dipole feed will be an inefficient illuminator, as it has poor directivity, a cavity- 
backed dipole feed offers a simple design, circular polarization, with a high directivity 
and efficiency [KUMA-89]. The geometry of the system is shown in Figure 3.9.
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♦  ♦
L=\.2X or .45
Figure 3.9 Dipole Feed Design [KUMA-89]
At a wavelength of 12.5 cm, the dipole length will be 9.375 cm for the vertical piece. 
The dimensions of the cavity will be 25 cm for the diameter and 15 cm for the length, 
with a dipole of 3A wavelength in the vertical direction and Vi wavelength in the 
horizontal direction [KUMA-89]. The resulting radiation pattern will need to be matched 
to the reflector diameter to ensure a low spillover effect, or a feed pattern taper will need 
to be applied. The distance of the dipole from the back wall is 0.25X, or 3.125 cm. This 
is necessary for the radiation reflected from the back wall to be in phase with the forward 
direction radiation. This antenna feed, if a -10 dB edge taper is applied, will produce 
side lobes at a -16 dB to -24  dB level, and a total efficiency of 81%.
To accurately determine the characteristics of the antenna system, further work would be 
required. First, the reflector would have to be built, to determine the errors caused by the 
imperfections in shape due to the stowing scheme. The feed system would have to be 
built to accurately determine the edge taper that will be needed and any modifications 
necessary to the geometry to optimize the feed characteristics. Finally, the feed and 
reflector systems will need to be combined to test the losses in the system, radiation 
pattern, and feed phase centre.
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3.5 On-Board Data Handling and Communications Downlink:
3.5.1 Data Handling:
Signal processing is another difficult requirement to meet when attempting to place a 
SAR system on a micro-satellite. Even the large SAR satellites currently in use, such as 
ERS-1 and 2, have difficulty in meeting the large amount of storage memory needed and 
the fast sampling rate.
For the proposed system, the PRF must be above the total spread in Doppler frequency in 
the azimuth direction:
2 V
4 ft = —I [3.7]
2x7500 _ nntJ
A/, = ----------- = 6000Hz
1 2.5
where L is the aperture length in the azimuth direction and V is the satellite’s velocity. 
While not impractical, a repetition frequency of 6 kHz will require a large data storage 
capacity for the numerous samples over the 4s imaging period.
Having determined the PRF, the compressed pulse width is found using the desired 
ground resolution equation:
2Aft cos a
T =
C
2x30xcos86.7° 1AT = --------------s--------= 10/^ [3.8]
3*10
5  = i. = 100*106 Hz
T
where a  is the compliment of the incidence angle and ARX is the ground range resolution. 
This compressed pulse width of 10 ns, gives a bandwidth for the chiiped pulse of 100 
MHz.
Once converted to the base-band frequency, the signal is split into two channels, one of 
which is phase shifted by 90 degrees to form the I and Q channels. These are then
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digitized through an A/D converter and sampled at a rate of twice the frequency 
excursion of the signal, 200 MHz. These samples are passed through the digital signal 
processor performing the Doppler filtering and the initial signal processing. Due to the 
limited processing space and time, the data will then be compressed and stored for 
downlink to a ground station where it will be processed.
For this specific application, the characteristics of the radar system lead to severe 
performance constraints on the signal processing. Given an original pulse length of 34 (as 
and a compressed pulse of 10 ns, the frequency excursion of the chirped signal is 100 
MHz. The sampling rate of twice this frequency, 200 MHz, is applied to both the I and Q 
channels. Sampling both channels separately gives the effect of a sampling rate of four 
times the frequency excursion and is sufficient to reconstruct the original signal with only 
a small error. At this sampling rate, the processor must be able to write to memory at 
this speed multiplied by the number of bits of each sample (See Table 3.3).
This process is continued for each pulse within the 4 seconds it takes the satellite to fly 
over a 30 km ground swath, making a total of 24000 pulses. For each pulse, the echo 
return time is approximately 10 (as, corresponding to the difference in the time it takes the 
signal to travel the shortest slant range to the longest slant range. If the desired ground 
swath is 30 km, then the corresponding slant range swath is given by:
Ws =W g sin# [3.9]
where 9 is the incidence angle of the system. This leads to a slant range swath width of 
approximately 3 km, and a sampling window duration of 10 (as. Given this, and the 
duration of the pulse, 34 jas, the receiving satellite will record data for 44 p,s for each 
pulse. Over the 24000 pulses of the image, this equates to 1.05 s in total.
Table 3.3 shows the resulting channel and picture size for different quantization of the 
samples without any signal processing or compression.
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Sampling Rate= 
200 MSps
8 bits 6 bits 3 bits 1 bit
Memory Speed 1600 Mbps 1200 Mbps 600 Mbps 200 Mbps
Channel Size 1690 Mbits 1268 Mbits 634 Mbits 211 Mbits
Image Size 3380 Mbits 2536 Mbits 1268 Mbits 422 Mbits.
Table 3.3 Image Size Requirements
3.5.2 Data Compression:
Due to the high data rate and consequently the large amount of data, which is collected 
for each image, the need for data compression is imperative to meet both storage and 
downlink requirements. The requirements for a compression algorithm for a SAR system 
are [PARK-99]:
-Good data output quality 
-Compression with 2,3 or 4 bits 
-High data rate compression 
-Low power consumption 
-Low mass
In SAR systems, due to the random nature of the returned echoes and the non-correlation 
between subsequent data points, lossless compression algorithms can gain, at most, a 
1.4:1 compression'ratio. This is not high enough to reduce the data to adequate levels. 
Therefore, lossy compression algorithms are used, limiting the compression ratio to 
maintain good picture quality. The most popular compression algorithm is the Block 
Adaptive Quantizer, BAQ, and will be used for this system. This is a simple algorithm 
without complex hardware and is well documented [BENZ-95]. The BAQ also offers a 
compression ratio of nearly 4:1, and limits the errors caused by losses due to the 
compression. The BAVQ, block adaptive vector quantizer, begins with the same BAQ 
algorithm, but places the output of this into vector format and matches this to a codebook 
and outputs the standard deviation from the BAQ and the codebook address for the vector 
[BENZ-95]. Other compression algorithms have been examined and used, but become 
more complex in hardware and therefore negate their benefit for this system.
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Kwok et al. first presented the BAQ for the Magellan mission [KWOK-89]. It is an 
algorithm to estimate the statistics of the source data and attempts to match the quantizer 
to the observed statistics. Figure 3.10 offers a block diagram of the algorithm.
Figure 3.10 BAQ Block Diagram [KWOK-89]
As was found by Kwok et al., the optimum number of range samples per block is easiest 
and most accurate when limited to the size of one to two range resolution cells, however, 
as the block must exhibit Gaussian characteristics, the typical size is between 50 to 100 
samples. Given this constraint, the simulation result show that a thermal S/N of 8dB was 
optimal as an increase in S/N did not improve image quality, and a lower S/N degraded it 
[KWOK-89].
The algorithm is based on the properties of the echo signal. The return from a radar 
signal is understood to be the super-position of the responses of several small scatterers, 
i.e. the convolution of the signal with the complex ground reflectivity. The amplitude 
and phases are statistically independent of each other and of other scatterers within the 
scene, which leads to the assumption that each range sample is uncorrelated with the 
previous and preceding sample. The phases can be considered uniformly distributed 
between —n and n radians [PARK-99]. Given these characteristics of the signal, it can be 
considered that the real and imaginary parts of the complex radar return signal have a 
zero-mean Gaussian distribution, unknown average power and uncorrelated real and 
imaginary parts. This is the basis for the BAQ [PARK-99].
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T he re tu rn  signal fo r the  system  is m odeled  as:
A ( x , y , z )  =  ^ a ke J<!,k [3.10]
i
w h ere  N s is the  num ber o f  sam ples p er b lock , ak is the re flec tance  am p litu d e  and  (jfc is the 
p h ase  delay . T h is signal fo llow s the ch arac teris tics  sta ted  in  the  p rev ious d iscussion  
[K W O K -89].
T he  f irs t s tep  in  the  a lg o rith m  is to  sep ara te  the large data  b lo ck  in to  sm aller b locks, 
w h ere  the  s ig n a l’s s tan d ard  d ev ia tio n  is ex p ec ted  to be roughly  co n stan t and  the  G aussian  
sta tis tics  w ith in  the b lo ck  a re  ev id en t [B E N Z -95],
N ex t, th e  con tro l s ta tis tics fo r the  b lo ck  are  estim ated . T he  s igna ls  o f  the  I  and  Q 
channe ls  a re  u sed  to  fin d  the  average  s igna l m agn itude , the  s ta tis tic  chosen  to 
ch a rac te rize  th e  signal [K W O K -89]. T he  average  signal m agn itu d e  can  b e  fo u n d  by:
w h ere  p (x ) is the  G aussian  d is trib u tio n  function , x n is the  s igna l m ag n itu d e  o f  the  n 
sam ple , and  a  is the  s tan d ard  d ev ia tion  o f  th e  in p u t [K W O K -89]. T h e  th resh o ld  setting , 
the  co n tro l s ta tis tic , is  de te rm in ed  by ca lcu la tin g  the  average  signal o f  the  da ta  b lo ck  fo r
N  sam ples an d  E quation  3.11 is u sed  to  d e te rm in e  a .  T his va lue  is fo u n d  in  a 4  K  R O M
%
lo ok -up  tab le , w hose  8-b it w ord  o u tp u t is th e  h ead er fo r tha t series o f  d a ta  com pression  
and  co n ta in s  the  con tro l p a ram e te r fo r the  b lock .
T h e  n ex t step  is the  q u an tizer, w here  each  8-b it da ta  sam ple  is en co d ed  in to  2 b its using  
the  co n tro l pa ram ete r fo u n d  in  the  p rev ious s tep  (see F igu re  3 .10  fo r th e  b lo ck  d iagram ). 
T h e  d a ta  sam ple  is co n v erted  in to  a 2 -b it sam p le  based  upon  the G aussian  d istribu tion  
and  th e  th resh o ld  value. T h e  sam ple  is p laced  w ith in  the lim its o f  the function . T he  first 
b it o f  the  o u tp u t is the  sign bit, a  0 fo r a negative  and  a 1 fo r a p ositive , p lac in g  the signal 
on  e ith e r s id e  o f  the sta tis tic  func tion . T h e  second  b it p laces the  sam p le  a t the cen tre  o f  a
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transition  seg m en t to a llow  fo r m in im um  d is to rtio n  w ith in  the  reco n stru c ted  data  [B E N Z - 
95]. It is p o ss ib le  to com p ress  the each  da ta  p o in t to  1 b it, bu t to  do th is requires a 
sam pling  ra te  o f  tw ice  tha t to  qu an tize  to  2 b its , and  th e re fo re  adds no redu c tio n  in  im age 
size, bu t increases the  co m p lex ity  o f the hardw are .
W ith  the fina l o u tp u t to the  co m p ressio n  a lg o rith m  being  the  8-b it con tro l s ta tis tic , p laced  
as th e  h ead er to  the da ta  stream , and  the co m p ressed  2-b it d a ta  sam ples, a  com pression  
ra tio  o f  nearly  4  is po ssib le . T h e  to tal o u tp u t to  the system  w ill b e  4 .4  M bits  o f  contro l 
s ta tis tic  da ta , taken  fo r 48  p u lses  ov er the  16 tim e  sam ples. T h e  co m p ressed  data  is 845 
M bits, at 2  b it sam ples fro m  th e  I and  Q  channe ls  o f  th e  co m p ressed  pu lse . T h e  to tal 
co m pressed  d a ta  size  is 850 M b its  p e r  p ic tu re , i.e. a  co m p ressio n  ra tio  o f  nearly  4 :1 .
3.5.3 Communication Downlink:
T he co m m u n ica tio n  su b sy stem  is re sp o n sib le  fo r  the  in te rac tio n  o f  the  sa te llite  w ith  o ther 
sa te llites and  the  co n tro l, o r g round, sta tion . T h e  system  fu n c tio n s  in c lu d e  rece iv in g  
com m ands fro m  the  g ro u n d  sta tion  w h ile  su p p ly in g  it  w ith  te lem etry  data  and  the 
pay load  data .
A s defined  by  th e  orb it, th e  rece iv er sa te llite  is in  v iew  o f  a  g round  sta tion  fo r 
ap p ro x im ate ly  15 m inu tes fo r an  overh ead  pass. In c lu d in g  a m arg in  fo r the acqu isition  o f  
the sa te llite ’s s igna l and  th e  in c lu sio n  o f  th e  d o w n lin k  te lem etry  data , app rox im ate ly  10 
m inu tes is ava ilab le  to  d o w n lin k  the pay lo ad  data . F o r 850 M bits  (as defined  by the 
ou tp u t o f  th e  d a ta  co m p ress io n  algo rithm ) the  data  ra te  w ill need  to  be 1.28 M bps. 
T herefo re , th e  2 M bps lin k  p ro v id ed  as stan d ard  w ith  th e  sp acec raft w ill be m ore  than 
adequate .
A t 700  km  a ltitude , the  s lan t ran g e  to the g round  s ta tion  varies from  ju s t  over 3000km  
w hen  the sa te llite  is a t 0° e leva tion , to 7 0 0  km  w hen  th e  sa te llite  is d irec tly  overhead . 
T h is is sh ow n  in F igu re  3 .11.
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Distance vs Elevation Angle
Elevation Angle
F igu re  3.11 R e la tio n sh ip  o f  the  D istan ce  to th e  G ro u n d  S ta tion  
w ith  re sp ec t to  th e  E lev a tio n  A ngle
I f  the  sa te llite  m u st be acq u ired  on  th e  ho rizo n , the effec tive  iso tro p ic  rad ia ted  pow er 
(E IR P ) w ill need  to be h ig h er than  i f  it w as acqu ired  at a  h ig h e r e lev a tio n  angle. T his 
beco m es know n  as the  system  m arg in . F o r the  geom etry  o f  th is  system , w ith  a OdB 
a n ten n a  o n  the  sate llite , th e  ch an g e  in  th e  system  m arg in  is show n  in  F ig u re  3 .12. F rom  
th is graph , it is seen  tha t i f  th e  sa te llite  is acqu ired  at the  ho rizon , th ere  w ill b e  a m argin  
o f  16 dB w hen  the sa te llite  is d irec tly  overhead . It is p o ssib le  to  d esign  an  antenna, 
w h ich  has a variab le  gain  o v e r th e  e lev a tio n  ang les so as to red u ce  this an d  this op tim izes 
th e  system .
3-28
B efo re  fo rm in g  th e  lin k  b u d g e t fo r  the co m m u n ica tio n s subsystem , i t  is  necessary  to 
d escrib e  the a ssu m ed  values fo r  certa in  variab les. T h e  freq u en cy  o f  the  d o w n lin k  is a lso  
as 2 .4  G H z, the  sam e as th a t o f  th e  pay load . T h e  rece iv in g  an ten n a  is a ssum ed  to  be a  2.5 
m  d iam ete r d ish  an tenna, th e  an ten n a  u sed  by  th e  S S T L  g round  sta tion . T he  rece iv ing  
an ten n a  w ill th e re fo re  h av e  a  g a in  o f  ap p ro x im ate ly  30  dB  at an  e ffic iency  o f  50% . 
F inally , the  to ta l sy stem  lo sses fo r  the  d o w n lin k  system  are  e s tim a ted  to  be  10 dB w ith  a 
3 dB  m arg in . G iv en  these  a ssu m p tio n s an d  the  sy stem  co n stra in ts , i t  w ill be  p o ssib le  to 
d e te rm in e  the  lin k  b u d g et fo r the  d a ta  dow nlink .
T h e  m o d u la tio n  schem e fo r the  d o w n lin k  has been  ch o sen  as Q u ad ra tu re  P h ase  S h ift 
K ey ing  (Q P S K ) w as chosen  d u e  to  its h igh  u se  o f  spec trum , thus red u c in g  the bandw id th  
necessary , an d  the  lo w er va lu e  fo r  the b it energy  to  n o ise  spectra l d en sity  requ irem ent. 
Q P S K  offers a  sp ec tru m  u tiliza tio n  o f  2 .0  b p s/H z  [W E R T -92]. G iven  this value, the 
band w id th  ch o sen  is 1 M H z, a llo w in g  fo r  a 2  M bps d o w n lin k , p ro v id in g  a  com fortab le  
m arg in .
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A lso , given the need fo r accu ra te  da ta  tran sm issio n  w ithou t large n u m b ers  o f b it errors, 
the B E R , bit e rro r rate, m u st be no m ore  than  10‘6. T h is requ ires a  rece iv ed  energy  per 
b it to the  n o ise  spectra l density , E \ J N 0 to be 10 dB  w here  Eb/N0 is
w here  the subscrip ts  t an d  r s tan d  fo r the tran sm itte r and receiver, respective ly , R  is the 
d istance  fro m  the tran sm itte r to  the  receiver, k  is the  B o ltzm an n ’s constan t, T s is the 
system  tem pera tu re , Ls is the sy stem  losses, and  R max is the data  ra te  [M A R A b-93].
T h is constra in t, in turn , defines the  ca rrie r-to -n o ise  density  ratio , C /N 0, to  be:
If  C /N 0 is su b sequen tly  d iv id ed  by  the  bandw id th  o f  the system , th e  re su lt is the C /N , thus 
de fin ing  th e  cha rac teris tic s  o f  the  dow nlin k  [M A R A b-93]. In  th e  link  design, the  
tran sm it pow er, system  b an d w id th  and  the  C /N  m u st all m atch  to  a llow  fo r system  
requ irem en ts.
T ab le  3 .4  g ives the  co m p le te  lin k  b u d g e t design  fo r  th e  system . T h is b u d g e t is designed  
w ith  a  co n stan t gain  an ten n a  fo r  acq u is itio n  a t th e  horizon . T h e  lo sses  o f  the  system  are  
es tim ated  fro m  resu lts  o f  testing .
[3.12]
3-30
Orbit Height
S/C Antenna Nadir Angle
Km
Degrees
700.0
64.3
Range to Spacecraft R Km 3069.1
Total Time Tp Seconds 917.9230667
Frequency Of Operation Fc MHz 2400.0
Transmitter Power Output Po W 6.0
Transmitter Power Output Pt dBW 7.8
Feed Loss Lf dB 1.62
Antenna Absolute Gain Gt dBi 0.0
EIRP EIRP dBW 6.7
Free Space Loss FSL dB 169.8
Additional Atmospheric Losses Latmos dB 0.5
Power Flux Density At Ground PFD dBW/m2/4KHz -160.3099565
Power Flux Density Limit PFD dBW/m2/4KHz -154
Power Flux Density Margin PFD dB 6.309956461
Receiver System G/T G/T dBW/K 10.4
Boltzmanns Constant K -228.6
System Performance Requirements
Data Rate Rb bps 2000000.0
Modulation Type Coherent PSK, QPSK
Modulation Spectral Efficiency bpd/Hz 2.0
Bandwidth Hz 1000000.0
Eb/No dB 10.55
Coding Gain Viterbi K=7 dB 5.20
Implementation Loss dB 1
Required Eb/No 6.35
System Eb/No dB/Hz 6.7
System Margin dB 0.4
T ab le  3 .4  L ink  B u d g et fo r C o m m u n ica tio n  D o w n lin k
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3.6 Satellite Synchronization:
3.6.1 Time:
A  key  e lem en t in the  synch ro n iza tio n  o f  th e  tw o  system s is based  on accu ra te  tim ing . In 
b i-s ta tic  SA R , accu ra te  tim ing  can  a lso  b e  u sed  to  m easure  o f  the  base lin e  d istance  
b e tw een  the tran sm itte r and  receiver. T h ere  needs to  be synchron ized  c locks on  bo th  the 
tran sm ittin g  and  rece iv ing  sa te llite . I f  th e re  a re  erro rs in the  clock  tim es, th is w ill cause  
erro rs bo th  in the  range reso lu tio n , re su ltin g  in  im ag e  de-focusing . In a m o n o -sta tic  S A R  
system , the  tim e sy n ch ro n iza tio n  is sim p le , as the  com ponen ts are lin k ed  to a com m on 
c lo ck  source . H ow ever, in  b i-sta tic  S A R , tran sm itte r and  rece iv er subsystem s are  on 
sep ara te  p la tfo rm s, therefo re , the  c locks m u st be  k ep t synchron ized , e ith e r o n e  to  the 
o ther, o r b o th  to  an  o u ts id e  m aste r c lo ck , fo r  ex am p le , one  derived  fro m  th e  G P S  sa te llite  
netw ork .
A s the  sa te llites  w ill be  u s in g  a G PS  rece iv e r in  the  gu idance  and n av ig a tio n  system , it  is 
log ica l to  slav e  bo th  on -b o ard  c locks to  th e  tim e  on  th e  G PS receiver. T h is  w ill requ ire  a 
c lo c k  s tab ility  on  the  o rd e r o f  a  frac tion , ty p ica lly  14, o f  the transm itted  co m p ressed  pu lse  
w id th  [W IL L d-91]. In  th is  system , the  c lo c k  stab ility  du ring  the  im ag in g  tim e  o f  4  s, 
w ith  th e  req u ired  tim e accu racy  o f  2 .5  ns, is  6 .25  x  10 ' 10 o r abou t 2  p arts  p e r 109 fo r 4  s. 
T h is  s tab ility  is easily  ach iev ab le  w ith  cu rren t tech n o lo g y  o f  quartz  c locks [W IL L d-91].
A s the  re la tiv e  tim e  in  the  system , i.e. the  tim e  o f  the  transm itting  c lo ck  and  the  tim e  o f  
the  rece iv in g  clock , is im p o rtan t, and  n o t a  u n iv e rsa l tim e, the  G PS  c lo ck  b iases w ill not 
in tro d u ce  erro rs in to  th e  system . H o w ev er, th e  d iffe ren ce  in p ro p ag a tio n  tim e betw een  
the  G P S  sa te llite  and the tran sm ittin g  and  rece iv in g  sa te llites  w ill cau se  the  tw o clocks to 
be o ffse t by an error. T o  rem o v e  this e rro r fro m  the  tim ing , it is necessary  to  u se  a pu lse  
delay  ran g in g  b etw een  th e  tw o  sa te llites .
T h e  tran sm ittin g  sa te llite , as the  m aste r sa te llite , w ill be  assum ed  to have  the co rrec t tim e. 
A s the  tran sm itte r transm its  its pu lses , a  - 2 0  dB  sp litte r w ill be u sed  to  tran sm it to  the
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rece iver a copy o f the pu lse . T h e  transm itter w ill s ta rt tran sm itting  at tim e t0, w hich  is 
know n on both  the sate llites. T h e  receiv ing  sa te llite  w ill rece ive  th is rang ing  sam ple  at 
the tim e t0+ttravei+£, w here  ttravei is the  actual tim e fo r the  signal to  travel the  base line  and  e 
is the e rro r in the rece iv er tim e  com pared  to the transm itter. H ow ever, the receiver w ill 
assum e that the  p u lse  w as tran sm itted  at tim e tD, and  w ill in terp re t the travel tim e as ttravei 
+ 8, and com pu te  a base lin e  d is tan ce  from  th is. It w ill com pare  th is d istance  to that 
de term ined  by  the G PS  receiver. T h e  d ifferences in  th is value w ill m ain ly  be the re su lt o f 
the c lock  error, w ith  a sm all e rro r  due to  the  inaccu racy  o f  the  G PS m easurem ent, i.e. a 
few  cm s. T h is  p rocess can be  co n tinued  through  the  im ag ing  tim e so  tha t an accura te  
va lue  o f the  change in the  b ase lin e  can  be determ ined , and  the c lo ck  e rro r can  be held  to  a 
m in im um . F u rtherm ore , the  c locks can  be synch ron ized  p rio r to  the  s ta rt o f  im aging , so 
th a t no correc tions fo r c lo ck  e rro r w ill need  to b e  m ad e  d u ring  signal p rocessing  by  the 
ground  station.
3.6.2 Phase:
S im ila r to m o n o -sta tic  system s, the  tran sm itte r and  rece iv e r need  to m a in ta in  a h igh level 
o f  phase  stab ility  to  en su re  co h eren ce  w ith in  the system . T h is  tran sla tes  to  stab ility  o f  the 
local osc illa to r. H ow ever, th is s tab ility  w ill need  to be o v er the co h eren t in teg ra tion  tim e 
o f  the  system , ap p ro x im ate ly  0 .23  s, as there  w ill b e  p o ssib ility  fo r re-sy n ch ro n iz in g  the 
system  d u ring  each  in teg ra tio n  tim e. A lso , due to  th e  d is trib u ted  n a tu re  o f  the system , the 
to tal s tab ility  is the  sum  o f  the  ind iv id u a l stab ility  o f  th e  tran sm ittin g  local o sc illa to r and  
the  receiv ing  local o sc illa to r. G iv en  the  p o ssib ility  o f  a 5° p h ase  e rro r fo r  the en tire  
system , the to ta l s tab ility  fo r the  o sc illa to rs is 2.3 x lO  “ n . T h is transla tes to an e rro r o f 
1.15 x lO  -H fo r each  o sc illa to r o v e r the 0.23 s in teg ra tio n  tim e. T h is  stab ility  is p o ssib le  
w ith  the quartz  c lo ck  [W IL L d-91].
3.6.3 Signal:
P erhaps the m o st ch a llen g in g  aspec t o f  synch ron iza tion  o f  the  tran sm itte r and  the receiver 
is the synch ron iz ing  o f  th e  signal. A s sta ted  p rev iously , the o n -b o ard  rece iver w ill be
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re sp o n sib le  on ly  fo r d o w n -co n v e rtin g  the  signa l, d iv id ing  in to  I and  Q channels, 
d ig itiz in g  and  sto ring  the  data . H ow ever, to acco m p lish  this, the  rece iv e  m ust have  an 
accu ra te  copy  o f  the tran sm itted  p u lse . T h is  can  be done d irectly  fro m  receiv ing  the 
tran sm itted  p u lse  and co rrec tin g  fo r D o p p le r sh iftin g  and  p ropagation  erro rs to  use  it as 
the  m ix in g  signal. H ow ever, th is  ap p ro ach  w ill a lw ays add errors to  the system , thereby , 
red u c in g  the q ua lity  o f  the sy stem  raw  data. T h e  u se  o f  D irect D ig ita l S yn thesis, D D S , 
so lves th is p rob lem .
T he  co n cep t b eh ind  D D S is to  s to re  in m em ory , a  d ig ita l copy o f  the w aveform , or 
subseq u en tly  to store  lo ok -up  tab les  fo r th e  phase , frequency  and am p litu d e  values, and  
the  sto re  th o se  add resses [G A L L -88]. In  effec t, it rep laces the analog  exc ite r, resp o n sib le  
fo r p ro d u c in g  th e  linear F M  c h iip  w av efo rm , w ith  a d ig ita lly  sto red  version . T h e  D D S 
system  w o u ld  req u ire  h ig h -sp eed  ran d o m  access m em o ry  to sto re  th e  d ig ita l w aveform  
and a  h ig h -sp eed  d ig ita l to an a lo g  co n v e rte r (D A C ) [G A L L -88]. T h e  D A C  o f  the system  
w ou ld  o u tp u t th e  ana log  b ase -b an d  v e rs io n  o f  th e  desired  w aveform , w h ich  w ou ld  then  
by u p -co n v erted  to S -band  fo r  u se . T es tin g  resu lts  from  such  system s, show  that it is 
p o ss ib le  to  get n ear theo re tica l w av efo rm  gen era tio n , inc lud ing  a R M S  p h ase  e rro r o f  1.4° 
[G A L L -88],
U sin g  a D D S  system  w o u ld  p ro v id e , a  n e a r theo re tica l w aveform  genera ted  from  the 
transm itte r, and , w ith  an  id en tica l sy stem  p laced  on  the receiver, w o u ld  p ro v id e  a  near- 
ex ac t rep lica  o f  the  tran sm itted  p u lse  to d o w n -co n v ert the signal. T h is  system  w ou ld  
lim it the  am o u n t o f  erro rs  in tro d u ced  in to  th e  system  by the d istrib u tio n  o f  the  tran sm itte r 
and  receiver. T h e  D D S signa l can  a lso  be  s to red  in  the ground  sta tio n  fo r p rocessing , 
u p d a ted  w ith  e rro r read ings fro m  th e  tran sm ittin g  satellite .
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3.7 Ground Segment:
H av in g  sta ted  the req u irem en ts  and  o p era tio n s o f  the sa te llite -based  po rtio n  o f  the S A R  
system , the g round  segm en t com ple tes the  system , as the  p rocessing  o f S A R  data  is too 
com plex  and  tim e co n su m in g  to  be done  o n -b o ard  the spacecraft.
In o rd e r fo r the  g round  sta tion  to  act as an e ffec tiv e  co rre la to r and p ro cesso r fo r the  S A R  
data , th e  fo llo w in g  in fo rm atio n  co n cern in g  the  spacecraft p la tfo rm  and S A R  system  
p erfo rm an ce  m u st be know n: an tenna ch a rac te ris tic s , the  data  ra te  fro m  the sa te llite , the  
b it e rro r ra te  (B ER ), the  sam p lin g  frequency  o f  the  da ta  and thus the  n u m b er o f  sam ples 
p e r ran g e  line, the ran g e  bandw id th , th e  P R F , p u lse  dura tion  and  cod ing  schem e fo r  the 
rad ar pu lse , the  o rb it ch a rac teristics o f  in c lin a tio n  and  altitude, and  the po sitio n , velocity , 
a ttitu d e  and  a ttitude  ra te  accu racies o f  the  spacecraft. O f  these  param eters , m any  are  se t 
va lues fo r the  system — an ten n a  ch arac teris tics , d a ta  ra te  and B E R , sam p lin g  frequency , 
P R F , p u lse  dura tion , and  co d in g  schem e— an d  m ay  b e  know n  by  the  system  b e fo re  th e  
acq u is itio n  o f  the  sate llite .
U po n  acq u is itio n  o f  the  sa te llite , the  g round  s ta tio n  w ill m ain ta in  a co m m u n ica tio n s link  
w ith  th e  sa te llite  fo r th e  to ta l v iew  tim e. T h is  req u ires  an  an tenna o f  a  gain  o f  30 dB  fo r 
the  lin k  b u d g e t designed . T h e  g round  s ta tio n  w ill rece iv e  the m o d u la ted  d o w n lin k  signal, 
d o w n -co n v ert the  s igna l and  dem o d u la te  it  a t a  d a ta  ra te  o f  2  M bps. O nce the  d a ta  is 
d em odu la ted , it m u st b e  sto red  fo r p ro cessin g , req u irin g  sto rage  o f  850 M bits  o f  data , 
w ritten  to  m em ory  a t 2M H z. T h ese  req u irem en ts  fo r  the  system  are w ell w ith in  the lim its  
o f  cu rren t technology .
O nce the  signal has b een  u n co m p ressed , th e  p ro cessin g  o f  the S A R  da ta  begins. A s there  
are no constra in ts  on  the  tim e, the speed  o f  the  p ro cesso r is no t a con stra in t on the 
system .
T he  firs t s tep  in  the  p ro cess in g  w ill b e  to deco d e  the co m pressed  raw  data , u sin g  an 
inverse  B A Q  algorithm . T h is  p rocess consis ts  o f  separa ting  the data  in to  the o rig inal
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b locks by locating  each  header. T h e  8-b it h ead er data  is then passed  th rough  the 
th resh o ld  look-up  tab le  to find  the  th resh o ld  value. T h is  is then app lied  to each o f  the 2 -  
b it I and  Q  sam ples such  that:
w h ere  yn is the sam ple , sign  is g iven  by  the firs t b it, the  m agnitude, 0 .52  or 1.73, is g iven 
by the  second  b it an d  Th  is the  th resh o ld  value , o r s igna l statistic . T he  m agn itu d e  values 
o f  0 .5 2  and 1.73 are  the  cen tre  p o in ts  o f  the  q u an tize r ou tpu ts, w h ich  m in im ize  d istortion .
T he  raw  S A R  d a ta  has now  been  reco v ered , w ith  som e loss due  to th e  com pression  
a lgo rithm , and  is now  read y  fo r S A R  p ro cessin g . T h is  is fu lly  exp la ined  in  section  2 .4 .7 .
T h e  raw  d a ta  m u st firs t be  p u lse  co m p ressed , w h ich  consists  o f  u sin g  a  m a tch ed  filte r 
co rre la to r. T o  do th is, the  g round  s ta tio n  m u s t h av e  an accurate  copy  o f  th e  transm itted  
pu lse , w h ich  is ga in ed  th ro u g h  D D S  o f  th e  p u lse  w aveform . T h is  w ill a llow  fo r an 
accu ra te  rep lica , in  p h ase  an d  am p litu d e , o f  the  tran sm itted  pu lse  to  be sim ula ted , and  
therefo re , m ax im ize  th e  S /N  o f  th e  o u tp u t o f  the filter. If  m ore  accu ra te  phase  
in fo rm atio n  is necessary  fo r  p ro cessin g , o n ce  th e  D D S system  has been  tested , it is 
p o ss ib le  to u p d a te  the  d ig ita l s ig n a l w ith  th e  erro rs caused  by  the  tran sm itte r hardw are. 
A s th e  d ig ita l signal is p assed  th ro u g h  th e  an a lo g  system  and  the tran sm itte r and  an tenna 
hardw are , phase  erro rs are  in tro d u ced , w h ich , i f  u n co rrec ted  fo r in th e  co rre la ting  signal, 
w ill cause  erro rs in  the  system . T o  rem o v e  th ese  erro rs from  the system , the transm itte r 
can  reco rd  a  copy  o f  each  p u lse , o r  reco rd  the  d iffe rences in  p h ase  and  am plitude  as 
co m p ared  to  the D D S  signal fo r  each  p u lse , and  tran sm it th is in fo rm ation  to  the ground 
segm ent. T h e  g round  segm en t w ill th en  u se  th is in fo rm ation  to up d a te  th e  g round D D S 
signa l fo r accu ra te  co rre la tion .
T he  p u lse -co m p ressed  d a ta  is then  p ro cessed  th rough  the range and  az im u th  algorithm s, 
a llo w in g  fo r im age d efec t co rrec tio n . F igu re  3.13 offers a b lo ck  d iagram  o f  the 
p ro cessin g  flow . U n lik e  the co n stra in t o f  tim e  fo r  on -board  p rocessing , th e  operational
( s i g n ) x 0 . 5 2 x T h
( s i g n ) x \ 3 3 x T h
[3.14]
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req u irem en ts  o f the speed  o f  the  p ro cesso r are  b ased  on the am oun t o f  p ro cess in g  done, to 
inc lude  phase  co rrec tions and au to -fo cu sin g , and  how  fast the final im ag e  is needed .
F igu re  3 .13 S A R  P ro cess in g  F low
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Chapter 4 Mission Design:
4.1 Satellite Design:
4.1.1 Choice of Satellites:
T h e  sa te llite  d esign  ch o sen  fo r  th e  p ro jec t is the S urrey  S a te llite  T echno log ies, L td. 
(SS T L ) en h an ced  m ic ro -sa te llite  m o d ified  to a  tru n ca ted  pyram id  shape. T h e  decision  to 
u se  a p re -d esig n ed  sa te llite  w as d u e  to the  ob jec tiv e  o f  p ro d u c in g  a lo w -co st sa te llite , 
w h ich  w o u ld  b e  read ily  av a ilab le  to  everyone. B y cho o sin g  a p re -fab rica ted , m odu lar 
design , the  spacecraft can  be  m an u fac tu red  w ith in  the  sp ec ifica tions o f  the  cu sto m er 
w ith o u t req u irin g  a  la rge  in c rease  in  co st o r p ro d u c tio n  tim e. T h e  S S T L  en h an ced  m ic ro ­
sa te llite  has been  d esigned  w ith  a h igh ly  m o d u la r struc tu re  fo r the p u rp o se  o f  rap id  and  
lo w -co st ad ap ta tio n  to acco m m o d a te  d iffe ren t pay loads and  m issions [W IC K -01].
T h is  design  is based  u p o n  S S T L ’s lo n g  h eritage  o f  sm all sa te llites, sp ec ifica lly  the  
U o S A T  m issions, C E R IS E , T M S A T  and  C L E M E N T IN E . It is a  design , w hich  is w ell 
p ro v en  and, due  to  th e  m o d u la r  sub -system s, a llow s fo r in creased  po w er, m ass and  
vo lu m e fro m  the  p rev io u s m issio n s. T h e  m o d u la r design  o f  th e  sa te llite  w ill a lso  allow  
fo r upg rades o f  th e  sa te llite  w ith  ad v an cem en t in  the  sta te-o f-the-art.
4.1.2 Satellite Structure:
T h e  design  consis ts  o f  a  tru n ca ted  p y ram id  structu re  w ith  d im ensions o f  a  l x l  m  base 
w ith  a h e igh t o f  600 m m . T h e  m ass o f  th e  sa te llite  is 100 kg, w ith  40  kg  a lloca ted  to 
pay load  m ass. T h e  sa te llite  is sp ec ifica lly  designed  fo r low  E arth  o rb its and  is 
co m p a tib le  fo r launch  on  m o st m a jo r launch  veh icles. T he  basic  design  w as u sed  in  the 
G A N D E R  rad ar a ltim etry  co n ste lla tio n  design  [W IC K -01].
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T he reason  th a t the  s tru c tu re  is in th e  fo rm  o f  a trunca ted  p y ram id  is due to the 
o rien ta tio n  requ irem en t o f  the  so la r  p an e ls . B y  u sing  body -m o u n ted  so la r p ane ls , there  is 
a reduc tion  in the  co m p lex ity  o f  the  sp acec raft by not req u irin g  the  dep lo y m en t o f  the 
so la r panels. H ow ever, in a typ ica l cu b e  design , the o rien ta tion  o f  the  so la r cells to the 
sun  is no t op tim al, th e re fo re  p ro d u c in g  less p o w er p e r array  than  is possib le . U sing  a 
py ram idal shape  w ith  a  30° o rien ta tio n  to  vertica l gives an  in crease  in th e  so la r panel area 
by app rox im ate ly  30%  (g iven  s tan d a rd  so la r ce lls) w hen  the sa te llite  is co rrec tly  a ligned 
and  ou tside  o f  ec lip se , w h ich  can  in c rease  the ou tpu t p o w er by ap p ro x im ate ly  60% , in  a 
sun  synchronous o rb it. F ig u re  4.1 o ffers a  dep ic tion  o f  the  en h an ced  m ic ro -sa te llite  in 
the  trad itiona l cube and  tru n ca ted  p y ram id  shapes.
F igu re  4.1 E n h a n c e d  M icro -S a te llite  D esign  w ith  C u b ic  
A nd  T ru n c a te d  P y ram id  S hape [M E E R -01]
(an ten n a  n o t to  scale)
T h e  truncated  pyram id  shape  a lso  p ro v id es  the  benefit o f  an ex ten d ed  b ase  a llo w in g  fo r a 
la rger m oun ting  area  fo r the  2 .5  m  d iam ete r an tenna. T h is w ill red u ce  th e  to tal vo lum e o f 
the spacecraft in the  lau n ch  co n fig u ra tio n , i.e. w ith  stow ed  an tenna . In  launch 
con figu ra tion , the to ta l v o lu m e  o f  th e  sa te llite  is l x l  m  fo r the  b ase  and  a 1 .75x1.75 m 
area  fo r the top, to  acco m m o d a te  fo r th e  an ten n a  w id th . T h e  sa te llite  w ill b e  0 .6  .m  in
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height, and the stow ed  an ten n a  w ill be 0.75 m  in height. T he sp acecraft w ill, therefore , 
need  to be m oun ted  to the launch  veh icle  w ith an ex tended  attach  fittin g  cone, as the 
a ttachm en t site  is the top o f  the sa te llite . The to tal vo lum e for launch  w ill need to be 
app rox im ate ly  4 n r  to a llow  fo r su ffic ien t spacing.
T he m odu lar struc tu re  o f  the  sa te llite  is show n in F igure 4 .2 a  and  4 .2 b . Figure 4 .2a 
p rov ides the basic  in ternal s tru c tu re  to  show  the p lacem en t o f  the  m o d u la r sub-system s 
w ith in  the sate llite . E ach dark  cu b e  rep resen ts  the p lacem en t o f  p o ssib le  system s. The 
to tal vo lum e a llocated  to the  p ay load  m odu le  is 1x 1x0 .3 m.
F igure 4 .2 a  B asic  M odu lar D esign  [M E E R -01]
Figure  4 .2 b  M o d u lar D esign [M E E R -01]
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F igu re  4 .2b  show s the co m p le te  sa te llite  w ith o u t sid e  panels . T h e  an tenna  in this figure 
is no t desig n ed  to  sca le  to  a llow  fo r a  fu ll v iew  o f  the  in ternal structu re . T his design  
a llow s fo r the  benefits  o f  a  m o d u lar design  s ta ted  above, and a lso  p rov ides an additional 
b en e fit in tha t the p ro p u ls io n  system  can  b e  v aried  to  m eet the m ission  requ irem ents. 
F ig u re  4 .3  sh ow s the d iffe ren t p ro p u ls io n  system s, to  be d iscu ssed  in a la ter section  that 
is p o ss ib le  fo r the sate llite .
’Pancake’ hybrid
Warp drive 
Nitrogen cold gas 
Propane/Butane/C02 cold gas
Hydrazine resisto-Jet 
Water resisto-jet 
N 20  resisto-jet
Figure  4 .3  P ro p o sed  P ro p u ls io n  S ystem s [M E E R -01]
4.1.3 Power System:
A s th e  m o st strin g en t co n stra in t on  the  sa te llite , the  p o w er system  is critical.
T h e  sa te llite  can  be m ad e  w ith  4  body  m o u n ted  S ilico n  (Si) o r G a lliu m  A rsen ide  (G aA s) 
so la r p an e ls , w h ich  p ro d u ce  7 0  W  and  100 W , resp ec tiv e ly , fo r each  panel. T his a llow s 
fo r a  p e a k  p o w er o f  110W  and  140 W , resp ec tiv e ly . T h e  e ffic ien cy  o f  G aA s so la r cells is 
ach iev ab le  a t 18%  versus a 14%  effic iency  fo r  S i [L A R S b-92]. A lso , the  G aA s cells are 
m ore  re s is tan t to rad ia tio n  effec ts  and  h av e  a  b e tte r  resp o n se  over a  la rger tem perature  
range. T h e  in c rease  in  the  p o w er genera tion  p e rfo rm an ce  o f  the  G aA s cells over the Si 
cells w ell m erit the  in crease  in cost, w hich  acco m p an ies  th e  upgrade.
T h e  sa te llite  is designed  w ith  a N icke l C adm ium , N iC d , ba ttery  p ack  p ro v id in g  a to tal o f  
20 0  W h a t a  m ax im u m  o f  28 V . N iC d  ba tte rie s  have  long  been  u sed  in  sm all sate llite  
ap p lica tio n s, e sp ec ia lly  in  low -E arth  o rb its. N iC d  ba tte ries hav e  sh o w n  to have a life tim e
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in L E O  o f  up  to  90 ,0 0 0  cycles [L A R S b-92]. T h ese  batteries are easy  to  p rocure , low - 
cost, and  hav e  a h igh  level o f  re liab ility  and  flex ib ility . T he specific  ba tte ry  pack  can be 
custom  d esigned  fo r the m ission , again  due to  the m o d u lar design  o f  the sate llite . T he 
to tal peak  p o w er d ra in  from  the sa te llite  m ay be up  to  1 kW .
4.1.4 Guidance, Navigation and Attitude Determination and Control:
T he A ttitu d e  de te rm in a tio n  and  co n tro l system , A D C S , o f  the sa te llite  is ano ther system , 
w hich  is c ritica l to  the S A R  system  pay load , as any erro r in p o in tin g  and  position ing  
causes errors in the p ay lo ad  p erfo rm ance.
C o nven tiona lly , the A D C S  o f  the sa te llite  bus is eq u ip p ed  w ith  m u ltip le  sensors— sun, 
horizon  and  sta r senso rs, m agnetom eters, and gyros, and  m u ltip le  ac tu a to rs— reaction  
w heels and  to rq u e  co ils. T h is  a llo w s fo r a  3-ax is stab ilized  spacecraft. F or the enhanced  
sa te llite  design , sun and  ho rizon  sensors are u sed  in com b in a tio n  w ith  a tri-ax ial 
m agnetom eter.
T he sun senso r, a  2 -ax is , lo w -co st a ttitude  d e te rm ina tion  sensor, is w ell p roven  in low - 
E arth  o rb its. T h e  sen so r m easu res  the sun angle in bo th  the az im u th  and  the e levation  and 
de te rm ines the o rien ta tio n  o f  the  sa te llite  based  upon  these  values. F igure  4 .4  show s an 
ex am p le  o f  the  sensor. T h e  to ta l p o w er consu m p tio n  o f  the system  is less than lOOmW 
w hen  in sun ligh t. T he  p ro p o sed  accu racy  o f  the system  is 0.5° fo r 3 a . O pera tionally , this 
sun senso r m odu le  has been  flow n  on S S T L ’s T sin g h u a  sa te llite  and ach ieved  an 
accuracy  o f  1° in nad ir po in tin g  [S T E Y -01].
F igure  4 .4  S S T L  2-A xis Sun S en so r [STEI-01]
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T he ho rizo n  sen so r u ses the re la tio n sh ip  o f  the  sa te llite  to the ho rizon  p resen ted  in the 
sen so r to  de te rm in e  the o rien ta tio n  o f  the sa te llite . It p rov ides a 2 -ax is  d e te rm in a tio n  o f  
the a ttitu d e , i.e. it d e te rm ines the p itch  and  ro ll ax is , bu t not the yaw  axis. W ith in  a +5° 
ang le  o ff  the  horizon , the a ttitu d e  can be de te rm in ed  by less than  0 .06° [ST E Y -01]. 
F igure 4 .5  show s a figure o f  the  ho rizon  sen so r u sed  by SSTL.
T he  ac tu a to rs  fo r the A D C S  are  m o m en tu m  w heels  p rov id ing  3 -ax is stab iliza tio n . T he 
m o m en tu m  w heels can be seen  on  the  F igure  4 .2  as the cy linder on  the le ft s ide  o f  the 
s truc tu re . T hese  ac tuato rs p ro v id e  co n tro l o f  0 .25° on the ro ll ax is, 0 .4° in the p itch  axis 
and  0 .5° in the yaw  axis. A gain , these  v alues w ere  show n on the  T sin g h u a  sate llite  
[S T E Y -01].
T he gu id an ce  and nav igation  o f  the sa te llite  is p rov ided  by an o n -b o ard  G PS receiver, 
specia lly  designed  by S S T L  fo r o p era tio n s on sm all sa te llites. G PS  can  p rov ide  a 
p o sition  accu racy  o f  +15 m w hen  o p era ted  in norm al m ode. It is p o ssib le  to  use G PS in a 
d iffe ren tia l m ode, w hich  can , theo re tica lly , p ro v id e  cm  level p o sition  accuracy . F igure
4 .6  show s the A D C S and  G PS m o d u le  fo r the  spacecraft.
F igure 4 .5  H orizo n  S en so r [STEY -01]
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Figure 4 .6  G PS  M o d u le  fo r an E n h an ced  M icro -sa te llite
4.1.5 Command, Data Handling and Communications:
T he com m and , da ta  h and ling  and  co m m u n ica tio n s subsystem  o f  the sa te llite  m ust opera te  
at a  h igh effic ien cy  level due to  the  co m p u ta tio n a l dem ands o f  the radar pay load  and  w ill 
need  to  be specifica lly  d esigned  fo r th is p ro jec t. C h ap te r 3 p rov ided  requ irem en ts fo r th is 
system .
T he  d esigned  up lin k  fo r the  system  is an  S -b an d  rece iv er w ith 16-128 kbps data  ra te  w ith  
B inary  P hase  S h ift K eying  (B P S K ) cod ing . T h is  is an adequate  up link  design . T here  are 
no req u irem en ts  p laced  on the u p lin k  design  by  the payload , excep t tha t the g round  
sta tion  can n o t use the u p link  d u rin g  im ag ing  periods. A lso , as the up link  and dow nlin k  
are the sam e frequency , a  red u n d an t u p lin k  in the  L -band can be included , shou ld  the 
need  arise.
T he d o w n lin k  o f  the sate llite  is designed  as an S -band  transm itter w ith a 2M bps data  ra te  
at a  p o w er ou tp u t o f  6 W . It p ro v id es  a  Q P S K  m odula tion  schem e w ith  a V iterbi e rro r 
algo rithm  coding . T h is design  m eets  the p ay lo ad  requ irem ents.
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T h e an ten n a  for the up link  and d o w n lin k  w ill be an S -band  helical an tenna. T he 
d im en sio n s o f  this an tenna have been  g iven  in sec tion  3.4.3. T he  an tenna  w ill be p laced  
on the back  o f  the cav ity  for the S A R  an tenna . T h is  w ill p rov ide near-nad ir po in tin g  for 
the an tenna.
F igures 4 .7  and 4.8 p rov ide  an a rtis tic  ren d e rin g  o f  the p roposed  spacecraft, in launch  and  
dep loyed  configura tions, respective ly . T h e  an ten n a  is show n w ith all four p anels stow ed  
in a launch  position , as w ell as tw o o p p o site  p an e ls  ex tended  in the dep loyed  po sitio n , to 
g ive an idea  o f  the size o f  the dep loyed  a n ten n a  w ith  respect to  the spacecraft.
F igure 4.7 L aunch  C o n fig u ra tio n  for the Sate llite
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Figure 4 .8  D ep lo y ed  C o nfigu ra tion  o f  the S a te llite
4.2 Formation and Orbit Design:
4.2.1 Basic Orbit Design:
T he first design  considera tion  fo r the  conste lla tio n  concerns the positio n in g  o f  the 
sa te llites  in such  a w ay such th a t the rece iv er de tec ts  the  fo rw ard -scatter o f  the transm itter 
and each  p o in t in the im age is fu lly  reso lvab le , i.e. there  is on ly  one in tersec tion  betw een 
the iso range and  iso -D opp ler con tou rs. T he geom etry  o f  the o rb its  is show n in Figure 
1. 1a and  1. 1b.
A s w as s ta ted  in the  b i-sta tic  rad a r d iscu ssio n , the iso range con tou rs are  confocal e llipses 
w here  the sem i-m ajo r and sem i-m in o r axes are based  upon  the b ase lin e— the d istance
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b etw een  the transm itter and  receiver. H o w ev er, the  iso -D o p p ler co n to u rs  o f  a b i-sta tic  
system , w h ile  still focused  on  the  p o sitio n  o f  the  transm itter and  rece iver, do  no t fo llow  
the  confocal hyperbolas o f  th e  m o n o -s ta tic  system , bu t are a  co m p lex  series o f  conic 
con tours.
T h e  fo llo w in g  graph show s th e  re la tio n sh ip  o f  the  con tours fo r th e  p ro p o sed  fo rm ation  o f  
the  satellites:
Cross-Track (dimensiortless)
F igu re  4 .9  Iso ran g e  an d  Iso -D opp ler C on tours
w h ere  ovals represen ts th e  iso ran g e  an d  in te rsec tin g  lines to  the  ova ls  rep resen ts  the  iso- 
D o p p le r contours. T h e  th ick  so lid  lin e  is to  show  the base lin e  b e tw een  th e  transm itte r 
an d  rece iv er and the th in , d ash ed  lin e  sh o w s the  b i-sta tic  b isecto r.
A gain , there  are tw o  in te rsec tio n s b e tw een  the  con tours. H ow ever, th e  b isec to r o f the 
base lin e  separates the p o in ts , w ith  one  in te rsec tio n  on the rig h t and  o n e  on  th e  left. S ince 
the system  only  im ages on  o n e  side  o f  the  b isec to r, this reso lves the  le ft-rig h t am biguity , 
m ak in g  each  target u n iq u e  in  its echo  re tu rn .
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T he o rb its  fo r the form ation  have been  ch o sen  to be v irtually  sun-synchronous, c ircu lar, 
low  E arth  O rb its (LEO ), at an a ltitu d e  o f 700  km . T he requ irem ents for the inc lina tion  o f  
each  o rb it w ill be constra ined  on ly  by the need  fo r the transm itter o rb it to be inc lined  0.5 
degrees m ore than the rece iver o rb its , as defin ed  in the conste lla tion  geom etry  (see 
F igures 1.1a and 1.1b). T he o rb its  w ill need  to  be sun-synchronous to m eet the p o w er 
con stra in t o f  the system , and the equa to ria l c ro ssin g  tim es m ust be chosen  to m axim ize  
the  p o w er production . T h is is assu m in g  no  p e rtu rba tions w ith in  the system . L ater 
analysis  w ill show  that th is assu m p tio n  is no t va lid .
G iven  these  o rb ita l param eters , the p e rio d  o f  the o rb it is 98.8 m inutes, app rox im ate ly
14.5 o rb its  per day. F igure 4 .1 0  and  4.11 g ive  a v iew  o f  the sa te llite ’s o rb its over a  one 
day  tim e propagation . T h is p ro p ag a tio n  is fo r the  theoretical m odel on ly  and does not 
co n ta in  any  o rb ita l pertu rba tions.
F igure 4 .1 0  P o la r V iew  o f  S a te llite s’ O rbits
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Figure 4.11 Ground Tracks of the Satellites
4.2.2 Relative Motion Analysis:
H av ing  d e te rm in ed  the o rb its and  fo rm atio n  co n fig u ra tio n  fo r the  system , the relative 
po sition  and  m o tio n  betw een  the rece iv in g  and tran sm ittin g  sa te llites  is necessary  to 
de te rm ine  th e  tim e w hen  the sa te llites  are  in a co n fig u ra tio n  fo r im aging.
T o  ob ta in  the  re la tiv e  m o tion  b e tw een  the  sa te llites , the  H ill’s eq u a tio n s (C lohessy- 
W iltsh ire  eq u a tio n s) are  used. T he  so lu tion  to these  eq u a tio n s re la tes the  m otion and 
positio n  o f  one  sp acecraft, nam ed the ch ase  veh icle , w ith  re sp ec t to  the  target vehicle. 
For the p u rposes o f  th is study, the target veh ic le  w ill be the tran sm ittin g  sa te llite  and the 
chase  veh ic le  w ill be  the  rece iv ing  sa te llite . T he  co o rd in a te  system s fo r th is system  is 
based  on a local X Y  fram e cen tered  on  the target sa te llite  w ith  the x d irec tion  being the 
rad ial, y d irec tion  being  tangentia l to  the o rb it, and  the z d irec tion  d efin ed  by the right- 
hand  ru le, ou t o f  the X Y  plane. T h ese  equa tions p ro v id e  an analysis  o f  the  system  based 
on the assu m p tio n  o f  a perfec tly  spherica l E arth  w ith no p e rtu rb a tio n s o r drag.
T he o rb it o f  the target veh icle  in the inertia l fram e is a rad ius R 0, w hich  is constan t due to 
the c ircu la r orbit. T h e  orb ital rate o f  the spacecraft, m ean  m o tion , is d efin ed  by:
* = t e/r 3 M i
w here  j i E is the  g rav ita tiona l co n stan t o f the  E arth . T h is  is the an g u la r ve locity  o f  the 
coo rd ina te  system  cen tered  on  th e  veh icle , w ith  respec t to  the  in ertia l E arth -cen tered  
fram e.
T herefo re , the  positio n  v ec to rs  o f  the  tw o  spacecraft d efin ed  in  the  in ertia l system  are:
Rt = Rj
,  ,  ,  [4-2]
R c =  ( R a +  x ) i  +  y j  +  z k
w here  x, y and  z are  the  co o rd in a te  p o sitio n  o f  the  chase  veh ic le  w ith  re sp ec t to the  target 
veh ic le , and  the subscrip ts  t  and  c re la te  to th e  target and chase  veh ic les, respectively .
T he  in ertia l acce lera tio n  o f  the  ch ase  veh ic le  is th en  fo u n d  to  be:
R c = [ x ~  2  n y  -  n 2 (R 0 +  x )]i +  (y  +  rn x  -  n 2y )  j  +  z k  [4.3]
T h e  g rav ita tional acce lera tio n  o f  th e  ch ase  veh ic le  in  the  in ertia l fram e is g iven by:
i = j?c = _MA±vi±»±i*l [ 4 .4 ]
R °  [( R 0 + x
T h is  eq u a tio n  can  be s im p lified  fo r  sm all re la tiv e  m o tions, w h ere  x 2+y2+ z2~ 0 , and  the 
genera lized  b in o m ia l theo rem , n eg lec ting  seco n d -o rd er term s. T h e  acce lera tio n  is then  
considered :
g  «  - n 2[ (R0 -  2 x ) i  +  y ]  +  z k  [4.5]
In th is reduced  form , the  tw o  acce lera tio n  equations fo r the  ch ase  v eh ic le  can be reso lved  
in to  com p o n en t form :
K  =  8
( x  -  n 2R a -  2 n y  -  n 2x ) i  =  ( R o -  2 x ) i  
( y  +  2 n x  — n 2y ) j  =  —n 2y j
/V -  /N
z k  -  —n  z k
T h e  final H ill’s eq u a tio n s are  fo u n d  by  so lv ing  fo r each  co o rd in a te  d irection :
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x  -  2  n y  -  3 n 2x  — 0
y  +  2 n x  =  0 [4.7]
z  +  n 2 z  =  0
From  these general eq u a tions, the  u p d a te  m atrix  can be fo u n d  re la tiv e  to  tim e and  the 
p rev ious p o s itio n  and  velocity . T h e  u p d a te  m atrix  o f  the  in -p lan e  m o tion  is de term ined  
to be:
x ( t ) 4  — 3 c o s ( n t ) 0 sin  ( n t ) l n 2(1 —cos ( n t ) ) l n X o
y ( t ) 6sin(rc0  -  6 n t 1 2(—1 +  cos ( n t j ) ! n t 4 s i n ( n t ) / n  — 3 t y0
x ( t ) 3ns \ x i (n t ) 0 c o s ( n t ) 2 sin  ( n t ) X o
_T(0 6 n ( —1 +  cos ( n t ) ) 0 — 2 sin  (n t ) - 3  +  4 c o s  ( n t ) j o
w here
x o
To
K
y 0
is th e  m a trix  o f  th e  p rev io u s p o s itio n  and  velocity .
[4.8]
A s can  be seen  fro m  the H ill’s eq u a tio n s, the  o u t-o f-p lan e  m otion , z , is deco u p led  w ith  
the in -p lan e  m o tion , x and  y.
T herefo re , th e  so lu tio n  o f  ou t-o f-p lan e  m o tion  is:
~z ( t ) c o s  (n t ) s in (n r ) /n ~z0
z ( t ) — n s i n ( n t ) cos (n t ) j o
[4.9]
w here is aga in  the p rev io u s  p o s itio n  an d  velocity .
S pecific  to  this p ro jec t, the  d eco u p led  n a tu re  o f  the  in -p lan e  to ou t-o f-p lan e  m otion  
greatly  sim p lifies  the  p ro b lem  o f  d e te rm in in g  the  re la tiv e  positio n  o f  the  transm itting  
sa te llite  to  the  rece iv in g  sate llite . T h e  o rb its  o f  bo th  sa te llites  are c ircu la r o rb its w ith  a 
rad ius o f  7078  km . T h e  on ly  varia tio n  b e tw een  the tw o o rb its  is the  inc lin a tio n  o f
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ap p ro x im ate  0.5° o f  the tran sm ittin g  sa te llite ’s orbit. T his, therefo re , g iven us in itia l 
cond itio n s in  the in -p lane  m o tion  o f  a  zero  m atrix , s ta ting  tha t the  re la tive  to the receiv ing  
sa te llite , the  in -p lane  m otion  o f  th e  tran sm ittin g  sa te llite  is iden tical. T h e  only  re la tive  
m o tio n  o f the  one  sa te llite  to th e  o th e r is ou t o f  p lane .
T h e  o u t-o f-p lane  m otion  o f  the  tran sm ittin g  sa te llite  w ith  respect to the rece iv ing  sa te llite
in the  tim e d om ain  can be s im p lified  to:
z ( t )  =  A. cos(/zr -  (b)
\  v  [4.10]
z ( t )  — A s m ( n t - ( j ) )
w h ere  A n and  A  are co e ffic ien ts  o f  the  system , based  upon  the m ax im um  d istance  
b e tw een  the transm itting  and  rece iv in g  sa te llites  d u ring  the  o rb it (A n= A  x 11) and (j) is the 
p h ase  d ifference  o f  the sep ara tio n  o f  th e  sa te llites  a t s ta rt tim e.
W h en  these  equations a re  ap p lied  to  th e  p ro p o sed  conste lla tion , it is p o ss ib le  to de term ine  
th e  re la tiv e  p o sitio n  and velocity . T h e  assu m p tio n s u sed  to  sim plify  th e  eq ua tions are a 
p e rfec tly  spherica l E arth  and  no  p e rtu rb in g  fo rces. T h is sim ula tion  w as run , s tarting  at 
the  cro ssing  o f  the  equa to ria l p lan e . In  th is case, the  cro ssin g  o f  the  equa to ria l p lan e  
co in c id es  w ith  the in te rsec tio n  o f  th e  tran sm itte r an d  rece iver orbit. T h e  re la tiv e  po sitio n  
o f  the  sa te llites is show n by:
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F igure  4 .1 2  R e la tiv e  P o sitio n
T h e  re la tiv e  p o s itio n  b e tw een  the  sa te llites  m u st b e  g rea ter than  60  k m  fo r im aging  to 
occur. T h is  separa tion  takes p lace  at tw o  in te rv a ls : 9 9 0 -2020  seconds and 4020-5050  
seco n d s fro m  th e  start o f  th e  s im ula tion . In  th e  co n figu ra tion  o f  the sim ula tion , this 
w o u ld  b e  m ad e  to  co in c id e  w ith  the  p o la r  reg io n s o f  th e  earth .
T h e  re la tiv e  ve lo c ity  is:
F igure 4 .13  R e la tiv e  V elo c ity
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As can  b e  seen  fro m  th ese  g raphs, as the  fo rm ation  app roaches the m ax im um  separa tion  
the re la tive  velocity  slow s to  zero . N eed ing  app rox im ate ly  4  seconds fo r im aging, it is 
op tim um , fo r im age quality , to  im age w hen the re la tiv e  velocities are  slow est. T his 
occurs a t 1510-1525 an d  4 5 4 0 -1 4 5 5 , w here the re la tiv e  velocity  is 25 cm /s going to zero  
and back  to  25 cm /s by the  en d  o f  the  in terval. A gain , th is co rresp o n d s to the  Po lar 
R egions.
4.2.3 Orbital Perturbations:
T here  are a  n u m b er o f  assu m p tio n s w hen  deriv ing  the  K ep lerian  o rb its , w h ich  w ere  u sed  
in  the  ab o v e  study , th a t are  n o t va lid  fo r o p era tiona l use: pe rfec tly  spherica l E arth , no  
drag and  o n ly  tw o -b o d y  g rav ity  effec ts. T o  dete rm in e  the  to ta l req u ired  AV budget fo r 
the sa te llites, it  is n ecessa ry  to  rem o v e  th ese  assum ptions, p ro p ag a te  th e  o rb its  fo rw ard  in  
tim e and d e te rm in e  th e  n ecessa ry  v e loc ity  burns req u ired  to  m ain ta in  th e  fo rm ation .
4.2.3.1 Non-spherical Earth:
T he p e rtu rb a tio n  cau sed  by  th e  n o n -spherica l shape  and  non-ho m o g en eo u s d istribu tion  o f  
m ass is o ften  re fe rred  to  as the  J2 effec t. T he E arth  co n ta in s a  “b u lg e” a t the  equato r and  
a  fla tten in g  a t the  po les , g iv ing  th e  E arth  a sligh t p ea r shape. T h is d isru p ts  th e  theore tica l 
p o ten tia l fu n c tio n  o f  th e  E arth , and  consequen tly  th e  sa te llite ’s o rb ita l m otion , resu lting  
in  a d rift o f  th e  rig h t a scen sio n  o f  th e  ascend ing  node, and  the a rgum en t o f  perigee.
T he e ffec t o f  th e  ch an g e  in  th e  po ten tia l fu nc tion  o f  the  E arth  a llow s for a  zonal, 
geopo ten tia l fu n c tio n , w ith  i t ’s zona l coeffic ien ts , Jn, w hich  dep en d s on  the la titude  and  
longitude, d iv id in g  the E arth  in to  a checkerboard  pattern . H ow ever, as the  J2 coeffic ien t 
is 103 tim es larger th an  th e  o th ers , it is possib le  to m odel th is p e rtu rb a tio n  u sing  only  the 
J2 term . T h e  e ffec t o f  th is  p e rtu rb a tio n  on the orb ita l e lem ents is fo u n d  by:
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w h ere  n is the  m ean  m otion , R e is the  E a r th ’s rad ius at the equato r, a  is the  sem i-m ajo r 
axis, e  is the  eccen tricity , i  is the  in c lin a tio n  and  Q y and cb j2 are the  d rift rates. T h is
p e rtu rb a tio n  is dom in an t in L E O . In  fact, it is b ecau se  o f the tha t the o rb it can be set
eq u iv a len t to  th e  ra te  at w hich  the  E arth  revo lves a round  the sun  and  thereby  m ak ing  a 
sun -sy n ch ro n o u s orbit.
4.2.3.2 Third-Body Perturbations:
T h e  g rav ita tio n a l forces o f th e  S u n  an d  M oon  cau se  period ic  v a ria tio n  in  th e  rig h t 
ascen sio n  o f  the  ascend ing  n o d e  (R A A N ). T h is  v a ria tion  resu lts in  th e  p recess io n  o f  the  
o rb it ab o u t th e  ec lip tic  po le . T h e  p recess io n  is m u ch  sm aller than  th e  m ean  m o tion  o f  the  
o rb it, and  has little  effec t on L E O  sa te llite s . T h ese  pertu rbations can  b e  fo u n d  fro m  th e  
equations:
&moon  = - 0 .0 0 3 3 8  cos i / N  
C0MOon =  -0 .0 0 1 6 9 (4  -  5 s in 2 i  
Q sun =  -0 .0 0 1 5 4  cos i f  N  
®sun =  0 .0 0 0 7 7 ( 4 - 5  s in 2 / ) /A  
w h ere  N  is th e  n u m b er o f  rev o lu tio n s p e r  day.
4.2.3.3 Atmospheric Drag:
T h is  p e rtu rb a tio n  is m uch  m o re  p rev a len t in  L E O  th en  in G E O  opera tions. T h e  d rag  w ill 
act o p p o site  the  velocity  vec to r, rem o v in g  energy  from  the o rb it and  dec reasin g  the 
a ltitu d e  o f  the  orbit. For a c ircu la r o rb it, the  effec ts  o f  d rag can be m odeled  as:
) / N
[4.12]
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A a rev =  - 2 k { C dA 1 in)  p c i1
A P „  =  - 6 X V ( C DA / m ) p a 2 / V  ^
A Vrev= 7 r { C DA / m ) p a V  L"  J
A e  =  0rev
w here  r  is th e  a tm ospheric  density , C d is the co e ffic ien t o f  drag, A  is the  sa te llites cross- 
sec tiona l area, m  is the  sa te llite ’s m ass, V  is the  sa te llite ’s ve locity  and  a is the  sem i­
m ajo r ax is. As the sa te llites hav e  been  designed  to  hav e  the  sam e cross-sec tiona l area, 
and  it can be assum ed  th a t they  a re  affected  by  th e  sam e a tm o sp h eric  density  due to the  
nearly  id en tica l o rb its, the  effec ts  o f  th is p e rtu rb a tio n  on the re la tiv e  m otion  o f  the  
sate llites is neg lig ib le .
4.2.4 Constellation Optimization with Perturbations:
W ith the  b as ic  K ep lerian  equ a tio n s o f  m otion , the  op tim al co n ste lla tio n  fo r  the sa te llite  
w ou ld  be tw o  o rb its, one in c lin ed  0.5° re la tiv e  to  the  o ther. H o w ev er, due  to  the  
in tro d u c tio n  o f  p e rtu rb a tio n s, specifica lly  the  J2 p ertu rb a tio n , the  re la tiv e  o rien ta tion  o f  
the tw o  o rb its  is n o t constan t. T h e  J2 p ertu rb a tio n  causes a  d rift in  th e  R A A N . T h is  d rift 
is ch arac terized  by  E q u a tio n  4 .1 1 , w hich  is d ep en d en t u p o n  th e  sem i-m ajo r ax is, the  
in c lin a tio n  and  the  eccen tric ity . D u e  to  the  d iffe ren ce  in  th e  in c lin a tio n s  o f  the tw o  
o rb its, the  d rift o f  the  sa te llite  d iffers by  ap p ro x im ate ly  0 .067  °/day, cau sin g  an increasing  
d is tan ce  b e tw een  the  sa te llites . F igure  4 .16  rep resen ts  the  nodal d rift o f  the  conste lla tion  
and  F igure  4 .1 4  show s the re la tiv e  positio n  o f  th e  tw o  sate llites p ro p ag a ted  fo rw ard  in  
tim e usin g  th e  S ate llite  T o o l-K it (ST K ) H igh  p rec is io n  o rb it p ro p ag a to r (H PO P) o v er a 
15 day  p eriod . T h is  p ro p ag a to r inc ludes is a  s im u la tio n  tool, u sed  to  p ropagate  o rb its in  
tim e in c lu d in g  the  p ertu rb a tio n s o f  drag, the  e ffec ts  o f  th e  sun  and  th e  m oon, J2 effect, 
and  can  in c lu d e  a vary ing  so la r rad ia tion  pertu rba tion .
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Figure 4 .1 4  R ela tiv e  P o sitio n  o f  the Sate llites P ropagated  ov er 15 D ays
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By virtue o f the increasing  p o sition , the re la tiv e  velocity  changes as w ell, acco rd ing  to 
F igure 4.15.
Relative Velocity between Satellites
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F igure 4 .15  R e la tiv e  V elo c ity  P ropagated  o v er 15 D ays
T h is  nodal d rift w ill need  to  be co rrec ted  a fte r every  15 o rb its , ap p ro x im ate ly  once  a day, 
w ith  a AV o f  5 .4  m /s. F igure 4 .1 6  show s the  nodal d rift o f  the  sa te llites  d u rin g  the 
p ropaga tion  period . T h is am oun t o f  AV is too  high fo r the  sa te llite , w h o se  en tire  budget 
is a round  30-40  m /s. T h is co n ste lla tio n  is no t possib le  to  m ain ta in .
T o  correct for th is d rift, it is necessary  to  co m pensa te  using  the  eccen tric ity  o r the sem i­
m ajo r axis. H ow ever, due to  the natu re  o f  the pertu rba tion , it is n ecessary  to  change the 
sem i-m ajo r ax is by a lm o st 5000  km  in o rd er to  com pensate . T he co n ste lla tio n  w ould  
then  no longer be feasib le , as the tran sm itted  p o w er w ould  increase  ab o v e  the capacity  o f 
the satellite . T herefo re , the con ste lla tio n  design  is no t feasib le .
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Nodal Drift
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F igure  4 .1 6  N o d al D rift o f  In itia l F o rm ation
H ow ever, i f  the  sa te llites w ere  to  h av e  th e  sam e  inclin a tio n , and b e  separa ted  by a 3.5° 
R A A N  d ifference, th e  sep ara tio n  b e tw een  sa te llites a t the  po les w o u ld  be  60 km , and the  
re la tiv e  d rift b e tw een  th e  sa te llites  w o u ld  b e  zero . F igu re  4 .17  show s the  R A A N  drift o f  
th is design .
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Nodal Drift with 3.5 degree RAAN Separation
Time (Day)
F igu re  4 .17  N o d a l D rif t w ith  3.5° R A A N  S epara tion
W h ile  th is co n ste lla tio n  design  red u ces the  A V  req u irem en t o f  fo rm atio n  co n tro l to 
s im p ly  th a t req u ired  fo r th e  sta tio n  k eep in g  to  ach iev e  th e  tw o  o rb ita l p lan es., it  a lso  
req u ires  the launch  o f  th e  sa te llite s  fro m  tw o  sep a ra te  lau n ch  v eh ic les, to  ach iev e  the  tw o 
o rb ita l p lanes. T h is  w o u ld  g rea tly  in c rease  th e  co st o f  the  m issio n , and  it  w ou ld  be 
d ifficu lt to  ensu re  th a t each  sa te llite  is re lea sed  in  th e  o rb it n eeded  fo r the  co n ste lla tion .
T h erefo re , the  sa te llites w ill be lau n ch ed  fro m  the  sam e v eh ic le , and  the  tran sm itting  
sa te llite  w ill change its inc lin a tio n . T h is  co n fig u ra tio n  w ill b e  a llow ed  to p ropagate  
fo rw ard  in tim e u n til the  nodal d rif t has cau sed  th e  req u ired  d iffe ren ce  in  R A A N  so that 
the  sate llites are  sep ara ted  by  60  k m  a t im ag ing . A t th is tim e, the  rece iv in g  spacecraft 
w ill p e rfo rm  an inc lin a tio n  change, to m atch  the  in c lin a tio n  o f  the  tran sm ittin g  sate llite . 
T he  fina l in c lina tion  w ill b e  ap p ro p ria te  fo r a  su n -synch ronous o rb it at 700  km : 98.2°. 
T h erefo re , the tw o o rb its  w ill hav e  the sam e o rb ita l e lem en ts, lead ing  to  the sam e nodal 
d rift, and  still be sep ara ted  by  60 k m  at th e  tim e o f  im ag ing . G iven  the in itia l cond itions 
o f  an  inc lin a tio n  change o f  0 .5° and  a 3.5° R A A N  separa tion , the  nodal d rift o f  this
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co n ste lla tio n  is show n in F igure 4 .18 . F igures 4 .19  and 4 .20  show  the rela tive position  
and  velocity , respective ly , o f  the  sp acecraft a fte r the  co rrec tion .
Nodal Drift Difference
Time (Day)
F igu re  4 .18  N odal D rift fo r  R ev ised  C o n ste lla tio n  D esign
It can  b e  seen  fro m  th is , th a t the co rrec t o rb ita l co n figu ra tion , o f  a  3.5° R A A N  separation , 
w ill b e  ach ieved  in 54  days, after the in itia l p lan e  ch an g e  m anoeuvre . C hang ing  the 
v a lu e  o f  the  R A A N  separa tion  w ill change th e  req u ired  change in  inc lina tion  or the tim e 
it takes to  ach iev e  the  correct o rb ita l con figu ra tion .
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F igu re  4 .19  R e la tiv e  P o sitio n  o f  S a te llites a fte r  C o rrec tio n
Relative Velocity of Satellites
Time (UTC)
F igu re  4 .2 0  R e la tiv e  V elocity  o f  S a te llites a fte r  C o rrec tio n
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A  p ro b lem  in troduced  by this design  in  the  re la tive ly  h igh re la tive  velocity  betw een  the 
tw o  sa te llites , app rox im ate ly  47 m /s d u rin g  the im aging  tim e. T h is can  be co m pensa ted  
by  sub trac tin g  the D o p p ler sh ift in freq u en cy  caused  by th is re la tive  velocity . T h is  is 
p o ss ib le  due  to  the re la tive ly  sm all change  in velocity  over the en tire  im ag ing  tim e: 
0 .0 0 8 4 7  m /s. D esp ite  th is add ition  to  the  p ro cessin g  o f the system , this conste lla tion  
design  w ill a llow  fo r the sa te llites  to  rem ain  w ith in  the needed  p aram eters w ithou t 
ex cess iv e  sta tion  keeping.
T h e  AV o f  each  sa te llite  w ill be  lim ited  to  th e  no rm al sta tion  keep ing  o f  sa te llites  in orbit, 
w h ich  can  be app ro x im ated  by 0 .209  m /s p e r year [L A R Sc-89]. T h is  velocity  
req u irem en t is added  to the AV n eed ed  fo r  th e  inc lin a tio n  change o f  65 .3  m /s. T h e  to ta l 
req u irem en t fo r the  system  is then  66 .4  m /s o v e r a  5 -year life tim e.
T h is  in itia l o rb it design  is fo r a  sy stem  th a t im ages a t the  h ig h est la titude  p o ss ib le  fo r the 
su n -sy n ch ro n o u s orb it: 83°. H o w ev er, th e  o rb it design  can  be changed  to  m atch  the 
d es ired  im ag in g  la titu d e  based  u p o n  m iss io n  specifica tions, as the  P o lar R eg ions ex ten d  
fro m  ap p ro x im ate ly  65° to  90° la titude . A s th e  desired  im ag ing  la titude  decreases , the 
R A A N  d ifference, and  thus the  AV, need ed  to  p o sitio n  the  sa te llites a lso  decreases. 
F igu re  4 .21 illu stra tes  the d iffe rin g  la titu d e  w ith  R A A N  separation .
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Relative Position with Latitude
Lat (deg)
F igure 4.21 Im ag ing  L atitu d e  b ased  on  R A A N  D iffe ren ces (in  deg rees)
F o r th e  desired  ap p lica tio n  o f  the  system , i.e . im ag in g  o f  the  p o la r  reg ions fo r the  
com m erc ia l and  sc ien tific  app lica tio n s, the  o p tim u m  la titu d e  is ap p ro x im ate ly  72°, w hich  
im ages the  no rthern  po rts  o f  E u rope, A s ia  and  N o rth  A m erica , and  the ed g e  the p o la r ice 
sh ee t g row th  in  w in ter. T h is  requ ires an  R A A N  d iffe ren ce  o f  1.8°, and, consequen tly , an 
in itia l inc lin a tio n  change o f  0 .25°. T h e  A V  b u d g e t is  th e re fo re  35 m /s fo r a 10-year 
life tim e— 32.8 m /s fo r the  p lan e  ch an g e  and  2.1 m /s fo r  s ta tio n  keeping.
4.3 Position Sensors and Error Requirements:
4.3.1 Position and Velocity Errors:
W hen  d iscussing  the  p o sitio n  and  velocity  erro rs  o f  the  rad a r p la tfo rm , the errors are  in 
effec t, the  ephem eris erro rs o f  the sa te llite ’s gu id an ce  and  nav iga tion  system . T he errors
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can , fo r the app lication  to radar, be b roken  in to  th e  along-track, c ross-track  and rad ia l 
erro rs.
T h e  a lo n g -track  position  error, a lso  k n o w n  as the  tangen tia l position  erro r w ith  reference  
to the  sa te llite ’s orbital p lane, causes a  lo ca tio n  e rro r  in the  azim uth  d irection , only, as the  
range e rro r is neg lig ib le  [C U R L d-91]. T h e  e rro r fo llo w s the equation:
w h ere  A x ax is the  azim uth  erro r fo r th e  im age, R t is th e  target location  w ith  respec t to  the  
c en te r o f  the  earth , w hich  is equa l to  th e  e a r th ’s rad iu s  fo r this app lica tion , R s is the  
sen so r po sitio n , the  rad ius o f  the  sa te llite ’s o rb it, an d  A RX is the erro r in  the  tan g en tia l 
d irec tion . I f  th is erro r is assum ed  to  be  th e  p o s itio n  accuracy  know ledge o f  th e  sate llite , 
± 1 5  m  fo r the  G PS nav igation  system , th e  to ta l a z im u th  p o sitio n  erro r is:
o r a lm o st h a lf  o f  the az im uth  reso lu tio n  cell.
W ith  m u ltip le  m easurem ents fro m  th e  n av ig a tio n  system  on-board  the  sate llite , th e  
p o s itio n  e rro r can  be reduced , d u e  to  th e  c o n stra in ed  natu re  o f  sate llite  o rb ita l m o tion . 
T h e  fin a l az im u th  erro r in the  im ag e  w ill be  90%  o f  the  to tal e rro r o f  the  nav igation  
system .
In  a  b i-s ta tic  system , how ever, the  to ta l a lo n g -track  positio n  error is the co m bina tion  o f  
th e  tran sm itte r and  rece iver p o sitio n  e rro r. T h is  w o u ld  m ake a total e rro r o f  30m , fo r th e  
w o rst-case  scenario , o r a  27 m  az im u th  erro r. It is there fo re  apparen t that im ag ing  can n o t 
take  p lace  un til the  erro r is reduced  o r d iffe ren tia l G PS is u sed  fo r the p o sitio n  f in d in g  o r 
a m o re  accu ra te  d istance  m easuring  system  is used .
T h e  c ro ss-track  erro r is de term ined  by  th e  sam e m eth o d  as the along-track , how ever, it 
causes a  location  erro r in the  ran g e  d irec tio n  in stead  o f  the  azim uth  d irec tion  [C U R L d- 
91]. T he  e rro r equation  is therefore:
[4.14]
[4.15]
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Ax„. = A I 4 1 6 !
/  s
w h ere  Axo. is the range location  error, and  ARy is th e  c ro ss-track  positio n  error. T h e  sam e 
con stra in ts , w h ich  concern  the az im u th  lo ca tio n  e rro r, a re  id en tica l fo r the range error.
T he  rad ia l e rro r o f  the  sensor, o r the  e rro r in th e  sen so r he igh t, causes e rro r in both  the 
ran g e  and  az im u th  d irec tions due  to  the  change in  th e  lo o k  angle . T h e  look  angle change 
can  be  d e te rm ined  by th e  equation :
w h ere  Ay is  the change in  the  look  angle , R  is th e  s lan t range, and  A R Z is the  rad ial e rro r 
[C U R L d-91]. T h is  ch an g e  in  the  lo o k  ang le  re su lts  is ran g e  and  az im u th  errors accord ing  
to  the  fo llo w in g  equations:
w h ere  V E is the  E a rth ’s v e loc ity  a t th e  equa to r, V sw is th e  sw ath  w id th  velocity , V st is the  
v e lo c ity  o f  th e  sen so r w ith  re sp ec t to  th e  target, T  an d  R  subscrip ts  a re  fo r the  transm itte r 
and  receiver, respective ly , R  is th e  slan t range , z  is the  la titude , and  i is the o rb it 
in c lin a tio n  [C U R L d-91]. T h e  V sw is defined  by  th e  ve lo c ity  o f  the  sen so r m inus the 
v e lo c ity  o f  th e  target.
E rro rs  in th e  sa te llite ’s ve lo c ity  d e te rm in a tio n  lead  to  az im u th  location  erro rs only, as it 
changes the  D o p p le r sh ift o f  the  ech o ed  response . A gain , the  total v e loc ity  erro r o f  the 
system  is the  sum  o f  th e  v e loc ity  erro rs o f  the  tran sm ittin g  an d  rece iv in g  sa tellites. F or 
an  e rro r o f  10%  o f  the to ta l f ilte r b an d w id th , 120 H z, the  accep tab le  to ta l v e loc ity  erro r is
1.5 m /s. G iven  this figure, the  e rro rs  p ro d u ced  by the  u n certa in ty  in  the  velocity  
m easu rem en ts  are neg lig ib le .
[4.17]
2 R R 2 R ( R S + A R Z)
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4.3.2 Attitude Errors:
T h e  v a ria tion  o f  the p re-de te rm ined  ro ll, p itch  an d  yaw  o f the sate llite  w ill cause errors in 
the an ten n a  beam  p o in ting  and  therefo re , erro rs  in  the  final im age. T he erro rs caused  by 
each  o f  th ese  m otions w ill be analyzed  w ith  re sp ec t to  the  system  design.
T h e  effec ts  o f  sm all ro ll errors, w ith in  h a lf  a  degree , a re  neglig ib le  to the im age [E L A C b- 
87]. In the system  design, the  to tal sw ath  w id th  in  th e  range and az im uth  d irec tions is 35 
x 35km . H ow ever, an im age o f  d im en sio n s 3 0 x 3 0 k m  is used  fo r the  system , allow ing  fo r 
a sm all p o in tin g  erro r o f  0.5°. T h e  ro ll accu racy  know ledge o f  the  spacecraft is 0 .25° 
w ith  a co n tro l ab ility  o f  0.2°, w h ich  are  b o th  w ith in  th e  e rro r lim it. T herefo re , th e  ro ll 
e rro r rem ains w ith in  the lim it o f  the  system .
T h e  effec ts  o f  th e  p itch  and  yaw  erro rs  cau se  a d is to rtio n  in  the D o p p le r frequency  shift. 
A s the  p itch  and  yaw  rates co n trib u te  n eg lig ib ly  to  the  D op p ler shift, they  w ill n o t be 
analyzed  in  th is d iscussion  [E L A C b -88].
A n  e rro r in  the  yaw  know ledge o f  th e  system , causes a  d isp lacem en t o f  th e  an tenna beam  
fo o tp rin t a ro u n d  the  non-zero  D o p p le r lin e— causes a  squ in t angle. T h is  adds a  D op p ler 
sh ift of:
4 f y -  — ■ -s in 0 s in e y [4.19]
w h ere  0 is the  in c id en ce  angle, and  ey is th e  yaw  erro r.
T he  A D C S  fo r the sate llite  p rov ides a yaw  accu racy  o f  0.5°. T his leads to  a yaw  erro r o f  
97 H z. T h is  e rro r is con ta in ed  w ith in  one  reso lu tio n  cell.
T h is  e rro r can be co rrec ted  by ad d in g  an  e rro r freq u en cy  to the echoed  resp o n se  o r in the  
p ro cesso r th rough  au to -focusing  [E L A C b-88],
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T he p itch  e rro r has a sim ila r e ffec t on  the im age, as it d isp laces the foo tp rin t e ither 
fo rw ards o r beh ind  the ze ro -D o p p le r line  in  the  c ro ss-track  d irec tion . T h is erro r is found  
by:
A/p — T in  [4.20]
w here  £p is the  p itch  error.
T h e  a ttitu d e  accuracy  o f  the  sa te llite  w ith  re sp ec t to  the p itch  is 0.4°, th is leads to  an erro r 
o f  350 H z. T h is is g rea ter th an  an  az im u th  re so lu tio n  cell and  w ill c rea te  a sign ifican t 
e rro r to the  im age. T h erefo re , it  w ill be  n ecessary  to  d e te rm in e  the p itch  error m ore 
accurately , o r u se  the  signal p ro cess in g  to  co rrec t fo r th is  error. T h e  yaw  and  p itch  errors 
can  b e  com bined , and  b o th  co m p en sa ted  fo r a t d u rin g  p rocessing .
T o  co rrec t the  a ttitu d e  e rro rs  th ro u g h  p ro cess in g  m eth o d s, th ere fo re  n o t requ iring  the 
fu rth eran ce  o f  techno logy , the  m e th o d  is ite ra tive , bu t sim ple . A s th e  k n ow n  e rro r can  be 
transla ted  d irec tly  to  a D o p p le r sh ift frequency , th is  freq u en cy  can  b e  added  to  the  range 
com pressed  data, i.e . b efo re  az im u th  p rocessing , to  rem o v e  these  erro rs fro m  the im age. 
I f  th is p rocess is g o in g  to b e  d o n e  o u ts id e  o f  th e  au to -fo cu s a lgorithm , w hich  w ill also  
co rrec t fo r th e se  erro rs, it sh o u ld  b e  d o n e  p rio r  to  au to -fo cu sin g  to  a llow  fo r less 
ite ra tions o f  the  au to -fo cu s in g  a lgorithm .
It is p o ss ib le  to u se  G PS to  gain  an  accu ra te  k n o w led g e  o f  the  m o tio n  o f  each  sate llite . If  
the G PS n av iga tion  system  is u sed  befo re , d u rin g  and  a fte r the im age, an accurate  o rb it 
can be d e te rm ined  due  to  th e  co n stra in ed  m o tion  o f th e  o rb it. T h is know ledge  w ould  
then  be  u sed  to co rrec t fo r  th ese  erro rs in  the  p rocessing .
4.3.3 Orbital Errors:
In space  bo rne  S A R , an  e rro r is  in tro d u ced  due  to  the  ro ta tio n  o f  the  E arth  w ith  respect to 
the orb ita l p lane . A s the p lan e t ro ta te s  aro u n d  its ax is , it  in tro d u ces a  D o p p le r sh ift on the 
m agn itude  of:
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Af R =  E^ E s i n # c o s 7  [4.21]
w here  0 is the in c id en ce  angle, y  is th e  la titude , R E is the rad ius o f  the E arth , 6378 km , 
and  D E is the ro ta tiona l velocity  o f  the E arth  [E L A C b-88]. T o  be m o re  accurate, a 
co rrec tion  to  E q u a tio n  4.21 can  b e  m ad e  by  sub trac tin g  from  D E the  ro ta tion  in the 
inertia l fram e. H ow ever, th is m o v em en t is sm all in  com parison  to  Q E. A s the im aging 
w ill happen  near the  po les, the  D o p p le r sh ift is neg lig ib le— approx im ate ly  10Hz.
A n eiTor w ill a lso  be  in tro d u ced  as the  eccen tric ity  o f  the  orbit, w h ich  is n om ina lly  se t to  
zero , bu t th is va lue  is u n ach iev ab le  in  ac tual o rb its. T h e  eccen tric ity  o f  th e  o rb it can  be 
ach ieved  w ith in  0 .001 [E L A C b-88]. In  th is system , th is  w ill cause  a ch an g e  in  the range 
o f  ap p ro x im ate ly  14 km  and, sub seq u en tly , a  change  in  the re la tiv e  velocity . H ow ever, 
as the  o rb it is k n o w n  befo re  th e  im ag in g  tim e to h igh  p rec is io n  u sing  n av ig a tio n  and  the 
A D C S , th is e rro r is  know n  and  can  be  p ro cessed  o u t o f  the  fina l im age.
T h e  p rev io u s d iscu ssio n  g ives an  in itia l analysis o f  the  effects o f  th e  m o tio n  and  attitude  
erro rs o f  the  p la tfo rm . T o  gain  an  accu ra te  kn o w led g e  o f  the  level o f  e rro rs, w h ich  are 
accep tab le  to  the  system , it is n ecessary  to  m o d el the  S A R  d a ta  w ith  erro rs, p rocess it  
th rough  the  sy stem  in c lu d in g  au to -fo cu sin g . T h is  w ill de te rm ine  th e  qua lity  o f  the im age 
given  d iffe ren t levels  o f  errors.
4.4 Slot Allocation and Power Flux Restrictions:
4.4.1 Signal Allocation
D u e  to the co n g ested  natu re  o f  th e  rad io  freq u en cy  bands fo r com m u n ica tio n , research  
and  rad io lo ca tio n  in both  earth -b o u n d , a irbo rne  and  space borne  ap p lica tions, the 
In te rn a tio n a l T e leco m m u n icatio n s U n io n  crea tes a lloca tion  gu idelines [IT U -01]. F rom  
1844, w h en  S am u el M orse  sen t h is f irs t p u b lic  m essage  over te leg raph  to  m odern  tim es, 
the frequency  ban d s have b eco m e in creasing ly  congested . T he ITU , w h ich  w as first
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fo rm ed  in 1865, and la ter b ecam e  u n d e r the  regu la tion  o f the U n ited  N ations in 1947, is 
resp o n sib le  fo r the reg u la tio n  o f  the  te lecom m unica tions industry . P art o f  th is con tro l 
invo lves the  In ternational F req u en cy  R eg istra tion  B oard , re sp o n sib le  fo r m anag ing  the 
increasing  com plex  freq u en cy  sp ec tru m  th rough  the T ab le  o f  F requency  A llocation . 
T h is table a llocates to  each  se rv ice  u sin g  rad io  w aves specific  frequency  bands to  avo id  
in terference  betw een  sta tions.
T he  IT U  has d iv ided  the w o rld  in to  th ree  reg ions o f control: R eg ion  1— E urope, A frica , 
and  the M idd le  E ast, R eg io n  2— the A m ericas, and R eg ion  3— A sia, ex cep t fo r the 
M id d le  E ast [IT U -01]. W h ile  th e  F req u en cy  A lloca tion  T ab le  a llow s fo r  specific  bands 
to b e  allocated  to  specific  se rv ices , each  reg ion  is a llow ed  to p re sen t regu la tio n s on those  
serv ices to  ensu re  n o n -in te rfe ren ce  b e tw een  signals. D ue to  th e  n a tu re  o f  the p ro jec t, 
w ith  the transm ission  p e rio d  o v e r th e  po les, the regu la to ry  req u irem en ts  o f  each  reg ion  
m u st be m et.
G iv en  these regu la to ry  s ta tu tes, i t  is necessary  to de te rm ine  the  av a ilab ility  w ith in  the 
ch o sen  S -band  frequency , w h ich  w ill a llow  fo r the opera tio n  o f  th e  S A R  system . T he 
frequency  band  o f  2 2 9 0 -2 3 0 0  M H z  is a lloca ted  fo r sp ace-to -E arth  S p ace  research . T he  
b an d  o f  2390-2483 .5  M H z is  a llo ca ted  as am ateu r bands w ith  an  em p h asis  p laced  on 
industry , sc ien tific  an d  m ed ica l p u rp o ses . F requency  u se  in  each  o f  th ese  bands is 
p o ssib le  fo r th is p ro ject.
4.4.2 Power Flux Regulation:
H av in g  determ ined  the  av a ilab ility  o f  the  desired  frequency  band  fo r u se  fo r th e  pro jec t, 
the  p o w er flux  o f  the  signal a t g ro u n d  level m u st also  be  determ ined . F igure  4 .2 2  show s 
a rep resen ta tion  o f the  a llo w ab le  p o w er flu x  densities  fo r all S -b an d  usage.
4-33
S-B and P ow er Flux Density
Power Flux Density Lim it I
Elevation angle
Figure 4 .22  P o w er F lux  D en sity  at S -band  [M A R A -86]
T h erefo re , the m ax im um  p o w er flux  den sity  p o ss ib le  fo r transm ission  is -1 4 4  d B W /m 2 
p er 4  kH z bandw id th . G iven  the tran sm itted  signal is at a d istance  o f  700  km  and  the 
peak  tran sm itted  p o w er is 624  W  w ith  m u ltip le  look  in tegration , the p o w er flux  density  
ov er the 100 M H z bandw id th  is - 1 0 0  d B W /m 2. C orrec ting  to  a 4 kH z bandw id th , the 
p o w er flux  den sity  o f  the signal p e r 4  kH z b an d w id th  o f  the transm itted  signal is -1 4 4  
d B w /m 2/4kH z, o p era ting  at an e lev a tio n  o f  60° to  83° in e levation . T h is va lue  is w ith in  
the p rescrib ed  lim it. T he system , therefo re , o p era tes  w ith in  an app ro p ria te  frequency  
band  and  has a pow er flux density  w ith in  the req u ired  lim it. T he p o w er ou tpu t can n o t 
ex ceed  th is level as the pow er flux  density  at the  g round  w ill be above the lim it.
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Chapter 5 Conclusions and Future Work
5.1 Conclusions
T h e  study  show s the  feasib ility  o f  p lac in g  a S yn thetic  A pertu re  R ad a r system  on-board  a 
conste lla tion  o f  m ic ro -sa te llite s . T h is  is an  im p o rtan t d eve lopm en t in sa te llite  
technology , as it  w o u ld  red u ce  th e  co s t and  d ev e lo p m en t tim e fo r S A R  system  and allow  
fo r w ider u se  in  com m erc ia l and  sc ien tific  app lica tions.
T h e  system  geom etry  consis ts  o f  a  tran sm ittin g  and  a rece iv in g  sa te llite  in  a b i-sta tic  
configura tion , a llo w in g  fo r th e  recep tio n  o f  the fo rw ard -scatter to  red u ce  the  requ ired  
transm it pow er. T h e  sa te llite s  w ill b e  p laced  in  tw o id en tica l o rb its , separa ted  by an 
R A A N  d iffe rence  o f  1.8°, i.e . a  sep ara tio n  o f  60  km  a t 72° la titude. A t th e  tim e  o f 
im aging , the  an ten n a  o f  the  tran sm itte r w ill p o in t at an  ang le  o f  3.7° fro m  vertical, 
app rox im ate ly  4 5 k m  c ro ss-track  fro m  th e  transm itter. T h is requ ires th e  rece iv e r an tenna  
to  p o in t at 1.2° fro m  v ertica l fo r  the  b eam  cen tres to  m atch . T h e  rece iv in g  sa te llite  w ill 
be  slaved  to  th e  tran sm itte r, w h ich , w h en  u sed  in  co n junc tion  w ith  th e  G PS nav igation  
system , w ill a llow  fo r sy n ch ro n iza tio n  o f  the  d is trib u ted  S A R  system  in  tim e, phase  and  
signal.
T he  tw o sa te llites are  b ased  on  th e  S S T L  enh an ced  m icro -sa te llite  desig n , w hich  is a 
truncated  py ram id  w ith  a l x l m  b ase  and  0 .6  m  heigh t. T h e  tru n ca ted  p y ram id  shape is 
u sed  to  a llow  fo r a  m ax im u m  p o w e r p ro d u c tio n  by  the sa te llite ’s so la r pane ls in a  sun- 
synchronous orb it. It has a to ta l m ass o f  100 kg  w ith  4 0  kg  bein g  a llo ca ted  to  the 
payload . T h e  sa te llite  has b een  designed  w ith  a m o d u la r s truc tu re  to  a llow  fo r fast, easy  
conversion  to  m eet p ay lo ad  req u irem en ts  o r adap t due  to  changes in the  s ta te-o f-the-art.
T he  p o w er system  consis ts  o f  bo dy-m oun ted  G alliu m  A rsen ide  (G aA s) so la r cells, 
p ro d u c in g  100 W  in d iv id u a lly , fo r  a  to tal p ro d u c tio n  o f  140 W . T h e  s tan d ard  N ickel
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C ad m iu m  battery  pack  allow s fo r  200  W h  o f  p o w er to be stored. T h is  sy stem  has a to ta l 
av a ilab le  peak  pow er drain  o f  1 kW .
T h e  sa te llite  is 3-axis stab ilized , u s in g  m u ltip le  sun and horizon  sensors, w ith  a co n tro l 
accu racy  o f  0 .25° on the ro ll ax is , 0 .5° o n  the  yaw  axis and 0.4° on  the p itch  ax is. T h is  
a ttitu d e  contro l is not qu ite  accu ra te  en o u g h  fo r S A R  im aging, bu t the  e stim ated  erro rs 
can  be rem oved  from  the S A R  d a ta  th rough  p ro cess in g  o r au to -focusing . T h e  p o sitio n  
k n o w led g e  fo r the sate llite  is p ro v id ed  by  a s tan d ard  S S T L  G PS rece iv er fo r sm all 
sa te llites , w hich  provides p o sitio n  k n o w led g e  o f  +15 m . T h is p o sition  accu racy  can be 
in c reased  using  D ifferen tia l G PS  and  p u lse  rang ing .
T h e  o n -b o ard  SA R  system  co n sis ts  o f  a  tran sm itte r and  receiver, d is trib u ted  on  tw o 
d iffe ren t satellites. T he tran sm itte r m u st b e  co m p ac t to  fit on  the m icro -sa te llite , sm a lle r 
th an  lx  1x0.3 m , and transm it a t a  cen tre  freq u en cy  o f  2 .4  G H z w ith  a b an d w id th  o f  100 
M H z, a llo w in g  fo r a 10 ns co m p ressed  p u lse  leng th . T he  transm itte r w ill em it a  ch irp ed  
p u lse  o f  34 p s  duration  at a  P R F  o f  6 kH z, m ak in g  24 ,000  pu lses p e r  im age (each  im age 
req u ires  4s o f  fligh t tim e). T h e  to ta l D C  p o w e r o f  the  transm itte r m u st b e  100 W , 
ap p ro x im ate ly  an  R F  p ow er o f  25  W . T h is  p o w e r ou tp u t w ill a llow  fo r th e  d e tec tio n  o f  a 
ta rg e t w ith  a  - 1 5  dB R C S, the  e stim a ted  lo w est R C S  encoun tered  w hen  im ag in g  sea  ice. 
T h e  tran sm itte r m ust also  m a in ta in  a  h ig h  leve l o f  stab ility  to  ensu re  co h eren ce  b e tw een  
th e  pu lses . T he  stalo  m ust h av e  a  d rift o f  less th an  2.5 x lO ' 10 over 4  s w ith in  a  p h ase  e rro r 
o f  1°. T h e  on-board  c lock  m u st n o t d rif t m o re  th an  2 parts p e r 109 over th e  4  s im ag in g  
tim e.
T h e  rece iv e r subsystem  is ch a rac te rized  by  the  sam e stab ility  requ irem en ts as the 
transm itte r, since  the system , th o u g h  d is trib u ted  on  tw o  satellites, m u st w o rk  to g e th er 
coheren tly . T h e  receiver m ust b e  su ffic ien tly  low -n o ise , as all added  n o ise  w ill deg rad e  
the  system , causing  false re sp o n ses  an d  m ask in g  o f  ac tual echoes. W h ile  lim itin g  the  
n o ise  in  the  system , the rece iver m u st a lso  hav e  a bandw id th  o f  a t least 101 M H z, 
co m p ris in g  the transm itted  b an d w id th  and  the  D o p p le r shift. T h is w ide  b an d w id th  w ill 
a llow  fo r a  h igh  level o f  ex te rn a l n o ise  to  be  d e tec ted  a long  w ith  th e  ech o ed  resp o n ses ,
5-2
b u t any lim itin g  o f the  va lue  w ill cause  so m e  ech o es  to  rem ain  undetec ted . T he 
m in im u m  de tec tab le  signal o f  the  rece iv e r is 8 .2 2 5 x K F 10 W , g iven a p ro bab ility  o f 
d e tec tio n  o f  99.6% .
T h e  rece iv in g  sa te llite  w ill a lso  p ro v id e  fo r  the  co m p ressio n  and  sto rage  o f the re tu rned  
echoes. T h e  system  m u st b e  ab le  to d o w n -co n  vert, sam ple  and  sto re  the  incom ing  d a ta  at 
2 0 0  M S ps on  both  the  I and  Q  channels. T h is  w ill req u ire  a 4  G bit tem porary  m em ory 
fo r  the sam p led  pu lses. T h is  d a ta  is then  co m p ressed  by  a fac to r o f  4  u sin g  a standard  
B A Q  co m p ressio n  a lgo rithm . T h e  fina l co m p ressed  da ta  is 850 M bits  p er im age. T h is is 
sm all en o u g h  to  be sen t to  the  g round  s ta tio n  w ith  the  standard  com m unica tion  d o w nlink  
o f  2  M b p s ov er the  10 m in u tes . T h is w ill re q u ire  the d o w nlink  an ten n a  to have a beam  
w id th  o f  a t least 129°.
T h e  an ten n a  u sed  fo r the  S A R  sy stem  is a  2 .5  m  d iam ete r parab o lic  d ish  an tenna w ith  a  
cav ity  b ack ed , c ro ssed -d ip o le  feed  system  p ro v id in g  h o rizon ta l, vertica l and  righ t-handed  
o r le ft-h an d ed  c ircu la r p o la riza tio n  fo r “m u lti-sp ec tra l” im ag ing  o f  the  ice. T h is  w ill 
ach iev e  a  35 x 35 km  fo o tp rin t and  a ga in  o f  30  dB  a t 30%  effic iency . D u e  to  the large 
size  o f  th e  an ten n a  co m p ared  to  the  sa te llite  d im en sio n s, the  an tenna  is stow ed  fo r launch  
in  a “p e ta le d ” con figu ra tion , to  be d ep loyed  o n c e  th e  sa te llite  is in  o rb it. T h e  p o w er o f  
th e  m u ltip le  p o la riza tio n s, th o u g h  com plex  to  im p lem en t, w ill a llow  fo r the  im aging  o f  
th e  ice  s truc tu res at various levels . U sin g  s im ila r lin ea r p o la riza tions o r reverse  c ircu lar 
po la riza tio n s, the  im ag ing  w ill p ro v id e  da ta  on  th e  su rface  sca ttering  o f  the  ice  to p ro v id e  
de ta iled  im ages. T h is d a ta  is u se fu l fo r th e  g en era l s tudy  o f  the  ice struc tu re  and  the 
ex ten t o f  coverage. H o w ev er, i f  rev e rse  lin ear p o la riza tio n s or sim ila r c ircu lar 
p o la risa tio n s  are  u sed  fo r th e  tran sm ittin g  and  rece iv in g  satellites, the  re tu rned  echo  w ill 
show  th e  c ro ss-p o la riza tio n  e lem en t o f  th e  sca tte r, w h ich  w ill p ro v id e  da ta  on  vo lum etric  
sca tte rin g  o f  th e  ice  and  s tudy  th e  ice  th ickness. T h e  th ickness o f  the  ice w ill p rov ide  a 
de ta iled  d esc rip tio n  o f  the  ice.
O n e  o f  the  m o st im p o rtan t fea tu res o f  the sp ace  b o rn e  com ponen ts o f  the S A R  system  is 
th e  synch ro n iza tio n , in  tim e, p h ase  and  signal, o f  the  tran sm itting  and  receiv ing
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subsystem s. Synchron iza tion  o f  tim e  is a cco m p lish ed  by using  the  G PS rece iv er to 
u p d a te  the  on -board  clocks. T o  fu rth e r rem o v e  th e  errors o f  the G PS  signal d u e  to  the 
d iffe rin g  p ropagation  tim e, the  rece iv er w ill u se  G PS and  the pu lses fro m  the tran sm itte r 
to  d e te rm in e  the d ifferences in the G PS b ase lin e  and  the  receiver com pu ted  base line , 
a llo w in g  the rem oval o f  th is error. T h e  sy n ch ro n iza tio n  o f  the  signal w ill be 
acco m p lish ed  through D D S , in  w h ich  a d ig ita l co p y  o f  the w avefo rm  rep laces  the  exc ite r, 
p ro v id in g  a copy  o f the w av efo rm  fo r th e  tran sm itte r, rece iver and  g round  sta tion .
F inally , the  p hase  synch ron iza tion  w ill b e  acco m p lish ed  through sta los w ith  a com bined  
d rif t o f  2.3 x lO ' 11 fo r the  im ag in g  tim e.
A s no  o n -b o ard  p rocessing  is done, the  g ro u n d  s ta tio n  becom es an  in teg ra l p a rt o f  the 
S A R  system . T o  com plete  the  sy n ch ro n iza tio n  o f  the  signal fo r all su bsystem s w hich  
req u ire  an  accura te  copy  o f  th e  tran sm itted  p u lse , the  g round  sta tion  w ill be  su p p lied  w ith  
th e  sam e  D D S  m em ory  as th a t w h ich  in  o n -b o a rd  the  sate llites, an d  it  can  u se  u p d a ted  
eixor m easu rem en ts from  th e  tran sm itte r to  co rrec t fo r errors. T h e  g round  sta tio n  w ill 
re ce iv e  the  com pressed  d a ta  fro m  th e  rece iv in g  sa te llite , requ iring  m em o ry  w rite -ab le  a t 
2  M H z. T he  g round  sta tion  w ill then  d eco m p ress  the  da ta  and  acco m p lish  S A R  
p ro cess in g  to p ro d u ce  an  im age. A s th e re  is n o  sy stem  tim e req u irem en ts  on  th e  
p ro cess in g  done in  the  g round  sta tion , th e re  are  no  constra in ts  on  p ro cess in g  sp eed  and  
th e  ab ility  to  u se  au to -focusing  to  red u ce  th e  e ffec ts  o f  h ig h er o rd er p h ase  erro rs in  the 
im age.
H av in g  designed  and d e te rm ined  th e  feasib ility  o f  the  SA R  system  and th e  p la tfo rm , the 
fin a l a rea  o f  study  is the fo rm atio n  and  o rb it design , to  show  that the  sa te llite  w ill be ab le  
to  rem ain  in fo rm ation  w ith  th e  p ro p u ls io n  sy stem  constra in ts . T h e  basic  o rb its  fo r  the  
sa te llite s  are  sun -synchronous, w ith  an in c lin a tio n  o f  app rox im ate ly  98°, at an  a ltitu d e  o f  
7 0 0  km , a perio d  o f  98.8 m inu tes, and  an  R A A N  separa tion  o f  1.8°. W ith  th is R A A N  
d iffe ren ce , the sa tellites w ill im age a t ap p ro x im ate ly  72° latitude, co rresp o n d in g  to  the 
n o rth e rn  coasts o f  E urope, A sia  and  N o rth  A m erica . T h is  fo rm ation  w ill need  a AV 
b u d g e t o f  35 m /s for a  10-year life tim e— 32.8 m /s ded ica ted  to the fo rm atio n  co n stru c tio n  
an d  2.2 m /s fo r life tim e s ta tion  keeping .
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D u e  to  the  theo re tica l na tu re  o f  the  study , the system  w as designed  w ith  very 
co n se rv a tiv e  assu m ptions as to  the  effic iency  o f  th e  com ponen ts and  the scattered  p ow er 
from  the  scene . T h is w as d o n e  to p roduce  a sy stem  th a t w as deta iled  and  com plete , yet 
w as no t overly  d ep en d en t upo n  the assum ptions m ade. T herefo re , i f  the  com ponen t w as 
m o re  co n stric tiv e  on  the co n stra in t, the  system  w o u ld  no t be rendered  inoperab le.
T h e  fe a s ib ility  o f  p lac in g  th e  designed  S A R  sy stem  on  a m icro -sa te llite  p la tfo rm  is 
sh ow n  th ro u g h  th is research . H ow ever, th is s tudy  p ro v id es  on ly  one  design  o f a  SA R  
system  d ed ica ted  to  one a rea  o f  im aging . It is n o t an  ex h au stiv e  study  as to the ex ten t to  
w h ich  th is sy stem  can  be  ap p lied  to o ther areas on  th e  E arth . In  add ition , as this study  
w as b ased  on theo re tica l o b jec tiv es , th ere  w as no  co m p o n en t testing  to show  if  the 
p rac tica l sy stem  w ill co m p ly  w ith  the  theo re tica l resu lts ,
5.2 Future Work
T h e  sco p e  o f  th is  s tudy  w as to  dete rm in e  the  fea s ib ility  o f  a S A R  system  on  the S S T L  
en h an ced  m icro -sa te llite . B e in g  a  theo re tica l s tu d y  on ly , th ere  w as no  construc tion  or 
co m p o n en t te s tin g  d o n e  to any  aspect o f  the  system , leav ing  th e  te s tin g  fo r  fu tu re  w ork.
5.2.1 Sea Ice Scattering
F u rth er s tudy  in to  the  p ro p erties  o f  sea  ice  sca tte rin g  is recom m ended . T he  values 
p resen ted  in  th is  s tudy  w ere  gained  from  the  e x trap o la tio n  o f  the values o f  vertical 
sca tte rin g  fro m  d iffe ren t ice  type  and  s tructu res. T h is  seem s a valid  assum ption  as the 
system  w orks a t a  to tal o f  4° o ff  the  vertical, w h ich  can  be considered  vertical, and  the 
s tudy  w as co n d u c ted  to  gain on ly  an estim ate  o f  th e  R C S  and  the rad a r con trast o f the ice. 
W h ile  ad eq u a te  fo r p ro v id in g  an  estim ate  o f  the  s treng th  o f  the retu rn  echo  and  the 
energy  rece iv ed , a  de ta iled  study, in w h ich  th e  fo rw ard -sca tte r from  various types o f  sea  
ice  at S -b an d  freq u en cy  is necessary  fo r accu ra te  c la ssifica tio n  o f  the  type and  depth o f
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ice. A lso, testing  o f the  ice u s in g  d iffe ren t p o la riza tio n  w ill allow  fo r the  o p tim isa tio n  o f 
the system  so the m ax im um  re tu rn  is co llec ted  by  the system . T h erefo re , the re tu rns in 
the system  can be accurately  c la ssified  and  u sed  fo r bo th  the com m erc ia l and  sc ien tific  
app lica tions. It w ould  be p o ss ib le  to  co n d u c t th is study  in the actual en v iro n m en t (from  a 
boat o r a ircraft) o r in a s im u la ted  en v iro n m en t in  a laboratory.
In cond u c tin g  this research  in to  accu ra te  sea  ice  p roperties, it w ill be  p o ss ib le  to a lso  gain 
an accu ra te  figure for the p o w er req u irem en ts . A s th is is based  d irec tly  on the  R C S , the 
m ore  accura tely  the R C S  is know n , th e  m o re  accu ra te  the pow er req u irem en t can be 
determ ined . It w iil be  u sefu l co n stru c t a  s im ila r system  for the  tes tin g  o f  th e  p ro p erties  o f  
ice, the resu lts can be u sed  to  gain  accu ra te  in fo rm atio n  on the  tran sm it p o w er needed . 
F inally , by  testing  the echoes o f  ice , it  w ill b e  p o ss ib le  to gain a b e tte r u n d e rs tan d in g  and  
expand  the  uses o f  the m u ltip le  p o la riza tio n  asp ec t o f  the  system .
O th er than  the testing  o f  sea  ic e  ch arac teris tics , it  is  no t necessary  to  co n d u c t any  fu rth e r 
stud ies on  the construc tion  o f  th e  tran sm itte r an d  rece iv e r sa te llite  p la tfo rm s, as these  
spacecraft are  no t specific  to  th e  ra d a r system  and  are  cu rren tly  av a ilab le  as co m m erc ia l- 
o ff-th e -sh e lf  item s. H ow ever, b e fo re  th e  system  is  actually  flow n, fu rth e r w o rk  w ill need  
to  b e  conducted  so tha t the  a ttitu d e  s tab ility  o f  th e  tw o  p la tfo rm s, and  th e ir  com bined  
characteristics can be d e te rm in ed  b e fo re  fligh t. T h is  w ou ld  be s im ila r to  any fligh t- 
testing  done  on  a system  b efo re  it is f lo w n  in  space.
5.2.2 Antenna
D u e  to the u n ique  natu re  o f  th e  d ep lo y m en t sch em e  fo r the an tenna  an d  the  aberra tions 
th a t are caused  by this schem e, it w ill be  necessary  to  conduc t a  fu rth e r s tudy  on the 
effects o f  these  errors on the  ch a rac te ris tic s  o f  the  an tenna. A  m odel o f  the  an ten n a  w ill 
need  to be constructed  u sing  the  re flec to r geom etry  and  the feed  system  p resen ted  in  the 
study. F irst, the  lock ing  m ech an ism s u sed  d u rin g  launch  w ill need  to  b e  tested  to va lid a te  
the ir ab ility  to w ithstand  the  fo rces o f  launch . T h is is necessary  to en su re  the  s tab ility  
du ring  launch . A fter th is has been  v a lida ted , the  d ep loym en t schem e o f  the  an ten n a  w ill
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need  to  be tested  to ensu re  the  pan e ls  fit c lo se ly  to g e th er and are locked  in to  p lace  on 
dep loym en t. M o st im portan tly , an adequate  an ten n a  pattern  and  gain value w ill need  to 
be gathered  from  testing. T h is w ill test the  e ffic ien cy  o f  the re flec to r-feed  system , any  
losses caused  by the feed  lines, and  the lo sses in  gain  due  to the  aberra tions. A lso, an 
accu ra te  m odel o f  the an ten n a  p a tte rn  w ill be found , and  any edge tap erin g  or co rrec tions 
to the  feed  pa tte rn  can be de te rm ined . A s th ese  fac to rs can help  to increase  the effic iency  
and  gain  o f  th e  an tenna, it is im p o rtan t to m in im ize  these  losses to m ain ta in  system  
integrity .
5.2.3 Data Handling and SAR Processing
T h e  algo rithm s used  in  th is sy stem  are  a ll w ell k n ow n  and  hav e  been  p rev io u sly  used . 
H ow ever, a  fu rth e r study  in to  th e  da ta  h an d lin g  an d  S A R  p rocessing  usin g  all a lgo rithm s 
suggested  (d a ta  com p ressio n  a n d  d eco m p ressio n , p rocessing , erro r co rrec tion  and  au to- 
focusing ) w ill a llow  fo r the  sy stem  p erfo rm an ce  to  b e  determ ined . A  sam ple  o f raw  S A R  
data, o r s im u la ted  data, can  b e  g a thered  to g ive  accu ra te  echo  ch aracteristics. T he 
co m p ressio n  and  deco m p ressio n  a lgo rithm s w ill then  p rocess this data. A s the 
co m p ressio n  is lossy , th ere  w ill be  an  in h eren t d eg rada tion  in  the  raw  d a ta  quality  b efo re  
th is p ro cess , w h ich  can  b e  d e te rm in ed  w ith  a sim u la tio n . P assing  th is da ta  th rough  the  
p ro cessin g  a lgo rithm , in c lu d in g  au to -fo cu sin g  an d  e rro r correction , w ill then  p ro d u ce  an  
accu ra te  rep resen ta tio n  o f  th e  im ages, w hich  can  b e  fo rm ed  from  the  system .
5.2.4 Synchronization
T h e  fina l a sp ec t o f  the  S A R  system , w h ich  w ill req u ire  fu rth e r w ork , is the 
synch ro n iza tio n  m ethods b e tw een  th e  tran sm itte r and  the  receiver. T he  feasib ility  s tudy  
o u tlin ed  the  requ irem en ts fo r  the  sy n ch ro n iza tio n  and  basic  m ethods fo r synchron iza tion . 
H ow ever, no  ex ac t values o f  th e  like ly  erro rs th a t w ill b e  encoun tered  w ere  offered .
U sin g  tw o  G PS receivers , the  tran sm itte r an d  the  rece iv e r can  test the  tim e 
sy n ch ro n iza tio n  b etw een  th e  tw o  sa te llites. T h e  G PS can  be used  to fin d  the po sitio n  o f
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the  tran sm itte r and  rece iver as w o u ld  h ap p en  in opera tion . T he  tran sm itte r w ill tran sm it a 
pu lse , w hich  th e  rece iver w ill u se  to  d e te rm in e  the  base line  and  its c lock  erro r. T he  
average  base lin e  and the c lo ck  erro rs can  be m easu red  over su ccessiv e  te s tin g  ite ra tions. 
D iffe ren tia l G PS shou ld  be in v estig a ted  to  get e rro rs  dow n to  the cen tim e tre  range.
5.2.5 Satellite Design
W h ile  the structu re  and  size  o f  the  en h an ced  m ic ro -sa te llite  is fixed , there  is the 
p o ssib ility  fo r fu rther w o rk  to  im p ro v e  th e  p la tfo rm  fo r the S A R  system . T h e  feasib ility  
study  m ain ly  u sed  the s tan d ard  co m p o n en ts  o f  the  enhanced  m icro -sa te llite , how ever, a  
m ore  de ta iled  study  in to  p o ss ib le  co m p o n en ts  com p a tib le  w ith  the size, vo lu m e and 
p o w er constra in ts  inh eren t to  m ic ro -sa te llite s , m ig h t p rov ide  a  m ore  S A R  “frien d ly ” 
p la tfo rm . A n add itiona l b a tte ry  b ack  o r fu rth e r so la r panel, fo r exam ple , m ay  be  ad d ed  to 
th e  sa te llite  to  a llow  fo r a  h ig h e r p o w er p ro d u c tio n  an d  a  re lax in g  o f  th e  co n stra in ts  on  
the  S A R  system . A lso , m o re  accu ra te  a ttitu d e  senso rs or ac tuato rs m ay  b e  u sed  to 
decrease  the errors in  th e  im ag e  cau sed  by  a ttitu d e  errors. A s th is is one  o f  the  m ain  
sources o f  errors th a t w ill d eg rad e  th e  im age, the  add itio n a l costs fo r  b e tte r co m ponen ts 
m ay  be w orthw hile . F inally , th e  p ro p u ls io n  sy stem  o r the  attitude  ac tua to rs o n -b o ard  the 
sa te llite  m ay  b e  rev isited  to  p ro v ed  m o re  ag ility  an d  m anoeuvrab ility , a llo w in g  for 
fu rth e r im ag ing  o p portun ities  and  areas. T h is  ad d itio n a l design  p ro cess  w o u ld  be 
stan d ard  p rac tice  befo re  any co n stru c tio n  o f  an  ac tu a l fligh t system  w o u ld  take  p lace  and  
allow s fo r design  u pdates w ith  increases  in  techno logy .
5.2.6 System Applicability
T h is  system  w as design  w ith  the  sp ec ific  ap p lica tio n  to  sea ice. H o w ev er, th e  design  o f  
the  system  is lim ited  to  th is reg io n  only , bu t cou ld  b e  expanded  o r rev ised  to  app ly  to 
m any d ifferen t areas. F o r ex am p le , i f  the area  o f  in te rest fo r the system  w as an  u rban  
en v iro n m en t o r city  im aging , it m ig h t be p o ss ib le  to  u se  only  one  sa te llite , g iven  th a t the 
m ass and vo lum e o f  each  co m p o n en t w ill m eet the  m icro -sa te llite  co n stra in ts , o r to 
in crease  the reso lu tion  due to the  h ig h  b ack sca tte r fro m  this reg ion . C ity  en v iro n m en ts  
are  know n  to  have  a m in im u m  b ack sca tte r o f  app ro x im ate ly  - 1 0  dB , and  the  p o ssib ility
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ex ists  to  u se  a sing le  sa te llite  system . A lso , g iven  the d irect re la tionsh ip  betw een  p o w er 
and  reso lu tio n , the reso lu tion  can  then  be im p ro v ed  if  the re tu rned  p ow er is greater. 
C onverse ly , if the system  w ere  to  be ap p lied  to  a  reg io n  w ith  sign ifican tly  less fo rw ard - 
sca tter, e.g. w ood lands, th e  reso lu tio n  c o n s tra in t o f  30 m  can be re laxed  to co m pensa te  
fo r the  red u ced  p o w er return . In v estig a tin g  o th e r reg ions o f  app lica tion  w ill expand  the 
u se fu ln ess  o f  this system .
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