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A dynamic spatial econometric diffusion model
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cigarette consumption in Italy ∗
Carlo Ciccarelli† J.Paul Elhorst‡
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Abstract
This paper adopts a dynamic spatial panel data model with common fac-
tors to explain the non-stationary diffusion process of cigarette consump-
tion across 69 Italian provinces over the period 1877-1913. The CD-test
of Pesaran (2015a), the exponent α-test of Bailey et al. (2015), the cross-
sectionally augmented panel unit root test of Pesaran et al. (2013), and
the spatial stability test of Yu et al. (2012) are used to show that both
global common factors and local spatial dependence are important drivers
of the propagation of cigarette demand over this period and to determine
the point at which the hypothesis of stationarity no longer needs to be
rejected in favor of a unit root. The direct and indirect effects derived
from the coefficient estimates of the model show that cigarettes were a
normal good with an income elasticity of 0.4 and a price elasticity -0.4
in the long term. This price elasticity of -0.4 consists of a direct effect of
-0.54 in the own region and a spillover effect to other regions of 0.15. This
positive spillover effect is in line with previous spatial econometric studies
which investigated cigarette demand in the U.S. states over a more recent
period.
Keywords: diffusion, stationarity, spatial dependence, common factors,
cigarette demand
JEL Classification: C21, C23, N33, N93, R22
1 Introduction
This paper sets out a dynamic spatial panel data model with common factors to
explain cigarette diffusion in Italy over the period 1877-1913. The observations
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that cigarettes represent a new and trendy product at the turn of the 19th
century in Italy and that the data over this period are non-stationary make the
modeling of its diffusion process an interesting and challenging topic of research.
The proposed model will be presented in a such a general form that it also can
be used to analyze other and more recent diffusion processes.
Although tobacco was a well-established industrial sector in our study pe-
riod (1877-1913), cigarettes represented an entirely new commodity for Italian
consumers. After an introductory stage, in which the size of the market for
cigarettes was still very small, policy makers implemented several measures to
increase its diffusion among the Italian population, with the aim to increase
public revenues. The tobacco sector in Italy is very well documented. The em-
pirical evidence presented in this paper is based on primary historical sources,
specifically the annual budget reports of the tobacco companies. The data, to
be discussed in more detail in Section 3, are characterized by an initial period of
extremely low levels of per capita consumption, followed by a rapid increase and
acceleration concentrated in a short period of time. The availability of these
data at the provincial level (NUTS 3 level) allows us to consider the propagation
of cigarette consumption not only over time but also across space.
The proposed model is both dynamic and spatial. It is dynamic in that we
account for serial dependence across the data in each province over time, and
spatial in that we account for both global common factors and local spatial de-
pendence across the observations at each point in time, also known as strong and
weak cross-sectional dependence in the literature (Chudik et al., 2011). Stan-
dard econometric test procedures, the CD-test developed by Pesaran (2004,
2015a), point to cross-sectional dependence in cigarettes consumption, while
more recent testing procedures, the exponent α-test of Bailey et al. (2015), of-
fers the opportunity to test for weak against strong cross sectional dependence
or to test for strong cross sectional dependence first, and then after common
factors have taken up for weak cross-sectional dependence. For cases where both
are likely to be present, Bailey et al. (2016) developed a two-stage estimation
procedure first to address strong and then to address weak cross-sectional de-
pendence, while Halleck-Vega and Elhorst (2016) developed an approach that
simultaneously accounts for both forms of cross-sectional dependence, as well as
serial dynamics, within one framework. However, both studies did not include
any independent variables. We demonstrate that this simultaneous framework
extended to include such variables covers several simpler spatial econometric
models that have been considered in the literature before and that it provides
an adequate tool to describe diffusion processes in general, and the diffusion pro-
cess of cigarette consumption in Italy in particular. Finally, this study is among
the first to consider the sensitivity of direct and indirect effects estimates of the
explanatory variables, which can be derived from the coefficient estimates of
the model, for the inclusion of common factors. Cigarettes are found to be a
normal good with an income elasticity of 0.4 and a price elasticity -0.4 in the
long term. This price elasticity can be further decomposed into a direct effect
of -0.54 in the own region and a spillover effect to other regions of 0.15.
The paper is organized as follows. Section 2 provides background on the
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diffusion of cigarettes in Italy, introduces the proposed empirical model, dis-
cusses related literature, and presents a series of tests to examine whether serial
dependence, spatial dependence and common factors have been modeled effec-
tively such that the model is stable. Section 3 describes the data and its main
sources, and illustrates the main spatiotemporal patterns of per capita cigarette
consumption in Italy’s provinces. Section 4 reports and discusses the main
empirical findings, while Section 5 concludes.
2 Modeling strategy and review of the literature
After providing the necessary background on the early diffusion of cigarettes
consumption in Italy, this section illustrates the proposed empirical model and
discusses related literature.
2.1 Background on the diffusion of cigarettes in Italy
Historical studies document that most Italian tobacco factories were active in
the 18th century; the tobacco factory in Turin started operating in 1740, the
one in Florence in 1769 and the one in Milan in 1771 (Cappellari della Colomba,
1866). Soon after its political unification in 1861, the Italian State established
a public monopoly with roughly one factory assigned to each region, and with
the same set of rules (production process, selling price, wages) extended to the
whole Italian territory, so as to raise more revenues from the sales of tobacco for
the public budget.1 Already in 1865, this resulted in 15 public tobacco facto-
ries with more than 14,000 workers (mostly women). Health related issues were
almost completely ignored at that time.2 The replacement of hand-rolled by
machine-rolled cigarettes, both inside and outside Italy, contributed to a reduc-
tion in the cost of production and subsequently to a fall of the price of cigarettes.
The generalized increase of literacy rates, the beginning of mass-press, the dif-
fusion of railways, the increasing process of urbanization and all that, rapidly
increased the circulation of commodities and ideas, and contributed to the emer-
gence of a new social behavior and life style of the Italians. In addition, and
most importantly, income increased rapidly during the belle époque, roughly the
period from 1895 to 1913. Indeed, historical studies show a clear increase in per
capita consumption of cotton and wool, but also of beer, coffee, and sugar in
those years (Fenoaltea 2011, p. 120). Various circumstances contributed thus
to what we might call the “territorial take-off” of cigarette consumption in Italy
1As reported in Ragioneria generale dello Stato (1914, pp. 424, 426, 448, 450), in 1871,
at the beginning of our sample period, public revenues from total tobacco sales amounted
to 72.93 million lire, corresponding to some eight per cent of total ordinary public revenues
(945.47 million lire). In 1912-13, at the end of our sample period, public revenues from total
tobacco sales amounted to 333.06 million lire, corresponding to some 13 per cent of total
ordinary public revenues (2,491.95 million lire).
2We note however that Scalzi (1868), in his study on the consumption of tobacco in Rome,
analyzed the negative consequences of smoking tobacco on health. Interestingly, when com-
puting the potential population of smokers in Rome in 1866, he excluded youngsters aged 0-14
(23,814), women (99,892), and clergymen (5,209) from the total population (210,701).
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at the turn of 19th century. As Figure 1 illustrates, per capita consumption of
cigarettes in physical terms followed an exponential growth path over the period
1871-1913. After the 1870s and the 1880s in which the level of consumption was
still relatively low, consumption started to rise, to reach a peak of about 0.1 kg
or 100 cigarettes in 1913, the last year of our sample period. The present study
provides an attempt to model this diffusion process empirically.
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a Data for Sicilian provinces not available during 1871-1876.
The temporal pattern illustrated in Figure 1 for Italy is in line with Ro-
gozinsky (1990, p. 166) who noticed that in many countries “Cigarettes [...]
become popular among smokers only starting in the 1880s with the introduc-
tion of machine-made brands”. According to Diana (1998, pp. 44-45), cigarettes
were introduced in Italy by the veterans of the Crimean War (1853-1856),3 while
according to Cappellari Della Colomba (1865, p. 345), the tobacco factory in
Florence was the only one in Italy producing cigarettes in 1865 (the production
of cigarettes in 1865 amounted to 4,345 kilograms). In addition, Pasetti (1906)
reports that “total production of tobacco declined during 1888-89 of some 2%
when compared to the previous year [....] however it was sustained by the rising
consumption of cigarettes produced in Italy” (p. 69), and, when referring to
1890-91 “In this year in almost any tobacco factory the machinery was renewed”
3To get support from foreign countries in the process of national unification (culminated
with the independence wars and the subsequent political unification of Italy in 1861), the
Kingdom of Sardinia decided to send about 15,000 soldiers to side with French and British
forces.
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(p. 73), and, when referring to 1891-92, “there was an extraordinary increase in
the production of cigarettes” (p. 76). It is estimated that a well-trained worker
was able to roll about 1,000-1,200 cigarettes during a standard (eight hours)
working day. Since the early 1890s, machine rolled cigarettes were effectively
produced and sold in Italy. Six new Bonsack machines were installed in the to-
bacco factory of Rome (Ministero delle finanze, 1893, p. XXIII).4 The Bonsack
machines were rather rudimentary when compared to the subsequent machines
in the twentieth century. Still, they were able to roll about 200 cigarettes per
minute, corresponding to some 96 thousands per working day. The cost reduc-
tion implied by technological progress was substantial, and cigarettes started
to be an affordable and ordinary consumption good in Italy. In addition, as
noticed in Cross and Proctor (2014, pp. 69-70), matches also helped popularize
cigarettes by “increasing the ease and convenience [and safety] of making fire,
allowing a quick and calibrated ignition.”
Historical studies on tobacco are relatively abundant. Madson (1916) con-
siders the production and consumption of tobacco in various countries were the
tobacco business was also run by the State according to a regime of public
monopoly (among which France, Italy, Austria, Japan, Spain, Sweden). Hutson
(1937) provides a similar detailed analysis of tobacco consumption in European
countries during the period 1913 to 1937. Historical studies on tobacco in Italy
include, among others, Cappellari della Colomba (1866) who provides an his-
torical account on the manufacturing of tobacco in Italy since the 18th century,
and Pasetti (1906) with a concise yet useful account of the annual evolution
of the tobacco sector from 1884 to 1905. More recent contributions use econo-
metric techniques to analyze data on tobacco consumption. Manera (1963) and
Ciccarelli, Pierani and Tiezzi (2014) use national data on the consumption of
cigars, cut tobacco, snuff tobacco, and cigarettes. Both studies follow a time
series approach. Ciccarelli, Pierani and Tiezzi (2014) show in particular that
the aggregate consumption of cigarettes in Italy increased for decades, peaked
in the 1980s and then started to decrease when people became aware of the neg-
ative consequences of smoking for their health. Ciccarelli and De Fraja (2014)
use historical provincial data on tobacco consumption based on the same his-
torical sources as in the present study, but they focus on addiction and its main
determinants rather than diffusion. Most importantly, in each of the aforemen-
tioned studies on tobacco consumption in Italy the impact of cross-sectional
dependence is ignored altogether.
2.2 The econometric specification
The dynamic spatial panel data model with common factors that is taken as
point of departure in this paper reads as
4J. A. Bonsack, is widely credited to be the inventor in 1880 of the first cigarettes rolling
machine (“Cigarette-Machine - US Patent 238,460. September 4, 1880”). Diana (1999, p. 28)
mentions the visit of J.A. Bonsack to the tobacco factory of Rome in 1882 to promote his new
cigarettes rolling machine.
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Ct =τCt−1 + δWCt + ηWCt−1 +Xtβ +WXtθ
+ Γ1C̄t + Γ2C̄t−1 +
K∑
k=1
ΠkX̄kt + µ+ ξtιN + εt (1)
where Ct denotes an N × 1 column vector that consists of one observation
of the dependent variable for every unit (i = 1, . . . , N) in the sample at time t
(t = 1, . . . , T ), which for this study is per capita consumption of cigarettes in the
69 Italian provinces over the period t = 1877, 1878, . . . , 1913. Xt represents an
N ×K matrix of independent variables, which for this study are the real price
of cigarettes, real income, and the literacy rate. All variables are measured
in logs. Ct−1 and WCt represent, respectively, the temporal and spatial lag,
and WCt−1 the spatiotemporal lag of Ct, while τ , δ, and η are the response
parameters of these variables, better known as, respectively, the serial, spatial,
and spatiotemporal autoregressive coefficients. The N ×N matrix W is a non-
negative matrix of known constants describing the spatial arrangement of the
spatial units in the sample. The specification of this matrix will be further
discussed in the empirical application. Since the spatial econometric model in
Equation (1) contains both X and WX variables, it is also known as a dynamic
spatial Durbin model (Elhorst, 2014, p. 106). The variables described so far are
meant to cover potential spatial dependence (weak cross-sectional dependence)
among the observations. The common factor terms meant to cover potential
strong cross-sectional dependence are defined as the cross-sectional averages of
the dependent variable at times t and t−1 or of the independent variable at time
t, i.e. C̄t = 1N
∑N









k denotes the kth independent variable of X̄kt. Alternatively, these common
factors may be defined as the population weighted and thus national averages
across the provinces in the sample.5 It is important to stress that, while the
variables covering weak spatial dependence have common response parameters,
the common factors enter the equation with unit-specific coefficients stored in
the N × 1 column vectors Γ1, Γ2, and Πk for k = 1, . . . ,K. The original idea
to control for common factors in a non-dynamic and non-spatial model goes
back to Pesaran (2006). Pesaran et al. (2013) extends this idea to a dynamic
but non-spatial model, Bailey et al. (2016) to a dynamic and spatial model,
though without any independent variables and by addressing strong and weak
cross-sectional dependence in two separate stages. Finally, Halleck-Vega and
Elhorst (2016) demonstrate that if both types of cross-sectional dependence
are accounted for simultaneously not only the cross-sectional average of the
dependent variable at time t but also at time t − 1 needs to be controlled for,
just as in Pesaran et al. (2013). Since the numbers of parameters increases
rapidly with the number of common factors, every common factor requires N
5The terminology common factors should not be confused with the common factor test
originally proposed by Burridge (1981), and further analysed by Mur and Angulo (2006), to
examine whether the spatial Durbin model can be simplified to the spatial error model.
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additional parameters to be estimated, this paper tests different sets of common
factors against each other. The vectors µ = (µ1, µ2, . . . , µN )′, and ξtιN , where
ιN is an N×1 column vector of ones, represent, respectively, spatial fixed effects
and time-period fixed effects. These fixed effects are optional since they do not
always go together with common factors, as will be discussed later. Finally, the
N × 1 vector εt = (ε1t, . . . , εNt)′ consists of i.i.d. disturbance terms, which have
zero mean and finite variance σ2.
The parameters of Equation 1 can be estimated by the bias-corrected max-
imum likelihood estimator developed by Yu et al. (2008) when spatial fixed
effects are controlled for, and by Lee and Yu (2010a) if, in addition, time period
fixed effects are included. The common factors may be treated as exogenous
explanatory variables based on the assumption that the contribution of each
single province to the cross-sectional averages at a particular point in time goes
to zero if N goes to infinity (Pesaran, 2006, assumption 5 and remark 3). Since
we use data of 69 provinces this assumption is more likely to be met than in
Halleck-Vega and Elhorst (2016), whose analysis is based on 12 provinces only.
The dynamic spatial panel data model without the inclusion of common fac-
tors has gained a lot of attention in the spatial econometrics literature, in terms
of estimation (ML, GMM/IV and Bayesian MCMC), in terms of interpretation,
and in terms of specific applications. Two recent overviews of this literature are
provided by Lee and Yu (2010b) and Elhorst (2014, Ch. 4). Direct interpreta-
tion of the coefficients in Equation (1) is difficult, because they do not represent
the marginal effect of the independent variables. Elhorst (2014, Ch. 4) shows
that the matrix of marginal effects of the expected value of the dependent vari-
able with respect to the kth independent variable in unit 1 up to unit N (say
















. . . ∂E(cNt)∂xNk
 (2)
= ((1− τ)IN − (δ + η)W )−1

βk θw12 . . . θw1N





θkwN1 θkwN2 . . . βk

whose average diagonal element can be used as a summary indicator for the
direct effect, and average row sum of off-diagonal elements as a summary in-
dicator of the spillover effect. Note that the full N × N matrix is the product
of two N × N matrices. The elements of the first of these two matrices, the
inverse of the matrix (1 − τ)IN − (δ + η)W , better known as the spatial mul-
tiplier matrix, are not specified since their analytical expressions are unknown.
The two mentioned summary indicators reflect the long-term impact on the
dependent variable that result from a change in the kth independent variable
xk respectively in the own province and in other provinces. Their short-term
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counterparts can be obtained by setting τ = η = 0, while the significance levels
of these short and long-term direct and spillover effects are bootstrapped (see
Elhorst, 2014, Section 2.7.2 for details).6
Applications of the dynamic spatial panel data model from the very begin-
ning are of Elhorst et al. (2010) on economic convergence, Parent and LeSage
(2010) on commuting, and Brady (2011) on housing prices. However, neither of
these studies considered direct and indirect effects estimates. The first studies
reporting these effects are of Debarsy et al. (2012) and Elhorst (2014). The
first studies incorporating common factors are of Bailey et al. (2016), Halleck-
Vega and Elhorst (2016), Ertur and Musolesi (2016) and Carrion-i-Silvestre and
Surdeanu (2016), but these studies on their turn do not consider direct and
indirect effects estimates, since they do not include independent variables (first
two studies) or only include spatial lags in the error term specification (last two
studies). This study is therefore among the first to consider the sensitivity of di-
rect and indirect effects estimates of the independent variables for the inclusion
of common factors.
To conclude this section, we note that while the literature on the early steps
of tobacco consumption in Italy largely overlooked the geographical dimension
of cigarettes consumption, spatial dependence attracted a lot of attention in
a series of studies based on the well-known data set on cigarette demand of
Baltagi and Li (2004); a panel data set of 46 U.S. states over the period 1963
to 1992 that is often used for illustration purposes. This data set was used for
the first time by Baltagi and Levin (1986, 1992), but then respectively over the
periods 1963-1980 and 1963-1988. All other studies mentioned in this paragraph
utilized the full data set. Today most studies control for spatial and time period
fixed effects (Elhorst, 2014; Kelejian and Piras, 2014; Halleck-Vega and Elhorst,
2015). Elhorst (2014) explicitly tests for these controls and finds that this
model specification outperforms its counterparts without spatial and/or time
fixed effects, as well as the random effects model. Many studies also include the
dependent variable lagged in time to control for habit persistence, leading to
the dynamic spatial panel data model (Baltagi and Levin, 1986, 1992; Elhorst,
2014; Debarsy et al., 2014). In that case one can distinguish both short-term
and long-term direct and indirect effects using Equation 2. Most studies also
share the view that spatially lagged independent variables (WX) should be
included (Baltagi and Levin, 1986, 1992; Elhorst, 2014; Debarsy et al., 2014).
Finally, almost all studies adopt a row-normalized binary contiguity matrix.
One exception is Debarsy et al. (2014) who also consider a row-normalized
matrix based on state border miles in common between states. However, up to
now, not one single study based on this data set controlled for common factors.
6In contrast to the spatial econometrics literature, the (G)VAR literature is generally more
focused on the impact of idiosyncratic shocks to the dependent variable in a given area on that
of the area itself and on neighboring areas, where the impact of neigboring areas is sometimes
labeled contagion. These effects can be simulated by replacing the second N ×N matrix on
the right-hand side of Equation 2 by a N × 1 vector S = (. . . , si, . . .), where si is generally
set to one standard error of the error term representing the shock, and multiplying this shock
by the spatial multiplier matrix.
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2.3 Time-space recursive alternative
A related model that has gained a lot of attention in the spatial econometrics
literature is the time-space recursive spatial econometric model. This spatial
econometric model is similar to the dynamic spatial panel data model (without
common factors), except that the spatially lagged dependent variable WCt has
been removed. According to Anselin et al. (2008), this model is especially useful
to study spatial diffusion phenomena. LeSage and Pace (2009, ch. 7) refer to this
model as a classic spatiotemporal (partial adjustment) model and use it to show
that high temporal dependence and low spatial dependence might nonetheless
imply a long-run equilibrium with high spatial dependence. Fogli and Veldkamp
(2011) adopt this model to investigate whether the labor force participation
decision can vary with past participation behavior in surrounding regions, based
on decennial data of female participation rates over the period 1940-2000 at
the U.S. county level. A similar study based on a panel of 108 regions across
eight EU countries over the period 1986-2010 is carried out by Halleck-Vega
and Elhorst (2017). Korniotos (2010) applies this model to explain annual
consumption growth in U.S. states over the period 1966-1998 and interprets
the coefficients of the temporal and space-time lags of the dependent variable
(Ct−1 and WCt−1) as measures of what he calls the relative strength of internal
and external habit persistence. This model and terminology is also used by
Verhelst and Van den Poel (2014) in a similar study on daily transactions of
six different stores of an European retailer from January 2002 until November
2004. A similar type of model is used in the marketing literature by Bollinger
and Gillingham (2012) to explain the diffusion of solar panels. However, instead
of considering Ct−1 in the regression equation itself, they allow for a serial lag
in the error term specification. More applications in the marketing literature
are summarized in Elhorst (2017).
Despite the popularity of the time-space recursive spatial econometric model,
a basic question is whether the removal of the spatially lagged dependent vari-
able WCt is supported by the data. Indeed, some researchers are troubled with
the idea that the spatial autoregressive interaction between C andWC is instan-
taneous (see Upton and Fingleton, 1985, p. 369 for one of the first discussions on
this issue). Instead, they suggest a model in which the autoregressive response
is allotted one period in which to take effect, Ct = ηWCt−1. By contrast, other
reseachers do not seem to have problems with the idea that Ct in one spatial
unit is regressed on Ct of other spatial units depending on a spatial weight ma-
trix W , Ct = δWCt.7 For that reason they do not preclude this specification
in advance and suggest to determine whether the data can help to determine
the most appropriate model. The specific-to-general approach is one way to
test for this; estimate the simpler time-space recursive model and test whether
the residuals of this model are free of any additional cross-sectional dependence.
For this purpose, the Pesaran (2015) CD test may be used, whose null hypoth-
esis is that the residuals are only weakly cross-sectionally dependent. This test
7Data frequency may also matter (daily, monthly, quarterly or annual data). Here we focus
on annual data.
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is based on the correlation coefficients between the time-series observations of
each pair of spatial units with respect to a particular variable, in this case the
residuals, resulting in N × (N − 1) correlations. Denoting these estimated cor-
relation coefficients between the time-series for units i and j as τ̂ij , the Pesaran
(2015a) CD test is defined as CD =
√




j τ̂ij . This
two-sided test statistic has the limiting N(0, 1) distribution as N and T go to
infinity, and thus -1.96 and 1.96 as critical values at the 5% significance level.
One advantage of this test is that it is not based on any (arbitrary) specification
of the spatial weight matrix W . If the null is rejected, common factors have not
adequately been accounted for. If the null is not rejected, it might be that WCt
is still relevant. The general-to-specific approach is the reverse way to test for
this; estimate the model in Equation (1) (with or without common factors) and
test the hypothesis whether δ = 0.8
2.4 The quest for stationarity
A crucial issue is whether the dependent variable is stationary or alternatively is
non-stationary, in which case it does have a unit root. The outcome of this test
is determined by the regression model that is used to test for a unit root. The
literature on unit roots first focused on time-series data, then on panel data,
and finally on cross-sectionally augmented panel unit root tests (see Pesaran,
2015b, Ch. 31 for an overview). This second generation of panel unit root
tests consists of PANIC (panel analysis of nonstationarity in idiosyncratic and
common components) and CADF (cross-sectionally augmented Dickey-Fuller)
tests, which take almost the same form as Equation 1. We present the differences
compared to the CADF regression in Pesaran et al. (2013, eq.[19]) and then
discuss the implications of these differences for our analysis.
First, spatial and spatiotemporal lags in the dependent variable, respectively
WCt and WCt−1, are not accounted for (δ = η = 0). Consequently, Pesaran et
al.’s (2013) CADF test focuses on whether τ is equal to or smaller than 1. To
test for this, the model is reformulated as∆Ct = (τ−1)Ct−1+. . . = τ ′Ct−1+. . .,
after which it can be tested whether τ ′ is significantly smaller than 0 (station-
arity) or equal to 0 (unit root). Note that in line with this reformulation of the
model, C̄t is replaced by ∆C̄t and X̄kt by ∆X̄kt, which helps to deal with some
remaining serial correlation in the residuals. Second, instead of common coeffi-
cients across all units, coefficients are assumed to be unit-specific. By estimating
the coefficients of the N unit-specific regressions by OLS, a series of N t-values
is obtained for τ ′, one for each spatial unit. Next, it is investigated whether the
average t-value, which is negative since τ ′ is expected to be negative, is below
or above a certain critical value, respectively pointing to stationarity or a unit
root. These critical values are usually smaller than the common value of -1.96
at the 5% significance level and depend on the sizes of N and T , the number of
time lags considered (in this study limited to 1), and the number of independent
8Since there is discussion in the spatial econometrics literature whether the specific-to-
general or the general-to-specific approach is better, see Florax et al. (2003) and Mur and
Angula (2009), we use a mix of both approaches.
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variables in the model. Generally, these critical values fluctuate between -2 and
-3. In Pesaran et al. (2013) it is assumed that the common factors are station-
ary and thus do not have a unit root. However, if the dependent variable, i.e.
the consumption of cigarettes in Italy’s provinces over the observation period, is
nonstationary, so may be the cross-sectional averages of cigarette consumption
over time. Fortunately, Kapetanios et al. (2011) show that the extension of
cross-sectionally augmented econometric models to common factors that also
have unit roots, although not straightforward, lead to similar results.
One implication of these differences is that due to the inclusion of WCt
and WCt−1 (δ, η 6= 0) in Equation 1, we not only need to test whether τ ′ < 0
(τ < 1), but also whether δ + τ + η − 1 < 0 (δ + τ + η < 1). Yu et al. (2012)
and Elhorst (2014, Section 4.6) have demonstrated that the model set out in
Equation 1 becomes non-stable when the latter condition is not satisfied, or
when the restriction δ + τ + η = 1 cannot be rejected, even if δ + τ + η <
1. One notable example of overlooking this condition is Fogli and Veldkamp
(2011). In Table II of their study, they find that the response coefficient τ
of the temporal lag Ct−1 is 0.916 and η of the spatiotemporal lag WCt−1 is
0.570. Consequently, the sum of these two coefficients is greater than 1, i.e.,
the stationarity condition requiring that τ + η < 1 (note δ = 0 in this study)
is not satisfied, pointing to potential misspecification problems that have not
been identified. Unfortunately, there are no studies yet that have considered
the estimation of Equation 1 with unit-specific coefficients for all variables. The
most recent study of Aquaro et al. (2015) considers the extension of spatial
autoregressive models to the case where the spatial coefficients differ across the
spatial units, but these models are static rather than dynamic. Consequently,
an overview of critical values of the t-statistic of δ + τ + η − 1 < 0 for different
values of N and T is not available. In this study we will therefore report the
average t-statistic of Pesaran et al.’s (2013) CADF test obtained from unit-
specific regressions excluding WCt and WCt−1 variables, and the t-statistic of
δ + τ + η − 1 < 0 obtained when estimating Equation 1.
In line with Equation 1 and the regression set out in Pesaran et al. (2013,
eq.[19]) underlying their CADF test, one may consider two cross-sectional aver-
ages for the dependent variable C, one at time t and one at time t− 1, and one
for every independent variable Xk at time t. However, not all these common
factors are necessary to obtain stationarity. As Pesaran et al. (2013, section 4.1)
indicate, the number of common factors also depends on the number of inde-
pendent variables taken up in the model and the exponent of the cross-section
dependence, denoted by α. This exponent provides a characterisation of the
degree of cross-sectional dependence in terms of the rate at which the average
pair-wise correlation coefficient, also used to determine the CD-test, measured
over all N units varies with N if N goes to infinity (Bailey et al., 2016).9 They
find that ρ̄N = O(N2α−2). This implies that for values of α in the range of
[0,1/2), the average correlation coefficient tends to go to zero very fast, pointing
9For detailed formulas we refer to their paper. Gauss code to calculate the α-test are made
available in an online appendix to their paper.
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to local spatial dependence comparable to a spatial arrangement of the units in
the sample reflected by a binary contiguity matrix. Conversely, α = 1 points to
strong cross-sectional dependence and thus to the need to control for common
factors. Values in between indicate moderate to strong cross-sectional depen-
dence, where α = 3/4 reflects a turning point. For values in the range of [1/2,
3/4), the average correlation coefficient tends to go to zero slower than N but
faster than
√
N , pointing to local spatial dependence comparable to a spatial
arrangement of the units in the sample reflected by an inverse distance matrix
(see Lee, 2002 for a more detailed explanation of this
√
N condition). For values
of α in the range of [3/4, 1), the average correlation coefficient tends to go to
zero so slow, i.e. slower than
√
N , that each unit may say to affect all other
units. This still points to the presence of common factors.
In sum, the quest for stationarity consists of two steps, each consisting of
two tests. First, the α-test as well as the CD-test are used to see whether both
weak and strong cross-sectional dependence have been effectively covered by
the model, even if the number of common factors is limited. In this paper we
consider C̄t, C̄t−1, and C̄t in combination with C̄t−1 and X̄kt. The tests are
applied to both the raw data and the residuals of the model. Second, we use the
CADF-test and the stability test based on the restriction δ + τ + η − 1 < 0 to
see whether the observed cigarette consumption patterns over space and time
are stationary, depending on the common factors that have been taken up in
the model.
3 Data source and descriptive statistics
3.1 Data source
The data used in this paper have been collected from the annual budget re-
ports of the companies entrusted over time to manage the tobacco sector (Regía
Cointeressata dei Tabacchi during the franchise period of 1869-1883, and the
fully public Azienda dei Tabacchi during 1884-1913).10 The public monopoly
of tobacco was established in Italy since 1862, immediately after the political
unification of 1861. However, Venetia and Latium were annexed to Italy only in,
respectively, 1866 and 1870, as a result of which we do not have systematic data
for the eight provinces of Venetia and for Latium before 1870. In addition, Sicily
joined the Italian public monopoly only in 1877, as a result of which systematic
data for the seven Sicilian provinces for the years before 1877 are not available
either. This explains why our investigation period covers the years from 1877
to 1913, for a total of 37 years. The cross sectional units are the 69 Italian
provinces of the time. As detailed in Ciccarelli (2012), the historical sources on
tobacco in Italy refer to legal sales from local tobacco warehouses, distributed
uniformly across Italy’s territory. Since the data are reported in both physi-
cal (kilograms) and money terms (Italian lire), data on cigarette “consumption”
fully reflect legal sales of cigarettes at the provincial level. In addition, it is
10See Madson (1916, pp. 105-107) for details on the institutional settings.
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important to note that the price of cigarettes was fixed by the State at the na-
tional level, and that this variable is obtained by dividing, province by province
and year by year, the sales data in monetary terms (expenditure on cigarettes
in lire) by the sales data in physical terms (sales of cigarettes in kilograms).
Price differentials across provinces in a particular year, even though tobacco
prices were set at the national level, are due to quality differences, but generally
these differences are small. Data only available at the national level show in
particular that just four types of cigarettes (each of low quality) covered more
then 80 percent of the market, with a peak value above 95 percent in 1899.11 We
converted the nominal price of cigarettes in real terms using the cost of living
index reported in Fenoaltea (2011, p. 128). In addition, it should be noted that
for the historical period considered here, annual estimated values of income
at the regional or provincial level (respectively NUTS 2 and 3 units) are not
available. This is typical for historical studies where usually only benchmarks
estimates (usually decennial) of regional GDP are available, starting from the
second half of the nineteenth century. Therefore, in the present study we use as a
proxy for annual provincial income during 1877-1913 the same variable, based on
fiscal data, as is used in Ciccarelli and De Fraja (2014). Provincial income data
were also converted in real terms using the the cost of living index reported in
Fenoaltea (2011, p. 128). Finally, population and literacy data at the provincial
level for the years 1871, 1881, 1901, 1911 are from the population censuses, while
those for the remaining years were obtained by linear interpolation of provincial
figures.12
3.2 Spatio-temporal patterns
This section illustrates the evolution over time (1871-1913) and space (69 Italian
provinces) of the main variables included in the proposed dynamic model for
panel data of cigarette diffusion.
Panels A, B, C, and D of Figure 2 graph the temporal evolution of per
capita consumption of cigarettes in physical terms, the real price of cigarettes,
real income, and literacy rates of all 69 provinces in the sample. Except for
the price of cigarettes, each panel shows a clear rising trend. Panel A combines
the temporal pattern of per capita cigarette consumption at the national level
illustrated in Figure 1 and the spatial pattern across these provinces in different
years illustrated in Figure 3 (to be discussed shortly). It emerges that consump-
tion had the tendency to move together in the various provinces, but that the
degree of co-movement differs from one province to another. Turning to real in-
11The four types of cigarettes were the “spagnolette of 3rd quality” made of foreign tobacco;
the “spagnolette of 3rd quality” made of national tobacco including both the so called “mace-
donia” and the so called “virginia and maryland”; the “spagnolette of 4th quality” made of
national tobacco and usually called “nazionali”. The cigarettes “nazionali” were introduced
in 1890, the “virginia and maryland” cigarettes were introduced in 1897. In 1895, the man-
ufacturing of “spagnolette of 3rd quality” made of foreign tobacco was instead completely
abandoned.
12In 1891 the population census was not taken. See Ciccarelli and Weisdorf (2016) for a
long-term analysis of the historical evolution of literacy in Italian provinces.
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Figure 2. Consumption and price of cigarettes, income, and literacy rates:
provincial trends 1871-1913a
A) log of per capita consumption B) log of real price of cigarettes
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a Panels A and B: data for Sicilian provinces for the period 1871-1876 are not available.
come (illustrated in panel C), basic calculations show that it more than tripled
in the long run, and that after a period of growth during 1870-1890, the 1890s
marked a period of stagnation. However, over the period 1900-1913 income
increased at a particularly fast rate, especially so in selected provinces. The
rising trend of literacy rates (panel D) is tied to the gradual diffusion of a free
and mandatory primary public school system. The price of cigarettes, graphed
in panel B, increased by law with the reforms of 1878, 1885 and 1909-1910.
The price reform of 1878 was particularly severe and produced a reduction of
cigarettes sales of some 30 percent relative to 1877, when expressed in kg, and
of some four percent in money terms. However, the 1878 price reform was an
isolated case, and can essentially be interpreted as a first test of the elasticity
of demand for cigarettes run by policy makers, when the market was still of
limited size.13 Since the mid-1880s the rising trend reverted, and the price of
13This is clearly evident in the parliamentary proceedings of 1878, reporting tables of State’s
14
cigarettes reduced considerably, partly due to the replacement of hand-rolled by
machine-rolled cigarettes, which led to a considerable reduction in production
costs, and ultimately in the price of cigarettes.
Figure 3 illustrates, on a common scale based on the percentiles of the
pooled dataset, the spatial distribution of cigarettes consumption among Italian
provinces in selected years: 1871, 1881, 1901, and 1911. The maps show that the
territorial diffusion of cigarettes followed a clear North-South gradient. In 1871
Figure 3. Per capita consumption of cigarettes, selected years (kg)a



























a Data for Sicilian provinces are only available starting 1877. Class intervals based on the
percentiles (pc1; pc5; pc25; pc50; pc75; pc95; pc99) of the whole distribution of the pooled
data (all provinces, all years).
and 1881 cigarettes consumption in the South was negligible or relatively low,
as indicated by the prevailing light colours. At the beginning of the century the
expected profits for the years 1879-1883 induced by the price reform of 1878 (Camera dei
Deputati, 1878, pp. 13-19).
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distribution was instead rather uniform, confirming the rapid territorial spread
of cigarettes consumption. It is also interesting to note that that consumption
in 1911 was typically high in the provinces with the main city capitals, rein-
forcing a trend partly visible also in the previous years. Dark colours appear
in particular for the provinces of Turin, Milan, and Genoa in the North-West;
Venice in the North-East (at least up to 1901); Rome in the center, and Naples
and Palermo in the South.14
Overall, we observe in the data the same three stylized facts Halleck-Vega
and Elhorst (2016) found for unemployment rates in the Netherlands across
12 provinces over the period 1973-2013: (i) Cigarette consumption tends to be
strongly correlated over time. Based on Figure 1 and Figure 2 panel A, the level
of consumption in period t − 1 is a good predictor of the level of consumption
in period t; (ii) the level of consumption at the provincial level parallels its
counterpart at the national level. Based on Figure 2 panel A, the level of
consumption at the national level is a good predictor of the consumption at the
provincial level; (iii) the levels of consumption at the provincial level are locally
correlated across space. Based on the local clustering of provinces in Figure 3,
the levels of consumption in the neighbors of a particular province are a good
predictor of the level of consumption in that province itself. The main difference
with Halleck-Vega and Elhorst (2016) is that the data in this study are anything
but stationary, one of the main characteristics of diffusion processes. Whether
the model proposed in Equation (1) can adequately describe these data is the
topic of the next section.
4 Empirical findings
We first test for cross-sectional dependence using Pesaran’s (2015a) CD-test
based on the consumption patterns of the 69 provinces over the period 1877-
1913 (N=69, T=37). The result is 190.42 with an average pairwise correlation
coefficient of 0.89. This outcome is highly statistically significant, indicating
that cross-sectional dependence needs to be accounted for. The exponent α-test
of Bailey et al. (2015) amounts to α = 1.002 with standard error 0.018, which
points to the existence of strong cross-sectional dependence, and thus the need
to control for common factors. When testing for stationarity using the CADF
test (for the moment without common factors), we find a t-value of the negative
outcome for τ ′ of only -0.159, indicating that the hypothesis of stationartity
needs to be rejected in favor of a unit root.
Table A1 in the appendix reports the correlation matrix between the inde-
pendent variables and their spatially lagged counterparts. Generally, these vari-
ables do not highly correlate with each other, except for the price of cigarettes
14In June 1911, when the population census was taken, the population in Italy amounted to
34,671,377 individuals. The provincial percentage shares of the five most populated provinces
were as follows: Milan (4.98 %), Naples (3.78 %), Rome (3.76 %), Turin (3.50 %), and Genoa
(3.03 %). The average provincial population was 502,484, while the minimum was 129,928
(Sondrio), and the maximum was 1,726,548 (Milan).
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in the own province with that in neighboring provinces (0.977), and the level
of education in the own province with that in neighboring provinces (0.934).
The first correlation is explained by the fact that prices are set by the State at
the national level. The reason that the coefficient is close to but not equal to
1 is due to minor quality differentials (see Section 3). The second correlation
is due to the limited information that is available to construct data series on
education. At four points in time (1871, 1881, 1901, and 1911, corresponding
to the census years) we observe variation across space, but this is apparently
insufficient to discriminate between the impact of education caused by the own
region and that by neighboring regions. Hence, both the price of cigarettes and
the level of education observed in neighboring provinces have been left aside in
this study.
The last column of Table 1 reports the results of the model specification pro-
posed in Equation 1 and the first five columns the results of five simpler model
specifications to test the sensitivity of the proposed model to potential alterna-
tives. Step by step we will show why these simpler models, which have been
considered in many previous studies before, fall short and why the proposed
model specification suffices. Models 1 and 2 embody the dynamic spatial panel
data model without common factors (Γ = Π = 0) but with time-period fixed
effects, representing the common approach characterizing the spatial economet-
rics literature. The specification of the spatial weight matrix W in model 1
takes the form of a binary contiguity (BC) matrix and in model 2 of an inverse
distance (ID) matrix. In both cases, non-stationarity appears to be a problem.
On adopting the ID matrix, the sum of the serial, spatial, and spatiotem-
poral autoregressive coefficients, τ + δ + η, of the variables Ct−1, WCt, and
WCt−1 turns out te be 1.100. Consequently, τ + δ + η − 1 is greater rather
than smaller than 0 and the corresponsing t-value of 0.805 positive rather than
negative. This result pointing to non-stationarity does not really come as a sur-
prise. Most studies adopt a sparse binary contiguity matrix rather than a dense
inverse distance matrix when modeling diffusion processes (see Section 2.1). In
an overview study of 29 marketing studies using spatial econometric methods,
Elhorst (2017) finds that a vast majority adopts the BC matrix, especially when
focusing on diffusion processes. This is perfectly in line with the proposed spatial
econometric specification. The BC matrix specifies which units are neighbors
of the leading regions where new ideas or habits are born. The provinces where
per capita cigarette consumption started to rise first and remained (almost)
constantly above twice the national average are Leghorn, Naples and Venice.
The coefficients δ and η in Equation 2 on their turn measure the propagation
of this habit from one province to another, i.e., from the leading region to their
neighbors, to the neighbors of these neighbors, and so on.
On adopting the BC matrix (model 1), the sum of the three coefficients is
smaller than 1 (0.985), but the t-value of -1.555 regarding τ +δ+η−1 indicates
that the hypothesis of stationarity still needs to be rejected in favor of a unit
root. The explanation for these findings is that the controls for time period
effects are not sufficient to adequately cover the non-stationarities caused by
the diffusion process. Halleck-Vega and Elhorst (2016) demonstrate that time-
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Table 1. Estimation resultsa
M1 M2 M3 M4 M5 M6
Ct−1 (τ) 0.912 0.880 0.861 0.967 0.811 0.828
(101.03) (101.33) (47.87) (44.75) 39.44 (61.31)
WCt (δ) 0.435 0.672 -0.230 -0.234 -0.242 -0.236
(16.08) (26.29) (-8.61) (-8.70) (-9.11) (-8.64)
WCt−1 (η) -0.362 -0.452 -0.230 0.144 -0.265 0.183
(-12.67) (-9.88) (-7.69) (3.54) (-8.64) (6.06)
Income (β2) -0.074 -0.051 -0.081 0.020 -0.026 0.019
(-2.78) (-1.93) (-1.68) (0.35) (-0.45) (0.50)
Price (β1) -0.124 -0.154 0.345 -0.225 0.157 -0.088
(-2.32) (-2.67) (6.81) (-3.52) (1.62) (-2.28)
Education (β3) -0.062 0.034 -1.210 2.012 -5.930 0.170
(-0.41) (0.20) (-5.56) (7.57) (-6.18) (1.05)
W× Income (θ1) 0.140 0.372 0.041 0.809 0.542 0.066
(3.81) (3.52) (0.63) (10.42) (5.53) (1.35)
R2 corrected 0.857 0.840 0.993 0.991 0.994 0.996
Spatial effects (µ) YES YES YES YES YES YES
Time dummies (ξ) YES YES NO NO NO NO
Common factors (Γ,Π) NO NO C̄t C̄t−1 C̄t, X̄t C̄t, C̄t−1
CADF-test (t-value) -2.388 -2.388 -1.507 -0.164 -1.836 -2.596
τ̂ + δ̂ + η̂ − 1 -0.015 0.101 -0.598 -0.125 -0.697 -0.225
(-1.55) (0.81) (-27.87) (-4.55) (-30.66) (-30.32)
CD test (residuals) -0.407 -3.098 65.807 162.160 55.066 -1.894
α-test 0.643 0.674 0.877 0.542 0.896 0.591
(standard error) (0.042) (0.046) (0.093) (0.055) (0.026) (0.100)
a Bias-corrected ML estimates (Yu et al., 2008). Common factors and spatial fixed effects are
not reported for reason of space. t-values in parenthesis. Models 1, and 3-5 (M1, M3-M6)
use a normalized binary contiguity W matrix, model 2 (M2) a normalized inverse distance W
matrix. When evaluating the sum τ̂ + δ̂ + η̂ − 1, numbers need not add up due to rounding.
period fixed effects are a special case of common factors with Γ1 = γιN and
Γ2 = 0, i.e. the first common factor at time t with unit-specific coefficients
is replaced by a time dummy with a common coefficient γ for all regions and
the second common factor is set to zero. Apparently, this simplification is too
restrictive to obtain a stable model. This also follows from the results obtained
for the R2, which for models 1 and 2 is substantially smaller than for the models
including common factors to be discussed below.15
The CD-test applied to the residuals of models 1 and 2 are respectively
−0.407 for the BC matrix and −3.016 for the ID matrix. Although the CD
15This R2 does not include the contribution of WCt; instead it determines the explanatory
power of the reduced form equation obtained by moving δWCt from the right to the left hand
side of Equation 1 and multiplying both sides by the spatial multiplier matrix (IN − δW )−1.
See Elhorst (2014, section 3.5.1 for details).
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has not been developed as a device for selecting the right W matrix, it can
nonetheless be interpreted as another result demonstrating that the BC matrix
outperforms the ID matrix. When the CD matrix is adopted and spatial lags
are accounted for in the dependent variable and the independent variables, we
no longer find evidence in favor of any additional cross-sectional dependence.
By contrast, when the ID matrix is adopted, not all cross-sectional dependence
appears to be covered. In addition, the R2 of model 1 based on the BC matrix
is greater than that of model 2 based on the ID matrix. We therefore no longer
consider the ID matrix, but only the BC matrix.
Model 3 represents the dynamic spatial panel data model with controls for
common factors of the dependent variable at time t only. It generalizes model
1 in that the common factor Γ1 has unit-specific coefficients rather than a com-
mon coefficient for all units. For this reason we do not longer control for time
dummies (see Table 1) since their impact is covered by the common factor.
Taking them up both would cause perfect multicollinearity. One reason to con-
trol for one common factor at time t only rather than at both time t and time
t− 1 might be to reduce the number of parameters to be estimated. The model
already contains N unit specific-intercepts µ, each additional common factor im-
plies another set of N parameters to be estimated. To avoid that this number
grows too large, more common factors at time t−1 (or at time t, see below) may
be left aside. The results show that this is an extremely effective way to obtain
a stable model, the sum of the coefficients τ , δ and η falls to 0.402, which is
significantly smaller than 1, but the downside is that the CD-test applied to the
residuals of this model takes a significant value of 65.807, and the α-test a value
of 0.877 which is still in the range of [3/4, 1). These results indicate that this
model does not account for both weak and strong cross-sectional dependence
effectively.
A similar result is obtained when controlling for a common factor at time t−1
only, represented by model 4. With t-values of only -1.507 and -0.164 the CADF-
tests point out that the stationairity condition is not satisfied when either C̄t or
C̄t−1 is controlled for, while the CD-test statistic with a value of 162.16 if C̄t is
left aside still points to additional strong cross-sectional dependence among the
residuals. The same happens to model 5, i.e. when cross-sectional averages of
the dependent and the independent variables are controlled for at time t only.
The parameter estimates and the test statistics are very similar to those of
model 3, indicating that this model, just as model 3, does not account for both
weak and strong cross-sectional dependence effectively. Only in model 6, when
common factors of the dependent variable at both points in time are controlled
for, we obtain an insignificant CD-test statistic of -1.894 and an α-test of 0.591
below the turning point of 3/4 indicating that both weak and strong cross-
sectional dependence have been adequately tackled, as well as a t-value of -2.596
for the CADF test and of -12.555 regarding the stationary condition δ+τ+η−1 <
0 indicating that the hypothesis of stationarity no longer needs to be rejected
in favor of unit root. Interestingly, these results are in line with the approach
developed by Halleck-Vega and Elhorst (2016) simultaneously accounting for
serial dynamics and both weak and strong cross-sectional dependence within
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one framework, generalizing the two-stage estimation procedure pioneered by
Bailey et al. (2016). According to this approach cross-sectional averages of the
dependent variable both at time t and t− 1 need to be controlled for; not doing
so leads to a misspecified model.
Another way to look at cross-sectional dependence and stationarity is to
consider the coefficient estimates of the different models and the direct and
spillover effects derived from them. Not effectively accounting for cross-sectional
dependence and stationarity may lead to spurious and thus counterintuitive
results, as we will show below.
Korniotos (2010) interprets the coefficients of the temporal and space-time
lags of the dependent variable (Ct−1 and WCt−1) as measures of what he calls
the relative strength of internal and external habit persistence, where external
habit persistence reflects the information citizens of a particular region pick up
from their neighbors, in this case an upcoming trend to smoke cigarettes. Both
the internal and external habit persistence parameters are therefore expected
to be positive, which is the case for models 4 and 6, but not for models 1,
2, 3, and 5. Table 2 reports the estimated short-term and long-term effects
derived from the coefficient estimates of model 6 using Equation 2. The results
are plausible since they are in line with standard economic theory.16 The total
Table 2. Short-term and long-term direct and spillover effectsa
MODEL 6: Common factors C̄t and C̄t−1 included
short-term long-term
direct indirect total direct indirect total
income 0.015 0.055 0.070 0.076 0.309 0.385
(0.37) (1.16) (2.24) (0.31) (1.07) (2.20)
price -0.089 0.018 -0.071 -0.537 0.145 -0.392
(-2.38) (2.30) (-2.38) (-2.25) (1.49) (-2.32)
educ 0.176 -0.035 0.141 1.056 -0.280 0.775
(1.06) (-1.05) (1.06) (1.05) (-0.87) (1.05)
a Model based on binary contiguity matrix. t-values in parenthesis.
income elasticity in the short-term amounts to 0.070 and in the long-term to
0.385. If income increases people consume more cigarettes, like a normal good.
Both numbers are also statistically significant. The own effect and the spillover
effect of income are also positive, though insignificant. The total price elasticity
in the short-term is -0.071 and in the long-term it is -0.392. If prices increase,
people reduce their consumption, as expected. In contrast to income, not only
the total effect is significant, but also the direct effect and the spillover effect.
If the price of cigarettes rises in the own province, consumption falls by 0.089 in
the short-term and by 0.537 in the long-term. However, this fall is compensated
by a positive spillover effect of 0.018 in the short-term and 0.145 in the long-
16For the sake of completeness, the results for the other models are reported in Table A2 of
the Appendix.
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term. This spillover effect can be interpreted as a substitution effect and is
in line with studies that investigated cigarette consumption in 46 U.S. States
over the period 1963-1992 discussed in Section 2.1. Since prices are set by the
State in principle, this substitution effect should be read here as quality rather
than price substitution. In sum, it may concluded that cigarettes have been
experienced as a normal consumption good at the time of their introduction in
Italy.
The proposition that the better educated, here measured by the literacy
rate, were the first to start smoking, suggested by Panels A and D of Figure 2,
is neither rejected nor corroborated by the effects estimates. Although the short-
term and long-term direct and total effects are positive, neither of these effects
appears to be significant. The explanation might be that the relation between
education and cigarettes consumption is driven by both positive and negative
effects. The relation may be expected to be positive since cigarettes represented
a new trendy good at the time of their introduction, thereby meeting the social
needs of educated people, but negative on the ground that the better educated
people were aware of the negative consequences of smoking to their health. For
example, the Italian Parliament considered approving a law banning cigarettes
smoking to the young in 1907 (Ciccarelli and De Fraja, 2014, p. 167). However,
apart from the fact that the law was not approved, it seems safer to claim that
in 19th century there was no generalized public awareness yet of the negative
consequences of smoking for health.
Importantly, these plausible results could only be achieved by controlling for
common factors at both time t and t− 1. If common factors are not controlled
for (model 1, Table A2), we would conclude that the short-term direct effect of
income is negative and significant, and that all the short-term effects and the
long-term total effect of education although not significant are also negative.
If common factors are controlled for but only at time t (model 3 or model 5),
we would conclude that the short-term and long-term total effects of education
are not only negative but also significant. These results are counterintuitive.
Finally, if common factors are controlled for but only at time t − 1 (model
4), we would indeed conclude that the impact of education is strongly positive
and significant. On the other hand, the opposite signs and the relative large
magnitudes of the direct and spillover effects found for education, as well as
income, in model 4 point to misspecification problems, as have been identified
earlier by the CADF-test and the CD-test on the residuals of this model.
Finally, we have estimated the extent to which each province responds to
the national trend. These parameters, which are region-specific and denoted by
γ, can be found either be dividing the elements of Γ1 by 1 − δ or by dividing
the elements of Γ2 by −τ − η. Halleck-Vega and Elhorst (2016) provide the
details behind these calculations and also show that these calculations produce
significantly different results. In this paper we used the latter method, since it
is based on the relative strength of both internal and external habit persistence
(Korniotis, 2010), which were both found to be positive and significant. Studies
controlling for common factors have the tendency not to report the γ parameter
estimates, probably because of their large number. This is a pity since they
21







a The map reports the 69 coefficients of the diagonal matrix Γ2, scaled by (−τ −η). Numbers
less than 1 denote trendsetters and are represented in the map by light colours, while those
greater than 1 denote trend followers and are represented in the map by dark colours.
throw more light on the problem at hand. In line with Figure 3, provinces turn
out to be trendsetters if γ < 1, and trend followers if γ > 1. As illustrated by
Figure 4, the general picture we find is that provinces with major urban centers
like Palermo and Naples in the South, Rome and Florence in the Center, and
Genoa, Turin, Milan, and Venice in the North are trendsetters. Low density
rural provinces located in the Central and Southern Apennines, but also those
located along the Po Valley, are instead typically trend followers.
5 Conclusion
To model diffusion processes characterized by non-stationary data, a dynamic
spatial panel data model with common factors is proposed. This model is used
to provide a better understanding of the propagation over space and time of
cigarette demand in 69 Italian provinces over the period 1877-1913. The rapid
diffusion of cigarettes was sustained by both supply and demand factors. On the
one hand, technological progress induced by the replacement of hand-rolled by
machine-rolled cigarettes implied a considerable reduction in production costs,
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and ultimately in the price of cigarettes. On the other hand, the rapid increase in
real income, especially pronounced after the turn of the century also contributed
to sustaining the demand for cigarettes. The observations that cigarettes rep-
resented a new and trendy product at the turn of the 19th century in Italy
and that the data over this period are not stationary make the modeling of its
diffusion process an interesting and challenging topic of research.
The Pesaran (2015a) CD-test and the exponent α-test of Bailey et al. (2015)
show that both weak and strong cross-sectional dependence are important drivers
of the propagation of cigarette demand over space and time and thus should be
accounted for. If common factors are accounted for but only at one particu-
lar point in time rather than both t and t − 1, the Pesaran CD-test applied
to the residuals of the model points to additional cross-sectional dependence,
indicating that weak and strong cross-sectional dependence and the mutual rela-
tionship between them using this setup are still not modeled adequately. Only
when common factors at both points in time are controlled for, we obtain a
model whose residuals are free of any additional cross-sectional dependence,
and a model that is stationary in the sense that both the condition τ + δ+η−1
in the dynamic spatial panel data model and τ ′ = τ − 1 in Pesaran et al.’s unit-
specific regressions of this model (excluding the variables WCt and WCt−1) are
significantly smaller than 0.
The estimation results obtained when using the proposed model show that
cigarettes are a normal good. The income elasticity amounts to a significant
value of 0.385 in the long-term and the price elasticity to a significant value
of -0.392 in the long term. The long-term direct effect of a price increase in a
region itself is 0.537, while the spillover effect to other regions is 0.145. The
latter two elasticities are also significant. The positive spillover effect is in line
with other spatial econometric studies which investigated cigarette demand in
the U.S. states over a more recent period. Although both cigarette consumption
and the level of education measured by the literacy rate increased considerably
over the observation period, the relationship between them, although positive,
is not found to be significant.
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Appendix
Table A1. Correlation matrixa
price income educ W*price W*income W*educ
price 1.000
income 0.116 1.000
education -0.192 0.330 1.000
W*price 0.977 0.026 -0.220 1.000
W*income 0.047 0.223 0.258 0.084 1.000
W*educ -0.244 0.156 0.934 -0.246 0.345 1.000
a W = binary contiguity matrix.
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Table A2. Short-term and long-term direct and spillover effectsa
MODEL 1: No common factors, but time dummies included
short-term long-term
direct indirect total direct indirect total
income -0.059 0.175 0.116 5.845 -4.163 1.683
(-2.31) (3.40) (2.11) (0.03) (-0.02) (0.02)
price -0.132 -0.088 -0.220 -8.560 5.899 -2.660
(-2.34) (-2.28) (-2.33) (-0.04) (0.02) (-0.02)
educ -0.058 -0.038 -0.096 11.690 -13.338 -1.647
(-0.38) (-0.37) (-0.37) (0.03) (-0.03) (-0.02)
MODEL 3: Common factor C̄t included
short-term long-term
direct indirect total direct indirect total
income -0.082 0.049 -0.034 0.611 -0.681 -0.070
(-1.67) (0.82) (-0.84) (0.04) (-0.04) (-0.84)
price 0.352 -0.070 0.282 -1.715 2.296 0.581
(7.17) (-5.44) (7.26) (-0.02) (0.03) (6.85)
educ -1.214 0.242 -0.972 4.845 -6.848 -2.003
(-5.50) (4.64) (-5.52) (0.02) (-0.03) (-5.31)
MODEL 4: Common factor C̄t−1 included
short-term long-term
direct indirect total direct indirect total
income -0.029 0.704 0.676 -15.496 22.532 7.036
(-0.48) (9.24) (13.27) (-0.02) (0.03) (4.03)
price -0.233 0.047 -0.186 -6.235 4.303 -1.932
(-3.56) (3.27) (-3.54) (-0.01) (0.01) (-2.72)
educ 2.052 -0.413 1.639 32.649 -15.596 17.053
(7.61) (-5.59) (7.68) (0.01) (-0.00) (3.75)
MODEL 5: Common factors C̄t and X̄kt included
short-term long-term
direct indirect total direct indirect total
income -0.060 0.478 0.418 -0.257 1.001 0.745
(-1.04) (5.73) (5.23) (-0.01) (0.03) (5.23)
price 0.162 -0.033 0.128 0.318 -0.091 0.278
(1.61) (-1.58) (1.61) (0.10) (-0.01) (1.62)
educ -6.044 1.254 -4.790 -29.596 21.063 -8.534
(-6.29) (5.11) (-6.33) (-0.04) (0.03) (-6.38)
a This table reports the estimated short-term and long-term direct and spillover effects for
models M1, M3, M4, and M5 for the sake of completeness. As explained in the main text,
estimates from model M6 are preferable. All models are based on binary contiguity matrix.
t-values in parenthesis. Results of Model 2 based on the inverse distance matrix are not
reported due to instability found in Table 1. The results of Model 1 are reported for reasons
of comparison, despite their instability. 25
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