ABSTRACT In this paper, a novel variational Bayesian-based adaptive Kalman filter (VBAKF) is proposed to solve the problem of a linear state-space model with colored measurement noise and inaccurate noise covariance matrices. The filter problem of a linear state-space model with colored measurement noise and inaccurate noise covariance matrices is transformed into the filtering problem of a linear state-space model with white measurement noise and inaccurate noise covariance matrices using measurement differencing method and state augmentation approach. The augmentation state vector, corresponding predicted error covariance matrix and covariance matrix of white measurement noise are jointly estimated based on the variational Bayesian approach. The ability of addressing the colored measurement and inaccurate noise covariance matrices is demonstrated in the simulation of a target tracking example.
I. INTRODUCTION
Kalman filter (KF) has been widely used in many engineering applications, where KF assumes that the noise covariance matrices are accurately known and invariant. However, in many applications with inaccurate noise covariance matrices, the performance of KF may degrade [1] - [3] . The variational Bayesian(VB)-based adaptive Kalman filter (VBAKF) is an excellent solution to solve this problem [4] , [5] . The inaccurate and slowly varying process noise covariance matrix (PNCM) and measurement noise covariance matrix (MNCM) can be estimated by the existing VBAKF with choosing an appropriate conjugate prior distribution [6] - [10] . Since the existing VBAKF is specifically designed for white measurement noise, the performance of existing VBAKF may be degraded for the case of colored measurement noise.
Although the VBAKF problem with colored measurement noise and inaccurate PNCM and MNCM can be transformed into the VBAKF problem with one-step delayed state and inaccurate PNCM and MNCM by using existing measurement differencing method, it will bring two problems. Firstly, the existing VBAKF cannot be used to deal with the problem of a linear state-space model with one-step delayed state, since the measurements of the constructed state-space model after measurement differencing at the current time not only depend on the state at the current time, but also rely on the state at the previous time [11] . Secondly, the predicted error covariance matrix (PECM) of augmentation state vector cannot be inferred by the existing VBAKF, since during the process of updating the PECM of augmentation state vector, not only the estimation of PECM is needed but also the known information from the last time is required.
In this paper, a novel VBAKF is proposed to solve the filtering problem of a linear state-space model with inaccurate noise covariance matrices and colored measurement noise. Firstly, the adaptive Kalman filtering problem with one-step delayed state and inaccurate PNCM and MNCM after measurement differencing is transformed into a standard adaptive Kalman filtering problem with inaccurate PNCM and MNCM based on the state augmentation approach. Secondly, a novel VBAKF is designed of white measurement noise by choosing prior informations for the PECM of augmented state vector and the covariance matrix of white measurement noise, and the augmentation state vector together with PECM of augmented state vector and the covariance matrix of white measurement noise are inferred. Finally, the efficiency and superiority of the proposed adaptive Kalman filter with colored measurement noise and inaccurate noise covariance matices, as compared with existing method, are shown in the simulation of a target tracking example.
II. PROBLEM FORMULATION
Consider a linear state-space model given as follow
where k is the discrete time index, F k ∈ R n×n and H k ∈ R m×n are respectively known as state transition matrix and observation matrix, x c k ∈ R n denotes the state vector, and z k ∈ R m denotes the measurement vector, and w k ∈ R n denotes the Gaussian process noise vector with zero mean vector and covariance matrix Q k , and v k ∈ R m denotes the colored Gaussian measurement noise vector with zero mean vector and covariance matrix R k . In this paper, it is assume that the initial state vector x 0 , v k and w k are mutually independent. The first order autoregressive model of v k is formulated as
where ψ k−1 denotes a known correlation parameter, and ξ k is a white Gaussian noise, which is modeled as follows
where N(·; µ, ) denotes the Gaussian probability density function (PDF) with mean vector µ and covariance matrix , and M k is a MNCM. In order to solve the VBAKF problem with colored measurement noise, the colored measurement needs to be transformed into white measurement by using the measurement differencing method as follow
where y k is a reconstruceted white measurement. Based on (5), a new measurement equation with white measurement noise ξ k can be constructed as follow
and G k and ζ c k are respectively a new measurement matrix and augmentation state vector at time k. The VBAKF problem with one-step delayed state and inaccurate PNCM and WMNCM after measurement differencing is transformed into VBAKF problem with inaccurate PNCM and MNCM based on the state augmentation approach.
However, the existing filter is no longer suitable for the filtering problem in models (1)- (7) . The specific reasons are as follows: In the case of colored measurement noise, y k depends on not only x c k being the current state vector but also x c k−1 being the previous state vector. Therefore, a novel adaptive Kalman filter based on state augmentation approach and variational Bayesian approach will be proposed in this paper to solve the filtering problem with colored measurement noise and inaccurate noise covariance matrices.
III. MAIN RESULTS

A. CHOICES OF PRIOR INFORMATION
Firstly, the likelihood PDF p(y k |ζ c k , M k ) can be formulated as
Secondly, the one-step predicted PDF p(ζ c k |y 1:k−1 , P cζ ζ k:k−1 ) approximated as a Gaussian distribution is formulated as
whereζ c k|k−1 and P cζ ζ k|k−1 respectively denote the one-step predicted of augmented state and the PECM of augmented state, they are given bŷ 
where P c k−1,k|k−1 can be obtained through (14) [12] . The symmetric positive definite random matrix C of dimension m × m is assumed to has an inverse Wishart distribution IW(C; µ, ) with degrees of freedom (dof) µ and inverse scale matrix formulated as IW(C; µ,
, where m (·) denotes the m−variate gamma function [12] . If C ∼ IW(C; µ, ), then [12] . In this paper, the prior distributions p(P cζ ζ k|k−1 |y 1:k−1 ) and p (M k |y 1:k−1 ) are assumed to be inverse Wishart PDFs, i.e.,
We need to determine P (17) where P c k|k−1 is the mean value of P c k|k−1 set as the nominal PECM, i.e.,
where Q k−1 denotes the nominal PNCM of the proposed filter. Lett
where τ c denotes a tuning parameter, and exploiting (19) in (17) we haveT
According to the Bayesian theorem, the prior distribution
Since the prior distribution p(M k−1 |y 1:k−2 ) of WMNCM M k−1 is described as an inverse Wishart PDF in accordance with (16) , the posterior PDF p(M k−1 |y 1:k−1 ) can be also updated as an inverse Wishart PDF, i.e.,
It is difficult to obtain the forward predictive distribution p(M k |M k−1 ) in practical applications. To guarantee p(M k |y 1:k−1 ) being an inverse Wishart PDF, we need to determine the prior parametersû c k|k−1 as folloŵ
where ρ c ∈ (0 1] denotes the forgetting factor. We consider the initial WMNCM M 0 as an inverse Wishart distribution with the dofû c 0|0 and inverse scale matrixÛ c 0|0 as well, i.e., p(M 0 ) = IW(M 0 ;û c 0|0 ,Û c 0|0 ). In order to obtain the conjugate prior for initial WMNCM, the initial nominal WMNCMM 0 , denoting the mean value of M 0 , will be determined as followÛ 
by the using VB approach, i.e., [14] , [15] (26) we infer q(ζ c k ) together with q(P cζ ζ k|k−1 ) and q(M k ) through minimizing the Kullback-Leibler divergence (KLD) approach, i.e., [14] , [15] 
where
p(x) dx represents the KLD between PDF q(x) and PDF p(x). We can obtain the following equation satisfying the optimal solution for (27) [15] :
where E[·] represents the expectation operation, and log(·) denotes the logarithmic function, and θ is an arbitrary element of , and (−θ) is the set of all elements in except for θ , and c θ denotes the constant with respect to variable θ . In this paper, we use the fixed-point iteration approach to solve the problem that q(ζ c k ), q(P cζ ζ k|k−1 ) and q(M k ) are coupled [14] , [15] . The iterations converge to a local optimum of (28).
Since (1)- (9), (15) and (16) are conditional independence, we assume that the joint PDF p( , y 1:k ) can be formulated as
Employing (8)- (9) and (15)- (16) in (30) obtains
Exploiting (31), log p( , y 1:k ) is given by log p( , y 1:k )
Let θ = P cζ ζ k|k−1 and using (32) in (28) obtains
where q (i+1) (·) is the approximation of PDF q(·) at the i + 1 iteration, and A
Exploiting (33), q (i+1) (P cζ ζ k|k−1 ) can be updated as follows:
Let θ = M k and employing (32) in (28) obtains
Let θ = ζ c k and employing (32) in (28) results in
The modified one-step predicted PDF p (i+1) (ζ c k |y 1:k−1 ) and likelihood PDF p (i+1) (y k |ζ c k ) can be defined as follows
where the modifiedP
Note that P c k−1,k|k−1 can be obtained through (14) and P c k−1|k−1 can be obtained at time k − 1, so we can obtaiñ P cζ ζ (i+1) k|k−1 as follows
Employing (46), (47), (49) and (50) in (43) yields
where c
being the normalizing constant can be obtained as follow
whereζ c(i+1) k|k and P
c(i+1) k|k
can be obtained bŷ
wherex c(i+1) k|k and P
can be obtained as follows
k−1|k and P
c(i+1)
k−1|k are formulated as
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The covariance matrix P
After fixed point iteration N , the posterior PDFs q(ζ c k ), q(P cζ ζ k|k−1 ), and q(M k ) can be approximated as
The proposed VBAKF consists of time update (10), (12), (14), (17) Remark 1: The number of iterations N determines not only the estimation accuracy but also the implementation time. When the number of iterations N increases, the better estimation accuracy is achieved but the more implementation time is required. Since the higher dimensions of the state and measurement vectors bring the more inaccurate information of the PECM of augmented state vector P cζ ζ k|k−1 and MNCM M k , an increasing number of iterations is required. It is suggested that we should select a sufficiently large value for the number of iterations to guarantee that the fixed-point iterations converge to a local optimum in practical applications.
IV. SIMULATIONS
We consider a target tracking simulation scenario with colored measurement noise and inaccurate noise covariance matrices. The target positions information with colored noise is observed by a sensor, and it is a moving model in two-dimensiona(2-D) space. The state is defined as x k [x k y kẋkẏk ], where x k ,ẋ k , y k andẏ k respectively denote the position in X axial and corresponding velocity, and the position in Y axial and corresponding velocity [16] , [17] . F k−1 and H k are respectively given as follows
where t = 1s denotes the sampling interval and I n is the n-D identity matrix. According to [16] , the true PNCM Q k is formulated as follows
Algorithm 1 The proposed VBAKF With Colored Measurement Noise and Inaccurate Noise Covariance Matrices Algorithm
Inputs:
19.x c(i+1) k|k
(Continued.) The proposed VBAKF With Colored Measurement Noise and Inaccurate Noise Covariance Matrices Algorithm
According to (3), the true MNCM R k and the true WMNCM M k are given by
The filter measurement noise correlation parameter ψ k−1 is given by
According to (7), (73) the new observation matrix G k is given by
Since we can't obtain the information of the true PNCM Q k and true MNCM R k , we use the the nominal PNCM selected asQ k = αI 4 and MNCM selected asR 0 = βI 2 instead of the true PNCM Q k and true MNCM R k . Similar to the proposed VBAKF, the implementation details of KF with colored measurement noise is shown in Algorithm 2.
In this simulation, the Kalman filter with nominal covariance matricesQ k andR 0 (KFNCM), the Kalman filter with true covariance matrices Q k and R k (KFTCM), the existing VBAKF for estimating PECM P k and MNCM R k (VBAKF-PR) [4] , and the proposed VBAKF for estimating PECM P k through ASPECM P ζ ζ k and WMNCM M k are tested. The simulation parameters are shown in Table 1 . All algorithms are coded with MATLAB on a computer with Intel Core i5-3470 CPU.
Algorithm 2 The KF With Colored Measurement Noise Algorithm
Inputs: The RMSEs and the averaged RMSEs (ARMSEs) of position are defined as follows is inferred based on variational Bayesian method at the Fig. 1 shows the simulation result that the proposed VBAKF has better performance than the existing VBAKF-PR and KFNCM of estimating position and velocity. Fig. 2 shows the simulation results that the estimated PNCM and CMNCM of the proposed VBAKF are more accurate than the existing VBAKF-PR and KFNCM. The ARMSE pos , ARMSE vel and the implementation times in a single step run of the existing filters and the proposed filter are respectively shown in Table 2 .
According to the results in Fig.3-Fig.4 , they are obvious that the proposed VBAKF outperforms existing VBAKF-PR when N ≥ 5. The RMSEs of position and velocity with τ = 2, 3, 4 are respectively shown in Fig. 5 -Fig. 6 . Since the existing VBAKF-PR with τ = 4 diverges, its simulation result is not shown. Fig. 5 -Fig. 6 show the simulation results that the proposed VBAKF has better performance than existing VBAKF-PR for estimating position and velocity when τ = 2, 3, 4.
The RMSEs of position and velocity with ρ = 0.95, 0, 97, 0, 99 are respectively shown in Fig. 7 -Fig. 8 . Since the existing VBAKF-PR with ρ = 0.95 diverges, its simulation result is not shown. Fig. 7 -Fig. 8 show that the proposed VBAKF with ρ = 0.95, 0, 97, 0, 99 has higher estimation accuracy than existing VBAKF-PR for estimating position and velocity.
V. CONCLUSION
In this paper, a novel VBAKF algorithm was proposed for linear state-space models with inaccurate PNCM and CMNCM, where the state together with ASPECM and WMNCM were inferred by VB approach. Simulation results show that the proposed VBAKF has better performance than existing VBAKF-PR for estimating position and velocity. 
The mean vectorx
k−1|k and covariance matrix P c(i+1) k−1|k are formulated as
The covariance matrix P 
Substituting (94) and (95) into (91), and with the predicted measurement PDF p(y k |y k−1 ) formulated in (88), we obtain 
