Shape corrections to the standard approximate Kohn-Sham exchange-correlation ͑xc͒ potentials are considered with the aim to improve the excitation energies ͑especially for higher excitations͒ calculated with time-dependent density functional perturbation theory. A scheme of gradient-regulated connection ͑GRAC͒ of inner to outer parts of a model potential is developed. Asymptotic corrections based either on the potential of Fermi and Amaldi or van Leeuwen and Baerends ͑LB͒ are seamlessly connected to the ͑shifted͒ xc potential of Becke and Perdew ͑BP͒ with the GRAC procedure, and are employed to calculate the vertical excitation energies of the prototype molecules N 2 , CO, CH 2 O, C 2 H 4 , C 5 NH 5 , C 6 H 6 , Li 2 , Na 2 , K 2 . The results are compared with those of the alternative interpolation scheme of Tozer and Handy as well as with the results of the potential obtained with the statistical averaging of ͑model͒ orbital potentials. Various asymptotically corrected potentials produce high quality excitation energies, which in quite a few cases approach the benchmark accuracy of 0.1 eV for the electronic spectra. Based on these results, the potential BP-GRAC-LB is proposed for molecular response calculations, which is a smooth potential and a genuine ''local'' density functional with an analytical representation.
I. INTRODUCTION
The recent success of the time-dependent density functional perturbation theory ͑TDDFPT͒ [1] [2] [3] [4] in calculations of electron excitations [5] [6] [7] [8] [9] [10] [11] [12] and other molecular response properties [13] [14] [15] [16] [17] is due to its efficient treatment of electron exchange and correlation. The exchange-correlation ͑xc͒ effects in the ground state are represented with the local, state independent exchange-correlation potential v xc in the oneelectron Kohn-Sham ͑KS͒ equations ͕Ϫ 1 2 ٌ 2 ϩv ext ͑ r͒ϩv H ͑ r͒ϩv xc ͑ r͖͒ i ͑ r͒ϭ⑀ i i ͑ r͒.
͑1.1͒
Here v ext is the external potential of the nuclei and v H is the Hartree potential of electrostatic repulsion which, together with v xc , define the KS orbitals i and orbital energies ⑀ i . Since the exact form of v xc is not known, various approximations are currently in use. A change of v xc in response to the density change caused by a perturbation ␦v ext (r,) of the external potential with the frequency is represented with the xc kernel f xc (r,rЈ,). Usually, the simple frequency-independent adiabatic local density approximation ͑ALDA͒ is employed for f xc , 
͑1.2͒
where v xc LDA is the xc potential of the local density approximation ͑LDA͒. The zero order of TDDFPT for excitation energies is just the difference ⌬⑀ ia ϭ⑀ a Ϫ⑀ i between the energies of the corresponding occupied i and unoccupied a KS orbitals. The correction to ⌬⑀ ia comes from the coupling of the single excitations i → a with the coupling matrix K ia, jb , which includes two-electron Coulomb integrals, as well as integrals with the xc kernel f xc . 2, 7 In spite of the success of TDDFPT, the problem remains to provide a uniform high quality for both lowest and higherlying excitations with model potentials v xc . Here, the traditional LDA and generalized gradient approximations ͑GGAs͒ for v xc have met with limited success. Even though LDA produces reasonable lowest excitation energies, 6, 18 it consistently underestimates the zero-order excitation energy ⌬⑀ ia for higher excitations. The LDA xc potential v xc LDA is not attractive enough in the molecular bulk region where the occupied and lowest unoccupied orbitals are localized, so that the corresponding orbital energies are too high ͑not negative enough͒. In particular, the LDA energy ⑀ N LDA of the highest occupied molecular orbital ͑HOMO͒ is much higher ͑less negative͒ than the value ⑀ N ϭϪI p ͑I p is the ionization potential͒ required by the rigorous KS theory. ͓Formally, ⑀ N ϭϪI p ϩv xc (ϱ), but in order to have consistent comparisons, we will fix the arbitrary uniform constant by which the KS potential may be shifted by requiring the potential to go to zero asymptotically, i.e., v xc (ϱ)ϭ0.͔ It was an old notion of the X␣ theory 19 that reasonable ⑀ N values can be obtained with the X␣ potential with ␣ ϭ1.0, which is 1.5 times as attractive as the LDA exchange potential v x LDA , the dominant part of v xc LDA : v x␣ (␣ϭ1.0) ϭ1.5v x LDA . The potential 1.5v x LDA is in fact the electron gas approximation to the exchange hole potential v x hole that features in the exchange energy, E x ϭ(1/2)͐v x hole dr. In the variation procedure to obtain one-electron equations a factor 2/3 is introduced to give v x␣ (␣ϭ0.667)ϭv x LDA as an exchange potential in the one-electron equations. In Refs. 20 20, 21 Due to this deficiency, LDA ͑and GGA͒ significantly and systematically puts the highest occupied orbitals at too high one-electron energies. The LDA potential, being not deep enough, does not support enough virtual levels, in particular the Rydberg levels with energies close to the energy zero have a much too small gap with respect to the HOMO. The distortion is usually less severe for low-lying virtuals, which are located in roughly the same region of space as the HOMO. So LDA and GGA underestimate vertical excitation energies for the higher-lying excitations, i.e., to one-electron levels which approach the energy zero. It therefore overestimates ͑hyper͒polarizabilities and their frequency dependence for molecules that have relatively large HOMO-LUMO ͑lowest unoccupied molecular orbital͒ gaps and thus low polarizabilities arising from highlying excitations. 3, 4, 6, 11, 22 Standard density gradient GGA corrections to v xc LDA do not produce a substantial improvement of the results.
Thus, accurate modeling of v xc becomes an actual problem of TDDFPT. It should be noted that not only a correction is required in the far asymptotic region, to the effect that the exponential decay of the LDA potential in the outer density tail has to be replaced by a Ϫ1/r behavior, but a more general shape correction is needed to adjust in particular the spacing between the occupied orbitals and the high-lying virtuals ͑low virtuals seem to be quite reasonable in LDA and GGA potentials͒. In principle, an improved model can be developed either by correction of the standard LDA or GGA potentials, or one can consider an entirely different model of the response potential and, in general, of v xc . The latter option has been followed in the construction of the LB potential in Ref. 23 , which both corrects the HOMO energy to close to ϪI p and introduces a proper Ϫ1/r behavior asymptotically. The LB potential has deficiencies in the inner molecular regions, and in our previous publications 12, 24, 25 an orbital-dependent model xc potential v xc SAOP has been constructed by statistical averaging of ͑model͒ orbital potentials ͑SAOP͒. Within the averaging, for core and deep valence orbitals the GLLB potential v xc GLLB21,26 is used with a response part that correctly reproduces the atomic shell structure in the inner regions, while in the outer valence region the modified LB potential v xc LB␣23 is employed, which reproduces the correct long-range asymptotics of v xc ,
with v xc (ϱ)ϭ0. The statistical averaging makes the resulting potential v xc SAOP close to v xc GLLB in the inner region and close to v xc LB␣ in the outer region, thus providing a balanced approximation to v xc in all regions. The purpose of SAOP was to provide an improvement not only for the higher-lying, but also for the lowest calculated excitations. SAOP yields a good quality of all calculated excitation energies and other response properties for some small prototype molecules. 12 In Refs. 27 and 9 the standard LDA and GGA xc potentials, respectively, have been corrected. In Ref. 27 27 and upward shift of the asymptotic potential in Ref. 9 are equivalent in the sense that they have the same effect on the orbital energy difference ⌬⑀ ia , while the absolute shift of the total xc potential is immaterial, since the latter is defined up to an arbitrary constant ͑see the next section for further discussion͒. The corrections of Refs. 27 and 9 have produced considerable improvement of the calculated molecular response properties. Still, further improvement of model xc potentials is desirable.
In this paper the connection schemes of Refs. 27 and 9 are improved by introducing a density gradient-regulated connection method ͑GRAC͒ between bulk and asymptotic potentials, which is presented in Sec. II. This scheme allows us to construct smooth asymptotically corrected potentials, which are genuine density functionals with an analytical representation. In Sec. III, GRAC together with the GGA bulk potential of Becke 28 and Perdew 29 ͑BP͒, and with the LB and FA asymptotic potentials, is applied to the TDDFPT calculations of the vertical excitation energies of the prototype molecules N 2 , CO, CH 2 
II. GRADIENT-REGULATED CONNECTION BETWEEN BULK AND ASYMPTOTIC POTENTIALS
In general, an asymptotically corrected xc potential v xc b-AC can be written in the following form:
where v xc b is a potential in the bulk region, which is to be corrected, v xc a is an asymptotic correction in the region of atomic and molecular density tails, and f is an interpolation or switching function, which is close to 1 in the asymptotic region and vanishes in the bulk region. It is desirable that, with a proper choice of f (r), the corrected potential v xc b-AC be a smooth potential and also a genuine density functional, which has an analytical representation and which possesses usual scaling and invariance properties.
In this paper we propose to use a gradient-regulated asymptotic correction ͑GRAC͒, i.e., we employ the standard dimensionless density-gradient argument x, x͑r͒ϭ ٌ͉͑r͉͒
as a switching parameter of the interpolation function f ͓x(r)͔.
The argument x appears to be a natural parameter for this purpose, since in the region of the density tails it diverges, x(r)ϳ
(r), while it remains finite in the bulk region. One can see this from Fig. 1 , where x(r) is plotted for the atoms H, C, N, O. For heavier atoms C, N, O, oscillations of x(r) in the bulk region with maxima of about 10 reflect the atomic shell structure. Starting from rϭ1 a.u., x(r) diverges monotonically.
Having this behavior of x(r) in mind, we choose the following form for the interpolation function f ͓x(r)͔ in ͑2.1͒,
which turns to 1 at the asymptotics x(r)→ϱ and, depending on the empirical parameters ␣ and ␤, can be made vanishing in the bulk region. The parameter ␤ indicates where to switch ͑f (x)ϭ1/2 for xϭ␤͒, while ␣ determines how fast the switching is ͑with the condition that their product ␣␤ should be large enough, so that exp(␣␤)ӷ1͒. The value ␤ ϭ40 has been chosen from atomic calculations, which is well above maximum x values in the bulk atomic regions ͑see Fig. 1͒ . With this value a switch to the asymptotic potential v xc a occurs as close to the nucleus as possible, yet without perturbing the energies ⑀ i of the occupied KS orbitals, i.e., the values ⑀ i obtained with v xc b-AC are virtually the same as those obtained with the bulk potential v xc b . For the parameter ␣ the value ␣ϭ0.5 has been chosen which, together with ␤ϭ40, guarantees that f ͓x(r)͔ vanishes in the bulk region. The use of the dimensionless argument x has the advantage that the dimensionless function f ͓x(r)͔ does not change scaling properties of the potentials v xc a and v xc b within ͑2.1͒. The advantage of the proposed GRAC procedure is that switching to an asymptotically correct potential v xc a occurs naturally, when the argument x of ͑2.2͒ indicates the asymptotic region of the density tails.
The basic option of this paper is the GGA BP potential ͑2.4͒
All components of the asymptotically corrected potential v xc BP-GRAC of ͑2.4͒ are explicit functions of the density and its gradient ٌ ͑including the second derivatives of with respect to r in v xc BP ͒, so that v xc BP-GRAC is a genuine density functional, which has an analytical representation and it is a smooth potential. In Eq. ͑2.4͒ the constant shift (I p ϩ⑀ N ) is added to the asymptotic part, as in Ref. 9 , so that ͑2.4͒ has the asymptotics
where ⑀ N is the HOMO energy of the potential ͑2.4͒ and the Coulombic part Ϫ1/r is provided by the LB potential v xc ͑here the shift is applied to the total potential͒, since v xc is defined only up to an arbitrary constant. This latter potential has zero asymptotics and its HOMO energy is just ϪI p , as required by the rigorous KS theory for potentials with zero asymptotics. As an alternative to ͑2.4͒ one can apply a shift to the bulk potential, using v xc b ϭv xc BP ϩ⌬, where ⌬ is determined during the SCF cycles. Starting with ⌬ϭϪ(I p ϩ⑀ N LDA/GGA ) the downward shift of the bulk LDA/GGA potential yields an ⑀ N (1) value of the corrected potential, which will be close to ϪI p . The shift can be updated on subsequent cycles, with increment Ϫ(I p ϩ⑀ N (n) ) to be applied on cycle (nϩ1), to fix the HOMO one-electron energy at ϪI p . To determine the shift in either the asymptotic or in the bulk potential, the ionization energy I p should be obtained with additional calculations of a neutral system and its cation with the standard DFT methods. Bearing in mind that calculation of I p is a separate step, we use in this paper the experimental I p values as an input.
The explicit use of the ionization energy might create a problem in the case of a weakly bound molecular complex with fragments of different electronegativity. It is clear in this case that, in order to reproduce excitations which are localized within a certain fragment, one should use the ionization energy of this fragment. A possible remedy for this problem could be partitioning of the molecular volume into fragment regions, so that in each region the expression ͑2.4͒ will be calculated with the I p and ⑀ N values of the corresponding fragment. However, we advocate the use of methods like the present one only for systems that are so strongly connected that I p and ⑀ N are genuinely global quantities of the system.
Besides v xc LB , we also use the Fermi-Amaldi
as the asymptotic potential in ͑2.4͒. From a theoretical point of view, the disadvantage of v FA is that, as follows from ͑2.6͒, it is effectively produced with an ''exchangecorrelation'' hole function Ϫ(r 2 )/N, which is delocalized over the entire system, while the real xc hole is more or less localized around the reference electron at r 1 . Because of this, application of v FA for large molecules should produce underestimation of the exchange-correlation effects in the nearer asymptotic region.
The present paper also compares the performance of the GRAC interpolation function with the linear interpolation approach of Ref. 9 ͑which has been characterized in the Introduction͒ for the same potentials v xc a and v xc b . In the latter approach the asymptotically corrected potential v xc b-AC lacks uniform analytical representation and it is defined on the grid in the following way: when the distance r A from a nucleus ͕A͖ is less than
when the distances from all atoms are larger than R 2 , then v xc b-AC ϭv xc a . The radii R 1 and R 2 are determined as follows: R 1 ϭ␥R SB and R 2 ϭ␦R SB where R SB is the Slater-Bragg radius of the atom and ␥ϭ3.5 and ␦ϭ4.7 are the empirical parameters.
Note that, unlike the standard GGA potentials, virtually all the asymptotically corrected potentials ͑as well as the SAOP potential͒ are not functional derivatives of known xc energy functionals. The results of molecular response calculations with asymptotically and otherwise corrected potentials, including those to be presented in the next section, demonstrate that for high quality response properties it is of primary importance that the shape of the potential be accurate, rather than that the condition be met of being a functional derivative of a given density functional for the exchange-correlation energy.
III. EXCITATION ENERGIES WITH ASYMPTOTICALLY CORRECTED POTENTIALS
Calculations of excitation energies are performed using the RESPONSE module of the Amsterdam Density Functional program ͑ADF͒. In order to get results close to the basis set limit, increasing numbers of diffuse functions are added to the standard ADF basis V. We have monitored systematically the improvement of results with increasing numbers of diffuse basis functions and we have selected very large basis sets near to the basis set limit. For all the prototype molecules and pyridine we have added for C, O, and N atoms two 3p, two 3d, two 4s and two 4 f diffuse functions, and for the H atom one 2p function. In case of benzene for the C atom an even tempered basis set is used ͑7s6 p2d1 f , with the orbital exponent Zϭ␣␤ i , iϭ1,...,n, ␤ϭ1.7 and ␣ is for the most diffuse 1s, 2p, 3d, respectively, 0.7045, 0.3459 and 1.2182͒. Linear combinations of atomic orbitals have been removed from the basis sets where linear dependency due to adding a large number of diffuse functions was detected. We estimate the error on calculated energies due to the finite basis sets to be always smaller than 0.1 eV and on average of the order of a few hundredths of an eV. Experimental geometries are used for all molecules ͑see Ref. 12 
͑real orbitals are considered͒. The ALDA xc kernel ͑1.2͒ has been used in all cases and, as follows from the previous discussion, asymptotic corrections to BP alter only the orbital energy differences in ͑3.1͒ and, to some extent, the form of the unoccupied KS orbitals a (r). The asymptotically corrected potentials to be compared are BP-GRAC-LB of Eq. ͑2.4͒, BP-GRAC-FA with the gradient-dependent switching function ͑2.3͒ and the FA asymptotic potential Tables V and VI we mark with ͑d͒ states having contributions from double and higher excitations of more than 8% in the configuration interaction wave functions as reported in Ref. 34 and that are insufficiently described within the adiabatic approximation. In this case also the mean absolute error excluding states marked with a ͑d͒ is reported in parentheses beside the MAE value.
The results obtained with the uncorrected BP potential are typical for the standard LDA and GGA methods. BP yields a good estimate of the i excitation energies lower than the ionization energy estimated by BP HOMO-⑀ N . This is reflected in low VSMAE values of BP, 0.1-0.3 eV for all molecules. For Rydberg excitation energies, BP fails to re- Note the lower ͑though still appreciable͒ RSMAE of 0.59 eV for the benzene. As a result, the total MAEs of BP are also large. The corrections to BP considerably improve its performance. By construction, these corrections have relatively little effect on the lower excitations. Due to this, VSMAE values of all corrected potentials are close to the corresponding BP values. Still, in all those cases where corrections alter VSMAE, they always produce an improvement, which is most appreciable for ethylene ͑see Table IV͒ . But, most importantly, the corrections dramatically improve the calculated higher excitations. In particular, for ethylene and benzene, RSMAE values of all corrected potentials appear to become even smaller than the corresponding VSMAE values. As a result, in all cases the total MAE of the corrected potentials is much smaller than that of the standard BP, and in quite a few cases MAE approaches the benchmark accuracy of 0.1 eV for the electronic spectra.
One can further analyze the performance of various types of asymptotic correction by comparing the results of the corresponding corrected potentials. In particular, the comparison of the results of BP-GRAC-FA and BP-AC-FA allows us to assess the performance of the proposed GRAC function ͑2.3͒, since these two potentials differ only in the interpolation functions. On average, BP-GRAC-FA yields somewhat better higher excitations compared to BP-AC-FA.
In particular, for N 2 ,CO,CH 2 O BP-GRAC-FA produces higher energy values and, as a result, its RSMAEs are 0.08-0.12 eV lower than those of BP-AC-FA. We attribute this difference to the fact that the Fermi-distribution-type GRAC function ͑2.3͒ switches faster than the linear interpolation function ͑2.7͒ to the asymptotic potential, thus effectively producing a less attractive potential in the transition region. It seems also that the GRAC switching is more flexible, since it occurs naturally when the gradient parameter x(r) indicates the density tail region. Thus, for N 2 , for example, the switching ͑in the direction along the N-N axis͒ occurs at a distance of less than 4 a.u. from the N atom, whereas for the N atom it occurs at 4.3 a.u. Unlike this, the switching of Ref.
9 in BP-AC-FA is rigidly fixed with the atomic parameters, and it begins at 4.3 a.u. in both cases. Since, as was mentioned before, asymptotic potentials have little influence on the lower excitations, VSMAEs and MAEs of the potentials BP-GRAC-FA and BP-AC-FA are closer to each other than RSMAE, so that the interpolation functions ͑2.3͒ and ͑2.7͒ exhibit equally good overall performance. This means that in practical calculations one can use the explicit function of the density gradient ͑2.3͒.
To assess the effect of the LB asymptotic correction to BP, one can compare the performance of BP-GRAC-LB with BP-GRAC-FA. Besides the common bulk BP part, these two potentials also have the same switching GRAC function, so that the differences in the results will indicate the difference between the asymptotic LB and FA potentials. On average, both potentials produce results of similar good quality with a ⑀ N SAOP and ϪI p occurs for benzene, with the former quantity being appreciably larger ͑in absolute magnitude͒ than the latter ͑see Table VI͒ . As a result, SAOP consistently overestimates the energies of the higher excitations, which are not far from I p , and produces in this particular case the largest MAE, VSMAE and RMAE. Note the high quality of the excitation energies obtained with SAOP, which is, on average, even slightly better than those of the asymptotically corrected potentials. Note also a slight improvement of the dipole polarizabilities ␣ d calculated by the potentials BP-GRAC-FA and BP-GRAC-LB with the GRAC interpolation function, while BP-AC-FA with the linear interpolation function ͑2.7͒ produces virtually the same ␣ d values as BP.
To sum up, the asymptotic corrections to the BP potential provide high overall quality of the calculated excitation energies and a substantial improvement upon the standard BP potential. The corrections dramatically improve the calculated Rydberg-like excitations, while keeping and, sometimes, improving valence excitations. All asymptotic corrections considered display a similar quality of the results, in particular, the present GRAC interpolation function ͑2.3͒ performs well with both the FA and LB as the asymptotic potentials.
IV. CONCLUSIONS
In this paper corrections to the standard DFT exchangecorrelation potentials have been considered with the aim to improve the excitation energies ͑especially for higher excitations͒ calculated within TDDFPT. A scheme of gradientregulated connection between inner and outer parts ͑GRAC͒ has been developed. According to this scheme, the interpolation between the bulk and asymptotic potentials is carried out with an interpolation function, which depends on the dimensionless gradient parameter x(r) of ͑2.2͒. Together with a standard GGA potential ͑as the bulk potential͒ and with the shifted LB potential ͑as the asymptotic potential͒ this interpolation function would constitute a smooth potential v xc GGA-GRAC (r) with an analytical representation. v xc GGA-GRAC (r) would be an explicit ''local''density functional in the sense that it depends on quantities, such as the electron density (r) and its gradient ٌ, which are evaluated at the point r.
The corrections to the GGA BP xc potential produced with the GRAC interpolation function, the linear interpolation function of Ref. 9 , and with the LB and FA asymptotic potentials have been employed to calculate the vertical excitation energies of the prototype molecules N 2 ,CO,CH 2 O,C 2 H 4 ,C 5 NH 5 ,C 6 H 6 as well as the lowest excitation energies of the alkali dimers Li 2 ,Na 2 ,K 2 . Various asymptotic corrections provide a similar high quality of the calculated excitation energies and a substantial improvement upon the standard BP potential. In quite a few cases the corresponding mean absolute errors of the asymptotically corrected potentials approach the benchmark accuracy of 0.1 eV for the electronic spectra. In particular, the shape corrections substantially improve the calculated Rydberg-like excitations, while retaining and, in some cases, improving the quality of the calculated valence excitations. These results allow us to propose for molecular response calculations the combination BP-GRAC-LB, a smooth potential and a genuine local density functional. Its use does not entail any additional computational effort once a GGA ''bulk'' potential is evaluated. Our results also confirm the conclusion that for a variety of small and medium-size molecules high quality TDDFPT results can be achieved with the efficient combination of a properly constructed xc potential with the simple ALDA approximation ͑1.2͒ for the xc kernel. We stress that asymptotic correction of KS potential is not enough. For instance, the recently developed molecular exact exchange potentials 39, 40 are asymptotically correct but still are not competitive for excitation energy calculations due to general shape deficiencies ͑lack of the correlation potential contribution͒.
The schemes of correction of the standard LDA/GGA potentials considered in this paper and in Refs. 9, 27 and the scheme of SAOP offer two alternative ways of improving approximate Kohn-Sham xc potentials. SAOP represents orbital-dependent functionals, it depends on the densities of individual KS orbitals, and the SAOP approach employs essentially differences in spatial localization of these orbitals. As has been shown in this paper, SAOP produces high quality results, though from the point of view of implementation and computation orbital-dependent functionals are more demanding than standard ''local'' DFT functionals. In this sense, the present scheme of asymptotic correction of LDA/ GGA potentials offers an alternative. It uses standard DFT potentials and schemes, such as BP-GRAC-LB developed in this paper, and produces local density functionals. BP-GRAC-LB shares with the asymptotically corrected potentials of Refs. 9 and 27 the disadvantage that it requires as input the ionization energy of the system, which first has to be evaluated in a separate calculation.
