A reference frame consists of: a reference space, a time scale and a spatial metric. The geometric structure induced by these objects in spacetime is developed. The existence of a class of spatial metrics that are rigid, have free mobility and can be derived as a slight deformation of the radar metric, is shown.
Introduction
The notion of reference frame is a fundamental one to any relativity theory. It basically consists of: (i) a reference space, with a given geometry, where a position is assigned to each event and (ii) a time scale to assign a time coordinate to events.
The reference space is based on a reference body, or its ideal extension according to the laws of the appropriate geometry [1] , [2] . By convention, the latter body is rigid: by the very nature of its definition, the reference space is "what does not change" and is used as a background to represent the changes in the physical system under study. On its turn, the time scale is implemented by means of a clock or a system of cloks that, by convention, tick at the same rate and are synchronized according to some established protocol.
This way of proceeding does not led to inconsistences, either in Newtonian mechanics or in the special theory of relativity. In a Newtonian reference frame, space is based on an ideal rigid body in an arbitrary state of motion relatively to absolute space. The time scale is provided by absolute time. Newton laws of mechanics hold relatively to any frame in this class, provided that the appropriated inertial forces are taken into account.
As for Lorentzian frames in special relativity, the reference space is also one based on a rigid body K and its geometry is Euclidean. The time scale is provided by a team of local clocks, identical and synchronized to one another, that are at rest in the reference space. The relative motion of one Lorentzian frame relatively to another -that is, the motion of the reference body K as seen from the reference frame K ′ -is rectilinear and uniform.
If we now go beyond special relativity, either because we are interested in considering arbitrary relative motion or because gravitational interaction is to be taken into account, then things get more complicated, as it is well known from the start of general relativity [2] , [3] , [4] . As illustrated by Ehrenfest paradox, even without a gravitational field, the reference space of a frame K ′ which is in uniform rotational motion relatively to an inertial frame K cannot be Euclidean. As a consequence of the equivalence principle, these difficulties in keeping the Euclidean geometry are extensive to the gravitational case. These lines of reasoning lead to resort to a curved geometry for spacetime.
Things turn even worse as far as Born's definition for relativistic ideal rigid bodies [5] , [6] -that requires the radar distance between any two infinitely close points keeps constantonly admits a very restrictive class of relativistic rigid motions, even in Minkowski spacetime [7] .
The reason of the difficulties commented in the last two paragraphs lies in that, the instantaneous distance between two points A and B in the space of reference, infinitely close to one another, is taken by definition equal to the distance that is measured in a Lorentzian reference frame that sees A and B at instantanous rest.
In order to leave aside the difficulties rised by the above mentioned definition of relativistic rigid motion, without resolving them, it is often argued that it is not an actual problem: the existence of a rigid body would imply the instantaneous transmission of signals, so violating the limit imposed by the speed of light in vacuum.
However, there are neither real rigid bodies in Newtonian mechanics -as they would involve infinitely intense forces-and it does not imply a major trouble. Some real bodies are approximately rigid, and their points approximately follow a rigid motion, that is, the motion of an ideal rigid body
which is the result of composing an arbitrary translational motion s i (t) and a general rotational motion R i j (t). Each rigid motion is determined by the motion of one point whatsoever and the angular velocitiy.
Then, in order to get a better approximation for the motion of a real solid, the corrections implied by elasticity theory have to be taken into account.
A relativistic extension of the notion of rigid motion would be most useful to approximately describe the kind motion followed by a real body that is "rigid enough". As it has been commented above, Born's definition does not admit a class of motions wide enough, that is, the motion of one point and its angular velocity cannot be arbitrarily fixed. However, in the dessign of individual experiments the space of reference is taken as "rigid", often tacitly. Experimentalists do their best in order to built this space with materials as rigid as possible, whatever that could mean in general relativity.
Think, for instance, in the experiments were a resonant cavity or an interferometer is used to detect departure from isotropy in the speed of light in vacuum [8] . A Fabry-Perot cavity, made with a material as rigid as possible, is used as an etalon of length. It is besides assumed (also tacitly) that the geometry of the cavity does not change while the experiment lasts. Nor it changes when moved around or rotated. To put it shortly, it is assumed to have the intuitive properties of reference spaces in Newtonian mechanics: it is approximately rigid and approximately fulfills the axiom of free mobility [9] . That is, it approximately represents an ideal notion that has not a proper definition yet in the general theory of relativity.
The aim of the present work is to contribute to a theory of reference frames in general relativity. Our construction is based mainly in the notion of "reference body". The worldlines of its points yield a 3-parameter congruence of timelike worldlines filling the region of spacetime that is embraced by the reference frame. We shall denote by u α the unitary vector field associated to the congruence. Since all events lined along a worldline happen in the same place in the reference space, the notions of timelike congruence and space of reference will be almost used as synonyms.
Another notion that must be precisely stablished is the metric relations between points in the reference space: the distance dl 2 between the places assigned in space to two infinitely close events, x α and x α + dx α . It is obvious that it must be dl 2 ≥ 0 and that it can be dl 2 = 0 only for events happening at the same place, that is on the same worldline in the congruence, or dx α ∝ u α . The latter will lead us to the notion of spatial metrics relatively to the congruence -see definition 2 below. A spatial distance between two space points could depend on the instant when it is measured. In order to implement the main ideas discussed at the begining of the present introduction, we shall besides require that the geometry of space does not change with time and that satisfies the axiom of free mobility.
Section 2 is devoted to set the fundamentals of the geometry of timelike congruences in a given spacetime. We first introduce the notion of rigid reference frame (whose reference space is endowed with a Riemannian metric) and see how the metric and the Riemannian connexion in the reference space can be translated into a spatial metric and a linear connexion on the spacetime region swept by the reference space. Later the condition of rigidity for the spatial metric is relaxed and we study a wider class of reference frames, that we label fluid to emphasize their lack of rigidity. We then see that a linear connexion ∇ can also be assigned to the spacetime region embraced by the reference frame. Generally, the latter connexion is not a Riemannian one and is somewhat related with ideas that have been developed somewhere else -see refs. [10] , [11] , [12] , [13] i [14] , to cite some few. It will be proved that the connexion ∇ is an extension of the rigid case, i. e., if the spatial metric g is rigid, the former rigid case is recovered.
Then the notion of subframe of reference is developed, in complete mimicry with submanifolds of a Riemannian manifold [15] . Some results similar to Gauss curvature equation and Codazzi-Mainardi equations -that will be most usefull to simplify the derivations of section 3-are obtained.
We are interested in distinguishing a class of reference frames that could play a role similar to Newtonian reference frames in classical mechanics, wher the relative motion of any two Newtonian frames, S and S ′ , either inertial or not, is determined by the motion of the origin O ′ relatively to S and the angular velocity of S ′ relatively to S.
In our relativistic extension, we would expect that: (a) the congruence of worldlines defining the space of reference is determined when one of its worldlines and the congruence's vorticity on the latter are given, (b) if possible the reference space must be endowed with a Riemannian metric having the free mobility property and (c) in Minkowski spacetime this class of reference frames should include inertial ones.
In spite that it seems to be the natural relativistic extension of the Newtonian rigidity condition, Born's condition [5] , [6] , i. e., the preservation of the Fermat metric 1 is not a valid rule to characterize the sought class of relativistic reference frames. This is due to the limitations implied by the Herglotz-Noether theorem [7] .
In an earlier paper [16] one of us proposed a variation of Born's condition, namely, conformal rigidity. It was shown that in a 2+1 dimensional spacetime the class of shear-free motions is wide enough in the sense explained above. Furthermore, a flat 2-dimensional space metric was proved to exist. As an application, the rotational motion of a disk with arbitrary angular velocity in a flat spacetime was unambiguously modelled.
However the conformal rigidity condition seemed to be too restrictive for a 3+1-dimensional spacetime. We here propose a more sophisticated variation of Born's condition that will yield a satisfactory result in the realistic 3+1 case. Instead of requiring that the Fermat metricĝ is preserved (or conformally preserved), we demand that a deformation g of the Fermat metric exists having at the same time the properties of rigidity and free mobility. The deformation we propose is what we call a constriction, that is, a transformation that at every point leaves unchanged the lengths along one space axis and conformally stretches or compresses lengths in the perpendicular plane -see definitions 5 and 6.
In section 3 we prove that the class of reference frames that can be associated a spatial metric that: (a) is related to Fermat metric by a constriction transformation, (b) is rigid and (c) has the free mobility property, is large enough. That is, for any given timelike worldline and for arbitrarily prescribed values of the vorticvity on this worldline, there is one of such reference frames.
The geometry of timelike congruences
Let V 4 be a spacetime domain, g a Lorentzian metric with signature − + ++ and u a unitary timelike vector field on V 4 :
Its integral curves yield a 3-parameter congruence of timelike worldlines -shortly, a timelike 3-congruence-, E 3 , that allows to establish the following equivalence relation, for x, y ∈ V 4 , x ∼ y ⇔ y lies in the worldline passing through x .
The cosets for this equivalence relation are the worldlines belonging to the 3-congruence and:
is the space of reference -shortly, the space of the congruence. It can be easily proved that it is a 3-manifold. The canonical projection π : V 4 −→ E 3 is a differentiable map and the tangent and pull-back maps will be respectively denoted by
It is obvious that:
The time scale
A time scale for the congruence E 3 in the domain V 4 is a 1-form θ ∈ Λ 1 V 4 such that:
then θ is called a proper time scale.
A curve in V 4 whose tangent vector v satisfies θ, v = 0 connects events that are simultaneous according to the time scale θ -shortly, θ-simultaneous.
In particular, combining the Lorentzian metric g and the unitary vector field u that defines the congruence, we obtain the Einstein proper time scale θ 0 := g(u, ), that is,
This time scale is physically based on a system of identical local clocks, ticking local proper time and synchronized according to Einstein's protocol [17] . Once a time scale θ is chosen, any vector v ∈ T V 4 can be unambiguously split as:
that is, a component V which is orthogonal to θ and a time component (parallel to u). Thus, at any x ∈ V 4 we have the canonical splitting:
The vectors in Ker θ x are called spatial 2 .
An analogous splitting also applies to 1-forms α ∈ T * V 4 :
which corresponds to T *
It is interesting to notice that the spatial components of a given 1-form α and a given vector v meet the following relation:
The above splitting of vectors and 1-forms also extends to tensors of any order. Consider for instance M , a 1-covariant, 1-contravariant tensor on T V 4 . We can separate it as:
where M ⊥ , β and W are all spatial and, for any given α and v,
In terms of a basis of vectors {e 1 , e 2 , e 3 , e 4 } for T x V 4 and its dual basis {ω 1 , ω 2 , ω 3 , ω 4 } for T * x V 4 , we have:
Then the components of V and α ⊥ in equations (5) and (7) respectively are
is the projector orthogonal to u and θ or spatial projector. 2 Relativetly to the given congruence and time scale The proof is based in that, if ∀p = πx ∈ E 3 , then ∀f ∈ Λ 0 E 3 we have that:
where (2) has been used. Now, let ϕ t x be the worldline in the congruence passing through
If v is projectable, then π * (v ϕtx ) does not depend on t, and therefore
is constant on the worldline passing through x, which means that, according to definition 1, v is projectable.
Proposition 2 Let v a vector field tangent to E 3 , then there exists a unique vector field V tangent to V 4 which is projectable and spatial, that is
π * V = v and θ, V = 0 .
Proof:
Consider an open covering {U i } of E 3 , such that π −1 U i ⊂ V 4 admits a submanifold S i that intersects each worldline in the congruence at only one point. Now, applying Proposition III.2.12 in ref. [18] , there exists a finer partition of unity of E 3 , {V j , a j }. Hence π −1 V j admits a section S ′ j that intersects any worldline at one point at most. When restricted to S ′ j ⊂ π −1 V j , the projection map π is 1 to 1. Hence, there exists a vector field v j0 defined at every point p ∈ S ′ j by v j0 p = π
. This vector field v j0 can then be extended to the whole π −1 V j by the transport law:
The sought spatial, projectable vector field is then: V = v + θ, v u To prove the uniqueness, it suffices to notice that
Rigid reference frames
A rigid reference frame is defined by the triple (E 3 , θ, g 3 ) -a timelike 3-congruence, a
proper time scale and a Riemannian metric on the reference space.
3
∇ will denote the Riemannian connexion on (E 3 , g 3 ).
The Riemannian metric g 3 on the reference space E 3 , can then be pulled back to a metric g := π * g 3 on V 4 , so that the g-metric product between any couple of vector fields tangent to
is a smooth function. The metric g is degenerated and
as it follows from (2) and (11). Moreover, the g-product of any two vector fields v and w on V 4 is non-negative:
Proof:
, let v and w be two vector fields tangent to V 4 such that: they take these given values at p and [u, v] = [u, w] = 0. Then, using (11) and (2), we have that:
In what follows, it will be interesting to consider a special class of spacetime metrics, having the properties (12) and (13), no matter whether they are rigid or not. The Fermat metric is an instance of this kind of spatial metrics:
whose expression in a basis is:ĝ αβ = g αβ + u α u β . In general, it is not rigid [7] .
Lemma 1 Let g be a spatial metric relatively to E 3 , then for any x ∈ V 4 , g x is nondegenerate and positive when restricted to Ker θ x , that is, to spatial vectors in T x V 4 .
Indeed, let V x ∈ Ker θ x be such that ∀W x ∈ Ker θ x , g x (V x , W x ) = 0. From (6) and (12) it follows that V x ∈ Ker θ x ∩ span[u x ], which is {0} because θ, u = 0. Hence, g x is non-degenerate in Ker θ x . The positiveness follows immediately form (13) .
The following result is the converse of Proposition 3:
g is then said to be a projectable spatial metric.
Proof:
Given two vector fields, v and w, on E 3 , let V and W be the associated spatial vector fields on V 4 -see Proposition 2. For any p ∈ E 3 we can define:
In order that the latter definition be consistent, it is enough to proof that the right hand side is constant along the worldline
Finally, the non-degeneracy and positiveness of the metric g 3 so defined follow straightforward from Lemma 1.
The contravariant spatial metric
The spatial metric g allows to define a linear map from spatial vectors onto spatial 1-forms:
This linear map is invertible. Indeed, to find an inverse image for λ x ∈ [u x ] ⊥ means to solve for v x the linear system:
By (12) , this system is not Cramer's, but it is compatible because λ x vanishes in Rad[g]. Therefore, it is also underdetermined. Given a particular solution v 0x ∈ T x V 4 of (15), the sought spatial vector is:
where the condition V x ∈ Ker θ x has been taken into account. We shall denote by h the inverse map
The same symbol will be also used to denote the contravariant spatial metric:
Fluid reference frames
In case that there is not a Riemannian metric on E 3 , we shall relax a little bit the definition. We shall introduce the covariant tensor
In case that S = 0, the metric g is projectable and, by theorem 1, a Riemannian metric g 3 on E 3 can be obtained, so that (E 3 , θ, g 3 ) is a rigid reference frame.
In general, neither a projected metric on E 3 does exist, nor the associated Riemannian connexion. Nevertheless, a linear connexion can be set on V 4 that is specially suited for a given reference frame and, as it will be proved in Theorem 3, is closely related to the notion of a Riemannian connexion in E 3 .
The frame connexion
Theorem 2 Let (E 3 , θ, g) be a fluid reference frame in a spacetime V 4 . There is a unique symmetric spacetime connexion ∇ such that:
The subscript ⊥ after a tensor means its spatial component, in the terms defined in eqs. (5), (7) and (8). Also notice that the right hand side in equation (18) is the symmetric part of ∇θ.
The proof of the theorem needs to previously prove the following Lemma 2 Let T and u be respectively a tensor and a vector field on V 4 , and ∇ a spacetime symmetric connexion such that ∇u = 0, then
Indeed, since ∇ u and L(u) are derivations of the tensor algebra, it is enough to prove [19] that (20) holds:
(a) for functions, which is obvious, (b) for any vector field v. In this case we have that
where the symmetry of ∇ has been taken into account. And (c) for any 1-form α ∈ Λ 1 V 4 . Given any vector field w on V 4 ,
Proof of theorem 2: Let v and w be two vector fields on V 4 . According to (5) we can split them in their spatial and time parts:
So that, taking Lemma 2 into account, we can write:
Hence, only the first term in the right hand side has to be determined and. By (5) again it can be split as:
The second term on the right hand side can be derived from (18) . Indeed, taking (18) and (21) into account we readily obtain:
By contraction with u and using Lemma 3, we obtain that:
We have therefore that:
We then split dθ in a spatial part and a time part -as indicated in section 2.1-and arrive at:
where Θ is the vorticity of the congruence and i(u)Θ = 0. Now, using together the last two equations we finally have
For further developments it will be useful to have an expression for the connexion coefficients gamma α µν for ∇. We shall derive an expression for them referred to the coefficients γ α µν of the spacetime Riemannian connexion in V 4 , in terms of the difference tensor:
whose components in a basis are:
Since both, ∇ and ∇, are symmetric connexions, B is a symmetric tensor: B α µν = B α νµ . Notice right away that, as a consequence of (17) 
Furthermore, recalling that g is a spatial metric and taking (17) into account, we have that, for any two vector fields t and w on V 4 :
From the latter and from eq. (19) it follows immediately that, ∀t, v, w fields on V 4 :
When expressed in a basis, equations (17), (18) and (26) respectively yield:
where P ρ µ is the spatial projector (10). This system of equations can be solved for B α µν and leads to:
with
For further developments, it will be useful the covariant tensor:
which can be written as
as it easily follows from (29).
Curvature tensors
The curvature tensor for the connexion ∇ is:
for any three vector fields v, w and z tangent to V 4 . As any curvature tensor, R is skewsymmetric in the variables v and w and the first Bianchi identity holds:
Also, as an immediate consequence of (17) and (33), it follows that:
R(v, w)z is a vector in the spacetime and can be separated in a spatial and a time part, as in eq. (5). The coefficient of u in the time part is
whereas the spatial part is fully determined by the covariant curvature tensor
[The latter plays in our construct a similar role as the Riemann tensor does in Riemannian manifolds, except for that the metric g is degenerate, and the contraction in the right hand side erases any information concerning the time component (36).] After a short calculation, from (19) we obtain that:
Therefore, the covariant curvature tensor is not skewsymmetric in the first pair of indices, in contrast with the Riemann curvature tensor, except in the case S = 0, i. e., when the metric g is projectable.
Components and symmetries
The difference between the components of the curvature tensors, R µ ναβ and R µ ναβ , respectively associated to the connexions ∇ and ∇, depends on the difference tensor:
[The above expression follows immediately from writing each curvature tensor in terms of the respective connexion coefficients [20] , using the relation (25) .]
As for the covariant curvature tensor, the definition (37) can be written in terms of components as
which, combined with (39) and taking (30) and (31) into account, leads to
In terms of components, the symmetries of K commented above yield:
and from (35) it follows that:
The first Bianchi identity (34) implies that
These symmetry and orthogonality relations are the starting point to derive a spatial tensor (i. e., orthogonal to u α in any index) T µναβ that has precisely the same kind of symmetries as a Riemann tensor. A painful calculation, whose details will not be explicited here, leads to:
where the expressions:
for the spatial part of dθ and b β := u ρ ∇ ρ θ β have been used used.
Notice that L βµν = 2u α K µναβ is also orthogonal to u ρ for all indices and presents the symmetry: L βµν = L νµβ .
Moreover, it follows immediately from (45) that
On its turn, the second Bianchi identity is
where η σλαβ is any completely skewsymmetric tensor, e. g., the contravariant volume tensor for the Riemannian metric. In terms of the covariant curvature tensor, the latter identity yields:
Projectable metrics
If the metric g is projectable in the sense of Theorem 1, it exists a Riemannian metric on E 3 . Then the following question arises: is there any relationship between the connexion ∇ on V 4 and the Riemannian connexion 3 ∇ in E 3 ? Theorem 3 provides a positive answer to this question, and Propositions 4 to 6 are preliminar to its proof.
Proposition 4 Let g be a projectable spatial metric, then the covariant curvature tensor K has the same symmetries as a Riemann tensor:
Proof: (a) results from the Bianchi identity (34). (b) follows on substituting S = 0 -recall that g is projectable-into eq (38). Finally, (c) results from recombining four identities obtained by cyclic permutation of t, z, v, w in (49) with the help of (50). 
Proof:
From (20) we have that:
Since v and w are projectable, ∃f 1 , f 2 ∈ Λ 0 V 4 such that:
and, since g is projectable, from Proposition 5 we have that:
Taking now into account that ∇ v u = 0 we arrive at
whence, by Proposition 1, it follows that ∇ v w is projectable. As for the second statement, if π * v = π * v ′ and π * w = π * w ′ , then ∃f, l ∈ Λ 0 V 4 such that
Thus, using (17) and that w is projectable, we can write
and the proof follows immediately. Given v and w, let us define:
It follows from Proposition 6 that the definition is unambiguous. Moreover, it is easy to see that∇ is a symmetric connexion on E 3 . Now consider v p , w p ∈ T E 3 and let v, w be two vector fields on E 3 such that: (a) they take the prescribed values at p and (b)∇ t v =∇ t w = 0, for some t. We then choose t , v , w , vector fields on V 4 such that π * t = t, π * v = v and π * w = w (see Proposition 6) . Then∇
Taking now into account (26) and the fact that S = 0 implies ∇ t g = 0, we can write:
that, since g = π * g 3 (Theorem 1), is equal to
Therefore,∇g 3 = 0 and, from the uniqueness of the Riemannian connexion associated to 
Later on we shall be interested in a spatial metric g that is rigid and has constant curvature. The latter will mean that the Riemannian metric g 3 that results from projecting g onto E 3 has constant curvature.
Subframes of reference
Let (E 3 , g, θ) be a reference frame on V 4 and let V 3 be a 3-submanifold of V 4 which is also tangent to u at every point: ∀p ∈ V 3 , u p ∈ T p V 3 , and let j : V 3 −→ V 4 be the submanifold embedding. Then E 3 induces a timelike 2-congruence, E 2 in V 3 . Furthermore,
are respectively a time scale and a spatial metric on V 3 3 . Thus (E 2 ,g,θ) is a reference frame on V 3 and a subframe of reference of (E 3 , g, θ). The submanifold V 3 selects a class of orthogonal 1-forms, ζ ∈ Λ 1 V 4 such that:
The latter only determines ζ p at any point p ∈ V 3 except for a factor. We can thus complete ζ on V 4 so that it is spatial: ζ, u = 0 Since u p ∈ T p V 3 , ∀p ∈ V 3 , then ζ, u p = 0. Hence, ζ p is a spatial 1-form and it can be applied the contravariant metric h -subection 2.2.1. Let us choose ζ so that
and denote by n ∈ [θ] ⊥ the spatial vector defined on V 4 as
which is obviously g-unitary: g(n, n) = +1 .
Definition 4
The 2-subframe (E 2 ,g,θ) is said to be rigidly embedded in the 3-frame
Projection of ∇ onto the 2-congruence
Let v and w be two vector fields on V 3 , then ∇ v w is not necessarily tangent to V 3 , but can be split into its tangent and an orthogonal components relatively to V 3 :
We shall now see that in some interesting cases∇ defines a connexion on V 3 .
Indeed, from (55) we have that
which, using (26) and the condition of rigid embedding, yields:
The second fundamental form of the 2-subframe is the covariant tensor on T V 3 defined by:
Proposition 7 If the embedding is rigid and v, w ∈ T V 3 , then:
and φ is symmetric
Now, taking into account that ζ, w = 0, equation (26) and Definition 4, the expression (58) readily follows. The symmetry is then obvious because
The tangential component of ∇ v w can also be written as:
Theorem 4∇ is the frame connexion of the 2-subframe (E 2 ,g,θ)
Proof: We have to prove that∇ is symmetric and meets the three conditions (a), (b) and (c) listed in Theorem 2. Let us first consider the difference:
because, being V 3 a submanifold, ζ, [v, w] = 0. Hence∇ is symmetric. Condition (a) follows immediately from the fact that∇ v u is the projection of ∇ v u = 0. Now we also have that ∀t, v, w ∈ T V 3 ,
where (59) and the fact that g(n, w) = g(n, t) = 0 have been taken into account. Using now (26) we arrive at
which proves that condition (c) is met. Finally, denoting the differential operator on ΛV 3 byd, we have that, ∀v,
Using now (56) and the fact that θ, n = 0, we also have that
which, substituted into (60) and taking (18) into account, yield
which proves condition (b).
Later on it will be useful to have at hand the components of φ in a given basis. Let us consider the vector field on V 4 that results from "raising the index" of ζ with the spacetime metric: z α = g αβ ζ β , and letẑ be the g-unitary vector:
Thus, ζ = g(z, ) = ζ g(ẑ, ) and, from the expression (58) and taking (25) into account, we can write:
where Φ is the second fundamental form of V 3 as a Riemannian submanifold of V 4 .
Expliciting its components, we easily obtain that
or, in case that the embedding is rigid and using (32),
It is interesting to remark that, by definition, φ µν n ν = 0. Hence, if we introduce the projector Π ν µ = δ ν µ − n ν ζ µ , we have that:
We have also that φ µν u ν = 0. Indeed, for any v it follows from (58) and (17) that:
g-Gauss and g-Codazzi-Mainardi equations
In a way similar as it is done for Riemannian submanifolds, we shall consider the tangent and normal components of R(v, w)t for v, w, t ∈ T V 3 . Only the case of rigid embedding will be considered from now on. After a short calculation that uses eq. (59) we obtain for the tangent part:
which is the analogous to the Gauss equation.
As for the normal component, after a little calculation we obtain:
that has a similar role as the Codazzi-Mainardi equation.
In terms of the covariant curvature tensors, K andK, respectively associated to ∇ and∇, we can write:
where: K E (y, t, v, w) := φ(v, y) φ(w, t) − φ(v, t) φ(w, y), for t, y, v, w ∈ T V 3 , plays a role similar to the extrinsic curvature, and the
3 Rigid spatial metrics obtained by constriction E 3 is a timelike 3-congruence on which we want to set up a rigid frame of reference, that is, to assign a time scale and a spatial metric.
From now on we shall restrict ourselves to the Einsteinian proper time scale: θ := g(u, ). It is determined by the spacetime metric and the 3-congruence, and no more ingredients are necessary. The components in a given basis are θ α = g αβ u β =: u α . From the physical viewpoint, given two events x, y that happen at the same point πx = πy ∈ E 3 , then y x θ is the time elapsed between x and y as measured by a stationary standard clock at this point in space.
As for the spatial metric, a rigid g can always be associated to a 3-congruence E 3 , at least locally. Indeed, it suffices to assign values for g on a hypersurface that is nowhere tangent to the worldlines in E 3 and extend it according to the transport law L(u)g = 0. However, a spatial metric like the latter would rarely have any significance from the physical point of view.
The simplest choice for a physically significant spatial metric is [5] :
that is, the radar or Fermat metric [21] . But, as commented in section 1, it is well known [7] that the latter metric is rigid only for a very short class of congruences. Our aim is to find a slight variation of formula (68) such that the resulting spatial metric g is rigid and has constant curvature. The resulting reference frame (E 3 , g, θ) will be therefore rigid and the space of reference will have the property of free mobility [9] . We are also interested in that the class of congruences admitting such a spatial metric is "large enough", meaning that given one worldline C, at least one congruence in this class exists such that: (a) it contains C and (b) its vorticity has a preassigned value on C. 
Let m be the vector field resulting from "raising the index" in µ, µ = g(m, ) , which is obviously g-orthogonal to u.
Definition 6 The constriction (69) is said to be unitary if g(m, m) =ĝ(m, m) .
The latter condition is equivalent to the constraint:
on ϕ and µ. Definition 5 amounts to say that g can be diagonalized in aĝ-orthonormal basis and one of the principal values is double. If besides the constriction is unitary, then the third principal value is 1.
We want to prove that there is a wide enough class of reference frames such that:
(a) The metric g is related with the Fermat metric by a constriction:
where ϕ and µ 2 := g αβ µ α µ β = g(m, m) fulfill a previously fixed arbitrary constraint:
The components of the metric (71) are:
(b) The metric g is rigid:
(c) and has constant curvature
where k is a constant and
Equations (73) and (74) provide a partial differential system that we shall solve for the unknowns u, µ and ϕ, subject to the constraint (72). We must therefore pose a Cauchy problem by means of a convenient Cauchy hypersurface V 3 and some Cauchy data on it.
Since we intend to reconstruct the 3-congruence E 3 out of a part of it -a subcongruence-, we shall assume that V 3 contains all worldlines in E 3 that have a contact with it. Thus, V 3 is lined with a 2-subcongruence E 2 . Hence, the Cauchy hypersurface and data will consist, at least, in: (i) a hypersurface: j : V 3 ֒→ V 4 and (ii) a 2-subframe (E 2 ,g,θ) on V 3 :ũ is the g-unitary tangent vector,g is a spatial metric (Radg = span [ũ]) and θ = g(ũ, ) is the Einsteinian proper time.
We seek a reference frame (E 3 , g, θ) on U ⊂ V 4 , a spacetime neigbourhood of V 3 , such that:
(a) It has (E 2 ,g,θ) as a subframe, that is:
* g p and (b) the spatial metric g meets conditions (72), (73) and (74).
We shall respectively denote by ζ and n the 1-form orthogonal to V 3 and the associated vector field, as introduced in section 2.4 . We shall also use the same symbols, n and ζ, to denote their extensions to a neighbourhood of V 3 . Besides, we assume that ζ, n = ζ α n α = 1 also hold for the extensions.
The following expressions will be useful later on:
where a 1 := g(m, m) = (1 + ǫ µ 2 )ϕ. Notice that ϕ and a 1 must be positive in order that g be a spatial metric. (Recall that indices are raised and lowered with the spacetime metric.)
On its turn, Π
will denote the projector onto the tangent space T V 3 .
Differential system and subsidiary conditions
In order to see whether V 3 is a non-characteristic hypersurface for the partial differential system, we must analyse the occurrence of second order normal derivatives in equations (73) and (74). For this purpose, it will be most useful to study the components of these equations in a given basis. The right hand side of (73) yields:
Therefore, only the normal contraction:
does depend on normal derivatives of the unknowns (at most of first order), whereas the projection:
only depends on derivatives along directions that are orthogonal to ζ.
To proceed with a similar analysis for (74), we first take into account the expression (44), where K µναβ is split in several parts on the basis of criteria of symmetries and orthogonality relatively to u ρ . It then results that, using also (73), equation (74) is equivalent to:
(because Q µναβ already vanishes as a consequence of S µν = 0.) It is thus obvious that (73) and (74) together are equivalent to
Only the first and second equations (82) contain second order derivatives of the unknowns. Furthermore, by considering the symmetries of Υ µναβ and L βµν , we easily conclude that only the contractions:
give rise to a set of independent equations containing second order normal derivatives. From the symmetries of Υ µναβ and L βµν and their orthogonality to u ρ , it results that each expression in (83) yields three independent equations. We have thus six equations for the six independent unknowns ∇ 2 n u ρ , ∇ 2 n µ α and ∇ 2 n ϕ. (Recall that the unknowns are submitted to the constraints: g αβ u α u β = −1, µ α u α = 0 and µ 2 = Ψ(ϕ).)
In Appendix A it is shown that V 3 is non-characteristic provided that the Cauchy data are chosen so that
The subsidiary conditions
So far we have used part of the components of equations (82) to set up the partial differential system (83) which has V 3 as a Cauchy hypersurface. We shall now see what is the role played by the remaining equations (82).
Considering the symmetries of the several components of Υ µναβ and L βµν and using that we are dealing with a solution of (83), we can write the left hand sides of the first and second equations (82) as:
where
If conditions (82) are to be fulfilled, then each one of the following quantities must vanish separately:
(87) These relations do not contain second order normal derivatives and will be taken as subsidiary conditions to be fulfilled on the hypersurface V 3 . 
Proof:
The second Bianchi identity (48) holds whatever is the spatial metric and the associated connexion ∇. In particular, it does hold for the metric g µν obtained by introducing the given solution in expression (71). Moreover, from (26) and (75) it follows that: (25), (48) and (74), allows to write:
where "linear (F, S)" stands for terms that depend linearly on F µναβ and S µν . Contracted with n λ Π α ρ Π β σ , the latter equation becomes:
where "l.n.p.t." means "linear non-principal terms", that is, terms that depend linearly on t µναβ , t ναβ , l βµν , l νµ , l ′ νµ , l ν and S νµ and their first order derivatives along directions that are orthogonal to n ρ .
Taking (44), (74) and (81) into account, we can then write:
that, substituted into (89) and using (85) leads to:
Now, ∇ n Q µναβ only contributes terms like ∇ n S µν Θ αβ , where Θ αβ is known as far as the solution u α is given. On its turn, taking (44) into account, we easily obtain that:
whence it folowws that ∇ n Q µναβ = l.n.p.t. and therefore (90) can be written as:
On its turn, from (91) we have that:
Thus, (92) and (93) is a linear, first order, partial differential system on the unknowns t ρσαβ , t βρσ , l βρσ , l ρσ , l ′ σν , l ν and S µν . In Appendix B we prove that the hypersurface V 3 is non-characteristic. The uniqueness of the solution 4 together with the vanishing of the variables on V 3 , i. e., conditions (87), imply that the latter extend to the neigbourhood where u ρ , µ α , ϕ are defined.
The Cauchy data
We must now see whether Cauchy data on V 3 can be found such that the subsidiary conditions (87) are met on this hypersurface. From now on and until the end of the present subsection all equalitites must be understood restricted to V 3 .
Proposition 9
The following two sets of conditions on V 3 are equivalent:
Proof:
From (90) and (85) we have that ∀t, z, v, w ∈ V 3 :
Whence the proof follows straightforward after taking into account the expression (45) for Q µναβ .
Proposition 10 If
Indeed, from (86) and (45) we have that:
that vanishes because the right hand sides only contain tangential derivatives of S αβ . The first equation (94) amounts to j * F = 0. Therefore, using (66), (67) and (74) we have that:K
On its turn, equations (95) can be written as:
To prove that we can indeed choose a set of Cauchy data on V 3 fulfilling simultaneously the conditions (96-98), it is enough to realize that, if we assume φ = 0 , then: (a) the condition (97) is authomatically warranted, (b) K E = 0, and conditions (96) and (98) lead to:
which is precisely the same problem we are studying but on a manifold V 3 with a lower number of dimensions, and (c) the three remaining conditions: φ = 0 , and S(n, ) = 0 (100) together with the algebraic constraint µ 2 = Ψ(ϕ), allow to determine the normal derivatives ∇ n µ α , ∇ n u ρ and ∇ n ϕ in terms of the values of µ α , u ρ and ϕ on V 3 , as we prove in detail in appendix C.
The discussion developed so far can be summarized in the following Theorem 5 Let (V 4 , g) and j : V 3 ֒→ V 4 be respectively a spacetime with constant signature (+3, −1) and a submanifold such that j * g has constant signature (+2, −1). Let Ψ(ϕ) be a given positive function. Besides, let (E 2 ,g,θ) be an Einsteinian reference frame on
(a) the spatial metric is rigid and has constant curvature:K + kK (0) = 0, and
Then, there exists an Einsteinian reference frame (E 3 , g, θ) on a neighbourhood U of V 3 ⊂ V 4 , such that:
is a subframe of (E 3 , g, θ) with second fundamental form φ = 0, (b) g is rigid and has constant curvature: K + kK (0) = 0, and (c) g is a constriction ofĝ := g + θ ⊗ θ, that is, there exist ϕ ∈ Λ 0 U and µ ∈ Λ 1 U such that: g = ϕ[g + θ ⊗ θ + ǫµ ⊗ µ] and µ 2 = Ψ(ϕ), withφ = j * ϕ andμ = j * µ.
Proof:
According to the hypothesis, (E 2 ,g,θ) satisfies condition (99). We then choosẽ
and take ϕ =φ , µ =μ +M ζ , u =ũ on V 3 ,
We then set φ = 0, that authomatically satisfies (97), and use (100) to determine ∇ n u ρ , ∇ n µ α and ∇ n ϕ on V 3 according with the discussion in subsection 3.3 and Appendix C. With the Cauchy data so chosen, V 3 is a non-characteristic hypersurface for the partial differential system (83) according to the discussion in subsection 3.1 and in Appendix A. Let u ρ , ϕ and µ α be a solution. Since the Cauchy data have been chosen so that the subsidiary conditions (87) are fulfilled on V 3 , according to the discussion in subsection 3.2 and Appendix B, they will be also met in a neighbourhood of V 3 .
Whence it follows that the congruence defined by the vector field u and the metric g = ϕ[g + θ ⊗ θ + ǫµ ⊗ µ] and the Einsteinian time scale θ define the sought reference frame.
The problem in 2+1 dimensions
Theorem 5 reduces the proof of the existence of the reference frame (E 3 , g, θ) mentioned at the begining of the present section to proving the existence of the subframe in the hypothesis. We shall now prove that the latter does indeed exist. 
Now, let n be a unitary vector field on V 3 such that n p is orthogonal to T p V 2 for all p ∈ V 2 , and let {e 0 , e 1 , e 2 } be an orthonormal basis on a neigbourhood of V 2 such that e 2 = n and e 0 =ũ on V 2 . In this basis we have thatĝ λ α = δ λ α − δ 0 α δ λ 0 on V 2 , and equations (102) yield:
∇ 1 u 2 = −∇ 2 u 1 and
Whence it follows that V 2 is non-characteristic for the partial differential system (102).
The Cauchy Kobalewski theorem [22] can then be invoked to end the proof.
Let us now develop the equation n ρ S µρ = 0. From (79) we have that:
where C µ does not depend on normal derivatives. A short calculation yields that:
that, combined with u ρ ∇ n u ρ = 0, leads to
Appendix D: Deformation of a Riemannian metric in 2 dimensions
Lemma 4 Let (E 2 , g) be a Riemannian 2-manifold. A non-vanishing 1-form µ ∈ Λ 1 E 2 can be locally found such that the deformed metric g ′ := g + ǫµ ⊗ µ has constant curvature.
Proof:
Let ∇ and ∇ ′ be the respective Riemannian connexions. The difference tensor b ij|k := g ′ kl [γ ′l ij − γ l ij ], i, j, k . . . = 1, 2 is:
Writing then b l ij = γ ′l ij − γ l ij , the relation between the respective Riemann tensors is
and the condition of constant curvature reads:
Substituting (117) into (116) we obtain a tensor differential system on µ i . Due to the symmetries of Riemann tensors and the fact that we are in 2 dimensions, it results in only one independent component, which is equivalent to the scalar equation obtained on contraction with g ik g jl , that is,
Since there is only one equation for two unknowns, the problem is underdetermined. We can arbitrarily choose µ i = f m i , where m i is given and m i m i = 1. With a choice like that, equation (118) becomes:
where p ij , p i , p, q i , q and t are known functions that depend on the chosen m j and its derivatives. This equation being already in normal form, any curve E 1 ⊂ E 2 that is regular enough is a good Cauchy hypersurface. The Cauchy data are f and ∇ n f on E 1 .
.
