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Abstract—Millimeter wave provides a very promising approach
for meeting the ever-growing traffic demand in next generation
wireless networks. To utilize this band, it is crucial to obtain the
channel state information in order to perform beamforming and
combining to compensate for severe path loss. In contrast to lower
frequencies, a typical millimeter wave channel consists of a few
dominant paths. Thus it is generally sufficient to estimate the path
gains, angles of departure (AoDs), and angles of arrival (AoAs)
of those paths. Proposed in this paper is a dual timescale model
to characterize abrupt channel changes (e.g., blockage) and slow
variations of AoDs and AoAs. This work focuses on tracking
the slow variations and detecting abrupt changes. A Kalman
filter based tracking algorithm and an abrupt change detection
method are proposed. The tracking algorithm is compared with
the adaptive algorithm due to Alkhateeb, Ayach, Leus and Heath
(2014) in the case with single radio frequency chain. Simulation
results show that to achieve the same tracking performance,
the proposed algorithm requires much lower signal-to-noise-ratio
(SNR) and much fewer pilots than the other algorithm. Moreover,
the change detection method can always detect abrupt changes
with moderate number of pilots and SNR.
Index Terms—Millimeter wave, tracking, Kalman filter, change
detection.
I. INTRODUCTION
Millimeter wave communication is deemed as a promising
technique for meeting the ever-increasing traffic demand in
next generation wireless communication systems [1] [2]. Due
to high attenuation loss inherent in this band, directional beam-
forming and combining should be applied to guarantee high
enough signal-to-noise-ratio (SNR) for detection at receivers.
Hence, it is necessary to obtain relatively accurate channel
state information (CSI) at all transmitters and receivers.
Channel estimation in millimeter wave differs from that in
lower frequencies in two major aspects: First, due to high
cost and power consumption of A/D D/A converters with very
high sampling rates, millimeter wave transmitters and receivers
can only be equipped with limited number of radio frequency
(RF) chains [3]. This imposes some constraints on the type
of beamforming/combining that can be employed. Second,
millimeter wave channel has limited scatterings due to large
attenuation loss, high absorption loss, etc [4]. Therefore, it is
sufficient to estimate channel parameters of these scattering
paths instead of each element in the large channel matrix.
One straightforward approach to estimate the channel is to
search the angles of departure (AoDs) and angles of arrival
(AoAs) exhaustively, and use the direction with the largest gain
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Fig. 1. Channel acquisition, tracking and change detection system.
as the beamforming/combining direction, as proposed in IEEE
802.11ad. However, the estimation accuracy of this approach
is limited even with a large number of pilots. There are
some other works which can improve the estimation accuracy,
like [5] [6]. In [5], the authors proposed an adaptive algo-
rithm to estimate the channel, which essentially searches the
paths using beamforming vectors with different beamwidths
in different stages. In [6], the authors formulated the chan-
nel estimation problem as a sparse signal recovery problem
and solved it with the orthogonal matching pursuit (OMP)
algorithm. Those algorithms either rely on transceivers with
several RF chains or large number of quantization levels for the
angles to achieve high estimation accuracy. For more practical
transceivers with single RF chain and limited quantization
levels of phase shifters, their improvements over the exhaustive
search approach are limited.
This work studies the millimeter wave channel estimation
problem by assuming a dual timescale channel variation model
with both abrupt changes (e.g., blockage) and slow variations
of AoDs and AoAs. The estimation framework is shown in
Fig. 1, where each time we detect an abrupt change, some
channel acquisition method is used to obtain channel param-
eters, while if no abrupt change is detected, some channel
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Fig. 2. Transmitter and receiver.
tracking method is used to follow the slow variations. In this
paper, we devise an efficient channel tracking algorithm based
on Kalman filter and an abrupt change detection method.
The channel acquisition problem is addressed in a separate
paper. The proposed approach requires low SNR and low pilots
overhead while maintaining a high tracking accuracy.
The rest of the paper is organized as follows. In Section II,
we present the system model. In Section III, the transmission
scheme regarding sending pilots is discussed. In Section IV
and V, we introduce the Kalman filter based tracking algorithm
and the abrupt change detection method, respectively. In
Section VI, simulation results are presented. In Section VII,
conclusions are drawn.
Throughout this paper, the following notations will be used.
Matrices are denoted by bold uppercase letters (e.g., A),
vectors are denoted by bold lowercase letters (e.g., a), scalars
are denoted by lowercase letters (e.g., a). AT , A∗, AH denote
the transpose, conjugate, Hermitian (conjugate transpose) of
matrix A, respectively. IN denotes an N ×N identity matrix.
Finally, [A;B] denotes the matrix obtained by appending B
under A, where they must be of the same number of columns.
II. SYSTEM MODEL
A. Structure of transmitter and receiver
We assume that both the transmitter and the receiver utilize
uniform linear arrays (ULAs), as shown by Fig. 2. The trans-
mitter and the receiver have nt, nr antennas, respectively. The
separation between two antennas at the transmitter and receiver
are ∆tλc,∆rλc, respectively, where λc is the wavelength.
Throughout the paper, we assume that the antennas are criti-
cally spaced, i.e., ∆t = ∆r = 12 . For ease of implementation,
we consider that both the transmitter and the receiver have only
one RF chain, hence, only analog beamforming/combining
can be applied. Nevertheless, the proposed approach can be
extended to the hybrid beamforming/combining scheme. We
use f ,w to denote the beamforming vector, combining vector,
respectively, and
f = 1√
nt
[ejφ1 , ejφ2 , . . . , ejφnt ]T , (1)
w = 1√
nr
[ejψ1 , ejψ2 , . . . , ejψnr ]T , (2)
where φi ∈ [0, 2π], i = 1, 2, . . . , nt, ψi ∈ [0, 2π], i =
1, 2, . . . , nr, i.e., each element in the beamforming and com-
bining vectors are of constant modulus, and only the phase
can be varied. In practice, the number of quantization levels
of each phase shifter is usually limited, and we assume that
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Fig. 3. L-scatterer channel model.
each phase shifter can only have Nmaxt , Nmaxr quantization
levels at transmitters and receivers, respectively.
B. Channel model
We adopt the L-scatterer channel model, as in [5] [6]. Let
φl, ψl be the AoD and AoA of path l, l = 1, 2, . . . , L, and
et(φ) =
1√
nt
[1, e−jpi cosφ, . . . , e−jpi(nt−1) cosφ]T , (3)
er(ψ) =
1√
nr
[1, e−jpi cosψ, . . . , e−jpi(nr−1) cosψ]T , (4)
then the L-scatterer channel can be expressed as [7, P. 311]
H =
L∑
l=1
αler(ψl)e
H
t (φl) (5)
where αl = ρl
√
ntnre
−j 2pidl
λc , and αl, ρl, dl are the path gain,
attenuation, distance between transmit antenna 1 and receive
antenna 1 along path l, respectively.
Let α = [α1, . . . , αL]T and θ = [φ1, . . . , φL, ψ1, . . . , ψL]T .
Then the path gain vector α and the angle vector θ fully
determine the channel.
C. Channel variation model
In practice, paths in millimeter wave channel are mostly
influenced by two factors: 1) abrupt changes (disappearance
or appearance of dominant paths) due to sudden environmental
change, like blockage by vehicles or pedestrians; 2) noise
disturbance to AoDs and AoAs, like slow rotations of hand
devices or vibrations of base station poles [8]. To capture the
impact of these two factors, we adopt a simple channel model
with variations on two timescales. First, we denote the time
period between two consecutive abrupt changes as a block, and
its length is variable, for instance, we can assume it follows
geometric distribution. In different blocks, either some existing
dominant paths vanish or new dominant paths appear. Second,
within a block, the AoDs and AoAs of existing dominant paths
vary slowly due to noise and other impairments, while gains of
these paths remain invariant. Such variations happen in a much
shorter timescale and we denote it as a slot. To keep tracking
the channel, it is necessary to estimate the channel on these
two timescales. On the block scale, we should determine when
abrupt changes occur and then in the beginning of each block,
acquire the dominant paths. On the slot scale, with the initial
estimate of the channel, we should keep tracking these paths in
each slot. Since these abrupt changes take place infrequently,
we focus this work on the tracking problem and the abrupt
change detection problem assuming an initial estimate of the
CSI. The channel acquisition problem is addressed separately.
The path gain vector α is assumed to remain constant in
different slots of the same block, while the angle vector θ
varies following
θ(n) = Aθ(n− 1) + u(n), (6)
where n denotes the nth slot, A is a known 2L× 2L matrix,
u(n) is Gaussion noise and u(n) ∼ N (0,Qu).
III. TRANSMISSION SCHEME
We discuss how to send pilots in this section. Suppose the
transmitter sends symbol x using beamforming vector f , and
the receiver combines with vector w. Then the observation at
the receiver is
y =wHHfx+wHv, (7)
where v is Gaussian noise and v ∼ CN (0, σ2vInr ).
A. Beamforming and combining vectors
In general, we can use any beamforming and combining
vectors of forms (1) and (2), respectively. However, consid-
ering the structure of the channel (5), we further restrict our
beamforming and combining vectors to be of forms (3) and
(4), respectively. Then the directions of corresponding vectors
are determined by one parameter.
Suppose we use f = et(φ¯), w = er(ψ¯) as the beamforming
and combining vector, respectively. Then it can be calculated
that the beamforming and combining gain of path l are
eHt (φl)et(φ¯) =
1
nt
1− ejpint(cosφl−cos φ¯)
1− ejpi(cosφl−cos φ¯) , (8)
eHr (ψ¯)er(ψl) =
1
nr
1− e−jpinr(cosψl−cos ψ¯)
1− e−jpi(cosψl−cos ψ¯) , (9)
respectively.
The AoD φl is in the range [0, 2π], however, since cosφl
is symmetric around π, we only need to consider the range
[0, π]. For instance, if φl = 4pi3 and the estimate is
pi
3 , then
based on (8), the estimate is accurate because the gain is the
same whether the beamforming direction is 4pi3 or
pi
3 . Similarly,
it is only necessary to consider the range [0, π] for ψl.
To detect the AoDs, we select Nt ≤ Nmaxt beamforming
vectors to cover the range [0, π]. Essentially, we are quantizing
the AoD range [0, π] into Nt bins, and there can be many ways
to conduct quantization. Here we quantize the range of cosφl,
i.e., [−1, 1] uniformly and then use the angle corresponding
to the center of each bin as the beamforming direction.
The transmitter sends pilots using beamforming vectors
fp = et(φ¯p), p = 1, 2, . . . , Nt, in turn, and for each beam-
forming vector, the receiver uses combining vectors wq =
er(ψ¯q), q = 1, 2, . . . , Nr, in turn. Consequently, we search all
Nr ×Nt directions and obtain Nr ×Nt received symbols.
B. Observation
When the pth beamforming vector is sent and the qth
combing vector is used, the received symbol is
yqp = w
H
q Hfp +w
H
q v, (10)
where we set symbol x = 1 compared with Eqn. (7).
Then the observation matrix is
Y =


y11 y12 · · · y1Nt
y21 y22 · · · y2Nt
.
.
.
.
.
.
.
.
.
.
.
.
yNr1 yNr2 · · · yNrNt

 . (11)
Let W = [w1,w2, . . . ,wNr ], F = [f1, f2, . . . , fNt ], then
the observed data can be written as
Y = WHHF+V, (12)
where V is an Nr × Nt Gaussian noise matrix and each
element is independent identically distributed (i.i.d.).
Let gqp(θ) = wHq Hfp, and by setting Ω
lp
t = cosφl−cos φ¯p,
Ωlqr = cosψl − cos ψ¯q , it can be expressed as
gqp(θ) =
L∑
l=1
αl
ntnr
1− e−jpinrΩlqr
1− e−jpiΩlqr
1− ejpintΩlpt
1− ejpiΩlpt
. (13)
Then the observation matrix becomes
Y =


g11(θ) g12(θ) · · · g1Nt(θ)
g21(θ) g22(θ) · · · g2Nt(θ)
.
.
.
.
.
.
.
.
.
.
.
.
gNr1(θ) gNr2(θ) · · · gNrNt(θ)

+V. (14)
We vectorize the observation matrix by concatenating the
columns of Y. Let y = vec(Y), v = vec(V) and
g(θ) =[g11(θ), . . . , gNr1(θ), g12(θ) . . . , gNr2(θ), . . . ,
g1Nt(θ), . . . , gNrNt(θ)]
T . (15)
Then
y = g(θ) + v, (16)
where v ∼ CN(0,Qv), and Qv = σ2vINrNt . Obviously, g(θ)
is not linear with respect to (w.r.t.) θ.
IV. KALMAN FILTER BASED CHANNEL TRACKING
Based solely on observation (16), classical estimation algo-
rithms like least squares can be used. However, since g(θ) is
nonlinear w.r.t. θ (here α is assumed known by some channel
acquisition algorithm), these algorithms usually require grid
search with very high computational complexity. On the other
hand, if we consider both the channel variation model (6) and
the observation (16), we find that they fit into Kalman filter ([9,
Chap. 13]) framework. Since Kalman filter provides a recur-
sive way to update the estimate and is computationally more
efficient, we employ this method for the tracking problem.
Kalman filter requires that both the signal evolution and
the observation be linear with the signal. However, in our
case, the observation y is nonlinear w.r.t. the angle vector θ
in (16). Thus, we should first use a linear approximation for
the observation. Define θˆ(n|n − 1) as the linear minimum
mean square error (MMSE) estimator of θ(n) based on
{y(0),y(1), . . . ,y(n− 1)}, then
y(n) =g
(
θ(n)
)
+ v(n)
=g
(
θ(n)− θˆ(n|n− 1) + θˆ(n|n− 1))+ v(n)
≈g(θˆ(n|n− 1))+
∂g(θ(n))
∂θ(n)
|
θ(n)=θˆ(n|n−1)
(
θ(n)− θˆ(n|n− 1)
)
+ v(n)
=C(n)θ(n) + v(n) + d(n) (19)
where C(n) = ∂g(θ(n))
∂θ(n) |θ(n)=θˆ(n|n−1) is the partial derivative
vector of g(θ(n)) w.r.t. θ(n) and its calculation is shown in
(17) and (18), d(n) = g(θˆ(n|n− 1))−C(n)θˆ(n|n− 1).
Then with the channel evolution model (6) and the observa-
tion model (19), we can use Kalman filter for channel tracking.
In particular, the algorithm is shown as Algorithm 1. The
notations are: θ̂(n|i) is the linear MMSE estimator of θ(n)
based on {y(0),y(1), . . . ,y(i)}, M(n|n − 1) = E((θ(n) −
θ̂(n|n−1))(θ(n)− θ̂(n|n−1))H) is the minimum prediction
mean square error (MSE) matrix, M(n|n) = E((θ(n) −
θ̂(n|n))(θ(n)− θ̂(n|n))H) is the MMSE matrix, K(n) is the
Kalman gain matrix, θ̂(0|0) and M(0|0) are the initial values
of θ̂(n|n) and M(n|n), respectively.
Algorithm 1 Kalman Filter based Channel Tracking
1: Initialization: θ̂(0|0)← θ(0),M(0|0)← 0,
2: while slot n still in the same block do
3: Prediction: θ̂(n|n− 1)← Aθ̂(n− 1|n− 1),
4: Minimum Prediction MSE: M(n|n − 1) ← AM(n −
1|n− 1)AH +Qu,
5: Kalman Gain Matrix: K(n) ← M(n|n −
1)CH(n)
(
Qv + C(n)M(n|n − 1)CH(n)
)−1
,
6: Correction: θ̂(n|n) ← θ̂(n|n − 1) + K(n)
(
y(n) −
g
(
θ̂(n|n− 1))),
7: Output θ̂(n|n) as the estimate of θ(n),
8: MMSE: M(n|n)←
(
I−K(n)C(n)
)
M(n|n− 1),
9: n← n+ 1,
10: end while
Algorithm 1 provides a recursive way to estimate the
channel, so each time only the current observation y(n) and
the previous estimate θ̂(n− 1|n− 1) need to be stored.
One thing concerning the implementation of Algorithm 1
needs to be mentioned here. Note that θ(n) ∈ R2L is
always real while y(n), C(n), v(n) and d(n) in (19)
are all complex. Then each time we update θ̂(n|n) in
Step 6 of Algorithm 1 would result in complex val-
ues for θ̂(n|n). To deal with this, we let y˜(n) =
[Re(y(n)); Im(y(n))], C˜(n) = [Re(C(n)); Im(C(n))],
v˜(n) = [Re(v(n)); Im(v(n))], d˜(n) = [Re(d(n)); Im(d(n))],
and formulate an equivalent expression of (19) as
y˜(n) = C˜(n)θ(n) + v˜(n) + d˜(n). (20)
By applying Algorithm 1 to (6) and (20), we are dealing
directly with real vectors and θ̂(n|n) is always real.
V. ABRUPT CHANGE DETECTION
In this section, we develop a method to detect abrupt
channel changes based on the Kalman filter tracking algorithm.
The two hypotheses at any time n are:
H0: there is no abrupt change in the channel;
H1: there are abrupt changes in the channel.
We use y(n) for such a test and define
L(y(n)) = (y(n) − g(θˆ(n)))HQ−1v (y(n) − g(θˆ(n))), (21)
where θˆ(n) is the estimate of θ using Kalman filter (Algo-
rithm 1). Conceivably, if the channel acquisition and tracking
are accurate enough, L(y(n)) would be small in the case
without abrupt changes since the main term remained in
y(n)−g(θˆ(n)) is noise according to (16). On the other hand,
if there are abrupt changes, the remained term would include
gains of some dominant paths, which would be large.
We then decide H1 if
L(y(n)) > γ, (22)
where γ is a predefined threshold. To decide the threshold γ,
the false alarm probability can be used, which is defined as
PFA = P{L(y(n)) > γ;H0}. (23)
We can determine an approximate expression for γ given a
PFA. With relatively accurate channel acquisition and tracking,
2L(y(n)) would follow Chi-Squared distribution with degree
2NtNr, i.e., 2L(y(n)) ∼ χ22NtNr , where χ2ν denotes Chi-
Squared distribution with degree ν. Let Qχ2ν (x) be the right-
tail probability for a χ2ν random variable, i.e., Qχ2ν (x) =∫∞
x
p(t)dt, then given a false alarm probability, PFA, we can
determine a corresponding threshold
γ =
1
2
Q−1
χ2
2NrNt
(PFA). (24)
∂gqp(θ)
∂φl
=
−αl sinφl
ntnr
1− e−jpinrΩlqr
1− e−jpiΩlqr
jπejpiΩ
lp
t − jπntejpintΩlpt + jπ(nt − 1)ejpi(nt+1)Ωlpt
(1 − ejpiΩlpt )2
, (17)
∂gqp(θ)
∂ψl
=
−αl sinψl
ntnr
−jπe−jpiΩlqr + jπnre−jpinrΩlqr − jπ(nr − 1)e−jpi(nr+1)Ωlqr
(1 − e−jpiΩlqr )2
1− ejpintΩlpt
1− ejpiΩlpt
, (18)
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We will show that this approximate threshold works well for
the proposed framework in the simulations.
The detection method is presented as Algorithm 2.
Algorithm 2 Abrupt Change Detection
1: Given a PFA, determine the threshold γ using (24),
2: while True do
3: In slot n, use Algorithm 1 to obtain θˆ(n),
4: Determine whether there are abrupt changes based on
(21) and (22),
5: end while
VI. SIMULATION RESULTS
We show the performance of the proposed approach in this
section. Common simulation parameters are given in Table I.
TABLE I
COMMON SIMULATION PARAMETERS
nt nr L A Qu Qv SNR
16 16 3 I2L σ2uI2L σ2vINrNt 10 log10
ntnr
σ2v
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For ease of simulation, we set Qu = σ2uI2L in the table, which
means that the variations of AoDs and AoAs of different paths
are independent. It can be shown that the proposed algorithm
applies for the general correlated case as well. Besides, σ2u
determines how fast the channel varies, so we can change this
parameter to simulate different channel variation speeds.
We compare the Kalman filter algorithm (Algorithm 1) with
the adaptive algorithm in [5]. In the case with single RF chain
at both transmitters and receivers, the adaptive algorithm is
similar to the OMP algorithm in [6]. As the performance
measure, we use the normalized mean square error (NMSE)
of H, which is defined as E(||Ĥ−H||
2
F )
E(||H||2
F
)
, where H is the true
channel matrix, Ĥ is the estimated channel matrix and || ⋆ ||F
is the Frobenius norm.
Figs. 4 - 6 show the tracking performances of these algo-
rithms versus SNR, number of quantization levels and channel
variations, respectively. For each point in the figures, we
simulate 1000 blocks, with each block lasting 100 slots. In
the first slot of each block, we generate L paths with gains
following CN (0, ntnr), and angles following U(0, π). Then
in the next 99 slots, the path gains do not change while
the angles evolve according to (6). For the Kalman filter
algorithm, we simulate two cases, with one having acquisition
error and the other not, where the acquisition error α − αˆ
follows CN (0, σ2vIL). The adaptive algorithm estimates α and
θ in each slot. The channel variation speed parameter σ2u is
unknown for all algorithms. In the Kalman filter algorithm,
we use ( 2180π)
2 as the guessed value instead of its real value.
The adaptive algorithm does not need this parameter.
As shown by Figs. 4 and 5, both the Kalman filter algorithm
and the adaptive algorithm would achieve higher tracking
accuracy with the increase of SNR or number of quantiza-
tion levels. Besides, the Kalman filter algorithm has superior
performance over the adaptive algorithm, and the increase
of estimation accuracy is always larger than 10 dB without
acquisition error. Even with acquisition error, the Kalman filter
still performs much better than the adaptive algorithm.
Fig. 6 illustrates that the performance of the Kalman filter
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, papp = 0.0254, pdis = 0.0127, pFA = 0.1.
algorithm would deteriorate when the channel variation speed
increases, which mainly arises from applying Kalman filter
for nonlinear observation. With large variation noise, the
Kalman filter algorithm loses track, and estimation error can
accumulate gradually. So there is a threshold of channel
variation speed for this algorithm. However, determining the
threshold can be difficult analytically and is out of the scope
of this paper. In the simulations, when σ2u ≤ ( 1180π)2, the
Kalman filter algorithm can track the channel accurately. When
σ2u = (
1
180π)
2
, the average drift of the angle (E(|u|)) would
be
√
2
pi
σu ≈ 0.798. Suppose each slot lasts 1 ms, then the
angle variation speed is 798◦/s, which is equivalent to rotating
a mobile device more than two rounds per second. Thus,
σ2u = (
1
180π)
2 is actually a very fast angle variation speed
and for any reasonable speed, the algorithm can be applied.
Fig. 7 shows the change detection results of Algorithm 2.
The channels are generated in the following way. In the
first slot, we generate L paths independently, with their path
gains following CN (0, ntnr) and angles following U(0, π).
Then in the following slots, for each path, we independently
decide whether it disappears or appears by tossing a coin. If
in the previous slot, the path exists, then the disappearance
probability of the path in the current slot is pdis. If in the
previous slot, the path does not exist, then the appearance
probability of the path in the current slot is papp. If the path
is not subject to an abrupt change, then the path gain does
not change while the angles evolve according to (6). As can
be seen from this figure, Algorithm 2 detect all true abrupt
changes whether acquisition error exists or not. On the other
hand, the false alarm probability is higher with acquisition
error than that without acquisition error, which is 13200 versus
7
200 in these 200 slots. So in order to use the tracking algorithm
and the change detection method, a relatively accurate channel
acquisition algorithm is desired.
VII. CONCLUSION
In this paper, we have investigated the millimeter wave
channel estimation problem. A dual timescale channel vari-
ation model is assumed to characterize abrupt changes and
slow variations. Then a Kalman filter based tracking algorithm
and an abrupt change detection method have been proposed.
Simulation results showed that both the tracking algorithm
and the abrupt change detection method work quite well
in the proposed framework if the AoDs and AoAs vary
with a reasonable speed. In addition, the performance of the
proposed schemes degrades gracefully with acquisition error,
which allowed for extensions by jointly considering channel
acquisition, tracking and abrupt change detection.
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