This paper is concerned with estimation of the parameter of Burr type VIII distribution under a Bayesian framework using censored samples. The Bayes estimators and associated risks have been derived under the assumption of five priors and three loss functions. The comparison among the performance of different estimators has been made in terms of posterior risks. A simulation study has been conducted in order to assess and compare the performance of different estimators. The study proposes the use of inverse Levy prior based on quadratic loss function for Bayes estimation of the said parameter.
Introduction
Burr [1] introduced twelve different forms of the cumulative distribution functions of Burr distribution. Among these twelve distribution functions, Burr type X and Burr type XII have been discussed by most of the analysts, while the remaining density functions are still waiting for the attention of the researchers. Soliman [2] derived the Bayes estimates of the parameter of Burr type XII distribution relative to quadratic, LINEX, and generalized entropy loss functions. Based on Lindley's approximation, the comparisons were made between maximum likelihood and Bayes estimation. Monte Carlo simulation was also used. Joshi [3] obtained the Bayesian estimation of reliability of generalized Burr distribution with the help of a censored sample. The precautionary and squared error loss functions were used for estimation. The noninformative and beta prior distributions were assumed for posterior analysis. Asgharzadeh and Valiollahi [4] considered the uniformly minimum variance unbiased (UMVU) of Burr model under progressively type II censored samples; the Bayes and empirical Bayes estimates for the unknown parameter and the reliability function of the Burr model were derived. The Bayes and empirical Bayes estimates were obtained on the basis of absolute error and logarithmic loss functions. A numerical example and a Monte Carlo simulation study were used to illustrate the applicability of the results. Saleem and Aslam [5] analyzed the parameter of the Rayleigh distribution under censored data. AL-Hussaini and Hussein [6] presented the maximum likelihood and Bayes estimators of the parameters, survival function (SF), and hazard rate function (HRF) for the threeparameter exponentiated Burr type XII distribution under type II censored scheme. Soliman et al. [7] dealt with Bayesian inference and prediction problems of the Burr type XII distribution based on progressive first failure censored data. Squared error loss function was proposed for estimation. Gibbs sampling procedure was applied to draw Markov chain Monte Carlo (MCMC) samples. A simulation study was carried out to compare the proposed Bayes estimators with the maximum likelihood estimators. A real life data set was also used to illustrate the results derived. Singh [8] discussed the uniformly minimum variance unbiased estimate (UMVUE) of the probability density function (pdf) of the Burr distribution. The UMVUE of the cumulative distribution function (CDF), pth quantile, and rth moment of the Burr distribution were also obtained. Feroze and Aslam [9] considered the Bayesian analysis of Gumbel type II distribution under doubly censored samples using different priors (informative and noninformative) and loss functions (symmetric and asymmetric). Bayesian credible intervals along with posterior predictive distributions were also derived.
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One of the important distributions from Burr family of distributions is Burr type VIII distribution. This distribution can be used to model the lifetime data. Burr [1] has indicated that this distribution can be used as an alternative lifetime model in many cases. Its two-parametric case gives more flexibility as compared to exponential and Rayleigh distribution in order to model lifetime data. In this paper, the Bayesian inference of Burr type VIII distribution has been considered using different loss functions and priors on the basis of three censoring techniques.
The probability density function (pdf) of Burr type VIII distribution is ( , ) = ( 2 ) 1 + 2 {tan −1 ( )} −1 ; > 0, > 0.
(
The cumulative distribution function (CDF) of the distribution is
Prior Distributions
The prior distribution is a key part of Bayesian analysis and represents the information about an uncertain parameter that is combined with the probability distribution of new data to derive the posterior distribution, which in turn is used for future inferences and decision making. Therefore, prior subject-matter knowledge about a parameter is a vital aspect of the inference process. The prior distributions can be categorized as informative and noninformative priors.
As their names suggest, the informative priors are used when the prior information regarding the current experiment is available (may be in the form of prior beliefs), while when such prior information is not available the use of noninformative priors becomes inevitable. We have assumed both informative and noninformative priors for the Bayesian analysis of the said parameter. Among noninformative priors the uniform prior proposed by Laplace [10] and Jeffreys prior suggested by Jeffreys [11] are the most famous priors. We have assumed these priors along with some informative priors to derive the posterior distributions.
The uniform prior is assumed to be
Jeffreys prior is defined to be
where
The informative prior for the parameter is assumed to be gamma distribution as
The informative prior for the parameter is assumed to be exponential distribution as
The informative prior for the parameter is assumed to be inverse Levy distribution as
The informative priors presented in (5)- (7) have been used in order to make our analysis more versatile. As the Burr type VIII distribution can be used to model the lifetime data, prior information available in such form can effectively be used. It should be noted that the gamma, exponential, and inverse Levy distributions can be used to model the lifetime data. So, these distributions can be used as prior distribution for the analysis of Burr type VIII distribution under Bayesian framework.
Bayesian Estimation under Left Censored Samples
Censoring is a useful technique when the value of a measurement or observation is only partially known. 
The details for the derivation of the likelihoods function can be seen from the appendix. Now the generalized expressions for posterior distributions, Bayesian estimators, posterior risks, posterior predictive distributions, posterior predictive intervals, and credible intervals have been presented in the following. The expressions under priors given in (3), (4), (5), (6) , and (7) can be derived by putting 1 = 0, 2 = 0, 3 = 0,
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The generalized posterior distribution under left censored samples is
The details for the derivation of the posterior distribution can be seen from the appendix.
Loss Functions.
The decision theory suggests that in order to select the best estimator a loss function must be specified and used to estimate the risk associated with each of the possible estimates. Since there is no definite analytical process that allows us to identify the proper loss function to be used, most of the analysts use the squared error loss function which is symmetrical and associates equal importance to the losses due to overestimation and underestimation of equal magnitude and obtain the posterior mean as Bayesian estimate. But in situations where the loss is asymmetric, we have to employ some asymmetric loss functions. So, here we have assumed some symmetric and asymmetric loss functions for the analysis of the parameter under study. The detail of these loss functions is as follows.
LINEX Loss Function (LLF)
. LINEX (linear exponential) loss function has been defined by Klebanov [12] . The expression of the loss function is 
Bayes estimator and corresponding risk under using LINEX loss function are, respectively, presented as
The details for the derivation of the Bayes estimates and posterior risks under LLF can be seen from the appendix.
Bayes estimator and corresponding risk under precautionary loss function are, respectively, presented as
The details for the derivation of the Bayes estimates and posterior risks under PLF can be seen from the appendix. Bayes estimator and corresponding risk under quadratic loss function are, respectively, presented as
The details for the derivation of the Bayes estimates and posterior risks under QLF can be seen from the appendix.
Bayesian Estimation under Singly Type II Censored Samples
Under type II censored samples the experiment is terminated after observing some fixed percentage of observations. The likelihood function for the singly type II censored samples can be defined as follows. Let us observe " " items for possible failure and only the first " " failure times have been observed; that is, 1 < 4 International Journal of Mathematics and Mathematical Sciences following Burr type VIII distribution, the likelihood function for " " observations is
The generalized posterior distribution under singly type II censored samples is
Bayes estimator and corresponding risk under LINEX loss function are, respectively, presented as
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Bayes estimator and corresponding risk under quadratic loss function are, respectively, presented as
Bayesian Estimation under Doubly Type II Censored Samples
Doubly type II censoring is used when the samples are censored at two test termination points; that is, the observations below and above a particular point cannot be either observed or feasible to be observed. The likelihood function under the doubly type II censored samples can be defined as follows. Consider a random sample of size " " from Burr type VIII distribution and let , . . . , be the ordered observations that can only be observed. The remaining " − 1" smallest observations and " − " largest observations have been censored. Then the likelihood function for the type II doubly censored sample = ( , . . . , ) can be written as
The generalized posterior distribution under doubly type II censored samples is
. Bayes estimator and corresponding risk under LINEX loss function are, respectively, presented as
Credible Intervals
Samaniego [14] has discussed that unlike the classical inference, the notion of interval estimation under Bayesian inference is simpler and manages to avoid potential conflicts with the observed data. The posterior distribution of the parameter comprises the basis for all Bayesian inferences about . The Bayesian counterpart of a confidence interval for is called a credibility interval for and is obtained from the posterior distribution by selecting an interval corresponding to the probability level desired. For example, any interval ( , ) for which ∫ ( | ) = 1 − is the 100(1 − )% credibility interval for , where ( | ) is the posterior density of and is the level of significance. The credibility interval used most often is the central one in which the limits ( , ) are chosen to satisfy
. Credibility intervals represent the statistician's posterior judgment about intervals that contain with a given probability. They are clearly in harmony with the likelihood principle. So according to the above definition, the 100(1− )% credible intervals for have been constructed under different censoring techniques as follows.
The generalized credible interval under left censored samples is
The generalized credible interval under singly type II censored samples is
The generalized credible interval under doubly type II censored samples is
(32)
Posterior Predictive Distributions and Intervals
There are circumstances (e.g., in regression analysis or time series) where out-of-sample (e.g., data at future time points or under different conditions and covariates) predictions are the major interest; such predictions may be in circumstances where the explanatory variates take different values to those actually observed. In clinical trials comparing the efficacy of an established therapy with a new therapy, the interest may be in the predictive probability that a new patient will benefit from the new therapy. The predictive distribution contains the information about the independent future random observation given preceding observations (data at hand). In context of Bayesian inference the predictive distribution is referred to as the posterior predictive distribution. For more illustration, see Bolstad [15] , Congdon [16] , and Bansal [17] . The posterior predictive distribution can be defined as
where ( | ) is the posterior distribution, ( ; ) is density for future observation, and = +1 is the future observation given the sample information = ( 1 , 2 , . . . , ), from model (1). The posterior predictive distributions using different types of censored samples can be derived as follows.
The generalized posterior predictive distribution under left censored samples is
The generalized posterior predictive distribution under singly type II censored samples is
The generalized posterior predictive distribution under doubly type II censored samples is
The posterior predictive interval can be constructed by solving the following two equations:
where is the level of significance. The posterior predictive intervals cannot be obtained in the closed form, so the approximate solution of the limits has been obtained by iterative procedure.
Simulation Study
The simulation study has been carried out for = 20, 30, 50, 70, 100, and 150 using ∈ {2,4,6}. As single sample may not fully describe the behavior of the estimators, the results have been replicated sufficiently and average of the results has been presented in Tables 1, 2 It is immediate from Tables 1, 2 , 3, 4, 5, 6, and 7 that estimated value of the parameter converges to the true value by increasing the sample size. The parameter is overestimated for the majority of the cases. A greater tendency of overestimation is observed for larger values of the parameter. This pattern is similar under each prior, loss function, and censoring scheme. The convergence of the estimated values of the parameter under informative priors is better than those under noninformative priors. In case of loss functions the convergence is better under LLF for smaller values of the parameter, while for larger values of the parameter the convergence is faster under QLF. As far as the censoring techniques are concerned, the better convergence is observed under left censored samples for LLF and PLF, while in case of QLF the estimates under singly type II censored samples have comparatively rapid convergence. The study also depicts that, in terms of posterior risks, the performance of the QLF is the best among all loss functions. The performance of each loss function has been negatively affected by the increasing values of the parameter. The magnitude values of risks associated with estimates using PLF and LLF are close to each other especially in large samples. So, we can replace these two loss functions by each other in the future studies. In comparison of priors, it has been observed that the informative priors have smaller risks than noninformative priors. The estimates based on inverse Levy prior are having the least amounts of posterior risks. The larger choice of the true parametric values has negatively 
Real Life Example
This section covers the analysis of real life data set regarding the breaking strengths of 64 single carbon fibers of length 10, presented by Lawless [18] . The idea has been to see whether the results and properties of the Bayes estimators, explored by simulation study, are applicable to a real life situation. The amounts of posterior risks associated with each estimate have been presented in parenthesis in Tables 8, 9 , and 10.
The results regarding the analysis of the real life data displayed the characteristics of the estimates parallel to those observed under simulation study. The inverse Levy prior has been found to be the most suitable prior and QLF the best working loss function. The results under real life data also indicated that the estimates under singly type II censored samples are more efficient under each prior and loss function. So, the information lost from the right end may not be as serious as from the left tail. 
Conclusions and Recommendations
The study has been carried out to investigate the performance of the Bayesian point and interval estimators of the parameters for Burr type VIII distribution based on five priors, three loss functions, and three censoring techniques. From the above analysis it can be concluded that amount of risk decreases and rate of convergence of estimates towards the true value increases with the increase in sample size. The performance of the inverse Levy prior has been the best among all priors under all cases. On the other hand, the quadratic loss function has been found to be the most efficient loss function under each prior and every censoring technique. Similarly, the estimates under singly type II censoring scheme are associated with the minimum amount of risks. So, on the whole, the use of inverse Levy prior along with 
Appendix

Derivation of Different Expressions/Formulae
The pdf of the Burr type VIII distribution given in (1) can be written as
The CDF of the Burr type VIII distribution used in (2) can be written as
The likelihood function presented in (8) can be expressed as 
The generalized (joint) version of priors presented in (3)- (7) can be written as
Based on the density, kernel of the posterior distribution can be given as The Bayes estimator under the LLF can be derived by using the following formula: The Bayes estimator under QLF can be derived by using the following formula: (A.23)
The derivation of Bayes estimators and posterior risks under other censoring schemes can be obtained in a similar manner.
