Contrary to the classical wisdom, processes with independent values (defined properly) are much more diverse than white noise combined with Poisson point processes, as well as product systems are much more diverse than Fock spaces.
Introduction
The famous Brownian motion (B t ) t∈[0,∞) may be thought of as an especially remarkable bizarre random function. For instance, one may use it in a probabilistic proof of existence of a nowhere differentiable continuous function. Various fine properties of Brownian sample paths are investigated, but are beyond the scope of this survey.
Stochastic differential equations are a different (and maybe more important) way of using B t . An example (simple and widely known):
(0.1) dX t = X t dB t , X 0 = 1 .
It may be thought of as the scaling limit (for n → ∞) of a discrete-time equation k/n , which is closer to (0.1) but less simple than (0.2). The random signs are more relevant than the random walk. Similarly, in (0.1) the stochastic differentials dB t are more relevant than the Brownian motion. The latter is rather an infinitely divisible reservoir of independent random variables. (One could object that B t occurs in the solution X t = exp B t − 1 2 t . However, this is a feature of (0.1); in general X t involves B s for all s ∈ [0, t].)
It is tempting to by-pass B t by treating dB t as the scaling limit of τ k . Of course, a Brownian sample path is not a differentiable function, but may be differentiated as a generalized function (Schwarz distribution). Accordingly, we may consider the (random) locally integrable function
as a (random) Schwarz distribution. Then W (n) converges in distribution (for n → ∞) to the so-called white noise d dt B t . This is a classical wisdom: the scaling limit of random signs is the white noise. Similarly, the scaling limit of a two-dimensional array of random signs is a white noise over the plane R 2 . These are examples of processes with independent values. Conceptually, nothing is simpler than independent values; but technically, they cannot be treated as random functions.
A spectacular achievement of percolation theory (S. Smirnov, 2001 ) is existence (and conformal invariance) of a scaling limit of critical site percolation on the triangular lattice (see for instance [14] and references therein). The model is based on a two-dimensional array of random signs (colors of vertices). Does it mean that the scaling limit is driven by the white noise over the plane? No, it does not. The percolation model uses random signs in a nonclassical way.
Contrary to the classical wisdom, processes with independent values (defined properly) are much more diverse than white noises, Poisson point processes and their combinations, time derivatives of Lévy processes. The Lévy-Itô theorem does not lie; processes with independent increments are indeed exhausted by Brownian motions, Poisson processes and their combinations. The scope of the classical theory is limited by its treatment of independent values via independent increments belonging to R or another linear space (or commutative group).
Nowadays, independent increments are investigated also in noncommutative groups and semigroups, consisting of homeomorphisms or more general maps (say, R → R), kernels (that is, maps from points to measures), bounded linear operators in a Hilbert space, etc. These are relevant to stochastic flows. Some flows, being smooth enough, are strong solutions of stochastic differential equations; these flows are classical. Other flows contain some singularities (turbulence, coalescence, stickiness, splitting etc.); these flows tend to be nonclassical. They still are scaling limits of discrete models driven by random signs, but these signs are used in a nonclassical way.
The intuitive idea of a process with independent values appeared to be deeper than its classical treatment. A general formalization of the idea is the heart of this survey. Sect. 1 is a preliminary presentation via simplest examples, it may be thought of as an extended introduction. The main definitions appear in Sects. 2 and 3. More interesting (and less simple) examples are introduced in Sect. 4 . But only in Sect. 5 the distinction between classical and nonclassical is defined, and the examples (of Sects. 1, 4) are shown to be nonclassical.
In discrete time, independence corresponds to the product of probability spaces. In continuous time, a process with independent values corresponds to a continuous product of probability spaces. The corresponding Hilbert spaces L 2 of square integrable random variables form a continuous tensor product of Hilbert spaces. Such products are a notion well-known in analysis (the theory of operator algebras) and relevant to quantum theory. A part of the analytic theory of such products got recently in close contact with probability theory and is surveyed here (Sect. 3). The classical case is well-known as Fock spaces, or type I Arveson systems. The nonclassical case consists of Arveson systems of types II and III. Their existence was revealed (in different terms) in 1987 by R. Powers [10] (see also [11] and Chapter 13 of recent monograph [1] by W. Arveson) while the corresponding probabilistic theory was in latency; the idea was discussed repeatedly by A. Vershik and J. Feldman, but the only publication [6] was far from revealing existence of nonclassical systems. The first nonclassical continuous product of probability spaces was published in 1998 [18] by A. Vershik and the author. (I was introduced to the topic by A. Vershik in 1994. ) 1 Singularity concentrated in time 1a Terminology: flows Independent increments are more interesting for us than values of a process (X t ) with independent increments. Thus we denote X s,t = X t − X s for s < t , use two properties X r,t = X r,s + X s,t for r < s < t , (1a1) X t 1 ,t 2 , X t 2 ,t 3 , . . . , X t n−1 ,tn are independent for t 1 < t 2 < · · · < t n , (1a2) and discard X t . A two-parameter family (X s,t ) s<t of random variables X s,t : Ω → R satisfying (1a1), (1a2) will be called an R-flow (or, more formally, a stochastic (R, +)-flow; here (R, +) is the additive group of real numbers). Why not just 'a flow in R ? Since the latter is widely used for a family of random diffeomorphisms of R (or more general maps, kernels etc). On the other hand, R acts on itself by shifts (y → x + y), which justifies calling (X s,t ) s<t a stochastic flow. Similarly we may consider, say, the multiplicative semigroup of complex numbers; a (C, ·)-flow satisfies X s,t : Ω → C and X r,t = X r,s X s,t instead of (1a1). Often, indices s, t of X s,t run over [0, ∞) each, but any other linearly ordered set may be specified, if needed. Full generality is postponed to Sect. 2.
1b Two examples
Tracing nonclassical behavior to bare bones we get very simple models shown here. They may be discrete or continuous, this is a matter of taste.
A stationary (not just 'with stationary increments') random walk (or Brownian motion) is impossible on such groups as Z or R, but possible on compact groups such as the finite cyclic group Z m = Z/mZ or the circle T = R/Z.
Discrete example
We choose m ∈ {2, 3, . . . } and take the group Z m . For every n = 1, 2, . . . we construct a Z m -flow X (n) = (X (n) s,t ) s<t;s,t∈T over the time set T = {0, 1, 2, . . . }∪ {∞} (with the natural linear order) as follows:
s,∞ = 0 = 1 for s = n, n + 1, . . . These conditions (together with (1a1), (1a2)) determine uniquely the joint distribution of all X s,t for s, t ∈ T , s < t. Namely, X (n) s,t may be thought of as increments of a random walk (in Z m ) stopped at the instant n. (Till now, Z could be used instead of Z m , but the next claim would be violated; indeed, X (n) 0,∞ would not be tight.) Random processes X (n) converge in distribution (for n → ∞) to a random process X. (It means weak convergence of finite-dimensional distributions, or equivalently, probability measures on the compact space (Z m ) {(s,t)∈T ×T :s<t} , a product of countably many finite topological spaces.) The limiting process X = (X s,t ) s<t;s,t∈T is again a Z m -flow.
Here is a remarkable feature of X (in contrast to X (n) ): the random variable X 0,∞ , distributed uniformly on Z m , is independent of the whole finite-time part of the process, (X s,t ) s<t<∞ . (The same holds for each X t,∞ separately, but surely not for X 0,∞ − X 1,∞ = X 0,1 .) Therefore X 0,∞ is not a function of the i.i.d. sequence (X t,t+1 ) t<∞ . A paradox! You may guess that an additional random variable X ∞−,∞ , independent of all X t,t+1 , squeezes somehow through a gap between finite numbers and infinity. However, such an explanation does not work. It cannot happen that X s,∞ = f s (X s,s+1 , X s+1,s+2 , . . . ; X ∞−,∞ ) for all s. Sketch of the proof. 1 Assume that it happens. The conditional distribution of X 0,∞ given X 0,1 , . . . , X s−1,s and X ∞−,∞ is uniform on Z m , since
and the conditional distribution of X s,t is nearly uniform for large t. Thus, X 0,∞ is independent of X 0,1 , X 1,2 , . . . and X ∞−,∞ ; a contradiction.
We see that some flows cannot be locally parameterized by independent random variables. The group Z m is essential; every Z-flow (or R-flow, or R n -flow) (X s,t ) s<t;s,t∈T can be locally parameterized by X s,s+1 (s = 0, 1, . . . ) and X ∞−,∞ = X 0,∞ − lim k→∞ (X 0,k − c k ) for appropriate centering constants c 1 , c 2 , . . . It is also essential that the time set T = {0, 1, 2, . . . }∪{∞} contains a limit point (∞). Otherwise, say, for T = Z, every flow (X s,t ) s<t reduces to independent random variables X s,s+1 . Time reversal does not matter; the same phenomenon manifests itself for
, or just t = [0, ∞), the latter being used below.
Continuous example
We take the group T = R/Z (the circle). For every ε > 0 we construct a T-flow
s,t ) s<t;s,t∈[0,∞) as follows:
here B(t) t∈[0,∞) is the usual Brownian motion. These conditions determine uniquely the joint distribution of all Y (ε)
s,t may be thought of as increments of a process, Brownian (on the circle) in logarithmic time after the instant ε, but constant before ε. Random processes Y (ε) converge in distribution (for ε → 0) to a random process Y (weak convergence of finite-dimensional distributions is meant), and the limiting process Y = (Y s,t ) s<t;s,t∈[0,∞) is again a T-flow. The random variable Y 0,1 , distributed uniformly on T, is independent of all Y s,t for 0 < s < t.
We cannot locally parametrize Y by increments of a Brownian motion (and possibly an additional random variable Y 0,0+ independent of the Brownian motion). The one-parameter random process (Y 0,e t ) t∈R is a stationary Brownian motion in T. The complex-valued random process (Z t ) t∈[0,∞) ,
is a continuous martingale, and satisfies the stochastic differential equation
where (B t ) t∈[0,∞) is the usual Brownian motion. However, the random variable Z 1 is independent of the whole Brownian motion (B t ). The weak solution of the stochastic differential equation is not a strong solution. See also [22] , [5] , and [15, Sect. 1a] .
1c Stability and sensitivity
Stability and sensitivity of Boolean functions of many Boolean variables were introduced in 1999 by Benjamini, Kalai and Schramm [4] and applied to percolation, random graphs etc. They introduce errors (perturbation) into a given Boolean array by flipping each Boolean variable with a small probability (independently of others), and observe the effect of these errors by comparing the new (perturbed) value of a given Boolean function with its original (unperturbed) value. They prove that percolation is sensitive! Surprisingly, their 'stability' is basically the same as our 'classicality'. See also [13] . The Z m -flow X of Sect. 1b (denote it here by X 1b ) contains i.i.d. random variables X s,s+1 that are Boolean in the sense that each one takes on two values 0 and 1, with probabilities 1/2, 1/2. However, X 0,∞ is not a function of these (Boolean) variables. Here is a proper formalization of the idea. A pair of two correlated G-flows (one 'unperturbed', the other 'perturbed') is a G × G-flow; here G × G is the direct product, that is, the set of all pairs (g 1 , g 2 ) for g 1 , g 2 ∈ G with the group operation (g 1 , g 2 )(g 3 , g 4 ) = (g 1 g 3 , g 2 g 4 ).
(For G = Z m we prefer additive notation:
, where X ′ , X ′′ are G-flows on the same probability space (Ω, F , P ). Let F ′ , F ′′ be sub-σ-fields of F generated by X ′ , X ′′ respectively. We introduce the maximal correlation
where the supremum is taken over all f ∈ L 2 (Ω,
The idea of a (non-degenerate) perturbation of a flow may be formalized by the condition ρ max (X) < 1.
A small perturbation has a dramatic effect on the random variable X 1b 0,∞ ; this is instability (and moreover, sensitivity). All flows in Proposition 1c1 use the time set T = {0, 1, 2, . . . } ∪ {∞}. Nothing like that happens on T = {0, 1, 2, . . . } or T = Z. Also, the group Z m is essential; nothing like that happens for Z-flows (or R-flows, or R n -flows). Sketch of the proof of Proposition 1c1 for the special case m = 2:
The same can be said about the other (continuous) example Y 1b of Sect. 1b. The random variable Y 1b 0,1 is sensitive. See also Sect. 5, especially 5d.
1d Hilbert spaces, quantum spins
Return to X = X 1b (the discrete Z m -flow of Sect. 1b) and consider the Hilbert space H of all square integrable complex-valued measurable functions of random variables X s,t , with the norm
is the σ-field generated by X. We may split X at the instant 1 in two independent components: the past, -just a single random variable X 0,1 ; and the future, -all X s,t for 1 ≤ s < t, s, t ∈ T . Accordingly, H splits into the tensor product, 2 From convolution semigroups to continuous products of probability spaces 2a Terminology: probability spaces, morphisms etc.
Throughout, either by assumption or by construction, all probability spaces are standard. All claims and constructions are invariant under mod 0 isomorphisms.
Recall that a standard probability space (known also as a Lebesgue-Rokhlin space) is a probability space isomorphic (mod 0) to an interval with the Lebesgue measure, a finite or countable collection of atoms, or a combination of both (see [7, (17. 41)]). Nonseparable L 2 spaces of random variables are thus disallowed! A σ-field F is sometimes shown in the notation (Ω, F , P ), sometimes suppressed in the shorter notation (Ω, P ).
Every function on any probability space is treated mod 0. That is, I write f : Ω → R for convenience, but I mean that f is an equivalence class. The same for maps Ω 1 → Ω 2 etc. A morphism Ω 1 → Ω 2 is a measure preserving (not just non-singular) measurable map (P 1 , P 2 are suppressed in the notation). An isomorphism (known also as 'mod 0 isomorphism') is an invertible morphism whose inverse is also a morphism. An automorphism is an isomorphism to itself. Every sub-σ-field is assumed to contain all negligible sets. Every morphism α : Ω → Ω ′ generates a sub-σ-field E ⊂ F , and every sub-σ-field E ⊂ F is generated by a morphism α : Ω → Ω ′ , determined by E uniquely up to isomorphism (Ω ′ ↔ Ω ′′ , making the diagram commutative. . . ); it is the quotient space (Ω ′ , P ′ ) = (Ω, P )/E. A stochastic flow (and any random process) is generally treated as a family of equivalence classes (rather than functions). The distinction is essential when dealing with uncountable families of random variables. The phrase (say) f t = g t a.s. for all t is interpreted as inf 2b From convolution systems to flow systems A weakly continuous (one-parameter) convolution semigroup in R is a family (µ t ) t∈(0,∞) of probability measures µ t on R such that µ s * µ t = µ s+t for all s, t ∈ (0, ∞), and lim t→0 µ t (−ε, ε) = 1 for all ε > 0. Two basic cases are normal distributions N(0, t) and Poisson distributions P(t). They correspond to the Brownian motion and the Poisson process, respectively. Every convolution semigroup decomposes into a combination of these two basic cases, and corresponds to a process with independent increments; the process decomposes into Brownian and Poisson processes. That is the classical theory (Lévy-Khinchin-Itô).
The convolution relation µ s * µ t = µ s+t means that the map R 2 → R, (s, t) → s + t sends the product measure µ s × µ t into µ s+t . More generally, each µ t may sit on its own space G t , in which case some measure preserving maps G s × G t → G s+t should be given (instead of the group operation). Another generalization is, abandoning stationarity (that is, homogeneity in time).
2b1 Definition. A convolution system consists of probability spaces (G s,t , µ s,t ) given for all s, t ∈ R, s < t, and morphisms G r,s × G s,t → G r,t given for all r, s, t ∈ R, r < s < t, satisfying the associativity condition:
(xy)z = x(yz) for almost all x ∈ G r,s , y ∈ G s,t , z ∈ G t,u whenever r, s, t, u ∈ R, r < s < t < u.
Here and henceforth the given map G r,s × G s,t → G r,t is denoted simply (x, y) → xy. Any linearly ordered set (not just R) may be used as the time set.
Every convolution semigroup (µ t ) in R leads to a convolution system; namely, (G s,t , µ s,t ) = (R, µ t−s ), and the map G r,s × G s,t → G r,t is (x, y) → x + y. Another example: (G s,t , µ s,t ) = (Z m , µ) for all s, t; here m ∈ {2, 3, . . . } is a parameter, and µ is the uniform distribution on the finite cyclic group Z m = Z/mZ; the map G r,s × G s,t → G r,t is (x, y) → x + y (mod m). The latter example is much worse than the former; indeed, the former is separable (see Definition 2b4 below), and the latter is not.
Here is a generalization of the classical transition from convolution semigroups to independent increments. 2b2 Definition. Let (G s,t , µ s,t ) s<t;s,t∈T be a convolution system over a linearly ordered set T . A flow system (corresponding to the given convolution system) consists of a probability space (Ω, F , P ) and morphisms X s,t : Ω → G s,t (for s < t; s, t ∈ T ) such that X t 1 ,t 2 , X t 2 ,t 3 , . . . , X t n−1 ,tn are independent for t 1 < t 2 < · · · < t n ; (a) X r,t = X r,s X s,t (a.s.) for r < s < t .
The flow system is non-redundant if F is generated by all X s,t .
2b3 Proposition. For every convolution system over a finite or countable T , the corresponding non-redundant flow system exists and is unique up to isomorphism.
By an isomorphism between flow systems (X s,t ) s<t , X s,t : Ω → G s,t and (
Sketch of the proof. Existence: if T is finite, T = {t 1 , . . . , t n }, t 1 < · · · < t n , we just take Ω = G t 1 ,t 2 × · · · × G t n−1 ,tn with the product measure. If T is countable, we have a consistent family of finite-dimensional distributions on the product s<t;s,t∈T G s,t of countably many probability spaces.
Uniqueness follows from the fact that the joint distribution of all X s,t is uniquely determined by the measures µ s,t .
Given a convolution system (G s,t , µ s,t ) s<t;s,t∈T and a subset T 0 ⊂ T , the restriction (G s,t , µ s,t ) s<t;s,t∈T 0 is also a convolution system. If T is countable and T 0 ⊂ T , we get two non-redundant flow systems, (X s,t ) s<t;s,t∈T on (Ω, P ) and (X 0 s,t ) s<t;s,t∈T 0 on (Ω 0 , P 0 ) related via a morphism α : Ω → Ω 0 such that X s,t = X 0 s,t • α (a.s.) for s, t ∈ T 0 , s < t. It may happen that α is an isomorphism, in which case we say that T 0 is total in T (with respect to the given convolution system).
2b4 Definition. A convolution system (G s,t , µ s,t ) s<t;s,t∈R is separable, if there exists a countable set T 0 ⊂ R such that for every countable T ⊂ R satisfying T 0 ⊂ T , the subset T 0 is total in T with respect to the restriction (G s,t , µ s,t ) s<t;s,t∈T of the given convolution system.
When checking separability, one may restrict himself to the case when the difference T \ T 0 is a single point.
Here is a counterpart of Proposition 2b3 for the uncountable time set R.
2b5 Proposition. The following two conditions on a convolution system (G s,t , µ s,t ) s<t;s,t∈R are equivalent.
(a) There exists a flow system corresponding to the given convolution system.
(b) The given convolution system is separable.
Sketch of the proof. (a) =⇒ (b)
: a sub-σ-field generated by an uncountable set is also generated by some countable subset. (b) =⇒ (a): we take the flow system for T 0 ; separability implies that each X s,t (for s, t ∈ R) is equal (a.s.) to a function of (X s,t ) s<t;s,t∈T 0 .
2c From flow systems to continuous products, and back 2c1 Definition. A continuous product of probability spaces consists of a probability space (Ω, F , P ) and sub-σ-fields F s,t ⊂ F (given for all s, t ∈ R, s < t) such that F is generated by the union of all F s,t ('non-redundancy'), and (2c2) F r,s ⊗ F s,t = F r,t whenever r < s < t .
The latter means that F r,s and F s,t are independent and generate F r,t . See also Def. 2c6 below. The non-redundancy can be enforced by taking the quotient space (Ω, P )/F −∞,∞ .
2c3 Proposition. Let (X s,t ) s<t be a non-redundant flow system, and F s,t be defined (for s < t) as the sub-σ-field generated by {X u,v : s ≤ u < v ≤ t}. Then sub-σ-fields F s,t form a continuous product of probability spaces.
Sketch of the proof. F r,s and F s,t generate F r,t by 2b2(b) and are independent by (2b2)(a) (and (b)).
Having a continuous product of probability spaces (F s,t ) s<t we may introduce quotient spaces (2c4)
(Ω s,t , P s,t ) = (Ω, P )/F s,t .
The relation (2c2) becomes
the equality is treated here via a canonical isomorphism. It is not unusual; for example, the evident equality (A × B) × C = A × (B × C) for Cartesian products of (abstract) sets is also treated not literally but via a canonical bijection ((a, b), c) → (a, (b, c)) between the two sets. The canonical isomorphisms implicit in (2c5) satisfy associativity (stipulated by Definition 2b1); indeed, for r < s < t < u we have (Ω r,s , P r,
Thus, (Ω s,t , P s,t ) form a convolution system (as defined by Definition 2b1) satisfying an additional condition: the morphisms G r,s × G s,t → G r,t become isomorphisms. This is another approach to continuous products of probability spaces.
2c6 Definition. A continuous product of probability spaces consists of probability spaces (Ω s,t , P s,t ) (given for all s, t ∈ R, s < t), and isomorphisms Ω r,s × Ω s,t → Ω r,t given for all r, s, t ∈ R, r < s < t, satisfying the associativity condition:
whenever r, s, t, u ∈ R, r < s < t < u.
(As before, the given map Ω r,s × Ω s,t → Ω r,t is denoted simply (ω 1 , ω 2 ) → ω 1 ω 2 .) Having (F s,t ) s<t as in Definition 2c1 we get the corresponding (Ω s,t , P s,t ) as in Definition 2c6 by means of (2c4). And conversely, each (Ω s,t , P s,t ) as in Definition 2c6 leads to the corresponding (F s,t ) s<t of Definition 2c1. Namely, we may take (Ω,
as coordinate projections, use the relation Ω k,k+1 = Ω k,k+θ × Ω k+θ,k+1 for constructing X k,k+θ : Ω → Ω k,k+θ and so forth. Alternatively, we may treat (Ω s,t , P s,t ) s<t as a (special) convolution system and use relations discussed below.
A separable convolution system leads to a flow system by 2b5; a flow system leads to a continuous product of probability spaces by 2c3; and a continuous product of probability spaces is a special case of a separable convolution system.
(2c7) separable convolution systems / / flow systems t t j j j j j j j j j j j j j j j continuous products of probability spaces
For example, a weakly continuous convolution semigroup (µ t ) t∈(0,∞) in R is a separable convolution system. (Any dense countable subset of R may be used as T 0 in Def. 2b4.) The corresponding flow system consists of the increments of the Lévy process corresponding to (µ t ) t . It leads to a continuous product of probability spaces (Ω s,t , P s,t ). Namely, (Ω 0,t , P 0,t ) may be treated as the space of sample paths of the Lévy process on [0, t]; (Ω s,t , P s,t ) is a copy of (Ω 0,t−s , P 0,t−s ); and the composition Ω r,
Note that (Ω s,t , P s,t ) is much larger than (G s,t , µ s,t ). We may treat (Ω s,t , P s,t ) s<t as another convolution system; the two convolution systems, (R, µ t−s ) s<t and (Ω s,t , P s,t ), lead to the same (up to isomorphism) continuous product of probability spaces. The same holds in general: Returning to stationarity (that is, homogeneity in time), abandoned in Sects. 2b, 2c, we add time shifts to Def. 2c1 as follows.
2d1 Definition. A noise, or a homogeneous continuous product of probability spaces, consists of a probability space (Ω, F , P ), sub-σ-fields F s,t ⊂ F given for all s, t ∈ R, s < t, and automorphisms T h : Ω → Ω given for all h ∈ R, having the following properties:
T h sends F s,t to F s+h,t+h whenever s < t and h ∈ R , (b)
F is generated by the union of all F s,t . (e)
Weakly continuous convolution semigroups in R (unlike convolution systems in general) lead to noises.
Condition (d) does not follow from others; a counterexample is similar to the 'pathologic example' of Sect. 3c.
A probabilist might feel that noises are too abstract; σ-fields do not catch distributions. (Similarly a geometer might complain that topological invariants do not catch volumes.) However, they do! The delusion is suggested by the discrete-time counterpart. Indeed, the product of countably many copies of a probability space does not distinguish any specific random variable (or distribution). Continuous time is quite different. Consider for example the white noise (F s,t ), (T h ), corresponding to the R-flow X s,t = B t − B s of Brownian increments. At first sight, X s,t cannot be reconstructed from (F s,t ) and (T h ), but in fact they can! The conditions
determine them uniquely up to a sign; X s,t = ±(B t − B s ). For the Poisson noise the situation is similar. However, for a Lévy process with different jump sizes, only their rates are encoded in (F s,t ), (T h ); the sizes are lost.
2d2 Proposition. Every noise satisfies the 'upward continuity' condition F s,t is generated by ε>0 F s+ε,t−ε for all s, t ∈ R, s < t .
Sketch of the proof. In the Hilbert space H = L 2 (Ω, F , P ) we consider projections Q s,t : f → E f F s,t . They commute, and Q s,t = Q −∞,t Q s,∞ . The monotone operator-valued function t → Q −∞,t must be continuous (in the strong operator topology) at every t ∈ R except for an at most countable set, since H is separable. By shift invariance, continuity at a single t implies continuity at all t. Thus,
2d3 Corollary. Every noise satisfies the 'downward continuity' condition
Sketch of the proof. The σ-field F s−,t+ = ∩ ε>0 F s−ε,t+ε is independent of F −∞,s−ε ∨F t+ε,∞ for every ε, therefore (using the proposition), also of
in combination with the independence it implies F s,t = F s−,t+ .
The two continuity conditions ('upward' and 'downward') make sense also for (non-homogeneous) continuous products of probability spaces. Still, the upward continuity implies the downward continuity. (Indeed, the proof of 2d3 does not use the homogeneity.) The converse does not hold. For example, the T-flow Y 1b (the T-flow Y of Sect. 1b) leads to a continuous product of probability spaces, continuous downwards but not upwards. Namely, Y 1b 0,1 is F 0,1 -measurable but independent of the σ-field F 0+,1 generated by ∪ ε>0 F ε,1 . On the other hand, the σ-field F −∞,0+ = F 0−,0+ is trivial.
Similarly to Proposition 2d2, upward continuity holds for (nonhomogeneous) continuous products of probability spaces, provided however that r, s do not belong to a finite or countable set of discontinuity points.
Adding stationarity to Def. 2c1 we get Def. 2d1. It is more difficult to add stationarity to Def. 2c6. It should mean isomorphisms Ω s × Ω t → Ω s+t . However, what is the counterpart of the measurability of T h (ω) in (ω, h) stipulated in 2d1? Can we treat the disjoint union ∪ t∈(0,∞) Ω t as a measurable space such that the map (s,
By a Borel semigroup we mean a semigroup G equipped with a σ-field B such that the measurable space (G, B) is standard (that is, finite, countable, or isomorphic to R with the Borel σ-field), and the binary operation (x, y) → xy is a measurable map (G × G, B ⊗ B) → (G, B).
Given a Borel semigroup G, by a G-flow we mean a family (X s,t ) s<t of Gvalued random variables X s,t (given for all s, t ∈ R, s < t on some probability space), satisfying 2b2(a,b).
2d4 Question. (a) Does every noise correspond to a G-flow (for some Borel semigroup G)?
(b) More specifically, is the following statement true? For every noise (Ω, P ), (F s,t ) s<t , (T h ) h there exists a Borel semigroup G and a G-flow (X s,t ) s<t such that for all s, t, h ∈ R, s < t, F s,t is the σ-field generated by X s,t , X s,t • T h = X s+h,t+h a.s, and in addition, there exists a Borel map L :
The convolution µ * ν of two probability measures µ, ν on a Borel semigroup G is defined evidently (as the image of µ × ν under (x, y) → xy). A (one-parameter) convolution semigroup (µ t ) t∈(0,∞) in G is defined accordingly and may be treated as a special (stationary) case of a convolution system (as defined by 2b1). If it is separable, we get a non-redundant G-valued flow system (X s,t ) s<t (recall 2b4, 2b5), and in addition, automorphisms T h of the corresponding probability space, satisfying X s,t • T h = X s+h,t+h .
2d5 Question. Is T h (ω) jointly measurable in ω and h? In other words: does every separable convolution semigroup (in every Borel semigroup) lead to a noise, or not?
It was said that weakly continuous convolution semigroups in R lead to noises. This fact can be generalized to topological semigroups, which is however not enough for applications. In Sect. 4 we deal with semigroups that are finite-dimensional topological spaces but not topological semigroups, since the binary operation is not continuous.
2d6 Definition. A topo-semigroup is a semigroup G equipped with a topology such that (a) G is a separable metrizable topological space; (b) G is a Borel semigroup (w.r.t. the σ-field generated by the topology); (c) the semigroup G contains a unit 1, and
By a weakly continuous (one-parameter) convolution semigroup (µ t ) t>0 in a topo-semigroup G we mean a convolution semigroup in the Borel semigroup G such that µ t (U) → 1 when t → 0 for every neighborhood U of the unit 1 of G. It follows easily that f dµ t is continuous in t ∈ (0, ∞) (and tends to f (1) when t → 0) for every bounded continuous function f : G → R.
2d7 Proposition. Let G be a topo-semigroup and (µ t ) t>0 a weakly continuous convolution semigroup in G. Then the convolution system (G, µ t−s ) s<t is separable, and leads to a noise.
Sketch of the proof. The flow system on a countable T ⊂ R satisfies X s,tn → X s,t in probability whenever t n ↓ t > s. It implies separability of the convolution system. Thus, X s,t are defined for all s, t, and for every s the function
is Borel measurable. It follows that X r,t = X r,s X s,t is a Borel measurable function of r, t. Joint measurability of T h (ω) follows.
3 Continuous products: from probability spaces to Hilbert spaces 3a Continuous products of spaces L 2
If (Ω 1 , P 1 ), (Ω 2 , P 2 ) are probability spaces and (Ω,
In terms of bases it means that, having orthonormal bases (f i ) i∈I in H 1 and (g j ) j∈J in H 2 , we get an orthonormal basis (
Complex spaces L 2 (Ω, P ), C and real spaces L 2 (Ω, P ), R may be used equally well. In other words: having a probability space (Ω, F , P ) and two sub-σ-fields
This time, f ⊗ g is just the (pointwise) product of the two functions f , g on Ω; note that these are independent random variables. In addition we have H 1 ⊂ H 1 ⊗H 2 and H 2 ⊂ H 1 ⊗H 2 , which does not happen in general. Here it happens because of a special vector 1 (the constant function on Ω) of H 1 (and H 2 ); H 2 is identified with
Given a continuous product of probability spaces (Ω, P ), (F s,t ) s<t (as defined by 2c1), we introduce Hilbert spaces H s,t = L 2 (F s,t ) for s < t ; H r,t = H r,s ⊗ H s,t for r < s < t .
Unbounded intervals (−∞, t), (s, ∞) and (−∞, ∞) may be used as well, and are important, as we will see soon. Note that s, t ∈ [−∞, ∞] (rather than R) in the counterpart of Def. 2c6 given below.
3a1 Definition. A continuous product of Hilbert spaces consists of separable Hilbert spaces H s,t (given for all s, t ∈ [−∞, ∞], s < t; possibly finitedimensional, but not zero-dimensional), and unitary (that is, linear isometric invertible) operators H r,s ⊗ H s,t → H r,t (given for all r, s, t ∈ [−∞, ∞], r < s < t), satisfying the associativity condition:
whenever r, s, t, u ∈ [−∞, ∞], r < s < t < u. Here f g stands for the image of f ⊗ g under the given operator H r,s ⊗ H s,t → H r,t .
Every continuous product of probability spaces leads to a continuous product of Hilbert spaces.
Given a continuous product of Hilbert spaces (H s,t ) s<t , we may consider the disjoint union E of all H s,t ,
and a partial binary operation (r, s, f ), (s, t, g) → (r, t, f g) from a subset of E × E to E; namely, a pair (s 1 , t 1 , f 1 ), (s 2 , t 2 , f 2 ) belongs to the subset iff t 1 = s 2 . The operation is associative.
If the continuous product of Hilbert spaces corresponds to a continuous product of probability spaces, then all H s,t are embedded into H = H −∞,∞ , therefore E is a subset of R × R × H. It is a Borel subset. Sketch of the proof: the function (s, t, f ) → dist(f, H s,t ) is Borel measurable, since it is continuous unless s or t belong to a finite or countable set of discontinuity points (recall 2d).
The set E inherits from R × R × H the structure of a standard measurable space. The domain of the binary operation is evidently Borel measurable. And the binary operation is (jointly) Borel measurable. Sketch of the proof:
digression: measurable family of hilbert spaces Dealing with a Hilbert space that depends on a (non-discrete) parameter, one should bother about measurability in the parameter. To this end we choose a single model of an infinite-dimensional separable Hilbert space, say, the space l 2 of sequences; and for each n, a single model of an ndimensional Hilbert space, say, the space l (n) 2 of n-element sequences. These are our favourites. Given a standard measurable space (X, X ), we have a favourite model (l 2 ) x∈X of a family (H x ) x∈X of infinite-dimensional separable Hilbert spaces. The disjoint union x∈X l 2 , being just X × l 2 , is a standard measurable space. More generally, given a measurable function n : X → {0, 1, 2, . . . } ∪ {∞}, we consider l
is a standard measurable space; indeed, it is ∪ k {x :
. The general case, defined below, is the same up to measurable, fiberwise unitary maps.
3a2 Definition. A standard measurable family of Hilbert spaces (over a standard measurable space (X, X )) consists of separable Hilbert spaces H x , given for all x ∈ X, and a σ-field on the disjoint union x∈X H x = {(x, h) : x ∈ X, h ∈ H x } satisfying the condition:
There exist a measurable function n : X → {0, 1, 2, . . . } ∪ {∞} and unitary operators U x : l
Such a σ-field on x∈X H x will be called a measurable structure on the family (H x ) x∈X of Hilbert spaces.
Instead of unitary operators U x one may use vectors e k (x) = U x e k where e 1 , e 2 , . . . are the basis vectors of l 2 . For each x vectors e k (x) are an orthonormal basis of H x provided that dim H x = ∞; otherwise the first n = dim H x vectors are such a basis, and other vectors vanish. Also, x → x, e k (x) is a measurable map X → x∈X H x (for each k). These properties ensure that the map (x, h) → (x, U x h) is a Borel measurable bijective map 
3b Continuous product of Hilbert spaces
The measurable structure, introduced in Sect. 3a on s<t L 2 (F s,t ), exists also on s<t H s,t in general.
3b1
digression: factors The algebra B(l 2 ⊗ l 2 ) of all (bounded linear) operators on the Hilbert space l 2 ⊗l 2 contains two special subalgebras, B(l 2 )⊗1 = {A⊗1 : A ∈ B(l 2 )} and 1 ⊗ B(l 2 ) = {1 ⊗ A : A ∈ B(l 2 )}. Recall that (A ⊗ B)(x ⊗ y) = Ax ⊗ By, thus, (A ⊗ 1)(x ⊗ y) = Ax ⊗ y and (1 ⊗ A)(x ⊗ y) = x ⊗ Ay. The two subalgebras are commutants to each other:
A unitary operator U ∈ B(l 2 ⊗ l 2 ) transforms the two subalgebras in two other subalgebras, U(B(l 2 ) ⊗ 1)U −1 and U(1 ⊗ B(l 2 ))U −1 ; still, they are commutants to each other. Of course, U(B(l 2 ) ⊗ 1)
. And conversely, these two (mutually equivalent) relations imply factorizability of U.
The set of all subalgebras A of the form U(B(l 2 ) ⊗ 1)U −1 may be turned into a measurable space as follows. The ball {A ∈ B(l 2 ⊗ l 2 ) : A ≤ 1} equipped with the weak operator topology is a metrizable compact topological space, and {A ∈ A : A ≤ 1} is its closed subset. The set of all closed subsets of a metrizable compact space is a standard measurable space, known as Effros space, see [7, Sect. 12 .C]. Thus, each algebra A = U(B(l 2 ) ⊗ 1)U −1 may be treated as a point of the Effros space.
The set of all unitary operators U ∈ B(l 2 ⊗ l 2 ), being a subset of the ball, is also a measurable space. It is well-known to be a standard measurable space (and in fact, a non-closed G δ -subset of the ball), see [7, 9.B.6 ]. is a standard measurable space.
(b) There exists a Borel map A → U A from A to the space of unitary operators on l 2 ⊗ l 2 such that
Sketch of the proof. The group G = U(l 2 ⊗ l 2 ) of all unitary operators is a Polish group, and factorizable operators are its closed subgroup
, and by a theorem of Dixmier (see [7, (12.17) 
is Borel, and U(B(l 2 ) ⊗ 1)U −1 is the closure of the sequence of U(A k ⊗ 1)U −1 where A k are a dense sequence in B(l 2 ). Being constant on each gG 0 , the Borel map G → A leads to a Borel map G/G 0 → A. The latter map is bijective, and A is a part of a standard measurable space. By a Lusin-Souslin theorem [7, (15. 2)], A is a Borel subset, which proves (a), and the inverse map
end of digression
We return to a continuous product of Hilbert spaces (H s,t ) s<t and assume for simplicity that all H s,t are infinite-dimensional. The family (H −∞,t ⊗ H t,∞ ) t∈R of Hilbert spaces evidently carries a measurable structure (according to the given unitary operators H −∞,t ⊗H t,∞ → H −∞,∞ ). We will see that the measurable structure is factorizable, 3 which is close to Theorem 3b1. Indeed, it means existence of measurable structures on (H −∞,t ) t∈R and (H t,∞ ) t∈R that make the given map H −∞,t ⊗ H t,∞ → H −∞,∞ Borel measurable in t. Note that such measurable structures on (H −∞,t ) t∈R and (H t,∞ ) t∈R are unique up to scalar factors (c t ) t∈R according to Lemma 3a3.
For convenience we let H −∞,∞ = H = l 2 ⊗ l 2 . For any t ∈ R the given unitary operator W t : H −∞,t ⊗ H t,∞ → H sends B(H −∞,t ) ⊗ 1 to an algebra A −∞,t ∈ A. The function t → A −∞,t is increasing (s < t implies A −∞,s ⊂ A −∞,t ), therefore Borel measurable (and in fact, continuous outside a finite or countable set). 3 Similarly one can prove a more general fact: the natural measurable structure on
A is factorizable. Here the disjoint union is taken, roughly speaking, over all possible decompositions of l 2 (or l 2 ⊗l 2 ) into the tensor product of two infinite-dimensional Hilbert spaces. The exact formulation is left to the reader.
Lemma 3b2 gives us unitary operators
for all t ∈ R, and the map t → V t is Borel measurable. On the other hand,
for some unitary operators U −∞,t : l 2 → H −∞,t and U t,∞ : l 2 → H t,∞ . Operators U −∞,t define a measurable structure on (H −∞,t ) t∈R . The same for U t,∞ and (H t,∞ ) t∈R . The partial binary operation (t, x), (t, y) → xy becomes Borel measurable, since xy
t,∞ y) and V t is measurable in t.
The proof of Theorem 3b1 is similar. Algebras A s,t ∈ A, corresponding to H s,t , are used. Joint measurability of A s,t in s and t follows from the formula A s,t = A −∞,t ∩ A s,∞ and a general fact: on a compact metric space, the intersection of two closed subsets is a jointly Borel measurable function of these two subsets [7, (27 .7)].
Non-uniqueness of the measurable structure on (H s,t ) s<t is described by scalar factors (c s,t ) s<t , c s,t ∈ C, |c s,t | = 1 such that c r,s c s,t = c r,t whenever r < s < t (which means that c s,t = c t /c s for some (c t ) t∈R ; for example, one may take c t = c 0,t for t > 0, c t = 1/c t,0 for t < 0, and c 0 = 1). The transformation (s, t, h) → (s, t, c s,t h) of s<t H s,t preserves the given maps H r,s ⊗ H s,t → H r,t but changes the measurable structure (unless c s,t is measurable in s, t).
See also [16, Sect. 1].
3c Stationary case; Arveson systems
Let (Ω, F , P ), (F s,t ) s<t , (T h ) h∈R be a noise (as defined by 2d1), then (F s,t ) s<t , being a continuous product of probability spaces, leads to a continuous product of Hilbert spaces (H s,t ) s<t , while each T h , being a measure preserving transformation of (Ω, F , P ), leads to a unitary operator θ h : H → H (where Sketch of the proof. By Theorem 3b1 (restricted to (s, t) = (−∞, t) or (s, ∞)), there exist unitary V −∞,t : l 2 → H −∞,t and V t,∞ : l 2 → H t,∞ such that the unitary operator W t (V −∞,t ⊗ V t,∞ ) : l 2 ⊗ l 2 → H is a Borel function of t; here, as before, H = H −∞,∞ and W t is the given unitary operator
We see that α s,t is a Borel function of s and t, and for every s, t it is a factorizable operator, α s,t = β s,t ⊗ γ s,t for some unitary β s,t , γ s,t : l 2 → l 2 . These β s,t , γ s,t are unique up to a coefficient: α s,t = (cβ s,t )⊗((1/c)γ s,t ), c ∈ C, |c| = 1. Similarly to the proof of Lemma 3b2, we use a Borel selector G/G 0 → G, but for G = U(l 2 )×U(l 2 ) and G 0 = {(c, 1/c) : c ∈ C, |c| = 1}. This way we make β s,t , γ s,t Borel measurable in s and t. Also, β s,t = c s,t V −1 −∞,t θ t−s −∞,s V −∞,s , c s,t ∈ C, |c s,t | = 1. The product c r,s c s,t c t,r is Borel measurable in r, s, t since β t,r β s,t β r,s = c t,r c s,t c r,s · 1. Multiplying each V −∞,t by 1/c 0,t we get Borel measurability in s, t of V That is, we get measurable structures on (H −∞,t ) t and (H t,∞ ) t that conform to the shifts. It remains to use the relation H −∞,s ⊗ H s,t = H −∞,t ; two terms (H −∞,s and H −∞,t ) are understood, the third (H s,t ) comes out.
Waiving the infinite points ±∞ on the time axis we get a local homogeneous continuous product of Hilbert spaces. In this case we may treat H s,t as a copy of H 0,t−s , forget about shift operators θ h s,t , and stipulate unitary operators H 0,s−r ⊗ H 0,t−s → H 0,t−r instead of H r,s ⊗ H s,t → H r,t .
3c4 Definition. An algebraic product system of Hilbert spaces consists of separable Hilbert spaces H t (given for all t ∈ (0, ∞); possibly finite-dimensional, but not zero-dimensional), and unitary operators H s ⊗ H t → H s+t (given for all s, t ∈ (0, ∞)), satisfying the associativity condition:
(f g)h = f (gh) for all f ∈ H r , g ∈ H s , h ∈ H t whenever r, s, t ∈ (0, ∞). Here f g stands for the image of f ⊗ g under the given operator H r ⊗ H s → H r+s .
All spaces H t are infinite-dimensional, unless they all are one-dimensional; indeed, dim
Algebraic product systems are in a natural one-to-one correspondence with local homogeneous continuous products of Hilbert spaces.
Every noise leads to a homogeneous continuous product of Hilbert spaces, therefore to a local homogeneous continuous product of Hilbert spaces, therefore to an algebraic product system of Hilbert spaces. In particular, every Lévy process in R (or R n ) does. Absence of measurability conditions opens the door to pathologies. An example follows. Consider an isotropic Lévy process in R 2 ; 'isotropic' means that its distribution is invariant under rotations (x, y) → (x cos ϕ − y sin ϕ, x sin ϕ + y cos ϕ) of R 2 . (Especially, the standard Brownian motion in R 2 fits.) Rotating sample paths we get (measure preserving) automorphisms of the 'global' probability space (Ω, P ), as well as 'local' probability spaces (Ω s,t , P s,t ). These automorphisms lead to unitary operators U ϕ s,t on H s,t = L 2 (Ω s,t , P s,t ); note that
Being a group of automorphisms of the homogeneous continuous product of Hilbert spaces, they lead to a group of automorphisms of the corresponding algebraic product system of Hilbert spaces:
No doubt, U ϕ t is a Borel function of ϕ and t. We spoil the algebraic product system of Hilbert spaces, replacing the given operators W s,t : H s ⊗H t → H s+t with operatorsW s,t defined bỹ
here ϕ : R → R is some non-measurable additive function (that is, ϕ(s + t) = ϕ(s) + ϕ(t) for all s, t ∈ R). The associativity condition is still satisfied:
for f ∈ H r , g ∈ H s , h ∈ H t ; here f · g means W r,s (f ⊗ g) rather thañ W r,s (f ⊗ g).
We will see in Sect. 3d that the 'spoiled' binary operation is not Borel measurable, no matter which measurable structure is chosen on the family (H t ) t>0 of Hilbert spaces.
3c5 Definition. A product system of Hilbert spaces, or Arveson system, is a family (H t ) t>0 of Hilbert spaces, equipped with two structures: first, an algebraic product system of Hilbert spaces, and second, a standard measurable family of Hilbert spaces, such that the binary operation (f, g) → f g on s<t H t is Borel measurable.
Existence of a (good) measurable structure was derived in Theorem 3c3 from measurability of a unitary group of shifts on the 'global' Hilbert space H −∞,∞ . Arveson systems seem to need a different idea, since no 'global' Hilbert space is stipulated. Nevertheless the same idea (group of shifts) works, being combined with another idea: cyclic time.
See 3d Cyclic time; Liebscher's criterion
Till now, our time set was R, or [−∞, ∞], or a subset of R; in every case it was a linearly ordered set. Now we want to use the circle T = R/Z as the time set. It makes no sense for processes with independent increments (every periodic process with independent increments on R is deterministic), but it makes sense for convolution systems, flow systems, continuous products of probability spaces or Hilbert spaces, noises and product systems. Definitions 2b1, 2b2, 2c1, 2c6, 3a1 may be transferred to T. To this end we just replace 'r, s, t ∈ R' (or 'r, s, t ∈ [−∞, ∞]') with 'r, s, t ∈ T' and interprete 'r < s < t' according to the cyclic order on T. More formally, t 1 < · · · < t n means (for t 1 , . . . , t n ∈ T) that there existt 1 , . . . ,t n ∈ R such that t k =t k mod 1 for k = 1, . . . , n andt 1 < · · · <t n ≤t 1 + 1. Special cases n = 2, 3, 4 give us relations s < t, r < s < t, r < s < t < u.
The general (non-homogeneous) case is described by probability spaces (G s,t , µ s,t ), G s,t -valued random variables X s,t , sub-σ-fields F s,t , probability spaces (Ω s,t , P s,t ) and finally, Hilbert spaces H s,t . The degenerate caset n = t 1 + 1 is allowed, and leads to G t,t , . . . , H t,t (t ∈ T). Note that the interval from t to t is of length 1 (zero length intervals are excluded by the strict inequalitiest 1 < · · · <t n ); one could prefer the notation G t,t+1 , . . . , H t,t+1 (taking into account that t + 1 = t in T). For a flow system (X s,t ) s<t , random variables X 0,0 and X t,t are generally different; X 0,0 = X 0,t X t,0 but X t,t = X t,0 X 0,t . (Also G 0,0 and G t,t are generally different.) For G-flows in a group G these random variables are conjugate: X t,t = X −1 0,t X 0,0 X 0,t . If G is commutative then X t,t = X 0,0 , but generally X t,t = X 0,0 . Nevertheless F 0,0 = F t,t (it is the σ-field generated by the whole flow), which leads to (Ω 0,0 , P 0,0 ) = (Ω t,t , P t,t ) and H 0,0 = H t,t where H s,t = L 2 (F s,t ) = L 2 (Ω s,t , P s,t ). Transferring Definition 2c1 to the time set T we get F 0,0 = F 0,t ⊗ F t,0 = F t,0 ⊗ F 0,t = F t,t . Using the approach of Definition 2c6 we identify Ω 0,0 and Ω t,t according to Ω 0,0 = Ω 0,t × Ω t,0 = Ω t,0 × Ω 0,t = Ω t,t . Similarly, when transferring Definition 3a1 to T we identify H 0,0 and H t,t according to H 0,0 = H 0,t ⊗H t,0 = H t,0 ⊗ H 0,t = H t,t . We may denote H 0,0 by H T and write H t,t = H T for all t ∈ T; similarly, Ω t,t = Ω T etc. (However, X T makes sense only in commutative semigroups.)
Cyclic-time systems (of various kinds) correspond naturally to periodic linear-time systems. Here 'periodic' means, invariant under the discrete group of time shifts t → t + n, n ∈ Z.
Homogeneous linear-time systems correspond to homogeneous cyclic-time systems. Here homogeneity is defined as before (in Definitions 2d1, 3c2) via shifts of the cyclic time set T.
Given a (linear-time) algebraic product system of Hilbert spaces (or equivalently, a local homogeneous continuous product of Hilbert spaces), we may consider the corresponding cyclic-time system. The latter (in contrast to the former) stipulates the 'global' Hilbert space H T , and a group (θ t T ) t∈T of unitary operators on H T . In terms of the local homogeneous continuous product of Hilbert spaces, H T = H 0,1 and θ
. In terms of the algebraic product system of Hilbert spaces, H T = H 0,1 and θ Let us apply Liebscher's criterion to the pathologic example of Sect. 3c. We haveθ thanW t,1−t (f ⊗ g). We haveθ
, which means thatθ t T is not a measurable function of t. Indeed, we may take f = exp(iX (1) 0,t ) and g = exp(iX (1) 0,1−t ); here (X (1) s,t , X (2) s,t ) are the increments of the underlying isotropic two-dimensional Lévy process. Then f ·g = exp(iX ϕ(1 − t) ) . Even in the special case ϕ(1) = 0 we get exp i(X (1) 0,1 cos ϕ(t) + X (2) 0,1 sin ϕ(t)) , which is not measurable in t.
4 Singularity concentrated in space 4a Coalescence: another way to the white noise A model described here is itself of little interest, but helps to understand more interesting models introduced afterwards.
) of two such functions is such a function, again:
Equipped with the evident topology, G is a two-dimensional topological semigroup. The following probability distributions are a weakly continuous convolution semigroup (µ t ) t>0 in G:
It leads to a stationary G-flow (X s,t ) s<t ; X s,t = f as,t,bs,t . The map (a, b) → a is a homomorphism G → (R, +). It sends µ t to the normal distribution N(0, 1), which means that a s,t is nothing but the increment of the standard Brownian motion (a 0,t ) t in R. It appears that
The 'two-dimensional nature' of the flow is a delusion; the second dimension b reduces to the first dimension a. The noise generated by this G-flow is (isomorphic to) the white noise. The G-flow (X s,t ) s<t may be treated as the scaling limit of a discrete-time G-flow formed by (compositions of) two functions f + , f − :
The semigroup spanned by f − , f + may also be treated as the semigroup (with unit, non-commutative) defined by two generators f − , f + and a single relation f + f − = 1. (The second relation f − f + = 1 would turn the semigroup into Z, giving in the scaling limit the homomorphism G → R mentioned above.)
The one-point motion (X 0,t (x)) t>0 of our G-flow is (distributed like) the reflecting Brownian motion (starting at x). Two particles starting at x 1 , x 2 (x 1 < x 2 ) keep their distance (X 0,t (x 2 ) − X 0,t (x 1 ) = x 2 − x 1 ) as long as the boundary is not hit (X 0,t (x 1 ) > 0). In general, the distance decreases in time. At some instant s (when b 0,s reaches x 2 ) the two particles coalesce at the boundary point (X 0,s (x 1 ) = X 0,s (x 2 ) = 0) and never diverge afterwards (X 0,t (x 1 ) = X 0,t (x 2 ) for all t ∈ [s, ∞)).
4b Splitting: a nonclassical noise
It is not a topological semigroup, since the composition is not continuous, but it is a topo-semigroup (as defined by 2d6). The map f
here G 4a stands for the semigroup denoted by G in Sect. 4a. We define a measure µ t on G by two conditions: first, the homomorphism G → G 4a sends µ t to µ 4a t , and second, µ t is invariant under the map f
In other words, a and b are distributed as in Sect. 4a, while the third parameter is '−' or '+' with probabilities 1/2, 1/2, independently of a, b. These distributions are a convolution semigroup. Proposition 2d7 gives us a stationary G-flow (X s,t ) s<t and a noise, -the noise of splitting. It is a non-classical noise! (See Sect. 5d.)
The G-flow (X s,t ) s<t may be treated as the scaling limit of a discrete-time G-flow formed by (compositions of) two functions
They satisfy the relation f + f − = 1 and generate the same (discrete) semigroup as in Sect. 4a, but the scaling limit is different, since here (in contrast to 4a) the product (
a,b (|x|). The radial part |X 0,t (x)| is (distributed like) the coalescing flow of Sect. 4a. The sign of X 0,t (x), being independent of the radial motion, is chosen anew each time when the radial motion starts an excursion. The one-point motion is just the standard Brownian motion in R.
Similarly we may take the space set as the union {z ∈ C : z 3 ∈ [0, ∞)} of three (or more) rays on the complex plane and define a splitting flow such that its radial part is the coalescing flow, and the argument (the angular part) is chosen anew (with probabilities 1/3, 1/3, 1/3) each time when starting an excursion. Then the one-point motion is a complex-valued martingale known as the spider martingale, see [2, Sect. 2].
The noise of splitting was introduced and investigated by J. Warren [19] . See also [21] , [15, Example 1d1] , and Sections 4d, 5d of this survey.
4c Stickiness: a time-asymmetric noise
is also a convolution semigroup in G; it is a degenerate case (λ = 0) of a family of convolution semigroups (µ has an absolutely continuous part (its threedimensional density can be written explicitly, using the two-dimensional density of µ 4a t and the one-dimensional exponential density of η) and a singular part concentrated on the plane c = 0; the singular part has a two-dimensional density (it can also be written explicitly). Proposition 2d7 gives us a stationary G-flow (X s,t ) s<t and a noise, -the noise of stickiness. It is a non-classical noise. Moreover, the noise is time-asymmetric! (See Sect. 4e.)
The G-flow (X s,t ) s<t may be treated as the scaling limit of a discrete-time G-flow formed by (compositions of) three functions f + , f − , f * :
The functions are chosen with probabilities
, where ∆t is the time pitch (tending to 0 in the scaling limit); the space pitch is equal to √ ∆t. The semigroup spanned by f − , f + , f * may also be treated as the semigroup defined by three generators f − , f + , f * and three relations
The one-point motion (X 0,t (x)) t>0 of our G-flow is (distributed like) the sticky Brownian motion (starting at x). A particle spends a positive time at the origin, but never sits there during a time interval. Two particles keep a constant distance until one of them reaches the origin. Generally, the distance is non-monotone. But ultimately the two particles coalesce.
The noise of stickiness was introduced and investigated by J. Warren [20] . See also [15, Sect. 4] , and Sections 4e, 5d of this survey.
4d Warren's noise of splitting
The noise of splitting consists of σ-fields generated by random variables a s,t , b s,t and τ s,t according to the parameters a, b, τ of an element f τ a,b of the semigroup G (= G 4b ); b ≥ 0, a+b ≥ 0, and τ = ±1. We may drop b s,t but not τ s,t . The binary operation in G is such that (assuming r < s < t) τ r,t is either τ r,s or τ s,t depending on whether the minimum of the Brownian motion B u = a 0,u on [r, t] is reached on [r, s] or [s, t]. It means that the random sign τ r,t may be assigned to the minimizer s ∈ [r, t] of the Brownian motion on [r, t] . "This is a noise richer than white noise: in addition to the increments of a Brownian motion B it carries a countable collection of independent Bernoulli random variables which are attached to the local minima of B" [19, the last phrase].
It may seem that these Bernoulli random variables appear suddenly, having no precursors in the past (like jumps of the Poisson process). However, this is a delusion.
4d1 Definition. A continuous product of probability spaces (F s,t ) s<t is predictable, if the filtration (F −∞,t ) t∈R admits of no discontinuous martingales.
Equivalently: for every stopping time T (w.r.t. the filtration (F −∞,t ) t∈R ) there exist stopping times T n such that T n < T and T n → T a.s.
The white noise is predictable; the Poisson noise is not.
The noise of splitting is predictable.
What is wrong in saying 'each one of these Bernoulli random variables appears suddenly at the corresponding instant' ? The very beginning 'each one of these' is misleading. We cannot number them in real time. Rather, we can consider (say) τ 0,1 , the Bernoulli random variable attached to the minimizer of B on [0, 1]. Its conditional expectation, given F −∞,t (0 < t < 1), does not jump, since we do not know (at t) whether the minimum was already reached or not; the corresponding probability is continuous in t.
Is there anything special in local minima of the Brownian path? Any other random dense countable set could be used equally well, if it satisfies two conditions, locality and stationarity, formalized below. However, what should we mean by a 'random dense countable set' ? The set of all dense countable subsets of R does not carry a natural structure of a standard measurable space. (Could you imagine a function of the set of all Brownian local minimizers that gives a non-degenerate random variable?) They form a singular space in the sense of Kechris [8, §2] : a 'bad' quotient space of a 'good' space by a 'good' equivalence relation. Several possible interpretations of 'good' and 'bad' are discussed in [8] , but we restrict ourselves to few noiserelated examples.
The space R ∞ of all infinite sequences (t 1 , t 2 , . . . ) of real numbers is naturally a standard measurable space. The group S ∞ of all bijective maps {1, 2, . . . } → {1, 2, . . . } acts on R ∞ by permutations: (t 1 , t 2 , . . . ) → (t n 1 , t n 2 , . . . ). The Borel subset R Local minimizers of a Brownian path are such a random set; that is, they admit a measurable enumeration. Here is a simple construction for (0, 1). First, t 1 (ω) is the minimizer on the whole (0, 1) (unique almost sure). Second, if t 1 (ω) ∈ (0, 1/2) then t 2 (ω) is the minimizer on (1/2, 1), otherwise -on (0, 1/2). Third, t 3 (ω) is the minimizer on the first of the four intervals (0, 1/4), (1/4, 1/2), (1/2, 3/4) and (3/4, 1) that contains neither t 1 (ω) nor t 2 (ω). And so on. Random sets M s,t of Brownian minimizers on intervals (s, t) ⊂ R satisfy M r,s ∪ M s,t = M r,t for r < s < t (almost sure, s is not a local minimizer), and M s,t depends only on the increments of B on (s, t).
4d2 Definition. Let (Ω s,t , P s,t ) s<t be a continuous product of probability spaces. A local random dense countable set (over the continuous product) is a family (N s,t ) s<t of random sets
whenever r < s < t.
The same may be said in terms of (F s,t ) s<t . In this case N s,t is defined via F s,t -measurable random sequences modulo F s,t -measurable random permutations,
. Now we add stationarity.
4d3 Definition. Let (F s,t ) s<t , (T h ) h be a noise. A stationary local random dense countable set (over the noise) is a family (N s,t ) s<t of random sets
whenever r < s < t, h ∈ R.
Brownian minimizers are an example of a stationarity local random dense countable set over the white noise. Brownian maximizers are another example. Their union is the third example. The noise of stickiness consists of σ-fields generated by random variables a s,t , b s,t and c s,t according to the parameters a, b, c of an element f a,b,c of the
We may drop b s,t but not c s,t . Consider the (random) set C t = {c s,t : s ∈ (−∞, t)} \ {0}; its points will be called 'spots'. For a small ∆t usually (with probability 1 − O( √ ∆t)) c t,t+∆t = 0 (since a + b − λη < 0, recall Sect. 4c), therefore C t+∆t = (C t + a t,t+∆t ) ∩ (a t,t+∆t + b t,t+∆t , ∞). We see that the spots move up and down, driven by Brownian increments. The boundary annihilates the spots that hit it. However, sometimes the boundary creates new spots. It happens (with probability ∼ const · √ ∆t) when c t,t+∆t > 0. An observer that moves according to the Brownian increments sees a set C t −a 0,t of fixed spots on the changing ray (−a 0,t , ∞). The spotted ray may be called a Poisson snake. The movement of its endpoint (−a 0,t ) is Brownian. When the snake shortens, some spots disappear on the moving boundary. When the snake lengthens, new spots appear on the moving boundary. It happens with a rate infinite in time but finite in space. Infinitely many spots appear (and disappear) during any time interval (because of locally infinite variation of a Brownian path); only a finite number of them survive till the end of the interval. In fact, at every instant the spots are (distributed like) a Poisson point process of rate 1/λ on (−a 0,t , ∞).
Being discrete in space, the spots may seem to appear suddenly in time (like jumps of the usual Poisson process). However. this is a delusion (similarly to Sect. 4d).
The noise of stickiness is predictable. A spot can appear at an instant s only if s is 'visible from the right' in the sense that a s,t > 0 for all t close enough to s (that is, ∃ε > 0 ∀t ∈ (s, s + ε) a s,t > 0 ).
A random dense countable subset of the continuum of points visible from the right. Few chords are shown, others are too short.
Points visible from the right are (a.s.) a dense Borel set of cardinality continuum but Lebesgue measure zero. Knowing the past (according to F −∞,s ) but not the future (F s,∞ ) we cannot guess that s is (or rather, will appear to be) visible from the right. (Compare it with Sect. 4d: knowing the past we cannot guess that s is a local minimizer.)
In contrast, knowing the future (F s,∞ ) but not the past (F −∞,s ) we know, whether s is visible from the right or not. (This asymmetry reminds me that we often know the date of death of a great man but not the date of birth. . . )
The time-reversed noise of stickiness is not predictable. In other words, the filtration (F −∞,t ) t∈R admits of continuous martingales only, but the filtration (F −t,∞ ) t∈R admits of some discontinuous martingales.
All the birth instants (when new spots appear) are (a.s.) a dense countable subset of the set of points visible from the right. Conditionally, given the Brownian path (B t ) t∈R = (a 0,t ) t∈R , birth instants are a Poisson random subset of R whose intensity measure is a singular σ-finite measure (dB) + concentrated on points visible from the right. Such a measure (df ) + may be defined for every continuous function f (not just a Brownian path); note that f need not be of locally finite variation. Namely, (df )
+ is the supremum (over t ∈ R) of images of Lebesgue measure on (−∞, f (t)) under the maps x → max{s ∈ (−∞, t) : f (s) = x}, provided that inf{f (s) : s ∈ (−∞, t)} = −∞ (which holds a.s. for Brownian paths); otherwise (−∞, f (t)) should be replaced with inf{f (s) : s ∈ (−∞, t)}, f (t) . The measure (df )
+ is always positive and σ-finite, but need not be locally finite. That is, R can be decomposed into a sequence of Borel subsets of finite measure (df )
+ . However, it does not mean that all (or even, some) intervals are of finite measure (df )
+ . The σ-finite positive measure (dB)
+ is infinite on every interval (because of locally infinite variation of the Brownian path). Such measures are a singular space (recall Sect. 4d); a random element of such a space should be treated with great care. Interestingly, the singular space of Sect. 4d is naturally embedded into the singular space considered here. Indeed, every dense countable set may be identified with its counting measure (consisting of atoms of mass 1); the measure is σ-finite, but infinite on every interval. In contrast, the measure (dB) + is non-atomic. Similarly to Sect. 4d it should be possible to define a stationary local random σ-finite positive measure, infinite on every interval, over (say) the white noise. 
s,t ) s<t be two continuous products of probability spaces.
(a) A morphism from the first product to the second is a morphism of probability spaces α :
s,t ) whenever s < t.
(b) An isomorphism from the first product to the second is a morphism α such that the inverse map α −1 exists and is also a morphism (of the products).
If a morphism of products is an isomorphism of probability spaces then it is an isomorphism of products. 
s,t ) s<t be the continuous product of probability spaces generated by the (two-dimensional) increments (B (1)
s,t ) s<t correspond in the same way to the standard Brownian motion (B t ) t∈[0,∞) in R. Then for every ϕ ∈ R the formula
t sin ϕ defines a morphism (not an isomorphism, of course) from the first product to the second. 5a3 Definition. A morphism from a noise to another noise is a morphism α between the corresponding continuous products of probability spaces that intertwines the corresponding shifts:
for every h ∈ R.
Similarly to Example 5a2 we have for each ϕ a morphism from the twodimensional white noise to the one-dimensional white noise.
5a4 Example. The homomorphism f a,b,c → a from the semigroup G 4c (= G of Sect. 4c) to (R, +) leads to a morphism (not an isomorphism) from the noise of stickiness to the (one-dimensional) white noise. The same holds for the noise of splitting.
5a5 Definition. A joining (or coupling) of two continuous products of probability spaces (Ω 1 , P 1 ), (F (1) s,t ) s<t and (Ω 2 , P 2 ), (F (2) s,t ) s<t consists of a third continuous product of probability spaces (Ω, P ), (F s,t ) s<t and two morphisms α : Ω → Ω 1 , β : Ω → Ω 2 of these products such that F −∞,∞ is generated by α, β (that is, by inverse images of F Each joining leads to a measure on Ω 1 × Ω 2 with given projections P 1 , P 2 ; namely, the image of P under the (one-to-one) map ω → (α(ω), β(ω)). Two joinings that lead to the same measure (on Ω 1 ×Ω 2 ) will be called isomorphic.
A joining of a continuous product of probability spaces with itself will be called a self-joining. A symmetric self-joining is a self-joining (α, β) isomorphic to (β, α). For example, every pair of angles ϕ, ψ leads to a symmetric self-joining of the (one-dimensional) white noise,
Only the difference |α − β| matters (up to isomorphism).
Every joining (α, β) of two continuous products of probability spaces has its maximal correlation
where the supremum is taken over all f ∈ L 2 (Ω 1 ,
(All L 2 spaces are real, not complex.) The product structure is irrelevant to the 'global' correlation ρ max (α, β), but relevant to 'local' correlations ρ max s,t (α, β); here the supremum is taken under an additional condition: f is F (1) s,t -measurable, and g is F (2) s,tmeasurable. Surprisingly, the global correlation is basically the supremum of local correlations over infinitesimal time intervals.
, where R is the one-dimensional space of constants, and L 0 2 (. . . ) -its orthogonal complement (the zero-mean space). We apply the argument to F (1) and F (2) , decompose f and g into three orthogonal summands each (R ⊗ R does not appear), and get the maximum of ρ 5b A generalization of the Ornstein-Uhlenbeck semigroup
(Ω) and all self-joinings (α, β) satisfying ρ max (α, β) ≤ ρ. Third, we do it for every decomposition Ω = Ω −∞,t 0 × Ω t 0 ,t 1 × · · · × Ω t n−1 ,tn × Ω tn,∞ and get a net of measures, symmetric self-joinings, and their quadratic forms. The net converges (in the compact space of joinings) due to monotonicity of the net of quadratic forms. The limit is a symmetric selfjoining (α ρ , β ρ ) of the continuous product of probability spaces. It majorizes |E (f • α)(f • β)|, since every element of the net does.
Basically, each infinitesimal element of the data set is replaced with a fresh copy, independently of others, with probability 1 − ρ. Doing it twice with parameters ρ 1 and ρ 2 is equivalent to doing it once with parameter ρ = ρ 1 ρ 2 . In terms of operators
; a one-parameter semigroup! It seems to lead to an Ω-valued stationary Markov process (X u ) u∈R , X u :Ω → Ω, such that for every u > 0 the pair (X 0 , X u ) is distributed like the pair (α ρ , β ρ ) where ρ = e −u . However, L 2 (Ω) is separable only in classical cases.
If the given continuous product of probability spaces is the white noise then the Markov process is the well-known Ornstein-Uhlenbeck process (infinite-dimensional, over the Gaussian measure that describes the white noise).
The proof of the relation U ρ 1 U ρ 2 = U ρ 1 ρ 2 is an easy supplement to the proof of Proposition 5b1; an elementary check for each element of the net, and a passage to the limit. In the same way we prove that the spectrum of the Hermitian operator U ρ is contained in {1, ρ, ρ 2 , . . . } ∪ {0}. The spectral theorem gives the following. 5b4 Proposition. Let (Ω, P ), (F s,t ) s<t be a continuous product of probability spaces, (α ρ , β ρ ) the self-joinings given by Prop. 5b1, and U ρ the corresponding operators, that is,
(that is, the subspaces are orthogonal and span the whole L 2 (Ω)), and
Of course, U 1 f = f for all f . The semigroup (U ρ ) ρ is strongly continuous if and only if dim H ∞ = 0. Note also that H 0 is the one-dimensional space of constants.
The spaces H n may be called chaos spaces, since for the white noise H n is the n-th Wiener chaos space (and dim H ∞ = 0). 5c The stable σ-field; classical and nonclassical 5c1 Definition. Let (Ω, P ), (F s,t ) s<t be a continuous product of probability spaces.
(a) A random variable f ∈ L 2 (Ω) is stable if there exist symmetric selfjoinings (α n , β n ) of the continuous product such that ρ max (α n , β n ) < 1 for every n ,
(Ω) and all symmetric self-joinings (α, β) of the continuous product such that ρ max (α, β) < 1.
5c2 Theorem. For every continuous product of probability spaces (Ω, P ), (F s,t ) s<t there exists a sub-σ-field F stable ⊂ F −∞,∞ such that f is stable if and only if f is F stable -measurable , f is sensitive if and only if E f F stable = 0 for all f ∈ L 2 (Ω).
Sketch of the proof. Let (α, β) be a symmetric self-joining, ρ max (α, β) ≤ ρ. Rewriting the inequality E (f •α)(f •β) ≤ E (f •α ρ )(f •β ρ ) as E |f •α−f •β| 2 ≥ E |f • α ρ − f • β ρ | 2 we see that f is stable iff E |f • α ρ − f • β ρ | 2 → 0 for ρ → 1. Lemma 5b3 gives us a σ-field F stable such that f is stable iff f is F stable -measurable. Also, f is stable iff U ρ f, f → f 2 for ρ → 1−, that is, f is orthogonal to H ∞ .
We have | U α,β f, f | ≤ U ρ f, f for all f , therefore | U α,β f, f | ≤ U ρ f, f U ρ g, g .
Rewriting sensitivity of f in the form ∀α, β ∀g U α,β f, g = 0 we see that f is sensitive iff U ρ f = 0 for all ρ < 1, that is, f ∈ H ∞ . 5c3 Definition. A continuous product of probability spaces is classical, if it satisfies the following equilavent conditions:
(a) all random variables are stable; (b) no random variable is sensitive; (c) the stable sub-σ-field F stable is the whole σ-field F . A noise is classical if the underlying continuous product of probability spaces is classical.
5d Examples
The time set implicit in Sections 5a-5c is not necessarily R; a subset of R (or any linearly ordered set) is also acceptable. In particular, the theory is applicable to the 'singularity concentrated in time' cases of Sect. 1.
The Z m -flow X 1b (= X of Sect. 1b) generates a continuous product of probability spaces over the time set {0, 1, 2, . . . } ∪ {∞}. Random variables X s,s+1 are stable; indeed, a single (indivisible) element of the data set is replaced with probability 1−ρ, therefore P X s,s+1 •α ρ = X s,s+1 •β ρ ≤ 1−ρ. It follows that X s,t = X s,s+1 . . . X t−1,t is stable whenever s < t < ∞. Of course, X s,t , being a Z m -valued random variable, is not an element of L 2 (Ω). By stability of X s,t we mean stability of f (X s,t ) for every f : Z m → R.
In contrast, the random variable X 0,∞ is sensitive by Prop. 1c1. The same holds for X s,∞ . More exactly, g(X s,∞ ) is sensitive for every g : Z m → R such that E g(X s,∞ ) = 0. Sketch of the proof (see also Sect. 1c for m = 2):
the summands being independent. For large t the sum from s to t is distributed on Z m approximately uniformly, therefore X s,∞ • α ρ − X s,∞ • β ρ is uniform. The same holds conditionally, given α ρ (that is, X r,t • α ρ for all r, t including t = ∞). We see that random variables of the form f (X 0,1 , X 1,2 , . . . ) are stable, and random variables of the form f (X 0,1 , X 1,2 , . . . )g(X 0,∞ ) are sensitive (as before, x∈Zm g(x) = 0). Their sums exhaust L 2 (Ω). Therefore F stable is generated by X 0,1 , X 1,2 , . . . ; random variables X s,∞ are independent of F stable (each one separately).
The T-flow Y 1b (over the time set [0, ∞)) behaves similarly: F stable is generated by Y s,t for 0 < s < t < ∞; random variables Y 0,t are independent of F stable (each one separately). We turn to the noises of Sect. 4: splitting and stickiness. These two may be treated uniformly. Below, G is either G 4b or G 4c . The Brownian motion (B t ) t = (a 0,t ) t generates (via increments) sub-σ-fields F white s,t ⊂ F s,t . It will be shown that F stable = F white −∞,∞ . The Brownian motion (B t ) t has the predictable representation property w.r.t. the filtration (F −∞,t ) t . That is, every local martingale (M t ) t in this filtration is of the form M t = M −∞ + t −∞ h s dB s for some predictable process (h t ) t (in the considered filtration); see [12, Def. V.4.8] . Note that M t and h t need not be F white −∞,t -measurable.
Sketch of the proof (of the predictable representation property).
We may restrict ourselves to a dense set of martingales, namely, M s = E ϕ(X t 0 ,t 1 , . . . , X t n−1 ,tn ) F −∞,s where ϕ : G n → R is a bounded measurable (or even smooth) function, −∞ < t 0 < · · · < t n < ∞, and (X s,t ) s<t stands for the given G-flow. When s ∈ [t k−1 , t k ], we deal effectively with the case M s = E ψ(X r,t ) F r,s , −∞ < r < t < ∞, to which we may restrict ourselves. By independence of X r,s and X s,t , M s = u(X r,s , t − s) , where u : G × R → R is defined by u(x, t) = G ψ(xy) µ t (dy) , and (µ t ) t is the given convolution semigroup in G.
The semigroup G is in fact a smooth manifold with boundary, and the function u is smooth up to the boundary (which can be checked using explicit formulas for µ t and the binary operation in G). The random process (X r,s ) s∈[r,t] is a diffusion process on the smooth manifold G; it is a weak solution of a stochastic differential equation driven by (B s ) s . Itô's formula gives the needed representation.
By a Brownian motion adapted to a continuous product of probability spaces (Ω, P ), (F s,t ) s<t we mean a family (B t ) t∈R of random variables B t such that B t − B s is F s,t -measurable, and distributed normally N(0, t − s) whenever −∞ < s < t < ∞; and in addition, B 0 = 0. 5d1 Proposition. Let (Ω, P ), (F s,t ) s<t be a continuous product of probability spaces, and (B t ) t a Brownian motion adapted to the continuous product. If (B t ) t has the predictable representation property w.r.t. the filtration (F −∞,t ) t , then the sub-σ-field generated by (B t ) t is equal to F stable .
Sketch of the proof. The sub-σ-field F white generated by (B t ) t is contained in F stable , since Wiener chaos spaces (with finite indices) exhaust the corresponding L 2 space. We have to prove that F white ⊃ F stable . Every f ∈ L 0 2 (Ω) is of the form f = ∞ −∞ h t dB t . We have
In particular, if f ∈ H 1 (the first chaos) then
that is, h t 2 − U ρ h t , h t = 0, which means that h t ∈ H 0 is a constant (nonrandom) for almost every t. Therefore f = h t dB t is F white -measurable, and we get H 1 ⊂ L 2 (F white ) .
Further, let f ∈ H 2 , then h t are orthogonal to H 0 (since f is orthogonal to H 1 ), therefore U ρ h t , h t ≤ ρ h t 2 . On the other hand,
that is, ρ h t 2 − U ρ h t , h t = 0, which means that h t ∈ H 1 for almost all t. It follows that h t is F white -measurable; therefore f is F white -measurable, and we get H 2 ⊂ L 2 (F white ) .
And so on. Finally, 
