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QUANTITATIVE RECURRENCE PROPERTIES AND
HOMOGENEOUS SELF-SIMILAR SETS
YUANYANG CHANG, MIN WU, AND WEN WU∗
Abstract. Let K be a homogeneous self-similar set satisfying the strong sep-
aration condition. This paper is concerned with the quantitative recurrence
properties of the natural map T : K → K induced by the shift. Let µ be the
natural self-similar measure supported on K. For a positive function ϕ defined
on N, we show that the µ-measure of the following set
R(ϕ) := {x ∈ K : |Tnx− x| < ϕ(n) for infinitely many n ∈ N}
is null or full according to convergence or divergence of a certain series. More-
over, a similar dichotomy law holds for the general Hausdorff measure, which
completes the metric theory of this set.
1. Introduction
Let (X, d) be a separable metric space, B the Borel σ-algebra, T : X → X
a Borel measurable map and µ a T -invariant Borel probability measure on X .
The quintuple (X,B, µ, d, T ) is called a metric measure-preserving system (MMPS).
The famous Poincare´ Recurrence Theorem implies that µ-almost every x ∈ X is
recurrent in the sense that
lim inf
n→∞
d(T nx, x) = 0. (1.1)
That is to say, for µ-almost every x ∈ X , the orbit {T nx}n≥0 returns to shrinking
neighborhoods of the initial point x infinitely often. However, (1.1) is qualitative in
nature which does not tell anything about the rate at which a generic orbit comes
back to the start point or in what manner the neighborhoods of the start point
can shrink. This motivates many authors to investigate the so-called quantitative
recurrence properties. For instance, the dynamical Borel-Cantelli lemma [7, 9], the
first return time [1], the shrinking target problems [10, 12], and etc. Among them,
Boshernitzan [6] first quantified the recurrence rate of generic orbits for general
MMPSs.
Theorem 1.1. (see [6]) Let (X,B, µ, d, T ) be an MMPS. Assume that, for some
α > 0, the α-dimensional Hausdorff measure Hα is σ-finite on X. Then for µ-
almost every x ∈ X,
lim inf
n→∞
n
1
α d(T nx, x) <∞. (1.2)
If, moreover, Hα(X) = 0, then for µ-almost every x ∈ X,
lim inf
n→∞
n
1
α d(T nx, x) = 0. (1.3)
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Supposing X is a measurable subset of a Euclidean space, Barreira and Saussol
[1] related the recurrence rate of a generic point x to the lower pointwise dimension
dµ(x) of µ, defined as
dµ(x) := lim inf
r→0
log µ(B(x, r))
log r
.
Theorem 1.2. (see [1]) If T : X → X is a Borel measurable map on a measurable
subset X ⊂ Rn for some n ∈ N, and µ is a T -invariant Borel probability measure
on X. Then for µ-almost every x ∈ X, we have
lim inf
n→∞
n
1
α d(T nx, x) = 0 for any α > dµ(x).
Boshernitzan’s result (1.2) implies that, generically,
d(T nx, x) < c · n−1/α for infinitely many n ∈ N
for a uniform constant c > 0. Theorem 1.2 indicates that the recurrence rate could
be related to some indicator functions of x. Moreover, if the function on the right
hand side decays faster, the set of points with such a recurrence rate becomes smaller
in the sense that it can not support any T -invariant Borel probability measures.
So, naturally, one would like to measure the size of the set of recurrent points when
the recurrence rate c · n−1/α is replaced by a general non-increasing function.
Let (X,B, µ, d, T ) be an MMPS and ϕ be a positive function defined on N×X .
Consider the following dynamically defined limsup set
R(T, ϕ) = {x ∈ X : d(T nx, x) < ϕ(n, x) for infinitely many n ∈ N}.
Tan and Wang [17] calculated the Hausdorff dimension of R(Tβ, ϕ) for the beta
dynamical system ([0, 1], Tβ) with β > 1. Later, Seuret and Wang [16] generalized
their results to conformal iterated function systems. However, as far as we know,
the Hausdorff measure side of R(T, ϕ) for general MMPSs and general ϕ is rarely
known. For the purpose of comparison, when we require {T nx}n≥1 returns to the
neighborhoods of a chosen point x0 rather than the initial point x, the problem
becomes the so-called shrinking target problem (STP). One can refer to [7, 9] for
the measure aspect of STP, and to [10, 12, 18] for the dimension aspect.
In this paper, we consider the natural map on a homogeneous self-similar set
satisfying a certain separation condition and aim to provide a complete metric
theory of the recurrence properties for this concrete system. As we shall see, this is
closely related to a folklore problem raised by Mahler (see [13], Sect. 2): How close
can irrational elements of Cantor’s set be approximated by rational numbers?
To begin with, let I = {φj(x) = ρx+aj}Lj=1 be a linear iterated function system
on [0, 1] (without loss of generality, we assume 0 ≤ a1 < · · · < aL ≤ 1−ρ). It is well
known that there exists a unique non-empty compact subset K ⊂ [0, 1], called the
attractor of I, such thatK =
⋃L
j=1 φj(K). We further assume the strong separation
condition holds for I, that is, the pieces {φj(K)}
L
j=1 are pariwise disjoint. As a
consequence, ρ ∈ (0, 1/L). Denote Λ = {1, · · · , L}. Let Λ∗ =
⋃
n≥1 Λ
n and ΛN be
the space of finite words and infinite words over Λ respectively. For any n ≥ 1 and
ǫ ∈ Λn, let φǫ = φǫ1 ◦ · · · ◦ φǫn . If ǫ ∈ Λ
N, we denote by ǫ|n1 the word (ǫ1, · · · , ǫn).
For each ǫ ∈ ΛN, the sequence of compact sets φǫ|n1 ([0, 1]) is nested. Thus the set
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n≥1 φǫ|n1 ([0, 1]) is a singleton, which we denote by π(ǫ). Therefore,
K = π(ΛN) =
⋃
ǫ∈ΛN
⋂
n≥1
φǫ|n1 ([0, 1]) =
⋂
n≥1
⋃
ǫ∈Λn
φǫ([0, 1]).
The map π : ΛN → K is a coding map and we call ǫ ∈ ΛN a coding of x ∈ K if
π(ǫ) = x. Because of the strong separation condition, there are at most countably
many points x ∈ K with multiple codings. Since a countable set is negligible in
the sense of Hausdorff measure and Hausdorff dimension, we may assume that each
x ∈ K has a unique coding.
Now we are ready to define the map T : K → K as follows: for each x ∈ K
with the coding ǫ, let Tx = π(σ(ǫ)), where σ denotes the shift map on the symbolic
space ΛN. Under the strong separation condition, K is a set of Lebesgue measure
zero and has Hausdorff dimension dimH K =
logL
− log ρ . Moreover, there exists a Borel
probability measure µ supported on K such that µ = 1L
∑L
j=1 φjµ, where φjµ
denotes the push-forward measure of µ by φj , that is, φjµ(A) = µ
(
φ−1j (A)
)
for all
Borel subsets A. In fact, µ is equal to Hγ |K , the γ-dimension Hausdorff measure
restricted to K (see [8, 14]). Then (K,B, µ, | · |, T ) constitutes an MMPS, where | · |
denotes the Euclidean metric and B the Borel σ-algebra on K.
Let ϕ : N→ R+ be a positive function. Set
R(ϕ) := {x ∈ K : |T nx− x| < ϕ(n) for infinitely many n ∈ N}. (1.4)
We obtain the following dichotomy law for the µ-measure of R(ϕ).
Theorem 1.3. Let (K,B, µ, | · |, T ) be the MMPS defined as above and ϕ : N→ R+.
Let γ := dimH K =
logL
− log ρ . Then
µ(R(ϕ)) =
{
0, if
∑
n≥1 ϕ
γ(n) <∞;
1, if
∑
n≥1 ϕ
γ(n) =∞.
Let f be a doubling dimension function and let Hf denote the corresponding
Hausdorff f -measure (see Sect. 2 for the definitions). Then a similar criterion holds
for Hf .
Theorem 1.4. Let (K,B, µ, | · |, T ) be the MMPS defined as above and ϕ : N→ R+.
Let f be a doubling dimension function with r−γf(r) being increasing as r → 0.
Then
Hf (R(ϕ)) =
{
0, if
∑
n≥1 f
(
ρnϕ(n)
)
· ρ−γn <∞;
Hf (K), if
∑
n≥1 f
(
ρnϕ(n)
)
· ρ−γn =∞.
Remark 1.5. (i) In Theorem 1.3, the dichotomy law still holds if the strong sep-
aration condition is replaced by the open set condition. However, by our approach,
this condition could not be relaxed in Theorem 1.4.
(ii) If we apply the last two theorems to I = {x3 ,
x
3 +
2
3}, then T is exactly the
×3 map on the middle third Cantor set, and the set R(ϕ) can be written as
R(ϕ) = {x ∈ K : ‖(3n − 1)x‖ < ϕ(n) for infinitely many n ∈ N},
where ‖y‖ stands for the distance from y to its nearest integer. Therefore, Theorem
1.3 and 1.4 correspond to a version of Khintchine’s theorem and Jarn´ık’s theorem
on the middle third Cantor set respectively (see [4] for more backgrounds), which
provide an answer to Mahler’s problem on Diophantine approximation on Cantor
set [13]. One can refer to [11] for a similar answer, where the points in K are
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approximated by rational numbers p/q with q ∈ {3n : n ∈ N}. Our results indicate
that one can also approximate points in K by rational numbers with periodic 3-adic
expansion.
We give several applications of the last two theorems. Theorem 1.1 shows that,
for µ-almost every x ∈ K, (1.3) holds for any α > γ. We also characterize the
recurrence behaviors when α ≤ γ, which together with (1.3) sum up to the following
0-∞ law.
Corollary 1.6. Let (K,B, µ, | · |, T ) be as above. For µ-almost every x ∈ K, we
have
lim inf
n→∞
n
1
α |T nx− x| =
{
0, if α ≥ γ;
∞, if α < γ.
Proof. The case α > γ follows from (1.3). When α = γ, we apply the divergent
part of Theorem 1.3 to ϕ(n) = η · n−1/α, where η > 0 is arbitrarily small. As a
consequence, lim infn→∞ n
1/α|T nx− x| ≤ η for µ-almost every x ∈ K. Since η > 0
is arbitrarily small, we get the desired.
On the other hand, when α < γ, we apply the convergent part of Theorem 1.3
to ϕ(n) = n−
2
α+γ . As a result, for µ-almost every x ∈ K, n1/α|T nx− x| ≥ n
γ−α
α(α+γ)
eventually, which implies lim infn→∞ n
1/α|T nx− x| =∞. 
Remark 1.7. Recall that µ = Hγ |K and dµ(x) = γ for µ-almost every x ∈ K.
Thus the last corollary extends Theorem 1.1 and 1.2 for the system (K,B, µ, | · |, T )
by characterizing how fast the generic recurrence rate could be.
Corollary 1.8. Let (K,B, µ, | · |, T ) be as above and ϕ : N→ R+. Then
dimH R(ϕ) =
γ
1 + b
with b = lim inf
n→∞
logρ ϕ(n)
n
, (1.5)
where dimH denotes the Hausdorff dimension of a set.
Proof. It suffices to show that for any η > 0,
H
γ(1−η)
1+b (R(ϕ)) =∞ and H
γ(1+η)
1+b (R(ϕ)) = 0.
Indeed, by the definition of b = lim infn→∞
logρ ϕ(n)
n , it is easy to see that ϕ
1+η(n) ≤
ρn(b−0.5η) for n large enough and ϕ1−η(n) ≥ ρn(b+η) for infinitely many n. Letting
f1(r) =
γ(1−η)
1+b and f2(r) =
γ(1+η)
1+b and applying Theorem 1.4, we get the desired
results. 
Corollary 1.8 shows that there are three possibilities for the Hausdorff dimension
of R(ϕ) in accordance with the decay rate of ϕ:
dimH R(ϕ) =

γ, if ϕ(n) = ρo(n);
γ
1+b , if ϕ(n) = ρ
bn+o(n) for some b ∈ (0,∞);
0, otherwise.
Further, Theorem 1.4 allows us to distinguish those R(ϕ) with equal Hausdorff
dimension. For instance, set ϕ(n) = ρbn and ϕη(n) = ρ
bn(log ρn)
(1+b)(1+η)
γ for
some b > 0 and η > 0. Although it follows immediately from Corollary 1.8 that
dimH R(ϕ) = dimH R(ϕη) =
γ
1+b , we have the following exact logarithmic order for
recurrence rates.
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Corollary 1.9. Let (K,B, µ, | · |, T ) be as above. Let f(r) = r
γ
1+b . For any η > 0,
Hf (R(ϕ)) =∞ and Hf (R(ϕη)) = 0.
In particular, the set R(ϕ) \R(ϕη) is uncountable.
Proof. Applying Theorem 1.4 to ϕ(n) = ρbn and ϕǫ(n) = ρ
bn(log ρn)
(1+b)(1+ǫ)
γ re-
spectively, the result follows immediately. 
The paper is organized as follows. In section 2, we give some notations and list
some known results which are needed in the proof of our main results. In section
3, we prove our main results Theorem 1.3 and 1.4.
2. Preliminaries
In this section, we first give the definitions of Hausdorff measures and Hausdorff
dimensions. Then we list several known results which are useful in the proofs of
Theorem 1.3 and 1.4. Throughout, (X, d) is assumed to be a separable metric space
and B(x, r) denotes the open ball centred at x ∈ X with radius r > 0.
Suppose F ⊂ X is a subset of X . For each τ > 0, a countable collection
{B(xi, ri)}i≥1 of open balls in X is said to be a τ-cover of F if ri ≤ τ for each i ≥ 1
and F ⊂
⋃
i≥1B(xi, ri). A function f : R
+ → R+ is called a dimension function
if f is continuous, non-decreasing and satisfies f(r) → 0 as r → 0. A dimension
function f is doubling if there exists λ ≥ 1 such that f(2r) ≤ λf(r) for all small r.
The Hausdorff f -measure of F with respect to the dimension function f is defined
as
Hf (F ) := lim
ρ→0
inf
{∑
i≥1
f(2ri) : {B(xi, ri)}i≥1 is a ρ-cover of F
}
.
When f(r) = rs for some s ≥ 0,Hf is the usual s-dimensional Hausdorff measure
Hs and the Hausdorff dimension of F is
dimH F := inf
{
s ≥ 0 : Hs(F ) = 0
}
= sup
{
s ≥ 0 : Hs(F ) =∞
}
.
For more details, see for example [8, 14].
Further, suppose that (X, d) is locally compact and there exist constants δ >
0, 0 < c1 < 1 < c2 <∞ and r0 > 0 such that
c1r
δ ≤ Hδ(B(x, r)) ≤ c2r
δ, (2.1)
for any x ∈ X and 0 < r < r0. An implication of (2.1) is that 0 < Hδ(X) < ∞.
Thus dimH X = δ. The mass transference principle, developed by Beresnevich
and Velani [5], builds up a bridge from Hδ-measure theoretic statements for a
limsup subset of X to generalHf -measure theoretic statements. Given a dimension
function f and an open ball B = B(x, r), we define Bf := B(x, f(r)1/δ).
Theorem 2.1. (Mass transference principle [5]) Let (X, d) be as above and {Bi}i≥1
be a sequence of balls in X with radius r(Bi)→ 0 as i→∞. Let f be a dimension
function such that r−δf(r) is monotonically increasing as r → 0. For any ball
B ⊂ X with Hδ(B) > 0, if
Hδ(B ∩ lim sup
i→∞
Bfi ) = H
δ(B),
then
Hf (B ∩ lim sup
i→∞
Bi) = H
f (B).
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In this paper, we will take X to be the homogeneous self-similar K defined in
Section 1. Recall that the natural measure µ on K is the same as Hγ |K . So the
formula (2.1) is satisfied for µ, i.e.,
c1r
γ ≤ µ(B(x, r)) ≤ c2r
γ . (2.2)
Recall that a finite measure ν on X is said to be doubling if there exists a
constant C ≥ 1 such that for any x ∈ X ,
ν(B(x, 2r)) ≤ Cν(B(x, r)).
Here are two measure theoretic results: one for the full measure sets and the other
for the measure of a limsup set.
Lemma 2.2. (see [3], Sect. 8, Proposition 1) Let (X, d) be a metric space and µ
be a finite doubling measure on X such that any open set is µ measurable. Let E
be a Borel subset of X. Assume that there are constants r0, c > 0 such that for any
ball B = B(x, r) with x ∈ X and r < r0, we have
µ(E ∩B) ≥ cµ(B).
Then E has full measure in X, that is, µ(X \ E) = 0.
Lemma 2.3. (see [20], Lemma 5 or [21], Theorem 1) Let (X,B, µ) be a measure
space and {An}n≥1 be a sequence of measurable sets such that
∑
n≥1 µ(An) = ∞.
Then
µ(lim sup
n→∞
An) ≥ lim sup
N→∞
(∑N
n=1 µ(An)
)2∑N
m,n=1 µ(Am ∩ An)
= lim sup
N→∞
∑
1≤m<n≤N µ(Am)µ(An)∑
1≤m<n≤N µ(Am ∩ An)
.
3. Proofs of the main results
For each finite word ǫ = (ǫ1, · · · , ǫn) ∈ Λn, let I(ǫ1, · · · , ǫn) := φǫ([0, 1]). We call
I(ǫ1, · · · , ǫn) a cylinder of order n (with respect to the self-similar set K), which is
of length ρn and µ-measure L−n. Then the limsup set R(ϕ) defined in (1.4) can be
written as
R(ϕ) =
∞⋂
k=1
∞⋃
n=k
{
x ∈ K : |T nx− x| < ϕ(n)
}
=
∞⋂
k=1
∞⋃
n=k
⊔
ǫ∈Λn
{
x ∈ I(ǫ1, · · · , ǫn) : |T
nx− x| < ϕ(n)
}
∩K
=
∞⋂
k=1
∞⋃
n=k
⊔
ǫ∈Λn
J(ǫ1, · · · , ǫn) ∩K (3.1)
where J(ǫ1, · · · , ǫn) :=
{
x ∈ I(ǫ1, · · · , ǫn) : |T nx− x| < ϕ(n)
}
.
In the following part, the notations . or & will be used to indicate an inequality
with an unspecified positive constant.
3.1. Proof of Theorem 1.3. Without loss of generality, we may assume ϕ(n) ≤
1−ρ
4 for all n ≥ 1. Indeed, suppose this is not the case and define ψ(n) =
min{ϕ(n), 1−ρ4 } for each n. If the series
∑
n≥1 ϕ
γ(n) converges, then so does∑
n≥1 ψ
γ(n). Also, it follows that ϕ(n) ≤ 1−ρ4 eventually and thus R(ϕ) = R(ψ).
On the other hand, if the series
∑
n≥1 ϕ
γ(n) diverges, then it can be easily verified
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that
∑
n≥1 ψ
γ(n) diverges too. Moreover, R(ψ) ⊂ R(ϕ), so it suffices to show the
divergent part for ψ.
Notice that for each finite word ǫ ∈ Λn, any point x in I(ǫ1, · · · , ǫn) can be
written as
x =
n∑
i=1
aǫi · ρ
i−1 + ρn · T nx =: [ǫ] + ρn · T nx,
thus |T nx− x| < ϕ(n) implies x ∈
( [ǫ]
1−ρn −
ρnϕ(n)
1−ρn ,
[ǫ]
1−ρn +
ρnϕ(n)
1−ρn
)
. One can easily
check that J(ǫ1, · · · , ǫn) 6= ∅. Moreover, J(ǫ1, · · · , ǫn) is an interval satisfying
J(ǫ1, · · · , ǫn) = I(ǫ1, · · · , ǫn)
⋂( [ǫ]
1− ρn
−
ρnϕ(n)
1− ρn
,
[ǫ]
1− ρn
+
ρnϕ(n)
1− ρn
)
.
By the assumption ϕ(n) ≤ 1−ρ4 , one can show that the length of J(ǫ1, · · · , ǫn)
satisfies
ρnϕ(n) ≤ |J(ǫ1, · · · , ǫn)| ≤ ρ
n−1ϕ(n). (3.2)
Combining (2.2) and the last formula, we have
µ(J(ǫ1, · · · , ǫn)) . (ρ
nϕ(n))γ . (3.3)
The convergent part. By (3.1) and (3.3),
µ(R(ϕ(n))) ≤ lim inf
k→∞
∞∑
n=k
∑
ǫ∈Λn
µ(J(ǫ1, · · · , ǫn))
. lim inf
k→∞
∞∑
n=k
(ρnϕ(n))γ · Ln
= lim inf
k→∞
∞∑
n=k
ϕγ(n) = 0.
The divergent part. By Lemma 2.2, it suffices to show that for any ball
B = B(x, r) with x ∈ K and r small enough, we have
µ(R(ϕ) ∩B) ≥ cµ(B) (3.4)
for some positive constant c independent of B. Here we take B = B(x, r) to
be an arbitrary ball with x ∈ K and µ(2B) := µ(B(x, 2r)) satisfying (2.2). Let
n0 := n0(B) be a sufficiently large integer so that ρ
n0 < r(B). For n ≥ 1, let
An(B) = {x ∈ K : |T
nx− x| < ϕ(n)} ∩B =
⊔
ǫ∈Λn
J(ǫ1, · · · , ǫn) ∩K ∩B.
Then
R(ϕ) ∩B = lim sup
n→∞
An(B).
For n ≥ n0, we have
#{ǫ ∈ Λn : J(ǫ1, · · · , ǫn) ⊂ B} ≥ #{ǫ ∈ Λ
n : I(ǫ1, · · · , ǫn) ⊂ B} ≥
µ(B)
L−n
.
It follows that
µ(An(B)) &
µ(B)
L−n
· (ρnϕ(n))γ = µ(B)ϕγ(n), (3.5)
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which together with the assumption
∑
n≥1 ϕ
γ(n) =∞ implies∑
n≥1
µ(An(B)) =∞. (3.6)
The key ingredient to establish (3.4) and thus the divergent part of Theorem 1.3
is the following ‘local quasi-independence on average’ result.
Lemma 3.1. (Local quasi-independence on average) There exists a constant C > 1
such that for any ball B as above and for N sufficiently large,
N∑
m,n=1
µ(Am(B) ∩ An(B)) ≤
C
µ(B)
( N∑
n=1
µ(An(B))
)2
. (3.7)
Indeed, (3.6) and Lemma 3.1 together with Lemma 2.3 imply (3.4). This com-
pletes the proof of the divergent part upon the ‘local quasi-independence on average’
result, which we will prove now.
Proof of Lemma 3.1. Recall that B is a fixed ball centred at a point in K such
that µ(2B) satisfies (2.2) and n0 := n0(B) is chosen so that ρ
n0 < r(B). For any
n > m > n0,
µ(Am(B) ∩ An(B)) =µ
( ⊔
ǫ∈Λm
J(ǫ1, · · · , ǫm) ∩K ∩B ∩ An(B)
)
=
∑
ǫ∈Λm
µ(J(ǫ1, · · · , ǫm) ∩B ∩ An(B))
. N (m,B) · max
ǫ∈Λm
µ(J(ǫ1, · · · , ǫm) ∩ An(B)),
where
N (m,B) =#{ǫ ∈ Λm : J(ǫ1, · · · , ǫm) ∩B 6= ∅}
≤#{ǫ ∈ Λm : I(ǫ1, · · · , ǫm) ∩B 6= ∅}
≤#{ǫ ∈ Λm : I(ǫ1, · · · , ǫm) ⊂ 2B} .
µ(B)
L−m
.
Thus,
µ(Am(B) ∩ An(B)) .
µ(B)
L−m
· max
ǫ∈Λm
µ(J(ǫ1, · · · , ǫm) ∩An(B)). (3.8)
Next, we shall obtain an upper bound for maxǫ∈Λm µ(J(ǫ1, · · · , ǫm) ∩ An(B)). In-
deed, for any fixed finite word ǫ ∈ Λm,
µ(J(ǫ1, · · · , ǫm) ∩ An(B))
=µ
(
J(ǫ1, · · · , ǫm) ∩
( ⊔
ǫm+1,··· ,ǫn∈Λ
J(ǫ1, · · · , ǫm, ǫm+1, · · · , ǫn) ∩K ∩B
))
≤
∑
ǫm+1,··· ,ǫn∈Λ
µ(J(ǫ1, · · · , ǫm) ∩ J(ǫ1, · · · , ǫm, ǫm+1, · · · , ǫn)). (3.9)
We consider two cases depending on the size of 2ρ
mϕ(m)
1−ρm compared to ρ
n.
Case (i): n > m > n0 such that ρ
n ≥ 2ρ
mϕ(m)
1−ρm . Then for each ǫ ∈ Λ
n,
|I(ǫ1, · · · , ǫn)| = ρn ≥
2ρmϕ(m)
1−ρm ≥ |J(ǫ1, · · · , ǫm)|. As a result, each J(ǫ1, · · · , ǫm)
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can intersect at most two J(ǫ1, · · · , ǫm, ǫm+1, · · · , ǫn). By (3.3) and (3.9), for any
ǫ ∈ Λm, µ(J(ǫ1, · · · , ǫm) ∩An(B)) . (ρnϕ(n))γ . So (3.8) yields
µ(Am(B) ∩ An(B)) .
µ(B)
L−m
· (ρnϕ(n))γ . (3.10)
Case (ii): n > m > n0 such that ρ
n < 2ρ
mϕ(m)
1−ρm . It follows from (3.9) that
µ(J(ǫ1, · · · , ǫm) ∩ An(B))
. N (n, J(ǫ1, · · · , ǫm)) max
ǫm+1,··· ,ǫn∈Λ
µ(J(ǫ1, · · · , ǫm, ǫm+1, · · · , ǫn))
where
N (n, J(ǫ1, · · · , ǫm)) =#{ǫ ∈ Λ
n : J(ǫ1, · · · , ǫm, ǫm+1, · · · , ǫn) ∩ J(ǫ1, · · · , ǫm) 6= ∅}
≤#{ǫ ∈ Λn : I(ǫ1, · · · , ǫm, ǫm+1, · · · , ǫn) ∩ J(ǫ1, · · · , ǫm) 6= ∅}
≤#{ǫ ∈ Λn : I(ǫ1, · · · , ǫm, ǫm+1, · · · , ǫn) ⊂ 3J(ǫ1, · · · , ǫm)}
.
ϕγ(m) · ρmγ
L−n
.
Since µ(J(ǫ1, · · · , ǫn)) . (ρ
nϕ(n))γ for all ǫ ∈ Λn, it follows that
max
ǫ∈Λm
µ(J(ǫ1, · · · , ǫm) ∩ An(B)) .
ϕγ(m) · ρmγ
L−n
· (ρnϕ(n))γ . (3.11)
Therefore,
µ(Am(B) ∩ An(B)) .
µ(B)
L−m
·
ϕγ(m) · ρmγ
L−n
· (ρnϕ(n))γ (by (3.8))
. µ(B) · ϕγ(m) · ϕγ(n) (since ργ = L−1)
.
1
µ(B)
µ(Am(B))µ(An(B)). (by (3.5)) (3.12)
Now we prove (3.7). For N sufficiently large,
N∑
m,n=1
µ(Am(B) ∩ An(B))
=
N∑
n=1
µ(An(B)) + 2
∑
1≤m<n≤N
µ(Am(B) ∩ An(B))
=
N∑
n=1
µ(An(B)) + 2
 ∑
1≤m<n≤n0≤N
µ(Am(B) ∩ An(B))
+
∑
1≤m<n0<n≤N
µ(Am(B) ∩ An(B)) +
∑
n0≤m<n≤N
µ(Am(B) ∩ An(B))

=: S1 + 2(S2 + S3 + S4).
By (3.6), one can check that S1, S2 and S3 are all less than
1
µ(B)
(∑N
n=1 µ(An(B))
)2
for N sufficiently large. Further,
S4 =
∑
n0≤m<n≤N
Case (i)
µ(Am(B) ∩ An(B)) +
∑
n0≤m<n≤N
Case (ii)
µ(Am(B) ∩An(B))
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Since in Case (i), ρn ≥ 2ρ
mϕ(m)
1−ρm , we have
∑
n0≤m<n≤N
Case (i)
µ(Am(B) ∩ An(B)) ≤
N∑
m=n0
nm∧N∑
n=m+1
µ(Am(B) ∩An(B))
.
N∑
m=n0
nm∧N∑
n=m+1
µ(B)
L−m
(ρnϕ(n))γ by (3.10)
≤
N∑
m=n0
nm∧N∑
n=m+1
µ(B)ϕγ(n)
Ln−m
since ργ = L−1
.
N∑
n=n0+1
µ(An(B))
N−n0∑
k=1
1
Lk
by (3.5)
.
1
µ(B)
( N∑
n=1
µ(An(B))
)2
by (3.6)
for N sufficiently large, where nm = m+
[
log3
1
2ϕ(m)
]
+ 1. Finally, it follows from
(3.12) that
∑
n0≤m<n≤N
Case (ii)
µ(Am(B) ∩ An(B)) .
1
µ(B)
( N∑
n=1
µ(An(B))
)2
for N sufficiently large. Therefore, we arrive at the required. 
3.2. Proof of Theorem 1.4.
The convergent part. Recall that f is a doubling dimension function and each
J(ǫ1, · · · , ǫn) is an interval whose length satisfies (3.2). By (3.1) and the definition
of Hausdorff f -measure,
Hf (R(ϕ)) ≤ lim inf
k→∞
∞∑
n=k
∑
ǫ∈Λn
f(ρn−1ϕ(n))
. lim inf
k→∞
∞∑
n=k
f(ρnϕ(n)) · (ρ−γ)n = 0.
Thus, Hf (R(ϕ)) = 0 as required.
The divergent part. By the strong separation condition, the minimal gap
between distinct cylinders of order 1 is min1≤j≤L−1(aj+1 − aj − ρ) > 0. Without
loss of generality, we assume that ϕ(n) → 0 as n → ∞ (otherwise, R(ϕ) = K and
the assertion is obvious). It follows that ϕ(n) ≤ 14 (1−ρ)min1≤j≤L−1(aj+1−aj−ρ)
for all sufficiently large n and for any ǫ ∈ Λn, the ball B( [ǫ]1−ρn ,
ρnϕ(n)
1−ρn ) intersects
only one cylinder I(ǫ1, · · · , ǫn) of order n. Since K =
∞⋂
k=1
∞⋃
n=k
⊔
ǫ∈Λn
I(ǫ1, · · · , ǫn), we
have
J(ǫ1, · · · , ǫn) ∩K = B
( [ǫ]
1− ρn
,
ρnϕ(n)
1− ρn
)
∩K. (3.13)
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Let
ϕ˜(n) = f1/γ
(ρnϕ(n)
1− ρn
)
×
1− ρn
ρn
and
J˜(ǫ1, · · · , ǫn) = I(ǫ1, · · · , ǫn) ∩B
( [ǫ]
1− ρn
,
ρnϕ˜(n)
1− ρn
)
.
Obviously,
J˜(ǫ1, · · · , ǫn) ∩K ⊂ B
( [ǫ]
1− ρn
,
ρnϕ˜(n)
1− ρn
)
∩K. (3.14)
Moreover, by the monotonicity of f and the assumption,
∞∑
n=1
ϕ˜γ(n) &
∞∑
n=1
f
(
ρnϕ(n)
)
· ρ−γn =∞.
It follows from the divergent part of Theorem 1.3 that
Hγ
( ∞⋂
k=1
∞⋃
n=k
⊔
ǫ∈Λn
J˜(ǫ1, · · · , ǫn) ∩K
)
= Hγ(R(ϕ˜) ∩K) = Hγ(K).
The above equation and (3.14) yield
Hγ(K) =Hγ
(
∞⋂
k=1
∞⋃
n=k
⋃
ǫ∈Λn
B
( [ǫ]
1− ρn
,
ρnϕ˜(n)
1− ρn
)
∩K
)
=Hγ
(
∞⋂
k=1
∞⋃
n=k
⋃
ǫ∈Λn
B
( [ǫ]
1− ρn
, f1/γ
(ρnϕ(n)
1− ρn
))
∩K
)
.
Applying Theorem 2.1 to the collection of balls
{
B
( [ǫ]
1−ρn ,
ρnϕ(n)
1−ρn
)}
n≥1,ǫ∈Λn
, we
have
Hf
( ∞⋂
k=1
∞⋃
n=k
⊔
ǫ∈Λn
B
( [ǫ]
1− ρn
,
ρnϕ(n)
1− ρn
)
∩K
)
= Hf (K),
which together with (3.13) implies Hf (R(ϕ)) = Hf (K). The proof is complete.
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