We develop a methodological framework and present a few different ways in which dynamic programming and compact representations can be combined to solve large scale stochastic control problems. In particular, we develop algorithms that employ two types of feature-based compact representations; that is, representations that involve feature extraction and a relatively simple approximation architecture. We prove the convergence of these algorithms and provide bounds on the approximation error. As an example, one of these algorithms is used to generate a strategy for the game of Tetris. Furthermore, we provide a counter-example illustrating the difficulties of integrating compact representations with dynamic programming, which exemplifies the shortcomings of certain simple approaches.
Summary
Problems of sequential decision making under uncertainty (stochastic control) have been studied extensively in the operations research and control theory literature for a long time, using the methodology of dynamic programming [Bertsekas, 19871 . The "planning problems'' studied by the artificial intelligence community are of a related nature although, until recently, this was mostly done in a deterministic setting leading to search or shortest path problems in graphs [Korf, 19871. In either context, realistic problems have usually proved to be very difficult mostly due to the large size of the underlying state space or 0-7803-2685-7/95 $4.00 0 1995 IEEE of the graph to be searched. In artificial intelligence, this issue is usually addressed by using heuristic posation evaluation functions; chess playing programs are a prime example [Korf, 19871 . Such functions provide a rough evaluation of the quality of a given state (or board configuration in the context of chess) and are used in order to rank alternative actions.
In the context of dynamic programming and stochastic control, the most important object is the cost-to-go function, which evaluates the expected future cost to be incurred, as a function of the current state. Similarly with the artificial intelligence context, cost-tego functions are used to assess the consequences of any given action at any particular state. Dynamic programming provides a variety of methods for computing cost-tego functions. Due to the curse of dimensionality, however, the practical applications of dynamic programming are somewhat limited; they involve certain problems in which the costto-go function has a simple analytical form (e.g., controlling a linear system subject to a quadratic cost) or to problems with a manageable small state space.
In most of the stochastic control problems that arise in practice (control of nonlinear systems, queueing and scheduling, logistics, etc.) the state space is huge. For example, every possible configuration of a queueing system is a different state, and the number of states increases exponentially with the number of queues involved. For this reason, it is essentially impossible to compute (or even store) the value of the cost-to-go function at every possible state. The most sensible way of dealing with this difficulty is to generate a compact parametric representation (compact representation, for brevity), such as an artificial neural network, that approximates the cost-to-go function and can guide future actions, much the same as the position evaluators are used in chess. Since a compact representation with a relatively small number of parameters may approximate a cost-to-go function, we are required to compute only a few parameter values rather than as many values as there are states.
There are two important preconditions for the development of an effective approximation. First, we need to choose a compact representation that can closely approximate the desired cost-to-go function. In this respect, the choice of a suitable compact representation requires some practical experience or theoretical analysis that provides some rough information on the shape of the function to be approximated. Second, we need effective algorithms for tuning the parameters of the compact representation. These two objectives are often conflicting. Having a compact representation that can approximate a rich set of functions usually means that there is a large number of parameters to be tuned and/or that the dependence on the parameters is nonlinear, and in either case, there is an increase in the computational complexity involved.
It is important to note that methods of selecting suitable parameters for standard function approximation are inadequate for approximation of costto-go functions. In function approximation, we are given training data pairs {(q, yl), . . . , (ZK, y~) } and must construct a function y = f(z) that "explains" these data pairs. In dynamic programming, we are interested in approximating a cost-to-go function y = V ( x ) mapping states to optimal expected future costs. An ideal set of training data would consist of pairs {(zl,y~), . . . , (ZK, y~)}, where each z i is a state and each yj is a sample of the future cost incurred starting at state z i when the system is optimally controlled. However, since we do not know how to control the system at the outset (in fact, our objective is to figure out how to control the system), we have no way of obtaining such data pairs. An alternative way of making the same point is to note that the desirability of a particular state depends on how the system is controlled, so observing a poorly controlled system does not help us tell how desirable a state will be when the system is well controlled. To approximate a cost-to-go function, we need variations of the algorithms of dynamic programming that work with compact representations.
The concept of approximating cost-to-go functions with compact representations is not new. Bellman and Dreyfus (1959) explored the use of polynomials as compact representations for accelerating dynamic programming. Whitt (1978) and Reetz (1977) analyzed approaches of reducing state space sizes, which lead to compact representations. Schweitzer and Seidmann (1985) developed several techniques for approximating cost-to-go functions using linear combinations of fixed sets of basis functions. More recently, reinforcement learning researchers have developed a number of approaches, including temporal-difference learning [Sutton, 19881 and &-learning [Watkins and Dayan, 19921 , which have been used for dynamic programming with many types of compact representation, especially artificial neural networks; see Barto et al. (1991) for a survey.
Aside from the work of Whitt (1988) and Reetz (1977) , the techniques that have been developed largely rely on heuristics. In particular, there is a lack of formal proofs guaranteeing sound results. As one might expect from this, the methods have generated a mixture of success stories and failures. Nevertheless, the success stories -most notably the world-class Backgammon player of Tesauro (1992) -inspire great expectations in the potential of compact representations and dynamic programming.
The main aim of this paper is to provide a methodological foundation and a rigorous assessment of a few different ways that dynamic programming and compact representations can be combined to form the basis of a rational approach to difficult stochastic control problems. Although heuristics have to be involved at some point, especially in the selection of a particular compact representation, it is desirable to retain as much as possible of the non-heuristic aspects of the dynamic programming methodology. A related objective is to provide results that can help us assess the efficacy of alternative compact representations.
Cost-to-go functions are generally nonlinear, but often demonstrate regularities similar to those found in the problems tackled by traditional function approximation. There are several types of compact representations that one can use to approximate a cost-to-go function. (a) Artificial neural networks (e.g., multi-layer perceptrons) present one possibility. This approach has led to some successes, such as Tesauro's backgammon player which was mentioned earlier. Unfortunately, it is very hard to quantify or analyze the performance of neural-network-based techniques. (b) A second form of compact representation is based on the use of feature extraction to map the set of states onto a much smaller set of feature vectors. By storing a value of the cost-to-go function for each possible feature vector, the number of values that need to be computed and stored can be drastically reduced and, if meaningful features are chosen, there is a chance of obtaining a good approximation of the true cost-to-go function. (c) A third approach, is to choose a parametric form that maps the feature space to cost-to-go values and then try to compute suitable values for the parameters. If the chosen parametric representation is simple and structured, this approach may be amenable to mathematical analysis. One such approach, employing linear approximations, will be studied here.
In this paper, we focus on dynamic programming methods that employ the latter two types of compact representations, i.e., the feature-based compact representations. We provide a general framiework within which one can reason about such methods. We also suggest variants of the value iteration algorithm of dynamic programming that can be used in conjunction with the representations we propose. We prove convergence results for our algorithms and then proceed to derive bounds on the difference between optimal performance and the performance obtained using our methods. As an example, one of the techniques presented is used to generate a strategy for Tetris, the arcade game.
This paper is organized as follows. In Section 2, we introduce the Markov decision problem (MDP), which provides a mathematical setting for stochastic control problems, and we also summarize the value iteration algorithm and its properties. In Section 3, we propose a conceptual framework according to which different approximation methodcllogies can be studied. To illustrate some of the difficulties involved with employing compact representations for dynamic programming, in Section 4, we describe a "natural" approach for dynamic programming with compact representations and then present a counter-example demonstrating the shortcomings of such an approach. In Section 5, we propose a variant of t'he value iteration algorithm that employs a look-up table in feature space rather than in state space. We also discuss a theorem that ensures its convergence and provides bounds on the accuracy of resulting approximations. The convergence proof is based on the methods developed by Tsitsiklis (1994); see also Jaakola et al. (1994 Jaakola et al. ( , 1995 . Section 6 discusses an application of the algorithm from Section 5 to the game of Tetris. (Our approach is to be contrasted with the expert-trained neural network for Tetris playing developed by Lippman et al. (1993) . In Section 7, we present our second approximation methodology, which employs feature extraction and linear approximations. Again, we provide a convergence theorem as well as bounds on the performance it delivers. This general methodology encompasses many types of compact representations, and in Sections 8 and 9 we provide two subclasses: interpolative representations and localized basis function architectures.
