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Abstract
A block companion matrix over a field of characteristic 0 is similar to a unique block unit
upper Hessenberg Toeplitz matrix. The proof is based on identities of formal power series and
matrix representations of the shift of a polynomial model. © 2002 Elsevier Science Inc. All
rights reserved.
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It is not surprising that there is a continuous and increasing interest in Toeplitz
operators. On the one hand they are connected with a variety of problems in physics,
probability theory, statistics, and in particular in engineering, e.g. in filtering and net-
work theory [5,7]. On the other hand Toeplitz operators are one of the most important
classes of nonselfadjoint operators [1].
The topic of this note received close attention at the workshop on structured ma-
trices in January 2000 in Chemnitz, in particular by Heinig [4]. We recall that the
question whether any given sequence of n (real) numbers can be prescribed as the
spectrum of a real symmetric n× n Toeplitz matrix was raised in [2] and that the
general (nonsymmetric) case was settled by Landau [6]. In [9], Mackey et al. posed
the inverse Jordan structure problem for Toeplitz matrices. As a first step towards a
solution of that problem it was shown in [9] that a companion matrix over a field K of
characteristic 0 is similar to a uniquely determined unit upper Hessenberg Toeplitz
∗ Tel.: +49-931-888-5007; fax: +49-931-888-46511.
E-mail address: wimmer@mathematik.uni-wuerzburg.de (H.K. Wimmer).
0024-3795/02/$ - see front matter  2002 Elsevier Science Inc. All rights reserved.
PII: S0024 -3795(01)00399-8
382 H.K. Wimmer / Linear Algebra and its Applications 343–344 (2002) 381–387
matrix. In this note, we give a new proof of that similarity result extending it to the
following theorem for block matrices.
Theorem 1. Let K be a field with charK = 0 and let 1n denote the identity matrix
of Kn×n. Let c0, . . . , cr−1 ∈ Kn×n be given and let
F =


0 0 · · · 0 −c0
1n 0 · · · 0 −c1
· · · · · · ·
0 0 · · · 1n −cr−1

 (1)
be the block companion associated with the monic polyonomial matrix
c(s) = c0 + c1s + · · · + cr−1sr−1 + 1nsr ∈ Kn×n[s]. (2)
Then there exist unique matrices a1, . . . , ar ∈ Kn×n such that the block Toeplitz
matrix
T =


−a1 −a2 · · · −ar−1 −ar
1n −a1 · · · −ar−2 −ar−1
· · · · · · ·
0 0 · · · −a1 −a2
0 0 · · · 1n −a1


is similar to F.
In the proof we proceed in two steps. We first derive a lemma on the reciprocal of
a formal power series and then we use the factor module Kn[s]/c(s)Kn[s] to obtain
the desired similarity.
Let R be a (noncommutative) ring with 1 and let R[[s, z]] be the ring of formal
power series in s and z.
Lemma 1. (i) The series
f (s, z) = 1 − sz−
∞∑
ν=1
aνz
ν ∈ R[[s, z]]
is invertible and
f (s, z)−1 = 1 +
∞∑
m=1
bm(s)z
m,
where
bm(s) ∈ R[s] and deg bm(s) = m, m ∈ N. (3)
In particular
bm(s) =
m∑
j=0
βjms
j ,
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and
βjm =
m−j∑
τ=1
(
j + τ
τ
) ∑
µ1+···+µτ=m−j
aµ1 · · · aµτ , j = 0, 1, . . . , m− 1,
βmm = 1.
(4)
(ii) Assume (n · 1)−1 ∈ R for all n ∈ N. Let
c(s) = c0 + c1s + · · · + cr−1sr−1 + sr ∈ R[s]
be given. Then there exist unique elements a1, a2, . . . , ar ∈ R such that
[1 − sz− a1z− · · · − arzr ]−1 =
∞∑
m=0
bm(s)z
m (5)
and
br(s) = c(s). (6)
Set
M =


1 β01 · · · β0,r−1
1 · · · β1,r−1
· · · · ·
1 βr−2,r−1
1

 . (7)
Then (
b0(s), . . . , br−1(s)
) = (1, 1 · s, . . . , 1 · sr−1)M, (8)
and by (4) the upper triangular matrix M is uniquely determined by c(s).
Proof. (i) Set q(z) =∑∞ν=1 aνzν. Then
f (s, z)−1=[1 − (sz+ q(z))]−1
=
∞∑
k=0
(
sz+ q(z))k
=
∞∑
k=0
k∑
j=0
sj zj
(
k
j
)
q(z)k−j
=1 +
∞∑
j=1
sj zj
∞∑
τ=0
(
j + τ
τ
)
q(z)τ .
Hence βjm = 0 if m < j and βjm = 1 if m = j , and we have (3). In the case m > j
we note that the coefficient of zm−j in q(z)τ , τ  1, is equal to∑
µ1+···+µτ=m−j
aµ1 · · · aµτ ,
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which implies (4).
(ii) For j = 0, 1, . . . , r − 2, define
djr(a1, . . . , ar−j−1) =
r−j∑
τ=2
(
j + τ
τ
) ∑
µ1+···+µτ=r−j
aµ1 · · · aµτ . (9)
Then (4) yields
βjr = (j + 1)ar−j + djr(a1, . . . , ar−j−1). (10)
Therefore
βr−1,r=ra1,
βr−2,r=(r − 1)a2 + dr−2,r (a1),
...
β0r=ar + d0r (a1, . . . , ar−1),
and the elements a1, . . . , ar can be obtained recursively from the coefficients of
br(s) = c(s). 
With a sequence (aν)ν∈N, aν ∈ R, we associate the Toeplitz matrices
Tr =


−a1 −a2 · · · −ar−1 −ar
1 −a1 · · · −ar−2 −ar−1
0 1 · · · −ar−3 −ar−2
· · · · · · ·
0 0 · · · 1 −a1

 , r ∈ N.
In the following we deal with R = An×n, where A is a commutative ring with 1. Let
I be the identity matrix of size mn×mn. As before we shall denote the unit element
of the matrix ring R, i.e., the n× n identity matrix, by 1n. The scalar case of the
following lemma can be found in [10, p. 94, Example 11.1].
Lemma 2. The identity[
1n −
(
sz+
∞∑
ν=1
aνz
ν
)] ∞∑
m=0
bm(s)z
m = 1n (11)
implies
det bm(s) = det(sI − Tm), m ∈ N. (12)
Proof. We note that (11) is equivalent to b0(s) = 1n and
−b0(s)ai − · · · − bi−1(s)a1 − sbi−1(s)+ bi(s) = 0, i ∈ N. (13)
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Hence


1n · · · 0 0
· · · · · ·
0 · · · 1n 0
b0(s) · · · bm−1(s) bm(s)




1n −a1 − s1n · · · −am
0 1n · · · −am−1
· · · · · ·
0 0 · · · −a1 − s1n
0 0 · · · 1n


=


1n −a1 − s1n · · · −am
0 1n · · · −am−1
· · · · · ·
0 0 · · · −a1 − s1n
1n 0 · · · 0

 , m ∈ N. (14)
Taking determinants in (14) yields
det bm(s)=(−1)mn det


−a1 − s1n · · · −am−1 −am
1n · · · −am−2 −am−1
· · · · · ·
0 · · · 1n −a1 − s1n


=(−1)mn det (Tm − sI ) = det (sI − Tm). 
From (13) and (12) we recover the recurrence relations for characteristic poly-
nomials of unit upper Hessenberg Toeplitz matrices (see e.g. Lemma 3 in [9]).
In (9) and (10) we have explicit expressions of the identities of Lemma 4
of [9].
Let c(s) ∈ Kn×n[s] be given as in (2). In the sequel we shall work with a concrete
representation of the factor module Kn[s]/c(s)Kn[s]. As usual set deg 0 = −∞ for
0 ∈ K[s]. For v(s) = col(v1(s), . . . , vn(s)) ∈ Kn[s] define
deg v(s) = max {deg vi(s), i = 1, . . . , n}.
Since the leading coefficient of c(s) is 1 we can decompose a polynomial vector
p(s) ∈ Kn[s] uniquely as
p(s) = p(s)+ c(s)y(s), p(s), y(s) ∈ Kn[s],
such that degp(s) < r . If we define
α(s) · p(s) = α(s)p(s), α(s) ∈ K[s], p(s) ∈ Kn[s], (15)
then
Vc(s) =
{
v(s) ∈ Kn[s], deg v(s) < r}
is a K[s]-module with scalar product (15) and we have
Vc(s)∼=Kn[s]/c(s)Kn[s].
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In Fuhrmann’s [3] terminology the module Vc(s) is a polynomial model of c(s).
Clearly, Vc(s) is also a vector space over K and dimK Vc(s) = nr. Let us call (1n, 1ns,
. . . , 1nsr−1) the standard basis of Vc(s). Now define
Sv(s) = s · v(s), v(s) ∈ Vc(s).
The shift S is a linear operator on Vc(s). We have
s · (1n, 1ns, . . . , 1nsr−1) = (1n, 1ns, . . . , 1nsr−1)F.
Hence the block companion F in (1) is the matrix representation of S with respect to
the standard basis of Vc(s). Clearly, any basis of Vc(s) gives rise to a corresponding
matrix for the shift S. For a scalar polynomial c(s) of degree m bases {fj (s), j =
0, . . . , m− 1} with deg fj (s) = j are of prime importance. In [8] it was shown that
for such bases the corresponding matrix representations of S are general Hessenberg
matrices.
Proof of Theorem 1. TakeR = Kn×n in Lemma 1(ii). Let bρ(s), ρ = 0, 1, . . . , r −
1, be the polynomial matrices determined by (5) and (6). As M in (7) is nonsingular
the columns of(
b0(s), . . . , br−1(s)
) (16)
in (8) form another basis of Vc(s). We call (16) the Toeplitz basis of Vc(s). Taking
i = ρ + 1 in (13) we obtain
sbρ(s) = s · bρ(s) =
(
b0(s), . . . , bρ(s), bρ+1(s), . . . , br−1(s)
)


−aρ
... a1
1n
0
...
0


,
ρ = 0, 1, . . . , r − 2. Furthermore
sbr−1(s) =
r−1∑
i=0
bi(s)(−ai)+ br(s) and br(s) = c(s)
imply
s · br−1(s) =
(
b0(s), . . . , br−1(s)
)


−ar
...
−a1

 .
Hence
s · (b0(s), . . . , br−1(s)) = (b0(s), . . . , br−1(s))T ,
and T is the matrix representation of S with respect to the Toeplitz basis. Thus we
have F = MTM−1, where M is the block triangular matrix in (7). 
H.K. Wimmer / Linear Algebra and its Applications 343–344 (2002) 381–387 387
References
[1] A. Böttcher, B. Silbermann, Analysis of Toeplitz Operators, Springer, Berlin, 1990.
[2] P. Delsarte, Y. Genin, Spectral properties of finite Toeplitz matrices, in: P.A. Fuhrmann (Ed.), Proc.
Int. Symp. MTNS, Beer Sheva/Isr. 1983, Lecture Notes in Control Information Science, vol. 58,
Springer, New York, 1984, pp. 194–213.
[3] P.A. Fuhrmann, Linear feedback via polynomial models, Int. J. Control 30 (1979) 363–377.
[4] G. Heinig, Not every matrix is similar to a Toeplitz matrix, Linear Algebra Appl. 332–334 (2001)
519–531.
[5] H. Kimura, Generalized Schwartz form and lattice-ladder realizations for digital filters, IEEE Trans.
Circuits Syst. CAS-32 (1985) 1130–1139.
[6] H.J. Landau, The inverse eigenvalue problem for real symmetric Toeplitz matrices, J. Amer. Math.
Soc. 7 (1994) 749–767.
[7] N. Levinson, The Wiener RMS error criterion in filter design and prediction, J. Math. Phys. 25
(1947) 261–278.
[8] J. Maroulas, St. Barnett, Polynomials with respect to a general basis. I. Theory, J. Math. Anal. Appl.
72 (1979) 177–194.
[9] D.S. Mackey, N. Mackey, S. Petrovic, Is every matrix similar to a Toeplitz matrix? Linear Algebra
Appl. 297 (1999) 87–105.
[10] G. Polya, G. Szegö, Problems and Theorems in Analysis, vol. II, Springer, Berlin, 1976.
