The chemical implementation of a neuron and connections among neurons described in prior work is used to construct collective neural networks. One copy of the basic reaction mechanism of a neuron (Eq. 1) exists for each chemical neuron in the network. Each neuron is chemically distinct, but for convenience we assume that the reactions that constitute each neuron are mechanistically similar. A network is specified by the number of neurons and the form ofthe connections between the neurons (Eqs. 2).
exists an energy (Liapunov) function for Hopfield networks, and hence these problems are related to constrained extremization. Our chemical implementation of neural networks is subject to the thermodynamic and stochastic theory of chemical kinetics close to and far from equilibrium. In this theory there exists Liapunov functions for the relaxation to stationary states or equilibrium states (10) (11) (12) (13) . We show the relation such Liapunov functions have to Hopfield's energy function.
We begin with a brief review of the components of a chemical neural network and then discuss the reduction to Hopfield type networks.
Construction of Chemical Neural Networks
A Single "Chemical Neuron." As a basis for a chemical neuron we choose a cyclic enzyme mechanism studied by Okamoto et al. (14, 15) PI + Ci = Xvi + Ci Jji = k1Ci -k-LCiX1 X1j + Bi = X'j + Ai J2, = k2XiBi -k2Ai X3i + Ai = X*i + Bi J3i = k3X3iAi-k3B
J4i= k4X3,-k-4, [11 where the concentration of the species marked by the superscripted asterisk is held at a constant value either by buffering or by flows. Ai [3] determines Ci in Eqs. 1. One copy of the basic reaction mechanism of a neuron (Eq. Lt E tive [7] is twice the negative of the Jacobian matrix, and the condition for E to be a minimum (maximum) is for the negative of the Jacobian to have only positive (negative) real parts (16) . This is precisely the condition for stability (instability) as determined by linear stability analysis (17 In Eq. 4 the effect of neuronj on neuron i is given by T,j{Aj -1), and in Eq. 13 it is given by C0Cij. Thus we make the identification CoCij= TQ&Aj -1). Thus, E gives the stationary probability distribution of a Hopfield neural network with state-independent noise. The potential E has the form suggested by Landau and Ginzburg and by Schlogl (18) (19) (20) (1992) scale shown. This is in contradiction to the assumption made in deriving Eq. 12 and in part explains why the neural network in the Hopfield form (Fig. 1 Lower) evolves on a faster time scale than the chemical network (Fig. 1 Upper). E and are different Liapunov functions, but here we show how they are related. The form of E (Eq. 5) was chosen such that it is minimized during the time evolution of the network.
Specifying the TU determines exactly which function is minimized. E is useful since it indicates how TU can be tailored for a given problem. 4 , on the other hand, is important since it is related to the thermodynamics of the network. The two Liapunov functions describe different probability distributions. E arises from the solution of a Fokker-Planck equation where the noise term is state independent and is the stationary solution in the thermodynamic limit ofa birthdeath master equation that describes intrinsic fluctuations. The two probability distributions are not unrelated: they both predict that the probability maxima coincide with stable stationary states and probability minima coincide with unstable stationary states.
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