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Abstract
This paper focuses on the development of a new class of diffusion processes that allows for direct
and dynamic modelling of quantile diffusions. We constructed quantile diffusion processes by
transforming each marginal of a given univariate diffusion process under a composite map con-
sisting of a distribution function and quantile function, which in turn produces the marginals
of the resulting quantile process. The transformation allows for the moments of the under-
lying process to be directly interpreted with regard to parameters of the transformation. For
instance, skewness or kurtosis may be introduced to enable more realistic modelling of data
such as financial asset returns, as well as the recycling of samples of the underlying process to
make simulation of the transformed quantile process easier. We derive the stochastic differen-
tial equation satisfied by the quantile diffusion, and characterise the conditions under which
strong and weak solutions exist, both in the general case and for the more specific Tukey g-h,
g-transform and h-transform families of quantile diffusions.
Keywords: Continuous-time diffusion processes, quantiles, rank transmutation map, Tukey g-h
transforms, skew, kurtosis, SDE, weak/strong solutions.
1 Introduction
In order to gain insight into dynamic movements and trends within data sets, one may directly
model the quantile functions of the data. Quantile functions are useful in characterising both static
and dynamic distributions, and many several well-known families of statistical models are defined
only by their quantile functions. A comprehensive discussion on the use of quantile functions in
statistical modelling and data analysis, as well as techniques to construct more complex models, is
given in Gilchrist [13].
In works of Akahori [1], Yor [39], and Dassios [10]—building on ideas of Miura [29]—a Brow-
nian process is considered and, at each instance in time, the distribution of a random variable,
defined by the α-quantile of the diffusion at this time, is studied. Miura motivated this by introduc-
ing the ‘α-percentile option’ whereby the underlying is given by the α-percentile of the price process
over the life of the option, e.g. the median if α = 0.5. Knowing the distribution of the α-quantile
allows for the pricing of these path-dependent options (as shown by Akahori). Whilst the models
constructed in this paper may also be used to price options written on a quantile, comparatively
to work where the focus is the distributional behaviour of the quantiles of diffusions, our work fo-
cuses on producing a new class of quantile diffusion models, which directly determine the dynamics
(which satisfy an SDE) of the quantiles, or entire quantile curves, through time. This construction
allows us to obtain ‘target’ quantile models, with the level of flexibility over the statistical properties
of the resulting model. The emphasise in our paper is on the construction approach we propose, by
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which new classes of quantile diffusion processes can be constructed explicitly. This is in contrast
to, say, an approach that characterises continuous-time quantile diffusions by studying their general
properties but stops short of providing a ‘recipe’ for building such processes.
In this paper, our goal is to develop quantile diffusion models in continuous time to target the
dynamics of the quantiles of a data set, instead of the more commonly used approach of modelling
direct realisations of the data. Modelling the quantiles directly proves beneficial when, perhaps, we
may be most interested in dynamic tail behaviour, and can also provide an effective way of forecast-
ing distributional properties in continuous time, in particular extreme quantiles or risk measures
that are directly related to the quantile functions of data, such as value at risk (VaR) and expected
shortfall (ES). Although we do not discuss it in this paper, having the quantile function enables us
to compute certain statistical properties of a process, such as L-moments as introduced by Hosking
[14], that can prove useful in sufficiently and uniquely characterising a distribution, but may not be
as easily defined if we are working in the distribution setting.
Alternative approaches to the dynamic analysis of quantile functions are discussed by Stein-
brecher & Shaw [35] and the references given therein. Beginning with the static case, non-linear
second order ordinary differential equations are constructed, which can be solved by the method of
power series, and non-linear recursion relations for the coefficients, to obtain an analytic method to
evaluate quantile functions. Based on the understanding of these solutions, this is then extended to
the dynamic case whereby partial differential equations are constructed to describe the time evolu-
tion of a spatial quantile function that is associated with some process governed by a given stochastic
differential equation, i.e. the quantile function equivalent to the Fokker-Planck equation involving
the transition density of the process – this is referred to as the ‘quantized Fokker-Planck equation’.
There also exists extensive literature on quantile regression and quantile time series models,
which can be viewed as the discrete time analogue to the quantile processes we introduce here.
A tutorial by Peters [33] provides a framework to construct a large number of linear, non-linear,
stationary and non-stationary quantile time series regression models in both parametric and non-
parametric settings. This draws upon notable work in quantile regression modelling by Koenker
[22], [23], [25]; Koenker & Bassett [20]; Gilchrist [13]; and Buchinsky [7], and in the development
of quantile time series autoregression models by Koenker & Xiao [24]; Li & Wang [28]; Koenker &
Zhao [21]; Lee & Noh [26]; and Aue et al. [2]. The development of QAR model properties such as
quantile correlation and quantile partial correlation is given by Li et al. [27]. Illustrative examples
that make a general mapping from a time series model to a quantile times series model through
some quantile preserving map are also given in the tutorial. In particular, in the parametric setting
the quantile preserving map T (·) can be used to obtain more flexibility in known parametric quantile
error functions (with location-scale, shape-scale and heavy-tail examples given in the tutorial), as
well as to produce non-linear quantile time series models. Examples of such maps include rank
transmutation maps as introduced by Shaw & Buckley [36] and Tukey elongation maps as shown
by Peters et al. [32] and Peters & Sisson [31], who draw upon a the class of distributions introduced
by Tukey [38]. We discuss and provide illustrations of these classes of quantile transformations in
Section 2.3.
Transmutation maps transform from some ‘base’ distribution F to a ‘target’ distribution with
quantile function Q are also discussed by Shaw [37]. Here, a differential equation that is re-
ferred to as the ‘recycling ODE’ is derived, of which solutions provide a direct route to the ob-
ject G(x) = Q(F(x)) when the inverses of the distribution functions F and Q may not be easily
available. The only requirement here is the ability to calculate the logarithmic derivatives of the
two corresponding densities. The motivations behind such a map involve the ability to provide a
one-step approach to introducing things such as skew or kurtosis into a distribution that may, for
example, be symmetric, in order to more realistically model financial asset returns. Similarly, sam-
ple transmutation maps and rank transmutation maps are explored by Shaw & Buckley [34], [36],
and Gilchrist [13] (who refers to these as Q-transformations and P-transformations, respectively),
again providing a succinct method of moving from the distributional setting to the quantile setting
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whilst introducing relative skewness or kurtosis into a given distribution without the use of Gram-
Charlier expansions (which can be viewed as the asymptotic analogue of the rank transmutation
maps). These maps also allow for converting samples from one distribution into those from another
without the need for Cornish-Fisher expansions. In Shaw & Buckley [36], a quadratic rank trans-
mutation map is used to produce skew-uniform, skew-exponential and skew-normal distributional
representations. A brief comparison to existing literature revolving around the idea of modulating
a distribution to introduce skewness, such as that by Azzalini, see [5], [6] and [4], and Genton
[12] is made. The advantages of distortion maps that produce quantiles over models of the Azzalini
type lies in the ability to introduce relative skewness to some base distribution, as opposed to some
absolute amount of skewness, thus providing a huge amount of practitional flexibility as any base
line model may be used.
Contributions and structure of this paper. The aim of this work is to extend the discrete-time
quantile models and quantile transformation maps to the continuous-time setting. We develop two
approaches of constructing such models, the first of which distorts each marginal of some given
process through a composite map that is of the same form as a rank transmutation map, i.e. the
composition of a cumulative distribution function F and a quantile function Q. Quantile diffusions
are generated by applying this mapping to a scalar-valued stochastic process (the ‘driving process’),
the output being a scalar-valued quantile process. The resulting quantile process satisfies an SDE
that allows one to observe the dynamics of the quantiles of the data set. The properties of the model,
captured in the drift and volatility functions of the process, then depend entirely on the choice of
functions involved in the mapping and the drift and volatility coefficients of the driving process.
Each realisation of the output process corresponds to a single quantile level, and hence when the
paths of the underlying driving process are sampled ‘infinitely’ many times and the samples at each
fixed time are ordered, samples of the quantile process representing all quantile levels in (0,1) at
that time are obtained. Producing these ordered samples at each time 0 ≤ t < ∞ allows us to
model the time evolution of the entire quantile function. Once the new class of quantile processes
has been defined, one has the same level of flexibility as with the quantile preserving maps discussed
in Peters [33], and hence the properties of the model can be chosen so as to alter the symmetry or
tail properties of the process.
The second of our approaches is a data-driven model whereby we put a univariate diffusion
on the parameters of a well-defined quantile function, and hence map from realisations of these
parameter processes to function-valued realisations of the quantile process. Each sample path of
the (possibly multidimensional) parameter process will drive the resulting function-valued quantile
diffusion, allowing us to dynamically model the entire quantile function at any instance in time. A
discrete time equivalent to this model is given by Chen et al. [8], where quantile function-valued
time series are constructed by defining a parameterisation that maps a symbolic observation to a
p-dimensional vector so to obtain a vector of parameters that will drive the time series and allow
one-step-ahead forecasts of the quantile function to be obtained. A Tukey g-h quantile model is then
fitted and used to forecast extreme quantiles of intra-daily returns.
In Section 4 we conclude by introducing the flexible Tukey g-h family, and the g-transform and
h-transform subfamilies of quantile diffusions, deriving the drift and volatility functions in the SDEs
satisfied by these quantile processes as well as the conditions under which solutions to these SDEs
exist.
2 Construction of quantile diffusions
This section introduces two ways of constructing quantile diffusions and the intuition as to why one
might want to produce either of these classes of quantile processes. Before doing so, we give some
definitions for the inputs into our framework, and we will refer to these throughout. First, we refer
to Embrechts & Hofert [11] to introduce the notion of a generalised inverse. As the quantile function
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of a random variable is given by the inverse of its distribution function, this allows us to consider
instances where we want to invert a distribution function that may not be a real-valued, continuous
and strictly monotone function and hence the ordinary definition of the inverse it possesses on its
range does not apply; Embrechts & Hofert [11] also state and prove several useful properties of
generalised inverses.
Definition 2.1. For an increasing function F : R → R with F(−∞) = limx↓−∞ F(x) and F(∞) =
limx↑∞ F(x), the collectionQ of generalised inverse functions Q := F
− : R→ [−∞,∞] of F is defined
by
Q(y) = inf {x ∈ R : F(x) ≥ y} , y ∈ R, (2.1)
with the convention that inf;=∞.
Figure 1 in Embrechts & Hofert [11] highlights the main differences between generalised in-
verses and ordinary inverses, showing that for F not strictly continuous (here, right-continuous
instead) the parts in which the function is allowed to be flat will correspond to jumps in Q, and
those where it has a jump, will correspond to flat parts in Q.
Definition 2.2. Let X be a real-valued random variable with distribution function FX : R → [0,1].
The corresponding quantile function of X is QX : [0,1]→ [−∞,∞] where QX ∈ Q.
Definition 2.3. Let (Ω,F , (Ft )0≤t<∞,P) be a filtered probability space with filtration (Ft) and
(Wt)0≤t<∞ an (Ft)-adapted Brownian motion. A diffusion is a process (Yt)0≤t<∞ on the probability
space satisfying
dYt = µ (t,Yt)dt +σ (t,Yt )dWt (2.2)
where Y0 = y0 ∈ R, µ(t, y) : R+×R→ R and σ(t, y) : R+×R→ R+ satisfy the necessary conditions,
see e.g. Øksendal [30], to ensure the SDE (2.2) admits a solution Yt = Y (t,ω) : R
+ ×Ω→ R.
2.1 Process-driven quantile diffusions
The first type of quantile diffusion is constructed by a composite map, consisting of a distribution
function and a quantile function, applied to a (univariate) driving process.
Definition 2.4. Let QZ (u;ξ) be a quantile function as specified in Definition 2.2 for quantile level
u ∈ [0,1] and ξ ∈ Rd a d-dimensional vector of constant parameters. Consider a process (Yt)0≤t<∞
specified by Definition 2.3. Two cases are considered next:
(i) At any time t ∈ (0,∞), the process (Yt) is governed by a time-dependent distribution function
FY (t, y) : R
+ × R → [0,1], where the marginals of the process given by Ut := FY (t,Yt ) are
uniformly distributed on [0,1]. We say that FY (t, y)0<t<∞ is the “true law” of (Yt)0<t<∞.
(ii) At any time t ∈ (0,∞), let F(t, y) : R+ × R → [0,1] be a distribution function such that the
process given by eUt := F(t,Yt ) = F(t,QY (Ut)) is non-uniformly distributed on [0,1]. We say
that F(t, y)0<t<∞ is the “false law” of (Yt)0<t<∞.
At each time t ∈ (0,∞), the process-driven quantile diffusion is defined by
Zt = QZ
 
Ut ;ξ

, (2.3)
that is Zt = QZ (FY (t,Y (t,ω))) : R
+ × (R+ × Ω) → [−∞,∞], thus Zt : [0,1] → [−∞,∞] and
where Z0 = z0 ∈ R, in case (i). In case (ii), the quantile diffusion is defined by
Zt = QZ
 
U˜t ;ξ

= QZ
 
F (t,QY (t,Ut )) ;ξ

, (2.4)
that is, Zt = QZ (F(t,Y (t,ω));ξ) : R
+×(R+×Ω)→ [−∞,∞], alternatively Zt : [0,1]→ [−∞,∞]
where Z0 = z0 ∈ R.
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In the two cases in Definition 2.4, at each 0 < t <∞, we view the value of the process (Ut)
as the quantile level that each marginal of our output quantile diffusion corresponds to. Since (Ut)
is uniformly distributed on [0,1], our output quantile process will represent well-defined quantiles
for all quantile levels in [0,1]. We emphasise that in case (ii), the map from the driving process to
the uniformly distributed process (Ut) has two stages: first, we map to (U˜t) using the distribution
function F(t, y), and then we map to (Ut) using the quantile function corresponding to the true
law of the driving process, QY (t,u). Whilst in general FY and QY may be unknown in this case, it
is feasible to compute the empirical distribution function and quantile function from realisations of
(Yt), and use these as estimators.
One can interpret the resulting quantile process in two ways: (i) For a fixed time t ∈ (0,∞)
and for each realisation Y (t,ω) of the underlying driving process (Yt), the process-driven quantile
diffusion, defined by either Eq. (2.3) or (2.4), is scalar-valued and corresponds to a single, fixed
quantile level. (ii) The quantile diffusion may be viewed from a path-based perspective, where we
observe scalar-valued sequences of quantiles corresponding to some sequence of quantile levels as
time evolves.
2.2 Parameter-driven quantile diffusions
We now define an alternative way to construct stochastic quantile models of a data set, by intro-
ducing the parameter-driven quantile diffusion. This can be viewed as a data-driven model, since
we consider some well-defined quantile function Q(u;ξ) and a vector (ξt) of stochastic parameters.
The resulting quantile diffusion is a function-valued process—the function space is characterised by
that of the corresponding distribution function F . For instance, assuming F(z) ∈ C 2(R→ [0,1]) in
the definition below, the resulting quantile function-valued process will also lie in the space of twice
differentiable and continuous functions.
Definition 2.5. Given (Ω,F , (Ft )0≤t<∞,P) and the (Ft)-adapted, d-dimensional process (ξt)0≤t<∞,
satisfying the multivariate version of the SDE (2.2), where the Brownian motion (Wt)0≤t<∞ is n-
dimensional (not necessarily n = d) with dW
(i)
t dW
( j)
t = ρi jdt, ρi j ∈ [−1,1] for i 6= j. Furthermore,
let Q(u;ξt) be a quantile function given by Definition 2.2 where (ξt) is a vector of stochastic parameters
with ξ0 ∈ Rd . Then, for 0≤ t <∞, the parameter-driven quantile diffusion is defined by
Zt(u) = Q
 
u,ξt

, (2.5)
where u ∈ [0,1] is the quantile level. We have Zt = Z(t,ω,u) ∈ C 2
 
R+
0
×Ω× [0,1]→ [−∞,∞]

in the case that F(z) ∈ C 2 ([−∞,∞]→ [0,1]).
For fixed t and ω, Z(t,ω,u) are functions of the quantile level u and, assuming that these are
monotonically increasing in u, hence define a space of quantile functions. When simulated, the
parameter-driven quantile process takes values in a function-valued space because each realisation
ξ(t,ω) at some time t ∈ [0,∞), yields the quantile process over all quantile levels u. That is, we
obtain the entire quantile function as a realised observation. This is due to the fact that, unlike in
the process-driven case, the quantile level u is not determined by the sample element ω ∈ Ω.
To draw a connection between the process- and parameter-driven constructions, we consider
the following case in which we can construct a version of process-driven quantile diffusions given in
Definition 2.4, however now where the underlying driver is a stochastic vector of parameters (ξt),
as in Definition 2.5, and we have control over the quantile level corresponding to the quantiles
modelled by the output process.
Definition 2.6. Let (ξt) be the stochastic vector of parameters given in Definition 2.5, u¯ ∈ (0,1) be a
fixed quantile level, and Q(u;ξt) be a quantile function given by Definition 2.2 where (ξt) is a vector
of stochastic parameters with ξ0 ∈ Rd . Consider a special case of the parameter-driven construction in
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Definition 2.5, whereby we fix u= u¯ ∈ (0,1), and so the quantile process given by Eq. (2.5) becomes
Z u¯t := Zt(u¯) = Q
 
u¯;ξt

, (2.6)
where Z u¯t ∈ R for 0 ≤ t < ∞. This is distinct from the usual case whereby the parameter-driven
construction models the dynamics of the entire quantile curve.
Now, let the functions QZ (u;ξ) and F(t, y) be the quantile function and distribution function, respec-
tively, given in Definition 2.4. The process-driven quantile diffusion at level u¯ with driving process (ξt),
is defined by
Zt =QZ
 
F
 
t, Z u¯t

. (2.7)
Since Eq. (2.7) is implicitly dependent on u¯, this process models well-defined quantiles at the quantile
level u¯.
In the above definition, we take Eq. (2.4) and replace the inner argument of themap, (QY (t,Ut )),
with the parameter-driven quantile diffusion at fixed quantile level u¯, (Z u¯t ). Since the processes given
by (QY (t,Ut )) and (Z
u¯
t ) both define real-valued quantiles, the process in Eq. (2.7) is a quantile dif-
fusion as per Definition 2.4. Under certain choices of the functions involved in the map, we can
ensure this quantile diffusion matches that obtained by the usual process-driven construction given
in Eq. (2.4). If we choose the functions QY and Q such that for each 0 < t <∞, QY (t,Ut )
d
= Z u¯t ,
this holds. In other words, we have two ways of producing analagous quantile diffusions, one that
follows the usual process-driven construction, and another where the driver is a stochastic vector of
parameters and the quantile level is chosen.
2.2.1 Example 1
Consider a uniformly distributed random variable X ∼ U[a, b] where −∞ < a < b < ∞. Take
a = 0 and let the parameter b be stochastic, satisfying the SDE 2.2 where µ(t, x) : R+ ×R+ → R
and σ(t, x) : R+ ×R+ → R+ satisfy the necessary conditions to ensure bt > 0 for all 0 ≤ t <∞.
Using Definition 2.5, we construct a uniform parameter-driven quantile diffusion by
Zt(u) = QX (u; bt) = ubt (2.8)
for u ∈ [0,1]. Fixing u= u¯ ∈ (0,1), the process Z u¯t = u¯bt satisfies the SDE
dZ u¯t = u¯µ

t,
Z u¯
t
u¯

dt + u¯σ

t,
Z u¯
t
u¯

dWt . (2.9)
Taking this to be the SDE satisfied by the driving process (Yt) in Definition 2.4 produces a process-
driven quantile diffusion driven by the parameter process (bt), producing output quantiles at level
u¯ ∈ (0,1).
2.2.2 Example 2
Consider some random variable X2 that belongs to the location-scale family with location parameter
a ∈ R and scale parameter b ∈ R+, that is X2
d
= a + bX1 for any random variable X1 ∼ FX1 . Take
b = 1 and let the location parameter a be stochastic, satisfying the SDE 2.2 with associated law
FA(t,a). Using Definition 2.5, we construct a location-scale parameter-driven quantile diffusion by
Zt(u) = QX1(u) + at (2.10)
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for u ∈ [0,1] and where QX1 is the quantile function of the random variable X1. Fix u = u¯ ∈ (0,1),
and define a distribution function FY that satisfies
FY (t, y) = FA
 
t, y −QX2(u¯)

(2.11)
for 0 < t < ∞. For some choice of the functions QZ and F in Definition 2.4, we can produce
analogous quantile diffusions in the two following ways:
1. Using the process-driven construction, taking Eq. (2.4) with QY the quantile function corre-
sponding to the distribution function in Eq. (2.11);
2. By Zt = QZ(F(t, Z
u¯
t )) where Z
u¯
t is given by Eq. (2.10) with u = u¯ ∈ (0,1). This is a special
case of a process-driven quantile diffusion, where the driving process is the location parameter
process (at) and (Zt) models quantiles at the chosen level u¯.
2.3 Quantile transforms: rank transmutation map (RTM)
In this section we discuss types of transformations that have been developed and allow one to map
from the distributional setting to the quantile setting where the map allows for flexibility in the
properties of the quantiles produced. The rank transmutation maps (RTMs), as introduced by Shaw
& Buckley [36], are a composition of a base quantile function and some target distribution function.
These enable one to producemore flexible classes of quantile functions, relative to the base. Gilchrist
[13] refers to such maps as P-transformations.
Definition 2.7. Consider two distribution functions F1 and F2 with a common sample space. A pair of
general RTMs may be given by
GR12(u) = F2(F
−
1
(u)), GR21(u) = F1(F
−
2
(u)), (2.12)
where each of these functions maps [0,1] onto itself. Under suitable assumptions, GR12(u) and GR21(u)
are mutual inverses that satisfy GRi j (0) = 0 and GRi j (1) = 1, for i, j = 1,2 and i 6= j.
The assumption that the RTMs be continuously differentiable is made in order to ensure that the
densities of the mapped random variables are continuous, and one may also assume that they be
monotone so that the distribution and quantile functions involved are well-defined. Using Definition
2.12, different families of RTMs, including but not limited to a quadratic class, skew-uniform, skew-
exponential and skew-kurtotic classes, are outlined in Shaw & Buckley [36]. Each of these classes
allow to devise different properties of the distorted quantiles, and are discussed in Peters [33] in the
context of quantile time series models. Another family of quantile distortion maps is the so-called
Tukey elongation transforms, as detailed by Peters et al. [32] and Peters & Sisson [31], where
the idea is to construct skewed or heavy-tailed distributions by transforming some base random
variable, which is often taken to be Gaussian. The amount of skewness or kurtosis introduced is
relative to the base random variable. In Section 4, we focus on the g-transform, h-transform and
g-h subfamilies;the g-k subfamily has also been largely studied in the literature.
Definition 2.8. Consider the base random variable W ∼ FW and the transformation
X = r(W ) =WT (W )θ (2.13)
for a parameter θ ∈ R. The transformed random variable X is Tukey-distributed and has quantile
function
QX (u) = A+ BQW (u)T (QW (u))
θ . (2.14)
For u ∈ [0,1], QW (u) is the quantile function of the base random variable; A∈ R and B ∈ R+ are the
location and scale parameters, respectively.
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In order to generate a more pronounced relative kurtosis when compared to the base random
variable, one can use the h- and k-transform classes where T (W ) is given by Th(w) = exp(w
2) or
Tk(w) = 1+w
2, respectively. The g-transform class, where T (W ) is given by Tg(w) = (exp(w)−1)/w
can be used to introduce relative skewness. Further details on the Tukey elongation subfamilies and
their application to quantile error functions with desirable properties are given in Peters [33]. These
mappings may be seen as a parametric family of RTMs if in Definition 2.12 we have F1 = FW such
that W = F−
1
(U) for U ∼ U[0,1] and T (W ) = GR12(U) = F2(F−1 (U)). At each instance in time,
these quantile transforms are analogous to the process-driven quantile diffusion map in Definition
2.4. The process-driven case produces a dynamical evolution of these distortion maps as we move
from the setting where we transform some base random variable to transforming a base stochastic
process.
2.4 Interpretation of quantile diffusions
The main difference between the process-driven and parameter-driven quantile diffusions is that,
at any fixed time, the process-driven quantile diffusions lie in Euclidean space and the parameter-
driven ones in a function space. Whilst computationally it is easier to model the dynamics of the
entire quantile curve using the parameter-driven construction, this can still be done in the process-
driven case as follows:
1. Assuming a stationary process, segment the diffusion path into N (small) time intervals τ =
T/N ;
2. Simulate a sufficiently large number of realisations of the driving process on each interval τ;
3. Apply the composite map to these samples to produce the corresponding realisation of the
quantile process;
4. Order the values of the quantile process on each interval to produce order statistics that give
a representation of the quantile curve at time τ. Doing this at all increments τ along the
diffusion path will allow for modelling of the time evolution of the quantile function.
Hence, in both cases, we motivate the construction of these types of processes by the ability to
dynamically model the quantile function of a data set through time, giving insights into movements
in tail behaviour and hence related risk measures. We note that the level of parsimony of the two
constructions is different, as in the parameter-driven construction, for each parameter you need a set
of drift and volatility functions with associated conditions on them, whereas in the process-driven
case you only need scalar-valued parameters of the underlying univariate driving process.
3 Quantile diffusion SDE
3.1 Process-driven quantile diffusion SDEs
We now derive SDEs for the dynamics of the process-driven quantile diffusion, considering the two
cases where the distribution function F in Definition 2.4 both is and is not the true law of the driving
process (Yt), as the drift function of the resulting quantile diffusion will differ in each of these cases.
Proposition 3.1. Let (Zt)0≤t<∞ be a quantile diffusion given by Definition 2.4 (ii). Let f (t, y) :=
∂y F(t, y) and fZ (z) := ∂zFZ (z) be density functions. The dynamics of (Zt) satisfies
dZt = α(t, Zt )dt + σ˜(t, Zt )dWt (3.1)
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where
α(t, Zt ) =
∂tF(t, x)|x=Q(t,FZ (Zt ))
fZ (Zt)
+µ(t,Q(t, FZ (Zt)))
f (t,Q(t, FZ (Zt)))
fZ (Zt)
+
1
2
σ2(t,Q(t, FZ (Zt)))
f ′(t,Q(t, FZ (Zt))) fZ (Zt)
2 − f (t,Q(t, FZ (Zt)))2 f ′Z (Zt)
fZ (Zt)
3
,
(3.2)
σ˜(t, Zt ) = σ(t,Q(t, FZ (Zt)))
f (t,Q(t, FZ (Zt)))
fZ (Zt)
, (3.3)
for 0 < t <∞ and Z0 = z0 ∈ R. The short-hand notation f ′ denotes differentiation with respect to
the spatial variable.
Proof. The proof to Proposition 3.1 is straightforward and it follows from an application of Ito’s
formula as shown in Appendix A.1.
In the case where we consider a non time-varying distribution function F , we drop the depen-
dence on t in the functions f (t, y), F(t, y), f ′(t, y) and set the first term in Eq. (3.2), that is,
∂tF(t, x)|x=F−(t,FZ (Zt ))/ fZ (Zt), to zero.
Corollary 3.1. Let (Zt) be a quantile diffusion given by Definition 2.4 (i). The dynamics of (Zt) satisfy
dZt = α(t, Zt )dt + σ˜(t, Zt )dWt (3.4)
where
α(t, Zt ) =
σ2(t,QY (t, FZ (Zt))) f
′
Y (t,QY (t, FZ (Zt)))
fZ (Zt)
+
fY (t,QY (t, FZ (Zt)))(σ
2(t,QY (t, FZ (Zt))))
′
2 fZ(Zt)
− 1
2
σ2(t,QY (t, FZ (Zt)))
fY (t,QY (t, FZ (Zt)))
2 f ′Z (Zt)
fZ (Zt)
3
,
(3.5)
σ˜(t, Zt ) = σ(t,QY (t, FZ (Zt)))
fY (t,QY (t, FZ (Zt)))
fZ (Zt)
, (3.6)
for 0< t <∞ and Z0 = z0 ∈ R, where fY (t, y) is the transition density of the driving process (Yt).
Proof. See Appendix A.2.
3.2 Parameter-driven quantile diffusion SDEs
We can now derive the SDE satisfied by the quantile diffusion that is constructed in Definition 2.5
as follows.
Proposition 3.2. Let Zt(u)0≤t<∞ be a quantile diffusion given by Definition 2.5. Then the dynamics
of Zt(u) are given by the SDE
dZt(u) =
d∑
i=1

∂Q(u,ξt)
∂ ξ
(i)
t
ai

t,ξ
(i)
t

+
1
2
d∑
j=1
∂ 2Q(u,ξt)
∂ ξ
(i)
t ξ
( j)
t
bi

t,ξ
(i)
t

b j

t,ξ
( j)
t

ρi j

dt
+
d∑
i=1
∂Q(u,ξt)
∂ ξ
(i)
t
bi

t,ξ
(i)
t

dW
(i)
t .
(3.7)
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Proof. This follows from a straightforward application of Ito’s formula.
3.3 Strong and weak solutions
We consider the SDEs satisfied by the process-driven quantile diffusion, given in Section (3.1), with
a view to describe in which cases solutions to these SDEs exist, and whether they are strong or
weak. Different statistical properties will hold for the quantile process in either of these two cases.
We begin by introducing the general notion of a solution to an SDE, referring to Karatzas & Shreve
[18] and Ikeda & Watanabe [15] for the definitions and theorems given below.
We introduce a probability space (Ω,F ,P) and an r-dimensional Brownian motion along with
its natural filtration,
W = (Wt ,FWt ; 0≤ t <∞), (3.8)
where we assume the space is rich enough to accommodate a random vector ξ ∈ Rd , independent
of FW∞ and with given distribution µ(Γ ) = P(ξ ∈ Γ ), Γ ∈ B(Rd). Moreover, we consider the
left-continuous filtration Gt ¬ σ(ξ) ∨FWt = σ(ξ,Ws; 0 ≤ t <∞) and the collection of null sets
N ¬ {N ⊆ Ω;∃G ∈ G∞ with N ⊆ G and P(G) = 0} and create the augmented filtration
Ft ¬ σ (Gt ∪N ) , 0≤ t <∞, F∞ ¬ σ
 
∪t≥0Ft

. (3.9)
Next, we consider the general d-dimensional SDE
Xt = X0 +
∫ t
0
µ(s,Xs)ds+
∫ t
0
σ2(s,Xs)dWs, (3.10)
0≤ t <∞, whereµ(t, x ) = {µi(t, x)}1≤i≤d is the (d×1)-drift vector,σ(t, x ) = {σi j(t, x)1≤i≤d,1≤ j≤r}
is the (d×r)- dispersion matrix, µi(t, x) : [0,∞)×R→ R for 1≤ i ≤ d andσi j(t, x) : [0,∞)×R→
R+ for 1≤ i ≤ d , 1≤ j ≤ r are Borel-measurable functions, and where W = (Wt ,FWt ; 0≤ t <∞)
is the r-dimensional Brownian motion in Eq. (3.8). We now define a solution of Eq. (3.10), and
then distinguish between the notion of a strong solution versus a weak solution.
Definition 3.1. By a solution of Eq. (3.10), we mean a triple (X ,W ), (Ω,F ,P), (Ft) where
1. (Ω,F ,P) is a probability space and (Ft) is a filtration of sub-σ-fields of F satisfying the usual
conditions;
2. X = (Xt ,Ft ; 0 ≤ t <∞) is a continuous, adapted Rd -valued process, and W = (Wt ,FWt ; 0 ≤
t <∞) is an r-dimensional Brownian motion;
3. P(
∫ t
0
{|µi(s,X s)|+σi j(s,X s)}ds <∞) = 1 holds ∀ 1≤ i ≤ d, 1≤ j ≤ r and 0≤ t <∞.
Under the condition that the functions (t,ω) → µ(t,ω) ∈ Rd and (t,ω) → σ(t,ω) ∈ Rd × Rr are
bounded and continuous, then for any given probability µ on (Rd ,B(Rd)) with compact support, a
solution of the above form will exist such that the law of the initial condition X0 coincides with µ, i.e.
µ(Γ ) = P(X0 ∈ Γ ), Γ ∈ B(Rd). This is the initial distribution of the solution.
The key difference between strong and weak solutions lies in Statements 1 and 2 of the above
definition. If the solution X is shown to be a strong solution to the SDE, then it is crucial that the
Brownian motion given above is that in Eq. (3.8), the probability space is the one on which this
Brownian motion is defined, and the filtration is the same as that in Eq. (3.9) where here ξ = X0.
This implies that at any time t > 0, the solution Xt depends only on, and can be computed as
some function of, the initial condition ξ and the values of {Ws; 0≤ s ≤ t}, and does not depend on
any other law. In the case where the solution defined above is a weak solution, the filtration and
Brownian motion will not be those in Eqs (3.9) and (3.8), respectively, i.e. the probability space
and filtration in the triple that characterises this weak solution can be any such that Statements 1-3
in the above definition hold.
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Definition 3.2. For any two solutions (X ,W ), (Ω,F ,P), (Ft) and (X˜ ,W˜ ), (Ω˜, F˜ , P˜), (F˜t) such that
their initial laws coincide, i.e. P(X0 ∈ Γ ) = P(X˜0 ∈ Γ ) for all Γ ∈B(Rd), we say that weak uniqueness
of solutions for Eq. (3.10) holds.
This implies that at any time t > 0, the distributions of the processes will coincide at that time,
for all Borel sets on Rd . If we now consider the random process as functionals of the paths of the
driving Brownian motion, we can extend the notion of uniqueness of solutions as follows.
Definition 3.3. Assume X and X˜ are any two solutions to Eq. (3.10) defined on the same probability
space equipped with the same filtration (Ft) and the same r-dimensional Brownian motion, i.e. the
solutions are given by (X ,W ), (Ω,F ,P), (Ft) and (X˜ ,W ), (Ω,F ,P), (Ft). If their initial laws coincide,
i.e., P(X0 ∈ Γ ) = P(X˜0 ∈ Γ ) for all Γ ∈B(Rd), then P(Xt = X˜t) = 1 for all 0≤ t <∞, almost surely,
and we say that pathwise uniqueness of solutions for Eq. (3.10) holds.
This implies that at any time t > 0, the processes will be indistinguishable. Because we eventu-
ally wish to integrate along the paths of the quantile process, pathwise uniqueness of the solution
of the SDEs given in Section 3.1 is a desirable property for our model. The following theorem taken
from Karatzas & Shreve [18] gives the conditions under which a strong solution with the pathwise
uniqueness property exists.
Theorem 3.1. Suppose the coefficients µ(t, x ) and σ(t, x ) satisfy the global Lipschitz and linear
growth conditions
||µ(t, x )−µ(t, y)||+ ||σ(t, x )−σ(t, y)|| ≤ K1||x − y || (3.11)
||µ(t, x )||2 + ||σ(t, x )||2 ≤ K2
 
1+ ||x ||2

(3.12)
for every 0≤ t <∞, x ∈ Rd , y ∈ Rd , 0< K1,K2 <∞ and where || · || denotes the L2 norm. On some
probability space (Ω,F ,P), let ξ be an Rd-valued random vector, independent of the r-dimensional
Brownian motion W = (Wt ,Ft ; 0 ≤ t <∞), and with finite second moment. Let {Ft} be as in Eq.
(3.9). Then there exists a continuous, adapted process X = (Xt ,Ft ; 0 ≤ t < ∞) which is a strong
solution of Eq. (3.10) relative to W, with initial condition ξ. Moreover, this process is square-integrable.
For any strong solution, the pathwise uniqueness property will hold as a result of the global
Lipschitz regularity condition. The linear growth condition ensures that for any finite time, the
solution does not explode. It is crucial here that the filtration to which the solution is adapted is that
given by Eq. (3.9). If we relax this choice of filtration and consider a different Brownian motion on a
different probability space, and some other Rd -valued random vector as our initial condition, where
the filtration now is not necessarily the augmentation of the filtration generated by this Brownian
motion and initial condition, a weak solution can still exist. Under these relaxations in the above
theorem, if the global Lipschitz and linear growth conditions are still satisfied, the weak solution
will have the uniqueness in law property. Once the global Lipschitz condition is no longer satisfied
by the drift and volatility coefficients, a weak solution can still exist however it will not be weakly
unique. The linear growth condition is required for the existence of any solution to ensure that the
solution does not explode over any finite time interval.
4 Tukey quantile diffusions
In this section, we introduce the Tukey one-parameter g-transform and h-transform families of quan-
tile diffusions, as well as the more general and flexible two-parameter Tukey g-h family, where the
corresponding distributions (which are defined through their quantile functions) were first intro-
duced in Tukey [38]. We focus on these families because they allow for flexible modelling of asym-
metry and leptokurtosis, consequently allowing several well-known distributions, covering most of
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the Pearsonian family, to be generated. We derive the stochastic differential equations that a quan-
tile diffusion in each of these families will satisfy, and discuss the conditions on the inputs into the
model that must be satisfied for strong and weak solutions to exist.
We begin by taking the driving process in Definition 2.4 to be homogeneous with drift and
volatility coefficients given by µ(t, y) = µ ∈ R and σ(t, y) = σ ∈ R+, respectively, and first consider
the Lipschitz condition that the drift and volatility functions of the quantile process must satisfy in
order for a solution, if it exists, to be unique. Since an everywhere differentiable function is Lipschitz
continuous if and only if it has bounded first derivative, using the expressions in Proposition 3.1 and
Corollary 3.1, when these drift and volatility functions are differentiable, we have
∂
∂ z
σ˜(t, z) =
σ f
′
(t,Q (t, FZ (z)))
f (t,Q (t, FZ (z)))
−
σ f (t,Q (t, FZ (z))) f
′
Z (z)
fZ (z)
2
(4.1)
for the first derivative of the volatility function, and
∂
∂ z
α(z) =
µ f
′
(Q (FZ (z)))
f (Q (FZ (z)))
+
1
2
σ2
f
′′
(Q (FZ (z)))
f (Q (FZ (z)))
−
µ f (Q (FZ (z))) f
′
Z
(z)
fZ (z)
2
− 1
2
σ2
¨
3 f
′
(Q (FZ (z))) f
′
Z (z)
fZ (z)
2
+
f (Q (FZ (z)))
2 f
′′
Z (z)
fZ (z)
3
−
3 f (Q (FZ (z)))
2
 
f
′
Z (z)
2
fZ (z)
4
) (4.2)
for the first derivative of the drift function when the distribution function F in our mapping is not
the true law of the driving process and non-time dependent, and
∂
∂ z
α(t, z) =
σ2 f
′′
Y
(t,QY (t, FZ (z)))
fY (t,QY (t, FZ (z)))
− 1
2
σ2
¨
4 f
′
Y
(t,QY (t, FZ (z))) f
′
Z
(z)
fZ (z)
2
+
fY (t,QY (t, FZ (z)))
2 f
′′
Z (z)
fZ (z)
3
−
3 fY (t,QY (t, FZ (z)))
2
 
f
′
Z (z)
2
fZ (z)
4
) (4.3)
for the first derivative of the drift function when F is the true distribution function of the driving
process (Yt), and hence we must show that these expressions are bounded on the range on which the
quantile process is defined to show Lipschitz continuity of the functions. Also, Lipschitz continuity
under some given norm implies Lipschitz continuity under all equivalent norms, and the constant
that the derivative is bounded by will be the Lipschitz constant when the regularity condition is
checked under that given norm.
4.1 Tukey g-transform quantile diffusions
We begin by considering the g-transform class of distributions, where a random variable with this
distribution is generated through a transformation of some continuous, symmetric random variable
Z that is normalised to have mean 0 and variance 1. Take Z ∼ N (0,1) and define the random
variable X , the distribution of which will fall under the g-transform class, by the transformation
X = TA,B,g ,0(Z) = A+
B
g
(exp (gZ)− 1) (4.4)
where A∈ R,B ∈ R+ are the location and scale parameters, respectively, and the parameter g ∈ R\0
allows us to flexibly model the skewness. We consider the single-parameter g-transform family here,
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however more flexibility can be introduced to the model by allowing the skew parameter to have a
polynomial representation.
Definition 4.1. The quantile function of the single-parameter g-transform family of distributions is
given by
Q(u;ξ) = A+
B
g
(exp (gzu)− 1) (4.5)
for quantile level u ∈ [0,1] where zu =
p
2erf−(2u − 1) is the uth quantile of the standard normal
distribution and ξ = (A,B, g) is a vector of parameters.
There are two cases:
g ∈ (0,∞) : Q(u;ξ) : [0,1] −→

A− B
g
,∞

(4.6)
g ∈ (−∞, 0) : Q(u;ξ) : [0,1] −→

−∞,A− B
g

, (4.7)
excluding the cases where we have g = ±∞, i.e. a perfectly skewed model, and g = 0, i.e. no
skewness is introduced in the model. Figure 1 shows plots of the g-transform quantile function for
different values of the parameter g, relative to the quantile function of a standard normal random
variable, zu.
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Figure 1: g-transform quantile functions for g ∈ {0.3,0.8,1.5,3} and g ∈ {−0.3,−0.8,−1.5,−3}
relative to the standard normal quantile function.
Definition 4.2. The process-driven g-transform quantile diffusion is given by Definition 2.4 where
QZ (u,ξ) is the quantile function given in Definition 4.1,
We can now use Proposition 3.1 to obtain the dynamics of the g-transform quantile diffusion,
where we refer to Jiménez & Arunachalam [16] to obtain the density function fZ of the g-transform
distribution, with the quantile function QZ as the argument,
fZ
 
QZ (u;ξ)

=
exp
 
−12z2u

p
2piBexp (gzu)
(4.8)
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and so
fZ (z) = fZ
 
QZ
 
FZ (z);ξ

=
exp
 
−(erf−(2FZ (z)− 1))2

p
2piBexp
 
g
p
2erf−(2FZ (z)− 1)
 . (4.9)
The first and second derivatives with respect to z of this density, that are used in writing the drift
and volatility coefficients of the g-transform quantile diffusion, are given in Appendix A.3. Using
these expressions, and setting A= 0,B = 1 with no loss of generality for the standardised case, we
have the following for the drift function of the g-transform quantile diffusion
α(Zt) =
§
µ f˜ (Zt) +
1
2
σ2 f˜ ′ (Zt)
ªp
2pi(gZt + 1)exp

(ln(gZt + 1)
2
2g2

+σ2 f˜ (Zt)
2pi(gZt + 1)
§
g +
ln(gZt + 1)
g
ª
exp

(ln(gZt + 1))
2
g2
 (4.10)
when F is not the true distribution function of the driving process and is time-homogeneous, and
α(t, Zt ) =σ
2 f˜ ′ (Zt)
p
2pi (gZt + 1)exp

(ln(gZt + 1)
2
2g2

+σ2 f˜ (Zt)
2pi(gZt + 1)
§
g +
ln(gZt + 1)
g
ª
exp

(ln(gZt + 1))
2
g2
 (4.11)
when F is the true distribution of the process (Yt) with f (t, y) the corresponding transition density,
and
σ˜(t, Zt ) = σ f˜ (Zt)
p
2pi (gZt + 1)exp

(ln(gZt + 1))
2
2g2

(4.12)
for the volatility function. In these expressions, we define
f˜ (Zt) = f

t,Q

t,
1
2

1+ erf

ln(gZt + 1)
g
p
2

(4.13)
f˜ ′ (Zt) =
∂ f˜ (Zt)
∂Q
 
t, 12
 
1+ erf
 
ln(gZt + 1)/(g
p
2)
 (4.14)
f˜ ′′ (Zt) =
∂ 2 f˜ (Zt)
∂Q
 
t, 12
 
1+ erf
 
ln(gZt + 1)/(g
p
2)
2 (4.15)
in the case where we have a time-dependent distribution function in our mapping, and dropping the
dependence on t in these functions otherwise. Here, Q(x) = F−(x) and when referring to the true
law of the driving process, we replace Q with QY , F with FY and f with fY to denote the quantile,
distribution and density functions of this process, respectively.
Proposition 4.1. Let (Zt) be a g-transform quantile process given by Definition 4.2. The drift coefficient
in the SDE satisfied by this quantile diffusion will be given by either Eq. (4.10) or (4.11) depending on
the choice of F, and the volatility coefficient by Eq. (4.12). These coefficients will be Lipschitz continuous
on (−1/g,∞) when g ∈ (0,∞) if the density function f , associated with the distribution function F,
in the mapping has both left and right tail decay to zero, is bounded on its support and satisfies the set
of conditions given in Appendix A.4.
Proof. See Appendix A.5.
If we can show that the drift and volatility functions of the quantile process are globally Lipschitz
continuous, then it will follow that they also satisfy the linear growth condition and hence a unique
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solution will exist. Whether the solution is strong, and hence pathwise unique, or weak, and hence
only weakly unique, will depend on the probability space on which the solution is defined. In the
case where we can no longer show the coefficients satisfy the above conditions on z ∈ (−1/g,∞)
for g ∈ (0,∞) or z ∈ (−∞, 0) for g ∈ (−∞, 0), we may still be able to show that the coefficients
are locally Lipschitz continuous on some subset of these ranges, however one must then check that
they satisfy the linear growth condition separately to show the existence of a solution globally.
To illustrate this, an example is given in Appendix A.6. Here, we consider a g-transform quantile
diffusion where the distribution function F in the map is chosen to be that of the Pareto distribution
with shape parameter α ∈ R+, i.e. not the true law of the driving process.
4.2 Tukey h-transform quantile diffusions
We now introduce the h-transform class of distributions, where again we generate random variables
with this distribution through a transformation of some continuous, symmetric, normalised random
variable Z , however now allowing for flexible modelling of the heaviness of the tails through the
parameter h. If we take Z ∼N (0,1) and define the random variable X by the transformation
X = TA,B,0,h(Z) = A+ BZexp

hZ2
2

, (4.16)
the distribution of X will fall under the Tukey h- transform class, where A∈ R,B ∈ R+ are the location
and scale parameters, respectively, and h> 0 allows us to flexibly introduce relative kurtosis to the
transformed random variable.
Definition 4.3. The quantile function of the single-parameter h- transform family of distributions is
given by
Q
 
u;ξ

= TA,B,0,h(zu) = A+ Bzuexp

h
z2
u
2

(4.17)
for quantile level u ∈ [0,1] where zu =
p
2erf−(2u − 1) is the uth quantile of the standard normal
distribution and ξ = (A,B,h) is a vector of parameters.
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Figure 2: h-transform quantile functions for h ∈ {0.05,0.1,0.6,1} and h ∈ {−0.05,−0.1,−0.6,−1}
relative to the standard normal quantile function.
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Figure 2 shows the h-transform quantile functions for varying values of the parameter h, relative
to the quantile function of a standard normal random variable, zu. The plot on the right shows that
for negative values of h past a certain threshold, the quantile function is no longer monotonically
increasing and hence we restrict to h ∈ (0,∞) i.e., we introduce more kurtosis to the base random
variable. Note that in general it is assumed that h is very small and does not exceed, for instance 0.1
so to prevent the tails becoming so explosive and leading to almost instant growth. For h ∈ (0,∞),
we have
Q(u;ξ) : [0,1]→ (−∞,∞) (4.18)
Definition 4.4. The process-driven h-transform quantile diffusion is given by Definition 2.4 where
QZ (u;ξ) is the quantile function given in Definition 4.3.
We can write the density function of the h-transform distribution, with the quantile function as
the argument as
fZ
 
QZ(u;ξ)

=
exp
 
−12(h+ 1)z2u

p
2piB

1+ hz2u
 (4.19)
and hence
fZ (z) = fZ
 
QZ(FZ (z);ξ)

=
exp

−(h+ 1)
 
erf−(2FZ (z)− 1)
2
p
2piB

1+ 2h
 
erf−(2FZ (z)− 1)
2 . (4.20)
The first and second derivatives with respect to z of this density, which are required to write the drift
and volatility functions of the h-transform quantile diffusion, are given in Appendix A.7. Although
we can obtain an analytic expression for the h-transform distribution function, we can continue to
write our drift and volatility functions in terms of FZ (z), and the set of conditions that need to be
satisfied for these functions to be Lipschitz continuous as limits in FZ (z) as opposed to limits in
z as shown in the g-transform case. This approach allows us to consider other quantile diffusion
models where the distribution function corresponding to the quantile function we wish to model
may not be easily obtained. Using these expressions, we have the following for the drift function of
the h-transform quantile diffusion
α(Zt) =
§
µ f (Q (FZ (Zt))) +
1
2
σ2 f
′
(Q (FZ (Zt)))
ªp
2pi

1+ 2h
 
erf− (2FZ (Zt)− 1)
2
× exp

(h+ 1)
 
erf− (2FZ (Zt)− 1)
2
+σ2 f (Q (FZ (Zt)))
2

(h+ 1)

1+ 2h
 
erf− (2FZ (Zt)− 1)
2
+ 2h

×
p
2erf− (2FZ (Zt)− 1)piexp

(h+ 2)
 
erf− (2FZ (Zt)− 1)
2
(4.21)
when F(t, y) is not necessarily the true distribution of the driving process and is non-time depen-
dent,
α(t, Zt ) = σ
2 f
′
(t,Q (t, FZ (Zt)))
p
2pi

1+ 2h
 
erf− (2FZ (Zt)− 1)
2
× exp

(h+ 1)
 
erf− (2FZ (Zt)− 1)
2
+σ2 f (t,Q (t, FZ (Zt)))
2

(h+ 1)

1+ 2h
 
erf− (2FZ (Zt)− 1)
2
+ 2h

×
p
2erf− (2FZ (Zt)− 1)piexp

(h+ 2)
 
erf− (2FZ (Zt)− 1)
2
(4.22)
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when F is the distribution function of the driving process and f (t, y) the corresponding transition
density, and
σ˜(t, Zt) = σ f (t,Q (t, FZ (z)))
p
2pi

1+ 2h
 
erf−(2FZ (z)− 1)
2
× exp

(h+ 1)
 
erf−(2FZ (z)− 1)
2 (4.23)
for the volatility function. If we are in the case where we are using a non time-dependent distribution
function in our mapping, we replace f (t,Q(t, FZ (z))) by f (Q(FZ (z))) in Eq. (4.23).
Proposition 4.2. Let (Zt) be a h-transform quantile process given by Definition 4.4. The drift coefficient
in the stochastic differential equation satisfied by this quantile diffusion will be given by either (4.21)
or (4.22) depending on the choice of F, and the volatility coefficient by Eq. (4.23). These coefficients
will be Lipschitz continuous on (−∞,∞) if the density function f corresponding to the distribution
function F in the mapping has both left and right tail decay to zero, is bounded on its support and
satisfies the set of conditions given in Appendix A.8.
Proof. The proof is analogous to the one of Proposition 4.1. It consists of computing the first partial
derivatives of the drift and volatility coefficients given by Eqs (4.21) to (4.23) and finding the con-
ditions that must be satisfied to ensure these expressions are bounded on the range on which they
are differentiable everywhere.
An example of an explicit h-transform is given in Appendix A.9.
4.3 Tukey g-h quantile diffusions
Finally, we consider the more general Tukey g-h class of distributions, where again a random
variable X belonging to this family is generated through a transformation of the random variable
Z ∼N (0,1), given by
X = TA,B,g ,h(Z) = A+ B

exp(gZ)− 1
g

exp

hZ2
2

(4.24)
where the parameters g ∈ R\0 and h ∈ R+ are responsible for controlling the skewness and kurtosis
of the distribution, respectively, and A ∈ R and B ∈ R+ are the location and scale parameters,
respectively.
Definition 4.5. The quantile function of the g-h family of distributions is given by
Q(u;ξ) = TA,B,g ,h(zu) = A+ B

egzu − 1
g

exp

h
z2u
2

(4.25)
for u ∈ [0,1] where zu =
p
2erf−(2u− 1) is the uth quantile of the standard normal distribution and
ξ = (A,B, g,h) is a vector of parameters.
In either of the cases g < 0 and g > 0, we have
Q
 
u;ξ

: [0,1]→ (−∞,∞) (4.26)
where we can only allow h ≥ 0, as taking h < 0 leads to a quantile function that is no longer
monotonically increasing.
Definition 4.6. The process-driven g-h quantile diffusion is given by Definition 2.4 where QZ (u,ξ) is
the quantile function given in Definition 4.5.
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We can write the density function of the g-h distribution, with the quantile function as the
argument, as
fZ
 
QZ (u;ξ)

=
exp
 
−12(h+ 1)z2u

p
2piB

exp (gzu) +
hzu
g
(exp(gzu)− 1)
 (4.27)
and hence
fZ (z) =
exp
 
−(h+ 1)F˜Z (z)2

p
2piB

exp
 
g
p
2F˜Z (z)

+ h/g
p
2F˜Z (z)
 
exp
 
g
p
2F˜Z (z)

− 1
 (4.28)
where F˜Z (z) := erf
−(2FZ (z)− 1). The derivative of this density function with respect to z is given
in Appendix A.10. Using these expressions, we have the following for the drift function of the g-h
quantile diffusion
α(Zt) =
§
µ f (Q (FZ (Zt))) +
1
2
σ2 f
′
(Q (FZ (Zt)))
ªp
2pi

exp
 
g
p
2erf− (2FZ (Zt)− 1)

+
h
g
p
2erf− (2FZ (Zt)− 1)
 
exp
 
g
p
2erf− (FZ (Zt)− 1)

− 1

× exp

(h+ 1)
 
erf− (2FZ (Zt)− 1)
2
+ 2σ2 f (Q (FZ (Zt)))
2piexp

(h+ 2)
 
erf− (2FZ (Zt)− 1)
2
×

((2h+ 1)
p
2erf− (2FZ (Zt)− 1) + g)exp
 
g
p
2erf− (2FZ (Zt)− 1)

+
h
g

2(h+ 1)
 
erf− (2FZ (Zt)− 1)
2
+ 1
 
exp
 
g
p
2erf− (2Q (Zt)− 1)

− 1
ª
(4.29)
when F is not necessarily the true distribution function of the driving process and is non time-
dependent,
α(t, Zt ) =σ
2 f
′
Y (t,QY (t, FZ (Zt)))
p
2pi

exp
 
g
p
2erf− (FZ (Zt)− 1)

+
h
g
p
2erf− (FZ (Zt)− 1)
 
exp
 
g
p
2erf− (QY (Zt)− 1)

− 1

× exp

(h+ 1)
 
erf− (FZ (Zt)− 1)
2
+ 2σ2 fY (t,QY (FZ (Zt)))
2piexp

(h+ 2)
 
erf− (FZ (Zt)− 1)
2
×

((2h+ 1)
p
2erf− (2FZ (Zt)− 1) + g)exp
 
g
p
2erf− (FZ (Zt)− 1)

+
h
g

2(h+ 1)
 
erf− (FZ (Zt)− 1)
2
+ 1
  
exp
 
g
p
2erf− (FZ (Zt)− 1)

− 1
ª
(4.30)
when FY (t, y) is the distribution function of the driving process and fY (t, y) the corresponding
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transition density, and
σ˜(t, Zt ) = σ f (t,Q (t, FZ (Zt)))
p
2piexp

(h+ 1)
 
erf− (2FZ (Zt)− 1)
2
×

exp
 
g
p
2erf− (2FZ (Zt)− 1)

+
h
g
p
2erf− (2FZ (Zt)− 1)
 
exp
 
g
p
2erf− (2FZ(Zt)− 1)

− 1
 (4.31)
for the volatility function. If we are in the case where we are using a non time-dependent distribution
function in our mapping, we replace f (t,Q(t, FZ (z))) by f (Q(FZ (z))) in Eq. (4.31).
Proposition 4.3. Let (Zt) be a Tukey g-h quantile process given by Definition 4.6. The drift coefficient
in the stochastic differential equation satisfied by this quantile diffusion will be given by either Eq. (4.29)
or (4.30) depending on the choice of F, and the volatility coefficient by Eq. (4.31). These coefficients
will be Lipschitz continuous on (−∞,∞) if the density function f corresponding to the distribution
function F in the mapping has both left and right tail decay to zero, is bounded on its support and
satisfies the list of conditions given in Appendix A.11.
Proof. The proposition is proved by following similar steps as in the proof for Proposition 4.1.
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A Appendix
A.1 Proof of Proposition 3.1
Proof. Ito’s formula gives
dZt = d (QZ (F(t,Yt ))) = ∂tQZ (F(t,Yt ))dt + ∂YQZ (F(t,Yt ))dYt +
1
2
∂ 2
Y
QZ (F(t,Yt )) (dYt)
2
=

∂tQZ (F(t,Yt )) + ∂YQZ (F(t,Yt ))µ(t,Yt) +
1
2
∂ 2YQZ (F(t,Yt ))σ
2(t,Yt )

dt
+ [∂YQZ (F(t,Yt ))σ(t,Yt )]dWt .
(A.1)
The three partial derivatives are calculated by use of the chain rule and, in the case of ∂yQZ (F(t, y)),
also of Eq. (64) in Steinbrecher & Shaw [35]. The statement of Proposition 3.1 is obtained in a
straightforward manner.
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A.2 Proof of Corollary 3.1
Proof. Similarly to the proof of Proposition (3.1), we can apply Itoˆ’s formula to the function Zt =
QZ (FY (t,Yt )) and compute the first and second order partial derivatives of QZ (FY (t,Yt )) with re-
spect to Yt , analogously. Since FY (t, x) is the law of the process (Yt), when computing the partial
derivative with respect to the time argument of the function, we can use the Fokker-Plank equation
to describe how the density of (Yt), that is fY (t, y), evolves with time. The chain rule yields
∂tQZ(FY (t, y)) =
∂tFY (t, y)
fZ (QZ (FY (t, y))
and by the fundamental theorem of calculus, we obtain
∂t
∫ φ(t)
−∞
fY (t, x)d x

= fY (t,φ(t))∂tφ(t) +
∫ φ(t)
−∞
∂t fY (t, x)d x .
Now, using the Fokker-Planck equation for the probability density of (Yt), we have
∂tFY (t, y) =
∫ y
−∞
∂t fY (t, x)d x
= −µ(t, y) fY (t, y) +
1
2
 
σ2(t, y) f ′Y (t, y) + fY (t, y)∂yσ
2(t, y)

,
and therefore
∂t (QZ (FY (t, y))) =
−µ(t, y) fY (t, y) + 12
 
σ2(t, y) f ′Y (t, y) + fY (t, y)∂yσ
2(t, y)

fZ (t,QZ (t, FY (t, y)))
.
Putting these three results together and noting that Yt = QY (t, FZ (Zt)), we obtain the result stated
in the corollary as required:
A.3 Derivatives of the g-transform density function
Given that the density function of the g-transform distribution, with its quantile function as the
argument, is given by Eq. 4.8, we have the first derivative of this function as
f ′
Z
 
QZ
 
u;ξ

=
exp
 
−12z2u

{−(zu + g)}p
2piB2 (exp(gzu))
2
, (A.2)
and so it follows that
f ′
Z
(z) = −
exp
 
−(erf−(2FZ (z)− 1))2
 p
2erf−(2FZ (z)− 1) + g
	
p
2piB
 
exp(g
p
2erf−(2FZ (z)− 1))
2 , (A.3)
f ′′Z (z) =
2
 
erf− (FZ (z)− 1)
2
+ 3g
p
2erf− (2FZ (z)− 1) + (2g2 − 1)
p
2piB

exp
 
g
p
2erf− (2FZ (z)− 1)
23
× exp

−
 
erf− (FZ (z)− 1)
2
.
(A.4)
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A.4 Lipschitz continuity of the g-transform quantile diffusion drift and volatility
functions
In Proposition 4.1, the list of conditions that the density function f must satisfy in order for the
drift and volatility functions of the g-transform quantile diffusion to be Lipschitz continuous on
(−1/g,∞) when g ∈ (0,∞) are given by:
lim
z→−1/g+
f˜ (z)

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

= L1 <∞, (A.5)
lim
z→∞ f˜ (z)

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

= L2 <∞, (A.6)
lim
z→−1/g+
f˜ ′ (z)

f˜ (z) = L3 <∞, (A.7)
lim
z→∞ f˜
′ (z)

f˜ (z) = L4 <∞, (A.8)
lim
z→−1/g+
f˜ (z)2

2
ln2(gz + 1)
g2
+ 3ln(gz + 1) + (g2 + 1)

exp

(ln(gz + 1))2
g2

= L5 <∞, (A.9)
lim
z→∞ f˜ (z)
2

2
ln2(gz + 1)
g2
+ 3ln(gz + 1) + (g2 + 1)

exp

(ln(gz + 1))2
g2

= L6 <∞, (A.10)
lim
z→−1/g+
f˜ ′′ (z)

f˜ (z) = L7 <∞, (A.11)
lim
z→∞ f˜
′′ (z)

f˜ (z) = L8 <∞, (A.12)
where f˜ (z) is given by Eq. (4.13). In the case where g ∈ (−∞, 0), the conditions that must be
satisfied are the same as the above, however now the limits are taken as z→−∞ and z→−1/g−
to show Lipschitz continuity of the drift and volatility coefficients on (−∞,−1/g). If we replace
the density by one that is time-dependent, the above limits must be satisfied for all t ∈ [0,∞).
A.5 Proof of Proposition 4.1
Proof. In order for the drift and volatility coefficients given by Eqs (4.10) to (4.12) to be Lipschitz
continuous, their first derivative must be bounded on the range on which they are differentiable
everywhere. By direct computation or by using Eqs (4.1) to (4.3), the first derivatives with respect
to z of these expressions are given by
∂
∂ z
α(t, z) =
µ f˜ ′ (z)
f˜ (z)
+ 2piµ f˜ (z)

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

+
1
2
σ2

f˜ ′′ (z)
f˜ (z)
+ 6pi f˜
′
(Zt)

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

+2pi f˜ (z)2

2
ln2(gz + 1)
g
+ 3ln(gz + 1) +
 
g2 + 1

×exp

(ln(gz + 1))2
g2

,
(A.13)
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∂∂ z
α(t, z) =
1
2
σ2

2 f˜ ′′ (Zt)
f˜ (z)
8pi f˜ ′ (z)

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

+2pi f˜ (z)2

2
ln2(gz + 1)
g
+ 3ln(gz + 1) +
 
g2 + 1

×exp

(ln(gz + 1))2
g2

,
(A.14)
and
∂
∂ z
σ˜(t, z) =
σ f˜ ′ (z)
f˜ (z)
+ 2piσ f˜ (z)

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

, (A.15)
respectively. Next, we need to specify a set of conditions on the density f , and its first and second
derivatives, such that Eqs (A.13) to (A.15) are bounded for all 0≤ t <∞.
We consider the case where the distribution function F is not time-dependent, however the case
where it is time-dependent is done similarly for each fixed 0≤ t <∞. Starting with Eq. (A.15), we
state the conditions under which these functions are bounded on z ∈ (−1/g,∞) for g ∈ (0,∞), or
on z ∈ (−∞,−1/g) for g ∈ (−∞, 0). We split the expression into the following two components:
(i)
σ f˜ ′ (z)
f˜ (z)
, (A.16)
(ii)
2piσ f˜ (z)
§
g +
ln(gz + 1)
g
ª
exp

(ln(gz + 1))2
2g2

. (A.17)
We have
lim
z→−1/g+

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

=∞, (A.18)
lim
z→∞

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

=∞ (A.19)
when g ∈ (0,∞), and
lim
z→−∞

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

=∞, (A.20)
lim
z→−1/g−

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

=∞ (A.21)
when g ∈ (−∞, 0), where the function in these limits is bounded at all other points on z ∈
(−1/g,∞) in the first case, and z ∈ (−∞, 0) in the latter. Given a random variable defined on
[a, b] for a, b ∈ R with some density function f and corresponding quantile function F−, we have
f (a) =
¨
limz→−1/g+ f˜ (z) g ∈ (0,∞)
limz→−∞ f˜ (z) g ∈ (−∞, 0),
(A.22)
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f (b) =
¨
limz→∞ f˜ (z) g ∈ (0,∞)
limz→−1/g− f˜ (z) g ∈ (−∞, 0)
(A.23)
and hence for Eq (A.17) to be bounded in either of the cases of the value of g, the density f that
corresponds to the distribution function F in our mapping must be bounded on its domain and have
both left and right tail decay to zero such that the limits
lim
z→−1/g+
f˜ (z) = 0, (A.24)
lim
z→∞ f˜ (z) = 0 (A.25)
are achieved at a faster rate than the limits in Eqs (A.18) and (A.19), respectively, when g ∈ (0,∞).
Analagously when g ∈ (−∞, 0), we require the density to have tail decay such that the limits
lim
z→−∞ f˜ (z) = 0, (A.26)
lim
z→−1/g−
f˜ (z) = 0 (A.27)
are achieved at a faster rate than then limits in Eqs (A.20) and (A.21), respectively. If a density is
bounded on its support [a, b] with f (a) = 0, we only need to check the above condition on the left
tail; and similarly if f (b) = 0, we only need to check the above condition on the right tail of the
density. This is equivalent to the conditions in Eqs (A.5) and (A.6) in Proposition 4.1.
As we have now imposed that f must have tail decay to zero, it must hold that the first derivative
of the density, f ′ must have tail decay to zero at a faster rate such that Eq. (A.16) does not explode,
giving the conditions (A.7) and (A.8) in the proposition. For any density where f ′(x)/ f (x) = K for
some constant K <∞, this will be satisfied.
We now consider the first derivative of the drift coefficient of the quantile process in the case
where F is not necessarily the true law of the driving process, given by Eq. (A.13), and state the
conditions under which this expression is bounded, similarly to the above. We split the expression
into the following components:
(i)
µ f˜ ′ (z)
f˜ (z)
, (A.28)
(ii)
2piµ f˜ (z)

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

, (A.29)
(iii)
1
2
σ2
f˜ ′′ (z)
f˜ (z)
, (A.30)
(iv)
6pi f˜ ′ (z)

g +
ln(gz + 1)
g

exp

(ln(gz + 1))2
2g2

, (A.31)
(v)
2pi f˜ (z)2

2
ln2(gz + 1)
g
+ 3ln(gz + 1) +
 
g2 + 1

exp

(ln(gz + 1))2
g2

, (A.32)
We need to find the conditions under which each is bounded. Note that the expressions appearing in
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Eqs. (A.28) and (A.29) are similar to those in the first derivative of σ˜(t, z) discussed above, with only
the multiplicative constants changed, and hence we need not consider them again. Additionally, the
boundedness of Eq. (A.31) follows directly from these two conditions.
For Eq. (A.30) to be bounded, it must hold that the second derivative f ′′ must have tail decay to
zero at a faster rate than f itself, giving the conditions in Eqs (A.11) and (A.12) in the proposition.
For any densities where f ′′(x)/ f (x) = K for some constant K <∞ this will hold. Finally, we are
left to consider Eq. (A.32). We have
lim
z→−1/g+

2
ln2(gz + 1)
g2
+ 3ln(gz + 1) +
 
g2 + 1

exp

(ln(gz + 1))2
g2

=∞, (A.33)
lim
z→∞

2
ln2(gz + 1)
g2
+ 3ln(gz + 1) +
 
g2 + 1

exp

(ln(gz + 1))2
g2

=∞ (A.34)
when g ∈ (0,∞), and
lim
z→−∞

2
ln2(gz + 1)
g2
+ 3ln(gz + 1) +
 
g2 + 1

exp

(ln(gz + 1))2
g2

=∞, (A.35)
lim
z→−1/g−

2
ln2(gz + 1)
g2
+ 3ln(gz + 1) +
 
g2 + 1

exp

(ln(gz + 1))2
g2

=∞ (A.36)
when g ∈ (−∞, 0), where the function in these limits is bounded at all other points on the range of
z in either of the cases for the value of the parameter g. Consequently, it must hold that the density
in our mapping has tail decay to zero such that the limits
lim
z→−1/g+
f˜ (z) = 0, (A.37)
lim
z→∞ f˜ (z) = 0 (A.38)
are achieved at a faster rate than those in Eqs (A.33) and (A.34), respectively, when g ∈ (0,∞).
This is equivalent to the conditions in Eqs (A.9) and (A.10) in the proposition. The case where
g ∈ (−∞, 0) is similar, however we now consider the limits as z→−∞ and z→ 1/g−.
If we consider the case where F is the true law of the driving process, and split the first derivative
of the drift function, given by Eq. (A.14), into the list of components that make it up similarly, we
notice that the functions involved in these expressions are the same as the above, with no new
functions introduced and hence we do not need to consider the two cases of F separately.
Under the above conditions on the density f , the first derivatives of the drift and volatility
functions of the g-transform quantile process will be bounded, and hence Lipschitz continuous, on
the ranges on which they are defined as required.
A.6 Example: g-transform Pareto quantile diffusion
In this example, we take the distribution function in our mapping to be that of the Pareto distribution
with shape parameter α ∈ R+, i.e. F(x) = 1 − (1/x)α for x ≥ 1. The corresponding density
function is given by f (x) = αx−(α+1) for x ≥ 1 and 0 elsewhere, and the quantile function by
Q(u) = (1− u)−1/α. It follows that
f˜ (z) = α

1
2

1− erf

ln(gz + 1)
g
p
2
 α+1
α
. (A.39)
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We refer to the conditions in Proposition 4.1 to check if the SDE satisfied by the quantile process
constructed in this example will have Lipschitz continuous drift and volatility functions. Take g ∈
(0,∞) and begin by checking the conditions on the right tail of the density as z → ∞, i.e. the
limits in Eqs (A.6), (A.8), (A.10) and (A.12).
Start with Eq. (A.6). The limit becomes
lim
z→∞α

1
2

1− erf

ln(gz + 1)
g
p
2
 α+1
α
§
g +
ln(gz + 1)
g
ª
exp

(ln(gz + 1))2
2g2

, (A.40)
which we need to show is equal to some quantity L1 <∞. Define x := ln(gz+1)/g so that x →∞
as z→∞. We can the rewrite Eq. (A.40) as
lim
x→∞
α

1
2

1− erf

xp
2
 α+1
α {g + x}
exp
 
−12 x2
 := h1(x)
h2(x)
(A.41)
where limx→∞ h1(x) = limx→∞ h2(x) and hence we can apply L’Hopital’s rule to evaluate the limit
in Eq. (A.41). We have
∂ h1(x)
∂ x
= − (α+ 1)p
2pi
exp

−1
2
x2

1
2

1− erf

xp
2
 1
α
{g + x}+α

1
2

1− erf

xp
2
 α+1
α
,
(A.42)
∂ h2(x)
∂ x
= −xexp

−1
2
x2

(A.43)
where limx→∞ ∂ h1(x)/∂ x = 0 and limx→∞ ∂ h2(x)/∂ x = 0 and
∂ h1(x)/∂ x
∂ h2(x)/∂ x
=
g(α+ 1)
x
p
2pi

1
2

1− erf

xp
2
 1
α
+
(α+ 1)p
2pi

1
2

1− erf

xp
2
 1
α
−
α

1
2

1− erf

xp
2
 α+1
α
xexp
 
−12 x2
 .
(A.44)
We see that
lim
x→∞
g(α+ 1)
x
p
2pi

1
2

1− erf

xp
2
 1
α
=0, (A.45)
lim
x→∞
(α+ 1)p
2pi

1
2

1− erf

xp
2
 1
α
=0 (A.46)
and hence we only left to evaluate
lim
x→∞
α

1
2

1− erf

xp
2
 α+1
α
xexp
 
−12 x2
 . (A.47)
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The conditions necessary to apply L’Hopital’s rule are satisfied, and hence we have
lim
x→∞
α

1
2

1− erf

xp
2
 α+1
α
xexp
 
−12 x2
 = lim
x→∞
− α+1p
2pi
exp
 
−12 x2
 
1
2

1− erf

xp
2
 1
α
(−x2+ 1)exp
 
−12 x2

= lim
x→∞
(α+ 1)

1
2

1− erf

xp
2
 1
α
x2 − 1 = 0.
(A.48)
It follows that the limit in Eq. (A.40) holds with L1 = 0. Next, taking Eq. (A.8), we have
lim
z→∞
f˜
′
(z)
f˜ (z)
= lim
z→∞
−(α+ 1)
1
2
 
1− erf
 
ln(gz + 1)/g
p
2
−1/α (A.49)
and since limz→∞(1− erf(ln(gz+1)/g
p
2))1/α = 0, we have L4 = 0. Now consider Eq. (A.10). We
need to show that
lim
z→∞α
2

1
2

1− erf

ln(gz + 1)
g
p
2
 2(α+1)
α

2
ln2(gz + 1)
g
+ 3ln(gz + 1) + (g2 + 1)

exp

(ln(gz + 1))2
2g2
 (A.50)
is equal to some quantity L6 <∞. Again, we define the variable x := ln(gz+ 1) such that x →∞
and z→∞, split Eq. (A.50) into three parts, excluding the multiplying constants,
lim
x→∞
α2

1
2
 
1− erf
 
x/(g
p
2)
2(α+1)/α
x2
exp (−x2/2g2) = limx→∞
h1(x)
h2(x)
, (A.51)
lim
x→∞
α2

1
2
 
1− erf
 
x/(g
p
2)
2(α+1)/α
x
exp (−x2/2g2) = limx→∞
h3(x)
h4(x)
, (A.52)
lim
x→∞
α2

1
2
 
1− erf
 
x/(g
p
2)
2(α+1)/α
exp (−x2/2g2) = limx→∞
h5(x)
h6(x)
, (A.53)
and need to check that each of these limits is finite. Startingwith Eq. (A.51), we have limx→∞ h1(x) =
limx→∞ h2(x) and can apply L’Hopital’s rule to evaluate the limit. We have
∂ h1(x)
∂ x
=− 2α(α+ 1)p
2pi
exp

− x
2
2g2

1
2

1− erf

x
g
p
2
 α+2
α
x2
+α2

1
2

1− erf

x
g
p
2
 2(α+1)
α
2x
(A.54)
∂ h2(x)
∂ x
=− x
g2
exp

− x
2
2g2

(A.55)
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where limx→∞ ∂ h1(x)/∂ x = 0 and limx→∞ ∂ h2(x)/∂ x = 0 and
∂ h1(x)/∂ x
∂ h2(x)/∂ x
=
2α(α+ 1)g2p
2pi

1
2

1− erf

x
g
p
2
 α+2
α
x
−
2α2g2
h
1
2

1− erf

x
g
p
2
i2(α+1)/α
exp (−x2/(2g2))
(A.56)
where, similarly to above, we can show
lim
x→∞
2α(α+ 1)g2p
2pi

1
2

1− erf

x
g
p
2
 α+2
α
x = 0 (A.57)
lim
x→∞
2α2g2
h
1
2

1− erf

x
g
p
2
i2(α+1)/α
exp (−x2/(2g2)) = 0 (A.58)
and it follows that limx→∞ h1(x)/h2(x) = 0. Now taking Eqs (A.52) and (A.53), it follows that if
limx→∞ h1(x)/h2(x) = 0, then limx→∞ h3(x)/h4(x) = 0 and limx→∞ h5(x)/h6(x) = 0 and hence
the limit in Eq. (A.50) holds with L6 = 0. Finally, we need to evaluate the limit in Eq. (A.12). We
have
lim
z→∞
f˜
′′
(z)
f˜ (z)
= lim
z→∞
(α+ 1)(α+ 2)
1
2
 
1− erf
 
ln(gz + 1)/g
p
2
−2/α , (A.59)
and since limz→∞(1− erf(ln(gz + 1)/g
p
2))1/α = 0, we have L4 = 0.
At the lower limit, i.e. as z→−1/g+, we have
lim
z→−1/g+
F−

1
2

1+ erf

ln(gz + 1)
g
p
2

= F−(0) = 1 (A.60)
and hence
lim
z→−1/g
f

F−

1
2

1+ erf

ln(gz + 1)
g
p
2

= f (1) = α 6= 0 (A.61)
and so Eqs (A.5), (A.7), (A.9) and (A.11) become
lim
z→−1/g+
α
§
g +
ln(gz + 1)
g
ª
exp

(ln(gz + 1))2
2g2

=∞ (A.62)
lim
z→−1/g+
−σ(α+ 1)
1
2
 
1− erf
 
ln(gz + 1)/(g
p
2)
−1/α = −σ(α+ 1)<∞ (A.63)
lim
z→−1/g+
α2

2
ln2(gz + 1)
g2
+ 3ln(gz + 1) + (g2 + 1)

exp

(ln(gz + 1))2
g2

=∞ (A.64)
lim
z→−1/g+
σ2(α+ 1)(α+ 2)
2

1
2
 
1− erf
 
ln(gz + 1)/(g
p
2)
−2/α = σ2(α+ 1)(α+ 2) <∞ (A.65)
respectively, i.e., the first and third terms explode and hence the first derivatives drift and volatility
functions of the quantile process are not bounded at the lower boundary of z and therefore not
Lipschitz continuous here. There are two ways we can deal with densities of this sort to still allow
for Lipschitz continuous drift and volatility functions. Firstly, we can truncate the domain of z, i.e.
allow the quantile process to take values on some range [a,∞) for a ∈ R, a > −1/g such that the
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functions in the limits in Eqs (A.62) to (A.65) do not become infinite on this range and allow us to
bound the first derivatives of the drift and volatility coefficients, hence allowing them to be Lipschitz
continuous on [a,∞). Whilst the functions are no longer globally Lipschitz continuous (and hence
for a solution to exist we must now also check the linear growth condition), if the linear growth
condition is satisfied we will have a unique solution on [a,∞). We then take a arbitrarily close to
−1/g. Secondly, we can consider a modified Pareto density by allowing for an atom at the lower left
limit where the mass corresponding to this atom is chosen to be some infinitesimally small amount,
i.e. we have
f (x) =
¨
αx−(α+1) x > 1
0 x ≤ 1. (A.66)
It follows that the functions in the limits in Eqs (A.62) amd (A.64) become
f (0) lim
z→−1/g+
§
g +
ln(gz + 1)
g
ª
exp

(ln(gz + 1))2
2g2

= 0 (A.67)
f (1)2 lim
z→−1/g+

2
ln2(gz + 1)
g2
+ 3ln(gz + 1) + (g2 + 1)

exp

(ln(gz + 1))2
g2

= 0 (A.68)
respectively, and hence the first derivative of the drift and volatility functions do not explode as
z approaches its lower limit, allowing these functions to be globally Lipschitz continuous. Whilst
either of these techniques may be used to modify a bounded density f when either one, or both, of
the tails don’t satisfy the conditions for Lipschitz continuity of α(t, z) or σ˜(t, z) in the proposition,
if we want to enforce global Lipschitz continuity, which will in turn result in the coefficients also
satisfying the linear growth regularity condition, we use the second of the two.
A.7 Derivatives of the h-transform density function
Given that the density function of the h-transform distribution is given by Eq. (4.20), the first and
second derivatives of this density with respect to z are given by
f
′
Z
(z) =
−

(h+ 1)

1+ 2h
 
erf−(2FZ (z)− 1)
2
+ 2h
p
2erf−(2FZ (z)− 1)
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2piB2

1+ 2h
 
erf−(2FZ (z)− 1)
23
× exp

−2 (2h+ 1)
 
erf−(2FZ (z)− 1)
2
(A.69)
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 
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 
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 
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p
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.
(A.70)
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A.8 Lipschitz continuity of the h-transform quantile diffusion drift and volatility
functions
In Proposition 4.2, the list of conditions that the density function f must satisfy in order for the
drift and volatility functions of the h-transform quantile diffusion to be Lipschitz continuous on
(−∞,∞) are given by:
lim
x→0+
f
′
(Q (x))
f (Q (x))
= L1 <∞, (A.71)
lim
x→1−
f
′
(Q (x))
f (Q (x))
= L2 <∞, (A.72)
lim
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f (Q (x)) (h+ 1)erf− (2x − 1)exp
 
erf− (2x − 1)
2
= L3 <∞, (A.73)
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 
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= L4 <∞, (A.74)
lim
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f
′′
(Q (x))
f (Q (x))
= L5 <∞, (A.75)
lim
x→1−
f
′′
(Q (x))
f (Q (x))
= L6 <∞, (A.76)
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x→0+
f (Q (x))2
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6
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 
erf− (2x − 1)
2
1+ 2h
 
erf− (2x − 1)
22 = L7 <∞, (A.77)
lim
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f (Q (x))2
 
erf− (2x − 1)
6
exp
 
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 
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lim
x→0+
f (Q (x))2
 
erf− (2x − 1)
2
exp

2
 
erf− (2x − 1)
2
= L9 <∞, (A.79)
lim
x→1−
f (Q (x))2
 
erf− (2x − 1)
2
exp

2
 
erf− (2x − 1)
2
= L10 <∞, (A.80)
where f is the density corresponding to whichever distribution function, i.e. F or FY , we use in the
map. If the density is time-dependent, we must check the above limits for each 0≤ t <∞.
A.9 Example: h-transform exponential quantile diffusion
In this example, we take the distribution function in our mapping to be that of the exponential
distribution with parameter λ > 0, i.e. F(x) = 1− exp(−λx) for x ≥ 0. The corresponding density
function is given by f (x) = λexp(−λx) for x ≥ 0 and 0 elsewhere, and the quantile function by
Q(u) = −ln(1 − x)/λ. It follows that f (Q(x)) = λ(1 − x). Since F is not the law of the driving
process, we refer to Proposition 4.2 to check if the SDE satisfied by the quantile process constructed
in this example will have Lipschitz continuous drift and volatility functions on R. Starting with Eqs
(A.71), (A.72), (A.75) and (A.76), we have
f
′
(Q(x))
f (Q(x))
=−λ (A.81)
f
′′
(Q(x))
f (Q(x))
=λ2 (A.82)
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and hence L1 = L2 = −λ <∞, and L5 = L6 = λ2 <∞. To evaluate the remaining limits in the
proposition, we begin by considering the right tail of the density, i.e. as x → 1−. Taking Eq. (A.74),
the limit becomes
lim
x→1−
λ(1− x)(h+ 1)erf−(2x − 1)exp
 
erf− (2x − 1)
2
, (A.83)
which we need to show is equal to some quantity L4 <∞. We can rewrite Eq. (A.83) as
lim
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λ(1− x)(h+ 1)erf− (2x − 1)
exp
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 
erf−(2x − 1)
2 := h1(x)h2(x) (A.84)
where limx→1− h1(x) = limx→1− h2(x) = 0 and hence we can apply L’Hopital’s rule to evaluate the
limit. We have
∂ h1(x)
∂ x
= λ
p
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2−λ(h+ 1)erf−(2x − 1) (A.85)
∂ h2(x)
∂ x
= −2ppierf−(2x − 1) (A.86)
and
∂ h1(x)/∂ x
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2
p
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(A.87)
Using similar techniques, we can show that
lim
x→1−
(1− x)(h+ 1)exp
 
erf−(2x − 1)
2
2erf−(2x − 1) = 0 (A.88)
and hence L4 = λ(h+ 1)/(2
p
pi) <∞. Next, taking Eq. (A.78), the limit becomes
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2
1+ 2h
 
erf− (2x − 1)
22 := h3(x)h4(x) , (A.89)
which we need to show is equal to some quantity L8 <∞. We have limx→1− h4(x) =∞ and hence
it is sufficient to show that limx→1− h3(x) = 0 to obtain L8 = 0. We can write
lim
x→1−
h3(x) = lim
x→1−
λ2(1− x)2
 
erf− (2x − 1)
6
exp

−
 
erf−(2x − 1)
2 := limx→1− h5(x)h6(x) (A.90)
where limx→1− h5(x) = limx→1− h6(x) = 0, and so applying L’Hopital’s rule again, similarly to the
above, we can obtain the result
lim
x→1−
λ2(1− x)2
 
erf− (2x − 1)
6
exp

−
 
erf−(2x − 1)
2 = 0 (A.91)
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and hence L8 = 0<∞ as required. Finally, we take Eq. (A.80), and need to show that the limit
lim
x→1−
λ(1− x)2
 
erf− (2x − 1)
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2
 
erf− (2x − 1)
2
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 
erf− (2x − 1)
2 (A.92)
is equal to some quantity L10 <∞. Applying L’Hopital’s rule similarly to when calculating the limits
above gives L10 = λ/(4pi) <∞.
At the lower limit, i.e. as x → 0+, we have limx→0+ f (Q(x)) = limx→0+ λ(1− x) = λ 6= 0 and
so the limits in Eqs (A.73) and (A.77) explode. Similarly to the g-transform Pareto law quantile
process in Appendix A.6, we can deal with this by either defining a modified exponential density
with at atom, to which we assign some infinitely small mass to, as the origin, i.e.
f (x) =
¨
λexp(−λx) x > 0
0 x ≤ 0 (A.93)
or truncating the domain of QZ (z) = x to [a, 1) for some a > 0, showing that the limits are finite on
this domain and then taking a arbitrarily close to 0. This second case allows us to prove Lipschitz
continuity of the drift and volatility functions of the quantile process on z ∈ [QZ (a),∞). Since we
no longer have global Lipschitz continuity, again we must show that the coefficients also satisfy the
linear growth condition in order for a strong solution to the SDE to exist.
A.10 Derivatives of the g-h density function
Given that the density function of the g-h distribution, with its quantile function as the argument,
is given by Eq. (4.28), we have the first derivative of this function given by
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and hence
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(A.95)
where F˜Z (z) := erf
−(2FZ (z)− 1).
A.11 Lipschitz continuity of the g-h quantile diffusion drift and volatility functions
In Proposition 4.3, the list of conditions that the density function f must satisfy in order for the drift
and volatility functions of the g-h quantile diffusion to be Lipschitz continuous on (−∞,∞) are
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given by
lim
x→−∞
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f (Q (1/2 (erf(x) + 1)))2piexp
 
2x2

C(x)
exp
 
g
p
2x

+ h/g
p
2x
 
exp
 
g
p
2x

− 1
2 = L9 <∞, (A.104)
lim
x→∞
f (Q (1/2 (erf(x) + 1)))2piexp
 
2x2

C(x)
exp
 
g
p
2x

+ h/g
p
2x
 
exp
 
g
p
2x

− 1
2 = L10 <∞, (A.105)
lim
x→−∞
f (Q (1/2 (erf(x) + 1)))2piexp
 
2x2 + g
p
2x

D(x)
exp
 
g
p
2x

+ h/g
p
2x
 
exp
 
g
p
2x

− 1
2 = L11 <∞, (A.106)
lim
x→∞
f (Q (1/2 (erf(x) + 1)))2piexp
 
2x2 + g
p
2x

D(x)
exp
 
g
p
2x

+ h/g
p
2x
 
exp
 
g
p
2x

− 1
2 = L12 <∞, (A.107)
lim
x→−∞
f (Q (1/2 (erf(x) + 1)))2piexp
 
2x2+ 2g
p
2x

E(x)
exp
 
g
p
2x

+ h/g
p
2x
 
exp
 
g
p
2x

− 1
2 = L13 <∞, (A.108)
lim
x→∞
f (Q (1/2 (erf(x) + 1)))2piexp
 
2x2+ 2g
p
2x

E(x)
exp
 
g
p
2x

+ h/g
p
2x
 
exp
 
g
p
2x

− 1
2 = L14 <∞, (A.109)
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where the polynomials involving the parameters are given by
A(x) =
h
g
(2h+ 2) x2 +
p
2 (2h+ 1) x + g +
h
g
, (A.110)
B(x) =
h
g
(2h+ 2) x2 +
h
g
, (A.111)
C(x) = 3
h2
g2
+ 2
h2
g2
(3h+ 2) x2 + 4
h2
g2
 
2h2 + 3h+ 1

x4, (A.112)
D(x) = 6

h2
g2
+ h

+
p
2h

6
h
g
− g + 1
g

x + 2h

3h+ 3+ 2
h
g
(3h+ 2)

x2
+ 2
p
2
h
g
 
8h2 + 9h+ 2

x3 + 8
h2
g2
 
2h2 + 3h+ 1

x4,
(A.113)
E(x) =

2g2 + 3
h2
g2
+ 3h+ 1

+
p
2

h
g2
(6h+ 1) + 8h+ 3

x
+ 2

h2
g2
(3h+ 2) + 12h2 + 9h+ 1

x2 + 2
p
2
h
g
 
8h2 + 9h+ 2

x3
+ 4
h2
g2
 
2h2 + 3h+ 1

x4.
(A.114)
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