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Abstrat
We study the response of a large array of oupled nonlinear osillators to parametri exita-
tion, motivated by the growing interest in the nonlinear dynamis of miroeletromehan-
ial and nanoeletromehanial systems (MEMS and NEMS). Using a multisale analysis,
we derive an amplitude equation that aptures the slow dynamis of the oupled osil-
lators just above the onset of parametri osillations. The amplitude equation that we
derive here from rst priniples ontains unommon nonlinear gradient terms whih yield
a unique wave-number dependent bifuration similar in harater to the behavior known
to exist in uids undergoing the Faraday wave instability. We suggest a number of exper-
iments with nanomehanial or miromehanial resonators to test the preditions of our
theory, in partiular the strong hystereti dependene on the drive amplitude.
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Introdution
In the last deade we have witnessed exiting tehnologial advanes in the fabriation
and ontrol of miroeletromehanial and nanoeletromehanial systems (MEMS and
NEMS). Suh systems are being developed for a host of nanotehnologial appliations, as
well as for basi researh in the mesosopi physis of phonons, and the general study of
the behavior of mehanial degrees of freedom at the interfae between the quantum and
the lassial worlds [13℄. Surprisingly, NEMS have also opened up a new experimental
window into the study of the nonlinear dynamis of disrete systems with many degrees
of freedom. A ombination of three properties of NEMS resonators has led to this unique
experimental opportunity. First and most important is the experimental observation that
miro- and nanomehanial resonators tend to behave nonlinearly at very modest ampli-
tudes. This nonlinear behavior has not only been observed experimentally [411℄, but has
already been exploited to ahieve mehanial signal ampliation and mehanial noise
squeezing [12,13℄ in single resonators. Seond is the fat that at their dimensions, the nor-
mal frequenies of nanomehanial resonators are extremely highreently exeeding the
1GHz mark [14℄failitating the design of ultra-fast mehanial devies, and making the
waiting times for unwanted transients bearable on experimental time sales. Third is the
tehnologial ability to fabriate large arrays of MEMS and NEMS resonators whose ol-
letive response might be useful for signal enhanement and noise redution, as well as for
sophistiated mehanial signal proessing appliations. Suh arrays have already exhibited
1
interesting nonlinear dynamis ranging from the formation of extended patterns [15℄as
one ommonly observes in analogous ontinuous systems suh as Faraday wavesto that
of intrinsially loalized modes [16℄. Thus, nanomehanial resonator arrays are perfet for
testing dynamial theories of disrete nonlinear systems with many degrees of freedom. At
the same time, the theoretial understanding of suh systems may prove useful for future
nanotehnologial appliations.
This work is motivated by a reent experiment of Buks and Roukes [15℄, who sueeded
in fabriating, exiting, and measuring the response to parametri exitation of an array of
67 miromehanial resonating gold beams. Lifshitz and Cross [17℄ desribed the response
of the beams with a set of oupled nonlinear dierential equations (2.4). They used seular
perturbation theory to onvert these equations into a set of oupled nonlinear algebrai
equations for the normal mode amplitudes of the system, enabling them to obtain exat
results for small arrays but only a qualitative understanding of the dynamis of large arrays.
In order to obtain analytial results for large arrays we study here the same system of
equations, approahing it from the ontinuous limit of innitely-many degrees of freedom.
Our entral result is a saled amplitude equation (5.15), governed by a single ontrol
parameter, that aptures the slow dynamis of the oupled osillators just above the onset
of parametri osillations. This amplitude equation inludes unommon nonlinear gradient
terms and exhibits a unique wave-number dependent bifuration that an be traed bak
to the parameters of the equations of motion of the system (2.4). We onrm this behavior
numerially and make suggestions for testing it experimentally.
This thesis is organized as follows. Chapters 1-3 serve as a brief bakground, summa-
rizing the results of Buks and Roukes (hapter 1) and Lifshitz and Cross (hapters 2,3)
that are essential for the understanding of the work presented in the following hapters.
In hapter 4 we present a detailed desription of our derivation of the amplitude equations
desribing the response of large arrays. A redution to a single amplitude equation just
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above the onset of osillations is preformed in hapter 5. Single mode solutions of the
amplitude equation are disussed in hapter 6, and experimental shemes for obtaining
suh solutions and their unique properties are suggested and demonstrated numerially in
hapter 7.
3
Chapter 1
Experimental Motivation
This work is motivated by a reent experiment of Buks and Roukes [15, heneforth BR℄ who
onstruted an array of miromehanial resonating beams forming a diration grating.
Fig. 1.1 shows a mirograph of 67 gold beams that BR fabriated on top of a silion nitride
membrane. Eah beam was 270 × 1 × 0.25 µm in size, and the distane between two
neighboring beams was 4µm. The membrane was then removed, leaving only the ends of
the beams onneted to the silion surfae. Eletrostati fores between the beams were
applied by onneting them alternately to two base eletrodes. Suh fores indue tunable
oupling between the beams, and thus a olletive spetrum of vibrational modes ould
be obtained. By introduing an a omponent to the eletrostati fores, these modes an
be parametrially exited. Optial diration was used to study the response of the array
as a funtion of the driving frequeny and the d omponent of the eletrostati fores,
Vdc. BR exited the array near its seond instability tongue, i.e. the driving frequeny lied
within the band of normal frequenies (see hapter 2).
Before applying the eletrostati fores, the harateristis of eah beam separately were
measured. The averaged fundamental frequeny was 179.3 kHz, with a standard deviation
of 0.53 kHz, and the quality fators Q ranged from 2, 000 to 10, 000. No orrelations
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Figure 1.1: A side view mirograph of the array onstruted by Buks and Roukes. The
purple bakground is the silion surfae, from whih a retangular piee was ethed away
(blak retangular), leaving the fabriated gold beams onneted to the silion surfae from
both edges. A potential dierene V is applied between the two base eletrodes.
were found between the loation of the beams in the array and their spei properties.
Therefore in the following model (hapter 2) the beams are regarded as idential. One
the eletrostati fores were applied, the quality fator values severely dereased as Vdc
was inreased. This suggests that the dissipation of the system is mainly due to indued
urrents between the beams.
Fig. 1.2 shows the measured olletive response of the array as a funtion of the d
omponent of the eletrostati fores and the driving frequeny. For eah value of Vdc the
amplitude of the a omponent was set to 50mV and the frequeny was gradually inreased.
The band of frequenies the array responded to beame wider as Vdc was inreased. This
an be understood already at the linear analysis level, it is a diret onsequene of the
formation of the band of olletive modes. The larger the d omponent is, the wider
is the band. The upper bound of the band however strongly depends on Vdc, while the
linear analysis predits it to be simply the fundamental frequeny of an individual beam
ωb/2π ≈ 179.3 kHz. Moreover, for ertain values of the d omponent the array responded
5
Figure 1.2: A olor map showing relative intensities of the dirated light from the array,
as a funtion of the voltage Vdc and the driving frequeny f taken from [15℄. The dashed
white line shows a t to the measured lower bound frequeny obtained from a simple
linear theory. For Vdc ≈ 14V the array responded at frequenies beyond the expeted
upper bound frequeny fb ≈ 179.3kHz.
to frequenies beyond this upper bound frequeny. It is also evident that as the driving
frequeny was swept up, the response showed a small number of wide peaks, muh wider
than the 67 resonane peaks that a linear theory predits. These features were qualitatively
explained by Lifshitz and Cross [17℄ by taking into aount the nonlinearities of the array.
6
Chapter 2
Model and Equations of Motion
Lifshitz and Cross [17, heneforth LC℄ showed that the nontrivial response of the array is a
diret onsequene of the nonlinear harater of the beams. They derived a set of equations
of motion, introduing only the essential terms for apturing the nonlinear features obtained
by BR. We shall briey disuss some of their main guidelines for deriving the equations of
motion.
The normal frequenies of the individual beams were found to be well separated. Thus
for moderate driving eah beam is stritly vibrating in its fundamental frequeny ωb. As-
suming the beams are restrited to in-plane vibrations only, eah beam an be desribed
by a single degree of freedom un, its displaement from equilibrium.
For simpliity, the attrative fores due to the applied eletrostati potential between
the beams are approximated by nearest neighbor interations
F
(n)
electric = −
1
2
mω2b∆
2[1 +H cos(2ωpt)](un+1 − 2un + un−1). (2.1)
∆2 and ∆2H are the d and a omponents of the eletrostati fores respetively, where
the prefator mω2b/2 is inserted for onveniene. The parametri exitation introdued into
the system by the a omponent, is an instability of the system that ours for driving
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frequenies 2ωp lose to one of the speial values 2ω0/n [18℄, where ω0 is one of the normal
frequenies of the array and n is an integer that labels the so-alled instability tongues of
the system. In the BR experiment, the system was exited in its seond instability tongue,
i.e. n = 2 , ωp ≈ ω0/2. Sine the response at the seond tongue was found to be quite
similar to the response at the rst tongue, the alulations preformed by LC were done for
the rst instability tongue. In the urrent work we proeed with onentrating on the rst
tongue only, and thus we always take ωp itself to lie within the normal frequeny band.
The restoring fores of the beams are due to their elastiity. Measurements done on
individual beams indiate that the linear restoring fore is supplemented with a ubi
term of the displaement ating to stien the beam. Negleting higher order nonlinear
orretions the elasti fore an therefore be written as
F
(n)
elastic = −mω2b
(
un + αu
3
n
)
, (2.2)
with α > 0. Motivated by the observations of BR regarding the quality fators (see
hapter 1) LC assumed that the dissipation of the system is mainly due to the eletrostati
interation, whih indues urrents through the beams. Therefore the dissipation should
depend on the dierene variable un − un−1, desribing the relative displaements of a
pair of neighboring beams. LC showed that a nonlinear dissipation term must also be
introdued in order to obtain bounded response for driving frequeny sweeps. Thus the
dissipation terms were taken to be
1
F
(n)
diss =
1
2
mωbΓ(u˙n+1 − 2u˙n + u˙n−1)
+
1
2
mωbαη[(un+1 − un)2(u˙n+1 − u˙n)− (un − un−1)2(u˙n − u˙n−1)]. (2.3)
1
The eet of introduing gradient-dependent dissipation terms instead of loal dissipation terms is to
renormalize the bare dissipation oeients Γ and η to wavenumber-dependent oeients of the form
4Γ sin2 (q/2) and 4η sin2 (q/2) respetively, as will beome apparent below.
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The dissipation of the system is assumed to be weak, whih makes it possible to exite
the beams with relatively small driving amplitudes. In suh ase the response of the
beams is moderate, justifying the desription of the system with nonlinearities up to ubi
terms only. The weak dissipation an be parameterized by introduing a small expansion
parameter ǫ≪ 1, physially dened by the linear dissipation oeient Γ ≡ ǫγ, with γ of
order one. The driving amplitude is then expressed by ∆2H = ǫh, with h of order one.
The weakly nonlinear regime is studied by expanding the displaements un in powers of
ǫ. Taking the leading term to be of the order ǫ1/2 ensures that all the orretions, to a
simple set of equations desribing N oupled harmoni osillators, enter the equations at
the same order of ǫ3/2.
Introduing the saled variables t → t/ωb and un → un/
√
α, LC eventually obtained
the following set of dimensionless equations
u¨n + un + u
3
n +
1
2
[
∆2 + ǫh cos(2ωpt)
]
(un+1 − 2un + un−1)
− 1
2
ǫγ(u˙n+1 − 2u˙n + u˙n−1)
− 1
2
η
[
(un+1 − un)2(u˙n+1 − u˙n)− (un − un−1)2(u˙n − u˙n−1)
]
= 0. (2.4)
The boundary onditions are set aording to the experiment of BR, who had two additional
xed beams at both ends of the array, thus u0 = uN+1 = 0.
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Chapter 3
Normal Modes and Linear Stability
Analysis
We rst expand the response of the beams into N standing waves,
un =
N∑
m=1
Φm(t) sin(qmn), with qm =
mπ
N + 1
, m = 1 . . . N. (3.1)
Substituting (3.1) into the equations of motion (2.4) yields N nonlinear ODEs for the
amplitudes of the waves,
Φ¨m + ω
2
mΦm + ǫ2 sin
2(qm/2)
[
γΦ˙m − h cos(2ωpt)Φm
]
+N.L. = 0, (3.2)
where N.L. stands for nonlinear terms that ouple the N linear Mathieu [19℄ equations,
and ωm is given by the dispersion relation
ω2m = 1− 2∆2 sin2(qm/2). (3.3)
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One an easily verify that the zero-displaement state, un = 0 for all n, is always a solution
of the equations of motion (2.4), though it is not always a stable one. To study the
transition to osillating solutions, we rst linearize the equations of motion about the zero-
displaement state, and introdue a new time sale T = ǫt upon whih the growth of small
perturbations will our. T and t are regarded as independent variables, following the
multiple sales proedure [18℄, as we expand the response in orders of ǫ,
Φm(t, T ) = ǫ
1/2Φm0(t, T ) + ǫ
3/2Φm1(t, T ) +O(ǫ
5/2), (3.4)
and express the time derivatives in terms of both t and T ,
∂t → ∂t + ǫ∂T and ∂2tt → ∂2tt + 2ǫ∂2tT +O(ǫ2). (3.5)
Substituting (3.5) into the linear part of Eq. (3.2) and olleting terms of same order ǫ we
obtain for the ǫ1/2 order terms
(
∂2tt + ω
2
m
)
Φm0 = 0, (3.6a)
and for the ǫ3/2 order terms
(
∂2tt + ω
2
m
)
Φm1 =
(−2∂2tT − 2γ sin2 (qm/2) ∂t + h sin2 (qm/2) (ei2ωpt + e−i2ωpt))Φm0 .
(3.6b)
It is onvenient to write the solution of Eq. (3.6a) in the following form
Φm0 = A(T )e
iωmt + c.c. , (3.7)
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where A(T ) is a omplex amplitude whih an slowly hange over long time sales. Sub-
stituting into Eq. (3.6b) we obtain
(
∂2tt + ω
2
m
)
Φm1 = −
(
2iωm
dAm
dT
+ 2iωmγ sin
2 (qm/2)Am
)
eiωmt (3.8)
+ h sin2 (qm/2)Ame
i(2ωp+ωm)t + h sin2 (qm/2)A
∗
me
i(2ωp−ωm)t + c.c.
The terms on the right hand side of Eq. (3.8) proportional to eiωmt (alled seular terms)
exite the equation for Φm1 in its resonant frequeny. In order to prevent the perturbative
term Φm1 from diverging, we must aount for a solvability ondition, demanding that the
sum of all the seular terms vanishes
1
. For large frequeny detunings ωp−ωm ≫ ǫ, only the
rst two terms of the left hand side of Eq. (3.8) must vanish and the solvability ondition
alls
dAm
dT
= −γ sin2(qm/2)Am, (3.9)
yielding a slow exponential deay of Am and thus no exitation of the m
th
mode. On the
other hand for frequeny detunings of order ǫ the fourth term of the right hand side of
Eq. (3.8) is also seular. We introdue a detuning parameter ωp = ωm +
1
2
ǫΩm, and the
solvability ondition yields
−
(
2iωm
dAm
dT
+ 2iωmγ sin
2(qm/2)Am
)
+ h sin2(qm/2)A
∗
me
iΩmT = 0. (3.10)
Trying a solution of the form Am(T ) = ame
σmT ei
Ωm
2
T
, with σm ∈ R yields
−2iωmσmam + ωmΩmam − 2iωmγ sin2(qm/2)am + h sin2(qm/2)a∗m = 0 ⇒
(ωmΩm)
2 +
(
2ωmγ sin
2(qm/2) + 2ωmσm
)2
= h2 sin4(qm/2) ⇒
σm = −γ sin2(qm/2)±
√
(h sin2(qm/2)/2ωm)2 − (Ωm/2)2. (3.11)
1
The onstraint on the seular terms an be obtained in a wider ontext of linear dierential operator
theorems, as explained briey in setion 4.1 .
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If the linear growth rate σm > 0 the solution will grow, thus the ritial driving amplitude
hm(ωp) is the one for whih the growth rate σm vanishes, expliitly,
hm(ωp) = 2ωmγ
√
1 +
(
Ωm
2γ sin2(qm/2)
)2
= 2ωmγ
√
1 +
(
ωp − ωm
ǫγ sin2(qm/2)
)2
. (3.12)
hm(ωp) is the driving amplitude required to exite the m
th
normal mode, from zero dis-
plaement into parametri osillations with frequeny ωp. Note that it has the familiar
form of a rst instability tongue [19℄, modied by the dispersive orretion sin2(qm/2).
3.1 The Case of Distint Normal Frequenies - A Single
Mode Response
If the spaing between the normal frequenies δωm = ωm − ωm−1 is muh greater than ǫ
one should expet the system to respond like a single degree of freedom. Only the mode
for whih ωp is lose to its normal frequeny is exited. Fig. 3.1 (A) shows ve hm(ωp)
urves in the (h, ωp) plane whih mark the onset of standing waves with a wave number
qm for an array of 5 resonating beams. The urves do not overlap, indiating that in this
array for moderate drives only single modes are exited.
In order to alulate the steady state response, a single mode solution should be sub-
stituted into the equations of motion (2.4)
un = Φm(t) sin(qmn). (3.13)
By taking into aount the nonlinear terms negleted up to this point, the saturation of
Am an be alulated. LC performed suh a alulation and obtained the steady state of
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the single mode solution
un = ǫ
1/22|am| cos(ωpt− ϕ) sin(qmn), with
(3.14a)
h2 =
1
sin4(qm/2)
(
9
4
|am|2 − ωmΩm
)2
+
(
2ωmγ + 6ωmη sin
2(qm/2)|am|2
)2
, and
(3.14b)
ϕ =
1
2
arctan
(
2 sin2(qm/2)γ + 6 sin
4(qm/2)η|am|2
9
4
|am|2 − ωmΩm
ωm
)
.
(3.14)
In Fig. 3.1 (B) and (C) the response of the exited mth mode |am|2 is plotted as a funtion
of the amplitude h for two values of the frequeny detuning Ωm. Solid urves indiate
stable solutions and dashed urves unstable solutions. The nature of the response hanges
signiantly as the detuning is set above a ritial value of Ωc = 16 sin
6(qm/2)ωmγη/3.
For Ωm < Ωc the amplitude of the osillating solution grows ontinuously for h above
threshold h > hm(ωp) and is stable. This is known as a superritial Hopf bifuration [20℄.
On the other hand, a subritial Hopf bifuration is obtained for Ωm > Ωc. An unstable
solution grows below threshold, until it reahes the so-alled saddle-node point, where
the urve of |am|2 as a funtion of h bends around (a turning point), and the solution
beomes stable and an inreasing funtion of h. The stability of the steady state solution
is determined by linearizing the solutions (3.14) about a small perturbation with the same
spatial dependene sin(qmn) (see setion 6.3 bellow). Whether these perturbations deay
or grow determines the stability of the solution. The stability an alternatively be dedued
from a orollary of the fatorization theorem [21℄, whih states that the stability of the
solutions swithes either at turning points or at points at whih two solutions interset. In
both approahes only instabilities towards the growth of perturbations with the same wave
number qm are examined, thus suh a stability analysis is valid only for ases of suiently
14
separated normal frequenies.
3.2 The Case Overlapping Stability Curves
If N is suiently large suh that δωm ≃ ∂ωm∂qm πN ∼ ∆
2
N
∼ ǫ, several modes an be exited
simultaneously for moderate driving amplitudes h ∼ O(1). This situation is illustrated for
N = 100 osillators in Fig. 3.2 whih shows in (A) a set of overlapping instability tongues
hm(ωp) for 64 < m < 81 plotted as a funtion of ωp, and in (B) the values of hm(ωp)
as a funtion of mode number m for a partiular value of ωp = ω73 (dashed line in (A)),
outlining the neutral stability urve below whih the zero-displaement state is stable.
In the limit N → ∞ of very large arrays, the frequeny spetrum beomes essentially
ontinuous and so does the neutral stability urve of Fig. 3.2 (B). The rst mode qc to
emerge when inreasing the driving amplitude from zero will then be the mode whih
minimizes the ontinuous hm(ωp) urve, ourring at a ritial driving amplitude hc. For
a moderate-size system, with a disrete frequeny spetrum, the rst exited mode qm will
be the one whose ritial driving amplitude hm(ωp) is losest to hc. By further inreasing
the driving amplitude, the zero-displaement state beomes unstable to a band of wave
numbers bounded by the neutral stability urve, as indiated by the horizontal line in
Fig. 3.2 (B). One the exited modes start saturating into standing waves they interat
with eah other through the nonlinear terms, potentially yielding ompliated dynamial
behavior, as observed by LC [17℄ in the exat solutions obtained using seular perturbation
theory. The exat solutions however ould only be obtained for small arrays, enabling only
a qualitative understanding of the dynamis of large arrays.
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Figure 3.1: (A) The ve hm(ωp) urves of an array of 5 beams in the (h, ωp) plane are
shown. Inside the region bounded by the mth urve the zero displaement state is unstable
towards the growth of the mth mode. The dashed vertial lines mark two exitations of the
array with frequeny detunings of Ω4 = 0.1 (blue line) and Ω4 = 2 (red line). The ritial
detuning is Ωc = 0.196. (B) For Ω4 < Ωc a superritial bifuration is obtained , (C) while
Ω4 > Ωc yields a subritial bifuration. The parameters used are ∆ = 0.4, η = 0.1 and
ǫγ = 0.001.
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Figure 3.2: (A) A set of overlapping instability tongues hm(ωp) for an array of 100 osil-
lators as funtion of ωp. Modes 64 < m < 81 are plotted, the dashed vertial line indiates
the value of ωp used in B. (B) Neutral stability urve as a funtion of mode number m,
plotted for ωp = ω73. Marks the minimal driving amplitude hm(ωp) required to exite
the mth mode from the zero-displaement state. The horizontal line indiates the band of
unstable modes for a partiular value of h = 2. The parameters used are ∆ = 0.5 and
ǫγ = 0.01.
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Chapter 4
The Response of Large Arrays - The
Amplitude Equation Approah
In order to study arrays with a large number of beams, we adopt an approah usually
applied to ontinuous spatially-extended systems. In suh systems the emergene of modes,
aessible from the unstable band, appear as modulations of the basi pattern determined
by the initial unstable mode qc. These modulations develop slowly over long spatial sales
and thus an be desribed by an envelope funtion of the basi pattern whose dynamis
obeys an appropriate set of amplitude equations [22℄.
4.1 Derivation of The Amplitude Equations
The general form of the amplitude equations an be dedued from symmetry onsider-
ations, but here we wish to derive the equations expliitly and obtain exat expressions
for all the oeients, that an subsequently be tested quantitatively both numerially
and experimentally. We introdue a ontinuous displaement eld u(x, t), keeping in mind
that only for integral values n of the spatial oordinate does it atually orrespond to the
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displaements u(x = n, t) = un(t) of the disrete set of osillators in the array. We also
introdue slow spatial and temporal sales, X = ǫx and T = ǫt, upon whih the dynamis
of the envelope funtion ours, and expand the displaement eld in terms of ǫ,
u = ǫ1/2u(0)(x, t,X, T ) + ǫ3/2u(1)(x, t,X, T ) +O(ǫ5/2). (4.1)
In order to substitute the expansion (4.1) into the equations of motion (2.4) we must
express the temporal and spatial operators in Eq. (2.4) in terms of the new variables T
and X . The time derivative substitution is given by Eq. (3.5). The displaement of the
n± 1 beam is given by
un±1(t) = ǫ
1/2u(0)(x± 1, t, X, T ) +O(ǫ3/2). (4.2)
We insert Eqs. (3.5),(4.1) and (4.2) into (2.4), and ollet terms of the same order of ǫ.
The ǫ1/2 terms yield
Lu(0) = 0, L ≡ ∂2tt +
1
2
∆2
(
e∂x + e−∂x − 2)+ 1, (4.3)
where e∂x is an operator that performs a spatial shift by 1, thus the full spatial operator
in Eq. (4.3) is simply the disrete Laplaian. Eq. (4.3) is solved by setting
u(0)(x, t,X, T ) =
(
A+(X, T )e
−iqpx + A∗−(X, T )e
iqpx
)
eiωpt + c.c. (4.4)
The response to the lowest order of ǫ is therefore expressed in terms of two ounter-
propagating waves with modulated omplex amplitudes A+ and A−. This is a typial
ansatz for parametrially exited systems, though the hoie of the saling of X and T
with ǫ is not. The asterisk and c.c. stand for the omplex onjugate and qp is determined
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by the driving frequeny ωp and the dispersion relation (3.3)
qp = 2 arcsin
√
1− ω2p
2∆2
. (4.5)
In order to obtain the ǫ3/2 order ontribution to the dierent terms in the equations of
motion, we express the O(ǫ3/2) orretion of Eq. (4.2) in terms of u(1) and A± using the
substitution
A±(X + ǫ, T ) ≃ A±(X, T ) + ǫ∂A±(X, T )
∂X
. (4.6)
Using Eqs. (4.2), (4.4) and (4.6) these ontributions are
un±1 :
u(1)(x± 1, t)±
(
∂A+
∂X
e−iqpxe∓iqp +
∂A∗−
∂X
eiqpxe±iqp
)
eiωpt + c.c. ; (4.7a)
un+1 + un−1 − 2un :
u(1)(x+ 1, t) + u(1)(x− 1, t)− 2u(1)(x, t)
+ (e−iqp − eiqp)
(
∂A+
∂X
e−iqpx − ∂A
∗
−
∂X
eiqpx
)
eiωpt + c.c.
= u(1)(x+ 1, t) + u(1)(x− 1, t)− 2u(1)(x, t)
− 2i sin(qp)
(
∂A+
∂X
e−iqpx − ∂A
∗
−
∂X
eiqpx
)
eiωpt + c.c. ; (4.7b)
ǫ(u˙n+1 + u˙n−1 − 2u˙n) :
− 4iωp sin2(qp/2)
(
A+e
−iqpx + A∗−e
iqpx
)
eiωpt + c.c. ; (4.7)
ǫ cos(2ωpt)(un+1 + un−1 − 2un) :
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− 2 sin2(qp/2)
(
A+e
−iqpx + A∗−e
iqpx
)
ei(2ωp+ωp)t
− 2 sin2(qp/2)
(
A∗+e
iqpx + A−e
−iqpx) ei(2ωp−ωp)t + c.c. ; (4.7d)
u3n :
3|A+e−iqpx + A∗−eiqpx|2
(
A+e
−iqpx + A∗−e
iqpx
)
eiωpt +O
(
ei3ωpt, ei3qpx
)
+ c.c.
= 3(|A+|2 + 2|A−|2)A+e−iqpxeiωpt + 3(2|A+|2 + |A−|2)A∗−eiqpxeiωpt
+O
(
ei3ωpt, ei3qpx
)
+ c.c. ; (4.7e)
(un±1 − un)2(u˙n±1 − u˙n) = 1
3
d
dt
(un±1 − un)3 :
1
3
d
dt
(
(A+e
−iqpx(e∓iqp − 1) + A∗−eiqpx(e±iqp − 1))eiωpt + c.c.
)3
=
d
dt
|A+e−iqpx(e∓iqp − 1) + A∗−eiqpx(e±iqp − 1)|2
× (A+e−iqpx(e∓iqp − 1) + A∗−eiqpx(e±iqp − 1)) eiωpt +O(ei3ωpt, ei3qpx) + c.c.
= iωp
[ |e−iqp − 1|2(|A+|2 + |A−|2) + A+A−e−i2qpx(e∓iqp − 1)2
+ A∗+A
∗
−e
i2qpx(e±iqp − 1)2 ] (A+e−iqpx(e∓iqp − 1) + A∗−eiqpx(e±iqp − 1)) eiωpt
+O(ei3ωpt, ei3qpx) + c.c. ; (4.7f)
and
(un+1 − un)2(u˙n+1 − u˙n) + (un−1 − un)2(u˙n−1 − u˙n) :
iωp|e−iqp − 1|2(eiqp + e−iqp − 2)(|A+|2 + 2|A−|2)A+e−iqpxeiωpt
+ iωp|e−iqp − 1|2(eiqp + e−iqp − 2)(2|A+|2 + |A−|2)A∗−eiqpxeiωpt
+O(ei3ωpt, ei3qpx) + c.c.
= −i16ωp sin4(qp/2)
[
(|A+|2 + 2|A−|2)A+e−iqpxeiωpt+ (4.7g)
(2|A+|2 + |A−|2)A∗−eiqpxeiωpt
]
+O(ei3ωpt, ei3qpx) + c.c. ,
where O(ei3ωpt, ei3qpx) are terms proportional to ei3ωpt or ei3qpx whih do not enter the
dynamis at the lowest order of the ǫ expansion. The ǫ3/2 order terms of the equations of
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motion (2.4) therefore yield
Lu(1) = f
=
[
−2iωp
(
∂A+
∂T
e−iqpx +
∂A∗−
∂T
eiqpx
)
+ i sin(qp)∆
2
(
∂A+
∂X
e−iqpx − ∂A
∗
−
∂X
eiqpx
)]
eiωpt
+
[
h
(
A∗+e
iqpx + A−e
−iqpx)− i2ωpγ (A+e−iqpx + A∗−eiqpx)] sin2(qp/2)eiωpt
− (3 + i8ηωp sin4(qp/2)) (|A+|2 + 2|A−|2)A+e−iqpxeiωpt
− (3 + i8ηωp sin4(qp/2)) (2|A+|2 + |A−|2)A∗−eiqpxeiωpt +O(ei3ωpt, ei3qpx) + c.c.
(4.8)
Let us denote by V0 the zero eigenvetors of the self adjoint operator L, namely, e
−i(qpx−ωpt)
and ei(qpx+ωpt) and their omplex onjugates. If u(1) is a solution of Eq. (4.8), then f must
be orthogonal to the zero eigenvetors beause
(f, V0) = (Lu
(1), V0) = (u
(1),LV0) = 0, (4.9)
where (f, g) ∝ ∫ f(x, t)g∗(x, t)dxdt is the inner produt of the L2(C) spae. The Fredholm
alternative theorem [23℄ states that Eq. (4.9) is also a suient ondition for the existene
of a solution u(1) for Eq. (4.8). Thus the solvability ondition of Eq. (4.8) requires that the
oeients of the zero eigenvetor terms at its right hand side must vanish identially. We
therefore obtain two oupled amplitude equations,
∂A+
∂T
+ vg
∂A+
∂X
= −γ sin2(qp/2)A+ − i h
2ωp
sin2(qp/2)A− (4.10a)
−
(
4η sin4(qp/2)− i 3
2ωp
)(|A+|2 + 2|A−|2)A+,
∂A−
∂T
− vg ∂A−
∂X
= −γ sin2(qp/2)A− + i h
2ωp
sin2(qp/2)A+ (4.10b)
−
(
4η sin4(qp/2) + i
3
2ωp
)(
2|A+|2 + |A−|2
)
A−,
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where vg =
∂ω
∂q
= −∆2 sin(qp)
2ωp
is the usual group veloity. Eqs. (4.10) are two oupled omplex
Ginzburg-Landau equations (CGLE) [24℄, similar to the amplitude equations previously
derived for desribing Faraday waves exitations [25, 26℄.
4.2 Linear Stability Analysis of The Zero-Displaement
State
We now wish to reexamine the stability of the zero-displaement state, using the amplitude
equations (4.10) we derived. For small perturbations of the zero displaement state
A± = α±(T )e
−ikX , |α±| ≪ 1, (4.11)
only the linear terms of Eqs. (4.10) are onsidered. Thus we an write the amplitude
equations in a matrix form
∂
∂T

 α+
α−

 =

 ivgk − γ sin2(qp/2) −i h2ωp sin2(qp/2)
i h
2ωp
sin2(qp/2) −ivgk − γ sin2(qp/2)



 α+
α−

 , (4.12)
desribing the dynamis at the onset of modes with a wave number q = qp + ǫk. The
solutions of Eq. (4.12) an be expressed as linear ombinations of two exponents in time,
Beσ+T and Deσ−T , with growth rates σ± determined by the eigenvalues of the matrix in
the right hand side of the equation. These are given by
σ±(h) = −γ sin2(qp/2)±
√
(h sin2(qp/2)/2ωp)2 − (vgk)2. (4.13)
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The ritial amplitude hk(ωp) required to exite osillations with a wave number qp + ǫk is
obtained by setting the larger eigenvetor σ+(hk) = 0, thus
hk(ωp) = 2γωp
√
1 +
(
vgk
γ sin2(qp/2)
)2
. (4.14)
The minimum of hk(ωp), hc = 2γωp, is obtained for k = 0, i.e. the amplitude equations
approah yields an initial instability with a wave number qc = qp. Comparing Eq. (4.14)
with the neutral stability urve Eq. (3.12) obtained by a diret linear stability analysis of
the equations of motion (2.4) reveals the sope of auray of the salings we use.
For
1
N
≪ ǫ, the spetrum of the normal modes an be regarded as being essentially
ontinuous, by replaing qm and ωm by ontinuous variables q and ω related by a ontinuous
dispersion relation (3.3). In this limit, with ωp taken from the normal frequeny band, qc
is determined by the minimum of the ontinuous neutral stability urve Eq. (3.12),
h(ω, ωp) = 2γω
√
1 +
(
ω − ωp
ǫγ sin2(q/2)
)2
. (4.15)
Even though the beams osillate at frequeny ωp, the initial unstable wave number qc is
only approximately qp. We fous on small detunings Ω = 2(ωp − ω)/ǫ ≪ 1 and expand
Eq. (4.15) in Ω,
h(Ω, ωp) = 2γ(ωp − ǫΩ/2)
√
1 +
(
Ω
2γ sin2(q/2)
)2
= 2γ(ωp − ǫΩ/2)
(
1 +
1
2
(
Ω
2γ sin2(q/2)
)2)
+O(Ω4) (4.16)
= 2γωp
(
1− ǫΩ
2ωp
+
1
2
(
Ω
2γ sin2(q/2)
)2)
+O(Ω4, ǫΩ3)
= 2γωp
(
1 +
1
2
(
Ω
2γ sin2(q/2)
− ǫγ sin
2(q/2)
ωp
)2)
− ǫ
2γ3 sin4(q/2)
2ωp
+O(Ω4, ǫΩ3).
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Identifying the frequeny detuning with
ǫΩ/2 = ωp − ω = |vg|(q − qp) = ǫ|vg|k, (4.17)
and omparing Eq. (4.16) with the expansion of Eq. (4.14) in small k reveals that in the
amplitude equation approah the wave number detuning ǫk orresponds to q − qp up to
ǫ2 order orretions. This suggests that the saling we hose for the spatial oordinate
X = ǫx is valid for the emergene of waves with q − qp ≫ ǫ2.
For h = hk(ωp) the two eigenvalues are σ+ = 0 and σ− = −2γ sin2 qp/2, with the
orresponding eigenvetors being
V+ =

 1
eiψ

 and V− =

 1
e−iψ

 , where eiψ ≡ i γ sin2(qp/2)− ivgk√
γ2 sin4(qp/2) + (vgk)2
.
(4.18)
The amplitudes B and D an be expressed in terms of α± by multiplying Eq. (4.12) by
the matrix 
 1 1
eiψ e−iψ


−1
=
i
2 sin(ψ)

 e−iψ −1
−eiψ 1

 (4.19)
from the left. We then obtain that B and D are given by

 B
D

 ≡

 e−iψα+ − α−
−eiψα+ + α−

 , (4.20)
and obey
∂
∂T

 B
D

 = −2γ sin2(qp/2)

 0
D

 , (4.21)
as expeted. At the onset of osillations with a wave number qp+ǫk the linear ombination
25
B beomes unstable while D deays exponentially with a growth rate σ− = −2γ sin2(qp/2),
suggesting that the dynamis lose to the onset of osillations an be well desribed using
a single omplex amplitude. This is what we do in the next setion.
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Chapter 5
Redution to a Single Amplitude
Equation
Motivated by the linear analysis of Eqs. (4.10) preformed in hapter 4.2, we express the
amplitudes A± in terms of B and D,

 A+
A−

 =

 1 1
eiψ e−iψ



 B
D

 . (5.1)
Just above threshold h − hc ≪ hc the D amplitude deays exponentially in time. After
transients that last over periods of order Γ−1 ∼ ǫ−1, the response an therefore be expressed
by the B amplitude only 
 A+
A−

 =

 1
eiψ

B. (5.2)
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B(X, T ) = |B(X, T )|eiϕB(X,T ) represents an envelope of a single standing wave as apparent
from substituting (5.2) bak into (4.4)
u(0)(x, t,X, T ) =
(
B(X, T )e−iqpx + B(X, T )∗ei(qpx−ψ)
)
eiωpt + c.c.
= 2|B(X, T )| (cos (ωpt− qpx+ ϕB) + cos (ωpt+ qpx− ϕB − ψ))
= 4|B(X, T )| cos(ωpt− ψ/2) cos(qpx− ϕB(X, T )− ψ/2). (5.3)
ψ/2 is the temporal phase relative to the drive.
This redution of the desription of the dynamis to a single amplitude B is similar to
the proedure introdued by Rieke [27℄ for desribing the onset of Faraday waves. It is
typial of parametri driving, whih exites a single standing wave at threshold.
5.1 Saling of A± Just Above Threshold
We dene a redued driving amplitude g by letting
(h− hc)/hc ≡ gδ, δ ≪ 1. (5.4)
In order to obtain an equation, desribing the relevant slow dynamis of the new amplitude
B, we need to selet the proper saling of the original amplitudes A±, as well as their spatial
and temporal variables, with respet to the new small parameter δ.
If the oeient of nonlinear dissipation η is of order of one, it is apparent from the
original amplitude equations (4.10) that the ubi terms saturate the growth of the am-
plitudes A±. However, it is physially realisti to assume that η is small. Therefore a
quinti term must enter in order to saturate the growth of the amplitudes A±. This an
be ahieved by dening the small parameter δ with respet to the oeient of nonlinear
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dissipation, letting
η = δ1/2η0, η0 ∼ O(1), (5.5)
and taking the amplitudes to be of order δ1/4.
It is apparent from Eq. (4.13) for the linear growth rates that with a drive amplitude
that sales like δ the growth rate of the amplitude B sales like δ as well. The bandwidth
of unstable wave numbers sales as δ1/2, as obtained by Eq. (4.14). The new temporal and
spatial sales are therefore dened by τ = δT and ξ = δ1/2X respetively, and we nally
make the ansatz that

 A+
A−

 = δ1/4

 1
i

B(ξ, τ) + δ3/4

 w(1)(X, T, ξ, τ)
v(1)(X, T, ξ, τ)

+ δ5/4

 w(2)(X, T, ξ, τ)
v(2)(X, T, ξ, τ)

 .
(5.6)
The phase eiψ dened by (4.18) to the lowest order of δ is i, beause the band of unstable
wave numbers k sales like δ1/2.
5.2 Derivation of The B Amplitude Equation
The amplitude equation for B(ξ, τ) is derived by one again using the multiple sales
method. We substitute Eqs. (5.4), (5.5) and the ansatz (5.6) into the original amplitude
equations (4.10), and ollet terms of the same order of δ. The δ1/4 order terms satisfy
Eqs. (4.10) trivially, due to the fat that the δ1/4 order terms in the ansatz (5.6) were
hosen aording to the linear stability analysis of Eqs. (4.10) performed in setion 4.2.
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In order to obtain the higher order terms in δ we perform the following alulations
|A+|2 = δ1/2|B|2 + δ(Bw(1)∗ +B∗w(1)) ;
|A−|2 = δ1/2|B|2 + δ(iBv(1)∗ − iB∗v(1)) ;
|A+|2A+ = δ3/4|B|2B + δ5/4(B2w(1)∗ + 2|B|2w(1)) ;
|A−|2A+ = δ3/4|B|2B + δ5/4(iB2v(1)∗ − i|B|2v(1) + |B|2w(1)) ;
|A+|2A− = δ3/4|B|2iB + δ5/4(iB2w(1)∗ + i|B|2w(1) + |B|2v(1)) ;
|A−|2A− = δ3/4|B|2iB + δ5/4(−B2v(1)∗ + 2|B|2v(1)) ;
∂A+
∂T
= δ3/4
∂w(1)
∂T
+ δ5/4
∂w(2)
∂T
+ δ5/4
∂B
∂τ
;
∂A−
∂T
= δ3/4
∂v(1)
∂T
+ δ5/4
∂v(2)
∂T
+ δ5/4i
∂B
∂τ
;
∂A+
∂X
= δ3/4
∂w(1)
∂X
+ δ3/4
∂B
∂ξ
+ δ5/4
∂w(2)
∂X
+ δ5/4
∂w(1)
∂ξ
;
∂A−
∂X
= δ3/4
∂v(1)
∂X
+ δ3/4i
∂B
∂ξ
+ δ5/4
∂v(2)
∂X
+ δ5/4
∂v(1)
∂ξ
.
(5.7)
Colleting all the δ3/4 order terms of Eqs. (4.10) yields
O

 w(1)
v(1)

 = (−vg ∂B
∂ξ
+ i
9
2ωp
|B|2B
) 1
−i

 , (5.8)
where O is a linear operator given by
O ≡

 ∂T + vg∂X + γ sin2(qp/2) iγ sin2(qp/2)
−iγ sin2(qp/2) ∂T − vg∂X + γ sin2(qp/2)

 . (5.9)
There is no solvability ondition sine the right hand side of Eq. (5.8) is automatially
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orthogonal to the zero eigenvalue of O,
(
1
i
)
. The solution of Eq. (5.8) is given by

 w(1)
v(1)

 = 1
2γ sin2(qp/2)
(
−vg ∂B
∂ξ
+ i
9
2ωp
|B|2B
) 1
−i

 . (5.10)
We plug Eq. (5.10) bak into Eqs. (4.10) using Eqs. (5.7), ollet all the terms with δ5/4
and obtain
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[
∂T + vg∂X + γ sin
2(qp/2)
]
w(2) + iγ sin2(qp/2)v
(2)
= −∂B
∂τ
− vg ∂w
(1)
∂ξ
+ γ sin2(qp/2)gB − 12η0 sin4(qp/2)|B|2B
+i
3
2ωp
(
B2w(1)
∗
+ 2|B|2w(1) + 2iB2v(1)∗ − 2i|B|2v(1) + 2|B|2w(1)
)
= −∂B
∂τ
− vg
γ sin2(qp/2)
∂
∂ξ
(−vg
2
∂B
∂ξ
+ i
9
4ωp
|B|2B
)
+ γ sin2(qp/2)gB − 12η0 sin4(qp/2)|B|2B
+i
3
2γ sin2(qp/2)ωp
[
B2
(−vg
2
∂B∗
∂ξ
− i 9
4ωp
|B|2B∗
)
+ 4|B|2
(−vg
2
∂B
∂ξ
+ i
9
4ωp
|B|2B
)
+2iB2
(
−ivg
2
∂B∗
∂ξ
+
9
4ωp
|B|2B∗
)
− 2i|B|2
(
i
vg
2
∂B
∂ξ
+
9
4ωp
|B|2B
) ]
= −∂B
∂τ
+
v2g
2γ sin2(qp/2)
∂2B
∂ξ2
− i 9vg
4ωpγ sin
2(qp/2)
(
2|B|2∂B
∂ξ
+B2
∂B∗
∂ξ
)
+ γ sin2(qp/2)gB
−12η0 sin4(qp/2)|B|2B + i vg
ωpγ sin
2(qp/2)
(
−3 + 3
2
)
|B|2∂B
∂ξ
+i
vg
ωpγ sin
2(qp/2)
(
−3
4
+
3
2
)
B2
∂B∗
∂ξ
+
1
ω2pγ sin
2(qp/2)
(
27
8
− 27
2
− 27
4
+
27
4
)
|B|4B
= −∂B
∂τ
+
v2g
2γ sin2(qp/2)
∂2B
∂ξ2
+ γ sin2(qp/2)gB − 12η0 sin4(qp/2)|B|2B
−i 3vg
2ωpγ sin
2(qp/2)
(
4|B|2∂B
∂ξ
+B2
∂B∗
∂ξ
)
− 81
8ω2pγ sin
2(qp/2)
|B|4B, (5.11a)
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and
[
∂T − vg∂X + γ sin2(qp/2)
]
v(2) − iγ sin2(qp/2)w(2)
= −i∂B
∂τ
+ vg
∂v(1)
∂ξ
+ γ sin2(qp/2)giB − 12η0 sin4(qp/2)|B|2iB
−i 3
2ωp
(
2iB2w(1)
∗
+ 2i|B|2w(1) + 2|B|2v(1) −B2v(1)∗ + 2|B|2v(1)
)
= −i∂B
∂τ
− ivg ∂w
(1)
∂ξ
+ γ sin2(qp/2)giB − 12η0 sin4(qp/2)|B|2iB
−i 3
2ωp
(
2B2v(1)
∗ − 2|B|2v(1) − 4|B|2iw(1) − iB2w(1)∗
)
= i
[
−∂B
∂τ
− vg ∂w
(1)
∂ξ
+ γ sin2(qp/2)gB − 12η0 sin4(qp/2)|B|2B
−i 3
2ωp
(
−2iB2v(1)∗ + 2i|B|2v(1) − 4|B|2w(1) − B2w(1)∗
) ]
= i
[
−∂B
∂τ
+
v2g
2γ sin2(qp/2)
∂2B
∂ξ2
+ γ sin2(qp/2)gB − 12η0 sin4(qp/2)|B|2B
−i 3vg
2ωpγ sin
2(qp/2)
(
4|B|2∂B
∂ξ
+B2
∂B∗
∂ξ
)
− 81
8ω2pγ sin
2(qp/2)
|B|4B
]
. (5.11b)
In matrix form, these equations beome
O

 w(2)
v(2)

 =
[
−∂B
∂τ
+
v2g
2γ sin2(qp/2)
∂2B
∂ξ2
+ γ sin2(qp/2)gB − 12η0 sin4(qp/2)|B|2B
+i
3(−vg)
2ωpγ sin
2(qp/2)
(
4|B|2∂B
∂ξ
+B2
∂B∗
∂ξ
)
− 81
8ω2pγ sin
2(qp/2)
|B|4B
] 1
i

 . (5.12)
The solvability ondition of Eq. (5.12) determines the amplitude equation for B. Again,
the Fredholm alternative theorem states that the zero eigenvalue of the operator O,
(
1
i
)
,
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must be orthogonal to the right hand side of the equation. Therefore, B must satisfy
∂B
∂τ
= γ sin2(qp/2)gB +
v2g
2γ sin2(qp/2)
∂2B
∂ξ2
− 12η0 sin4(qp/2)|B|2B
+ i
3|vg|
2ωpγ sin
2(qp/2)
(
4|B|2∂B
∂ξ
+B2
∂B∗
∂ξ
)
− 81
8ω2pγ sin
2(qp/2)
|B|4B. (5.13)
After applying one last set of resaling transformations,
τ → 9
32
1
ω2pη
2
0γ sin
10 (qp/2)
τ, ξ → 3
8
|vg|
ωpη0γ sin
6 (qp/2)
ξ,
|B|2 → 16
27
ω2pη0γ sin
6 (qp/2) |B|2, and g → 32
9
ω2pη
2
0 sin
8 (qp/2) g,
(5.14)
we end up with an amplitude equation governed by a single parameter,
∂B
∂τ
= gB +
∂2B
∂ξ2
+ i
2
3
(
4|B|2∂B
∂ξ
+B2
∂B∗
∂ξ
)
− 2|B|2B − |B|4B. (5.15)
This amplitude equation whih aptures the slow dynamis of the oupled osillators just
above the onset of the parametri osillations, is our entral result. It is a variant of the
CGLE [24℄, supplemented with the unommon nonlinear gradient terms. Brand et. al. [28
30℄ studied similar equations that appear in the theory of binary uid mixtures. However in
their work all the terms in Eq. (5.15) had omplex oeients, yielding loalized solutions
on whih the inuene of the nonlinear gradients was studied. Here we fous on extended
solutions and show that the nonlinear gradient terms yield the wave number detunings of
single mode solutions that, as far as we are aware of, were previously introdued by hand.
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Chapter 6
Single Mode Osillations
6.1 Single Mode Solution of The Amplitude Equation
One we have obtained the amplitude equation (5.15) it an be used to study a variety
of dynamial solutions, ranging from simple single-mode to more ompliated nonlinear
extended solutions, or possibly even loalized solutions. Here we fous on the regime of
small redued amplitude g and look upon the saturation of single-mode solutions of the
form
B = bke
−ikξ, with bk = |bk|eiϕ, (6.1)
orresponding to a standing wave, determined by Eq. (5.3) to be
u0 = 4|bk| cos(ωpt− π/4) cos(qx− π/4− ϕ). (6.2)
The shifted wave number q is given by
q = qp +
8
3
ωpη0γ sin
6 (qp/2)
|vg| ǫ
√
δk. (6.3)
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The original boundary onditions u(0, t) = u(N + 1, t) = 0 impose ϕ = π/4 and require
that the wave numbers q be quantized aording to Eq. (3.1).
We substitute (6.1) into the amplitude equation (5.15) and obtain
∂bk
∂τ
=
(
g − k2) bk + 2(k − 1)|bk|2bk − |bk|4bk. (6.4)
From the linear terms in Eq. (6.4) we nd, as expeted, that for g > k2 the zero-
displaement solution is unstable to small perturbations of the form of (6.1), dening
the paraboli neutral stability urve, shown as a dashed line in Fig. 6.2. The nonlinear
gradients and the ubi term take the simple form 2(k − 1)|bk|2bk. For k < 1 these terms
immediately at to saturate the growth of the amplitude assisted by the quinti term.
Standing waves therefore bifurate superritially from the zero-displaement state. For
k > 1 the ubi terms at to inrease the growth of the amplitude, and saturation is
ahieved only by the quinti term. Standing waves therefore bifurate subritially from
the zero-displaement state. It should be noted that similar wave-number dependent bifur-
ations were also predited and observed numerially in Faraday waves [26,31,32℄, though
in these works the wave number detuning k was introdued a priori and was not obtained
diretly from the amplitude equations. Here the detuning is a diret onsequene of the
nonlinear gradient terms in Eq. (5.15), and is expliitly related to the physial parameters
of the system.
The saturated amplitude |bk|, obtained by setting Eq. (6.4) to zero, is given by
|bk|2 = (k − 1)±
√
(k − 1)2 + (g − k2). (6.5)
In Fig. 6.1 we plot |bk|2 as a funtion of g for two values of k. The solid (dashed) lines
are stable (unstable) states. For k < 1 only the positive square root branh of Eq. (6.5) is
obtained, and the amplitude of osillations inreases ontinuously from zero for g > k2. A
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subritial bifuration is obtained for k > 1, the negative square root branh is obtained
in addition to the positive branh for redued driving amplitudes ranging from k2 down to
the saddle-node point given by
gsn = 2k − 1. (6.6)
Sine two stable solutions are obtained in this range of redued driving amplitudes for
subritial bifurations, the system exhibits hysteresis for quasistati driving amplitude
sweeps. Quasistati sweeps mean that the hange in the driving amplitude is muh slower
than the time required for transients to fade so that a steady-state is obtained between
eah hange of the driving amplitude.
6.2 Comparison With The Exat Form of Single Mode
Solutions
We now wish to ompare the exat form of single mode solutions (3.14), obtained by Lifshitz
and Cross, with the solutions obtained in the previous setion. In the limit of driving
amplitudes just above threshold and η ≪ 1, the exat amplitudes of osillations (3.14b)
orrespond to Eq. (6.5). The exited mode m is the mode whih minimizes hm(ωp), and its
wave number qm and frequeny ωm are identied (up to O(
1
N
) orretions) with qp and ωp
respetively. The frequeny detuning Ωm orresponds to ǫ
√
δvgk, with Ωc equivalent to k =
1. This implies that for a truly ontinuous extended system the standing waves will always
bifurate superritially with a wave number qp as long as g is inreased quasistatially from
zero. It is the disreteness of the normal modes whih provides the detuning parameter
essential for a subritial bifuration for a quasistati inrease of the driving amplitude. In
Fig. 6.1 (B) we ompare two exat single mode solutions alulated by Eq. (3.14b) with
the solution of Eq. (6.5) for k = 1.55. It is demonstrated that the agreement between the
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Figure 6.1: The amplitude of osillations of the single mode state |bk|2 plotted as a funtion
of the redued driving amplitude g for two values of k. Solid and dashed blak lines are the
positive and negative square root branhes of the alulated response in (6.5), the latter
learly unstable. (A) k = 0.9 yields a superritial bifuration from the zero displaement
state into the single mode state with a ontinuously inreasing amplitude. (B) For k = 1.55
a subritial bifuration ours at g = k2. Colored lines mark the single mode solutions
alulated by Eq. (3.14b) for ǫ = 0.01 (blue lines) and ǫ = 0.001 (green line). Both solutions
are alulated for δ = 0.01 and the rest of the parameters are hosen to yield k = 1.55. A
good agreement with Eq. (6.5) is veried for ǫ≪√δ.
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amplitude equation approah solution and the exat solution is better for smaller ǫ/
√
δ, as
disussed in setion 4.2.
For frequeny detunings and amplitudes of osillations of order ǫ
√
δ, the phase obtained
from Eq. (3.14) is ϕ = π/4 + O(ǫ
√
δ), in agreement with the phase obtained from the
amplitude equation.
6.3 Seondary Instabilities
We study seondary instabilities of the single mode solutions by performing a linear stability
analysis of the solution (6.1). We substitute
B = bke
−ikξ +
(
β+e
−i(k+Q)ξ + β∗−e
−i(k−Q)ξ) , (6.7)
with |β±| ≪ 1, into the amplitude equation (5.15) and linearize in β±. Sine the amplitude
equation (5.15) is invariant under phase transformations B → Be−iϕ, the stability of the
single mode solution annot depend on the phase of bk. We therefore assume that bk is
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real, and linearize the following terms of Eq. (5.15)
|B|2 → b2k + bk
(
(β+ + β−)e
−iQξ + (β∗+ + β
∗
−)e
iQξ
)
;
B2 → e−i2kξ (b2k + bk (2β+e−iQξ + 2β∗−eiQξ)) ;
|B|4 → b4k + b3k
(
2(β+ + β−)e
−iQξ + 2(β∗+ + β
∗
−)e
iQξ
)
;
|B|2B → e−ikξ (b3k + b2k ((2β+ + β−)e−iQξ + (β∗+ + 2β∗−)eiQξ)) ;
|B|4B → e−ikξ (b5k + b4k ((3β+ + 2β−)e−iQξ + (2β∗+ + 3β∗−)eiQξ)) ;
∂B
∂ξ
→ e−ikξ (−ikbk − i(k +Q)β+e−iQξ − i(k −Q)β∗−eiQξ) ;
|B|2∂B
∂ξ
→ e−ikξ (−ikb3k − ib2k (((2k +Q)β+ + kβ−)e−iQξ + (kβ∗+ + (2k −Q)β∗−)eiQξ)) ;
∂B∗
∂ξ
→ eikξ (ikbk + i(k +Q)β∗+eiQξ + i(k −Q)β−e−iQξ) ;
B2
∂B∗
∂ξ
→ e−ikξ (ikb3k + ib2k ((2kβ+ + (k −Q)β−)e−iQξ + ((k +Q)β∗+ + 2kβ∗−)eiQξ)) .
(6.8)
The terms of order one of the equation obtained from the linearization of Eq. (5.15) reover
the same Eq. (6.4) for bk. The terms with spatial dependene of e
−iQξ
must satisfy
∂β+
∂τ
= gβ+ − (k +Q)2β+ + 2
3
b2k
(
4 ((2k +Q)β+ + kβ−)− 2kβ+ − (k −Q)β−
)
− 2(2β+ + β−)b2k − (3β+ + 2β−)b4k
=
[
g − (k +Q)2 + b2k(4(k − 1)− 3b2k + 8Q/3)
]
β+ + 2b
2
k
[
k − 1− b2k +Q/3
]
β−.
(6.9)
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The terms with spatial dependene of eiQξ similarly obey
∂β−
∂τ
= gβ− − (k −Q)2β− + 2
3
b2k
(
4(kβ+ + (2k −Q)β−)− (k +Q)β+ − 2kβ−
)
− 2(β+ + 2β−)b2k − (2β+ + 3β−)b4k
=
[
g − (k −Q)2 + b2k(4(k − 1)− 3b2k − 8Q/3)
]
β− + 2b
2
k
[
k − 1− b2k −Q/3
]
β+.
(6.10)
Using Eq. (6.5) we nd that (for ∂bk/∂τ = 0)
g − k2 + 4(k − 1)b2k − 3b4k = 2b2k(k − 1− b2k), (6.11)
and write Eqs. (6.9) and (6.10) in matrix form as
∂
∂τ

 β+
β−

 = M

 β+
β−

 , where (6.12)
M ≡

 2b2k(k − 1− b2k)−Q2 − 2Q(k − 4b2k/3) 2b2k(k − 1− b2k +Q/3)
2b2k(k − 1− b2k −Q/3) 2b2k(k − 1− b2k)−Q2 + 2Q(k − 4b2k/3)

 .
We express the eigenvalues of the matrix M using its trae trM and its determinant |M|,
σ± =
trM
2
±
√(
trM
2
)2
− |M |. (6.13)
The single mode solution (6.1) is a stable solution only if all wave numbers Q yield negative
eigenvalues for M , obtained for trM < 0 and |M | > 0. A negative trae of the matrix M
is obtained for all wave numbers Q if
b2k > k − 1 and b2k > 0. (6.14)
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Thus the negative square root branh in (6.5) obtained for subritial bifurations k > 1,
is onrmed to be always unstable. The stability of the positive square root is determined
by the onstraint on the determinant of M ,
|M | = (2b2k(k − 1− b2k)−Q2)2 − 4Q2(k − 4b2k/3)2 − 4b4k(k − 1− b2k)2 + 4b4kQ2/9
= Q4 − 4Q2b2k(k − 1− b2k)− 4Q2(k2 − 8b2kk/3 + 16b4k/9) + 4b4kQ2/9
=
8
3
Q2
(
3
8
Q2 − b4k +
5k + 3
2
b2k −
3
2
k2
)
> 0. (6.15)
In order to obtain stable single modes, this inequality should be satised for all wave
numbers Q > 0 1. Thus the inequality (6.15) an be replaed with
b4k −
5k + 3
2
b2k +
3
2
k2 <
3
8
Q2min, (6.16)
where
Qmin ≡ 3|vg|
8ωpη0γ sin
6(qp/2)ǫ
√
δ
π
N + 1
(6.17)
is the mode to mode separation in our resaled units. Stable single mode osillations
therefore must have amplitudes obeying
b2k > 0 for k < 1, (6.18a)
b2k > k − 1 for k > 1, (6.18b)
b2k >
5k + 3
4
−
√(
5k + 3
4
)2
− 3
2
k2 +
3
8
Q2min, and (6.18)
1
Perturbations with the same wave number as of the single mode, orresponding to Q = 0, deay as long
as inequality (6.14) holds. This onrms the stability of the single mode solution towards perturbations
with the same wave number mentioned in hapter 3.1. Sine Q = 0 is a degenerate ase of the ansatz (6.7),
we an take β
−
= 0 and onsider only the sign of k− 1− b2k, as apparent from Eq. (6.9). The single mode
solution is therefore stable for the positive square root branh of Eq. (6.5) (b2k > k − 1), and unstable for
the negative branh (b2k < k − 1).
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b2k <
5k + 3
4
+
√(
5k + 3
4
)2
− 3
2
k2 +
3
8
Q2min. (6.18d)
The right hand side of inequality (6.18d) bounds the amplitude of stable single mode
osillations from above. The lower bound of the stable amplitudes is determined by either
one of the inequalities (6.18a)-(6.18), depending on values of k and Qmin. For k < 1 the
right hand side of inequality (6.18) determines the lower bound if
5k + 3
4
−
√(
5k + 3
4
)2
− 3
2
k2 +
3
8
Q2min > 0
⇔ 3
2
k2 >
3
8
Q2min
⇔ |k| > Qmin
2
, (6.19)
while for k > 1 the ondition states
5k + 3
4
−
√(
5k + 3
4
)2
− 3
2
k2 +
3
8
Q2min > k − 1
⇔ (k − 1)2 − 1
2
(5k + 3)(k − 1) + 3
2
k2 − 3
8
Q2min > 0
⇔ −(k − 1)
(
3
2
k +
5
2
)
+
3
2
k2 − 3
8
Q2min > 0
⇔ 1 < k < 5
2
− 3
2
(
Qmin
2
)2
.
(6.20)
In the experimental sheme we fous on (see hapter 7) the bifuration from the zero dis-
plaement state to single mode osillations always our for |k| < Qmin/2. The stability of
the single mode osillations is therefore bounded from below by (6.18a) and (6.18b). Using
Eq. (6.5) we an write the boundaries of stable single mode osillations as a funtion of the
redued driving amplitude g and k. The lower bounds determined by inequalities (6.18a)
43
and (6.18b) then take the simple form
g = k2 and g = 2k − 1 (6.21)
respetively. We thus obtain that for a superritial (subritial) bifuration, the positive
square root branh of Eq. (6.5) is stable for redued driving amplitudes g just above the
neutral stability (saddle-node) point. In Fig. 6.2 we show the stability boundaries of single
mode osillations in the (g, k) plane, desribing the so-alled stability balloon [22℄ of the
single mode state. The solid blak urve is the stability balloon obtained for a partiular
set of parameters, suh that Qmin/2 > 1, and thus it is bounded from bellow by Eqs. (6.21).
Outside the urve the osillations undergo instabilities with Q = Qmin. In the limit of very
large arrays Qmin → 0, thus the single-mode state is unstable towards perturbations with
Q→ 0, typial of Ekhaus [33℄ instabilities in extended systems. In this limit the stability
balloon shrinks to the blue urve in Fig.6.2.
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Figure 6.2: Stability boundaries of the single-mode solution of the amplitude equa-
tion (5.15) in the g vs. k plane. Dashed line: neutral stability boundary g = k2. Solid
lines: stability boundary of the single-mode solution (6.1) as obtained by Eqs. (6.18) for
a ontinuous spetrum (blue urve) and for N = 92 with the same parameters given in
setion 7.1 (blak urve). Green line: saddle node point for the subritial bifuration
gsn = 2k − 1 whih oinides with the disrete stability boundary for k > 1.
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Chapter 7
Numerial Simulations of Possible
Experiments
The purpose of our numerial work is twofold: to test our analytial preditions and to
simulate possible experiments that may verify our results. The equations of motion (2.4) are
integrated numerially using the fourth-order Runge-Kutta method. Most of our numerial
simulations mimi an experiment in whih the a omponent H is inreased quasistatially
from zero, until moderate osillations are obtained, and then swept bak to zero. This is
done by xing the parameters Γ, ∆, ωp, η and the number of osillators in the array N ,
and sanning the values of H . Starting with driving amplitudes lower than the threshold
2ǫγωp/∆
2
, the initial onditions are taken to be those of the zero-displaement state un(t =
0) = u˙n(t = 0) = 0 for all n, superimposed with small random noise. The displaements of
the beams un(t) develop in time aording to the equations of motion (2.4). One a steady
state is obtained, the time average of the squared amplitude of eah beam is alulated.
The driving amplitude H is then inreased, and the equations are integrated for the new
H , using the displaements and veloities of the beams just before H was inreased as the
new initial onditions. Again a small random noise is added to the initial onditions in
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order to prevent the system from staying on an unstable solution of the equations, solutions
whih are not aessible in experiment. By repeating this proedure for inreasing drives,
the amplitude of osillations as a funtion of the driving amplitude is obtained, and by
swithing to dereasing sweeps of H after the array is exited, the hystereti harater of
subritial bifurations an be observed.
We test numerially our two main preditions of the amplitude equation (5.15): the
existene of a wave-number dependent bifuration and the stability boundaries of single
mode osillations.
7.1 Wave-Number Dependent Bifuration
The rst mode to emerge when inreasing the driving amplitude from H = 0 is the mode
whih minimizes Eq. (3.12), whose wave number qm is the losest to qp among the spetrum
of vibrational modes. In order to obtain the inuene of the wave number detuning k on
the type of bifuration from a zero-displaement state to single-mode osillations, the
experimenter must have a way to ontrol qm. By hanging the number of osillators N
in the array, the spetrum of vibrational modes an be modied, yielding dierent wave
number detunings for the same driving frequeny ωp. Sine qm and qp an dier by up to
π/(N + 1), |k| is bounded from above by
|k| < Qmin
2
, (7.1)
where Qmin is given by Eq. (6.17). In the limit of vary large arrays N →∞, qm → qp and
the bifurations are always superritial
1
. Thus if one wants to prevent hysteresis eets in
an experiment, large arrays should be onsidered. The weaker the dissipation of the system,
the larger the array should be. For smaller arrays suh that Qmin & 2, either superritial
1
More aurately qm → qp +O(ǫ2), as explained in setion 4.1
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bifurations (k < 1) or subritial bifurations (k > 1) an be obtained, depending on the
spei values of ωp and ∆.
Our analytial treatment is valid for ǫ, δ ≪ 1 and N ≫ 1. We therefore hoose to
integrate arrays of about 100 osillators with dissipation oeients Γ = 0.01 and η = 0.1,
orresponding to ǫ = 0.01 and δ = 0.01 respetively. Setting the d omponent to ∆2 =
0.25, ensures that the spetrum of vibrational modes satisfy Qmin ≃ 2, and thus both types
of bifurations an be obtained, depending on the number of osillators in the array. We
hoose the driving frequeny
ωp =
√
1− 2∆2 sin2(q73/2) = 0.767445 . . . , (7.2)
to obtain qm = qp for an array of N = 100 osillators and a mode number m = 73.
We numerially integrate the equations of motion (2.4) with the above parameters for
arrays with N = 100, N = 98 and N = 92, orresponding to wave number detunings of
k = 0, k ≃ −0.81 and k ≃ 1.55 respetively. For eah array the senario of inreasing
sweeps of the drive H followed by dereasing sweeps as desribed above is performed. For
eah driving amplitude, the Fourier omponents of the steady-state solution are omputed
to verify that only single modes are found, suggesting that in this regime of parameters
only these states are stable. In Fig. 7.1 we plot |bk|2 as a funtion of the redued driving
amplitude g for the three wave number shifts k. The symbols are the numerially omputed
Fourier omponents, blue x marks are alulated for inreasing driving amplitude sweeps
and red irles are alulated for dereasing sweeps, showing lear hysteresis for k > 1.
The solid (dashed) lines are the stable (unstable) solutions of Eq. (6.5). The disagreement
between the analyti urves and the numeri integration lies within the sope of auray
that the amplitude equations approah as disussed previously (g for instane is determined
up to O( ǫ√
δ
) ∼ 0.1).
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In experiment it might be easier to ontrol k by hanging the d omponent of the
potential dierene between the beams, thus hanging qp rather than qm. In Fig. 7.2 we plot
the response of an array of N = 100 osillators for two dierent d omponents, ∆ = 0.491
and ∆ = 0.5015. The values of all other parameters are as given above. Changing the
d omponent of the potential dierene might however hange other parameters of the
array, suh as the dissipation oeients (see hapter 1) or the oeient of the ubi
elasti restoring fore [8℄. In addition, a hange of qp involves a hange in the salings
performed in our analyti treatment. Thus, for the sake of simpliity we have onentrated
on ontrolling k by hanging the number of osillators N , but in experiment this will be
diult to do.
7.2 Seondary Bifurations
The linear stability analysis of the standing wave state performed in setion 6.3 predits
a transition to a new standing wave with a wave-number shift of a multiple of π/(N + 1)
one the driving amplitude is inreased and has rossed the upper bound of the stability
balloon. Sine the upper bound monotonially inreases with k, the new wave number
will always be larger. A sequene of three transitions, obtained numerially, is shown in
Fig. 7.3, superimposed with our theoretial preditions. The sequene of transitions is
also skethed for omparison within the stability balloon in Fig. 7.4. All wave-number
shifts obtained numerially are of π/(N +1). Seondary instabilities are therefore another
senario for the experimental observation of hysteresis as a funtion of the applied driving
amplitude. One a transition has ourred, the system will return to its original state only
when reduing the driving amplitude below the saddle node point.
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Figure 7.1: Response of the osillator array plotted as a funtion of redued amplitude g
for three dierent wave number shifts determined by xing the number of osillators N .
(A) k ≃ −0.81 obtained for N = 92, (B) k = 0 obtained for N = 100, and (C) k ≃ 1.55
obtained for N = 98. Solid and dashed lines are the positive and negative square root
branhes of the alulated response in (6.5), the latter learly unstable. The symbols are
numerial values obtained by numerial integration of the equations of motion (2.4). Blue
x-marks indiate solutions obtained for inreasing sweeps of g, while red irles are for
dereasing sweeps. The urves in (A) and (B) show a superritial bifuration, while that
of (C) exhibits a subritial bifuration with lear hysteresis. The values of the parameters
of the array are ∆ = 0.5, ωp = 0.767445, ǫγ = 0.01 and η = 0.1.
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Figure 7.2: Response of an array of N = 100 osillators plotted as a funtion of redued
amplitude g for two wave-number shifts determined by hanging the d omponent of the
potential dierene between the beams. (A) k ≃ −0.84 obtained for ∆ = 0.4991 bifurates
superritially, and (B) k ≃ 1.44 obtained for ∆ = 0.5015 bifurates subritially. All
other parameters are set to the same values given in Fig. 7.1.
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Figure 7.3: A sequene of seondary instabilities following the initial onset of single-
mode osillations in an array of 92 beams and the same parameters given in Fig. 7.1
plotted as a funtion of the redued driving amplitude g. Solid (dashed) lines are stable
(unstable) solutions dened by (6.5), for k = −0.81, k = 2.90 and k = 6.60 orresponding
to the rst wave number to emerge and two shifts of the wave number by Qmin and 2Qmin
respetively. Numerial integration of the equations of motion (2.4) for an upward sweep
of g (blue x-marks), followed by a downward sweep (red irles) exhibits a strong hysteresis
and onrms the theoretial preditions for the stability of the single mode osillations as
illustrated in Fig. 7.4.
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Figure 7.4: The stability balloon given in Fig. 6.2 superimposed with vertial and hor-
izontal arrows that mark the seondary instability transitions shown in Fig. 7.3. Eah
transition shifts the wave-number detuning k by Qmin.
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Conlusions
We derived amplitude equations (4.10) desribing the response of large arrays of nonlinear
oupled osillators to parametri exitation, diretly from the equations of motion yielding
exat expressions for all the oeients. The dynamis at the onset of osillations was
studied by reduing these two oupled equations into a single saled equation governed
by a single ontrol parameter. Single mode standing waves were found to be the initial
states that develop just above threshold, typial of parametri exitation. The single mode
osillations bifurate from the zero-displaement state either superritially or subritially,
depending on the wave number of the osillations. The wave number dependene originates
in the nonlinear gradient terms of the amplitude equation, whih were usually disregarded
in the past by others in the analysis of parametri osillations above threshold. We also
examined the stability of single mode osillations, prediting a transition of the initial
standing wave state to a new standing wave with a larger wave number as the driving
amplitude is inreased.
In this work we showed that interesting response of oupled nonlinear osillators ex-
ited parametrially an also be obtained for quasistati driving amplitude sweeps, rather
than frequeny sweeps usually preformed in experiments. We proposed and numerially
demonstrated two experimental shemes for observing our preditions, hoping to draw
more attention of experimenters to the dynamis produed by driving amplitude sweeps.
The results obtained by the numerial integration of the equations of motion agree
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with our analysis, supporting the validity of the amplitude equation (5.15). We therefore
believe that the amplitude equations we derived an serve as a good starting point for
studying other possible states of the system. One partiular interesting dynamial behavior
that an be onsidered is that of loalized modes, often observed in arrays of oupled
nonlinear osillators and in other nonlinear systems as well. The onditions for obtaining
suh modes and their dynamial properties ould be studied by looking for loalized states
of the amplitude equations. Another interesting aspet that an be addressed using the
amplitude equations we derived is the response of the array to fast (rather than quasistati)
driving amplitude sweeps, whih should lead to more ompliated nonlinear response as
observed by LC in their work.
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