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SUMMARY 
c: 
l'hqd,chree grid point resequencing aJgorithrnda,~no& of ten run by NASTRAN 
users are compared for their ability to'yqduce matrix root-mean-sqd~re (ms) 
wavefront, which is the most critical pakZtmeter in determining matrix decompo- 
sition time in NASTFAN. The three algorithms are Cuthill-McKee (CM), Gibbs- 
Poolc-Stockmeyer (GPS), and Levy. The firsr two (CM and GPS) are in the BANDIT 
program, ana the Levy algorithm is in WAVEFRONT. Results are presented for a 
diversified collection of 73 test pr,!~lems ranging in size from 59 to 2680 
nodes, It is concluded that GPS is exceptionally East and, for the conditions 
under which the t e s t  was made, the algorithm best able to reduce rms wavefront 
consistently well. 
A central feature of structural analysis with NASTRAN is the factoring (or 
decomposition) of a matrix into upper and lower triangular forms. NASTRGN's 
current triangular decomposition algorithm is an active column routine similar 
to a variable band or wavefront approach. As such, the computer time required 
LO perform a matrix decomposieion depends strongly on the sequence assigned to 
the grid roint labels. 
"or real, symmetric deco~uposition, for example, the time T required can be 
estjmated from the relation (ref. 1) 
where N = matrix order, 
c = number of active columns in matrix row i, and i 
T = time for multiply-add operation (an experimentally determined 
m 
machine time constant). 
The time T is sequence-dependent since the cits are sequence-dependent. 
Since ci is sometimes referred to as the row wavefront for row i, equation 
(i) can alternatively be written in terms of the root-mean-square (rms) wave- 
front, Wms: 
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Because of the  largo size of hi2 i n  equat ion  (1) f o r  illany problems, t h i s  
l a t t e r  form of the t iming equat ion  i s  o f t e n  the  more convenient one t o  use i n  
p rac t i ce .  For re ference  purposes,  typical va lues  f o r  the machine cons tan t  Tm 
a r e  l i s t e d  i n  Table X f o r  a e v e r a l  computers. 
Core s to rage  requirements f o r  matrix decompcsition a r e  a l s o  depandent on 
the nodal sequence, t h e  most c r i t i c a l  parameter being t h e  maximum. mat r ix  wave- 
f r o n t  W,,,, which is  the maximurn value  of any ci. 
"B f o r  most e f f i c i e n t  mat r ix  decomposition, t h e  use r  would l i k e  t o  assign 3 I d  poin t  l a b e l s  so  as t o  minimize both WrmS and Wmax, w i th  t h e  former 
probably the more important.  Unfortunately,  i t  i s  of ten d i f f i c u l t  f o r  u se r s  
t o  know how t o  sequence the  nodes t o  e f f e c t  a good numbering, p a r t i c u l a r l y  f o r  
l a r g e  complicated meshes o r  those g ~ n e r a t e d  au tomat ica l ly  on a computer. As a 
r e s u l t ,  many users  t u r n  t o  N A S T I U  preprocessors  which automate t h e  l a b e l i n g  
process.  The two mast of t en  run hy NASTMN use r s  art; BANDIT (refs. 2-4) , which 
contains  t he  Cuthill-McKee (CM) ( r e f ,  5) and Gibus-Poole-Stoclcmeyer (GPS) 
( r e f s .  6-7) schemes, and WAVEPRONT (ref. a ) ,  which conta ins  the Levy 
resequencing algori thm ( r e f s .  9-10). Both preprocessor& read NASTRAN d a t a  
decks a s  i n p u t ,  resequence ihe nodes, and generatet~5"&RAN SEQQP bulk d a t a  
cards (which t a l l  NASTRAN what the new i n t e r n a l  se4,1gp.?e should be) .  
The ques t ions  $lrliTrdI, then n a t u r a l l y  a r i s e  a re :  How do these t h r e e  
resequencing alporifhmgd(CM, GPS,  and Levy) compare f o r  t h e i r  ability t o  reduce 
rms wavefront?  What a r e  time and core requirements of the t h r e e  
algori thms? 
These quest ions were addressed r e c e n t l y  i n  another  paper ( r e f .  l l ) ,  Zn 
which t h e  algori thms were a l s o  compared f o r  mat r ix  p r o f i l e  reduct ion .  Complete 
desc r ip t ions  of the t e s t  problems used f o r  the comparison were presented.  The 
purpose  of t h i s  paper ,  which i s  adapted from re fe rence  11, is  t o  sununarize f o r  
the NASTRAN user  community the r m s  wavefront r e s u l t s  obtained.  
Subsequent s e c t i o n s  of t h i s  paper presen t  p r e c i s e  d e f i n i t i o n s  of t he  r e l e -  
vant terms, a b r i e f  d e s c r i p t i o n  of Lhe t h r e e  a lgor i thms t o  be i e s t e d ,  t he  
ground r u l e s  of the t e s t ,  and the t e s t  r e s u l t s ,  
DEFINITIONS 
Although t h e  d e f i n i t i o n s  given h e r e  a r e  reasonably s tandard ( a t  l e a s t  i n  
f i n i t e  elenlent c i r c l e s ) ,  uniformiry o f  d e f i n i t i o n s  and no ta t ion  among t h e  
various workers i n  the  f i e l d  does no t  y e t  e x i s t .  
Given a symmetric square  mat r ix  A of order  N,  w e  d e f i n e  a "row bandwidth" 
bi f o r  row i a s  the number of columns from the  f i r s t  nonzero i n  the row t o  the 
diagonal ,  i n c l u s i v e ,  Numerically, bi exceeds by un i ty  t h e  d i f f e r e n c e  between i 
and the colurnn index of t h e  f i r s t  norizero ent ry  of row i of A .  Then t h e  mat r ix  
bandwld t h  I3 and p r o f i l e  P a r e  de f i ned  a s  
T.,et: c i  denote the number of a c t i v e  colunrns i n  row i. By d e f i n i t i o n ,  a 
column j i s  a c t i v e  i n  row i if j 2 i and t h e r e  i s  a nonzero e n t r y  i n  t h a t  
colunm i n  any row wi th  index k 5 i. The matrix wavefront W i s  then def ined  as 
Sometimes c i  is  r e f e r r e d  t o  as tho row wavefront f o r  raw i. Since the mat r tx  A 
is symmetric, 
The wavefront W is sometimes ca l l ed  the  maximum wavefront Wmax t o  d i s t i n g u i s h  
i t  from the  average wavefront W and root-mean-square wavefront Wms def ined  
as 
avg 
From these  d e f i n i r i o n s ,  i t  follows tbatl, f o r  a p,iven matr ix ,  
( W  W 2 B < N  
rms m a x  
The first two i n e q u a l i t i e s  would be  e q u a l i t i e s  only for u n i n t e r e s t i n g  s p e c i a l  
ca ses  such as diagonal  mat r ices .  
We d e f i n e  the degree di of node i as t h e  number of o the r  nodes t o  which i t  
is connected; i.e., more p rec i se ly ,  di i s  t h e  number of nonzero off-diagonal  
terms i n  row i of t he  mat r ix  A .  (This i m p l i e s ,  f o r  example, that a l l  nodes i n  
- - 
the same f i n i t e  element: are 'tconnectedt' t b  each o the r . )  Hence, the  maximum 
nodal M is 
max M = d 1% i 
Tile nu111bsr of  unique c d ~ c s  E I s  d c f f t ~ e d  as t h e  nu~lrbcr of nonzero o f f - d i a g o n a l  
tern18 above tho d i a g o n a l .  Ilence, f o r  n sytrmretric n tn t r ix ,  
Tlrtrs t h e  L o r a I  nunrber of nonzecos i n  A is  2EtN, and the density p o f  t h e  ntatrlx 
A i s  
Note t h a t ,  i n  these definitions, tlre diugorial entries of the nlntt-ix A nre 
included in b i  ant1 c i  (and hence in U, P ,  Idmaxr Idavg, and W,,,ts).  These 
d a f i n i t i a n s  lnnke I t  easy t o  c o n v e r t  t h o  various pnrnrueters E r o ~ ~ i  one c o i ~ v e n t i o n  
( i n c l u d i n g  tlie diagonal) t o  C I I ~  o t h e r  (not i n c l u d i n g  the diagonal).  
Also noca t h a t ,  i n  t h i s  context: ,  tlic o r d e r  N of t i l e  t ~ ~ n t r i x  A Its soutetimes 
talcen t o  be tila sntne as the number of nodes. In general E i n l t c  e l c t ~ ~ o n t :  usage, 
howr;vcr, e a c h  node ( & r i d  po in t )  h a s  sevcrnl degrees of fuee~:loru ( ~ O l y ) ,  n o t  just 
one. For skructuros having,  s a y ,  six DOF p e r  node,  t h e  actual. UOP vaZoes of U, 
Wnvs? Or NrilIs iwould b c  (in t h e  absence of c o n s e r o i n t u )  s i x  Cin~es their 
corcespon i n g  g r i d  p o i n t  v a l u e s ,  
Example 
DeP111iCions (3) - (12) can be i . l l u s  r z a t e d  by tile following s i ~ n p l e  exnn~plc .  
Consider  the matrix sl~own below, i1.1 r~hic1-1 nouzcros  are i n d i c a t e d  by X ' s .  
In each row and column n l$ne is drawn from the  first nonzero t o  the diagonsl .  
Thus bi i s  t ire nulnber of colunrlls traversed by rllc solid line in row i. 
SimrlLat iy ,  t h e  number of active colurnt~s ci i n  row -f. i s  t h e  number of vert ical  
lines in row i t o  the r i g h t  of and i n c l u d i n g  the diagonal.  Thus, Erorrl the 
Ccfin l t ions ,  B=6, W , =5, P=18, WW=3.0, Id r,,, -3 .3 ,  Ei=3, E=C, and pe 50.0%. 
TllE RESEQUENCf NG ALGORWIINS TESTED 
T l ~ c  tltrae nlgori t l i ras Cas Led are CtlthiXJ-PlcKec (CEL) (ref, 5) , Gibbs-Poole- 
S t o c l ~ r ~ ~ e y e r  (GPS) (refs. 6-7) , ctllcl Levy (refs. 9-10) . En cl l i s  s e c t i o l l  enck 
a lgor i t l tm is d e s c r i b e d  I ~ r i c E l y ,  wit11 d e t a i l s  c o n c e r l ~ i n g  t!?e s p e c i f i c  ieplemcn- 
t a t i o n  used. It i.s r c c o g t ~ i z e d  tllot: one canno t  really e v a l u a t e  a l g o r i t h m s  per 
s o  bu t  011:l.y s p e c i f i c  I r t~p lo t i~eu tn t ions  of a l g o r i t h m s .  
-, 
The original .  v e r s i o n  o f  Chl opern ted  generally a c c o r d i n g  t o  t h e  f o l l o w i n g  
procedurc:  Aitlo~zg the nodas of low d e g r e e ,  selact as p o t o n t i i t 1  s t a r t i i - ~ g  ~ ~ o t l c s  
t h o s e  rr7hicll can r o o t  a graph o f  ntlmianl \ ~ i c l t h .  (The ccl:el " s t a r t i n g  t~ode" 
refers t o  n tlode wlzich is  assigned the l a b e l  1 i r i  t h e  new sequerice.)  For each 
po t e l l t i n 1  s tar  t i n 2  nodc, a s s i g n  tlte labels  2 tllrough N by nun~~ber ing  t l ~ o s e  
adjacent: t o  llcio label  1 (and unntin~bered) i n  order o f  i n c r e a s i n g  d e g r e e ,  
s r n r t i l l g  w i t h  I=l nad c o n t i n u i n g  w i t 1 1  i n c r e a s i c g  I: u n t i l  n l l  nodes are 
sequr;t~ced. Of t h e  sequences n t t c m p t c d ,  s e l e c t  the one l ~ a v f r ~ g  tl-e s~i la l les t r  bond- 
wid  Ch . 
'tho implementur ion 0% CM used i n  these tests i s  t h a t  a p p e a r i n g  i n  t h e  
UlWDIT compucer progyam, v e r s i o n  8 ( re f s ,  2-14!, which coi-ltaios a ve r s ion  of Cbi 
d i f e e r i t l g  Eron~ the o r i g i n a l  n l g o r i t l ~ m  in two ways. F i r s t ,  the n e w  scquc~lcc 
o b t a i n e d  i s  r e v e r s e d  (hy setting I t o  N4-1-1 for cncli I ) ,  sicce i t  was abservcd 
by George (ref. 12)  n ~ l d  proved by L i u  and Sherman ( r e f .  13) t h a t  such a 
r e v e r s a l  (whLcli preserves uta trix bondwid th) w i l l  of ten redt ice  t h e  111ntrix 
p r o f i l e  nrld never  i l l c rease  it. Second, of a l l  sequences  a t t e s l p t c d ,  t h e  one 
with t h e  smallest rills wnvePront j s  clle one selected.  Except f o r  chase  two 
chauges ,  the CbI computer code i s  t h a t  at ig: t l-ral ly writ t e n  by C u ~ h i l l ,  nnd PIcl<ce. 
The  d a t a  structure o r i g i n a l l y  used  by CPi r e q u i r e d  a b o u t  (b1+8)N words of 
core s t o r a g e  Lor tlzc prol>lr;m-depenc~e11t arrays, where N i s  the ni~arber of g r i d  
p o i n t s  and PI i s  CIlc runxinrum nodal degree. In t h e  BANDIT impleuret~cncion of CW, 
word pecking i s  ~tsed t o  ceduc,e t h e  s t o r a g e  r e q u i r e a e n t s  t o  (W/L-tB)N,  where L, 
t h e  packing d e n s i t y ,  i s  an integer (between 2 and 6 ,  i n c l u s i v e )  which depends 
on t h e  problem s i z e  and :he compucer be ing  used .  Oil  a CDC 6400, f o r  cxample, 
Lhc CF t i m e  p e n a l t y  f o r  pack ing  i s  about 80 psec per pack o r  unpack. 
Gibbs-Poole-Stack.:tyer (GPS) (refs. 6-7) 
'i'lle GPS a l g c r i t h a t  d i E f e r s  fro111 C11 p r i n i a r i l y  i n  t h e  s e l e c t i o n  of s t a r t i n g  
nodes.  In GPS, ol!Ly one starting nodc i s  selected, and i t  i s  a n  e n d p o i n t  of a 
pseudo-dian~eter of ehc graph a s s o c i a t e d  w i t 1 1  t h e  m a t r i x .  Thus, the s t r u c t u r e  
need b e  nu~tibered only once, using a proccdurc which is  s i m i l a r  t o  t h e  CM 
nuutbering n l g o r i t h a .  
The s t o r a g e  requ i rements  of  GPS arc identical ta chose of CPI, i n c l u d i n g  
t h e  use o f  integer pecking i n  the BANDIT ( v e r s i o n  8) implementa t ion ,  which is  
the for111 01 GPS used Eor the testing. Tile o r i g i n a l  GPS code was w r i t t e n  by 
the d e v e l o p e r s  (ref. 7 )  . 
Unlilce CM and GPS, which were developed t o  reduce  matrix bandwiach and 
p r o f i l e ,  t h e  Levy n l g o r i t l z ~ ~ i  was designed s p e c i f i c a l l y  t o  recluce t h e  maximurn 
m a t r i x  w a v e f r o n t ,  Ill,,,,x. Tha a lgor i th tn  o p e r a c e s  g e n e r a l l y  a c c o r d i n g  t o  t h e  
f o l l o r ~ i n g  r e c u r s i v e  p rocedure :  Given t h e  f i r s t  I nodes o f  n new sequeizce, t h e  
node s e l e c r e d  ns  14-1 is t h e  one f o r  which t h e  I n c r e a s e  i n  t h e  row wavef ron t  
between rows I nrzd 14-1 w i l l  be  uinin~um. Levy c a l l s  this a "ruinimunr growtii" 
method. 
T h i s  procedure  is f o l l o r ~ e d  f o r  one o r  inore t r i a l  s t a r t i n g  nodes ,  ntzd the 
sequence y i e l d i n g  t h e  s m a l l e s t  wavefront  linlax is s e l e c r e d .  The f i r s c  sequence  
aCteinpted u s e s  as t h e  s t a r t l n g  node e i t h e r  n u s e r - s e l e c t e d  node o r  a node o f  
minir~lum d e g r e e .  The l a t t e r  o p t i o n  was cllosen Ear t h e s e  tes tti s i n c e  i t  was f e l t  
t h a t ,  for a produc t ion  mode prograul, cize u s e r  ought  t o  be r e l i e v e d  of  t h e  
burden of s p e c i f y i n g  a s t a r t i n g  node. The secottd and s u c c e e d i n g  sequences  
a t  tempted by tlze Levy a l g o r i  t h a ~  s e l e c t  s t a r  king nodes rando~nly  . The number of  
new sequences  t o  be a t t e m p t e d  must: be s p e c i f i e d  by the u s e r ,  Afcer  some 
prelllniilal-y expar imenta r ion  t o  es tirin t e  t h e  speed of t h e  a lgor i th ru ,  i t  was 
decided t o  r e q u e s t  ken sequenc ing  a t t e m p t s  f o r  each test proble t~l .  C l e a r l y  a 
d i f f e r e n t  nutilber would y i e l d  d i f E e r e n t  r e s u l t s .  
T'he Lir~plementntion used  f o r  t h e  tests was  hat o b t a i n e d  by t h e  a u t h o r  from 
Levy i n  1973 ,  t h e  on ly  change b e i n g  c h a t  t h e  sequence s e l e c t e d  as b e s t  i s  the 
one yie!.dli.ng t h e  s e m l l e s t  r m s  wavefront W,lll, . Since  t h e  Levy n l g o r i t h i ~ r  a b o r t s  
ally r e s e q u e t ~ c i n g  a t  tempt i n  p r o g r e s s  once it dc te rn l i~zes  t h a t  i t  cannar reduce  
t h e  p r e v i o u s  b e s t  W, t h e  sequence f i n a l l y  s e l e c t e d  will be  t h e  one  among 
t h o s e  carr ied t o  co t i~p lc t ion  y i e l d i n g  t h e  sn ia l l e sc  \?I,lrs. 
The Levy d a t a  s t r u c t u r e  r e q u i r e s  about  GN+lOG words a f  care s t o r a g e  f o r  
t h e  problem-dependent arrays, where N i s  the  number of g r i d  p o i n t s  and E i s  t h e  
nunher of  un ique  edges .  T h e  code was not: r e w r i t t e n  t o  use word packing for t h e  
tests. 
TEST RESUZTS AND DISCUSSION 
The t h r e e  g r i d  p o i n t  r e sequenc ing  a l g o r i t h m s  d e s c r i b e d  i n  the p reced ing  
s e c t i o n  were t e s t e d  on a c o l l e c t i o n  of 30 f i n i t e  e lement  mesllcs. These 
problems were  c o l l e c t e d  over a pe r iod  of  s e v e r a l  y e a r s  from NASTRAN users 
r e p r e s e n t i n p  v a r i o u s  U.S. Navy, Arory, A i r  F o r c e ,  and NASA l a b o r a t o r i e s .  Since 
t h e s e  meshes a r e  d e s c r i b e d  i n  d e t a i l  and p l o t t e d  e l sewhere  (ref.  111, t h a t  
i i ~ l o r n r a t i o ~ - t  need no t  b e  r e p e a t e d  h e r e .  I n  general, lzowever , t h e  c o l l e c t i o n  is 
probably  l a r g e  enough and d i v e r s i E i e d  enough t o  p rov ide  a good thest of n o d a l  
resequer-lcing a l g o r i t h m s .  
The nodes f o r  t h e  30 t e s t  problems were  rescquenced u s i n g  t h e  t h r e e  algo- 
r i t h m s ,  the o b j e c t i v e  b e i n g  t o  r educe  rnrs wavefront .  All computer r u n s  were 
made on a CDC 6400 conlputer irnder t h e  MOS/BE o p e r a t i n g  system. The s o u r c e  code 
was c o s p i l e d  u s i n g  t h e  PTN c o m p i l e r ,  OPT=l. For r e f e r e n c e  purposes ,  a CDC 6400 
i s  abou t  one- th i rd  a s  f a s t  a s  a CDC 6600. 
The r e s u l t s  of  t h o  tests appear  i n  T a b l e  2. I n  a d d i t i o n  t o  tl!o rnls wave- 
f r o n t  o b t a i t ~ e d  by each  a lgor i th l l l ,  T a b l e  2 a l s o  l i s ts ,  f o r  each a l g o r i t h m ,  the 
CP tirue expended and t h e  s t o r a g e  requiremel l t s  f o r  t h e  problem-dependent a r r a y s ,  
I n  t h e  c a s e  ol C1I and GPS, ~ ~ h i c t ~  u s e  word pack ing ,  t h o  wors t -case  01 half-word 
pack ing  is  assunled. The CP times l i s t e d  do n o t  i n c l u d e  b a s i c  s e t u p  of  t h e  
a r r a y s .  
The first  c o n c l u s i o n  t o  b e  d r a m  from T a b l e  2 is t h a t ,  f o r  most problems,  
a l l  t h r e e  a l g o r i ~ h m s  a c h i e v e  a b o u t  tlze same r e d u c t i o n  i n  rms wavef ron t ,  Th i s  
16,  perhaps ,  somewliat: unexpected s i n c e  CM and GPS were des igned  p r i m a r i l y  t o  
r e d u c e  m a t r i x  banclwldtl~, whereas  t h e  Levy scheme was d e s i g n e d  t o  r e d u c e  matrix 
wavef ron t ,  For the  30 problems, Levy a c h i e v e d  t l ie  best:  r e d u c t i o n  i n  rrns 
wavef ron t  1 3  times, GPS 11 times, and CP[ 5 cinies. However, on f o u r  o c c n s i o n s  
(N=503, N=607, N=878, and N=918) Levy d i d  s i g n i f i c a n t l y  worse  tllau t h e  best:  
ach ieved ;  on t h r e e  o c c a s i o n s  (N=209, N=245, and N=1242) GPS d i d  s i g n i f i c a n t l y  
worse; and on two oc.cnsions (N=245 and N=592) CbI d i d  s i g n i f i c a n t l y  worse .  
The second,  and pe rhaps  most s t r i k i n g ,  c o n c l u s i o n  t o  b e  d r a m  fror~r Tab le  2 
is  t h a t  GPS i s  e x c e p t i o n a l l y  East. In  a l l  c a s e s ,  CPI is second f a s t e s t ,  t h e  
Levy a l g o r i t l ~ m  s l o w e s t .  T l ~ e  u s e r ,  of  c o u r s e ,  h a s  some c o l l t r o l  over  t i le  runn ing  
time of t h e  Levy program ( b u t  n o t  of CPl and GPS) th rough  h i s  s p e c i f i c a t i o n  of 
the nuniber of  r e s e q u e n c i n g  a t t e m p t s .  
The t h i r d  c o n c l u s i o n  t o  b e  drn~nl f rom Table  2 i s  t h a t  the  Levy a l g o r i t l ~ r n ,  
as  i s ,  r e q u i r e s  c o n s i d e r a b l y  more a r r a y  s t o r a g e  than  e i t h e r  CPI o r  GPS, 1vbic11 
u s e  t h e  saiile d a t a  s t r u c t u r e .  I n  f a c t ,  f o r  t h e  Levy progranl, one problem 
(N=2680) was too b i g  f o r  a CDC GSOO and c o u l d  n o t  b e  r u n .  Clear ly ,  t h e  prog: . .i 
c o u l d  be  r e m i t t e n  t o  u s e  word packing ( a s  CPI and GPS d o ) ,  b u t  t h i s  niay b e  a 
n o n t r i v i a l  taslc, s i n c e  t h e  progranlmer has Lo d e c i d e  which a r r a y s  t o  paclc t o  
y i e l d  t h e  best: compromise between s t o r a g e  and CP tiiue. (Word paclcing, of  
c o u r s e ,  s a v e s  c o r e  a t  t l ~ e  expense  of  CP t ima . )  
Tab le  2 i n d i c a t e s  t h a t  Levy ' s  wnvef ran t  r e d u c t i o n  performance was 
g e t l e r a l l y  b e s t  f o r  t h e  srl~aller problenls and GPS's was g e n e r a l l y  b e s t  f o r  t h e  
l a r g e r  problenrs. T h i s  i s  p robab ly  due  t o  t l ie  a u t l ~ o r ' s  c h o i c e  of  t e n  sequenc ing  
a t t e n l p t s  f o r  the Levy a l g o r i t h n ~ .  A s  t h e  problems g e t  l a r g e r ,  t h e  p r o b a b i l i t y  
of Levy's s e l e c t i n g  a good s t a r t i n g  node a t  random goes  down. One can i n f e r  
tha t  t h e  a l g o r i t h r r ' s  perforntance would improve i f  t h e  program were  a l lowed  t o  
r u n  l o n g e r .  However, wl~etl-ter t h e  e x p e n d i t u r e  of mote computer time is just i -  
t i e d  would b e  a m a t t e r  f o r  each  u s e r  t o  d e c i d e .  One i s s u e  t h a t  e n t e r s  i n t o  
s u c h  a d e c i s i o n  is t h e  number of tinies a g i v e n  matrix problem i s  t o  be  s o l v e d .  
If a given problem i s  t o  b e  s o l v e d  many rimes ( a s ,  f o r  example,  i n  n o n l i n e a r  
a n a l y s i s ) ,  o r  il many r ight-hand s i d e s  are invo lved  ( a s ,  f o r  example, i n  time- 
dependent  probleins) ,  t h e  t i m e  s p e n t  i n  sequenc ing  becomes less i m p o r t a n t .  
One might a l s o  i n f e r  t h a t  t h e  performatlce of  the Levy a l g o r i t h n l  would 
improve if t r i a l  s t a r t i n g  nodes  wore s e l e c t e d  u s i n g  a s t r a t e g y  such a s  t h a t  
used i n  CM o r  GPS, rather than a t  random. If l l i le  this may be  t r u e  sometimes,  i t  
was n o t  t r u e  f o r  t h e  test problem on which Levy per forn~ed  t h e  worst (N=918), 
because f o r  t h i s  problem the f i r s t  t r i a l  s t a r t i n g  node s e l e c t e d  by Levy (which 
u s e s  a node of minimum degree  l o r  t h e  f i r s t  a t t e m p t )  was the same s t a r t i n g  node 
s e l e c t e d  by GPS. This  same problem (N=918) was a l s o  r u n  by Gibbs w i t h  h i s  
p r o f i l e  a l g o r i t h m  (ref.  1 4 )  (which i s  a h y b r i d  of GPS and King ( r e f .  1 5 ) ,  t h e  
l a t t e r  b e i n g  s i m i l a r  t o  Levy) w i ~ h  good r e s u l t s .  This would i n d i c a t e  t h a t  
Gibbs' m o d i f i c a t i o n  to t he  King numbering approach (g iven  a s t a r t i n g  node) h a s  
a s i g n i f i c a n t  ef fect  f o r  some problems. 
O v e r a l l ,  GPS's colnbinaLion of speed and c o n s i s t e n c y  p robab ly  rate i t  t h e  
b e s t  a l g o r i t h m  of t h e  t h r e e  f o r  r m s  wavefront  r e d u c t i o n .  P r e v i o u s  t e s t i n g  
( r e f .  3)  h a s  a l r e a d y  shown i t  t o  b e  an e x c e l l e n t  a l g o r i t h m  f o r  m a t r i x  bandwidth 
reduckion,  f o r  which i t  was des igned.  
F i n a l l y ,  t h e  three algorithms t e s t e d  were s e l e c t e d  because  o f  t h e i r  heavy 
use  by NASTRAN u s e r s .  llowever, i c  would b e  i n t e r e s t i n g  t o  see how o t h e r  
s t r a t e g i e s ,  i n c l u d i n g  Gibbs-King (ref .  14)  and Snay (ref .  1 6 ) ,  would perform 
on t h e  same d a t a .  Both g i v e  good r e s u l t s  f o r  p r o f i l e  r e d u c t i o n  and hence would 
probably  a l s o  da w e l l  in r m s  wavefront  r e d u c t i o n .  
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ThBLE 1. -hiULTLPLY-ADD T I E a  CONSTANTS (Tn> 
(Double prec i s ion  far  EBM and Univac, single prec i s ion  f o r  CDC) 







































TABLE 2 - Rids  WAVEFPONT TEST RESULTS 
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