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Abstract
We study the complexity of approximating the value of the independent set polynomial
ZG(λ) of a graph G with maximum degree ∆ when the activity λ is a complex number.
When λ is real, the complexity picture is well-understood, and is captured by two real-valued
thresholds λ∗ and λc, which depend on ∆ and satisfy 0 < λ∗ < λc. It is known that if λ is a real
number in the interval (−λ∗, λc) then there is an FPTAS for approximating ZG(λ) on graphs
G with maximum degree at most ∆. On the other hand, if λ is a real number outside of the
(closed) interval, then approximation is NP-hard. The key to establishing this picture was the
interpretation of the thresholds λ∗ and λc on the ∆-regular tree. The “occupation ratio” of a
∆-regular tree T is the contribution to ZT (λ) from independent sets containing the root of the
tree, divided by ZT (λ) itself. This occupation ratio converges to a limit, as the height of the
tree grows, if and only if λ ∈ [−λ∗, λc].
Unsurprisingly, the case where λ is complex is more challenging. It is known that there
is an FPTAS when λ is a complex number with norm at most λ∗ and also when λ is in a
small strip surrounding the real interval [0, λc). However, neither of these results is believed
to fully capture the truth about when approximation is possible. Peters and Regts identified
the complex values of λ for which the occupation ratio of the ∆-regular tree converges. These
values carve a cardioid-shaped region Λ∆ in the complex plane, whose boundary includes the
critical points −λ∗ and λc. Motivated by the picture in the real case, they asked whether Λ∆
marks the true approximability threshold for general complex values λ.
Our main result shows that for every λ outside of Λ∆, the problem of approximating ZG(λ)
on graphs G with maximum degree at most ∆ is indeed NP-hard. In fact, when λ is outside
of Λ∆ and is not a positive real number, we give the stronger result that approximating ZG(λ)
is actually #P-hard. Further, on the negative real axis, when λ < −λ∗, we show that it is
#P-hard to even decide whether ZG(λ) > 0, resolving in the affirmative a conjecture of Harvey,
Srivastava and Vondra´k.
Our proof techniques are based around tools from complex analysis — specifically the study
of iterative multivariate rational maps.
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1 Introduction
The independent set polynomial is one of the most well-studied graph polynomials, arising in
combinatorics and in computer science. It is also known in statistical physics as the partition
function of the hard-core model. This paper studies the computational complexity of evaluating the
polynomial approximately when a parameter, called the activity, is complex. For properties of this
polynomial in the complex plane, including connections to the Lova´sz Local Lemma, see the work
of Scott and Sokal [11]. For λ ∈ C and a graph G the polynomial is defined as ZG(λ) :=
∑
I λ
|I|,
where the sum ranges over all independent sets of G. We will be interested in the problem of
approximating ZG(λ) when the maximum degree of G is bounded.
When λ is real, the complexity picture is well-understood. For ∆ ≥ 3, let G∆ be the set of
graphs with maximum degree at most ∆. The complexity of approximating ZG(λ) for G ∈ G∆ is
captured by two real-valued thresholds λ∗ and λc which depend on ∆ and satisfy 0 < λ∗ < λc. To
be precise, λ∗ = (∆−1)
∆−1
∆∆
and λc =
(∆−1)∆−1
(∆−2)∆ . The known results are as follows.
1. If λ is in the interval −λ∗ < λ < λc, there is an FPTAS for approximating ZG(λ) on graphs
G ∈ G∆. For 0 ≤ λ < λc, this follows from the work of Weitz [14], while for −λ∗ < λ < 0 it
follows from the works of Harvey, Srivastava, and Vondra´k [6] and Patel and Regts [9].
2. If λ < −λ∗ or λ > λc, it is NP-hard to approximate |ZG(λ)| on graphs G ∈ G∆, even within
an exponential factor. For λ > λc, this follows from the work of Sly and Sun [12], while for
λ < −λ∗ it follows from the work of Galanis, Goldberg, and Sˇtefankovicˇ [4].
The key to establishing this complexity characterisation was the following interpretation of the
thresholds λ∗ and λc. Given a ∆-regular tree T of height h with root ρ, let ph denote the “occupation
ratio” of the tree, which is given by ph =
∑
I;ρ∈I λ
|I|
ZT (λ)
, where the sum ranges over the independent sets
of T that include the root ρ. It turns out that the occupation ratio ph converges to a limit as h→∞
if and only if the activity λ lies within the interval [−λ∗, λc], so the complexity of approximating
ZG(λ) for G ∈ G∆ depends on whether this limit converges.
Understanding the complexity picture in the case where λ ∈ C is more challenging. If λ is
a complex number with norm at most λ∗ then there is an FPTAS for approximating ZG(λ) on
graphs G ∈ G∆. This is due to Harvey, Srivastava and Vondra´k and to Patel and Regts [6, 9].
More recently, Peters and Regts [10] showed the existence of an FPTAS when λ is in a small strip
surrounding the real interval [0, λc). However, neither of these results is believed to fully capture
the truth about when approximation is possible. Motivated by the real case, Peters and Regts [10]
identified the values of λ for which the occupation ratio of the ∆-regular tree converges (for ∆ ≥ 3).
These values carve a cardioid-shaped region Λ∆ in the complex plane, whose boundary includes
the critical points −λ∗ and λc. The definition of Λ∆ is as follows (see Figure 1)1:
Λ∆ =
{
λ ∈ C
∣∣∣∃z ∈ C : |z| ≤ 1/(∆− 1), λ = z
(1− z)∆
}
. (1)
Peters and Regts showed that, for every λ in the (strict) interior of Λ∆, the occupation ratio of
the ∆-regular tree converges, and asked whether the region Λ∆ marks the true approximability
threshold for general complex values λ.
1Technically, the word “cardioid” refers to a curve which can be obtained by a point on the perimeter of a circle
which is rolling around a fixed circle of the same radius. The region (1) does not formally correspond to a “cardioid”
in this sense, but its shape closely resembles a heart for all values of ∆ ≥ 3, which justifies the (slight) abuse of
terminology.
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Figure 1: The cardioid-shaped region Λ∆ in the complex plane. We show that for all λ ∈ C\(Λ∆ ∪ R≥0),
approximating ZG(λ) is #P-hard. Previously, it was known that the problem is NP-hard on the real line
in the intervals λ < −λ∗ and λ > λc. Note, we have that the thresholds −λ∗, λc belong to Λ∆, by taking
z = ±1/(∆− 1) in (1).
Our main result shows that for every λ outside of the region Λ∆, the problem of approximating
ZG(λ) on graphs G ∈ G∆ is indeed NP-hard, thus answering [10, Question 1]. In fact, when λ is
outside of Λ∆ and is not a positive real number, we establish the stronger result that approximating
ZG(λ) is actually #P-hard. We do this by showing that an approximation algorithm for ZG(λ) can
be converted into a polynomial-time algorithm for exactly counting independent sets. Further, on
the negative real axis, when λ < −λ∗, we show that it is #P-hard to even decide whether ZG(λ) > 0,
resolving in the affirmative a conjecture of Harvey, Srivastava, and Vondra´k [6, Conjecture 5.1].
We need the following notation to formally state our results. Given a complex number x ∈ C,
we use |x| to denote its norm and Arg(x) to denote the principal value of its argument in the range
[0, 2pi). We also define arg(x) = {Arg(x) + 2pij | j ∈ Z}. For y, z ∈ C, we use d(y, z) to denote the
Ziv distance between them [15], namely d(y, z) = |y−z|max(|y|,|z|) . We denote by CQ the set of complex
numbers whose real and imaginary parts are rational numbers (see Definition 20).
We consider the problems of multiplicatively approximating the norm of ZG(λ), additively
approximating the argument of ZG(λ), and approximating ZG(λ) by producing a complex number
Ẑ such that the Ziv distance d
(
Ẑ, ZG(λ)
)
is small. We start with the following problem, which
captures the approximation of the norm of ZG(λ).
Name #BipHardCoreNorm(λ,∆,K).
Instance A bipartite graph G with maximum degree at most ∆.
Output If |ZG(λ)| = 0 then the algorithm may output any rational number. Otherwise, it must
output a rational number N̂ such that N̂/K ≤ |ZG(λ)| ≤ KN̂ .
Our first theorem shows that it is #P-hard to approximate |ZG(λ)| on bipartite graphs of maximum
degree ∆ within a constant factor.
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Theorem 1. Let ∆ ≥ 3 and λ ∈ CQ be such that λ 6∈ (Λ∆∪R≥0). Then, #BipHardCoreNorm(λ,∆, 1.01)
is #P-hard.
Remark. The value “1.01” in the statement of Theorem 1 is not important. In fact, for any fixed
 > 0 we can use the theorem, together with a standard powering argument, to show that it is
#P-hard to approximate |ZG(λ)| within a factor of 2n1−.
The following problem captures the approximation of the argument of ZG(λ).
Name #BipHardCoreArg(λ,∆, ρ).
Instance A bipartite graph G with maximum degree at most ∆.
Output If ZG(λ) = 0 then the algorithm may output any rational number. Otherwise, it must
output a rational number Â such that, for some a ∈ arg(ZG(λ)), |Â− a| ≤ ρ.
Our second theorem shows that it is #P-hard to approximate arg(ZG(λ)) on bipartite graphs
of maximum degree ∆ within an additive constant pi/3.
Theorem 2. Let ∆ ≥ 3 and λ ∈ CQ be such that λ 6∈ (Λ∆∪R≥0). Then, #BipHardCoreArg(λ,∆, pi/3)
is #P-hard.
Theorem 2 also has the following immediate corollary for the case in which λ is a negative real
number, resolving in the affirmative [6, Conjecture 5.1].
Corollary 3. Let ∆ ≥ 3 and λ ∈ Q be such that λ < −λ∗. Then, given as input a bipartite graph
G with maximum degree ∆, it is #P-hard to decide whether ZG(λ) > 0.
Theorems 1 and 2 show as a corollary that it is #P-hard to approximate ZG(λ) within small
Ziv distance.
Name #BipComplexHardCore(λ,∆).
Instance A bipartite graph G with maximum degree at most ∆. A positive integer R, in unary.
Output If ZG(λ) = 0 then the algorithm may output any complex number. Otherwise, it must
output a complex number z such that d(z, ZG(λ)) ≤ 1/R.
Corollary 4. Let ∆ ≥ 3 and λ ∈ CQ be such that λ 6∈ (Λ∆ ∪ R≥0). Then, the problem
#BipComplexHardCore(λ,∆) is #P-hard.
Corollary 4 follows immediately from Theorem 1 using the fact (see [5, Lemma 2.1]) that
d(z′, z) ≤  implies |z′|/|z| ≤ 1/(1 − ). This fact implies (see [5, Lemma 2.2]) that there is
a polynomial Turing reduction from #BipHardCoreNorm(λ,∆,K) to #BipComplexHardCore(λ,∆).
Similarly, Corollary 4 can also be proved using Theorem 2. To see this, note that for  ≤ 1/3,
d(z′, z) ≤  implies that there are a ∈ arg(z) and a′ ∈ arg(z′) such that |a − a′| ≤ √36/11. This
fact is proved in [5, Lemma 2.1] and it implies (see [5, Lemma 2.2]) that there is a polynomial
Turing reduction from #BipHardCoreArg(λ,∆, ρ) to #BipComplexHardCore(λ,∆).
Note that our #P-hardness results for λ ∈ CQ\(Λ∆ ∪R≥0) highlight a difference in complexity
between this case and the case where λ is a rational satisfying λ > λc. If λ is a positive rational then
ZG(λ) can be efficiently approximated in polynomial time using an NP oracle, via the bisection
technique of Valiant and Vazirani [13]. Thus, in that case approximation is NP-easy, and is unlikely
to be #P-hard. The techniques for proving hardness also differ in the two cases.
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1.1 Proof approach
To prove our inapproximability results, we construct graph gadgets which, when appended appro-
priately to a vertex, have the effect of altering the activity λ to any complex activity λ′ that we
wish, perhaps with some small error . In fact, it is essential for our #P-hardness results to be able
to make the error  exponentially small with respect to the number of the vertices in the graph (see
the upcoming Lemma 6 for details).
Interestingly, our constructions are based on using tools from complex analysis for analysing
the iteration of rational maps. We start with the observation that (∆−1)-ary trees of height h can
be used to “implement” activities λ′ which correspond to the iterates of the complex rational map
f : x 7→ 1
1+λx∆−1 . Crucially, we show that when λ /∈ Λ∆, all of the fixpoints of f are repelling, i.e.,
applying the map f at any point close to a fixpoint ω will push us away from the fixpoint. In the
iteration of univariate complex rational maps, repelling fixpoints belong to the so-called Julia set
of the map; a consequence of this is that iterating f in a neighbourhood U of a repelling fixpoint
gives rise to a chaotic behaviour: after sufficiently many iterations, one ends up anywhere in the
complex plane.
This sounds promising, but how can we get close to a repelling fixpoint of f in the first place?
In fact, we need to be able to create arbitrary points in a neighbourhood U of a repelling fixpoint
and iterating f will not get us anywhere close (since the fixpoint is repelling). The key is to use
a Fibonacci-type construction which requires analysing a more intricate multivariate version of
the map f . Surprisingly, we can show that the iterates of the multivariate version converge to
the fixpoint ω of the univariate f with the smallest norm. Using convergence properties of the
multivariate map around ω (and some extra work), we obtain a family of (univariate) contracting2
maps Φ1, . . . ,Φt and a small neighbourhood U around ω such that U ⊆ ∪ti=1Φi(U). The final step
is to show that “contracting maps that cover yield exponential precision”. To do this we first show
that, starting from any point in U , we can apply (some sequence of) Φ1, . . . ,Φt at most poly(n)
times to implement any point in U with precision exp(−Ω(n)). We then show that by iteratively
applying the univariate map f and carefully tracking the distortion introduced, we can eventually
implement any point in the complex plane with exponentially small error.
2 Proof Outline
In this section, we give a more detailed outline of the proof of our results. We focus mainly on the
case where λ ∈ CQ\(Λ∆ ∪ R). In Section 2.7 we describe suitable modifications that will give us
the ingredients needed for negative real values λ ∈ Q\Λ∆.
Let λ ∈ C and G = (V,E) be an arbitrary graph. We denote by IG the set of independent sets
of G. For a vertex v ∈ V , we will denote
Z inG,v(λ) :=
∑
I∈IG; v∈I
λ|I|, ZoutG,v(λ) :=
∑
I∈IG; v/∈I
λ|I|.
Thus, Z inG,v(λ) is the contribution to the partition function ZG(λ) from those independent sets
I ∈ IG such that v ∈ I; similarly, ZoutG,v(λ) is the contribution to ZG(λ) from those I ∈ IG such that
v /∈ I.
Definition 5. Fix a complex number λ that is not 0. Given λ, the graph G is said to implement
the activity λ′ ∈ C with accuracy  > 0 if there is a vertex v in G such that ZoutG,v(λ) 6= 0 and
2Let Φ : C → C be a complex map. We say that Φ is contracting on a set S ⊆ C if there exists a real number
M < 1 such that for all x, y ∈ S it holds that |Φ(x)− Φ(y)| ≤M |x− y|.
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1. v has degree one in G, and
2.
∣∣∣Z inG,v(λ)
ZoutG,v(λ)
− λ′| ≤ .
We call v the terminal of G. If Item 2 holds with  = 0, then G is said to implement the activity
λ′.
The key to obtaining our #P-hardness results is to show that, given any target activity λ′ ∈ C,
we can construct in polynomial time a bipartite graph G that implements λ′ with exponentially
small accuracy, as a function of the size of λ′. More precisely, we use size(λ′, ) to denote the number
of bits needed to represent the complex number λ′ ∈ CQ and the rational  (see Definition 20). The
implementation that we need is captured by the following lemma.
Lemma 6. Let ∆ ≥ 3 and λ ∈ CQ be such that λ /∈ Λ∆ ∪ R.
There is an algorithm which, on input λ′ ∈ CQ and rational  > 0, outputs in poly(size(λ′, ))
time a bipartite graph G of maximum degree at most ∆ with terminal v that implements λ′ with
accuracy . Moreover, the algorithm outputs the values Z inG,v(λ), Z
out
G,v(λ).
Lemma 6 is extremely helpful in our reductions since it enables us to construct other gadgets
very easily, e.g., equality gadgets that reduce the degree of a graph and gadgets that can turn it
into a bipartite graph. The proofs of Theorems 1 and 2 show how to use these gadget to obtain
#P hardness. In this proof outline, we focus on the most difficult part which is the proof of of
Lemma 6.
To prove Lemma 6, we will make use of the following multivariate map:
(x1, . . . , xd) 7→ 1
1 + λx1 · · ·xd , where d := ∆− 1. (2)
If, starting from 1, there is a sequence of operations (2) which ends with the value x, for the purposes
of this outline, we will loosely say that “we can generate the value x” (the notion is formally defined
in Definition 38). There is a simple correspondence between the values that we can generate and
the activities that we can implement: in Lemma 39, we show that if we can generate a value x, we
can also implement the activity λx using a tree of maximum degree ∆.3
To get some insight about the map (2), the first natural step is to look at the univariate case
x1 = . . . = xd = x, where the map (2) simplifies into
f : x 7→ 1
1 + λxd
.
Even analysing the iterates of this map is a surprisingly intricate task; fortunately there is a rich
theory concerning the iteration of complex rational maps which we can use (though much less is
known in the multivariate setting!). In the next section, we review the basic ingredients of the
theory that we need, see [1, 7] for detailed accounts on the subject.
3Note the extra factor of λ when we pass to the implementation setting which is to ensure the degree requirement
in Item 1 of Definition 5; while the reader should not bother at this stage with this technical detail, the statements
of our lemmas are usually about implementing activities and therefore have this extra factor λ incorporated.
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2.1 Iteration of complex rational maps
We will use Ĉ = C ∪ {∞} to denote the Riemann sphere (complex numbers with infinity). To
handle ∞, it will be convenient to consider the chordal metric d(·, ·) on the Riemann sphere Ĉ,
which is given for z, w ∈ C by
d(z, w) =
2|z − w|
(1 + |z|2)1/2(1 + |w|2)1/2 , and d(z,∞) = limw→∞ d(z, w) =
2
(1 + |z|2)1/2 .
Note that d(z, w) is bounded by an absolute constant for all z, w ∈ Ĉ.
Let f : Ĉ→ Ĉ be a complex rational map, i.e., f(z) = P (z)/Q(z) for some coprime polynomials
P,Q. We define f(∞) as the limit of f(z) when z → ∞. The degree of f is the maximum of the
degrees of P,Q. A point p ∈ C is called a pole of f if Q(p) = 0; when p = ∞, p is a pole of f if 0
is a pole of f(1/z).
Suppose that z∗ ∈ C is a fixpoint of f , i.e., f(z∗) = z∗. The multiplier of f at z∗ is given by
q = f ′(z∗). If z∗ = ∞, the multiplier of f at z∗ is given by 1/f ′(∞). Depending on the value of
|q|, the fixpoint z∗ is classified as follows: (i) attracting if |q| < 1, (ii) repelling if |q| > 1, and (iii)
neutral if |q| = 1.
For a non-negative integer n ≥ 0, we will denote by fn the n-fold iterate of f (for n = 0, we let f0
be the identity map). Given z0 ∈ Ĉ, the sequence of points {zn} defined by zn = f(zn−1) = fn(z0)
is called the orbit of z0.
Given a rational map f : Ĉ→ Ĉ, we will be interested in the sensitivity of an orbit under small
perturbations of the starting point. A point z0 belongs to the Fatou set if, for every  > 0 there
exists δ > 0 such that, for any point z′ with d(z′, z0) ≤ δ, it holds that d(fn(z′), fn(z0)) ≤  for
all positive integer n (in other words, z0 belongs to the Fatou set if the family of maps {fn}n≥1 is
equicontinuous at z0 under the chordal metric). A point z0 belongs to the Julia set if z0 does not
belong to the Fatou set (i.e., the Julia set is the complement of the Fatou set).
Lemma 7 (e.g., [7, Lemma 4.6]). Every repelling fixpoint belongs to the Julia set.
For z ∈ Ĉ, the grand orbit [z] is the set of points z′ whose orbit intersects the orbit of z,
i.e., for every z′ ∈ [z], there exist integers m,n ≥ 0 such that fm(z) = fm(z′). The exceptional
set of the map f is the set of points z whose grand orbit [z] is finite. As we shall see in the
upcoming Lemma 23, the exceptional set of a rational map f can have at most two points and, in
our applications, it will in fact be empty.
For z0 ∈ C and r > 0, we use B(z0, r) to denote the ball of radius r around z0. A set U is a
neighbourhood of z0 if U contains a ball B(z0, r) for some r > 0. We will use the following fact.
Theorem 8 (see, e.g., [7, Theorem 4.10]). Let f : Ĉ→ Ĉ be a complex rational map with exceptional
set Ef . Let z0 be a point in the Julia set and let U be an arbitrary neighbourhood of z0. Then, the
union of the forward images of U , i.e., the set
⋃
n≥0 f
n(U), contains Ĉ\Ef .
Peters and Regts [10] used a version of Theorem 8 to conclude the existence of trees T and λ’s
close to the boundary of Λ∆ such that ZT (λ) = 0. We will use Theorem 8 as a tool to get our
#P-hardness results for any λ outside the cardioid Λ∆.
2.2 A characterisation of the cardioid
To use the tools from the previous section, we will need to analyse the fixpoints of the map
f(z) = 1
1+λz∆−1 . We denote by ϑΛ∆ the following curve (which is actually the boundary of the
6
region Λ∆ defined in (1))
4:
ϑΛ∆ =
{
λ ∈ C ∣∣∃z ∈ C : |z| = 1/(∆− 1), λ = z
(1− z)∆
}
. (3)
The following lemma is proved in Section 4.
Lemma 9. Let ∆ ≥ 3 and consider the map f(z) = 1
1+λz∆−1 for λ ∈ C. Then,
1. For all λ ∈ Λ∆\ϑΛ∆, f has a unique attractive fixpoint; all other fixpoints are repelling.
2. For all λ ∈ ϑΛ∆, f has a unique neutral fixpoint; all other fixpoints are repelling.
3. For all λ /∈ Λ∆, all of the fixpoints of f are repelling.
2.3 Applying the theory
We are now in a position to discuss in detail how to apply the tools of Section 2.1 and the result
of Section 2.2.
Let λ ∈ CQ\(Λ∆∪R). By Lemma 9, all of the fixpoints of the map f(z) = 11+λz∆−1 are repelling.
By Lemma 7, all of the repelling fixpoints belong to the Julia set of the map, and therefore, by
applying Theorem 8, iteratively applying f to a neighbourhood U of a repelling fixpoint gives the
entire complex plane. Therefore, if we want to generate an arbitrary complex value λ′ ∈ C, it
suffices to be able to generate values in a neighbourhood U close to a repelling fixpoint of f . Of
course, in our setting we will also need to do this efficiently, up to exponential precision. The
following lemma is therefore the next important milestone. It formalises exactly what we need to
show in order to be able to prove Lemma 6.
Lemma 10. Let ∆ ≥ 3 and λ ∈ CQ \R, and set d := ∆− 1. Let ω be the fixpoint of f(x) = 11+λxd
with the smallest norm.5 There exists a rational ρ > 0 such that the following holds.
There is a polynomial-time algorithm such that, on input λ′ ∈ B(λω, ρ)∩CQ and rational  > 0,
outputs a bipartite graph G of maximum degree at most ∆ with terminal v that implements λ′ with
accuracy . Moreover, the algorithm outputs the values Z inG,v(λ), Z
out
G,v(λ).
To briefly explain why Lemma 6 follows from Lemma 10, we first show how to use Lemma 10 to
implement activities λx∗ where x∗ is close to a pole p of f (i.e., a point p which satisfies 1+λpd = 0).
For some r > 0, let U be the ball B(ω, r) of radius r around ω. Using Theorem 8, we find the
first integer value of N > 0 such that a pole p∗ belongs to fN (U); in fact, we can choose r (see
Lemma 29) so that there exists a radius r∗ > 0 such that B(p∗, r∗) ⊆ fN (U). The idea of “waiting
till we hit the pole of f” is that, up to this point, the iterates of f satisfy Lipschitz inequalities, i.e.,
it can be shown that there exists a real number L > 0 such that |fN (x1) − fN (x2)| ≤ L|x1 − x2|
for all x1, x2 ∈ U . Therefore, for any desired target x∗ ∈ B(p∗, r∗) we can find w∗ ∈ U such
that fN (w∗) = x∗ and implement λw∗ using Lemma 10 with accuracy  > 0; due to the Lipschitz
inequality, this yields an implementation of λx∗ with accuracy at most λL, i.e., just a constant
factor distortion. Once we are able to create specified activities close to λp∗ where p∗ is a pole of
f , it is then possible to first implement activities λ′ with large norm by plugging appropriate x
4The fact that the curve ϑΛ∆, as defined in (3), is the boundary of the region Λ∆ (defined in (1)) follows from
Lemma 24, which implies that the function z
(1−z)∆ is holomorphic and one-to-one on the open disc |z| < 1/(∆− 1),
therefore conformal. Carathe´odory’s theorem then yields that the boundary |z| = 1/(∆− 1) of the disc maps to the
boundary of the region Λ∆.
5Note, by Lemma 25, all the fixpoints of f have different norms for λ ∈ CQ \ R, so ω is well-defined.
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close to p∗ in f(x) = 1
1+λxd
; in turn, this can be then used to implement activities λ′ with small
norm and finally, λ′ with moderate value of |λ′| as well. See the proof of Lemma 6 in Section 5.3
for more details.
2.4 Chasing repelling fixpoints
In this section, we focus on the proof of Lemma 10, whose proof (given in Section 7) requires us to
delve into the analysis of the multivariate map
(x1, . . . , xd) 7→ 1
1 + λx1 · · ·xd , where d := ∆− 1. (2)
Recall, in the scope of proving Lemma 10, our goal is to generate points close to a repelling fixpoint
of the map f : x 7→ 1
1+λxd
. Since λ is outside the cardioid region Λ∆, the fixpoints of the map f are
repelling and therefore we cannot get close to any of them by just iterating f . Can the multivariate
map make it easier to get to a fixpoint of f? The answer to the question is yes, as the following
lemma asserts.
Lemma 11. Let ∆ ≥ 3 and λ ∈ C \ R, and set d := ∆− 1. Let ω be the fixpoint of f(x) = 1
1+λxd
with the smallest norm. For k ≥ 0, let xk be the sequence defined by
x0 = x1 = · · · = xd−1 = 1, xk = 1
1 + λ
∏d
i=1 xk−i
for k ≥ d. (4)
Then, the sequence xk is well-defined (i.e., the denominator of (4) is nonzero for all k ≥ d) and
converges to the fixpoint ω as k →∞. Moreover, there exist infinitely many k such that xk 6= ω.
Note, Lemma 9 gurarantees that the fixpoint ω in Lemma 11 is repelling when λ ∈ C\(Λ∆∪R),
so Lemma 11 indeed succeeds in getting us glose to a repelling fixpoint in this case. It is instructive
at this point to note that the sequence in (4) corresponds to a Fibonacci-type tree construction
T0, . . . , Tk, where for k ≥ d tree Tk consists of a root r with subtrees Tk−d, . . . , Tk−1 rooted at the
children of r. The trees Tk−d, . . . , Tk−1 generate the values xk−d, . . . , xk−1, respectively, and the
tree Tk generates the value xk.
A few remarks about the proof of Lemma 11 are in order. Analysing the behaviour of multivari-
ate recurrences such as the one in (4) is typically an extremely complicated task and the theory for
understanding such recurrences appears to be still under development. Fortunately, the recurrence
(4) can be understood in a surprisingly simple way by using the linear recurrence Rk defined by
R0 = · · · = Rd = 1 and Rk+1 = Rk + λRk−d for all k ≥ d, and observing that xk = Rk/Rk+1
for all k. By interpreting Rk as the independent set polynomial of a claw-free graph evaluated at
λ ∈ C\R, we obtain using a result of Chudnovsky and Seymour [3] that Rk 6= 0. The detailed proof
of Lemma 11 can be found in Section 7.1.
2.5 Exponential precision via contracting maps that cover
Lemma 11 resolves the intriguing task of getting close to a repelling fixpoint ω of the univariate
map when λ ∈ C\(Λ∆ ∪ R). But in the context of Lemma 10 we need to accomplish far more: we
need to be able to generate any point which is in some (small) ball U around the fixpoint ω, with
exponentially small error .
To do this, we will focus on a small ball U around ω, i.e., U = B(ω, δ) for some sufficiently
small δ > 0, and we will examine how the multivariate map (2) behaves when x1, . . . , xd ∈ U . In
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particular, we show in Lemma 46 that for any choice of x1, . . . , xd ∈ U it holds that
1
1 + λx1 · · ·xd ≈ ω+ z
(
(x1−ω) + . . .+ (xd−ω)
)
, where z satisfies 0 < |z| < 1 and z ∈ C\R. (5)
The important observation is that once we fix x1, . . . , xd−1 ∈ B(ω, δ), the resulting map Φ is
contracting with respect to the remaining argument xd (in the vicinity of ω) — see Lemma 48 for
a more detailed treatment of this contraction.
The observation that Φ is contracting will form the basis of our approach to iteratively reduce
the accuracy with which we need to generate points (by going backwards): if we need to generate
a desired x ∈ U with error at most  it suffices to be able to generate Φ−1(x) with error at most
/|z| > , i.e., to generate x with good accuracy, we only need to do the easier task of generating
the point Φ−1(x) with less restrictive accuracy. The only trouble is that, if we use a single map
Φ, after a few iterations of the process the preimage Φ−1(x) will eventually escape U . To address
this, note that in the construction of the map Φ above, we had the freedom to choose arbitrary
x1, . . . , xd−1 ∈ B(ω, δ). We will make use of this freedom and, in particular, we will use a family
of contracting maps Φ1, . . . ,Φt (for some large constant t) instead of a single map Φ; the large
number of maps will allow us to guarantee that for all x ∈ U , at least one of the preimages
Φ−11 (x), . . . ,Φ
−1
t (x) belongs in U , i.e., that the images Φ1(U), . . . ,Φt(U) cover U . We will discuss
in Section 2.6 how to obtain the maps Φ1, . . . ,Φt, but first let us formalise the above into the
following lemma, which is the basis of our technique for making the error exponentially small.
Lemma 12. Let z0 ∈ CQ, r > 0 be a rational and U be the ball B(z0, r). Further, suppose that
λ′1, . . . , λ′t ∈ CQ are such that the complex maps Φi : z 7→ 11+λ′iz with i ∈ [t] satisfy the following:
1. for each i ∈ [t], Φi is contracting on the ball U ,
2. U ⊆ ⋃ti=1 Φi(U).
There is an algorithm which, on input (i) a starting point x0 ∈ U ∩ CQ, (ii) a target x ∈ U ∩ CQ,
and (iii) a rational  > 0, outputs in poly(size(x0, x, )) time a number xˆ ∈ U ∩CQ and a sequence
i1, i2, . . . , ik ∈ [t] such that
xˆ = Φik(Φik−1(· · ·Φi1(x0) · · · )) and |xˆ− x| ≤ .
The proof of Lemma 12 can be carried out along the lines we sketched above, see Section 5.1 for
details. In that section, we also pair Lemma 12 with a path construction which, given the sequence
of indices i1, . . . , ik, returns a path of length k that implements λxˆ (cf. footnote 3 for the extra
factor of λ), see Lemma 27 for details.
2.6 Constructing the maps
We next turn to the last missing piece, which is to create the maps Φ1, . . . ,Φt which satisfy the
hypotheses of Lemma 12 in a ball U = B(ω, δ) around the fixpoint ω for some small radius δ > 0
(note, we are free to make δ as small as we wish). The following notions of “covering” and “density”
will be relevant for this section.
Definition 13. Let U ⊆ C. A set F ⊆ U is called an -covering of U if for every x ∈ U there
exists y ∈ F such that |x− y| ≤ . A set F ⊆ U is called dense in U if F is an -covering of U for
every  > 0.
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We have already seen in Section 2.5 that, for arbitrary x1, . . . , xd ∈ U , we have
1
1 + λx1 · · ·xd ≈ ω+z
(
(x1−ω)+ . . .+(xd−ωd)
)
, where z satisfies 0 < |z| < 1 and z ∈ C\R. (5)
We also discussed that, if we fix arbitrary x1, . . . , xd−1 ∈ U , the resulting map Φ(x) = 11+(λx1···xd−1)x
is contracting in U for all sufficently small δ > 0, and therefore we can easily take care of the
contraction properties that we need (in the context of Lemma 12). The more difficult part is to
control the preimage of the map Φ. We show in Lemma 47 that for x, x1, . . . , xd−1 ∈ U , it holds
that
Φ−1(x) =
1
λx1 · · ·xd−1
(1
x
− 1
)
≈ ω +
(x− ω
z
−
d−1∑
j=1
(xj − ω)
)
.
Therefore to ensure that Φ−1(x) belonds to U = B(ω, δ) we need to ensure that x1, . . . xd−1 are
such that ∣∣∣x− ω
z
−
d−1∑
j=1
(xj − ω)
∣∣∣ < δ/2. (6)
Note that by Lemma 11 we can generate points arbitrarily close to ω and hence we can make each
of x2−ω, . . . , xd−1−ω so small that they are effectively negligible in (6); then, to be able to satisfy
(6), we need to be able to choose x1 so that |(x−ω)/z− (x1−ω)| is small, say less than δ/4. Since
|(x − ω)/z| ≤ δ/|z|, the key will therefore be to produce a (δ/4)-covering of the slightly enlarged
ball B(ω, δ/|z|). Then, we can take x1 to be one of the points in the (δ/4)-covering.
We will in fact show the following slightly more general lemma, which guarantees that we can
indeed generate the required points around ω for any desired precision  > 0 provided that we
choose δ small enough (and can therefore implement activities around λω). Note that the lemma
can be viewed as a “relaxed” version of Lemma 10 with much weaker guarantees.
Lemma 14. Let ∆ ≥ 3 and λ ∈ CQ \R, and set d := ∆− 1. Let ω be the fixpoint of f(x) = 11+λxd
with the smallest norm. For any , κ > 0 there exists a radius ρ ∈ (0, κ) such that the following
holds. For every λ′ ∈ B(λω, ρ), there exists a tree G of maximum degree at most ∆ that implements
λ′ with accuracy ρ.
But how can we “populate” the vicinity of ω, i.e., generate a covering of a ball U = B(ω, δ)?
Lemma 11 only gives us that we can generate points arbitrarily close to ω. The key once again is
to use the multivariate map around ω and, in particular, the perturbation estimate in the r.h.s of
(5). To focus on the displacement from ω, we will use the transformation ai = xi − ω so that (5)
translates into the following operation
(a1, . . . , ad) 7→ z(a1 + · · ·+ ad),
i.e., if we have generated points which are displaced by a1, . . . , ad from ω, we can also generate
a point which is roughly displaced by z(a1 + · · · + ad) from ω; we will only need to apply the
operation a finite number of times, so the error coming from (5) will not matter critically and can
be ignored in the following. We show in Lemma 45 that, using a sequence of such operations, we
can generate points of the form ω+zN(p)p(z) where p is an arbitrary polynomial with non-negative
integer coefficients and N(p) is a positive integer which is determined by the number of operations
we used to create p. We further show in Lemma 42, that for all z ∈ C\R with |z| < 1, the values
p(z), as p ranges over all polynomials with non-negative integer coefficients, form a dense set of C.
Therefore, to obtain Lemma 14, we can choose an -covering F of the unit disc using a finite set of
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values p(z) and set δ = zN where N = maxp∈F N(p); then, we can generate the points ω + δp(z)
for every p ∈ F , which form an (δ)-covering of the ball U = B(ω, δ), yielding Lemma 14. The full
proof is in Section 7.2.
2.7 Fitting the pieces together and proof for the real case
We briefly summarise the proof of Lemma 10. First, we get points close to a repelling fixpoint
by showing Lemma 11 (discussed in Section 2.4 and proved in Section 7.1). Then, we bootstrap
this into a moderately dense set of points around the fixpoint, yielding Lemma 14 (discussed in
Section 2.6 and proved in Section 7.2). Further, we bootstrap this into exponential precision
around the fixpoint using Lemma 12 (discussed in Section 2.5 and proved in Section 7.3). Finally,
we propagate this exponential precision to the whole complex plane, therefore yielding Lemma 10
(discussed in Section 2.3 and proved in Section 5.3).
Finally, we mention the modifications needed for the real case when λ < −λ∗. The following
lemma is the analogue of Lemma 6 and allows us to implement real activities with exponential
precision.
Lemma 15. Let ∆ ≥ 3 and λ ∈ Q be such that λ < −λ∗.
There is an algorithm which, on input λ′,  ∈ Q with  > 0, outputs in poly(size(λ′, )) time a
bipartite graph G of maximum degree at most ∆ with terminal v that implements λ′ with accuracy
. Moreover, the algorithm outputs the values Z inG,v(λ), Z
out
G,v(λ).
As in the complex case, we will need a moderately dense set of activities to get started, i.e., an
analogue of Lemma 14; here, our job is somewhat simplified (relative to the case where λ ∈ C\R)
since we can use the following result of [4] .
Lemma 16 ([4, Lemma 4]). Let ∆ ≥ 3 and λ < −λ∗. Then, for every λ′ ∈ R, for every  > 0,
there exists a bipartite graph G of maximum degree at most ∆ that implements λ′ with accuracy .
Note that Lemma 16 does not control the size of the graph G with respect to the accuracy , so
it does not suffice to prove Lemma 15 on its own. In order to do this, we use the “contracting maps
that cover” technique to get the exponential precision, i.e., the analogue of Lemma 12 restricted to
the reals (see Lemma 26). The proof of Lemma 15 is completed in Section 5.2.
Once the proofs of Lemmas 6 and 15 are in place, we give the proofs of our #P-hardness results
in Section 6.
3 Preliminaries
3.1 Implementing activities
We recall the following definitions from [4], which we modify (slightly) here to account for complex
activities.
Definition 17. Let ∆ ≥ 2 be an integer and λ ∈ C 6=0. We say that (∆, λ) implements the activity
λ′ ∈ C if there is a bipartite graph G of maximum degree at most ∆ which implements the activity
λ′. More generally, we say that (∆, λ) implements a set of activities S ⊆ C, if for every λ′ ∈ S it
holds that (∆, λ) implements λ′.
Implementing activities allows us to modify the activity at a particular vertex v. As in [4], it
will therefore be useful to consider the hard-core model with non-uniform activities. Let G = (V,E)
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be a graph and λ = {λv}v∈V be a complex vector, so that λv is the activity of the vertex v ∈ V .
The hard-core partition function with activity vector λ is defined as
ZG(λ) =
∑
I∈IG
∏
v∈I
λv.
Note that by setting all vertex activities equal to λ we obtain the standard hard-core model with
activity λ. For a vertex v ∈ V , we define Z inG(λ) and ZoutG (λ) for the non-uniform model analogously
to Z inG(λ) and Z
out
G (λ) for the uniform model, respectively.
The following lemma is proved in [4] for real values but the proof holds verbatim in the complex
setting as well. The lemma connects the partition function ZG(λ) of a graph G with non-uniform
activities to the partition function ZG′(λ) of an augmented graph G
′ with uniform activity λ (the
augmented graph G′ is obtained by sticking on each vertex v of G a graph Gv which implements
the activity λv).
Lemma 18 ([4, Lemma 5]). Let λ ∈ C6=0, let t ≥ 1 be an arbitrary integer and let λ′1, . . . , λ′t ∈
C. Suppose that, for j ∈ [t], the graph Gj with terminal vj implements the activity λ′j, and let
Cj := Z
out
Gj ,vj
(λ). Then, the following holds for every graph G = (V,E) and every activity vector
λ = {λv}v∈V such that λv ∈ {λ, λ′1, . . . , λ′t} for every v ∈ V .
For j ∈ [t], let Vj := {v ∈ V | λv = λ′j}. Consider the graph G′ obtained from G by attaching,
for every j ∈ [t] and every vertex v ∈ Vj, a copy of the graph Gj to the vertex v and identifying the
terminal vj with the vertex v. Then, for C :=
∏t
j=1C
|Vj |
j , it holds that
ZG′(λ) = C · ZG(λ), (7)
∀v ∈ V : Z inG′,v(λ) = C · Z inG,v(λ), ZoutG′,v(λ) = C · ZoutG,v(λ). (8)
Remark 19. As noted in [4, Remark 6], the construction of G′ in Lemma 18 ensures that the
degree of every vertex v in G with λv = λ maintains its degree, while the degree of every other
vertex v in G gets increased by one. Also, if the graph G is bipartite and the graphs Gj are bipartite
for all j = 1, . . . , t, then G′ is bipartite as well.
These observations will ensure in later applications of Lemma 18 that we do not blow up the
degree and that we preserve the bipartiteness of the underlying graph G.
3.2 Finding roots of polynomials
To prove our #P-hardness results, we will sometimes need in our reductions to compute with
accuracy  roots of polynomial equations with coefficients in CQ. We will therefore need some basic
results that these procedures can be carried out in polynomial time. To formalise the running time,
we will use the following definition for the size of a number in CQ.
Definition 20. Let CQ be the set of complex numbers whose real and imaginary parts are rationals.
Let α ∈ CQ and write α = a
b
+i
c
d
, where a, b, c, d are integers such that gcd(a, b) = 1, gcd(c, d) = 1.
Then, the size of α, denoted by size(α), is given by 1 + log(|a|+ |b|+ |c|+ |d|).
For α1, . . . , αt ∈ CQ, we denote by size(α1, . . . , αt) the total of the sizes of α1, . . . , αt.
We will need the following fact for finding roots of polynomials with complex coefficients.
Fact 21 (see, e.g., [8]). There is an algorithm which on input a coefficient list c0, . . . , cn ∈ CQ and
a rational  > 0 outputs in time poly(n, size(c0, . . . , cn, )) numbers ρ1, . . . , ρn ∈ CQ such that
|ρ1 − ρˆ1|, . . . , |ρn − ρˆn| ≤ ,
where ρˆ1, . . . , ρˆn are the roots of the polynomial P (x) =
∑n
i=0 cix
i.
12
3.3 Lower bounds on polynomials evaluated at algebraic numbers
Let P (x) =
∑n
i=0 aix
i be a polynomial with complex coefficients. The (naive) height of P (x) is
defined as H(P ) = maxi{|ai|}. In transcendental number theory, the height of a polynomial in x
is used to give a lower bound on its value when x is an algebraic number. The simple version of
the lower bound that we use (Lemma 22 below) is from [5, Lemma 6.3] but the proof is entirely
standard, and the proof given in [5] is taken from the proof of Theorem A.1 of Bugeaud’s book [2].
Recall, that the minimal polynomial for an algebraic number is the monic polynomial of min-
imum degree and rational coefficients which has α as a root; the degree of an algebraic number is
the degree of its minimal polynomial.
Lemma 22 (Liouville’s inequality). Let P (x) be an integer polynomial of degree n and y ∈ C be
an algebraic number of degree d. Then either p(y) = 0 or |P (y)| ≥ c−ny (n+ 1)H(P )−d+1, where
cy > 1 is an effectively computable constant that only depends on y.
3.4 Characterising the exceptional set
We conclude this section with the following characterisation of the exceptional set (cf. Theorem 8).
Lemma 23 (see [7, Lemma 4.9] and [1, Theorem 4.1.2]). Let f : Ĉ→ Ĉ be a complex rational map
of degree ≥ 2 and let Ef denote its exceptional set. Then, |Ef | ≤ 2. Moreover,
• if Ef = {ζ}, then ζ is a fixpoint of f with multiplier 0.
• if Ef = {ζ1, ζ2}, then ζ1, ζ2 are fixpoints of f2 with multiplier 0.
4 Proving the properties of the cardioid
In this section, we prove Lemma 9 which classifies the fixpoints of the map f(z) = 1
1+λz∆−1 de-
pending on the value of λ.
We start by proving the following property of the region Λ∆ defined in (1).
Lemma 24. Let ∆ ≥ 3 be an integer. Then, for every λ ∈ Λ∆, there is a unique z ∈ C such that
|z| ≤ 1/(∆− 1) and λ = z
(1−z)∆ .
Proof. Existence of z ∈ C with the required properties is immediate by the definition of Λ∆.
To show uniqueness, set d := ∆ − 1, and assume for the sake of contradiction that there exist
x, y ∈ C with x 6= y such that |x|, |y| ≤ 1/d and λ = x
(1−x)d+1 =
y
(1−y)d+1 . This gives
x(1− y)d+1 − y(1− x)d+1 = 0.
By expanding terms we obtain that
x(1− y)d+1 − y(1− x)d+1 = (x− y)−
d+1∑
k=2
(
d+ 1
k
)
(−1)kxy(xk−1 − yk−1).
Since x 6= y and x(1− y)d+1 − y(1− x)d+1 = 0, we can factor out (x− y) to obtain that
M = 1, where M :=
d+1∑
k=2
(
d+ 1
k
)
(−1)kxy
k−2∑
j=0
xjy(k−2)−j .
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We will first show that |M | = 1 only if x, y are conjugate complex numbers satisfying |x| = |y| = 1/d.
Then, we will bootstrap the argument to show that |M | = 1 further implies that x, y ∈ R. Thus,
we will get that x = y, contradicting that x 6= y.
The main observation is that since |x|, |y| ≤ 1/d, by the triangle inequality we have that
1 = |M | =
∣∣∣∣∣∣
d+1∑
k=2
(
d+ 1
k
)
(−1)kxy
k−2∑
j=0
xjy(k−2)−j
∣∣∣∣∣∣ ≤
d+1∑
k=2
(
d+ 1
k
)
|x||y|
k−2∑
j=0
|x|j |y|(k−2)−j
≤
d+1∑
k=2
(
d+ 1
k
)
k − 1
dk
= 1, (9)
where the last equality follows from substracting the equalities
d+1∑
k=2
(
d+ 1
k
)
k
dk
= (d+ 1)
d+1∑
k=2
(
d
k − 1
)
1
dk
=
d+ 1
d
d∑
k=1
(
d
k
)
1
dk
=
d+ 1
d
((
1 +
1
d
)d − 1),
d+1∑
k=2
(
d+ 1
k
)
1
dk
=
(
1 +
1
d
)d+1 − 1− d+ 1
d
.
It follows that the inequality in (9) must hold at equality, from where we obtain that |x| = |y| = 1/d.
Further, since x
(1−x)d+1 =
y
(1−y)d+1 , we obtain that |1− x| = |1− y|. Now, since x 6= y, from
|x| = |y| = 1/d and |1− x| = |1− y|, we obtain that x and y are conjugate complex numbers with
|x| = |y| = 1/d.
Since x 6= y and x, y are conjugates, the imaginary parts of both x and y must be nonzero.
W.l.o.g., we may assume that the imaginary part of x is positive, so we can set x = 1de
iθ and
y = 1de
−iθ for some θ ∈ (0, pi). For each k = 2, . . . , d + 1, let Mk := xy
∑k−2
j=0 x
jy(k−2)−j . Observe
that Mk is a real number (since it equals its conjugate) satisfying |Mk| ≤ (k − 1)/dk. In fact, we
have that
Mk = xy
xk−1 − yk−1
x− y =
sin((k − 1)θ)
dk sin θ
for each k = 2, . . . , d+ 1 and in particular M2 = 1/d
2. Using the triangle inequality again, we have
that
1 = |M | =
∣∣∣∣∣
d+1∑
k=2
(
d+ 1
k
)
(−1)kMk
∣∣∣∣∣ ≤
d+1∑
k=2
(
d+ 1
k
)
k − 1
dk
= 1,
so the inequality must hold at equality. For this to happen, and since the Mk’s are real numbers,
it must be the case that there exists s ∈ {0, 1} so that Mk = (−1)k+s(k − 1)/dk for each k =
2, . . . , d+ 1. From M2 = 1/d
2, we obtain that s = 0. Note that d ≥ 2, so M3 = −2/d3 yields that
sin(2θ) = −2 sin(θ). By the identity sin(2θ) = 2 sin θ cos θ, we obtain that at least one of sin θ = 0
or cos θ = −1 must hold, which contradicts that θ ∈ (0, pi).
Thus, it must be the case that x = y, concluding the proof of Lemma 24.
We are now ready to prove Lemma 9, which we restate here for convenience.
Lemma 9. Let ∆ ≥ 3 and consider the map f(z) = 1
1+λz∆−1 for λ ∈ C. Then,
1. For all λ ∈ Λ∆\ϑΛ∆, f has a unique attractive fixpoint; all other fixpoints are repelling.
2. For all λ ∈ ϑΛ∆, f has a unique neutral fixpoint; all other fixpoints are repelling.
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3. For all λ /∈ Λ∆, all of the fixpoints of f are repelling.
Proof. Let ω ∈ C be an arbitrary fixpoint of f so that
ω =
1
1 + λω∆−1
or equivalently λω∆ = 1− ω. (10)
Let q := f ′(ω) be the multiplier of f at z = ω. We have that
q = f ′(ω) = −(∆− 1)λω
∆−2
(1 + λω∆−1)2
= −(∆− 1)λω∆ = −(∆− 1)(1− ω), (11)
where in the latter two equalities we used (10). Let ω̂ := 1− ω. Then, (10) and (11) give
λ =
ω̂
(1− ω̂)∆ , |q| = (∆− 1) |ω̂| . (12)
We are now ready to prove the lemma. Let ω1, . . . , ωt denote the distinct fixpoints of f (note that
1 ≤ t ≤ ∆) and for i ∈ [t], let qi be the multiplier of f at ωi. Further, let ω̂i = 1− ωi. Then, (12)
gives that for all i ∈ [t] it holds that
λ =
ω̂i
(1− ω̂i)∆ , |qi| = (∆− 1) |ω̂i| . (13)
For λ ∈ Λ∆\ϑΛ∆, there exists j ∈ [t] such that |ω̂j | < 1/(∆− 1) (by the definition of the region
Λ∆) and hence |qj | < 1. By Lemma 24, for all i ∈ [t] with i 6= j it holds that |ω̂i| > 1/(∆− 1) and
hence |qi| > 1. This proves Item 1.
For λ ∈ ϑΛ∆, there exists j ∈ [t] such that |ω̂j | = 1/(∆−1) (by the definition of the region ϑΛ∆)
and hence |qj | = 1. Again, by Lemma 24, for all i ∈ [t] with i 6= j it holds that |ω̂i| > 1/(∆ − 1)
and hence |qi| > 1. This proves Item 2.
For λ /∈ Λ∆ ∪ ϑΛ∆, we have that every ω̂i satisfies |ω̂i| > 1/(∆ − 1) (by the definition of the
regions Λ∆, ϑΛ∆) and hence |qi| > 1. This proves Item 3.
This concludes the proof of Lemma 9.
We close this section with the following lemma that applies to all λ ∈ C\R.
Lemma 25. Let λ ∈ C\R and ∆ ≥ 3. Then, the fixpoints of the map f(z) = 1
1+λz∆−1 have
(pairwise) distinct norms.
Proof. For convenience, let d := ∆ − 1. The fixpoints are roots of λzd+1 + z − 1. It will be
convenient to reparameterize z = 1/y and consider the roots of λ + zd − zd+1. (Note that for
y1 = 1/z1, y2 = 1/z2 we have |z1| = |z2| iff |y1| = |y2|.)
For the sake of contradiction, suppose that λ = yd+1−yd has two roots y1, y2 of the same norm,
that is |y1| = |y2|. We have
|λ| = |y1|d(|y1 − 1|) = |y2|d(|y2 − 1|),
and since |y1| = |y2| we conclude |y1 − 1| = |y2 − 1|. Note that this means that y1, y2 lie on the
intersection of two circles—one centered at 0 and one centered at 1. This means that y1 and y2
are conjugate (since the centers lie on the real line and if two circles intersect in 2 points then the
points are symmetric about the segment connecting the centers) and thus
λ = y1
d+1 − y1d = yd+12 − yd2 = λ,
that is λ ∈ R.
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5 Impementing activities with exponential precision
In this section, we prove our main implementation lemmas, Lemmas 6 and 15. We start in Sec-
tion 5.1 by proving Lemma 12 and its analogue for the real case that will help us obtain the
exponential precision; we also give a path construction that will give us the desired implementa-
tions. Then, in Section 5.2, we give the proof of Lemma 15 for the real case and, in Section 5.3,
the proof of Lemma 6 for the complex case.
5.1 Contracting maps that cover yield exponential precision
Lemma 12. Let z0 ∈ CQ, r > 0 be a rational and U be the ball B(z0, r). Further, suppose that
λ′1, . . . , λ′t ∈ CQ are such that the complex maps Φi : z 7→ 11+λ′iz with i ∈ [t] satisfy the following:
1. for each i ∈ [t], Φi is contracting on the ball U ,
2. U ⊆ ⋃ti=1 Φi(U).
There is an algorithm which, on input (i) a starting point x0 ∈ U ∩ CQ, (ii) a target x ∈ U ∩ CQ,
and (iii) a rational  > 0, outputs in poly(size(x0, x, )) time a number xˆ ∈ U ∩CQ and a sequence
i1, i2, . . . , ik ∈ [t] such that
xˆ = Φik(Φik−1(· · ·Φi1(x0) · · · )) and |xˆ− x| ≤ .
The following is the exact analogue of Lemma 12 for the real case. For z ∈ R and r > 0, we use
I(z, r) to denote the interval of length 2r centered at z.
Lemma 26. Let z0 ∈ Q and r > 0 be a rational. Further, suppose that λ′1, . . . , λ′t ∈ Q are such
that the real maps Φi : z 7→ 11+λ′iz with i ∈ [t] satisfy the following:
1. for each i ∈ [t], Φi is contracting on the interval I(z0, r),
2. I(z0, r) ⊆
⋃t
i=1 Φi(I(z0, r)).
There is an algorithm which, on input (i) a starting point x0 ∈ I(z0, r) ∩ Q, (ii) a target x ∈
I(z0, r)∩Q, and (iii) a rational  > 0, outputs in poly(size(x0, x, )) time a number xˆ ∈ I(z0, r)∩Q
and a sequence i1, i2, . . . , ik ∈ [t] such that
xˆ = Φik(Φik−1(· · ·Φi1(x0) · · · )) and |xˆ− x| ≤ .
Proof of Lemmas 12 and 26. We focus on proving Lemma 12, the proof of Lemma 26 being almost
identical; one only needs to replace the ball B(z0, r) with the interval I(z0, r) in the following
argument.
Since the maps Φi are contracting on the ball B(z0, r) for all i ∈ [t], there exists a real number
M < 1 such that for all i ∈ [t] and all x, y ∈ B(z0, r), it holds that
|Φi(x)− Φi(y)| ≤M |x− y|. (14)
W.l.o.g., we assume that M ∈ Q.
Let x0, x ∈ B(z0, r)∩CQ and  ∈ (0, 1). We are now going to describe a procedure that produces
a point that is at distance at most  from x in time polynomial in size(x0, x, ).
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GetPoint(x, )
if  ≥ |x− x0|, then return x0
else
let i ∈ [t] be such that x ∈ Φi(B(z0, r))
y ← GetPoint(Φ−1i (x), /M)
return xˆ = Φi(y)
Note that, in each recursive call of the procedure GetPoint(·, ·), the second parameter increases by a
factor 1/M and hence the number N of recursive calls is bounded by 1+log1/M (2r/) = O(size()).
Moreover, we can find i ∈ [t] such that x ∈ Φi(B(z0, r)) in time polynomial in size(x, ) (since we
can compute Φ−1i (x) for each i ∈ [t] and check whether |Φ−1i (x) − z0| ≤ r). Finally, note that, in
each recursive call of the procedure GetPoint(·, ·), the first parameter is always from B(z0, r) since
x ∈ Φi(B(z0, r)).
The correctness of the algorithm is proved by induction on the number N of recursive calls. In
the base case N = 0, we have  ≥ |x − x0| and the procedure returns x0 which is at distance at
most  from x. For the inductive step we have |y − Φ−1i (x)| ≤ /M and hence by (14)
|Φi(y)− x| ≤M |y − Φ−1i (x)| ≤ .
It remains to observe that we can modify the procedure GetPoint(x, ) so that it also returns the
desired sequence i1, i2, . . . , ik.
We will pair our applications of Lemmas 12 and 26 with the following path construction.
Lemma 27. Let x0, λ
′
1, . . . , λ
′
t ∈ CQ\{0} and, for i ∈ [t], consider the maps Φi(z) = 11+λ′iz for
z 6= − 1
λ′i
. Let i1, i2, . . . , ik ∈ [t] be a sequence such that Φik(Φik−1(· · ·Φi1(x0) · · · )) = xˆ for some
xˆ ∈ C.
Let P be a path of length k + 1 whose vertices are labelled as v0, v1, . . . , vk, vk+1. Let λ be the
activity vector on P given by
λv0 = (1− x0)/x0, λvj = λ′ij for j ∈ [k], λvk+1 = λ.
Then, it holds that ZoutP,vk+1(λ) 6= 0 and
Z inP,vk+1
(λ)
ZoutP,vk+1
(λ)
= λxˆ. Moreover, there is an algorithm that, on
input x0, λ
′
1, . . . , λ
′
t, k, computes the quantities Z
in
P,vk+1
(λ) and ZoutP,vk+1(λ) in time polynomial in k
and size(x0, λ
′
1, . . . , λ
′
t).
Proof. For j = 0, 1, . . . , k, denote by Pj the path of length j induced by the vertices v0, v1, . . . , vj ;
the activity of a vertex vi in Pj is equal to the activity of the vertex vi in P . To simplify notation,
we will drop the activity vector λ from notation, i.e., we will write Z inPj ,vj , Z
out
Pj ,vj
, ZPj instead of
Z inPj ,vj (λ), Z
out
Pj ,vj
(λ), ZPj (λ).
We will show by induction on j that
ZoutPj ,vj
ZPj
= xj , where xj = Φij (Φij−1(· · ·Φi1(x0) · · · )). (15)
For j = 0, we have
ZoutP0,v0 = 1, ZP0 = 1 + λ0 = 1/x0, (16)
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and therefore (15) holds. Assume that (15) holds for some j in 0, . . . , k−1, we show that it holds for
j+1 as well. Note that xj+1 = Φij+1(xj) and therefore xj 6= −1/λ′vj+1 , i.e., ZoutPj ,vj/ZPj 6= −1/λ′vj+1 .
We have
ZoutPj+1,vj+1 = ZPj ,
ZPj+1 = Z
in
Pj+1,vj+1 + Z
out
Pj+1,vj+1 = λvj+1Z
out
Pj ,vj + ZPj 6= 0
(17)
and therefore
ZoutPj+1,vj+1
ZPj+1
=
1
1 + λvj+1
ZoutPj,vj
ZPj
= Φij+1(xj) = xj+1.
This finishes the proof of (15) for all j = 0, 1, . . . , k. To conclude the proof, note that
Z inP,vk+1 = λvk+1Z
out
Pk,vk
= λZoutPk,vk ,
ZoutP,vk+1 = ZPk 6= 0,
(18)
so that
Z inP,vk+1
ZoutP,vk+1
= λxˆ. Finally, note that using (16), (17), (18), we can also compute Z inP,vk+1(λ) and
ZoutP,vk+1(λ) in time polynomial in k and size(x0, λ
′
1, . . . , λ
′
t). This completes the proof of Lemma 27.
5.2 Proof of Lemma 15 (real case)
To prove Lemma 15, we will bootstrap Lemma 16 to obtain implementations that control logarith-
mically the size of G in terms of the desired accuracy . The following technical lemma will allow
us to use Lemma 26.
Lemma 28. Let λ∗1 = −1/4, λ∗2 = −6/25, and I be the interval [7/4, 11/6]. Let η = 10−10, then
the following holds for all λ′1 ∈ [λ∗1 − η, λ∗1 + η] and λ′2 ∈ [λ∗2 − η, λ∗2 + η].
The maps Φ1(x) =
1
1+λ′1x
and Φ2(x) =
1
1+λ′2x
are contracting on the interval I and, moreover,
I ⊆ Φ1(I) ∪ Φ2(I).
Proof. For all λ′1 ∈ [λ∗1 − η, λ∗1 + η] and λ′2 ∈ [λ∗2 − η, λ∗2 + η], we have that Φ1,Φ2 are increasing,
while Φ′1,Φ′2 are decreasing. Therefore
Φ1(I) = [Φ1(7/4),Φ1(11/6)], Φ2(I) = [Φ2(7/4),Φ2(11/6)]
Φ′1(I) = [Φ
′
1(11/6),Φ
′
1(7/4)], Φ
′
2(I) = [Φ
′
2(11/6),Φ
′
2(7/4)]
By calculating the relevant function values, we obtain that
[1.78, 1.84] ⊆ Φ1(I), [1.73, 1.78] ⊆ Φ2(I), max
x∈I
{|Φ′1(x)|, |Φ′2(x)|} ≤ 9/10,
and the lemma follows.
We are now ready to give the proof of Lemma 15, which we restate here for convenience.
Lemma 15. Let ∆ ≥ 3 and λ ∈ Q be such that λ < −λ∗.
There is an algorithm which, on input λ′,  ∈ Q with  > 0, outputs in poly(size(λ′, )) time a
bipartite graph G of maximum degree at most ∆ with terminal v that implements λ′ with accuracy
. Moreover, the algorithm outputs the values Z inG,v(λ), Z
out
G,v(λ).
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Proof of Lemma 15. Let I = [7/4, 11/6] be the interval of Lemma 28. The main idea of the proof is
to use the maps in Lemma 28 in combination with Lemma 26 to get a subinterval of I where we can
get exponentially accurate implementations. Then, we will propagate this exponential accuracy to
the whole real line by using implementations from Lemma 16.
We next specify the activities that we will need to implement with constant precision via
Lemma 28 (later, these activities will be combined with Lemma 26 to get the exponential precision).
Let λ∗1, λ∗2, η, I be as in Lemma 28. Moreover, let x∗0 be the midpoint of the interval I and let
λ∗0 = (1 − x∗0)/x∗0, λ∗3 = −1/x∗0. Finally, let λ∗4 = max{1012, 1012|λ|}. (Note that all of these are
rationals.)
By Lemma 16, for i = 0, 1, . . . , 4, there exists a bipartite graph Gi of maximum degree ∆ which
implements λ∗i with accuracy η. Let vi be the terminal of Gi and set λ
′
i =
Z inGi,vi
(λ)
ZoutGi,vi
(λ)
; we have that
λ′i ∈ [λ∗i − η, λ∗i + η]. Moreover, let x0 = 1/(1 + λ′0) and note that |x0 − x∗0| ≤ 10−5, so that x0 ∈ I.
Also, let x3 = −1/λ′3 and note that |x3−x∗0| ≤ 10−5, so that the interval I∗ = [x3−10−3, x3 +10−3]
is a subinterval of I. Finally, we have that
|λ′4| ≥ |λ∗4| − η ≥ |λ∗4| − |λ∗4|/2 ≥ max{1011, 1011|λ|}. (19)
Suppose that we are given inputs λ′,  ∈ Q with  > 0 and we want to output in poly(size(λ′, ))
time a bipartite graph of maximum degree ∆ that implements λ′ with accuracy . Clearly, we may
assume that  ∈ (0, 1). The algorithm has three cases depending on the value of |λ′|.
Case I (large |λ′|): |λ′| ≥ max{104|λ|, 1}. Let x∗ be a rational such that
λ
1 + λ′3x∗
= λ′, so that x∗ =
1
λ′3
( λ
λ′
− 1
)
. (20)
Recall that x3 = −1/λ′3, so using the assumption |λ′| ≥ 104|λ| and that |λ′3| ≥ |λ∗3| − η ≥ 1/10, we
have that
|x∗ − x3| = |λ||λ′λ′3|
≤ 10−3,
It follows that x∗ belongs to the interval I.
Note that Lemma 28 guarantees that the maps Φ1(x) =
1
1+λ′1x
and Φ2(x) =
1
1+λ′2x
satisfy the
hypotheses of Lemma 26 with z0 = x
∗
0 and r equal to half the length of the interval I. Therefore,
using the algorithm of Lemma 26, on input x0, x
∗ and ′ =  ·min{ |λ|
2|λ′λ′3| ,
|λ|
2|(λ′)2λ′3| , 1
}
, we obtain
in time poly(size(x0, x
∗, ′)) = poly(size(λ′, )) a number xˆ and a sequence i1, . . . , ik ∈ {1, 2} such
that
xˆ = Φik(Φik−1(· · ·Φi1(x0) · · · )) and |xˆ− x∗| ≤ ′. (21)
Using (20) and (21), we have by the triangle inequality that
|1 + λ′3xˆ| ≥ |1 + λ′3x∗| − |λ′3(xˆ− x∗)| ≥
|λ|
|λ′| − |λ
′
3
′| ≥ |λ|
2|λ′| , (22)
and therefore ∣∣∣ λ
1 + λ′3xˆ
− λ′
∣∣∣ = ∣∣∣ λ
1 + λ′3xˆ
− λ
1 + λ′3x∗
∣∣∣ = |λ| |λ′3| |xˆ− x∗||1 + λ′3x∗| · |1 + λ′3xˆ|
=
|λ′λ′3| |xˆ− x∗|
|1 + λ′3xˆ|
≤ 2|(λ
′)2λ′3|
|λ| |xˆ− x
∗| ≤ ,
(23)
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where in the last equality we used (20), in the second to last inequality we used (22), and in the
last inequality we used (21) and the choice of ′.
Now, let P be a path of length k+ 2 whose vertices are labelled as v0, v1, . . . , vk+1, vk+2. Let λ
be the activity vector on P given by
λv0 = λ
′
0, λvj = λ
′
ij for j ∈ [k], λvk+1 = λ′3, λvk+2 = λ.
Then, by Lemma 27, it holds that ZoutP,vk+2(λ) 6= 0 and
Z inP,vk+2
(λ)
ZoutP,vk+2
(λ)
= λ
1+λ′3xˆ
; moreover, we can also
compute the values Z inP,vk+2(λ), Z
out
P,vk+2
(λ) in time poly(k, size(λ′0, λ′1, λ′2)) = poly(size(λ′, )). Since
the bipartite graphs G0, G1, G2, G3 implement the activities λ
′
0, λ
′
1, λ
′
2, λ
′
3, respectively, we obtain
by applying Lemma 18 (to the path P with activity vector λ) a bipartite graph G′ with maximum
degree ∆ and terminal vk+2 such that
Z inG′,vk+2(λ) = C · Z inP,vk+2(λ), ZoutG′,vk+2(λ) = C · ZoutP,vk+2(λ), (24)
where C =
∏3
i=1
(
ZoutGi,vi(λ)
)|{j∈{0,...,k+2}|λvj=λ′i}. We conclude that
Z inG′,vk+2(λ)
ZoutG′,vk+2(λ)
=
Z inP,vk+2(λ)
ZoutP,vk+2(λ)
=
λ
1 + λ′3x∗
.
Combining this with (23), we obtain that G′ with terminal vk+2 is a bipartite graph of maximum
degree ∆ which implements λ′ with accuracy . Moreover, using (24), we can also compute the
values Z inG′,vk+2(λ), Z
out
G′,vk+2(λ).
Case II (small |λ′|): |λ′| ≤ min{10−5, 10−5|λ|}. We first assume that λ′ 6= 0.
Let λˆ be such that
λ
1 + λˆ
= λ′, so that λˆ =
λ
λ′
− 1. (25)
Using the assumption |λ′| ≤ min{10−5, 10−5|λ|} and the triangle inequality, we have that
|λˆ| ≥ |λ||λ′| − 1 ≥
|λ|
2|λ′| ≥ max{10
4|λ|, 1}.
Therefore, by Case I, we can construct a bipartite graph G with terminal v that implements λˆ with
accuracy ′ =  ·min{ |λ|2|λ′| , |λ|4|λ′|2 , 1} in time poly(size(λˆ, ′)) = poly(size(λ′, )). Moreover, we can
compute the values Z inG,v(λ) and Z
out
G,v(λ) at the same time. Let λ
′′ =
Z inG,v(λ)
ZoutG,v(λ)
, so that |λ′′ − λˆ| ≤ ′.
Using this and (25), we have
|1 + λ′′| ≥ |1 + λˆ| − |(λ′′ − λˆ)| ≥ |λ||λ′| − 
′ ≥ |λ|
2|λ′| , (26)
and therefore ∣∣∣ λ
1 + λ′′
− λ′
∣∣∣ = ∣∣∣ λ
1 + λ′′
− λ
1 + λˆ
∣∣∣ = |λ| |λ′′ − λˆ||1 + λˆ| · |1 + λ′′|
=
|λ′||λ′′ − λˆ|
|1 + λ′′| ≤
2|λ′|2
|λ| |λ
′′ − λˆ| ≤ .
(27)
where in the last equality we used (25), in the second to last inequality we used (26), and in the
last inequality we used |λ′′ − λˆ| ≤ ′ and the choice of ′.
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Now, let G′ be the bipartite graph obtained from G by adding a new vertex u whose single
neighbour is the terminal v of G. Then, we have that
Z inG′,u(λ) = λZ
out
G,v(λ), Z
out
G′,u(λ) = ZG(λ) = Z
in
G,v(λ) + Z
out
G,v(λ). (28)
We conclude that
Z inG′,u(λ)
ZoutG′,u(λ)
=
λZoutG,v(λ)
Z inG,v(λ) + Z
out
G,v(λ)
=
λ
1 + λ′′
.
Combining this with (27), we obtain that G′ with terminal u is a bipartite graph of maximum
degree ∆ which implements λ′ with accuracy . Moreover, using (28), we can also compute the
values Z inG′,u(λ), Z
out
G′,u(λ).
To finish this case, it remains to argue for λ′ = 0. Then, for ′′ = min{, 10−5, 10−5|λ|}, we
can use the preceding method to implement the activity ′′/2 6= 0 with accuracy ′′/2 in time
poly(size(′′)) = poly(size()). The implemented activity λ′′ satisfies by the triangle inequality
|λ′′| ≤ ; hence, we have implemented the desired activity λ′ = 0 with accuracy .
Case III (moderate |λ′|): min{10−5, 10−5|λ|} < |λ′| < max{104|λ|, 1}. Let x∗ be a rational such
that
λ
1 + λ′4x∗
= λ′, so that x∗ =
1
λ′4
( λ
λ′
− 1
)
. (29)
Using the assumption 10−5|λ| < |λ′| and |λ′4| ≥ max{1011, 1011|λ|} (cf. (19)), we have that |x∗| ≤
min{10−5/|λ|, 10−5}. Let ′ =  ·min{ 1
1010|λ′4| ,
|λ|
1010|λ′4|
}
. Then, by the algorithm for Case II, we can
implement the activity λx∗ with precision ′ in time poly(size(λx∗, ′)) = poly(size(λ′, )). That is,
we can construct a bipartite graph G of maximum degree at most ∆ with terminal v such that, for
λ′′ := Z inG,v(λ)/Z
out
G,v(λ), it holds that ∣∣λ′′ − λx∗∣∣ ≤ ′. (30)
Now, using (29) and (30), we have by the triangle inequality that
|1 + λ′4(λ′′/λ)| ≥ |1 + λ′4x∗| − |λ′4(x∗ − λ′′/λ)| ≥
1
104
− 1
1010
≥ 1
105
, (31)
and therefore∣∣∣ λ
1 + λ′4(λ′′/λ)
− λ′
∣∣∣ = ∣∣∣ λ
1 + λ′4(λ′′/λ)
− λ
1 + λ′4x∗
∣∣∣ = |λ| |λ′4| |x∗ − (λ′′/λ)||1 + λ′4x∗| · |1 + λ′4(λ′′/λ)|
=
|λ′| |λ′4| |x∗ − (λ′′/λ)|
|1 + λ′4(λ′′/λ)|
≤ 109|λ′4||λx∗ − λ′′| ≤ .
(32)
where in the last equality we used (29), in the second to last inequality we used (31) and |λ′|/|λ| ≤
104, and in the last inequality we used (30) and the choice of ′.
Recall that G4 is a bipartite graph of maximum degree ∆, with terminal v4, which implements
the activity λ′4. Let G′ be the bipartite graph obtained by taking a copy of G4 and G and identifying
the terminals v4, v into a single vertex which we label u
′ (note that G′ has maximum degree ∆ as
well since v4 and v have degree one in G4 and G, respectively). Then,
Z inG′,u′(λ) =
1
λ
Z inG4,v4(λ)Z
in
G,u(λ), Z
out
G′,u′(λ) = Z
out
G4,v4(λ)Z
out
G,v(λ), (33)
Consider the graph G′′ obtained from G′ by adding a new vertex u′′ whose single neighbour is the
vertex u′. Then, we have that
Z inG′′,u′′(λ) = λZ
out
G′,u′(λ), Z
out
G′′,u′′(λ) = ZG′(λ) = Z
in
G′,u′(λ) + Z
out
G′,u′(λ). (34)
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Using this in conjuction with (33), we conclude that
Z inG′′,u′′(λ)
ZoutG′′,u′′(λ)
=
λZoutG′,u′(λ)
Z inG′,u′(λ) + Z
out
G′,u′(λ)
=
λ
1 +
Z in
G′,u(λ)
Zout
G′,u(λ)
=
λ
1 + λ′4(λ′′/λ)
.
Combining this with (32), we obtain that G′′ is a bipartite graph of maximum degree at most ∆
with terminal u′′ which implements λ′ with accuracy . Moreover, using (33) and (34), we can also
compute the values Z inG′′,u′′(λ), Z
out
G′′,u′′(λ).
This completes the three different cases of the algorithm, thus completing the proof of Lemma 15.
5.3 Proof of Lemma 6 (complex case)
In this section, we prove Lemma 6 assuming Lemma 10 (the proof of the latter is given in Section 7).
Note that Lemma 10 applies for all λ ∈ CQ \ R. By restricting our attention to λ /∈ Λ∆ ∪ R and
using the theory of Section 2.1, we obtain the following.
Lemma 29. Let ∆ ≥ 3 and λ ∈ CQ \ R be such that λ /∈ Λ∆, and set d := ∆ − 1. Let ω be the
fixpoint of f(z) = 1
1+λzd
with the smallest norm, and p1, . . . , pd be the poles of f . Then, for any
real number η > 0, there exist:
(i) an integer N ≥ 1, (ii) a pole p∗ ∈ {p1, . . . , pd}, (iii) rationals L > 0 and r, r′, r∗ ∈ (0, η) with r′ < r
such that all of the following hold:
1. B(p∗, r∗) ⊆ fN (B(ω, r′)),
2. p1, . . . , pd /∈
⋃N−1
n=0 f
n
(
B(ω, r)
)
, and
3. For all x1, x2 ∈ B(ω, r), it holds that |fN (x1)− fN (x2)| ≤ L|x1 − x2|.
Proof. Consider an arbitrary η > 0. Note that ω 6= p1, . . . , pd, so there is no loss of generality in
assuming that η ≤ |ω − p1|, . . . , |ω − pd|. Let U ′ be the open ball B(ω, η/10) and note that our
assumption on η ensures that p1, . . . , pd /∈ U ′.
Since λ /∈ Λ∆∪R, we have by Lemma 9 that ω is a repelling fixpoint of f and therefore ω belongs
to the Julia set of f (by Lemma 7). Moreover, using Lemma 23, we have that the exceptional set
of f is empty.6 Therefore, by Theorem 8, it holds that
⋃∞
n=0 f
n(U ′) = Ĉ. Let N ′ be the smallest
integer such that one of the poles p1, . . . , pd belongs to f
N ′(U ′), i.e., N ′ satisfies
{p1, . . . , pd} ∩
(N ′−1⋃
n=0
fn(U ′)
)
= ∅ and {p1, . . . , pd} ∩ fN ′(U ′) 6= ∅, (35)
Note that N ′ ≥ 1 since p1, . . . , pd 6∈ U ′.
To prove the lemma, it will be important for us to ensure that the pole of f which belongs to
fN
′
(U ′) does not sit on the boundary of any of the sets f0(U ′), f1(U ′), . . . , fN ′(U ′). To achieve this,
6To see this, let Ef denote the exceptional set of f . By Lemma 23, we have that a necessary condition for a
point x ∈ C to be in Ef is that either f ′(x) = 0 or f ′(f(x))f ′(x) = 0, which gives x = 0 as the only possible point.
However, since f(0) = 1, we have that x = 0 cannot be a fixpoint of either f or f2 and therefore, by Lemma 23, there
is no point x ∈ C that belongs to Ef . Similarly, we have that ∞ /∈ Ef since x =∞ is not a fixpoint of either f or f2
(by f(∞) = 0 and f(0) = 1), proving that Ef is empty.
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we will enlarge a little bit the ball U ′ as follows. Let P be the union of the poles of the functions
f1(U ′), . . . , fN ′(U ′). Note that P is a finite set, therefore we can specify a radius r ∈ (η/10, η) so
that the boundary ∂U of the open ball U = B(ω, r) is disjoint from P (i.e., ∂U ∩ P = ∅). Since
U ′ ⊆ U and p1, . . . , pd 6∈ U , we conclude from (35) that there exists a positive integer N ≤ N ′ such
that
{p1, . . . , pd} ∩
(N−1⋃
n=0
fn(U)
)
= ∅ and {p1, . . . , pd} ∩ fN (U) 6= ∅, (36)
i.e., N ≤ N ′ is the first integer such that a pole of f belongs to fN (U). Let p∗ ∈ {p1, . . . , pd} be
an arbitrary pole of f such that p∗ ∈ fN (U). We claim that
p∗ does not lie on the boundary of fn(U) for all n = 0, . . . , N . (37)
Indeed, observe that U is open and fn is holomorphic on U for all n = 0, . . . , N since fn−1(U) does
not contain any pole of f . Therefore, by the open mapping theorem, we have that
fn(U) is an open set for all n = 0, . . . , N. (38)
Since p∗ ∈ fN (U), this already shows that p∗ does not lie on the boundary of fN (U). For n =
0, . . . , N − 1, we obtain from (38) and the open mapping theorem that p∗ lies on the boundary
of fn(U) only if p∗ lies on the boundary of fn(∂U), i.e., fn(∂U) contains a pole of f and so ∂U
contains a pole of fn+1. In turn, this would imply that ∂U ∩P 6= ∅, which is excluded by the choice
of the radius r of U . This proves (37).
We are now ready to prove Items 1 and 2 of the lemma. Namely, from (36), we have that
p1, . . . , pd /∈
⋃N−1
n=0 f
n(B(ω, r)), which proves Item 2. For Item 1, note that from p∗ ∈ fN (U) we
obtain that there exists x∗ ∈ U = B(ω, r) such that fN (x∗) = p∗. Since U is an open ball, let
r′ be a rational such that |x∗ − ω| < r′ < r and consider the open ball B(ω, r′). Then, we have
that p∗ ∈ fN (B(ω, r′)) (since x∗ ∈ B(ω, r′)). We also have by the open mapping theorem that
fN (B(ω, r′)) is open, therefore there exists rational r∗ ∈ (0, η) such that B(p∗, r∗) ⊆ fN (B(ω, r′)),
thus proving Item 1.
It remains to prove Item 3, which essentially follows from the fact
⋃N−1
n=0 f
n(U) does not contain
any poles of f and (crude) Lipschitz arguments. In particular, note that, by (36) and (38), there
exists a rational δ > 0 such that
|x− p1|, . . . , |x− pd| ≥ δ for all x ∈
N−1⋃
n=0
fn(U). (39)
Let L0 = 1 and define Ln+1 = Ln
d(|ω|+Lnr)d−1
|λ|δ2d for n = 1, . . . , N − 1. For n = 0, . . . , N , we will show
by induction that
for all x1, x2 ∈ U it holds that |fn(x1)− fn(x2)| ≤ Ln|x1 − x2|, (40)
which clearly proves Item 3 by taking L to be any rational > LN . The base case n = 0 is trivial,
so assume that (40) holds for some non-negative integer n ≤ N − 1. Then, since ω is a fixpoint of
f , we have that fn(ω) = ω and therefore fn(U) ⊆ B(ω,Lnr), i.e.,
|x| ≤ |ω|+ Lnr for all x ∈ fn(U). (41)
Moreover, since n ≤ N − 1, we have by (39) that |x− p1|, . . . , |x− pd| ≥ δ and hence, by factoring
1 + λxd = λ(x− p1) · · · (x− pd), we obtain∣∣1 + λxd∣∣ = |λ(x− p1) · · · (x− pd)| ≥ |λ|δd for all x ∈ fn(U). (42)
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Let x1, x2 ∈ U and set z1 = fn(x1), z2 = fn(x2), so that the inductive hypothesis translates into
|z1 − z2| ≤ Ln|x1 − x2|. (43)
We then obtain that
|fn+1(x1)− fn+1(x2)| = |f(z1)− f(z2)| =
∣∣λ(zd1 − zd2)∣∣∣∣(1 + λzd1)(1 + λzd2)∣∣
= |z1 − z2| ·
|λ| · ∣∣zd−11 + zd−21 z2 + · · ·+ zd−12 ∣∣∣∣(1 + λzd1)(1 + λzd2)∣∣
≤ Ln+1|x1 − x2|,
where in the last inequality we used (41), (42), and (43). This finishes the proof of (40), and
therefore the proof of Item 3. This concludes the proof of Lemma 29.
We are now ready to prove Lemma 6, which we restate here for convenience.
Lemma 6. Let ∆ ≥ 3 and λ ∈ CQ be such that λ /∈ Λ∆ ∪ R.
There is an algorithm which, on input λ′ ∈ CQ and rational  > 0, outputs in poly(size(λ′, ))
time a bipartite graph G of maximum degree at most ∆ with terminal v that implements λ′ with
accuracy . Moreover, the algorithm outputs the values Z inG,v(λ), Z
out
G,v(λ).
Proof of Lemma 6. For convenience, set d := ∆ − 1. Let ω be the fixpoint of f(x) = 1
1+λxd
with
the smallest norm, and p1, . . . , pd be the poles of f . Let ρ > 0 be the constant in Lemma 10.
Then, by Lemma 29 (applied with η = ρ/|λ|), there exist a positive integer N , rationals L > 0 and
r, r′, r∗ ∈ (0, η) with r′ < r, and a pole p∗ ∈ {p1, . . . , pd} such that
B(p∗, r∗) ⊆ fN (B(ω, r′)), p1, . . . , pd /∈
⋃N−1
n=0 f
n(B(ω, r)), (44)
for all x1, x2 ∈ B(ω, r), it holds that |fN (x1)− fN (x2)| ≤ L|x1 − x2|. (45)
We may assume that r∗ is sufficiently small so that, for all poles p ∈ {p1, . . . , pd} which are different
than p∗ it holds that
|x− p| ≥ δ for all x ∈ B(p∗, r∗), (46)
where δ > 0 is a sufficiently small constant. Moreover, since p∗ is a pole of f , we have that
1 + λ(p∗)d = 0, so there exists a unique integer k ∈ {0, 1, . . . , d− 1} so that p∗ = 1|λ|1/d eiθ+2pii(k/d),
where θ = 1d(pi − Arg(λ)). Since k is an integer depending on λ but not on the inputs λ′ on , the
value of k which specifies p∗ among the poles of f may be used by the algorithm.
Now, suppose that we are given inputs λ′ ∈ CQ and rational  > 0. We want to output in
time poly(size(λ′, )) a bipartite graph of maximum degree ∆ that implements λ′ with accuracy
. Clearly, we may assume that  ∈ (0, 1). Let M > 0 be a rational so that M > 2/(r∗δd). The
algorithm has three cases depending on the value of |λ′|, namely:
Case I: |λ′| ≥M, Case II: |λ′| ≤ |λ|/(M + 1), Case III: λ/(M + 1) < |λ′| < M.
Note that since λ, λ′ ∈ CQ and M ∈ Q, the algorithm can decide in time poly(size(λ, λ′,M)) =
poly(size(λ′)) which of the three cases applies.7
7E.g., by squaring the inequalities, the radical of the norm goes away and the algorithm has just to compare
rational numbers.
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Case I (large |λ′|): |λ′| ≥ M . The rough outline of the proof is to first specify and implement
an activity λw for some appropriate w whose main property is that λ/(1 +λ(fN (w))d) is -close to
λ′; then, we will show how to implement the activity λ/(1 + λ(fN (w))d) by using an appropriate
tree construction.
We begin by specifying w. We first claim that there exists a unique x∗ ∈ B(p∗, r∗/2) such that
λ
1 + λ(x∗)d
= λ′. (47)
Indeed, for all x such that |x− p∗| = r∗/2 it holds that (using (46) and the choice of M)
|1 + λxd| = |λ| · |x− p1| · · · |x− pd| ≥ |λ|r∗δd/2 > |λ|/|λ′|, (48)
so by Rouche´’s theorem we have that the polynomial 1 + λxd − λλ′ has the same number of roots
as the polynomial 1 + λxd in the ball B(p∗, r∗/2); the roots of the latter polynomial are precisely
the poles p1, . . . , pd and therefore, by (46), exactly one of those lies in the ball B(p
∗, r∗/2) (namely
p∗). This establishes the existence and uniqueness of x∗ ∈ B(p∗, r∗/2) satisfying (47).
By the first part of (44), we obtain that there exists w∗ ∈ B(ω, r′) such that fN (w∗) = x∗, i.e.,
λ
1 + λ
(
fN (w∗)
)d = λ′. (49)
A fact we will use later is that
|fN (w∗)− p∗| = |x∗ − p∗| > τ, where τ > 0 is such that dτ(|p∗|+ τ)d−1 < 1/|λ′|. (50)
To see this, note that for all x such that |x− p∗| ≤ τ we have
|1 + λxd| ≤ |1 + λ(p∗)d|+ |λ| · |xd − (p∗)d| = |λ| · ∣∣xd − (p∗)d∣∣
≤ |λ| · |x− p∗| ·
∣∣∣ d−1∑
j=0
xj(p∗)d−1−j
∣∣∣ ≤ d|λ|τ(|p∗|+ τ)d−1 < |λ|/|λ′|,
and therefore, by (47), it must be the case that |x∗ − p∗| > τ , thus proving (50). Note, we can
compute τ ∈ Q satisfying (50) in time poly(size(λ′)). Let
ˆ := min
{r − r′
3
,
r∗
4L
,
τ
4L
,
1
4dL|λ′|(|p∗|+ r∗)d−1 ,

4dL|(λ′)2|(|p∗|+ r∗)d−1 , 1
}
,
and let ′ ∈ (0, ˆ) be a rational with size(′) = poly(size(λ′, )).
Note that fN (z) is a rational function of degree dN and, in fact, we can write it as fN (z) = P (z)Q(z)
where P (z), Q(z) are polynomials with coefficients in CQ. Therefore, we can rewrite (49) as a
polynomial equation in terms of w∗, whose degree is at most dN (note that this is independent of λ′
on ) and whose coefficients have polynomial size in terms of size(λ′). Let w1, . . . , wt denote the roots
of the polynomial. Using Fact 21, we can compute wˆ1, . . . , wˆt ∈ CQ such that |wi−wˆi| ≤ ′/2 for all
i ∈ [t]. In particular, there exists j ∈ [t] such that |wˆj−w∗| ≤ ′/2 and therefore wˆj ∈ B(ω, r′+′/2).
Moreover, by applying (45) for x1 = wˆj and x2 = w
∗, we have∣∣fN (wˆj)− x∗∣∣ = ∣∣fN (wˆj)− fN (w∗)∣∣ ≤ L|wˆj − w∗| ≤ L′/2.
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Therefore, by trying8 all of wˆ1, . . . , wˆt, we can specify wˆ ∈ {wˆ1, . . . , wˆt} in time poly(size(λ′, ))
such that
wˆ ∈ B(ω, r′ + ′), ∣∣fN (wˆ)− x∗∣∣ ≤ L′. (51)
Since ′ ≤ (r − r′)/3 we have that wˆ ∈ B(ω, r). Recall that r < ρ/|λ|, so by the algorithm of
Lemma 10, we can construct a bipartite graph G of maximum degree ∆ with terminal v that
implements λwˆ with accuracy λ′ in time poly(size(λwˆ, λ′)) = poly(size(λ′, )). Moreover, we can
compute the values Z inG,v(λ) and Z
out
G,v(λ) at the same time.
Let w be such λw =
Z inG,v(λ)
ZoutG,v(λ)
, so that |w − wˆ| ≤ ′. Since r′ + 2′ < r, we obtain using (51) that
w ∈ B(ω, r). Further, by applying (45) for x1 = w and x2 = wˆ, we get that
∣∣fN (w)−fN (wˆ)∣∣ ≤ L′
and therefore by the triangle inequality and (51) we have∣∣fN (w)− fN (w∗)∣∣ ≤ 2L′. (52)
We will next show that ∣∣∣ λ
1 + λ
(
fN (w)
)d − λ′∣∣∣ ≤ . (53)
Since fN (w∗) = x∗ and |x∗| ≤ |p∗|+ r∗/2, we can conclude (using (52)) that ∣∣fN (w∗)∣∣, ∣∣fN (w)∣∣ ≤
|p∗|+ r∗. In turn, this gives
∣∣(fN (w))d − (fN (w∗))d∣∣ = ∣∣fN (w)− fN (w∗)∣∣ · ∣∣∣ d−1∑
j=0
(
fN (w)
)j (
fN (w∗)
)d−1−j∣∣∣
≤ 2dL(|p∗|+ r∗)d−1′ ≤ 1/(2|λ′|),
(54)
where in the last inequality we used that ′ ≤ 1
4dL|λ′|(|p∗|+r∗)d−1 . From (49), (54) and the triangle
inequality, we obtain that∣∣∣1 + λ(fN (w))d∣∣∣ ≥ ∣∣∣1 + λ(fN (w∗))d∣∣∣− ∣∣∣λ(fN (w))d − λ(fN (w∗))d∣∣∣ ≥ |λ|
2|λ′| . (55)
and therefore∣∣∣ λ
1 + λ
(
fN (w)
)d − λ′∣∣∣ = |λ|2 ·
∣∣(fN (w))d − (fN (w∗))d∣∣∣∣1 + λ(fN (w))d∣∣ · ∣∣1 + λ(fN (w∗))d∣∣
=
|λ′λ| · ∣∣(fN (w))d − (fN (w∗))d∣∣∣∣1 + λ(fN (w))d∣∣ ≤ 4dL|λ′|2(|p∗|+ r∗)d−1′ ≤ ,
where in the last equality we used (49), in the second to last inequality we used (54) and (55), and
in the last inequality we used the choice of ′. This concludes the proof of (53). To ensure that
certain partition functions are non-zero, we will need the following additional fact for w, namely
that
fn(w) 6= p1, . . . , pd for all n = 0, 1, . . . , N. (56)
8Note that ω is the root of the polynomial x+ λxd+1 − 1 with the smallest norm and therefore, using Fact 21, we
can compute ωˆ ∈ CQ such that |ωˆ−ω| ≤ ′/6 in time poly(size(′)). Similarly, x∗ is the unique root of the polynomial
1 + λxd − λ
λ′ in the ball B(p
∗, r∗/2) and therefore we can compute xˆ∗ ∈ CQ such that |xˆ∗ − x∗| ≤ L′/6 in time
poly(size(λ′, ′)). Then, for i ∈ [t], we check whether |wˆi − ωˆ| ≤ 2′/3 and |fN (wˆi) − xˆ∗| ≤ 2L′/3; the check must
pass for at least one wˆ ∈ {wˆ1, . . . , wˆt}, and using the triangle inequality we obtain that wˆ satisfies (51).
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For n = 0, 1, . . . , N − 1, this just follows from (44) and the fact that w ∈ B(ω, r). For n = N , we
have from (52) and fN (w∗) = x∗ that fN (w) is within distance 2L′ ≤ r∗/2 from x∗ ∈ B(p∗, r∗/2)
and therefore fN (w) ∈ B(p∗, r∗). This implies that for all poles p 6= p∗ it holds that fN (w) 6= p (cf.
(46)). For the pole p∗, we have from (52) that fN (w) is within distance 2L′ ≤ τ/2 from fN (w∗)
and therefore, using (50), we have that |fN (w)− p∗| ≥ τ/2 > 0, i.e., fN (w) 6= p∗. This finishes the
proof of (56).
In light of (53), we next focus on implementing the activity λ/(1+λ(fN (w))d) using a bipartite
graph of maximum degree ∆. For h = 0, 1, . . . , N , let Th denote the d-ary tree of height h and
denote the root of the tree by uh. Let Gh be the bipartite graph of maximum degree ∆ obtained
from Th by taking, for each leaf l of Th, d distinct copies of the graph G (which implements λw)
and identifying l with the d copies of the terminal v of G. Then, using that λw = Z inG,v(λ)/Z
out
G,v(λ),
we have
Z inG0,u0(λ) = λ
(
Z inG,v(λ)/λ
)d
, ZoutG0,u0(λ) =
(
ZoutG,v(λ)
)d
,
ZG0(λ) = Z
in
G0,u0(λ) + Z
out
G0,u0(λ) =
(
ZoutG,v(λ)
)d
(1 + λwd).
(57)
(56) ensures that w 6= p1, .., pd so we have 1 + λwd 6= 0. We therefore obtain from (57) that
ZG0(λ) 6= 0 and
ZoutG0,u0(λ)
ZG0(λ)
=
(
ZoutG,v(λ)
)d(
ZoutG,v(λ)
)d(
1 + λwd
) = f(w). (58)
Further, for h = 1, . . . , N it holds that
Z inGh,uh(λ) = λ
(
ZoutGh−1,uh−1(λ)
)d
, ZoutGh,uh(λ) =
(
ZGh−1(λ)
)d
,
ZGh(λ) = Z
in
Gh,uh
(λ) + ZoutGh,uh(λ) =
(
ZGh−1(λ)
)d1 + λ(ZoutGh−1,uh−1(λ))d(
ZGh−1(λ)
)d
 . (59)
We will show by induction that for all h = 0, 1, . . . , N it holds that
ZGh(λ) 6= 0 and
ZoutGh,uh(λ)
ZGh(λ)
= fh+1(w). (60)
For h = 0, this is just (58). Assume that it holds for h − 1; we have by (59) and the induction
hypothesis that
ZGh(λ) =
(
ZGh−1(λ)
)d(
1 + λ(fh(w)
)d) 6= 0,
where the disequality follows from ZGh−1(λ) 6= 0 and (56). We therefore obtain that
ZoutGh,uh(λ)
ZGh(λ)
=
1
1 + λ
(ZoutGh−1,uh−1 (λ)
ZGh−1 (λ)
)d = 1
1 + λ
(
fh(w)
)d = fh+1(w),
completing the induction and the proof of (60). For h = N , (60) gives that ZGN (λ) 6= 0 and
ZoutGN ,uN (λ)
ZGN (λ)
= fN+1(w) = f(fN (w)) =
1
1 + λ
(
fN (w)
)d . (61)
Consider the graph G′ obtained from GN by adding a new vertex u′ whose single neighbour is
the vertex uN . Then, we have that
Z inG′,u′(λ) = λZ
out
GN ,uN
(λ), ZoutG′,u′(λ) = ZGN (λ) 6= 0. (62)
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Using this in conjuction with (61), we conclude that
Z inG′,u′(λ)
ZoutG′,u′(λ)
=
λZoutGN ,uN (λ)
ZGN (λ)
=
λ
1 + λ
(
fN (w)
)d .
From this and (53), we obtain that G′ is a bipartite graph of maximum degree ∆ with terminal u′
which implements λ′ with accuracy . Moreover, using (57), (59) and (62), we can also compute
the values Z inG′,u′(λ), Z
out
G′,u′(λ).
The remaining cases of the algorithm (Cases II and III below) are almost identical to Cases II and
III of the algorithm in Lemma 15 for the real case, so we focus on the main differences (which
mostly amount to modifying the upper and lower bounds for the relevant quantities). To align
with the notation there, let G4 be a bipartite graph of maximum degree at most ∆ with terminal
v4 that implements a constant activity λ
′
4 with
|λ′4| > (M + 1)(M + 2), where λ′4 =
Z inG4,v4(λ)
ZoutG4,v4(λ)
. (63)
Note, this implementation can be done using the algorithm for Case I. We next give the details of
the algorithm for the remaining cases.
Case II (small |λ′|): |λ′| ≤ |λ|/(M + 1). We first assume that λ′ 6= 0. Let λˆ be such that
λ
1 + λˆ
= λ′, so that λˆ =
λ
λ′
− 1. (64)
Let ˆ =  ·min{ |λ|2|λ′| , |λ|2|λ′|2 , 1} and let ′ be a rational less than ˆ so that size(′) = poly(size(λ′, )).
Using the assumption |λ′| ≤ |λ|/(M+1) and the triangle inequality, we have that |λˆ| ≥ |λ||λ′|−1 ≥
M . Therefore, by Case I, we can construct in time poly(size(λ′, )) a bipartite graph G of maximum
degree ∆ with terminal v that implements λˆ with accuracy ′, and we can compute the values
Z inG,v(λ) and Z
out
G,v(λ) at the same time. Let λ
′′ =
Z inG,v(λ)
ZoutG,v(λ)
, so that |λ′′− λˆ| ≤ ′. Using this and (64),
we have
|1 + λ′′| ≥ |1 + λˆ| − |(λ′′ − λˆ)| ≥ |λ||λ′| − 
′ ≥ |λ|
2|λ′| , (65)
and therefore ∣∣∣ λ
1 + λ′′
− λ′
∣∣∣ = |λ′||λ′′ − λˆ||1 + λ′′| ≤ 2|λ′|2|λ| |λ′′ − λˆ| ≤ . (66)
Now, let G′ be the bipartite graph obtained from G by adding a new vertex u whose single neighbour
is the terminal v of G. Then, just as in Case II of Lemma 15 we can conclude that G′ with terminal
u is a bipartite graph of maximum degree ∆ which implements λ′ with accuracy , and we can also
compute the values Z inG′,u(λ), Z
out
G′,u(λ). The case λ
′ = 0 can be handled using the above technique
by implementing the activity ′′/2 6= 0 with accuracy ′′/2, where ′′ > 0 is a rational less than
min{, |λ|/(M + 1)} such that size(′′) = poly(size()), see Case II of the proof of Lemma 15 for
more details.
Case III (moderate |λ′|): |λ|/(M + 1) < |λ′| < M . Let x∗ be such that
λ
1 + λ′4x∗
= λ′, so that x∗ =
1
λ′4
( λ
λ′
− 1
)
. (67)
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Let ˆ = ·min{ |λ|2
2M |λ′4| ,
|λ|2
2M2|λ′4| , 1} and let 
′ be a rational less than ˆ so that size(′) = poly(size(λ′, )).
Using the assumption |λ′| > |λ|/(M + 1) and |λ′4| > (M + 1)(M + 2) (see (63)), we have that
|x∗| ≤ 1/(M+1). By the algorithm for Case II, we can implement the activity λx∗ with precision ′
in time poly(size(λx∗, ′)) = poly(size(λ′, )), i.e., we can construct a bipartite graph G of maximum
degree at most ∆ with terminal v such that, for λ′′ := Z inG,v(λ)/Z
out
G,v(λ), it holds that∣∣λ′′ − λx∗∣∣ ≤ ′. (68)
Now, using (67) and (68), we have by the triangle inequality that
|1 + λ′4(λ′′/λ)| ≥ |1 + λ′4x∗| − |λ′4(x∗ − λ′′/λ)| ≥
|λ|
M
− |λ
′
4|′
|λ| ≥
|λ|
2M
, (69)
and therefore∣∣∣ λ
1 + λ′4(λ′′/λ)
− λ′
∣∣∣ = ∣∣∣ λ
1 + λ′4(λ′′/λ)
− λ
1 + λ′4x∗
∣∣∣ = |λ| |λ′4| |x∗ − (λ′′/λ)||1 + λ′4x∗| · |1 + λ′4(λ′′/λ)|
=
|λ′| |λ′4| |x∗ − (λ′′/λ)|
|1 + λ′4(λ′′/λ)|
≤ 2M2 |λ
′
4|
|λ|2 |λx
∗ − λ′′| ≤ .
(70)
where in the last equality we used (67), in the second to last inequality we used (69) and |λ′| ≤M ,
and in the last inequality we used (68) and the choice of ′.
Recall from (63) that G4 is a bipartite graph of maximum degree ∆ with terminal v4 which
implements the activity λ′4. Let G′ be the bipartite graph obtained by taking a copy of G4 and
G and identifying the terminals v4, v into a single vertex which we label u
′. Further, consider the
graph G′′ obtained from G′ by adding a new vertex u′′ whose single neighbour is the vertex u′.
Then, just as in Case III of Lemma 15, using (70) we can conclude that G′′ is a bipartite graph of
maximum degree at most ∆ with terminal u′′ which implements λ′ with accuracy , and we can
also compute the values Z inG′,u(λ), Z
out
G′,u(λ).
This completes the three different cases of the algorithm, thus completing the proof of Lemma 6.
6 #P-hardness
In order to prove Theorems 1 and 2 we first prove #P-hardness of multivariate versions of our
problems. Instead of insisting that every vertex has activity λ, we allow the activities to be drawn
from the set
L(λ) = {λ,−λ− 1,−1, 1}. (71)
Name #MVHardCoreNorm(λ,∆,K).
Instance A graph G with maximum degree at most ∆. An activity vector λ = {λv}v∈V , such that,
for each v ∈ V , λv ∈ L(λ). For every vertex v ∈ V with λv 6= λ, the degree of v in G must be
at most 2.
Output If |ZG(λ)| = 0 then the algorithm may output any rational number. Otherwise, it must
output a rational number N̂ such that N̂/K ≤ |ZG(λ)| ≤ KN̂ .
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Name #MVHardCoreArg(λ,∆, ρ).
Instance A graph G = (V,E) with maximum degree at most ∆. An activity vector λ = {λv}v∈V
such that, for each v ∈ V , λv ∈ L(λ). For every vertex v ∈ V with λv 6= λ, the degree of v
in G must be at most 2.
Output If ZG(λ) = 0 then the algorithm may output any rational number. Otherwise, it must
output a rational number Â such that, for some a ∈ arg(ZG(λ)), |Â− a| ≤ ρ.
6.1 Reducing the degree using equality gadgets
Given a graph B = (V,E) and two subsets Tin and T of the vertex set V satisfying Tin ⊆ T ,
let IB,T,Tin denote the set of independent sets I of G such that I ∩ T = Tin. Let ZB,T,Tin(λ) =∑
I∈IB,T,Tin λ
|I|. We use similar notation when activities are non-uniform. We start by introducing
“equality” gadgets.
ui
λui = λ
vi
λvi = 1
zi
λzi = λ
xi
λxi = −λ− 1
yi
λyi = −λ− 1
Bi with activity vector λ
si
λsi = λ
ti
λti = 1
ui
λui = −1
vi
λvi = −1
zi
λzi = 1
xi
λxi = −1
yi
λyi = −1
B′i with activity vector λ
′
Figure 2: The binary equality gadgets Bi and B
′
i used in the proof of Lemma 32.
Lemma 30. Let λ ∈ C be such that λ 6= −1, 0. Let Bi and B′i be the graphs in Figure 2 with
activity vectors λ and λ′, respectively, and set Ti = {ui, vi}, T ′i = {si, ti}. Then,
ZBi,Ti,{ui}(λ) = ZBi,Ti,{vi}(λ) = 0, ZBi,Ti,∅(λ) = ZBi,Ti,Ti(λ) = C := λ(1 + λ) 6= 0,
and
ZB′i,T ′i ,{si}(λ
′) = ZB′i,T ′i ,{ti}(λ
′) = 0, ZB′i,T ′i ,∅(λ
′) =
1
λ
ZB′i,T ′i ,T ′i (λ
′) = 1.
Proof. By enumerating the independent sets of Bi, we have
ZBi,Ti,{ui}(λ) = λui(1 + λyi + λzi), ZBi,Ti,{vi}(λ) = λvi(1 + λxi + λzi),
ZBi,Ti,∅(λ) = 1 + λxi + λyi + λzi + λxiλyi , ZBi,Ti,Ti(λ) = λuiλvi(1 + λzi).
(72)
Observe that B′i is obtained from Bi by “appending” the vertices si and ti. Therefore,
ZB′i,T ′i ,∅(λ
′) = ZBi,Ti,∅(λ
′) + ZBi,Ti,{ui}(λ
′) + ZBi,Ti,{vi}(λ
′) + ZBi,Ti,Ti(λ
′),
ZB′i,T ′i ,{si}(λ
′) = λsi
(
ZBi,Ti,∅(λ
′) + ZBi,Ti,{vi}(λ
′)
)
,
ZB′i,T ′i ,{ti}(λ
′) = λti
(
ZBi,Ti,∅(λ
′) + ZBi,Ti,{ui}(λ
′)
)
,
ZB′i,T ′i ,T ′i (λ
′) = λsiλtiZBi,Ti,∅(λ
′).
(73)
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Using (72), we have that
ZBi,Ti,∅(λ
′) = 1, ZBi,Ti,{ui}(λ
′) = ZBi,Ti,{vi}(λ
′) = −1, ZBi,Ti,Ti(λ′) = 2.
Plugging this into (73) concludes the proof of the lemma.
The following lemma defines the gadgets for the case λ = −1.
Lemma 31. Let λ = −1. Let Bi be the path of length six with endpoints ui, vi, with activity vector
λ, where every vertex has activity λ = −1, apart from the endpoint vi which has activity +1. Let B′i
be the graph in Figure 2 with the activity vector λ′ given there. Set Ti = {ui, vi} and T ′i = {si, ti}.
Then,
ZBi,Ti,{ui}(λ) = ZBi,Ti,{vi}(λ) = 0, ZBi,Ti,∅(λ) = ZBi,Ti,Ti(λ) = C := 1,
and
ZB′i,T ′i ,{si}(λ
′) = ZB′i,T ′i ,{ti}(λ
′) = 0, ZB′i,T ′i ,∅(λ
′) =
1
λ
ZB′i,T ′i ,T ′i (λ
′) = 1.
Proof. Note that both graphs are paths of length six. We can therefore use the formula in (73).
The lemma therefore follows by just making the substitutions.
The following lemma shows how to use the equality gadgets. For a graph G and a vertex v in
G, we denote by dv(G) the number of neighbours of v.
Lemma 32. Let λ ∈ C 6=0. If λ = −1, let C = 1; otherwise, let C = λ(1 + λ) 6= 0.
Suppose that G = (V,E) is a graph with an activity vector λ = {λv}v∈V such that, for every
vertex v ∈ V , we have λv ∈ {1, λ}. Let U1 = {v ∈ V | λv = 1} and Uλ = {v ∈ V | λv = λ}.
Consider an arbitrary set S ⊆ V . Then, there is a set S′ of vertices (distinct from V ) and a graph
G′ = (V ′, E′) with an activity vector λ′ = {λ′v}v∈V ′ such that
ZG(λ) =
ZG′(λ
′)∏
v∈S∩U1 C
dv(G)
∏
v∈S∩Uλ C
dv(G)−1 .
Furthermore,
• V ′ = S′ ∪ (V \ S) and
• Every vertex v ∈ S′ has dv(G′) ≤ 3 and λ′v ∈ L(λ). If λ′v 6= λ then dv(G′) ≤ 2.
• Every vertex in V (G) \ S has dv(G) = dv(G′) and λ′v = λv.
Proof. To prove the lemma, we can assume that |S| = 1. (To prove the lemma for a larger set S
we just repeatedly apply the singleton-set version to each of the vertices in S.) So let S = {v} and,
for convenience, let d = dv(G) be the degree of v in G. There are two cases.
• Case 1. v ∈ U1. Assume first that d 6= 1. In this case, S′ will be the union of the vertices
in the gadgets B1, . . . , Bd by identifying vertex vi of Bi with vertex ui+1 of Bi+1 for each
i = 1, . . . , d (we will use the conventions that ud+1 ≡ u1, Bd+1 ≡ B1, and B0 ≡ Bd). To
construct G′ from G we replace v with the union of these gadgets. If a vertex w is in exactly
one of these gadgets, then the activity λ′w will be inherited from the gadget. Also, w will have
no other neighbours in G′ (other than the neighbours in its gadget). Now, for i = 1, . . . , d, the
vertex ui is in two gadgets, namely Bi and Bi−1. In addition to having its gadget neighbours,
this vertex ui will be connected to the i’th neighbour of v in G. Then we will set λ
′
ui = λ,
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since this is the product of the activities inherited from Bi and Bi+1. Note from Lemma 30
(and Lemma 31 in the case λ = −1) that, in the resulting graph G′, in any independent set
of non-zero weight, either all vi’s are in the independent set, or all vi’s are missing. In each
of these cases, we get a factor of Cd in the partition function. The construction for d = 1
is analogous, i.e., we replace v with the gadget B1, but now we do not do any identification
of vertices and we use u1 to connect to the neighbour of v in G; further, every vertex in B1
retains its activity in G′. As before, we conclude that we get a factor of C in the partition
function.
• Case 2. v ∈ Uλ. Assume first that d 6= 1. In this case, S′ will be the union of the
gadgets B1, . . . , Bd−1, B′d. We will further identify vertex vi of Bi with vertex ui+1 for each
i = 1, . . . , d − 2; for i = d − 1, we will identify vertex vd−1 of Bd−1 with vertex sd of B′d
and vertex td of B
′
d with vertex u1 of B1. To construct G
′ from G we we will replace v with
the union of these gadgets. The assignment of activities is the same as in Case 1; the only
difference is in the construction of the graph G′ where now, for i = 1, . . . , d − 1, the i’th
neighbour of v connects to the vertex ui while the d’th neighbour of v connects to the vertex
sd. From Lemma 30 (and Lemma 31 in the case λ = −1), we have that, in the resulting graph
G′, in any independent set of non-zero weight, either all vi’s are in the independent set, or
all vi’s are missing. If they are all in, then we get a factor of C
d−1λ in the partition function;
otherwise, we get a factor of Cd−1. The construction for d = 1 is analogous, i.e., we replace
v with the gadget B′1, but now we do not do any identification of vertices and we use s1 to
connect to the neighbour of v in G; further, every vertex in B′1 retains its activity in G′. As
before, we conclude that in any independent set of non-zero weight, either all vi’s are in the
independent set (contributing a factor of λ), or all vi’s are missing (contributing a factor of
1).
This concludes the proof of Lemma 32.
6.2 #P-hardness of the multivariate problem
Theorem 33. Let ∆ ≥ 3 and λ ∈ CQ be a complex number such that λ 6∈ (Λ∆ ∪ R≥0). Then, for
K = 1.02, #MVHardCoreNorm(λ,∆,K) is #P-hard. Also, for ρ = 9pi/24, #MVHardCoreArg(λ,∆, ρ)
is #P-hard.
Proof. Counting the number of independent sets of an input graph is a well-known #P-hard prob-
lem. We will reduce this to both problems. To do this, let H be an n-vertex graph, and let
N = ZH(1) denote the number of independent sets of H. Our goal is to show how to use an oracle
for #MVHardCoreNorm(λ,∆,K) or #MVHardCoreArg(λ,∆, ρ) to compute N . Let  = 1/50 and
η = 1/35.
Consider any rational number M in the range 0 ≤M ≤ 2n. Let JM be a graph with terminal v
and maximum degree at most ∆ that implements −M with accuracy ; note, by applying Lemmas 6
and 15 (for complex and real λ, respectively), there is an algorithm to construct JM in time
poly(size(M, )) = poly(size(M)) that also outputs the exact values of Z inJM ,v(λ), Z
out
JM ,v
(λ). Let
λM := Z
in
JM ,v
(λ)/ZoutJM ,v(λ), and note that Z
out
JM ,v
(λ) 6= 0 and |λM +M | ≤ . (74)
Let GM be the graph formed by taking the disjoint union of H and JM and attaching the terminal
v of JM to every vertex in H. Let λM be the activity vector for GM obtained by setting the
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activities of vertices originally belonging to H equal to 1 and the activities of vertices originally
belonging to JM equal to λ. Note that
ZGM (λM ) = Z
in
JM ,v
(λ) + ZoutJM ,v(λ)ZH(1) = Z
in
JM ,v
(λ) + ZoutJM ,v(λ)N. (75)
Let G′M and λ
′
M be the graph and activity vector constructed by applying Lemma 32 to GM
with S = V (H) ∪ {v}. From Lemma 32, we have that
ZGM (λM ) = ZG′M (λ
′
M )/WH , where WH := C
n−1 ∏
v∈V (H)
Cdv(H), (76)
and C is the constant in Lemma 32. Furthermore, every vertex v of G′M has degree at most ∆
and every vertex v of G′M with λ
′
v 6= λ has degree at most 2 in G′M . Thus, G′M is a valid input to
#MVHardCoreNorm(λ,∆,K) and #MVHardCoreArg(λ,∆, ρ). Moreover, combining (75),(76) and
dividing through by ZoutJM ,v(λ), we have
λM +N =
ZG′M (λ
′
M )
WH ZoutJM ,v(λ)
=: fM . (77)
Part one: #P-hardness of #MVHardCoreNorm(λ,∆, 1.02).
By the triangle inequality (in the form
∣∣|a| − |b|∣∣ ≤ |a+ b|), we have∣∣|fM | − |M −N |∣∣ ≤ |λM +N +M −N | = |λM +M | ≤ ,
where in the last inequality we used (74). Therefore, |N −M | −  ≤ |fM | ≤ |N −M |+ .
Consider M so that |N −M | ≥ 1. Then |fM | is not 0. From the definition of fM in (77), this
means that |ZG′M (λ
′
M )| 6= 0. Using an oracle for #MVHardCoreNorm(λ,∆,1.02) we can produce
an estimate for |ZG′M (λ
′
M )| within a factor of 1.02. We can also obtain an estimate of the value
|WHZoutJM ,v(λ)| within a factor of (1 + 7η/8)/1.02 = 1.025/1.02, since ZoutJM ,v(λ) is output by the
algorithm from Lemmas 6 and 15. Combining these, we obtain an estimate fˆM for |fM | satisfying
(1− η)|fM | ≤ fˆM ≤ (1 + η)|fM |. We now use the binary search technique of [5].
The invariant that we will maintain is that we have an interval [Mstart,Mend] of real numbers
with Mstart ≤ N ≤Mend. Initially, Mstart = 0 and Mend = 2n. Let ` = Mend−Mstart. If ` < 1 then
there is only one integer between Mstart and Mend, so the value of N is known.
Suppose ` ≥ 1. For i ∈ {0, . . . , 8}, let Mi = Mstart + i`/8. For i ∈ {0, . . . , 7}, let si be the sign
(positive, negative, or zero) of fˆMi − fˆMi+1 .
First, consider i ∈ {0, . . . , 7} and suppose N ≥Mi+2. Then,
fˆMi − fˆMi+1 ≥ (1− η)|fMi | − (1 + η)|fMi+1 |
≥ (1− η)(N −Mi − )− (1 + η)(N −Mi − `/8 + )
= (1 + η)`/8− 2η(N −Mi)− 2
≥ (1 + η)`/8− 2η`− 2.
This is positive since 2η < (1 + η)/16 and  ≤ η ≤ η`, so si is positive. Similarly, if N ≤Mi−1 then
fˆMi − fˆMi+1 ≤ (1 + η)|fMi | − (1− η)|fMi+1 |
≤ (1 + η)(Mi −N + )− (1− η)(Mi −N + `/8− )
= −(1− η)`/8 + 2η(Mi −N) + 2
≤ −(1− η)`/8 + 2η`+ 2,
33
so si is negative.
Now, consider i∗ so that Mi∗ ≤ N ≤ Mi∗+1. Then s0, . . . , si∗−2 are plus and si∗+2, . . . , s7 are
minus. So we have a (possibly non-empty) sequence of pluses followed by three arbitrary signs
followed by a (possibly non-empty) sequence of minuses. If there are three minuses in a row at
the end of the sequence, we must have N ≤M7 (otherwise s5 would have been a plus). So we can
shrink the interval by redefining Mend to be M7. Otherwise, there are three pluses in a row at the
beginning of the sequence. This means that N ≥ M1 (otherwise s2 would have been negative).
So, in this case, we can shrink the interval by redefining Mstart to be M1. Either way, the interval
shrinks to 7/8 of its original size, so we can recurse on the new interval; after at most poly(n) steps,
we will have Mend −Mstart < 1, which gives us the exact value of N .
Part two: #P-hardness of #MVHardCoreArg(λ,∆, 9pi/24).
Consider any rational number M in the range 0 ≤M ≤ 2n. We will show that, if N > M + 1/7
then there is an a ∈ arg(fM ) such that −pi/12 < a < pi/12. Also, if N < M − 1/7 then there is an
a ∈ arg(fM ) such that pi − pi/12 < a < pi + pi/12.
To prove these claims, let xM = λM +M so by (74), |xM | ≤ . Then by (77), fM = λM +N =
xM + N − M . Suppose N > M + 1/7 and consider θ ∈ arg(fM ) = arg(xM + N − M). For
concreteness (by adding integer multiples of 2pi if necessary), suppose that θ is in the range [−pi, pi).
Then tan(θ) ≤ N−M ≤ 7. But tan(pi/12) > 0.26 > 7. So θ ≤ pi/12. Similarly, θ ≥ −pi/12. The
case M > N + 1/7 is similar (restricting θ to [0, 2pi)).
Now suppose |N−M | > 1/7. Since fM = xM +N−M , we have fM 6= 0. Since we can compute
the value of WHZ
out
JM ,v
(λ) exactly, we can also compute Arg(WHZ
out
JM ,v
(λ)) within ±pi/48. Using
an oracle for #MVHardCoreArg(λ,∆, 9pi/24) with input (G′M ,λ
′
M ) we thus obtain an estimate AˆM
such that, for some a ∈ arg(fM ), |AˆM − a| ≤ 9pi/24 + pi/48 = 19pi/48.
As in Part One, we now do binary search. Again, the invariant that we will maintain is that
we have an interval [Mstart,Mend] of real numbers with Mstart ≤ N ≤ Mend. Initially, Mstart = 0
and Mend = 2
n. Let ` = Mend −Mstart. If ` < 1 then there is only one integer between Mstart and
Mend, so the value of N is known.
Suppose ` ≥ 1. For i ∈ {0, . . . , 6}, let Mi = Mstart + i`/6. Let si be minus if there is an
integer j such that pi/2 < AˆMi + 2pij < 3pi/2. Let si be plus if there is an integer j such that
−pi/2 < AˆMi + 2pij < pi/2. If neither of these occurs, then si is undefined.
If N ≤Mi−1 then si is minus. If N ≥Mi+1 then si is plus. So s0, . . . , s6 consists of a (possibly
empty) sequences of pluses followed by one unknown value followed by a (possibly empty) sequence
of minuses.
Suppose that s0, s1 and s2 are all plus. ThenN ≥M1 (otherwise s2 would be minus). Otherwise,
s4, s5 and s6 are all minus. In this case, N ≤ M5 (otherwise s4 would be plus). Either way, we
can shrink the interval to 5/6 of its original length, so, as in Part one, we can discover the value of
N .
6.3 Restricting to bipartite graphs
In this section, we reduce the problems #MVHardCoreNorm(λ,∆,K) and #MVHardCoreArg(λ,∆, ρ)
to multivariate versions whose inputs are further restricted to bipartite graphs. To do this, we will
need to enlarge slightly the set of activities that a vertex can have. Namely, let
Lbip(λ) := L(λ) ∪ {−2,−1/4} = {λ,−λ− 1,−1, 1,−2,−1/4}. (78)
We will consider the following problems.
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Name #MVBipHardCoreNorm(λ,∆,K).
Instance A bipartite graph G with maximum degree at most ∆. An activity vector λ = {λv}v∈V ,
such that, for each v ∈ V , λv ∈ Lbip(λ). For every vertex v ∈ V with λv 6= λ, the degree of v
in G must be at most 2.
Output If |ZG(λ)| = 0 then the algorithm may output any rational number. Otherwise, it must
output a rational number N̂ such that N̂/K ≤ |ZG(λ)| ≤ KN̂ .
Name #MVBipHardCoreArg(λ,∆, ρ).
Instance A bipartite graph G = (V,E) with maximum degree at most ∆. An activity vector
λ = {λv}v∈V such that, for each v ∈ V , λv ∈ Lbip(λ). For every vertex v ∈ V with λv 6= λ,
the degree of v in G must be at most 2.
Output If ZG(λ) = 0 then the algorithm may output any rational number. Otherwise, it must
output a rational number Â such that, for some a ∈ arg(ZG(λ)), |Â− a| ≤ ρ.
pi
λpi
qi
λqi
si
λsi = −2
ti
λti = −2
ui
λui = 1
vi
λvi = 1
zi
λzi = −1/4
xi
λxi = −1
yi
λyi = −1
Figure 3: The gadget B′′i with activity vector λ
′′ used in the proof of Lemma 34.
Lemma 34. Let B′′i be the graph in Figure 3 with activity vector λ, and set T
′′
i = {pi, qi}. Then,
for any value of the activities λpi , λqi ∈ C, it holds that
ZBi,T ′′i ,∅(λ
′′) = 1, ZB′′i ,T ′′i ,{pi}(λ
′′) = λpi , ZBi,T ′′i ,{qi}(λ
′′) = λqi , ZB′′i ,T ′′i ,T ′′i (λ
′′) = 0.
Proof. Note that B′′i is obtained from the path B
′
i in Figure 2 by appending the vertices pi, qi,
and in turn B′i is obtained from the path Bi in Figure 2 by appending the vertices si, ti. As in
Lemma 30, we denote T ′i = {si, ti} and Ti = {ui, vi}. Completely analogously to (73), we have
ZB′′i ,T ′′i ,∅(λ
′′) = ZB′i,T ′i ,∅(λ
′′) + ZB′i,T ′i ,{si}(λ
′′) + ZB′i,T ′i ,{ti}(λ
′′) + ZB′i,T ′i ,T ′i (λ
′′),
ZB′′i ,T ′′i ,{pi}(λ
′′) = λpi
(
ZB′i,T ′i ,∅(λ
′′) + ZB′i,T ′i ,{ti}(λ
′′)
)
,
ZB′′i ,T ′′i ,{qi}(λ
′′) = λqi
(
ZB′i,T ′i ,∅(λ
′′) + ZB′i,T ′i ,{si}(λ
′′)
)
,
ZB′′i ,T ′′i ,T ′′i (λ
′′) = λpiλqiZB′i,T ′i ,∅(λ
′).
(79)
35
To compute the r.h.s. in (79) we will use (73) which expresses the relevant quantities in terms of
the gadget Bi in Figure 2. Using (72) and (73), we therefore obtain
ZBi,Ti,∅(λ
′′) = −1/4, ZBi,Ti,{ui}(λ′′) = ZBi,Ti,{vi}(λ′′) = −1/4, ZBi,Ti,Ti(λ′′) = 3/4,
ZB′i,T ′i ,∅(λ
′′) = 0, ZB′i,T ′i ,{si}(λ
′) = ZB′i,T ′i ,{ti}(λ
′′) = 1, ZB′i,T ′i ,T ′i (λ
′′) = −1.
Plugging this into (79) concludes the proof of the lemma.
Theorem 35. Let ∆ ≥ 3 and λ ∈ CQ be a complex number such that λ 6∈ (Λ∆ ∪ R≥0).
Then, for K = 1.02, #MVBipHardCoreNorm(λ,∆,K) is #P-hard. Also, for ρ = 9pi/24,
#MVBipHardCoreArg(λ,∆, ρ) is #P-hard.
Proof. Let G = (V,E) be an n-vertex graph with maximum degree at most ∆. Suppose that
λ = {λv}v∈V is an activity vector for G such that, for each v ∈ V , λv ∈ L(λ). Let e1, . . . , em be
an arbitrary enumeration of the edges of G and suppose that ei = {pi, qi}, where pi and qi are
vertices of G. Let H be the bipartite graph constructed from G by replacing every edge ei of G
with the gadget B′′i from Figure 3 and denote by λ
′ the resulting activity vector on H (every vertex
originally in G retains its activity in H). Observe that every vertex activity in H is from the set
Lbip(λ). Moreover, ZG(λ) = ZH(λ′). The result therefore follows from Theorem 33.
We will need the following lower bound on ZG(λ), which follows from Lemma 22.
Lemma 36. Suppose that λ ∈ CQ. Then, there exists a rational Cλ > 1 such that the following
holds. For any n-vertex graph G = (V,E) and any activity vector λ = {λv}v∈V such that λv ∈
Lbip(λ) for all v ∈ V , it holds that either ZG(λ) = 0 or |ZG(λ)| > C−nλ .
Proof. Let λ1 = −λ − 1, λ2 = −1, λ3 = 1, λ4 = −2 and λ5 = −1/4, so that Lbip(λ) =
{λ, λ1, . . . , λ5}.
Let {U0, U1, . . . , U5} be a partition of V such that λv is equal to λ if v ∈ U0 and, for i = 1, . . . , 5,
λv = λi if v ∈ Ui. For an independent set I ∈ IG and i = 0, . . . , 5, let ni(I) = |I ∩ Ui| and
n−(I) = n1(I) + n2(I) + n4(I) + n5(I). Then,
ZG(λ) =
∑
I∈IG
λn0(I)
5∏
i=1
λ
ni(I)
i =
∑
I∈IG
(−1)n−(I)2n4(I)(1/4)n5(I)λn0(I)(1 + λ)n1(I)
=
∑
I∈IG
(−1)n−(I)2n4(I)(1/4)n5(I)λn0(I)
n1(I)∑
k=0
(
n1(I)
k
)
λk.
Thus, we have that 4nZG(λ) is an integer polynomial of λ. Moreover, observe that the absolute
values of the coefficients of 4nZG(λ) corresponding to an independent set I ∈ IG sum to at most
4n ·2n = 8n. Since |IG| ≤ 2n, we have that the absolute values of the coefficients of 4nZG(λ) sum to
at most 2n ·8n = 16n. The result now follows by applying Liouville’s inequality (cf. Lemma 22).
6.4 Reduction from the multivariate problem to the single-activity problem
The purpose of this section is to prove the following theorem.
Theorem 37. Let ∆ ≥ 3 and λ ∈ CQ be a complex number such that λ 6∈ (Λ∆ ∪ R≥0). Then
there is a polynomial-time Turing reduction from the problem #MVBipHardCoreNorm(λ,∆, 1.02) to
#BipHardCoreNorm(λ,∆, 1.01). There is also a polynomial-time Turing reduction from the problem
#MVBipHardCoreArg(λ,∆, 9pi/24) to the problem #BipHardCoreArg(λ,∆, pi/3).
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Proof. Let λ1 = −λ − 1, λ2 = −1, λ3 = 1, λ4 = −2, λ5 = −1/4 so that Lbip(λ) = {λ, λ1, . . . , λ5}.
Let M > 1 be a rational number such that M > max{|λ|, |λ1|, . . . , |λ5|} and let Cλ > 1 be the
rational in Lemma 36.
Let G = (V,E) be an n-vertex bipartite graph with maximum degree at most ∆. Suppose
that λ = {λv}v∈V is an activity vector for G such that, for each v ∈ V , λv ∈ Lbip(λ). Let
{U0, U1, . . . , U5} be a partition of V such that λv is equal to λ if v ∈ U0 and, for i = 1, . . . , 5,
λv = λi if v ∈ Ui. Suppose further that, for every vertex v ∈
⋃5
i=1 Ui, the degree of v in G is at
most 2.
Let  := 1
104n(4MCλ)n
. For i = 1, . . . , 5, let Ji be a bipartite graph with maximum degree at
most ∆ with terminal vi that implements λi with accuracy . Lemmas 6 and 15 guarantee that
Ji exists, and that it can be constructed in time poly(size()). The lemmas also guarantee that
ZoutJi,vi(λ) 6= 0. Let λ′i = Z inJi,vi(λ)/ZoutJi,vi(λ), so that |λ′i − λi| ≤ . Note, we have the crude bound|λ′i| ≤ 2M for all i = 1, . . . , 5.
Let λ′ be the activity vector for G formed from λ by replacing every instance of λi with λ′i
for i = 1, . . . , 5. Let H be the bipartite graph constructed from G by replacing, for each i ∈ [5],
every vertex v ∈ Ui with a (distinct) copy of Ji, relabelling the terminal vi as v and attaching the
terminal to the (at most two) neighbours of v in G (note that this is the same construction as the
one in Lemma 18). Note that the maximum degree of H is at most ∆ and, by Lemma 18,
ZG(λ
′) = ZH(λ)/CH , where CH :=
5∏
i=1
∏
v∈Ui
ZoutJi,vi(λ). (80)
Note that using the output of the algorithm provided by Lemmas 15 and 6, we can compute CH
exactly in time poly(size()).
We will show that, whenever ZG(λ) 6= 0, it holds that
1.01
1.015
|ZG(λ′)| ≤ |ZG(λ)| ≤ 1.015
1.01
|ZG(λ′)| (81)
and that
there are a ∈ arg(ZG(λ)) and a′ ∈ arg(ZG(λ′)) such that |a− a′| ≤ pi/30. (82)
Before proving (81) and (82), we show that they give the desired reductions. The reduction
from #MVBipHardCoreNorm(λ,∆, 1.02) to #BipHardCoreNorm(λ,∆, 1.01) goes as follows. Suppose
that (G,λ) is an input to #MVBipHardCoreNorm(λ,∆, 1.02) and that ZG(λ) 6= 0. By (81), we
obtain that ZG(λ
′) is non-zero and therefore, by (80), |ZH(λ)| 6= 0 as well. Thus, an oracle for
#BipHardCoreNorm(λ,∆, 1.01) with inputH gives an approximation Nˆ so that Nˆ/1.01 ≤ |ZH(λ)| ≤
1.01Nˆ . By (80) and (81), we therefore obtain that
Nˆ
1.015|CH | ≤ |ZG(λ)| ≤ 1.015
Nˆ
|CH | .
As we noted earlier, the value CH can be computed exactly in time poly(size()). Thus, it is easy,
in time poly(size()), to compute a value Cˆ such that
1.015
1.02
Cˆ ≤ |CH | ≤ 1.02
1.015
Cˆ.
Thus, the algorithm for #MVBipHardCoreNorm(λ,∆, 1.02) can return Nˆ/Cˆ as an output.
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For the reduction from #MVHardCoreArg(λ,∆, 9pi/24) to #BipHardCoreArg(λ,∆, pi/3), suppose
that (G,λ) is an input to #MVHardCoreArg(λ,∆, 9pi/24). An oracle call to #BipHardCoreArg(λ,∆, pi/3)
with input H gives a value Aˆ such that, for some h ∈ arg(ZH(λ)), |Aˆ− h| ≤ pi/3. Consider a and
a′ from (82). By (80) there is a c ∈ arg(CH) such that a′ = h− c. Now, by the triangle inequality,
|a− (Aˆ− c)| ≤ |a− a′|+ |a′ − (h− c)|+ |h− Aˆ| ≤ pi/30 + 0 + pi/3 = 11pi/30.
Adding an integer multiple of 2pi to both a and c on the left-hand-side, we conclude that for every
c˜ ∈ arg(CH) there exists an a˜ ∈ arg(ZG(λ)) such that |a˜− (Aˆ− c˜)| ≤ 11pi/30. In particular, taking
c˜ = Arg(CH), there exists an a˜ ∈ arg(ZG(λ)) such that |a˜− (Aˆ− Arg(CH))| ≤ 11pi/30. Thus, the
algorithm for #MVHardCoreArg(λ,∆, 9pi/24) can compute a value Cˆ such that |Cˆ − Arg(CH)| ≤
9pi/24− 11pi/30 and return the value Aˆ− Cˆ as output.
So in the rest of the proof, we will establish (81) and (82). First, we show that, whenever
ZG(λ) 6= 0, it holds that
|ZG(λ)− ZG(λ′)| ≤ 1
104(Cλ)n
≤ |ZG(λ)|
104
. (83)
The rightmost inequality is immediate by Lemma 36. For the leftmost inequality, note that for all
positive integers k and arbitrary complex numbers x1, y1, . . . , xk, yk we have the telescopic expansion∏k
i=1 xi −
∏k
i=1 yi =
∑k
j=1(xj − yj)
∏j−1
i=1 xi
∏k
i=j+1 yi. Hence, for an arbitrary independent set
I ∈ IG, we have that (using the crude bounds |λi|, |λ′i| < 2M and |λ| < 2M)∣∣∣∏
v∈I
λv −
∏
v∈I
λ′v
∣∣∣ ≤∑
v∈I
(2M)|I|−1|λv − λ′v| ≤ n(2M)n,
where in the last inequality we used that |λv − λ′v| ≤  for all v ∈ V . Since |IG| ≤ 2n and
 = 1
104n(4MCλ)n
, we obtain (83).
Now we are ready to show (81) and (82) whenever ZG(λ) 6= 0. In particular, by the triangle
inequality and (83), we have that∣∣∣∣ |ZG(λ′)||ZG(λ)| − 1
∣∣∣∣ =
∣∣|ZG(λ′)| − |ZG(λ)|∣∣
|ZG(λ)| ≤
|ZG(λ′)− ZG(λ)|
|ZG(λ)| ≤ 10
−4,
which proves (81). In fact, using the inequality above and (81), it follows that the Ziv distance
between ZG(λ) and ZG(λ
′) is at most 10−3, and therefore (82) follows from [5, Lemma 2.1].
7 Proof of Lemma 10
In this section, we prove Lemma 10. To do this, we will focus on understanding the following type
of sequences.
Definition 38. Let ∆ ≥ 3 and λ ∈ CQ \R, and set d := ∆− 1. A hard-core-program is a sequence
a0, a1, . . ., starting with a0 = 1, and
ak =
1
1 + λaik,1 · · · aik,d
for k ≥ 1, (84)
where ik,1, . . . , ik,d ∈ {0, . . . , k − 1}. We say that the hard-core-program generates x ∈ C if there
exists integer k ≥ 0 such that ak = x.
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Our interest in hard-core-programs is justified by the following lemma.
Lemma 39. Let λ ∈ C and d ≥ 2. Suppose that a0, a1, . . . is a hard-core program. Then, for every
k ≥ 1, there exists a tree of maximum degree at most ∆ = d+ 1 that implements the activity λak.
Proof. The proof is by induction on k. For k = 1, we have that i0,1 = . . . , i0,d = 0, so a1 = 1/(1+λ).
Let T be the single-edge tree {u, v}. Then, we have that
Z inT,v(λ) = λ, Z
out
T,v(λ) = 1 + λ,
and therefore T with terminal v implements the activity
Z inT,v(λ)
ZoutT,v(λ)
= λa1, as wanted.
Suppose that the statement is true for all values ≤ k and suppose that
ak+1 =
1
1 + λaik,1 · · · aik,d
for some ik,1, . . . , ik,d ∈ {0, . . . , k − 1}. Let J = {j ∈ [d] | ik,j 6= 0} and note that for every
j ∈ [d]\J , it holds that aik,j = 1. By the induction hypothesis, for every j ∈ J , there exists a tree
Tj of maximum degree at most ∆, with terminal vj , such that
Z inT,v(λ)
ZoutT,v(λ)
= λaik,j . Let T be the tree
obtained by taking the disjoint union of the trees Tj with j ∈ J and identifying all the terminals
vj into a new vertex v. Then,
Z inT,v(λ) = λ
∏
j∈J
Z inTj ,vj (λ)
λ
, ZoutT,v(λ) =
∏
j∈J
ZoutTj ,vj (λ). (85)
Now consider the tree T ′ obtained from T by adding a new vertex u whose single neighbour is the
vertex v. Then,
Z inT ′,u(λ) = λZ
out
T,v(λ), Z
out
T ′,u(λ) = ZT (λ).
Using this and (85), we therefore obtain that
Z inT ′,u(λ)
ZoutT ′,u(λ)
= λ
ZoutT,v(λ)
ZT (λ)
= λ
1
1 +
Z inT,v(λ)
ZoutT,v(λ)
=
λ
1 + λ
∏
j∈[J ] aik,j
=
λ
1 + λ
∏
j∈[d] aik,j
= λa`+1,
where in the second to last equality we used that aik,j = 1 for j ∈ [d]\J .
7.1 Getting close to a repelling fixpoint
In this section, we will show how to generate points that are arbitrarily close to a fixpoint of the
function f(x) = 1
1+λx∆−1 using a hard-core-program. We start with the following lemma.
Lemma 40. Let ∆ ≥ 3 and set d := ∆− 1. Let pk be a polynomial in λ defined by
p0 = p1 = · · · = pd = 1, and pk+1 = pk + λpk−d for k ≥ d.
Then, for all k ≥ 0, all roots of pk are real.
Proof. Consider a graph Gk = (V,E) with V = {d+ 1, . . . , k} with i, j are connected if |i− j| ≤ d.
We will show, by induction, that the independent set polynomial of Gk is pk. The claim is true
for k = 0, . . . , d (since the graph is empty and pk = 1). For k + 1 ≥ d + 1 the claim follows by
induction:
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• the contribution of the independent sets with k + 1 included is λ times the independence
polynomial of Gk−d, which, by the inductive hypothesis, is λpk−d,
• the contribution of the independent sets with k + 1 not included is the independent set
polynomial of Gk, which, by the inductive hypothesis, is pk.
Hence, the independent set polynomial of Gk+1 is pk + λpk−d = pk+1.
A claw is a graph with 4 vertices a, b1, b2, b3 and 3 edges ab1, ab2, ab3. A claw-free graph is a
graph that does not contain a claw as an induced subgraph. We will show that Gk is claw-free.
Suppose a, b1, b2, b3 ∈ {d + 1, . . . , k} form a claw; w.l.o.g. b1 < b2 < b3. Then |a − bi| ≤ d for
i = 1, 2, 3. If b2 < a then b2 − b1 ≤ a− b1 ≤ d and hence b1b2 is an edge—a contradiction with the
assumption that a, b1, b2, b3 form a claw. If b2 > a then b3 − b2 ≤ b3 − a ≤ d and hence b2b3 is an
edge—a contradiction with the assumption that a, b1, b2, b3 form a claw. Thus Gk is claw-free.
Now we use [3, Theorem 1.1] which states that the roots of the independent set polynomial of
a claw-free graph are all real.
We will now show that we can get close to the fixpoint of f with the smallest norm.
Lemma 11. Let ∆ ≥ 3 and λ ∈ C \ R, and set d := ∆− 1. Let ω be the fixpoint of f(x) = 1
1+λxd
with the smallest norm. For k ≥ 0, let xk be the sequence defined by
x0 = x1 = · · · = xd−1 = 1, xk = 1
1 + λ
∏d
i=1 xk−i
for k ≥ d. (86)
Then, the sequence xk is well-defined (i.e., the denominator of (86) is nonzero for all k ≥ d) and
converges to the fixpoint ω as k →∞. Moreover, there exist infinitely many k such that xk 6= ω.
Proof. For k ≥ 0, let Rk be the sequence defined by
R0 = R1 = · · · = Rd = 1, Rk+1 = Rk + λRk−d for k ≥ d. (87)
Observe that Rk = pk(λ), where pk is the polynomial in Lemma 40. Since λ ∈ C\R, Lemma 40
implies that Rk 6= 0 for all k and hence for k ≥ 0 we can let
yk = Rk/Rk+1. (88)
Note that for k ∈ {0, . . . , d− 1} we have yk = xk. For k ≥ d we have
yk =
Rk
Rk+1
=
Rk
Rk + λRk−d
=
1
1 + λ
Rk−d
Rk
=
1
1 + λ
∏d
j=1
Rk−j
Rk−j+1
=
1
1 + λ
∏d
j=1 yk−j
,
and hence, by induction, xk = yk for all k. It follows that the sequence xk is well-defined.
Let ω1, . . . , ωd+1 be the fixpoints of f(x) =
1
1+λxd
sorted in increasing order of their absolute
value, so that ω1 = ω. Note, since λ ∈ C\R, by Lemma 25 we have that |ωi| 6= |ωj | for different
i, j ∈ [d+ 1]. Observe that the characteristic polynomial of the recurrence (87) is zd+1− zd−λ and
that the roots of the polynomial are 1/ω1, . . . , 1/ωd+1 (to verify this, use that λω
d+1
j +ωj−1 = 0 for
j ∈ [d+1]). Therefore, from the theory of linear recurrences we have that there exist α1, . . . , αd+1 ∈
C such that for all k ≥ 0
Rk =
d+1∑
j=1
αj(1/ωj)
k.
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Note that since R0 = R1 = · · · = Rd = 1 we have that α1, . . . , αd+1 is the solution of the following
(Vandermonde) system
d+1∑
j=1
(1/ωj)
kαj = 1 for k ∈ {0, . . . , d}.
Suppose one of the α1, . . . , αd+1 is zero, say αi = 0 for some i ∈ [d + 1]. Let αd+2 = −1 and
ωd+2 = 1. For j ∈ [d+1], note that ωj 6= 1 (since that would imply λ = 0) and therefore ωj 6= ωd+2.
Then we have that {αj}j∈[d+2]\{i} is a non-zero solution of the following (again Vandermonde)
system ∑
j∈[d+2]\{i}
(1/ωj)
kαj = 0 for k ∈ {0, . . . , d}. (89)
This is a contradiction, since the system only has a zero solution (since ω1, . . . , ωd+1, ωd+2 are
distinct). Thus none of the α1, . . . , αd+1 is zero and, in particular, α1 6= 0. It follows that xk =
Rk/Rk+1 converges to ω1 = ω as k →∞.
To finish the proof, it remains to show that xk 6= ω for infinitely many k. For the sake of
contradiction, assume otherwise, and let k0 be the largest integer such that xk0 6= ω. From (86),
we obtain
xk0+d =
1
1 + λ
∏d−1
j=0 xk0+j
By the choice of k0, we have xk0+1 = · · · = xk0+d = ω, which gives that xk0 = ω (using that
ω = 1
1+λωd
), contradiction.
This concludes the proof of Lemma 11.
Finally, we conclude this section with the following lemma, which will be useful later.
Lemma 41. For λ ∈ C\R and d ≥ 2, let ω be the fixpoint of f(x) = 1
1+λxd
with the smallest norm.
Then, ω ∈ C\R and 0 < |ω − 1| < 1.
Proof. Since 1− ω = λωd+1, we have that |ω − 1| > 0 (otherwise, λ = 0) and ω ∈ C\R (otherwise,
λ ∈ R). We therefore focus on showing that |ω − 1| < 1.
Let ω1, . . . , ωd+1 be the fixpoints of f sorted in increasing order of their absolute value, so that
ω1 = ω. By Lemma 25, we have |ω1| < · · · < |ωd+1|, so by 1−ωj = λωd+1j (j ∈ [d]), we obtain that
|1− ω1| < |1− ω2| < · · · < |1− ωd+1|. (90)
Note that ω1 − 1, . . . , ωd+1 − 1 are roots of λ(y + 1)d+1 + y = 0; the coefficient of yd+1 and the
coefficient of y0 are both equal to λ, so by Vieta’s formula,
d+1∏
j=1
(1− ωj) = 1. (91)
Equations (90) and (91) imply |1− ω1| < 1, as needed.
7.2 Bootstrapping a point next to a fixpoint to an -covering
Once we have the ability to obtain points close to the fixpoint ω, we proceed to the next step,
which is creating a moderately dense set of points around ω (cf. Lemma 14).
The main idea of the proof of Lemma 14 is that close to the fixpoint the recurrence implements
with a small error any polynomial with non-negative integer coefficients (evaluated at ω−1). Then
we use the fact that the values of these polynomials yield a dense set of points in C. Before
proceeding with the proof of Lemma 14 we state these ingredients formally.
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Lemma 42. Let z ∈ C \ R be such that |z| < 1. Let S be the set of values of polynomials with
non-negative integer coefficients evaluated at z (that is, S = {p(z) | p ∈ Z≥0[x]}). Then S is dense
in C.
Proof. We can write z = |z|e2piix for some x ∈ [0, 1). Note that x 6= 0 and x 6= 1/2 (since we
assumed z 6∈ R).
First suppose that x is rational, that is, x = p/q for integer co-prime p, q, where q ≥ 3. For
any k ∈ {0, . . . , q − 1} we can obtain an arbitrarily small number on the ray with angle 2pik/q
(by taking (zp
−1 mod q)k+q` for large `) and hence we have a dense set of points on the ray (taking
integer multiples of the small number). Now we show how using the points on the rays we obtain a
point arbitrarily close to any complex number t ∈ C. First, we can write t as a convex combination
of points on the rays, that is, t = α0r0 + · · · + αq−1rq−1 where rk is on the ray with angle 2pik/q
(for k ∈ {0, . . . , q − 1}), αk ∈ [0, 1] (for k ∈ {0, . . . , q − 1}) and
∑q−1
k=0 αk = 1. For  > 0, let αˆk be
a rational such that |αˆk − αk| ≤ /q and let w be the product of the denominators of αˆ0, . . . , αˆq−1.
Since we have a dense set of points on each ray we can obtain rˆk on the ray with angle 2pik/q such
that |rk/w− rˆk| ≤ /w (for k ∈ {0, . . . , q− 1}). Now we argue that
∑q−1
k=0(wαˆk)rˆk is close to t. We
have ∣∣∣∣t− q−1∑
k=0
(wαˆk)rˆk
∣∣∣∣ = ∣∣∣∣ q−1∑
k=0
(αk − αˆk)rk +
q−1∑
k=0
αˆk(rk − wrˆk)
∣∣∣∣ ≤  q−1∑
k=0
|rk|+ (1 + ). (92)
Taking  sufficiently small we get a point arbitrarily close to t.
Now suppose x is irrational. Let t = |t|e2piiy be a complex number where y ∈ [0, 1). The
fractional part {kx} of kx for positive integers k is dense in [0, 1) and hence, for  > 0, there exists
k such that |{kx} − y| ≤  and |z|k ≤ . Let w = b|t|/|zk|c so that 0 ≤ |t| − w|z|k ≤ . Observe
that wzk = w|z|ke2pii{kx}, so by the triangle inequality
|t− wzk| ≤ ∣∣t− |t|e2piikx∣∣+ ∣∣|t|e2piikx − wzk∣∣ = |t| |e2pii(y−{kx}) − 1|+ ∣∣|t| − w|z|k∣∣ ≤ (1 + 2pi|t|),
where in the last inequality we used that for θ = 2pi(y − {kx}) it holds that
|eiθ − 1| =
√
(cos θ − 1)2 + (sin θ)2 = √2− 2 cos θ = 2| sin(θ/2)| = 2 sin |θ/2| ≤ |θ| ≤ 2pi.
Taking  sufficiently small we get a point (wzk) arbitrarily close to t.
Remark 43. Note that the assumption |z| < 1 is necessary—the lemma would be false for, e.g.,
z = i.
The following operation (as we will prove in Lemma 46 below) is a first-order approximation of
operation (84) when applied to points around ω perturbed by a1, . . . , ad:
(a1, . . . , ad) 7→ z
d∑
i=1
ai. (93)
We will use a sequence of (93) to implement polynomials with non-negative integer coefficients;
the complexity of a polynomial will be the number of steps in the sequence.
Definition 44. A straight-line-program with operation (93) is a sequence of assignments starting
with a0 = 0, a1 = 1, and
ak = z
(
aik,1 + · · ·+ aik,d
)
, for k = 2, 3, . . . ,
where ik,1, . . . , ik,d ∈ {0, . . . , k − 1}. We say that the straight-line-program generates x ∈ C if there
exists integer k ≥ 0 such that ak = x.
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Using a finite sequence of (93), we can implement any polynomial with non-negative integer
coefficients, up to factors of z. More precisely, we have the following.
Lemma 45. Let p ∈ Z≥0[z] be a polynomial with non-negative integer coefficients. There exist
non-negative integers k := k(p) and n := n(p) and a straight-line-program with operation (93) such
that ak = z
np(z).
Proof. Let p(z) =
∑t
j=0 cjz
j , where ct 6= 0 or t = 0. We will prove the claim by induction on
t +
∑t
j=0 cj . The base case is p(z) ≡ 0, here we can take k(p) = 0 and n(p) = 0. Now assume
t+
∑t
j=0 cj ≥ 1.
First assume that c0 ≥ 1. Let q(z) = p(z) − 1. By the induction hypothesis there exist n, k
and a straight-line-program with operation (93) such that ak = z
nq(z). Let ak+1 = za1 and
ak+j = zak+j−1 for j = 2, . . . , n (note that ak+n = zn). Finally, add ak+n+1 = z(ak + ak+n). Note
that ak+n+1 = z
n+1p(z).
Now assume c0 = 0. Let q(z) = p(z)/z. By the induction hypothesis there exist n, k and
a straight-line-program with operation (93) such that ak = z
nq(z). Let ak+1 = zak. Note that
ak+1 = z
np(z).
From the Taylor expansion we have that close to the fixpoint the multi-variate hard-core recur-
rence implements operation (93) (with a small error).
Lemma 46. Suppose that λ ∈ C\R and d ≥ 2. Let ω be the fixpoint of f(x) = 1
1+λxd
with the
smallest norm and set z = ω − 1.
There exist reals C0 := C0(ω, λ, d) > 1 and δ0 := δ0(ω, λ, d) > 0 such that for any a1, . . . , ad ∈ C
with |aj | ≤ δ0 (for j ∈ [d]) we have
1
1 + λ
∏d
j=1(ω + aj)
= ω + z
( d∑
j=1
aj
)
+ τ, (94)
where |τ | ≤ C0 maxj∈[d] |aj |2.
Proof. Let b1, . . . , bd be arbitrary complex numbers in the unit disc, i.e., |b1|, . . . , |bd| ≤ 1. Let
F (t) =
1
G(t)
, where G(t) = 1 + λ
d∏
j=1
(ω + bjt).
Then, using that ω is a fixpoint of f(x) = 1
1+λxd
, we have G(0) = 1/ω and
F ′(0) = −
λ
(∑d
j=1 bj
)
(ω)d−1
(1 + λ(ω)d)
2 = z
d∑
j=1
bj . (95)
Note that for all t ∈ [0, 1]
|G′(t)| =
∣∣∣λ d∑
j=1
bj
∏
k 6=j
(ω + bkt)
∣∣∣ ≤ d|λ|(1 + |ω|)d. (96)
Similarly, we have that for all t ∈ [0, 1]
|G′′(t)| ≤ d2|λ|(1 + |ω|)d.
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Let δ0 := min
{
1
2|ω|d|λ|(1+|ω|)d , 1
}
. Note that (96) implies that for t ∈ (0, δ0) we have
|G(t)| ≥ |G(0)| − td|λ|(1 + |ω|)d ≥ 1|ω| − δ0d|λ|(1 + |ω|)
d ≥ 1
2|ω| .
and hence for t ∈ (0, δ0)
|F ′′(t)| =
∣∣∣∣∣2G′(t)2G(t)3 − G′′(t)G(t)2
∣∣∣∣∣ ≤ 3(2|ω|)3d4|λ|2(1 + |ω|)2d =: C, (97)
which implies
|F (t)− F (0)− tF ′(0)| ≤ Ct2. (98)
Given a1, . . . , ad such that |aj | ≤ δ0, let t = maxj |aj | ∈ (0, δ0) and bj = aj/t (for j ∈ [d]); note,
1
1 + λ
∏d
j=1(ω + aj)
= F (t) and tF ′(0) = z
d∑
j=1
aj .
Let C0 := max{C, 2} > 1. The lemma now follows from (98), (95) and the fact that F (0) = ω.
Finally we can prove Lemma 14, which we restate here for convenience.
Lemma 14. Let ∆ ≥ 3 and λ ∈ CQ \R, and set d := ∆− 1. Let ω be the fixpoint of f(x) = 11+λxd
with the smallest norm. For any , κ > 0 there exists a radius ρ ∈ (0, κ) such that the following
holds. For every λ′ ∈ B(λω, ρ), there exists a tree G of maximum degree at most ∆ that implements
λ′ with accuracy ρ.
Proof. Consider arbitrary , κ > 0 and let z := ω − 1. By Lemma 41, we have that z ∈ C\R and
0 < |z| < 1. Therefore, Lemma 42 gives that polynomials with non-negative integer coefficients
evaluated at z are dense in C. Hence there exists a finite collection F of polynomials with non-
negative integer coefficients whose values at z form an /2-covering of the unit disk (to obtain the
collection take a finite /4-covering of the unit disk and for every point in the covering, using the
density, get a polynomial whose value at z is at distance at most /4 from the point).
By Lemma 45 every polynomial p with non-negative integer coefficients can be generated, up
to a factor zn(p), using k(p) operations (93). Let
N := max
p∈F
n(p) and K := N + max
p∈F
k(p).
For every p ∈ F , there is a straight-line-program to generate zNp(z) using at most K applications
of (93) (the extra N in the definition of K is to allow for extra operations (93) to move from
zn(p)p(z) to zNp(z)). Let C0 > 1 and δ0 > 0 be the constants from Lemma 46. Let
δ = min
{
δ0/d
K ,
|z|N
2Z(C0, d,K)
,
1
Z(C0, d,K)
,
κ
2|λ|
}
, where Z(C0, d, k) := C0(2d)
2k for k ≥ 0. (99)
By Lemma 11, there is a hard-core-program x0, x1, . . . such that for sufficiently large m,m
′, it holds
that 0 < |xm−ω| ≤ δ and |xm′−ω| ≤ |xm−ω|2. Let y1 = xm and y0 = xm′ , so that 0 < |y1−ω| ≤ δ
and |y0 − ω| ≤ |y1 − ω|2. Finally, let
h := y1 − ω and set r := |hzN |.
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Since |z| < 1, we have r ≤ |h| ≤ δ < κ/|λ|.
We claim that for any u such that (ω + u) ∈ B(ω, r), there exists a hard-core-program that
generates ω + u′ with |u − u′| ≤ r. By Lemma 39, this implies that, for ρ := |λ|r ∈ (0, κ), any
activity in the ball B(λω, ρ) can be implemented with accuracy ρ by a tree of maximum degree
∆, as needed.
To obtain the desired hard-core-program, observe first that u/r belongs to the unit disc, so
there exists p ∈ F such that
|p(z)− u/r| ≤ /2. (100)
Moreover, there is a straight-line-program yˆ0, yˆ1, . . . , yˆk with k ≤ K to generate zNp(z), i.e., yˆ0 = 0,
yˆ1 = 1, and
yˆ` = z
(
yˆi`,1 + · · ·+ yˆi`,d
)
, for ` = 2, 3, . . . , k, (101)
where i`,1, . . . , i`,d ∈ {0, . . . , ` − 1} and yˆk = zNp(z). Note that for all ` ∈ {0, . . . , k} we have by
induction (using |z| < 1 from Lemma 41) that
|yˆ`| ≤ d`−1. (102)
We will next convert the straight-line-program (101) into a hard-core-program. Namely, for y0, y1
as above, let y2, . . . , yk be given by
y` =
1
1 + λ
∏d
j=1 yi`,j
, for ` = 2, 3, . . . , k. (103)
We will prove that for all ` = 0, 1, . . . , k it holds that
y` = ω + hyˆ` + τ`, where |τ`| ≤ |h|2Z(C0, d, `). (104)
Assuming (104) for the moment, let us conclude the proof of the claim by showing that yk is at
distance ≤ r from ω + u and that it can be generated by a hard-core-program. In particular, for
` = k, (104) gives (using that yˆk = z
Np(z), |h| = |y1 − ω| ≤ δ and (99))
yk = ω + hz
Np(z) + τk, where |τk| ≤ |h|2Z(C0, d,K) ≤ |h||z|N /2.
Combining this with (100) and recalling that r = |hzN |, we obtain that
|yk − (ω + u)| = |hzNp(z) + τk − u| ≤ r|p(z)− u/r|+ |τk| ≤ r.
To finish the proof of the claim, we only need to observe that, since y0, y1 can be generated using
a hard-core-program, we can also generate the sequence y0, y1, . . . , yk using a hard-core-program.
It remains to prove (104). We do this by induction. Note that y0 = ω + 0 · h + τ0 where
|τ0| = |y0 − ω| ≤ |h|2 and y1 = ω + 1 · h + 0, covering the base cases of (104). For the induction
step, assume that for all 0 ≤ `′ < ` it holds that
y`′ = ω + hyˆ`′ + τ`′ , where |τ`′ | ≤ |h|2Z(C0, d, `′). (105)
For all ` ≤ K, we have by (99) that Z(C0, d, `) ≤ Z(C0, d,K) ≤ 1/δ ≤ 1/h and |h|d`−1 ≤ δ0/d.
Therefore (102) and (105) give that, for all 0 ≤ `′ < `,
|hyˆ`′ + τ`′ | ≤ |h|d`′−1 + |h|2Z(C0, d, `′) ≤ |h|d`−1 + |h| ≤ δ0. (106)
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Hence, we can apply Lemma 46 with aj ’s of the form hyˆ`′+τ`′ (`
′ ∈ {0, 1, . . . , `−1}). From Lemma
46 and (106) we have
y` =
1
1 + λ
∏d
j=1(ω + hyˆi`,j + τi`,j )
= ω + hz
( d∑
j=1
yˆi`,j
)
+ τ`, where τ` = z
d∑
j=1
τi`,j + τ,
and
|τ | ≤ C0 max
`′=0,...,`−1
|hyˆ`′ + τ`′ |2 ≤ C0|h|2(d`−1 + 1)2 ≤ C0|h|2d2`.
Thus
|τ`| ≤ d|h|2Z(C0, d, `− 1) + C0|h|2d2` = |h|2C0(d(2d)2`−2 + d2`) ≤ |h|2C0(2d)2` = |h|2Z(C0, d, `),
competing the induction step. This finishes the proof of (104) and therefore the proof of Lemma 14.
7.3 Bootstraping -covering to arbitrary density
Our next step is to use the “moderately dense” set of points in a small disk around ω to create a
dense set of points. We first need a few technical results.
Lemma 47. Suppose that λ ∈ C\R and d ≥ 2. Let ω be the fixpoint of f(x) = 1
1+λxd
with the
smallest norm and let z = ω − 1.
There exist reals C1 := C1(ω, λ, d) > 0 and δ1 := δ1(ω, λ, d) > 0 such that for any a1, . . . , ad ∈ C
with |aj | ≤ δ1 (for j ∈ [d]) we have
1
λ
( 1
ω + ad
− 1
) d−1∏
j=1
(ω + ak)
−1 = ω +
ad
z
−
d−1∑
j=1
aj
+ τ, (107)
where |τ | ≤ C1 maxk∈[d] |ak|2.
Proof. Let b1, . . . , bd be arbitrary complex numbers in the unit disc, i.e., |b1|, . . . , |bd| ≤ 1. Let
F (t) =
1
λ
(
1
Gd(t)
− 1
Gd−1(t)
)
, where Gk(t) :=
k∏
j=1
(ω + bjt) for k ∈ [d].
Then, Gk(0) = ω
k and G′k(0) = ω
k−1∑k
j=1 bj , so
F ′(0) = − G
′
d(0)
λ
(
Gd(0)
)2 + G′d−1(0)
λ
(
Gd−1(0)
)2 = −
∑d
j=1 bj
λωd+1
+
∑d−1
j=1 bj
λωd
=
bd
z
−
d−1∑
j=1
bj , (108)
where in the last equality we used that λωd+1 = 1−ω = −z. As in (96), for k ∈ [d] and all t ∈ [0, 1],
we have that
|G′k(t)| ≤ d(1 + |ω|)d. (109)
Let δ1 := min
{ |ω|d
2d(1+|ω|)d) , 1
}
> 0. Note that (109) implies that for k ∈ [d] and t ∈ (0, δ1) we have
|Gk(t)| ≥ |Gk(0)| − td(1 + |ω|)d ≥ |ω|
d
2
.
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Similarly to (109), for k ∈ [d] and all t ∈ [0, 1], we have
|G′′k(t)| ≤ d2(1 + |ω|)d, (110)
and hence for t ∈ (0, δ1), following the same argument as in (97)
|F ′′(t)| ≤ 6|λ|(2/|ω|
d)3d4(1 + |ω|)2d =: C1,
which implies
|F (t)− F (0)− tF ′(0)| ≤ C1t2. (111)
Given a1, . . . , ad such that |aj | ≤ δ1, let t = maxj |aj | and bj = aj/t (for j ∈ [d]); then, from (108)
1
λ
( 1
ω + ad
− 1
) d−1∏
j=1
(ω + ak)
−1 = F (t) and tF ′(0) =
ad
z
−
d−1∑
j=1
aj .
The lemma now follows from (111) and the fact that F (0) = ω.
Lemma 48. Suppose that λ ∈ C\R and d ≥ 2. Let ω be the fixpoint of f(x) = 1
1+λxd
with the
smallest norm and let z = ω − 1.
There exist reals C2 := C2(ω, λ, d) > 0 and δ2 := δ2(ω, λ, d) > 0 such that for any a1, . . . , ad ∈ C
with |aj | ≤ δ2 (for j ∈ [d]) we have
∂
∂x
1
1 + λ(ω + x)
∏d−1
j=1(ω + aj)
∣∣∣
x=ad
= z + τ, (112)
where |τ | ≤ C2 maxj∈[d] |aj |.
Proof. Let C0, δ0 be the constants in Lemma 46 and let δ2 := min{1, δ0}.
Suppose that a1, . . . , ad ∈ C with |aj | ≤ δ2 ≤ 1. From Lemma 46 and the fact that |z| < 1 (cf.
Lemma 41), we have∣∣∣ 1
1 + λ
∏d
j=1(ω + aj)
− ω
∣∣∣ ≤ ∣∣∣z d∑
j=1
aj
∣∣∣+ C0 max
j∈[d]
|aj |2 ≤ C max
j∈[d]
|aj |, where C := d+ C0. (113)
From (96), we have∣∣∣λ d−1∏
j=1
(ω + aj)− λωd−1
∣∣∣ ≤ C ′ max
j∈[d−1]
|aj |, where C ′ := d|λ|(1 + |ω|)d. (114)
Note
∂
∂x
1
1 + λ(ω + x)
∏d−1
j=1(ω + aj)
∣∣∣
x=ad
= − λ
∏d−1
j=1(ω + aj)(
1 + λ
∏d
j=1(ω + aj)
)2 = −(λωd−1 + τ1)(ω + τ2)2,
where |τ1| ≤ C ′maxj∈[d] |aj | and |τ2| ≤ C maxj∈[d] |aj |. Notice
−(λωd−1 + τ1)(ω + τ2)2 = −λωd+1 + τ,
where |τ | ≤ |λ||τ2||ω|d−1(2|ω| + |τ2|) + |τ1|(|ω| + |τ2|)2. Using that maxj∈[d] |aj | ≤ 1, we obtain
|τ | ≤ C2 maxj∈[d] |aj |, where
C2 := |λ||ω|d−1C(2|ω|+ C) + C ′(|ω|+ C) > 0.
This finishes the proof.
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Lemma 49. Let ∆ ≥ 3 and λ ∈ CQ \R, and set d := ∆− 1. Let ω be the fixpoint of f(x) = 11+λxd
with the smallest norm. There is a set of activities {λ′0, λ′1, . . . , λ′t} ⊆ CQ\{0} and a real r > 0 such
that the following hold for all ωˆ ∈ B(ω, r).
1. for i = 0, 1
1+λ′0
∈ B(ωˆ, 2r),
2. for i = 1, . . . , t, the map Φi : x 7→ 11+λ′ix is contracting on the ball B(ωˆ, 2r),
3. B(ωˆ, 2r) ⊆ ⋃ti=1 Φi(B(ωˆ, 2r)).
Moreover, for i = 0, 1, . . . , t, there is a bipartite graph G′i of degree ∆ with a vertex wi such that
λ′i =
Z inG′i,wi
(λ)
Zout
G′i,wi
(λ)
and degwi(G
′
i) =
{
∆− 1 if i = 0,
∆− 2 if i = 1, . . . , t.
Proof. Take C = max{C0, C1, C2, 1} > 0 and δ = min{δ0, δ1, δ2, |ω|, 1} ∈ (0, 1], where C0, C1, C2, δ0, δ1, δ2
are the constants from Lemmas 46, 47 and 48. Moreover, let z = ω−1 and recall by Lemma 41 that
0 < |z| < 1. Let  = 19 |z| > 0. By Lemma 14, (∆, λ) implements a set of activities S = {λ1, . . . , λt}
which is an (ρ)-covering of B(λω, ρ) for some ρ > 0 satisfying
ρ <
|λ|
10C
δ|z|(1− |z|). (115)
For convenience, for i ∈ [t], define ζi by setting
λi = λ(ω + ζi), so that max
i∈[t]
|ζi| ≤ ρ|λ| <
1
5C
δ|z|(1− |z|) < δ.
By Lemma 14, (∆, λ) also implements an activity λ0 such that λ0 = λ(ω + ζ0) with d|ζ0| < ρ/|λ|
(in particular, |ζ0| < δ). Note that since λ ∈ CQ we have that S ⊆ CQ.
Let r := ρ
|z|
3|λ| . Moreover, let λ
′
0 := λ(ω + ζ0)
d, while for i = 1, . . . , t, let
λ′i := λ(ω + ζi)(ω + ζ0)
d−2 and Φi be the map x 7→ 1
1 + λ′ix
.
Note that {λ′0, . . . , λ′t} ⊆ CQ\{0}, since λ ∈ CQ, S ⊆ CQ and for i = 0, 1, . . . , t it holds that
|ζi| < δ ≤ |ω|.
Consider an arbitrary ωˆ ∈ B(ω, r). We first show that
Φi is contracting on the ball B(ωˆ, 2r) for every i ∈ [t]. (116)
Let x ∈ B(ωˆ, 2r). Since |ωˆ − ω| ≤ r, we have x ∈ B(ω, 3r). Note that 3r < δ and maxi∈[t] |ζi| < δ,
therefore from Lemma 48 (applied to ad = x− ω, a1 = ζi and a2 = · · · = ad−1 = ζ0), we have
Φ′i(x) = z + τ, where |τ | ≤ C max{ζ0, ζi, |x− ω|} ≤ C max
{ ρ
|λ| , 3r
}
= C
ρ
|λ| ≤
1− |z|
2
,
and hence |Φ′i(x)| ≤ 1+|z|2 , proving (116). We next show that
for every x ∈ B(ωˆ, 2r), there exists i ∈ [t] such that Φ−1i (x) ∈ B(ωˆ, 2r). (117)
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We first calculate Φ−1i (x) for i ∈ [t]. By Lemma 47 (applied to ad = x− ω, a1 = ζi and a2 = · · · =
ad−1 = ζ0), we have
Φ−1i (x) =
1
λ
(1
x
− 1
) 1
(ω + ζi)(ω + ζ0)d−2
= ω +
(x− ω
z
− ζi − (d− 2)ζ0
)
+ τ,
where
|τ | ≤ C max{|ζ0|2, |ζi|2, |x− ω|2} ≤ C
( ρ
|λ|
)2 ≤  ρ|λ| and (d− 2)|ζ0| ≤ d|ζ0| <  ρ|λ| .
It follows that
Φ−1i (x)− ω = (ω + ζ)− (ω + ζi) + τ ′, where ζ :=
x− ω
z
and |τ ′| ≤ 2 ρ|λ| . (118)
Note that
|λζ| ≤ |λ| |x− ω||z| ≤ |λ|
3r
|z| = ρ,
so λ(ω + ζ) belongs to the ball B(λω, ρ). In particular, we can choose λi from the (ρ)-covering
such that ∣∣λ(ω + ζ)− λi∣∣ ≤ ρ, which gives that ∣∣(ω + ζ)− (ω + ζi)∣∣ ≤  ρ|λ| .
Combining this with (118) and using that  = 13 |z|, we obtain that |Φ−1i (x) − ω| ≤ 3
ρ
|λ| = r,
and therefore by the triangle inequality |Φ−1i (x)− ωˆ| ≤ 2r (since |ωˆ − ω| ≤ r). This proves (117).
Finally, we show that
1
1 + λ′0
∈ B(ωˆ, 2r). (119)
From Lemma 46 (applied to a1 = · · · = ad = ζ0), we obtain that
1
1 + λ′0
= ω + dζ0 + τ, where |τ | ≤ C|ζ0|2 ≤  ρ|λ| = r/3.
Since d|ζ0| ≤  ρ|λ| = r/3, we obtain that 11+λ′0 ∈ B(ω, r) and therefore
1
1+λ′0
∈ B(ωˆ, 2r) as well (since
|ωˆ − ω| ≤ r), finishing the proof of (119).
In light of (116), (117) and (119), to prove the lemma it remains to show the existence
of the graphs G′0, G′1, . . . , G′t claimed in the stamement. Since (∆, λ) implements the activities
λ0, λ1, . . . , λt, for i = 0, 1, . . . , t there exists a bipartite graph Gi of maximum degree at most ∆
with terminal vi such that λi =
Z inGi,vi
(λ)
ZoutGi,vi
(λ)
. Consider first the case where we want to implement λ′i
for some i 6= 0. Construct the graph G′i by taking d− 2 disjoint copies of the graph G0, one copy
of the graph Gi and identifying their terminals into a single vertex wi. Then, the degree of wi in
Gi is d− 1 = ∆− 2 and we have that
Z inG′i,wi
(λ) = λ
(Z inG0,v0(λ)
λ
)d−2(Z inGi,vi(λ)
λ
)
, ZoutG′i,wi
(λ) = (ZoutG0,v0(λ))
d−2ZoutGi,vi(λ),
and therefore
Z inG′i,wi
(λ)
Zout
G′i,wi
(λ)
= λ(λ0/λ)
d−2(λi/λ) = λ(ω + ζi)(ω + ζ0)d−2 = λ′i,
as needed. The construction for the case i = 0 is analogous; to construct G′0, we take d disjoint
copies of the graph G0 and identify their terminals into a single vertex w0. Then, w0 has degree
d = ∆− 1 and it holds that λ0 = Z inG′0,w0(λ)/Z
out
G′0,w0
(λ).
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Using Lemma 49, we can now prove Lemma 10 by applying Lemmas 12 and 27.
Lemma 10. Let ∆ ≥ 3 and λ ∈ CQ \R, and set d := ∆− 1. Let ω be the fixpoint of f(x) = 11+λxd
with the smallest norm. There exists a rational ρ > 0 such that the following holds.
There is a polynomial-time algorithm such that, on input λ′ ∈ B(λω, ρ)∩CQ and rational  > 0,
outputs a bipartite graph G of maximum degree at most ∆ with terminal v that implements λ′ with
accuracy . Moreover, the algorithm outputs the values Z inG,v(λ), Z
out
G,v(λ).
Proof. Let r > 0, {λ′0, λ′1, . . . , λ′t} ⊆ CQ\{0} and G′0, . . . , G′t (with vertices w0, . . . , wt, respectively)
be as in Lemma 49. Let ωˆ ∈ CQ be such that |ω − ωˆ| < r and let ρ > 0 be a rational such that
|ω − ωˆ| < ρ/|λ| < r. Note that the choice of ωˆ and ρ ensures that
B(ω, ρ/|λ|) ⊂ B(ωˆ, 2r) (120)
since for all x with |x−ω| ≤ ρ|λ| , we have by the triangle inequality |x− ωˆ| ≤ |x−ω|+ |ω− ωˆ| < 2r.
Let
x0 :=
1
1 + λ′0
, so that, by Lemma 49, x0 ∈ B(ωˆ, 2r). (121)
Now, suppose that we are given inputs λ′ ∈ B(λω, ρ) ∩ CQ and rational  > 0. We want
to output in time poly(size(λ′, )) a bipartite graph of maximum degree ∆ that implements λ′
with accuracy . By Lemma 49, we have that the maps Φi(x) =
1
1+λ′ix
with i ∈ [t] satisfy the
hypotheses of Lemma 12 (with z0 = ωˆ and radius 2r). Moreover, by (120) and (121), we have that
x0 and x
∗ = λ
′
λ belong to the ball B(ωˆ, 2r). Let ˆ = /|λ| and ′ ∈ (0, ˆ) be a rational such that
size(′) = poly(size(ˆ)) = poly(size()). Using the algorithm of Lemma 12 on input x0, x∗ and ′,
we obtain in time poly(size(x0, x
∗, ′)) = poly(size(λ′, )) a number xˆ ∈ B(ωˆ, 2r) and a sequence
i1, . . . , ik ∈ [t] such that
xˆ = Φik(Φik−1(· · ·Φi1(x0) · · · )) and
∣∣∣xˆ− λ′
λ
∣∣∣ ≤ ′ ≤ /|λ|. (122)
For convenience, let i0 = 0.
Now, let P be a path of length k + 1 whose vertices are labelled as v0, v1, . . . , vk, vk+1. Let λ
be the activity vector on P given by
λv0 = λ
′
0 =
1− x0
x0
, λvj = λ
′
ij for j ∈ [k], λvk+1 = λ.
Then, by Lemma 27, it holds that ZoutP,vk+1(λ) 6= 0 and
Z inP,vk+1
(λ)
ZoutP,vk+1
(λ)
= λxˆ; moreover, we can
also compute the values Z inP,vk+1(λ), Z
out
P,vk+1
(λ) in time polynomial in k = poly(size(λ′, )) and
size(x0, λ
′
1, . . . , λ
′
t) = O(1).
Now, let G′ be the bipartite graph obtained from the path P by taking for each j = 0, 1, . . . , k a
disjoint copy of the graph G′ij and identifying its vertex wij with the vertex vj of the path P . Using
the degree specifications in Lemma 49, we have that G′ has maximum degree ∆. Moreover, by
Lemma 49 we have that λ′i = Z
in
G′i,wi
(λ)/ZoutG′i,wi
(λ) for all i = 0, 1, . . . , t, so analogously to Lemma 18
we have that
Z inG′,vk+1(λ) = C · Z inP,vk+1(λ), ZoutG′,vk+1(λ) = C · ZoutP,vk+1(λ), (123)
where C =
∏t
i=0
(
ZoutGi,vi(λ)
)|{j∈{0,...,k} |λvj=λ′i}|. We conclude that
Z inG′,vk+1(λ)
ZoutG′,vk+1(λ)
=
Z inP,vk+1(λ)
ZoutP,vk+1(λ)
= λxˆ.
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Combining this with (122), we obtain that G′ with terminal vk+1 is a bipartite graph of maximum
degree ∆ which implements λ′ with accuracy . Moreover, using (123), we can also compute the
values Z inG′,vk+1(λ), Z
out
G′,vk+1(λ).
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