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AN ELLIPTIC BOUNDARY PROBLEM ACTING ON
GENERALIZED SOBOLEV SPACES
R. DENK AND M.FAIERMAN
Abstract. We consider an elliptic boundary problem over a bounded region
Ω in Rn and acting on the generalized Sobolev space W 0,χp (Ω) for 1 < p < ∞.
We note that similar problems for Ω either a bounded region in Rn or a closed
manifold acting on W 0,χ
2
(Ω), called Ho¨rmander space, have been the subject
of investigation by various authors. Then in this paper we will, under the
assumption of parameter-ellipticity, establish results pertaining to the exis-
tence and uniqueness of solutions of the boundary problem. Furthermore,
under the further assumption that the boundary conditions are null, we will
establish results pertaining to the spectral properties of the Banach space op-
erator induced by the boundary problem, and in particular, to the angular and
asymptotic distribution of its eigenvalues.
1. introduction
In the latter half of the last century Ho¨rmander [13, Chapter II] introduced a
class of weight functions defined on Rn, which he denoted by K (see Definition
2.1 below), and a Banach space Bp,k, k ∈ K, 1 < p < ∞, composed of tempered
distributions u such that Fu is a measurable function on Rn and kFu ∈ Lp(Rn),
where F denotes the Fourier transformation in Rn. He then investigated various
properties of this space as well as the regularity properties of solutions of partial
differential equations acting on Bp,k. We might mention at this point that the space
B2,k, called Ho¨rmander space, is of particular importance as it gives us a significant
generalization of the classical Sobolev space based on L2(R
n).
The work of Ho¨rmander did stimulate significant interest and research at that
time, but unlike Sobolev spaces, the Ho¨rmander spaces were not widely applied to
elliptic boundary problems and to elliptic operators acting over closed manifolds.
However since the beginning of this century significant investigations have been
devoted to these aforementioned problems (see for example [16], [17], and [8] as
well as the book [18]). Indeed, in the references just cited the authors restrict
themselves to the case p = 2 and to a certain subset of weight functions called
interpolation parameters which ensures that every Ho¨rmander space based on an
interpolation parameter is actually an interpolation space obtained by interpolating
between two Sobolev spaces. Thus in this way that authors obtain important results
pertaining to elliptic boundary problems and to elliptic operators acting on such
Ho¨rmander spaces defined on closed manifolds.
Shortly after the appearance of the book [13] there appeared the paper of Vole-
vich and Paneyakh [21] presenting, by means of an Ho¨rmander type weight function,
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a generalization of Bessel-potential spaces for 1 < p <∞ and then described vari-
ous properties of this space. This space, which they denote by Hµp , is precisely the
space of tempered distributions u such that F−1 µFu ∈ Lp(Rn) for all µ belonging
to a certain subset, denoted by K0, of non-vanishing functions in C∞(Rn) which,
together with their inverses, belong to the Ho¨rmander class of weight functions
K and which are multipliers on the Schwartz space S (Rn), that is, as operators
of multiplication, they map S (Rn) into itself. By defining µu(φ) = u(µφ) for
µ ∈ K0, φ ∈ S (R
n) and u ∈ S ′(Rn), the members of K0 also become multipliers
on the space S ′(Rn). Lastly, let us mention that the spaces obtained by restricting
of the members of Hµp to subsets of R
n are also discussed in [21].
We have mentioned above that B2,k gives us a generalization of Sobolev spaces
based on L2(R
n). Motivated by the works cited above, our aim in this paper is to
remove the restriction p = 2, and by fixing our attention upon a certain class of
weight functions in K, introduce our generalization of classical Sobolev space based
on Lp(R
n), 1 < p <∞, as well as on Lp(G) for certain subsets G of Rn. Then we
will establish various results pertaining to the operator acting on our generalized
Sobolev space induced by a parameter-elliptic boundary problem.
Accordingly, we will be concerned here with the boundary problem
A(x,D)u(x) − λu(x) = f(x) for x ∈ Ω.(1.1)
Bj(x,D)u(x) = gj(x) for x ∈ Γ, j = 1, . . . ,m,(1.2)
where Ω is a bounded region in Rn, n ≥ 2, with boundary Γ, A(x,D) =∑
|α|≤2m aα(x)D
α is a linear partial differential operator defined on Ω of order
2m, and for j = 1, . . . ,m, Bj(x,D) =
∑
|α|≤mj
bj,α(x)D
α is a linear partial differ-
ential operator defined on Γ of order mj < 2m, while λ ∈ L, where L is a closed
sector in the complex plane with vertex at the origin. Our assumptions concerning
the boundary problem (1.1), (1.2) will be made precise in Section 3.
In Section 2 we make precise our definition of the generalized Sobolev space over
Rn and over certain subsets of Rn. This is achieved by firstly defining the subsets
K0 and K1 of the Ho¨rmander class of weight functions K which will be used in this
paper to define the generalized Sobolev spaces with which we will be concerned.
Then for χ ∈ K0 ∪K1 we introduce the space Hχp (R
n), which is a generalization of
Lp(R
n), and describe various properties of this space. And it is by means ofHχp (R
n)
that we are able to introduce the generalized Sobolev spaces W k,χp (R
n),W k,χp (Ω)
for k ∈ N∪{ 0 }, and W
k−1/p,χ
p (Γ) for k ∈ N (see Definitions 2.1, 2.3, 2.8, 2.11, and
2.14).
In Section 3 we make precise our assumptions concerning the boundary prob-
lem (1.1), (1.2) and then use the results of Section 2 to establish our main result
concerning the existence and uniqueness of solutions of this boundary problem (see
Theorem 3.10 below).
Finally in Section 4 we let AχB,p denote the Banach space operator, with domain
W 2m,χp (Ω), induced by the boundary problem (1.1), (1.2) under null boundary
conditions. We then prove that AχB,p has compact resolvent and various results are
established concerning the completeness of its principal vectors in W 0,χp (Ω) as well
as the angular and asymptotic behaviour of its eigenvalues (see Theorems 4.4–4.6).
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2. Generalized Sobolev space
In this section we are going to introduce our generalization of the classical
Sobolev space and discuss some of its properties. To this end we need the fol-
lowing terminology.
Accordingly, we let x = (x1, . . . , xn) = (x
′, xn) denote a generic point in R
n
and use the notation Dj = −i∂/∂ xj , D = (D1, . . . , Dn), Dα = D
α1
1 · · · D
αn
n =
D′α
′
Dαnn , and ξ
α = ξα1 · . . . · ξαnn for ξ = (ξ1, . . . , ξn) = (ξ
′, ξn) ∈ Rn, where
α = (α1, . . . , αn) = (α
′, αn) is a multi-index whose length
∑n
j=1 αj is denoted by
|α|. Differentiation with respect to another variable, say y ∈ Rn, instead of x
will be indicated by replacing D and Dα by Dy and D
α
y , respectively. We also
let S (Rn) denote the Schwartz space of rapidly decreasing functions on Rn and
let S ′(Rn) denote its dual, where in this paper it will always be supposed that
S ′(Rn) is equipped with its weak-∗-topology. In addition we let 〈ξ〉 = (1+ |ξ|2)1/2
and 〈ξ′〉 = (1 + |ξ′|2)1/2 for ξ = (ξ′, ξn) ∈ Rn, while for 1 < p < ∞, 0 ≤ s < ∞,
and G an open set in Rn, we let W sp (G) denote the Sobolev space of order s related
to Lp(G) and denote the norm in this space by ‖ · ‖s,p,G (see [20, p.169, p.310,
and Theorem 2.3.3, p.177]). Furthermore, we will use norms depending upon the
parameter λ ∈ C \ { 0 }, namely for k ∈ N0 = N ∪ { 0 } with k ≤ 2m, we let
|||u|||k,p,G = ‖ u ‖k,p,G + |λ|
k/2m‖ u ‖0,p,G for u ∈W
k
p (G).
We refer to [12] for details concerning parameter-dependent norms.
Assume for the moment that when G 6= Rn the boundary ∂ G is of class C2m.
Then for k ∈ N with k ≤ 2m the vectors u ∈ W kp (G) have boundary values
v = u
∣∣
∂ G
and we denote the space of these boundary values by W
k−1/p
p (∂ G) and
by ‖ · ‖k−1/p,p,∂ G the norm in this space, where ‖ v‖k−1/p,p,∂ G = inf ‖ u ‖k.p.G
for v ∈ W
k−1/p
p (∂ G) and the infimum is taken over those u ∈ W kp (G) for which
u
∣∣
∂ G
= v. In addition we will use norms depending upon the parameter λ ∈
C \ { 0 }, namely
|||v|||k−1/p,p,∂ G = ‖ v ‖k−1/p,p,∂ G + |λ|
(k−1/p)/2m‖ v ‖0,p,∂ G for v ∈W
k−1/p
p (∂ G),
where ‖ ·‖0,p,∂ G denotes the norm in Lp(∂ G). Finally, we let R± = { t ∈ R
∣∣t ≷ 0 }.
We are now going to define the generalized Sobolev spaces which will be consid-
ered in this paper. To this end we require the following definition.
Definition 2.1. Let K denote the class of real-valued measurable functions defined
on Rn with values in (0,∞) such that for each member χ ∈ K there exist positive
constants C†χ and ℓ
†
χ for which the inequality
χ(ξ + η) ≤ C†χ (1 + |ξ|)
ℓ†χ χ(η) holds for every pair ξ, η ∈ Rn.
Note that
(C†χ)
−1χ(0) (1 + |ξ|)−ℓ
†
χ ≤ χ(ξ) ≤ C†χχ(0) (1 + |ξ|)
ℓ†χ and also that χ−1 ∈ K.
The class K is precisely the class of weight functions mentioned in Section 1
which was introduced by Ho¨rmander in [13] and used there to define the Banach
space Bp,k. As mentioned in Section 1, Volevich and Paneyakh [21] defined the
more restrictive class of weight functions K0 as the set of all smooth functions in K
which are multipliers in S (Rn) and whose inverses belong to K, too. Our aim now
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is to use K in order to define for the case p ≤ 2 a less restrictive generalized Bessel-
potential space than that considered in [21]. However for future considerations we
will have to restrict ourselves to the subset K1 where
K1 =
{
χ ∈ K
∣∣χ ∈ C2n+(Rn), |Dαχ(ξ)| ≤ Cχ〈 ξ 〉ℓχ for ξ ∈ Rn and |α| ≤ 2n+ },
where Cχ and ℓχ denote positive constants and for t ≥ 0, t+ = [t/2] + 1, and [t/2]
denotes the integer part of t/2.
Remark 2.2. In order to avoid a proliferation of notation, we will also suppose that
for χ ∈ K0, |Dαξ χ(ξ)| ≤ Cχ〈 ξ 〉
ℓχ for |α| ≤ 2n+.
We refer to [13, p.35] and [21] for examples of function in K0 and K1. Note that
the following functions indicated there: (1) χ(ξ) = 〈 ξ 〉t, t ∈ R, (2) χ(ξ) = P˜ (ξ) =(∑
|α|≥0 |D
α
ξ P (ξ)|
2
)1/2
, where P is a polynomial, and (3) χ(ξ) =
(
1 +
∑n
j=1 |ξj |
2ℓj
)t
,
where t ∈ R and the ℓj ∈ R+, all belong to K0 and K1. Note also that if χ ∈ K1
(resp. K0), then so does χ−1.
Definition 2.3. For 1 < p ≤ 2 we henceforth suppose that χ ∈ K1 and let
Hχp (R
n) =
{
u ∈ S ′(Rn)
∣∣Fu is a measurable function on Rn, χFu ∈ S ′(Rn) and
F
−1χFu ∈ Lp(R
n)
}
,
while for 2 < p <∞ it will always be supposed that χ ∈ K0, and in this case we let
Hχp (R
n) =
{
u ∈ S ′(Rn)
∣∣F−1χFu ∈ Lp(Rn)}.
We then equip Hχp (R
n) with the norm ‖ u ‖χ0,p,Rn = ‖F
−1χFu ‖0,p,Rn for u ∈
Hχp (R
n).
We henceforth suppose that 1 < p <∞ and let uˆ = Fu for u ∈ S ′(Rn).
Proposition 2.4. Hχp (R
n) is a Banach space.
Proof. Since the proposition is proved in [21] for the case p > 2, we need only prove
the proposition for the case p ≤ 2. Accordingly let
{
uj
}
j≥1
denote a Cauchy
sequence in Hχp (R
n)and put vj = F
−1χ uˆj for j ≥ 1. Then
{
vj }j≥1 is a Cauchy
sequence in Lp(R
n), and hence converges in Lp(R
n) to some vector v. It now
follows from the Hausdorff-Young theorem [9, p.6] that χuˆj → vˆ in Lp′(Rn), where
p′ = p/(p− 1), and hence also in S ′(Rn), as j →∞. Thus for φ ∈ S (Rn),∣∣(uˆj − χ−1vˆ) (φ)∣∣ = ∣∣∣
∫
Rn
(
uˆj − χ
−1vˆ
)
φdx
∣∣∣ ≤ ‖χuˆj − vˆ‖0,p′,Rn‖χ−1φ‖0,p,Rn → 0
as j →∞.
Thus we have shown that uˆj → χ−1vˆ in S ′(Rn) as j → ∞, and hence uj →
F−1χ−1uˆ in S ′(Rn) as j →∞, which completes the proof of the proposition. 
Proposition 2.5. It is the case that S (Rn) ⊂ Hχp (R
n) ⊂ S ′(Rn) in both the
algebraic and topological sense. Furthermore, S (Rn) is dense in Hχp (R
n).
Proof. Since the proposition is proved in [21] for the case p > 2, we need only
prove the proposition for the case p ≤ 2. Accordingly, it follows from the proof of
Proposition 2.4 that Hχp (R
n) ⊂ S ′(Rn). Turning now to S (Rn), we have for φ ∈
S (Rn), F−1χφˆ = F−1χ(ξ)〈ξ〉−ℓχ−n
+
〈ξ〉ℓχ+n
+
φˆ. Hence it follows from Mikhlin’s
multiplier theorem [20, p.166] that ‖F−1χφˆ‖0,p,Rn ≤ Cχ,p‖F
−1〈ξ〉ℓχ+n
+
φˆ‖0,p,Rn ,
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where Cχ,p denotes a positive constant. But since 〈·〉ℓχ+n
+
is a multiplier on S (Rn),
we conclude that F−1〈ξ〉ℓχ+n
+
φˆ ∈ S (Rn), and hence ‖F−1χφˆ‖0,p,Rn <∞. Thus
we conclude that S (Rn) is a subspace of Hχp (R
n).
Finally let f belong to the dual space ofHχp (R
n). Then
∣∣f(u)∣∣ ≤ C‖F−1χuˆ‖0,p,Rn
for every u ∈ Hχp (R
n), where C denotes a positive constant, Hence by the Hahn-
Banach theorem there exists a v ∈ Lp′(Rn) such that f(u) =
∫
Rn
vF−1χuˆ dx for
u ∈ Hχp (R
n). This implies that if S (Rn) is not dense in Hχp (R
n), then there is a
v 6= 0 in Lp′(Rn) such that
(2.1)
∫
Rn
vF−1χφˆ dx = 0 for every φ ∈ S (Rn).
In order to make use of (2.1) to prove our assertion concerning density, we require
some further information. To this end let us show that F−1χF maps W 2ℓ
+
p (R
n)
continuously into Lp(R
n), where ℓ = max{ ℓχ + n+, ℓχ−1 + n
+ }. Indeed for u ∈
W 2ℓ
+
p (R
n), we have ‖F−1χFu‖0,p,Rn = ‖F−1χ〈 · 〉−2ℓ
+
F
(
(1−∆)ℓ
+
u
)
‖0,p,Rn ,
where ∆ denotes the Laplacian on Rn, and hence the required result follows from
Mikhlin’s multiplier theorem.
Let us also show thatW 4ℓ
+
p (R
n) ⊂ ranF−1χF
(
W 2ℓ
+
p (R
n)
)
, where ran denotes
range. Indeed if w ∈ W 4ℓ
+
p (R
n) and we let u = F−1χ−1F w, then ‖ u‖2ℓ+,p,Rn =
‖F−1χ−1〈 · 〉−2ℓ
+
F
(
(1−∆)2ℓ
+
w
)
‖0,p,Rn , and the required result follows from
Mikhlin’s multiplier theorem and the fact that F−1χFu = w (it is important
to note that both uˆ and wˆ are in Lp′(R
n)).
Next let w ∈ W 4ℓ
+
p (R
n) and let u ∈ W 2ℓ
+
p (R
n) such that F−1χFu = w. Also
let {ψj }j≥1 denote a sequence in S (Rn) such that ψj → u in W 2ℓ
+
p (R
n). Then
for j ≥ 1, we have∫
Rn
v w dx =
∫
Rn
vF−1χ ψˆjdx +
∫
Rn
vF−1χ〈 · 〉−2ℓ
+
F (1 −∆)ℓ
+
(u− ψj)dx,
and hence in light of (2.1) and Mikhlin’s multiplier theorem we have
∣∣∫
Rn
vw dx
∣∣ ≤ C‖ v‖0,p′,Rn ‖ u− ψj‖2ℓ˜+,p,Rn ,
where the constant C does not depend upon j. Thus we conclude that
∫
Rn
vw dx = 0
for every w ∈ W 4ℓ
+
p (R
n). But since v ∈ W−4ℓ
+
p′ (R
n), the dual space of W 4ℓ
+
p (R
n)
(see [20, Theorem 2.6, p.198]), we must have v = 0, which is a contradiction, and
this completes the proof of the proposition. 
Proposition 2.6. Hχp (R
n) is separable.
Proof. In light of what was shown above, we see that the embeddings S (Rn) ⊂
H
ℓχ+n
+
p (Rn) ⊂ Hχp (R
n) hold, where H
ℓχ+n
+
p (Rn) denotes the Bessel-potential
space of order ℓχ + n
+ based on Lp(R
n) (see [20, p.177]). Since H
ℓχ+n
+
p (Rn) is
separable, the assertion of the proposition is an immediate consequence of Propo-
sition 2.4. 
Under a further assumption on χ we also have the following result.
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Proposition 2.7. Suppose that u ∈ Hχp (R
n) and φ ∈ C∞0 (R
n). Suppose in addition∣∣ξαDαξ (χ(ξ + η)χ(ξ)−1)∣∣ ≤ cχ〈 η 〉kχ for η ∈ Rn and |α| ≤ n+, where cχ and kχ
denote positive constants. Then φu ∈ Hχp (R
n) and |||φu|||χ0,p,Rn ≤ Cp,χ,φ|||u|||
χ
0,p,Rn ,
where the constant Cp,χ,φ does not depend upon λ and u.
Proof. For p > 2 the proposition is proved in [21], and hence we restrict ourselves
to the case p ≤ 2. Accordingly, it is clear that φu ∈ S ′, and hence Fφu ∈ S ′.
We therefore have to show firstly that Fφu is a measurable function on Rn. Now
observe that if we put fˇ(x) = f(−x), then
Fx→ξφu = (2π)
n
F
−1
x→ξφˇuˇ = (2π)
n
F
−1
x→ξφˇ ∗F
−1
x→ξuˇ
= (2π)−n
∫
Rn
φˆ(ξ − η)uˆ(η) dη = (2π)−n
∫
Rn
φˆ(ξ − η)χ(η)−1χ(η)uˆ(η) dη.
If we make use of the fact that χ uˆ ∈ Lp′(Rn) and appeal to Definition 2.1, then
it follows that Fx→ξφu ∈ Llocp (R
n), and hence is measurable on Rn. Furthermore,
because of density, we need only complete the remainder of the proof under the
assumption that u ∈ S (Rn). Accordingly, it follows from Fubini’s theorem and
Minkowski’s inequality that
‖F−1ξ→xχ(·)Fy→ξφu‖0,p,Rn
≤ (2π)−n
∫
ξ∈Rn
〈 ξ〉kχ |φˆ(ξ)|‖F−1η→x〈 ξ〉
−kχχ(η + ξ)χ(η)−1χ(η)uˆ‖0,p,Rn dξ,
and hence the assertion of the proposition is an immediate consequence of Mikhlin’s
multiplier theorem. 
We now turn to the definitions of the generalized Sobolev spaces which will be
used in this paper, namelyW k,χp (R
n),W k,χp (Ω) for k ∈ N0, andW
k−1/p,χ
p (Γ), k ∈ N,
with k ≤ 2m in all cases.
Definition 2.8. For k ∈ N0 let W k,χp (R
n) = H
〈 · 〉kχ
p (Rn), and denote by ‖ · ‖
χ
k,p,Rn
the ordinary norm in this space (see Definition 2.3) and by ||| · |||χk,p,Rn = ‖ · ‖
χ
k,p,Rn+
|λ|k/2m‖ · ‖χ0,p,Rn its parameter-dependent norm.
Note that 〈 · 〉kχ belongs to K1 if p ≤ 2 and to K0 otherwise.
Remark 2.9. In the sequel it will always be supposed that all function spaces under
consideration are equipped with their parameter-dependent norms unless otherwise
stated. Furthermore, it is to be understood that when not stated explicitly, an
isomorphism between any two such spaces is bounded in norm by a constant not
dependent upon λ.
In the following proposition and in the proof of Proposition 2.12 below we sup-
pose that for k ∈ N0, W
k
p (Ω) is equipped with its Bessel-potential space norm.
Proposition 2.10. Let k ∈ N0 with k ≤ 2m. Then the operator F−1χF maps
W k,χp (R
n) isometrically and isomorphically onto W kp (R
n), and its norm as well as
that of its inverse are bounded by a constant not dependent upon λ.
Proof. Let u ∈ W k,χp (R
n) and let v = F−1χuˆ. Then ‖F−1〈 · 〉k Fv‖0,p,Rn =
‖F−1〈 · 〉kχuˆ‖0,p,Rn , and hence v ∈W kp (R
n) (see [20, p. 177]).
Conversely, let v ∈W kp (R
n) and let u = F−1χ−1vˆ. Then ‖F−1〈 · 〉k uˆ‖0,p,Rn
= ‖F−1〈 · 〉k vˆ‖0,p,Rn , and hence u ∈W
k,χ
p (R
n).
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In light of these results and the definitions of the parameter-dependent norms
concerned, the proof of the proposition is complete. 
Let us now turn to the definitions of W k,χp (Ω) and W
k−1/p,χ
p (Γ) for those value
of k cited above. Accordingly, let D ′(Ω) denote the space of distributions over Ω.
Definition 2.11. Let W k,χp (Ω) =
{
u ∈ D ′(Ω) such that u = u
∣∣
Ω
for some u ∈
W k,χp (R
n)
}
and equip W k,χp (Ω) with the norm |||u|||
χ
k,p,Ω = inf |||u|||
χ
k,p,Rn , where the
infimum is taken over all u ∈W k,χp (R
n) such that u = u
∣∣
Ω
.
Note that if we let rWk,χp (Rn)→Wk,χp (Ω) denote the operator restricting the mem-
bers of W k,χp (R
n) to Ω and NΩk,p denote its kernel, then this operator induces a
decomposition of W k,χp (R
n) into equivalent classes whereby any two distinct mem-
bers ofW k,χp (R
n), say u1 and u2 are said to be equivalent if u1−u2 ∈ NΩk,p. Hence if
we denote the induced quotient space by W k,χp (R
n)/NΩk,p and equip it with its quo-
tient space norm, then it is clear that we can identifyW k,χp (Ω) withW
k,χ
p (R
n)/NΩk,p
(in the sense that they are isometrically isomorphic to each other). We mention at
this point that if N is a subspace of a linear vector space Y and X = Y/N denotes
the corresponding quotient space, then in the sequel we will use the notation [u] to
denote the member of X containing u ∈ Y and ||| · |||X to denote the quotient space
norm in X .
Next let NΩk,p =
{
v ∈ W kp (R
n) such that v = F−1χFu for u ∈ NΩk,p
}
and
define the space W kp (R
n)/NΩk,p in an analogous fashion to the way we defined the
space W k,χp (R
n)/NΩk,p.
Proposition 2.12. It is the case that W k,χp (Ω) is isometrically isomorphic to
W kp (Ω).
Proof. Since W kp (Ω) is isometrically isomorphic to W
k
p (R
n)/NΩk,p (equipped with
its quotient space norm), the proposition will be proved if we can show that
W k,χp (R
n)/NΩk,p is isometrically isomorphic to W
k
p (R
n)/NΩk.p. Accordingly, let [u] ∈
W k,χp (R
n)/NΩk,p and let { uℓ }
∞
1 be a sequence in W
k,χ
p (R
n) such that u−uℓ ∈ NΩk,p
and limℓ→∞ |||uℓ|||
χ
k,p,Rn = |||[u]|||
∣∣
Wk,χp (Rn)/NΩk,p
. Hence if we let v = F−1χF u and
vℓ = F
−1χF uℓ, then it follows from Proposition 2.10 that |||[u]|||Wk,χp (Rn)/NΩk,p
=
limℓ→∞ |||vℓ|||k,p,Rn ≥ |||[v]|||Wkp (Rn)/NΩk,p . Since similar arguments show that
|||[u]|||Wk,χp (Rn)/NΩk,p
≤ |||[v]|||Wkp (Rn)/NΩk,p , the proof of the proposition is complete. 
Next for k ∈ N, k ≤ 2m, let γ†k,p (resp. γ
†
k,p) denote the trace operator mapping
W kp (Ω) (resp.W
k
p (R
n)) onto W
k−1/p
p (Γ) and let Nk,p (resp. N k,p) denote its ker-
nel. Then this operator induces a decomposition of W kp (Ω) (resp. W
k
p (R
n)) into
equivalent classes whereby any two distinct members of W kp (Ω) (resp. W
k
p (R
n)),
say u1 and u2 (resp. u1 and u2) are said to be equivalent if u1 − u2 ∈ Nk,p (resp.
u1−u2 ∈ N k,p). Note that if we denote the induced quotient space byW kp (Ω)/Nk,p
(resp. W kp (R
n)/N k,p) and equip it with its quotient space norm, then it follows
from [5, Propositions 2.2, 2.3] thatW kp (Ω)/Nk,p (respW
k
p (R
n)/N k,p) is isomorphic
to W
k−1/p
p (Γ).
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We now denote by Vk,p (resp. V k,p) the operator mappingW
k
p (Ω) (resp. W
k
p (R
n))
isometrically and isomorphically onto W k,χp (Ω) (resp. W
k,χ
p (R
n)) which is as-
serted in Proposition 2.12 (resp. Proposition 2.10) and put Nk,p = Vk,pNk,p (resp.
Nk,p = V k,pN k,p). Then the decomposition of W
k
p (Ω) (resp. W
k
p (R
n)) into equiv-
alent classes induces a decomposition of W k,χp (Ω) (resp. W
k,χ
p (R
n)) into equivalent
classes whereby any two distinct members of W k,χp (Ω) (resp. W
k,χ
p (R
n)) , say
u1 and u2 (resp. u1 and u2 are said to be equivalent if u1 − u2 ∈ Nk,p (resp.
u1 − u2 ∈ Nk.p). We denote the induced equivalent space by W
k,χ
p (Ω)/Nk,p (resp.
W k,χp (R
n)/Nk,p) and equip it with its quotient space norm.
Proposition 2.13. It is the case that the spaces W k,χp (Ω)/Nk,p,W
k,χ
p (R
n)/Nk,p,
and W
k−1/p
p (Γ) are isomorphic to each other.
Proof. In light of what was shown above, it is clear that in order to prove the propo-
sition we need only prove that W k,χp (Ω)/Nk,p (resp. W
k,χ
p (R
n)/Nk,p) is isomorphic
to W kp (Ω)/Nk,p (resp.W
k
p (R
n)/N k.p). But for this, we can argue as we did in the
proof of Proposition 2.12. 
Definition 2.14. We let W
k−1/p,χ
p (Γ) = W k,χp (Ω)/Nk,p and denote the norm in
this space by ||| · |||χk−1/p.p,Γ, where for [u] ∈W
k−1/p,χ
p (Γ),
|||[u]|||χk−1/p,p,Γ = |||[u]|||Wk,χp (Ω)/Nk,p .
Finally, in the sequel we denote by γχk,p the trace operator mapping W
k,χ
p (Ω)
onto W
k−1/p,χ
p (Γ) = W k,χp (Ω)/Nk,p. We shall also use the symbol γk,p to denote
the trace operator mapping W kp (Ω) onto W
k
p (Ω)/Nk,p.
3. The boundary problem (1.1), (1.2)
In this section we are going to use the results of Section 2 in order to establish our
main results concerning the existence and uniqueness of solutions of the boundary
problem (1.1), (1.2). To this end we require some further information.
Assumption 3.1. It will henceforth be supposed that
(1) the boundary Γ is of class C2(m+(n−1)
++n+)+1,
(2) aα ∈ C2(m+(n−1)
++n+)+1(Ω) for |α| ≤ 2m, and
(3) bj,α ∈ C
2(m#
j
+(n−1)++n+)+1(Γ) for |α| ≤ mj , j = 1, . . . ,m where m
#
j = m −
mj/2 if mj is even and m
#
j = (2m−mj)
+ otherwise.
Remark 3.2. It follows from a standard extension procedure that there is no loss of
generality in supposing henceforth that for each α and j, aα ∈ C
2(m+(n−1)++n+)+1(Rn),
bj,α ∈ C
2(m#
j
+(n−1)++n+)+1(Rn) and have compact support.
In the sequel we let A˚(x,D) (resp., B˚j(x,D)) denote the principal part of A(x,D)
(resp., Bj(x,D), j = 1, . . . ,m).
Definition 3.3. Let L be a closed sector in the complex plane with vertex at the
origin. Then we say that the boundary problem (1.1), (1.2) is parameter-elliptic in
L if the following two conditions are satisfied:
(1) A˚(x, ξ) − λ 6= 0 for x ∈ Ω, ξ ∈ Rn, and λ ∈ L if |ξ|+ |λ| 6= 0;
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(2) let x0 be an arbitrary point in Γ. Assume that the boundary problem (1.1),
(1.2) is rewritten in a local coordinate system associated with x0 wherein x0 → 0
and ν → en, where ν denotes the interior normal to Γ at x0 and (e1, . . . , en)
denotes the standard basis in Rn. Then the boundary problem on the half-line
A˚(0, ξ′, Dn)v(t) − λv(t) = 0 for t = xn > 0,
B˚j(0, ξ
′, Dn)v(t) = 0 for t = 0, j = 1, . . . ,m,
v(t)→ 0 as t→∞
has only the trivial solution for ξ′ ∈ Rn−1 and λ ∈ L if |ξ′|+ |λ| 6= 0.
We denote by E the strong
(
2(m + (n − 1)+ + n+) + 1
)
-extension operator
mapping W
2(m+(n−1)++n+)+1
p (Ω) into W
2(m+(n−1)++n+)+1
p (Rn) (see [1, p. 83] for
details) and for v2m ∈W 2mp (Ω) let us put v
E
2m = Ev2m and u
E
2m = F
−1χ−1FvE2m.
In the following proposition we denote transpose by ⊤.
Proposition 3.4. Suppose that the boundary problem (1.1), (1.2) is parameter-
elliptic in L. Suppose also that λ ∈ L with |λ| ≥ λ0 > 0, u ∈ W 2m,χp (Ω), and
that f and g = (g1, . . . , gm)
⊤ are defined by (1.1) and (1.2), respectively. Then
f ∈ W 0,χp (Ω), gj ∈ W
2m−mj−
1
p
,χ
p (Γ) for j = 1, . . . ,m, and
|||f |||χ0,p,Ω +
m∑
j=1
|||gj |||
χ
2m−mj−
1
p
,p,Γ
≤ C|||u|||χ2m,p,Ω,
where the constant C does not depend upon u and λ.
Remark 3.5. Proposition 3.4 requires some clarifications since we have not yet de-
fined what we mean by A(x,D)u and Bj(x,D)u for u ∈ W 2m,χp (Ω). Accordingly,
in this paper we consider A(x,D) (resp. Bj(x,D), j = 1, . . . ,m) as a pseudodiffer-
ential operator defined on Rn with a non-standard symbol
∑
|α|≤2m aα(x)ξ
α (resp.∑
|α|≤mj
bj,α(x)ξ
α, j = 1, . . . ,m). Then for u ∈ W 2m,χp (R
n) we can appeal to
Proposition 2.10 to show that A(x,D) (resp. Bj(x,D), j = 1, . . . ,m) can be repre-
sented as a pseudodifferential operator defined on Rn acting on vE = F−1χFuE .
Thus it is by means of these pseudodifferential operators acting on classical Sobolev
spaces and the results of Section 2 that enable us in the proof of the proposition
to give meaning to the expressions A(x,D)u = A(x,D)uE |Ω (resp. Bj(x,D)u =
Bj(x,D)u
E |Ω).
Proof of Proposition 3.4. In light of what was said in Section 2 we have u =
u2m ∈ W 2m,χp (Ω) and we have to show firstly that f = (A(x,D) − λ)u2m ∈
W 0,χp (Ω), Bj(x,D)u2m ∈ W
2m−mj ,χ
p (Ω), j = 1, . . . ,m, and then obtain estimates
for |||(A(x,D) − λ)u2m|||
χ
0,p,Ω and for |||[Bj(x,D)u2m]|||
χ
2m−mj−
1
p
,p,Γ
.
Accordingly, let us firstly fix our attention upon the operator A(x,D) =∑
|α|≤2m aα(x)D
α for x ∈ Rn, and for a particular α obtain an estimate for
|||F−1ξ→xχ(ξ)Fy→ξaα(y)D
α
y u
E
2m|||0,p,Rn .
To this end (see Remark 3.5) we consider the operator aα(y)D
α
y as a pseudodif-
ferential operator defined on Rn with symbol σα(y, ξ) = aα(y)ξ
α. Then for our
purposes we need to put σα(y, ξ) in x-form (see [11, p. 141]). To this end we can
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appeal to [11, p. 144] to show that in x-form σα(y, ξ) is given (as an oscillatory
integral) by
σ˜α(x, ξ) = (2π)
−n
∫
Rn
∫
Rn
e−iz·ζσα(x− z, ξ − ζ)dzdζ,
and hence by arguing as in [19, proof of Theorem 3.1, pp. 23-25] we have σ˜α(x, ξ) =
aα(x)ξ
α + 〈ξ〉2m−1σ1α(x, ξ), where
σ1α(x, ξ) =
n∑
k=1
∫
Rn
∫
Rn
e−i(x−z)·ζ(1−∆z)
m+(n−1)++n+Dz,kaα(z)σ
2
α(ξ, ζ)dzdζ,
σ2α(ξ, ζ) =
i
(2π)n
∫ 1
t=0
〈ζ〉−2(m+(n−1)
++n+)〈ξ〉−(2m−1)Dξ,k(ξ − tζ)
αdt,
and where · denotes the scalar product, ∆ denotes the Laplacian over Rn, Dz,k =
−i ∂∂zk , and Dξ,k = −i
∂
∂ξk
. Thus we see that
F
−1
ξ→xχ(ξ)Fy→ξaα(y)D
α
y u
E
2m = I
1
α(x) + I
2
α(x),
where I1α(x) = aα(x)D
αvE2m(x), I
2
α(x) = F
−1
ξ→xσ
1
α(x, ξ)Fy→ξw(y), w(y) =
F−1η→y〈η〉
2m−1Fz→ηv
E
2m, and v
E
2m = F
−1χFuE2m. It now follows that ‖I
1
α(x)‖0,p,Rn ≤
C1‖vE2m‖|α|,p,Rn , while it follows from a variant of Mikhlin’s multiplier theorem (see
[12, Theorem 1.6]) that ‖I2α(x)‖0,p,Rn ≤ C2‖v
E
2m‖2m−1,p,Rn , where the constants Cj
do not depend upon u2m.
We conclude from these results that
|||(A(x,D) − λ)u2m|||
χ
0,p,Ω = |||(A(x,D) − λ)u
E
2m
∣∣
Ω
|||χ0,p,Ω ≤ |||(A(x,D) − λ)u
E
2m|||
χ
0,p,Rn
≤ C3|||v
E
2m|||0,p,Rn ≤ C4|||v2m|||2m,p,Ω = C4|||u2m|||
χ
2m,p,Ω,
where the constants Cj do not depend upon u2m and λ. This proves the assertion
concerning f .
Suppose next that 1 ≤ j ≤ m and fix our attention upon the operatorBj(x,D) =∑
|α|≤mj
bj,α(x)D
α. Then we are now going to show that Bj(x,D)u
E
2m ∈
W
2m−mj,χ
p (Rn) and obtain an estimate for its norm. To this end let us fix our
attention upon the operator bj,α(x)D
α for a particular α. Then by arguing with
bj,α(x)D
α as we did with aα(x)D
α above, we can show that
F
−1
ξ→xχ(ξ)Fy→ξbj,α(y)D
α
y u
E
2m = I
1
j,α(x) + I
2
j,α(x),
where I1j,α(x) = bj,α(x)D
αv2m(x), I
2
j,α(x) = F
−1
ξ→x〈ξ〉
mj−1σ1j,α(x, ξ)Fy→ξw(y),
w(y) = F−1η→y〈η〉
mj−1Fz→ηv
E
2m,
σ1j,α(x, ξ) =
n∑
k=1
∫
Rn
∫
Rn
e−i(x−z)·ζ(1 −∆z)
m#
j
+(n−1)++n+Dz,kbj,α(z)σ
2
j,α(ξ, ζ)dzdζ,
and
σ2j,α(ξ, ζ) =
i
(2π)n
∫ 1
t=0
〈ζ〉−2(m
#
j
+(n−1)++n+)〈ξ〉−(mj−1)Dξ,k(ξ − tζ)
αdt.
It now follows that
|||I1j,α(x)|||2m−mj ,p,Rn ≤ C5|||v
E
2m|||2m−mj+|α|,p,Rn ,
|||I2j,α(x)|||2m−mj ,p,Rn ≤ C6|||v
E |||2m−1,p,Rn ,
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and hence that
|||Bj(x,D)u
E
2m|||
χ
2m−mj ,p,Rn
≤ C7|||v
E
2m|||2m,p,Rn ≤ C8|||u2m|||
χ
2m,p,Ω,
where the constants Cj do not depend upon u2m and λ. On the other hand, we
know from Section 2 and [5, Proposition 2.2] that |||[Bj(x,D)u2m]|||
χ
2m−mj−1/p,p,Γ
≤
C9|||Bj(x,D)uE2m|||
χ
2m−mj ,p,Rn
, where the constant C9 does not depend upon u and
λ. In light of these results, the proof of the proposition is complete. 
A sort of converse to Proposition 3.4 is given by the following proposition.
Proposition 3.6. Suppose that the boundary problem (1.1), (1.2) is parameter-
elliptic in L. Suppose also that u ∈W 2m,χp (Ω) and that f and g = (g1, . . . , gm)
⊤ are
defined by (1.1) and (1.2), respectively. Then f ∈W 0,χp (Ω), gj ∈ W
2m−mj−1/p,χ
p (Γ)
for j = 1, . . . ,m, and there exists a constant λ0 = λ0(p) > 0 such that for λ ∈ L
with |λ| ≥ λ0, the a priori estimate
(3.1) |||u|||χ2m,p,Ω ≤ C
(
|||f |||χ0,p,Ω +
m∑
j=1
|||gj |||
χ
2m−mj−1/p,p,Γ
)
holds, where the constant C does not depend upon u and λ.
Proof. To begin with we assume that λ ∈ L with |λ| ≥ λ† for some λ† > 0. Then
turning to the proof of Proposition 3.4, we know from that proof that we have
u = u2m ∈W 2m,χp (Ω), f = (A(x,D)−λ)u2m ∈ W
0,χ
p (Ω), and gj = [Bj(x,D)u2m] ∈
W
2m−mj−1/p,χ
p (Γ). It was also shown there that with v2m = V
−1
2m,pu2m (see the text
preceding Proposition 2.13) we have
F
−1
ξ→xχ(ξ)Fy→ξ
(
A(y,Dy)− λ
)
uE2m =
(
A(x,D) − λ
)
vE2m(x) +Qv2m(x),
F
−1
ξ→xχ(ξ)Fy→ξBj(y,Dy)u
E
2m = Bj(x,D)v
E
2m(x) +Qjv2m(x) for j = 1, . . . ,m,
where
Q = F−1ξ→xσ
1(x, ξ)Fy→ξQ˜, Qj = F
−1
ξ→xσ
1
j (x, ξ)Fy→ξQ˜j,
σ1(x, ξ) =
∑
|α|≤2m
σ1α(x, ξ), Q˜v2m = Fη→y〈η〉
2m−1
Fz→ηEv2m,
and σ1j (x, ξ) =
∑
|α|≤mj
σ1j,α(x, ξ), Q˜jv2m = F
−1
η→y〈η〉
mj−1Fz→ηEv2m.
In addition, it follows from the proof of Proposition 3.4 and [5, Proposition 2.2]
that
|||Qv2m|||0,p,Rn +
m∑
j=1
|||Qjv2m|||2m−mj ,p,Rn ≤ C1|||v2m|||2m−1,p,Ω
≤ C2|λ|
−1/(2m)|||v|||2m,p,Ω,
where the constants Cj do not depend upon u2m and λ.
Next, let us put u0 = (A(x,D)−λ)u2m, [u2m−mj ] = [Bj(x,D)u2m], j = 1, . . . ,m,
and denote by v0 (resp. [v2m−mj ]) the image of u0 (resp. [u2m−mj ]) under the
isomorphic mapping ofWχ0,p(Ω) ontoW0,p(Ω) (resp. W
2m−mj ,χ
p (Ω)/N2m−mj ,p onto
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W
2m−mj
p (Ω)/N2m−mj ,p). Let us also denote by P(x,D)− λ the operator mapping
W 2mp (Ω) into W
0
p (Ω)×
∏m
j=1W
2m−mj
p (Ω)/N2m−mj ,p defined by(
P(x,D)− λ
)
v =
{
(A(x,D) − λ)v, γ2m−m1,pB1(x,D)v, . . . , γ2m−mm,pBm(x,D)v
}
for v ∈W 2mp (Ω). Then writing P for the operator P(x,D) we have
(3.2) (P + P˜ − λ)v2m = (P − λ)v2m + P˜v2m =
{
v0, [v2m−m1 ], . . . , [v2m−mm ]
}
,
where
P˜v2m =
{
QΩv2m, γ2m−m1,p(Q1,Ωv2m), . . . , γ2m−mm,p(Qm,Ωv2m)
}
,
QΩv2m = Qv2m
∣∣
Ω
, and Qj,Ωv2m = Qjv2m
∣∣
Ω
, j = 1, . . . ,m. It is important to ob-
serve from what was shown in the previous paragraphs and in the proof of Propo-
sition 3.4 that
|||P˜v2m|||W 2mp (Ω)→W 0p (Ω)×
∏
m
j=1
W
2m−mj
p (Ω)/N2m−mj,p
≤ C3|λ|
−1/(2m)|||v2m|||2m,p,Ω,
where the constant C3 does not depend upon u2m and λ. Furthermore, we know
from [5, Theorem 2.1] that there exists a constant λ0 = λ0(p) > 0 such that the
set {λ ∈ L
∣∣ |λ| ≥ λ0} belongs to the resolvent set of P . Hence if we suppose that λ
belongs to this set and let R(λ) denote the resolvent of P , then the equation (3.2)
can be written as
(3.3)
(
I + P˜R(λ)
)
(P − λ)v2m =
{
v0, [v2m−m1 ], . . . , [v2m−mm ]
}
.
On the other hand we know from [5, Theorem 2.1] that
|||R(λ)|||
{Lp(Ω),W
2m−m1
p (Ω)/N2m−m1,p,...,W
2m−mm
p (Ω)/N2m−mm,p}→W
2m
p (Ω)
≤ C4,
where the constant C4 does not depend upon λ. Hence if we choose λ
0 ≥ λ† large
enough so that |λ|−1/(2m)C3C4 ≤
1
2 for λ ∈ L with |λ| ≥ λ
0, then for λ in this set
(I+P˜R(λ)) is a bounded invertible operator on Lp(Ω)×
∏m
j=1W
2m−mj
p (Ω)/N2m−mj ,p
and the norm of its inverse (I + P˜R(λ))−1 is bounded by a constant not depending
upon λ. Thus we can write the equation (3.3) in the form
(3.4) (P − λ)v2m =
(
I + P˜R(λ)
)−1{
v0, [v2m−m1 ], . . . , [v2m−mm ]
}
,
and hence it follows from (3.4) and [5, Theorem 2.1] that for λ ∈ L with |λ| ≥ λ0
we have
(3.5) |||v2m|||2m,p,Ω ≤ C5
(
‖v0‖0,p,Ω +
m∑
j=1
|||[v2m−mj ]|||2m−mj−1/p,p,Γ
)
,
where the constant C5 does not depend upon u2m and λ. The assertion of the
proposition is an immediate consequence of this last result and the results of Sec-
tion 2. 
We now turn to the question of necessity:
Proposition 3.7. Suppose that for λ ∈ L with |λ| ≥ λ0 the a priori estimate (3.1)
holds for every u ∈ W 2m,χp (Ω), where f = (A(x,D) − λ)u, gj = [Bj(x,D)u] for
j = 1, . . . ,m, and the constant C does not depend upon u and λ. Then the boundary
problem (1.1), (1.2) is parameter-elliptic in L.
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It is clear from the proofs of Proposition 3.4 and 3.6 that Proposition 3.7 will be
proved if we can show that the following proposition holds.
Proposition 3.8. Suppose that for λ ∈ L with |λ| ≥ λ0 the a priori estimate (3.5)
holds for every v2m ∈ W 2mp (Ω), where v0 = (A(x,D) − λ + QΩ)v2m, v2m−mj =
γ2m−mj,p(Bj(x,D) + Qj,Ω)v2m for j = 1, . . . ,m, and the constant C5 does not
depend upon v2m and λ. Then the boundary problem (1.1), (1.2) is parameter-
elliptic in L.
In order to proof Proposition 3.8 we need the following lemma.
Lemma 3.9. Let the hypotheses of Proposition 3.8 hold. Then:
(1) For each point x0 ∈ Ω there is a neighbourhood U ⊂ Ω of x0 and a number
λ1 > 0 such that for every v2m ∈W 2mp (Ω) with support contained in U the estimate
|||v2m|||2m,p,Ω ≤ c1‖(A(x
0, D)− λ)v2m‖0,p,Ω
holds for λ ∈ L with |λ| ≥ λ1, where the constant c1 does not depend upon v2m and
λ.
(2) For each point x0 ∈ Γ there is a neighbourhood U ⊂ Rn of x0 and a number
λ2 > 0 such that for every v2m ∈W 2mp (Ω) with support contained in U the estimate
|||v2m|||2m,p,Ω ≤
c2
(
‖(A(x0, D)− λ)v2m‖0,p,Ω +
m∑
j=1
|||γ˜2m−mj ,pBj(x
0, D)v2m|||2m−mj−1/p,p,Γ
)
holds for λ ∈ L with |λ| ≥ λ2, where the constant c2 does not depend upon
v2m and λ and γ˜2m−mj ,p denotes the trace operator mapping W
2m−mj
p (Ω) onto
W
2m−mj−1/p
p (Γ) (see Proposition 2.13).
Proof. We know from the proofs of Proposition 3.4 and 3.6 that for λ ∈ L with
|λ| ≥ λ0 and for x0 ∈ Ω we have ‖QΩv2m‖0,p,Ω ≤ c3|λ|−1/(2m)|||v2m|||2m,p,Ω, while
for x0 ∈ Γ we have
‖QΩv2m‖0,p,Ω +
m∑
j=1
|||γ˜2m−mj ,pQj,Ωv2m|||2m−mj−1/p,p,Γ ≤ c3|λ|
−1/(2m)|||v2m|||2m,p,Ω,
where the constant c3 does not depend upon v2m and λ. Furthermore, for the same
values of λ we can argue as in [7, proof of Lemma 4.2] and appeal to [5, Proposition
2.2] to show that for x0 ∈ Ω
(3.6) ‖(A(x,D) −A(x0, D))v2m‖0,p,Ω ≤ c
′d+ c4|λ|
−1/(2m)|||v|||2m,p,Ω,
while for x0 ∈ Γ we can likewise show that
‖(A(x,D) −A(x0, D))v2m‖0,p,Ω
+
m∑
j=1
|||γ˜2m−mj ,p(Bj(x,D) −Bj(x
0, D))v2m|||2m−mj−1/p,p,Γ
is bounded by the expression on the right side of (3.6), where d denotes the diameter
of U and the constants c′ and c4 do not depend upon λ
0, v2m, and λ. Hence by
choosing d sufficiently small and λ sufficiently large, the assertion of the lemma
follows immediately. 
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Proof of Proposition 3.8. By appealing to Lemma 3.9 and [5, Proposition 2.2] we
can argue as in [7, proof of Theorem 4.2] to establish the validity of the proposition.

We now come to the main result of this section.
Theorem 3.10. Suppose that the boundary problem (1.1), (1.2) is parameter-
elliptic in L. Then there exists a constant λ0 = λ0(p) > 0 such that for λ ∈ L with
|λ| ≥ λ0 the boundary problem (1.1), (1.2) has a unique solution u ∈W 2m,χp (Ω) for
every f ∈ W 0,χp (Ω) and g = (g1, . . . , gm)
⊤ with gj ∈ W
2m−mj−1/p,χ
p (Γ), and the a
priori estimate
|||u|||χ2m,p,Ω ≤ C
(
|||f |||χ0,p,Ω +
m∑
j=1
|||gj |||
χ
2m−mj−1/p,p,Γ
)
holds, where the constant C does not depend upon f , the gj, and λ.
Proof. We set u0 := f , and we know from Section 2 that gj ∈ [u2m−mj ] ∈
W
2m−mj
p (Ω)/N2m−mj,p for some u2m−mj ∈ W
2m−mj ,χ
p (Ω), j = 1, . . . ,m. Then
referring to the proof of Proposition 3.6 for the terminology, let us now seek a
solution of the equation
(3.7) (P − λ)u2m =
{
u0, [u2m−m1 ], . . . , [u2m−mm ]
}
for u2m ∈ W
2m,χ
p (Ω)
and for λ ∈ L with |λ| ≥ λ0, where λ0 is the constant of Proposition 3.6. Ac-
cordingly, let v2m (resp. v0) denote the image of u2m (resp. u0) under the iso-
morphism mapping W 2m,χp (Ω) onto W
2m
p (Ω) (resp. W
0,χ
p (Ω) onto W
0
p (Ω)) (see
Proposition 2.12) and let [v2m−mj ] denote the image of [u2m−mj ] under the isomor-
phism mapping W
2m−mj ,χ
p (Ω)/N2m−mj ,p onto W
2m−mj
p (Ω)/N2m−mj ,p. Then we
can argue as we did in the proof of Proposition 3.6 to show that the equation (3.7)
has a solution u2m if and only if the equation
(3.8) (P − λ)v2m = (I + P˜R(λ))
−1
{
v0, [v2m−mj ], . . . , [v2m−mm ]
}
has a solution v2m ∈ W 2mp (Ω), where all terms are defined in the proof of Proposi-
tion 3.6. Then again we can argue as we did in that proof to show indeed that the
equation (3.8) has a unique solution v2m such that the a priori estimate
|||v2m|||2m,p,Ω ≤ C
(
‖v0‖0,p,Ω +
m∑
j=1
|||[v2m−mj ]|||2m−mj−1/p,p,Γ
)
holds, where the constant C does not depend upon v0, the [v2m−mj ], and λ. All
the assertions of the theorem follow immediately from these results and those of
Section 2. 
4. Spectral Theory
In this section, we fix our attention upon the boundary problem (1.1), (1.2)
under the assumption that in (1.2) the gj are all zero, but with one exceptional
case in Proposition 4.1 below. Then with AχB,p denoting the Banach space operator
induced by this boundary problem, with domain D(AχB,p) ⊂ W
2m,χ
p (Ω), we are
going to use the results of Sections 2 and 3 to show that AχB,p has a compact
resolvent and then derive various results pertaining to its spectral properties.
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Accordingly, let Pχ−λ denote the operator mapping W 2m,χp (Ω) into W
0,χ
p (Ω)×∏m
j=1W
2m−mj ,χ
p (Ω)/N2m−mj ,p defined by
(Pχ − λ)u =
{
(A(x,D) − λ)u, γχ2m−m1,pB1(x,D)u, . . . , γ
χ
2m−mm
Bm(x,D)u
}
for u ∈ W 2m,χp (Ω). Also referring to the proof of Proposition 3.6 for terminology,
let P (resp. P + P˜) denote the operator that acts like P(x,D) (resp. P(x,D) + P˜)
with domain W 2mp (Ω) and range in Lp(Ω) ×
∏m
j=1W
2m−mj
p (Ω)/N2m−mj ,p. Then
we have shown in the proofs of Proposition 3.6 and Theorem 3.10 that the set{
λ ∈ L
∣∣ |λ| ≥ λ0} is contained in the resolvent set of each of the operators Pχ, P ,
and P + P˜ . Now turning for the moment to the general boundary problem (1.1),
(1.2), that is, without the assumption that the gj are all zero, we have the following
result.
Proposition 4.1. Let {f, g1, . . . , gm} ∈ Lp(Ω)×
∏m
j=1W
2m−mj
p (Ω)/N2m−mj ,p, and
for λ ∈ L with |λ| ≥ λ0 let v1 (resp. v2) denote the unique vector in W 2mp (Ω) for
which (P − λ)v1 = {f, g1, . . . , gm} (resp. (P + P˜ − λ)v2 = {f, g1, . . . , gm}. Then
|||v1 − v2|||2m,p,Ω ≤ C|λ|−1/(2m)|||v2|||2m,p,Ω, where the constant C does not depend
upon f , the gj, and λ.
Proof. We have (P − λ)(v1 − v2) = −{QΩv2, [Q1,Ωv2], . . . , [Qm,Ωv2]}, and hence it
follows from the proof of Proposition 3.6 (see also [5, Theorem 2.1]) that
|||v1− v2|||2m,p,Ω ≤ C|λ|−1/(2m)|||v2|||2m,p,Ω, where the constant C is described above.
This completes the proof of the Proposition. 
Next let AχB,p denote the operator acting on W
0,χ
p (Ω) induced by the restriction
of the operator Pχ to the set {u ∈ W 2m,χp (Ω)
∣∣ [Bju] = 0 for j = 1, . . . ,m}. Also let
AB,p (resp. A˜B,p) denote the operator acting on Lp(Ω) induced by the restriction
of the operator P (resp. P + P˜) to the set {v ∈W 2mp (Ω)
∣∣ [Bjv] = 0, j = 1, . . . ,m}
(resp. {v ∈ W 2mp (Ω)
∣∣ [(Bj+Qj,Ω)v] = 0 for j = 1, . . . ,m}). Then we know from the
proofs of Proposition 3.6 and Theorem 3.10 that the set {λ ∈ L
∣∣ |λ| ≥ λ0} belongs
to the resolvent set of each of the operators AχB,p, AB,p, and A˜B,p. Let R
χ
p (λ),
Rp(λ), and R˜p(λ) denote the resolvents of A
χ
B,p, AB,p, and A˜B,p, respectively.
Then we also know from the above proofs that for λ ∈ L with |λ| ≥ λ0
(4.1)
|||Rχp (λ)|||W 0,χp (Ω)→W 2m,χp (Ω) + |||Rp(λ)|||Lp(Ω)→W 2mp (Ω) + |||R˜p(λ)|||Lp(Ω)→W 2mp (Ω) ≤ C,
where C denotes a positive constant.
Proposition 4.2. It is the case that AχB,p, AB,p, and A˜B,p have compact resolvents.
Furthermore, µ is an eigenvalue of AχB,p of algebraic multiplicity k if and only if µ
is an eigenvalue of A˜B,p of algebraic multiplicity k.
Proof. Suppose that λ ∈ L with |λ| ≥ λ0. Then it follows from (4.1), the fact
that the embedding of W 2mp (Ω) into Lp(Ω) is compact (see [1, p. 144]), and from
the resolvent equation (see [14, p. 36]) that the first assertion of the proposition is
true for AB,p and A˜B,p. That this is also true for the operator A
χ
B,p follows from
the fact that Rχp (λ) = V2m,p ◦ R˜p(λ) ◦ V
−1
0,p , where we refer to the text preceding
Proposition 2.13 for terminology.
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Next we note that if λ0 belongs to the resolvent set of A˜B,p, Tp = (A˜B,p−λ0)−1,
and µ is an eigenvalue of A˜B,p, then (µ − λ0)−1 is an eigenvalue of the compact
operator Tp and the principal subspace of A˜B,p corresponding to the eigenvalue
µ has the same multiplicity as the principal subspace of Tp corresponding to the
eigenvalue (µ− λ0)−1. Thus the non-zero eigenvalues of A˜B,p have finite algebraic
multiplicities, and a similar remark holds for AχB,p.
Let u2m ∈ D(A
χ
B,p), where D(·) denotes the domain, and for λ ∈ C let (A
χ
B,p −
λ)u2m = u0 ∈ W 0,χp (Ω). Then we know that v2m = V
−1
2m,pu2m ∈ D(A˜B,p) and
(A˜B,p − λ)v2m = v0 = V
−1
0,p u0. Hence if {uj}
ℓ−1
j=0 is a chain of length ℓ consisting
of the eigenvector u0 and the associated vectors uj , 1 ≤ j ≤ ℓ − 1, corresponding
to the eigenvalue µ of AχB,p, that is, (A
χ
B,p − µ)u0 = 0, (A
χ
B,p − µ)uj = uj−1 for
j ≥ 1, and (AχB,p − µ)
ℓuℓ−1 = 0, then it follows that {vj}
ℓ−1
j=0 is a chain of length ℓ
consisting of the eigenvector v0 and associated vectors vj , 1 ≤ j ≤ ℓ, corresponding
to the eigenvalue µ of A˜B,p, where v0 = V
−1
2m,pu0 and vj = V
−1
2m,puj for j ≥ 1. Since
a similar result holds if we interchange the roles of AχB,p and A˜B,p, all the assertions
of the proposition follow. 
As a consequence of Proposition 4.2, we are now able to present the main results
of this section.
Theorem 4.3. The eigenvalues as well as the principal vectors of AχB,p correspond-
ing to each such eigenvalue are the same for all p, 1 < p <∞.
Proof. We know from [2] that the assertion is true when AχB,p is replaced byA˜B,p.
That the assertion is also true for AχB,p follows from Proposition 4.2. 
Theorem 4.4. Let {Lk}ℓk=1 denote a family of distinct rays in the complex λ-plane
which emanate from the origin and which divide the λ-plane into ℓ sectors. Suppose
in addition that the boundary problem (1.1), (1.2) is parameter-elliptic along each
of the rays Lk and that the angle between any two adjacent rays is less than 2mπ/n.
Then AχB,p has an infinite number of eigenvalues and the corresponding principal
vectors are complete in W 0,χp (Ω), 1 < p <∞.
Proof. Since D(AB,p) is dense in Lp(Ω), it follows from (3.5) and Proposition 4.1
that the same is true for D(A˜B,p). Hence we can argue as in [2, Proof of Theo-
rem 3.2] to show that the theorem is true when AχB,p is replaced by A˜B,p. That the
assertion is true for AχB,p follows from Propositions 2.12 and 4.2. 
In the following theorem we let L(θ) denote the ray in the complex λ-plane
emanating from the origin and making an angle θ with the positive real axis.
Theorem 4.5. Suppose the boundary problem (1.2), (1.2) is parameter-elliptic
along each of the rays L(θ1) and L(θ2), where 0 < θ2 − θ1 < min{2mπ/n, 2π}, but
not parameter-elliptic along the ray L(θ0), where θ1 < θ0 < θ2. Then the sector
L# determined by the inequalities θ1 ≤ argλ ≤ θ2 contains an infinite number of
eigenvalues of AχB,p.
Proof. In light of Proposition 4.2 and Theorem 4.3, we need only prove the theorem
for A˜B,p in place of A
χ
B,p and for p = 2. Accordingly, we know from [2] that the
assertion is certainly true for AB,2 in place of A˜B,2. On the other hand if we suppose
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that the assertion is false for A˜B,2, then we also know from [2] that there exist
positive constants C# and λ# such that the set L#1 = {λ ∈ L
#
∣∣ |λ| ≥ λ#} belongs
to the resolvent set of A˜B,2 and for λ ∈ L
#
1 the inequality |λ| ‖R˜2(λ)‖L2(Ω)→L2(Ω) ≤
C# holds. But since it follows from [5, Proposition 2.3] and Proposition 3.8 that
the boundary problem (1.1), (1.2) is parameter-elliptic in L#, we conclude from [5,
Theorem 2.1] that there is a constant λ0 > 0 such that the set {λ ∈ L#
∣∣ |λ| ≥ λ0}
belongs to the resolvent set of AB,2 which is a contradiction. This completes the
proof of the proposition. 
Let us now turn to the asymptotic behaviour of the eigenvalues of AχB,p. Ac-
cordingly for 0 < θ < π let Lθ denote the closed sector in the complex plane with
vertex at the origin determined by the inequalities θ ≤ | argλ| ≤ π. Then guided
by future considerations we shall henceforth suppose that the sector L defined in
the text following (1.2) coincides with Lθ and that R− belongs to the resolvent set
of AχB,p. We note that there is no loss of generality incurred by these assumptions
since they can always be achieved by means of a rotation and a shift in the spectral
parameter. Note also from Theorem 3.10 that there are at most a finite number
of eigenvalues of AχB,p contained in Lθ. Furthermore, we denote the eigenvalues
of AχB,2 by {λj}j≥1, where each eigenvalue is counted according to its algebraic
multiplicity and arranged so that the {|λj |}j≥1 form a non-decreasing sequence in
R+. We note of course that the λj are the eigenvalues of A
χ
B,p and A˜B,p for all p,
1 < p <∞.
For t > 0 let N(t) denote the number of eigenvalues {λj}j≥1 of A
χ
B,p for which
|λj | ≤ t.
Theorem 4.6. Let the boundary problem (1.1), (1.2) be parameter-elliptic along
every ray emanating from the origin in the complex plane except along R+. Then
N(t) = dtn/(2m) + o(tn/(2m)) as t→∞, where d =
1
(2π)n
∫
Ω
dx
∫
A˚(x,ξ)<1
dξ.
Before turning to the proof of Theorem 4.6, let us make the following observa-
tions. Firstly, under our assumptions we know that A˚(x, ξ) 6= 0 for ξ 6= 0. Secondly,
it follows from Theorem 4.5 that AχB,p has an infinite number of eigenvalues. Fur-
thermore, it follows from Proposition 4.2 and Theorem 4.3 that we need only prove
the theorem with AχB,p replaced by A˜B,2. And in order to achieve this end we
turn to the von Neumann-Schatten class of compact operators on L2(Ω) (see [12,
Chapters II and III]).
Let T be a compact operator on L2(Ω). Then the non-zero eigenvalues {sj(T )}j≥1
of the non-negative operator (T ∗T )1/2, arranged so that s1(T ) ≥ s2(T ) ≥ . . ., with
each eigenvalue repeated according to its multiplicity, are called the singular values
of T . For 0 < q <∞, we denote by Sq the class of compact operators T for which∑
ℓ≥1 sℓ(T )
q <∞, and for q ≥ 1 and T ∈ Sq we let |T |q = (
∑
ℓ≥1 sℓ(T )
q)1/q. Note
that | · |q is a norm on Sq and with respect to this norm, Sq is a Banach space.
Note also that if q1 < q2, then Sq1 ⊂ Sq2 . The class S2 are the Hilbert-Schmidt
operators, that is the class of compact operators T which can be represented as an
integral operator:
(4.2) Tf(x) =
∫
Ω
K(x, y)f(y)dy for f ∈ L2(Ω),
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where K ∈ L2(Ω × Ω). The operators from S1 are the trace class operators, that
is, they have the trace
trT =
∑
j≥1
λj(T ) for T ∈ S1,
where {λj(T )}j≥1 denote the non-zero eigenvalues of T , with each eigenvalue re-
peated according to its algebraic multiplicity and arranged so that their moduli
form a non-increasing sequence in R+, and where the series converges absolutely.
Furthermore, for T ∈ S1, we have
| trT | ≤ |T |1,
and T is an integral operator, with the kernel K(x, y) in (4.2) being continuous
in Ω × Ω, and we also have tr T =
∫
ΩK(x, x)dx. Note that if in Theorem 3.10
we suppose that λ ∈ L with |λ| ≥ λ0, then it follows from that theorem and [5,
Subsection 4.2] that for any ǫ > 0 and ℓ ∈ N we have
(4.3) R˜2(λ) ∈ Sn(1+ǫ)/(2m) and R˜2(λ)
ℓ ∈ Sn(1+ǫ)/(2mℓ).
Proposition 4.7. If 2m > n, then put k = 1, while if 2m ≤ n let q denote
the smallest even integer greater than n/(2m) and put k = q/2. Then for λ ∈
Lθ with |λ| ≥ λ0, R˜2(λ)k is a Hilbert-Schmidt operator such that in its integral
representation its kernel K˜(x, y, λ) for x ∈ Ω, λ ∈ Lθ, the map x 7→ K(x, ·, λ), Ω→
L2(Ω) is continuous for each λ ∈ Lθ and
(4.4)
(∫
Ω
|K˜(x, y, λ)|2dy
)1/2
≤ Ck|λ|
n
4m
−k,
where the constant Ck does not depend upon x and λ.
Proof. To begin with, let us mention that the proposition has been proved in [3,
Lemma 2.1, Theorem 5.1, and equation (7.7)] for the case 2m > n and in [5,
Section 5] otherwise. However since we wish to refer to the proof of this proposition
in the sequel, we shall give a brief outline of the proof given in [5]. Accordingly, we
note from (4.3) that for λ ∈ Lθ with |λ| ≥ λ
0, R˜2(λ)
k is a Hilbert-Schmidt operator
on L2(Ω) and its kernel is denoted by K˜(x, y, λ). We suppose henceforth that λ ∈ Lθ
with |λ| ≥ λ0. Then in order to prove the cited assertions, the following facts will
be used: (1) if 2 < p < ∞, then R˜p(λ) = R˜2(λ)|Lp(Ω), and (2) if 1 < p < p1,
s ∈ N, and 0 < τ < ns (p
−1 − p−11 ) < 1, then the embedding W
s
p (Ω) → Lp1(Ω) is
continuous and for u ∈ W sp (Ω) we have the estimate ‖u‖0,p1,Ω ≤ C0‖u‖
τ
s,p,Ω‖u‖
1−τ
0,p,Ω,
where the constant C0 does not depend upon u. With these facts in mind, let us
choose the numbers {pj}kj=1 so that 2 = p1 < p2 < . . . < pk, where pk >
n
2m and
0 < τj =
n
2m (
1
pj
− 1pj+1 ) < 1 for j = 1, . . . , k − 1.
Then we can write R˜2(λ), considered as a mapping from L2(Ω) into W
2m
2 (Ω),
as a product of operators SjR˜pj (λ), j = 1, . . . , k − 1, where Sj is the embedding
operator cited above mapping W 2mp (Ω) into Lpj(Ω):
Lp1(Ω)
S1R˜p1(λ)−→ Lp2(Ω)
S2R˜p2(λ)−→ . . .
. . . −→ Lpk−1(Ω)
Sk−1R˜pk−1 (λ)
−→ Lpk(Ω)
R˜pk (λ)−→ W 2mpk (Ω).
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It follows immediately from the embedding estimate cited above and (4.1) that
‖R˜2(λ)‖L2(Ω)→W 2mp (Ω) ≤ C|λ|
n
2m
−k,
where the constant C does not depend upon λ, and hence we can argue as in [3,
Lemma 2.1] to establish all the assertions of the proposition. 
Proposition 4.8. For λ ∈ Lθ with |λ| ≥ λ0, R˜2(λ)q is an operator of trace class
and ∣∣ tr R˜2(λ)q∣∣ ≤ C|λ| n2m−q,
where the constant C does not depend upon λ.
Proof. If we observe that R˜2(λ)
q = R˜2(λ)
kR˜2(λ)
k, then the assertion of the propo-
sition is a immediate consequence of Proposition 4.7 and [4, Theorems 2.12, 2.18,
and 2.19]. 
We now present a sharpening of Proposition 4.8.
Proposition 4.9. It is the case that
tr R˜2(λ)
q = cq(−λ)
n
2m
−q + o
(
|λ|
n
2m
−q
)
uniformly in Lθ as |λ| → ∞,
where cq =
∫
Ω cq(x)dx, cq(x) = (2π)
−n
∫
Rn
dξ
(A˚(x,ξ)+1)q
, and where we assign to
arg(−λ) its value in [−π + θ, π − θ].
Proof. Supposing henceforth that λ ∈ Lθ with |λ| ≥ λ0, we know from (4.1) and [5,
Section 5] that R2(λ)
k is also a Hilbert-Schmidt operator, and if we let K(x, y, λ)
denote its associated kernel, then all the assertions of Proposition 4.7 hold in full
force with R˜2(λ)
k and K˜(x, y, λ) replaced by R2(λ)
k and K(x, y, λ), respectively.
Consequently Proposition 4.8 holds in full force with R˜2(λ) replaced by R2(λ).
We are now going to obtain an estimate for tr(R˜2(λ)
q −R2(λ)
q). To this end let
us observe that with q1, q2 ∈ N0,
R˜2(λ)
q −R2(λ)
q =
( ∑
q1+q2=k−1
R2(λ)
q1 (R˜2(λ)−R2(λ))R˜2(λ)
q2
)
R˜2(λ)
k
+R2(λ)
k
( ∑
q1+q2=k−1
R2(λ)
q1 (R˜2(λ)−R2(λ))R˜2(λ)
q2
)
.
Hence if we fix our attention upon a fixed pair q1, q2 and appeal to Proposition 4.1
and [5, Section 5], then we can argue as we did in the proof of Proposition 4.7 to
show that R2(λ)
q1 (R˜2(λ)−R2(λ))R˜2(λ)q2 is a Hilbert-Schmidt operator, and if we
let K†(x, y, λ) denote its associated kernel, then all the assertions of Proposition 4.7
with R˜2(λ), K˜(x, y, λ), and Ck|λ|
n
2m
−k replaced by R2(λ)
q1 (R˜2(λ)−R2(λ))R˜2(λ)q2 ,
K†(x, y, λ), and Ck|λ|−1/(2m)|λ|n/(4m)−k, respectively. In light of this fact we can
appeal to [5, Section 5] and argue as we did in the proof of Proposition 4.8 to show
that
tr
(
R˜2(λ)
q −R2(λ)
q
)
≤ C|λ|−
1
2m |λ|
n
2m
−q,
where the constant C does not depend upon λ. Since tr R˜2(λ)
q = tr(R2(λ)
q) +
tr(R˜2(λ)
q −R2(λ)q), the assertion of the proposition is an immediate consequence
of the forgoing results and [5, Theorem 5.1]. 
20 R. DENK AND M.FAIERMAN
Remark 4.10. Referring to Proposition 4.9 we note from [6] and [19, pp. 110-111]
that cq can also be written in the form
cq =
1
n(2π)n
b n
2m
,q
∫
Ω
dx
∫
|η|=1
A˚(x, η)−
n
2m dη,
as well as in the form
cq =
1
(2π)n
b n
2m
,q
∫
Ω
dx
∫
A˚(x,ξ)<1
dξ,
where b n
2m
,q =
n
2mB(
n
2m , q −
n
2m ) and B(·, ·) denotes the Beta function.
Proof of Theorem 4.6. As stated above we need only prove the theorem with AχB,p
replaced by A˜B,2. But the proof for A˜B,2 follows immediately from Proposition 4.9,
Remark 4.10, and the arguments used in the proof of [5, Theorem 6.3]. 
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