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Abstract 
File replication is a well known technique in distributed systems to address the key issues such as scalability, reliability and 
fault tolerance. For many years, file replication in distributed environment has been researched to enhance and optimize the 
availability and reliability of the entire system. An effort has been made in the present work to propose a file popularity 
based, adaptive, on demand, reliable and comprehensive file replication approach. The proposed approach introduces a File 
Replication Server (FRS) that is responsible for ensuring the file availability, in order to fulfill the file request. This work 
 that provides file 
replication, access and performance transparency to the system, thereby ensuring the replication decisions about the files. 
TBFR replicates the file, from one node to the other node, when the total number of request for a particular file reaches the 
threshold value. To verify the proposed approach, TBFR is implemented on JAVA platform. TBFR model creates file 
replica on the basis of file popularity. The simulation results show that during high file request scenario for a particular file, 
TBFR replicates hot files on other FRSs dynamically and redirects the file request in a transparent manner, thus reducing 
the request completion time by about 28% - 48 % as compared to FTP and single FRS. The Calculus of Communicating 
System (CCS) for the proposed model is compiled on CWB-NC tool and observational equivalence is proved for the 
proposed file replication and no-replication model. 
© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Department of Computer Science & 
Engineering, National Institute of Technology Rourkela, Inida. 
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1. Introduction 
The increasing need for data sharing in large-scale distributed systems may place a heavy burden on critical 
resources such as file servers and networks. In order to increase the system reliability and scalability, some fault 
tolerant mechanism should be used. This is to ensure that the system keeps functioning in case of failure. One 
such method is replication, which replicates the critical software components in order to make sure that if 
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one of them fails, the others can be used. Replication means high availability of resources. Resources can be 
physical or logical. Physical resources include memory and storage capacity, whereas logical resources include 
files, data and services. The logical resources may need to be replicated or made available on demand, 
depending upon the application requirement.  
As a result, system can handle large number of requests as several copies of the file exist. Threshold based 
File Replication (TBFR) Model proposed in this paper avoids unnecessary file replication and tries to resolve 
the following issues: 
 Prevents the creation of file, if a copy of the requested file is available on a peer node. 
 File popularity-based, dynamic file replication on the peer servers. 
 Handling the file request in case of node failure without user intervention. 
TBFR model uses asynchronous communication ensuring that the system will keep accepting the requests 
without blocking its state. TBFR provides fault tolerance to the system by automatically connecting the user to 
other FRS in case one FRS fails. 
File Transfer Protocol (FTP) (Postel and Reynolds 1985) and TBFR file transfers have completely different 
purposes. FTP's file transfer purpose is more or less just for data transfer and batch uploads, while TBFR is for 
dynamic and user transparent replication for fulfilling end user requirements. At the same time FTP does not 
provide  automatically connect the user with another FTP server that can 
fulfill the client request in case of FTP server failure. 
The rest of the paper is organized as follows. The next section discusses a brief literature survey of existing 
theories and work done so far. Section 3 proposes a Threshold based File Replication (TBFR) Model. Section 4 
shows the simulations and their results. Finally, section 5 concludes the work followed by references. 
2. Related Work 
Resource replication is basically of two types, active and passive. In passive replication, all the resources are 
fixed in advance depending upon the application requirement. In active replication, mutual information about 
the peer nodes is maintained and the replicated resources can be accessed at any site. The traditional resource 
replication is passive and does not participate in the decision on when to replicate, where to replicate and the 
number of copies to replicate. In a blind-replica service model proposed by Tang et al. (2007), request routing is 
independent of where the replicas are located. Each replica simply serves the requests flowing through it under 
a given routing strategy. Various replication strategies have been proposed on the basis of the relative 
popularity of individual files, based on their query rate. Haiying (2008) proposed a query-based file popularity 
approach for replication. Common techniques include the square-root, proportional, and uniform distributions. 
Lv et al. (2002), Cohen and Shenker (2002) consider static replication in combination with a variant of Gnutella 
searching. Static strategies are applied for replication when there is a little gain from using dynamic strategies. 
Dynamic strategies are able to recover from failures such as network partitioning and easily adapt to changes in 
demand, bandwidth and storage availability. Clark et al. (2001) replicates objects both on insertion and retrieval 
on the path from the initiator to the target, mainly for anonymity and availability purposes. Wolfson et al. 
(1997) addresses data replication and considers that adaptive replication algorithms change the replication 
scheme of an object to reflect the read-write patterns and eventually converge towards the optimal scheme. The 
adaptive data replication algorithm aims at decreasing the bandwidth utilization and latency by moving data 
closer to clients. Gwertzman and Seltzer (1995) proposed a dynamic replication strategy by the name of push 
clustering-based replication algorithm in a grid environment is proposed by Sato et al. (2009), which presents 
the location based replication mechanism. The files stored in a grid environment are grouped together based on 
the relationship of simultaneous file accesses and on the file access behavior. Similarly, locality aware file 
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replication is proposed by Cheng and King (1999) to ensure data reliability and availability through the parallel 
I/O system. Hisgen et al. (1990) discussed granularity of replication which means that a unit of data that may be 
replicated independently of other units of data. To ensure synchronized file replication across two loosely 
connected file systems, a transparent service model has been developed by Rao and Skarra (1995) that 
propagate the modification of replicated files and directories from either file system. Hurley and Soon (1996) 
proposed a file replication and migration policy by which the total mean response time for a requested file at a 
particular site can be reduced. Similarly, Cabri et al. (1996) proposed an adaptive file replication policy which 
is capable of reacting to changes by dynamically creating or deleting replicas. 
3. The Proposed Threshold Based File Replication (TBFR) Approach 
In the proposed Threshold based File Replication (TBFR) model, the requesting nodes request files and the 
FRSs communicate among themselves to fulfill the requests in the most optimal and reliable way. The FRS 
communication may also involve the act of making replicas of the requested files based on the approach 
discussed here. FRSs work in peer-to-peer manner to provide the file to the requesting nodes and to make the 
replication process smooth and non-complicated. 
3.1 Architecture 
Fig 1 shows a group of File Replication Servers (FRSs) along with the Requesting Nodes (RNs). The FRSs 
are stateless i.e. they do not maintain any information about the requesting nodes at any point of time. The 
figure represents the logical connections between FRSs and RNs. FRSs will communicate/exchange 
information with each other as and when required. 
FRS1
FRS2FRS3
FRS4 FRS5
FRS6
RN6
RN7
RN8
RN5RN4
RN3
RN2
RN1
RN9RN10RN11RN12  
Fig. 1. Architecture 
An  with respect to RN. For RN, FRS is  if RN is directly 
connected to FRS  So, in a group of n FRSs, each RN has 1 
(n-1)  
3.2 Data Structures Used 
Table 1 shows the format of the File Table that is maintained by each FRS. The File Table has the following 
Filename: Name of the file present on the FRS. Request Count: Number of requests currently being 
handled by the FRS for the corresponding file. 
Table 1. File Table 
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FILE NAME REQUEST COUNT 
Type: String  
Max. Length: depends on the underlying Operating System 
Type: Integer  
Size: 4 bytes  
 
Based on the Request Count field for a particular file, the file popularity is decided. File replica is created 
when the value of the Request Count field reaches a threshold value. 
Table 2 represents the format of the Peer FRS Table maintained by each FRS. This table contains the IP 
Address and the Port number of the peer FRSs. FRS IP: IP address of the peer FRS. FRS PORT: Port number of 
the peer FRS. 
Table 2. Peer FRS Table 
FRS IP FRS PORT 
Type: String 
 Length: length of any valid IP address  
Type: Short Integer 
Size: 2 byte 
 
3.3 TBFR Replication Mechanism 
Each FRS receives a file request from an RN and based on its current status, handles the request. 
The various states of FRS are described below:  
 Ready: File is present on the FRS and the Request Count for the file is less than the threshold value. 
 Busy: File is present on the FRS and the Request Count for the file is equal to the threshold value. 
 File Not Found: File is not present on the FRS. 
In next section few TBFR scenarios are discussed for better understanding. 
3.4 TBFR Scenarios 
The various scenarios presented in this section explain the Threshold based File Replication (TBFR) model. 
The scenarios described below involve 3 FRSs S1, S2, S3 and one Requesting Node (RN) N1. The messages 
exchanged during the communication between FRSs and RN are viz., M1: This is a request message and 
involves the request for file, list, replication and status of other FRS. The list message is the request for the list of 
all the filenames on the Local FRS and the contents of Table 2 mentioned in section 3.2. M2:  This is the status 
message of FRS. The different status is ready, busy and file not found. These statuses are explained in section 
3.3. M3: This message denotes the sending of the file to the RN or FRS, or the sending of the list of IP addresses 
and Port of remote FRSs and list of files present on the local FRS. M4: This message involves the IP and Port of 
the remote FRS from which the requesting node establishes the connection to receive the file. M5: Reply 
acknowledgement (RACK) after the file has been replicated successfully. Various scenarios of TBFR approach 
are described in the following cases: 
 Case 1: Local FRS S1 fulfills the request. 
As shown in Fig 2, requesting node N1 establishes connection with FRS S1 and sends list request (M1) to S1. 
On successful connection, list is received (M3) by requesting node N1. N1 sends file request (M1) to the local 
FRS S1. S1 sends Ready message (M2) to N1 and then sends the file (M3) to N1. 
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Fig. 2. Local FRS S1 handles the request 
 Case 2: Local FRS S1 cannot fulfill the request and looks for a remote FRS that can fulfill the file request. 
Here, N1 establishes connection with FRS S1 and sends list request (M1) to it. On successful connection, list 
is received (M3) by N1. N1 sends file request (M1) to the S1. S1 sends the status request message (M1) to remote 
FRS S2. S2  (M2) to S1. S1 sends the IP address and Port of the S2 (M4) to N1. N1 receives 
the file from S2. 
 Case 3: Local FRS S1 replicates the file on remote FRS S3. 
Here, N1 establishes connection with FRS S1 and sends list request (M1) to it. On successful connection, list 
is received (M3) by N1. N1 sends file request (M1) to S1. The status of S1 is busy and so it sends the status 
request message (M1) to remote FRS S2. S2  (M2) to S1. S1 sends the status request 
message (M1) to remote FRS S3. S2  (M2) to S1. S1 sends the replication 
request message (M1) to S3. S1 creates the file replica (M3) on the S3. S3 sends acknowledgement message (M5) 
to S1. S1 sends the IP address and Port of the S2 (M4) to N1. N1 receives the file from S3. 
3.5 Calculus of Communicating Systems (CCS) for TBFR 
The TBFR model has been compared with the No-Replication model. This has been shown that the two 
models are observationally equivalent. This shows that whether or not the replication takes place, the requesting 
node is not affected by that. The requesting node gets the same observation for both the models. The CCS for 
No-Replication model is written in the section 3.5.1. The CCS for TBFR is written in section 3.5.2. 
3.5.1 No-Replication Model 
Meaning of the symbols used in the CCS below is described as follows:  
 SPN: Stands for Simple Provider Node. This denotes the Server Node of the No-Replication model. 
 SRN: Stands for Simple Requesting Node. This denotes the Client Node of the No-Replication model. 
 NR: This denotes the No-Replication Model. 
  the output actions and the rest of the actions denote the inputs.  
Definition of Simple (No-replication) Provider Node  
 SPNS0 = listReq.SPNS1 + get.SPNS2 
 SPNS1 = 'listSent.SPNS0 
 SPNS2 = 'serverBusy.SPNS0 + 'fileContent.SPNS0 + 'fileNotFound.SPNS0 
Definition of Simple (No-replication) Requesting Node 
 SRNS0 = 'listReq.SRNS1 + 'get.SRNS2 
 SRNS1 = listSent.SRNS0 
 SRNS2 = serverBusy.SRNS0 + fileContent.SRNS0 + fileNotFound.SRNS0 
Model for simple server with no replication 
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 NR = (SPN | SRN)  
3.5.2 File Replication Model 
Meaning of the symbols used in the CCS below is described as follows:  
 FRS: Stands for File Replication Server. This denotes the Server Node of the TBFR model. 
 RRN: Stands for Replication Requesting Node. This denotes the Client Node of the TBFR model. 
 R: This is the TBFR Model. 
Definition of File Replication Server (FRS) 
 FRSS1 = listReq.FRSS2 + head.FRSS10 + put.FRSS11 + get.FRSS3 
 FRSS2 ='listSent.FRSS1 
 FRSS3 = 'ready.FRSS4 + 'head.FRSS5 
 FRSS4 = 'fileContent.FRSS1 
 FRSS5 = yes.FRSS6 + no.FRSS7 + busy.FRSS9 
 FRSS6 = 'newfrs.FRSS1 
 FRSS7 = 'put.FRSS8 + 'fileNotFound.FRSS1 
 FRSS8 = 'fileReplicate.FRSS6 
 FRSS9 = 'serverBusy.FRSS1 
 FRSS10 = 'yes.FRSS1 + 'no.FRSS1 + 'busy.FRSS1 
 FRSS11 = fileReplicate.FRSS1 
Definition of Requesting Node in TBFR model 
 RRNS0 = 'listReq.RRNS1 + 'get.RRNS2 
 RRNS1 = listSent.RRNS0 
 RRNS2 = ready.RRNS3 + newfrs.RRNS0 + fileNotFound.RRNS0 + serverBusy.RRNS0 
 RRNS3 = fileContent.RRNS0 
Definition of TBFR model 
 R = (FRS | RRN) \ RI 
Above mentioned CCS is compiled on CWB-NC and observational equivalence is proved between TBFR and 
no-replication model. 
4. Simulation and Results  
As shown in Table 3, the simulation has been conducted using two FRSs (FRS1 and FRS2). Each RN is 
requesting file F of size 3.8MB from FRS1.  The experiment is carried out considering two scenarios viz., No-
replication and Replication as shown in Table 3. 
Figure 3 shows the request completion time in seconds and the FRS that handles the request. Figure shows 
that the average request completion time under replication scenario is 48% less when compared to FTP and 
28% less when compared to no-replication scenario of TBFR. It shows the comparison in terms of request 
completion time between FTP and TBFR approach under replication and no-replication scenario. When 
replication is done, average completion time for a request is always less than the average completion time under 
no replication operation. After reaching the threshold, based on the request received by FRS1, it replicates the 
file on FRS2. So the request handled by FRS2 takes more time since this time is inclusive of replication 
overhead from FRS1 to FRS2. If there is no replication on FRS2 and all request are handled by FRS1, the 
service time for each request increases significantly. 
Table 3: Experiment Configuration Table 
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 Replication No Replication 
Number of FRSs 2 
Number of RNs connected to 
each FRS 
4 
Number of FRS utilized 2 1 
File threshold FRS 1: 4, FRS 2: 4 FRS 1: Unlimited 
Initial File request load 8 8 
Filename F F 
File size 3.8 MB 3.8 MB 
Number of file replica created One Zero 
 
 
Fig. 3: Comparison of request completion time 
When the local FRS reaches its threshold value and replicates the file on some other FRS, the replication 
overhead is compensated by the following benefits viz., avoid retransmission of request by the requesting node, 
reduces latency in case of load above threshold, ensures scalability, and provides fault tolerance capability. 
5. Conclusion 
This paper proposes a Threshold Based File Replication (TBFR) model that makes an attempt to create a 
replica when the number of requests exceeds a pre-defined threshold. This threshold can be decided on the basis 
of server configuration and application requirements. The proposed approach is able to resolve many of the 
unaddressed issues viz., file popularity-based replication, failure handling, and avoidance of unnecessary file 
replication. Instead of haphazardly creating the replica, TBFR approach autonomously determines the need for 
file replication, based on the number of requests and availability of files on the peer FRSs. While performing 
some file replication operation, if the node crashes, the TBFR model completes the file request via one of the 
peer FRS thus providing fault tolerance capability to the system. TBFR approach provides file replication, 
access and performance transparency to the system. The experimental results show that during high file request 
scenario for a particular file, TBFR replicates hot files on other FRS and redirects the file request, thereby 
reducing the request completion time by about 28% - 48% as compared to manual access using FTP and single 
FRS. This has also been observed that when the local FRS reaches its threshold and replicates the file on some 
other FRS, the replication overhead is compensated by various factors like avoiding retransmission of request 
by the requesting node, reducing latency in case of load above threshold, ensuring scalability and providing 
fault tolerance capability. 
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