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To my teacher, Herve´ Jacquet
Introduction
Let F be a number field, and (ρ, V ) a continuous, n-dimensional representation
of the absolute Galois group Gal(F/F ) on a finite-dimensional C-vector space V .
Denote by L(s, ρ) the associated L-function, which is known to be meromorphic
with a functional equation. Artin’s conjecture predicts that L(s, ρ) is holomorphic
everywhere except possibly at s = 1, where its order of pole is the multiplicity of
the trivial representation in V . The modularity conjecture of Langlands for such
representations ([La3]), often called the strong Artin conjecture, asserts that there
should be an associated (isobaric) automorphic form π = π∞⊗πf on GL(n)/F such
that L(s, ρ) = L(s, πf ). Since L(s, πf ) possesses the requisite properties ([JS]), the
modularity conjecture implies the Artin conjecture.
For any field k, let GO(n, k) denote the subgroup of GL(n, k) consisting of
orthogonal similitudes, i.e., matrices g such that tgg = λgI, with λg ∈ k∗.
We will say that a k-representation (ρ, V ) is of GO(n)-type iff dim(V ) = n and
it factors as
ρ = [Gal(F/F )
σ−→ GO(n, k) ⊂ GL(V )].
In this article we prove
Theorem A Let F be a number field and let (ρ, V ) be a continuous, 4-dimensional
C-representation of Gal(F/F ) whose image is solvable and lies in GO(4,C). Then
ρ is modular, i.e., L(s, ρ) = L(s, πf ) for some isobaric automorphic representation
π = π∞ ⊗ πf of GL(4,AF ). Moreover, π is cuspidal iff ρ is irreducible.
Among the finite groups G showing up as the images of such ρ are those fitting
into an exact sequence
1 → C → H ×H → G → {±1} → 1,
where H is any finite solvable group in GL(2,C) with scalar subgroup C, the embe-
ding of C in H×H is given by x→ (x, x−1), and the action of {±1} on (H×H)/C
is induced by the permutation of the two factors of H ×H . This is due to the well
known fact (see section 1) that GO(4,C) contains a subgroup of index 2 which is
a quotient of GL(2,C)× GL(2,C) by C∗. Of particular interest are the examples
where H is a central extension of S4 or A4 (cf. section 8).
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One can ask if this helps furnish new examples of Artin’s conjecture, and the
answer is yes.
Corollary B Let F be a number field, and let ρ, ρ′ be continuous C-representations
of Gal(F/F ) of solvable GO(4)-type. Then Artin’s conjecture holds for ρ⊗ ρ′.
We will show in section 8 that in fact there is, for each F , a doubly infinite family
of such examples where the representations ρ ⊗ ρ′ are irreducible and primitive
(i.e., not induced) of dimension 16. Primitivity is important because Artin L-
functions are inductive, and one wants to make sure that these examples do not
come by induction from known (solvable) cases in low dimensions. We will then
show (in secton 9) that, given any ρ as in Theorem A with corresponding extension
K/F , the strong Dedekind conjecture holds for certain non-normal extensions N/F
contained in K/F , for instance when [N : F ] = 3a, a ≥ 1 (see Theorem 9.3); the
assertion is that the ratio ζN (s)/ζF (s) is the standard L-function of an isobaric
automorphic form η on GL(3a − 1)/F . It implies that for any cusp form π on
GL(n)/F , the formally defined Euler product L(s, πN ) (see the discussion before
Corollary 9.4) admits a meromorphic continuation and functional equation, and
more importantly, it is divisible by L(s, π). It should be noted that we do not know
if πN is automorphic. For a curious consequence of this result see Remark 9.6.
It has been known for a long time, thanks to the results of Artin and Hecke,
that monomial representations of Gal(F/F ), i.e., those induced by one-dimensional
representations of Gal(F/K) with K/F finite, satisfy Artin’s conjecture. (In fact
this holds for any multiple of a monomial representation.) But the strong Artin
conjecture is still open for these except whenK/F is normal and solvable ([AC]) and
when [K : Q] = 3 ([JPSS1]. The work [AC] of Arthur and Clozel implies that the
strong conjecture holds for ρ with nilpotent image, in fact whenever ρ is accessible
([C]), i.e., a positive integral linear combination of representations induced from
linear characters of open, subnormal subgroups. It should however be noted that
Dade has shown ([Da]) that all accessible representations of solvable groups are
monomial.
The odd dimensional orthogonal representations with solvable image are simpler
than the even dimensional ones. Indeed we have
Proposition C Let ρ be a continuous, irreducible, solvable C-representation of
Gal(F/F ) of GO(n)-type with n odd. Then ρ is monomial and hence satisfies the
Artin conjecture. If ρ is in addition self-dual, it must be induced by a quadratic
character.
By the groundbreaking work of Langlands in the seventies ([La1]), and the ensu-
ing theorem of Tunnell in 1980 ([Tu]), one knows that the strong Artin conjecture
holds for all two-dimensional representations σ with solvable image. The raison
d’etre for this article is the desire to find irreducible, solvable, but non-monomial,
even primitive, examples in higher dimensions satisfying the Artin cojecture. We
were led to this problem a few years ago by a remark of J.-P.Serre. One could
look at the symmetric powers of a two-dimensional solvable σ, but they are all in
the linear span of monomial representations and 1-dimensional twists of σ. The
facts that the symmetric square of σ is modular (by Gelbart-Jacquet [GeJ]) and
monomial (for σ solvable) were used crucially in [La1] and [Tu].
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In the non-solvable direction, which is orthogonal (no pun intended) to the one
pursued in this paper, there has been some spectacular progress recently. For odd
2-dimensionals ρ of Gal(Q/Q) with projectivization ρ of A5-type, a theorem of Buz-
zard, Dickinson, Shepherd-Barron and Taylor ([BDST]) establishes the modularity
conjecture assuming the following: (i) ρ is unramified at 2 and 5, and (ii) ρ(Frob2)
has order 3. In a sequel ([T]), this is shown with different ramification conditions,
namely that under ρ (i’) the inertia group at 3 has odd order, and (ii’) the decom-
position group at 5 is unramified at 2. See also [BS] for some explicit examples.
Some positive examples were given earlier in [Bu], and then in [Fr]. Moreover, the
very recent theorems of Kim and Shahidi ([KSh]), and Kim ([K]), establishing the
automorphy of the symmetric cube, and the symmetric fourth power, on GL(2),
establishes the strong Artin conjecture for sym3(σ), and sym4(σ), for all the σ
proved modular by [BDST].
If σ, σ′ are Galois representations which are modular, then one can deduce the
Artin conjecture for σ⊗σ′ by applying the Rankin-Selberg theory on GL(m)×GL(n)
developed in the works of Jacquet, Piatetski-Shapiro, Shalika ([JPSS2], [JS]) and
of Shahidi ([Sh1,2]); see also [MW]. This explains why the strong form of Artin’s
conjecture is really a bit stronger than the original conjecture that Artin made, at
least given what one knows today.
If σ, σ′ are 2-dimensional representations which are modular, then the strong
Artin conjecture for σ⊗σ′ follows from the main theorem of [Ra1], hence the Artin
conjecture holds, by the remark above, for 4-fold tensor products of such represen-
tations. Now let K/F be a quadratic extension with non-trivial automorphism θ,
and let σθ denote the θ-twisted representation defined by x→ σ(θ˜xθ˜−1), where θ˜ is
any lift to Gal(F/F ). (The equivalence class of σθ is independent of the choice of θ˜.)
Given any irreducible, non-monomial 2-dimensional representation σ of Gal(F/K)
which is not isomorphic to any one-dimensional twist of σθ (see section 3), there is
an irreducible 4-dimensional representation As(σ) of Gal(F/F ) whose restriction
to Gal(F/K) is isomorphic to σ⊗σθ. When σ is of solvable type, one can combine
the theorem of Langlands-Tunnell with that of Asai ([HLR]) to deduce the Artin
conjecture for As(σ).
One of the main steps in our proof of Theorem A is that even modularity can
be established for any Asai representation As(σ) (in the solvable case). To begin,
there exists, by Langlands-Tunnell, a cusp form π on GL(2)/K such that L(s, σ) =
L(s, π). It follows that L(s, σ ⊗ σθ) equals the Rankin-Selberg L-function L(s, π ×
(π ◦ θ)). By [Ra1], there exists an automorphic form π ⊠ (π ◦ θ) on GL(4)/K such
that L(s, σ ⊗ σθ) = L(s, π ⊠ (π ◦ θ)). Since π ⊠ (π ◦ θ) is θ-invariant, one can now
deduce the existence of a cusp form Π on GL(4)/F whose base change to K is
π⊠ (π ◦ θ), but even when π⊠ (π ◦ θ) is cuspidal, Π is unique only up to twisting by
the quadratic character δ, say, of the idele class group of F corresponding to K/F
by class field theory. But it is not at all clear that Π, or Π⊗ δ, should correspond
precisely to As(σ), with an identity of the corresponding L-functions. (It is easy
to see that the local factors agree at half the places.) Put another way, one can
construct an irreducible admissible representation As(π) of GL(4,AF ) which has
the same local factors as does As(σ). But the problem is that there is no simple
reason why As(π) should be automorphic, even when π is dihedral. (Recall that
π is dihedral, or of CM type, iff it is associated to a representation σ of the global
Weil group WK induced by a character χ of a quadratic extension M of K, which
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we denote by IndKM (χ).) Anyhow we manage to solve this problem and establish
the following result, where ResKM denotes, for any extension M/K of number fields,
the restriction of representations of WK to WM :
Theorem D Let K/F be a quadratic extension of number fields with non-trivial
automorphism θ, and let π be a cuspidal automorphic representation of GL(2,AK).
Then
(a) As(π) is automorphic;
(b) If π is non-dihedral, then As(π) is a cusp form iff π ◦ θ is not isomorphic to
π ⊗ µ, for any idele class character µ of K;
(c) If π is dihedral, i.e., associated to a representation σ = IndKM (χ) of WK for a
character χ of a quadratic extension M of K, then As(π) is cuspidal iff M/F
is non-Galois and the representation ResKM (σ
θ) ⊗ χ of WM does not extend
to a representation of WF .
It may be helpful for the reader to note the following concrete description of
the Asai L-function in a special case. Suppose F = Q, K a real quadratic field
of class number 1 with ring of integers OK , and π the representation defined by a
holomorphic Hilbert modular newform f of weight 2 with
L(s, π) =
∑
a
′ c(a)N(a)−s.
Then we have
L(s, As(π)) = ζ(2s− 2)
∑
m≥1
c(mOK)m
−s.
The interest in this comes, on the analytic side, from the fact that one sums over
a sparse subset of the non-zero ideals a of OK to get this L-function, and on the
geometric side, from the fact that L(s, As(π)) is a factor of the degree 2 L-function
of the associated Hilbert modular surface (cf. [Ra2], sec. 4, for example). It will
be natural if one is reminded of the symmetric square L-function of a cusp form on
GL(2)/Q, where effectively one sums over the squares of positive integers. Indeed,
for any quadratic extension K/F of number fields and for any cusp form π on
GL(2)/K, if π is the base change of a form π0 on GL(2)/F , L(s, As(π)) factors as
L(s, sym2(π0)⊗ δ)L(s, ω0δ), where ω0 is the central character of π0.
We will now make some remarks about the proofs of these results.
In section 3 we show how to reduce the proof of Theorem A to the following
Theorem A′ Fix a quadratic extension K/F of number fields with associated
quadratic character δ of Gal(F/F ). Let ρ be an irreducible 4-dimensional, solv-
able C-representation of Gal(F/F ) whose restriction ρK to Gal(F/K) is a tensor
product of two 2-dimensional representations. Then
(a) ρ is modular, i.e., there is a cuspidal automorphic representation Π of GL(4,AF )
such that L(s, ρ) = L(s,Πf );
(b) If ρK is irreducible, one of the following happens:
(i) ρ ≃ τ ⊗ τ ′ over F , with dim(τ) =dim(τ ′) = 2;
(ii) ρ ≃ IndFL(η), with L/F quadratic, L 6= K, and η a 2-dimensional repre-
sentation of Gal(F/L);
(iii) ρ ≃ As(σ)⊗ β, with σ a 2-dimensional representation of Gal(F/K) and
β a character of Gal(F/F ).
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Then we show, still in section 3, how to deduce Theorem A′ modulo Theorem D;
in fact we need Theorem D only in the (crucial) case when (iii) occurs. When (i)
or (ii) occurs, the modularity already follows from Theorem M of [Ra1] and base
change ([AC]), with the desired Π being in case (i) (resp. (ii)) the Rankin-Selberg
product π(τ) ⊗ π(τ ′) (resp. the automorphic induction IFL (π(η))); here τ → π(τ)
the Langlands-Tunnell map on solvable 2-dimensional Galois representations.
The proof of Theorem D is accomplished in sections 4 through 7. The approach
is similar to, but somewhat more subtle than, the proof of the existence of ⊠ :
A(GL(2)/F )×A(GL(2)/F )→ A(GL(4)/F ) in [Ra1]. (For any n ≥ 1, A(GL(n)/F )
denotes the set of isomorphism classes of isobaric automorphic representations of
GL(n,AF ).) In section 4 we show why it suffices to have the requisite properties
at almost all places. Then in section 5 the distinguished case, i.e., when π ◦ θ is
an abelian twist of π, is treated separately. In the general situation, i.e., when
π ⊠ (π ◦ θ) is cuspidal, we crucially use the converse theorem for GL(4) due to
Cogdell and Piatetski-Shapiro ([CoPS1], which requires knowledge of the niceness
of the twisted L-functions L(s, As(π) × π′) for automorphic forms π′ of GL(2)/F
for a suitable class of π′. Many properties of certain closely related functions, to be
denoted L1(s, As(π) × π′), were established by Piatetski-Shapiro and Rallis ([PS-
R]), and by Ikeda ([Ik1,2]), via an integral representation, which we use. There is
another possible approach to studying L(s, As(π) × π′) via the Langlands-Shahidi
method [Sh1], which yields another family of closely related L-functions, denoted
L2(s, As(π)× π′), with boundedness properties established recently in [GeSh], but
we will not use it and our argument here is hewed to make use of the integral
representation.
For almost all finite places v, the local factors L(s, As(πv)×π′v) and L1(s, As(πv)×
π′v) agree. But a thorny problem arises however, due to our inability to identify
the bad and archimedean factors. In fact, when Fv = R, one does not even have
a computation of the corresponding L1-factor when π, π
′ are unramified. Luckily,
things simplify quite a bit under suitable, solvable base changes K/F with K to-
tally complex, and after constructing the base-changed candidates As(π)K for an
infinitude of such K, we descend to F as in sections 3.6, 3.7 of [Ra1]. We also have
to control the intersection of the ramification loci of As(π), π′ and K/F .
One of the reasons why we have to work with L(s, As(π) × π′) is that we know
how its local ε-factors behave under twisting by a highly ramified character, and
this is not apriori the case with Lj(s, As(π) × π′) for j = 1 or 2. Indeed this will
present a difficulty for the lifting of (generic) automorphic forms from GO(2n) to
GL(2n), and for large n one cannot, as of yet, make use of base change and descent
as we do here. For the lifting from GO(2n+ 1) to GL(2n), see [CoKPSSh].
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1. Preliminaries on orthogonal similitude groups
Here we collect some basic facts, which we will need.
Let k be a field of characteristic different from 2, with separable algebraic closure
k. If V is a finite dimensional vector space with a non-degenerate, symmetric
bilinear form B, the associated orthogonal similitude group is
(1.1)
GO(V,B) := {g ∈ GL(V ) |B(gv, gw) = λ(g)B(v, w), with λ(g) ∈ k∗, ∀v, w ∈ V }.
The character λ : GO(V,B) → k∗, g → λ(g), is the similitude factor. The kernel
of λ is the orthogonal group O(V,B), whose elements necessarily have determinant
±1, and the kernel of det is the special orthogonal group SO(V,B).
If V = kn with B the standard bilinear form B0 : (v, w) → tvw, then one
writes GO(n, k), O(n, k) and SO(n, k) instead of GO(V,B), O(V,B) and SO(V,B).
Denote by Zn(k) the center of GO(n, k) consisting of all the scalar matrices cIn,
c ∈ k∗. Clearly, λ(cIn) = c2, so that k∗2 is in the image of λ. The odd dimensional
case is relatively simple. One has
Lemma 1.2 If n is odd and k = k, then we have the direct product decomposition
GO(n, k) = SO(n, k)× Zn(k).
Indeed, as k = k, λ(Zn(k)) is all of k
∗, and since O(n, k) is by definition the
kernel of λ, GO(n, k) is generated by the normal subgroups O(n, k) and Zn(k).
On the other hand, the intersection of these two groups is simply {±In}. Since
n is odd, the image of det : O(n, k) → {±1} is the same as that of {±In}. The
assertion follows.
Note that GO(1, k) = Z1(k) = k
∗. There is a useful description in the n = 3
case, which we will now recall. The adjoint representation
Ad : PGL(2, k) → GL(3, k)
is irreducible and self-dual with determinant 1. This identifies the image of Ad with
SO(3, k), thanks to the simplicity of the latter. By abuse of notation, we will also
write Ad for its composition with the canonical map from GL(2, k) onto PGL(2, k).
This gives rise to the short exact sequence
(1.3) 1→ k∗ → GL(2, k)→ SO(3, k)→ 1,
where the maps in the middle are c→ cI2 and g → Ad(g).
The even dimensional case n = 2m is more interesting. Since for any g in
GO(2m, k), the square of its determinant is λ(g)2m, we can define a homomorphism,
called the similitude norm
(1.4) ν : GO(2m, k) → {±1},
by sending g to λ(g)−mdet(g).
The kernel of ν, denoted SGO(2m, k), is called the special orthogonal simili-
tude group. (Some people write GSO(2m, k) instead.) The map ν does not split.
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Since ν is just the determinant map on O(2m, k), the intersection of SGO(2m, k)
with O(2m, k) is SO(2m, k). When k = C, SGO(2m, k) (resp. SO(2m, k)) is the
connected component of GO(2m, k) (resp. O(2m, k)). SGO(2, k) is a torus.
Note that ν(cI2m) is 1, and that SGO(2m, k) is generated by SO(2m, k) and
Z2m(k); but their intersection is {±I2m}.
We will conclude this section by recalling a low dimesional isomorphism for k = k,
which we will need, between SGO(4, k) and a quotient of GL(2, k)×GL(2, k).
Let W be k2 with the standard symplectic form given by the determinant. Then
the induced bilinear form B on the tensor product W ⊗W is non-degenerate and
symmetric. There is an isometry between (W ⊗W,B) and (k4, B0). Since GL(2, k)
is the symplectic similitude group of (W, det), we get an exact sequence
(1.5) 1→ k∗ → GL(2, k)×GL(2, k)→ GO(4, k),
where the map on k∗ is just given by c→ (cI2, c−1I2). The map β, say, on the right
can be described explicitly as follows. The quadratic space (k4, B0) is also isometric
to (M2(k), B1), where B1 is the symmetric bilinear map (X,Y )→ tr(tXY ). Under
this identification, β(g, g′) is, for all g, g′ in GL(2, k), the automorphism of k4 given
by X → tgXg′. Clearly the kernel of β consists of pairs (cI2, c−1I2) with c ∈ k∗,
proving the requisite exactness.
Note that λ(β(g, g′)) is det(g)det(g′), while the determinant of β(g, g′) is its
square. Hence ν is trivial on the image of β. It is easy to see that Z4(k) lies in
the image of β, and that β(SL(2, k)× SL(2, k)) is a subgroup of SO(4, k) properly
containing {±I4}. The abelianization of SO(4, k) is k∗/k∗2 ([D], p. 57), and since
we have assumed that k = k, SO(4, k) is perfect, i.e., it equals its own commutator
subgroup. Then by the discussion on page 59 of loc. cit, SO(4, k)/{±I4} is iso-
morphic to PSL(2, k) × PSL(2, k). It follows that β maps SL(2, k)×SL(2, k) onto
SO(4, k) with kernel {±(I2, I2)}. Putting everything together, we obtain
(1.6) β(GL(2, k)×GL(2, k)) = SGO(4, k).
2. The reducible case
Suppose we are given a representation ρ as in the statement of Theorem A, which
is reducible. Thanks to Maschke’s theorem we may write ρ ≃ ⊕jρj , with each ρj
irreducible of dimension nj, and
∑
j nj = 4. Suppose we have found, for each j,
a cuspidal automorphic representation πj = πj,∞ ⊗ πj,f of GL(nj ,AF ) such that
L(s, ρj) = L(s, πj,f ). Then we can consider the isobaric sum of Langlands ([La2],
[JS])
(2.1) π = ⊞jπj ,
which is automorphic and satisfies
L(s, π) =
∏
j
L(s, πj).
Since the L-functions of Artin are also additive, we get L(s, ρ) = L(s, πf ) as desired.
So it remains to find the πj .
Note that cuspidal automorphic representations of GL(1,AF ) are just idele class
characters of F . So when nj = 1, the existence of πj follows from class field theory.
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Since the image of ρ is by hypothesis solvable, the same will be true for each
ρj . So if nj = 2, we may apply the celebrated theorem of Langlands ([La1]) and
Tunnell ([Tu]) to conclude the existence of πj .
It remains to consider the case when nj is 3 for some j, say for j = 1. Then we
must have a decomposition
ρ ≃ ρ1 ⊕ ρ2,
with ρ1 (resp. ρ2) irreducible of dimension 3 (resp. 1). Since by hypothesis, the
image of ρ lands is GO(4,C), and since there can be no intertwining between ρ1
and ρj , we must have
im(ρ1) ⊂ GO(3,C).
Thanks to Lemma 1.2, GO(3,C) is SO(3,C)× C∗. So we may write
(2.2) ρ1 ≃ ρ′ ⊗ χ,
where χ is a character GF → C∗, and ρ′ is a 3-dimensional representation of GF
with image in SO(3,C).
Moreover, the exact sequence (1.3), which can be viewed as an exact sequence of
trivial modules under GF = Gal(F/F ), furnishes the cohomology exact sequence
(2.3) Hom(GF ,GL(2,C))→ Hom(GF , SO(3,C))→ H2(GF ,C∗),
with ρ′ belonging to the middle group. On the other hand, a theorem of Tate (see
[Se], for a proof) asserts that the group on the right hand side of (2.3) is trivial as
F is a number field. Thus we may lift ρ′ to an element of the left hand side group
of (2.3). In other words, we can find a (non-unique) 2-dimensional representation
τ1 of GF such that
(2.4) ρ1 ≃ Ad(τ1)⊗ χ.
Since ρ1 has solvable image, τ1 is also forced to have the same property. Applying
Langlands-Tunnell once again, we get an isobaric automorphic representation η1,
which must in fact be cuspidal as ρ1 and hence τ1 are irreducible, such that L(s, τ1)
equals L(s, η1,f ).
By [GeJ] one knows that, given any cuspidal automorphic representation η of
GL(2,AF ), there exists a functorially associated (isobaric) automorphic represen-
tation Ad(η) such that
(2.5) L(s,Ad(η)) =
∏
v
L(s,Ad(σv(η))),
where the product is over all the places v of F , and σv(η) (resp. σ(ηv)) is the
3-dimensional representation of the Weil group (resp. Weil-Deligne group) WFv
(resp. W ′Fv ) when v is archimedean (resp. non-archimedean), associated to ηv by
the local Langlands correspondence for GL(n) ([HaT], [He]).
Then it follows that
L(s, ρ1) = L(s, (Ad(η1)⊗ χ)f ).
So we are done by setting π1 = Ad(η1)⊗ χ.
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3. Modularity modulo Theorem D
In this section we will show how to prove Theorem A if we admit the truth of
Theorem D. We will also need to make use of the main theorem of [Ra1]. Thanks
to the discussion in the previous section, we may assume that ρ is irreducible.
By hypothesis, the image of ρ lies in GO(4,C). Recall from section 1 the definion
of the subgroup SGO(4,C), which is the kernel of the similitude norm
ν : GO(4,C) → {±1}.
Let K be the extension of F defined by the kernel of ν ◦ ρ. Then [K : F ] ≤ 2.
Write ρK for the restriction of ρ to GK = Gal(F/K). Thanks to (1.5) and (1.6),
one has the following short equence of trivial Galois modules:
(3.1) 1→ C∗ → GL(2,C)×GL(2,C)→ SGO(4,C)→ 1,
where the maps in the middle are c → (cI2, c−1I2) and (g, g′) → (X → tgXg′).
The associated (continuous) cohomology exact sequence gives
(3.2)
Hom(GK ,C
∗)→ Hom(GK ,GL(2,C)×GL(2,C))→ Hom(GK , SGO(4,C))→ H2(GK ,C∗),
with ρK belonging to the second group from the right. Recall Tate’s theorem
which says that the first group on the right is trivial. So we may find σ, σ′ in
Hom(GK ,GL(2,C)) such that
(3.3) ρ ≃ σ ⊗ σ′.
Note that this lifting is unique only up to flipping the two factors and changing
(σ, σ′) by (σ ⊗ µ, σ′ ⊗ µ−1), for any character µ ∈ Hom(GK ,C∗).
Since the image of ρ was assumed to be solvable, we see easily that the images
of σ, σ′ should also be solvable. And since ρ is irreducible, the same should hold for
σ and σ′. So we may apply the theorem of Langlands and Tunnell to deduce the
existence of cuspidal automorphic representations π, π′ of GL(2,AF ), respectively
associated to σ, σ′.
Now suppose the image of ρ lands in SGO(4,C) itself, in which case K = F .
Then by Theorem M (in section 3) of [Ra1], we know the existence of an isobaric
automorphic representation π ⊠ π′ of GL(4,AF ) such that
(3.4) L(s, π ⊠ π′) = L(s, π × π′),
where the L-function on the right is the Rankin-Selberg L-function associated to
the pair (π, π′). In addition, we have at any place v, the local factors of π ⊠ π′
identify functorially with those of the tensor product σv(π) ⊗ σv(π′) of the local
Langlands parameters σ(π), σ(π′) ([HaT], [He]), proved long ago for GL(2) by P.
Kutzko. Since π (resp. π′) is associated to σ (resp. σ′), the local representations
σv(π) (resp. σv(π
′)) are isomorphic to the ones defined by the restriction at v of σ
(resp. σ′). Thus the automorphic representation Π of GL(4,AF ), whose existence
is predicted by Theorem A, is none other than π ⊠ π′. The cuspidality criterion of
[Ra1] (Theorem M) shows easily that, since ρ is irreducible, Π must be cuspidal.
We are done in this case.
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We may henceforth assume that [K : F ] = 2, which is the subtler case. De-
note by θ the non-trivial automorphism of K over F . We can again find cuspidal
automorphic representations π, π′ of GL(2,AK) such that
(3.5) L(s, ρK) = L(s, πf ⊠ π
′
f ),
which proves that the restriction ρK of ρ to GK is modular.
We will now explain why this case is difficult. The identity (3.5) implies that
π⊠π′ is θ-invariant, so by the base change theorem of Arthur and Clozel ([AC]), we
can find an isobaric automorphic representation Π of GL(4,AF ) such that its base
change ΠK is isomorphic to π⊠ π
′. One can also see easily that the local factors of
Π and ρ agree at all the places of F which split in K. But one is stuck at this point
and cannot easily deduce the requisite identity at the inert places, except when ρK
is no longer irreducible.
It is now clear that Theorem A is a consequence of Theorem A′. So we will
address the following:
Proof of Theorem A′ modulo Theorem D:
Suppose ρK is reducible. Then it must contain an irreducible summand τ of
dimension ≤ 2. By Frobenius reciprocity, ρ should intertwine with the induction
IndFK(τ) of τ to GF . As ρ is irreducible of dimension 4 and Ind
F
K(τ) is at most of
dimension 4, we are forced to have
ρ ≃ IndFK(τ),
with dim(τ) = 2. The solvability of the image of ρ implies the same about that
of τ , and so we may apply Langlands-Tunnell to get a cuspidal automorphic rep-
resentation η of GL(2,AK) associated to τ , and we are done by taking Π to be
the automorphically induced representation IFK(τ) (see [AC], and also [Ra1], sec.
2). Since ρ is irreducible, τ , and hence η, cannot be θ-invariant, where θ is the
non-trivial automorphism of K/F . Consequently, IFK(η) must be cuspidal.
So we may, and we will, assume that ρK is irreducible. Since it is the restriction
of ρ, we have
(σ ⊗ σ′)θ ≃ ρθK ≃ ρK ≃ σ ⊗ σθ,
where θ is the nontrivial automorphism of K over F .
We will first prove part (b) of Theorem A′.
Lemma 3.6 The irreducibility of ρK = σ ⊗ σ′ implies that at least one of the
representations σ, σ′ is non-dihedral, and σ′ cannot be a one-dimensional twist of
σ. Furthermore, since ρK is θ-invariant, one of the following must happen:
(I) There exists a character ν of Gal(F/K) such that
σθ ≃ σ ⊗ ν and (σ′)θ ≃ σ′ ⊗ ν−1;
(II) There exists a character µ of Gal(F/K) such that
σθ ≃ σ′ ⊗ µ and (σ′)θ ≃ σ ⊗ µ−1.
Proof of Lemma 3.6. Let ω, resp. ω′, denote the determinant of σ, resp. σ′.
Clearly, if σ′ ≃ σ⊗λ for some character λ, then ρK is reducible, as σ⊗σ′ will then
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be (sym2(σ)⊗ λ)⊕ ωλ. We will now show that not both σ, σ′ can be dihedral. We
have
End(ρK) ≃ ρK ⊗ ρ∨K ≃ ρK ⊗ (σ ⊗ ω−1)⊗ (σ′ ⊗ ω′−1) ≃ ρ⊗2K ⊗ (ωω′)−1.
Since ρK is irreducible, any linear character occurring in End(ρK) must have mul-
tiplicity one. We claim that if σ and σ′ are both dihedral, then End(ρK) contains
the trivial representation with multiplicity > 1. Indeed suppose σ = IndKM (χ) and
σ′ = IndKN (χ
′), where M,N are quadratic extensions of K, and χ, χ′ characters of
GM , GN respectively. Since ρ
⊗2
K is sym
2(ρK) ⊕ Λ2(ρK), it suffices to prove that
ωω′ occurs twice in sym2(ρK). Note that
sym2(σ) ≃ IndKM (χ2)⊕ ωǫ and sym2(σ′) ≃ IndKM (χ′2)⊕ ω′ǫ′,
where ǫ (resp. ǫ′) is the quadratic character of GK corresponding to M/K (resp.
N/K). Since
(3.7) sym2(σ ⊗ σ′) ≃ sym2(σ)⊗ sym2(σ′)⊕ Λ2(σ)⊗ Λ2(σ′),
we get
sym2(ρK) ≃≃ IndKM (χ2)⊗IndKM (χ′2)⊕IndKM (χ2)⊗ω′ǫ′⊕IndKM (χ′2)⊗ωǫ⊕(ωω′)⊕2,
as asserted. So at least one of σ, σ′ must be non-dihedral. Finally by θ-invariance,
σθ ⊗ (σ′)θ ≃ σ ⊗ σ′,
which evidently implies, by using irreducibility, that we must be in case (I) or (II).
Lemma 3.8 Suppose we are in case (I) of Lemma 3.6. Then there exist characters
χ, χ′ of GK such that σ ⊗ χ and σ′ ⊗ χ′ are both θ-invariant.
Proof of Lemma 3.8. We may assume, after interchanging σ, σ′ if necessary,
that σ′ is non-dihedral. We claim that
(3.9) (ωω′)θ = ωω′.
To begin, note that the θ-invariance of ρK implies the same for its contragredient
and its symmetric and exterior powers. The determinant of ρK is easily seen to be
(ωω′)2, and this shows that
β : = (ωω′)θ/ωω′
has order ≤ 2. Suppose the order is 2. Then the identity (3.7) shows that
β ⊂ Ad(σ)⊗Ad(σ′),
where for any 2-dimensional τ ,
Ad(τ) : = sym2(τ) ⊗ ω−1τ ,
the adjoint representation. The self-duality of Ad(σ), plus the irreducibility of
Ad(σ′), then implies that Ad(σ′) is isomorphic to Ad(σ)⊗ β, which is the same, as
β2 = 1, as Ad(σ ⊗ β). But we have the following
Theorem 3.10 Let τ, τ ′ be irreducible, 2-dimensional representations of GK
with isomorphic adjoint representations. Then there exists a character χ of GK
such that
τ ′ ≃ τ ⊗ χ.
12 Dinakar Ramakrishnan
For a proof see [Ra2]; it is important to note that it holds whether or not τ is
dihedral. This is the Galois version of the so called multiplicity one for SL(2). Its
automorphic version was proved in [Ra1] (see Theorem 4.1.2).
Applying this with τ = σ ⊗ β and τ ′ = σ′, we see that σ′ is a one dimensional
twist of σ, which contradicts the irreducibility of ρK . Hence β must be 1 and the
claim is proved.
Next we claim that
(3.11) (sym2(σ)⊗ ω′)θ ≃ sym2(σ)⊗ ω′ and (sym2(σ′)⊗ ω)θ ≃ sym2(σ′)⊗ω.
Indeed, since σθ is by hypothesis σ ⊗ µ, we have
(3.12) (sym2(σ)⊗ ω′)θ ≃ sym2(σ ⊗ µ)⊗ (ω′)θ ≃ (sym2(σ) ⊗ ω′)⊗ µ2
(
(ω′)θ
ω′
)
.
On the other hand, comparing the determinants of σθ and σ ⊗ µ, we get
(3.13) µ2 =
ωθ
ω
.
The first half of the asserted identity (3.11) now follows by combining (3.9), (3.12)
and (3.13). The proof of the second half is the same.
We will now prove the θ-invariance of σ ⊗ χ for a suitable χ. The case of σ′ is
similar and will be left to the reader.
Note that sym2(σ ⊗ ω′) is of GO(3)-type. Explicitly,
sym2(sym2(σ)⊗ ω′) ≃ (sym4(σ) ⊕ ω2)⊗ ω′2,
and so (ωω′)2 occurs in the symmetric square of sym2(σ) ⊗ ω′. Since ωω′ is θ-
invariant by (3.9), it extends to a character of GF . Moreover, the θ-invariance of
sym2(σ)⊗ ω′ (cf. (3.11)) gives the existence of a 3-dimensional representation η of
GF such that
ResFK(η) ≃ sym2(σ)⊗ ω′.
Since the restriction of the symmetric square of η to GK contains the θ-invariant
character (ωω′)2, there will be a character λ, say, of GF , such that
λ ⊂ sym2(η) and ResFK(λ) = (ωω′)2.
In other words, η is also of GO(3)-type. By Lemma 1.2 and the exact sequence
(1.3), we then get the existence of a 2-dimensional representation τ , and a character
α, of GF such that
η ≃ Ad(τ) ⊗ α.
This yields the isomorphism
Ad(ResFK(τ)) ⊗ ResFK(α) ≃ sym2(σ)⊗ ω′.
Since sym2(σ) is Ad(σ)⊗ ω, we get
Ad(σ) ≃ Ad(ResFK(τ ⊗ ν)),
for a character ν of GF satisfying
ResFK(ν/α) = (ωω
′)−1.
The existence of ν comes from the θ-invariance of ωω′. Applying Theorem 3.10
again, now with τ = σ and τ ′ = ResFK(τ ⊗ ν), we get the existence of a character
χ of GF such that
σ ⊗ χ ≃ ResFK(τ ⊗ ν).
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Done with the proof of Lemma 3.8.
Lemma 3.14 Suppose we are in case (I) of Lemma 3.6. Then the following hold:
(i) If σ, σ′ are both non-dihedral, then there exist irreducible, 2-dimensional rep-
resentations τ, τ ′ of GF such that
(∗) ρ ≃ τ ⊗ τ ′;
(ii) If either σ or σ′ is dihedral, then either (*) holds or there exists a quadratic
extension L/F and a 2-dimensional representation η of GL such that
ρ ≃ IndFL(η).
Proof of Lemma 3.14. Again by the irreducibility of σ ⊗ σ′, we may assume
that σ′ is non-dihedral. By Lemma 3.8, there exist characters χ, χ′of GK such that
σ ⊗ χ and σ′ ⊗ χ′ are θ-invariant. We first claim that
(3.15) ν2 = 1 where ν = (χχ′)θ/χχ′.
Indeed, since we are in case (I), σθ is of the form σ ⊗ µ for some character µ, so
that
σ ≃ (σ ⊗ χ)θ ⊗ χ−1 ≃ σ ⊗ µχθ/χ.
When σ is non-dihedral, we must have µ = χ/χθ, and when σ is dihedral, µχθ/χ
must be trivial or quadratic. So
(µχθ/χ)2 = 1
in either case. Similarly, (µ−1χ′
θ
/χ′)2 is 1. The claimed identity (3.15) is then a
consequence.
This argument in fact shows that if σ is non-dihedral, then ν = 1. So we may
choose a character γ of GF such that
χχ′ = ResFK(γ).
On the other hand, since σ ⊗ χ and σ′ ⊗ χ′ are θ-invariant, there are irreducible
2-dimensional repesentations τ, τ ′ of GF such that
σ ⊗ χ ≃ ResFK(τ) and σ′ ⊗ χ′ ≃ ResFK(τ ′).
Putting all these together we get
ResFK(ρ) ≃ ResFK(τ ⊗ τ ′ ⊗ γ).
Also, τ cannot be a one-dimensional twist of τ ′ as it would make σ ⊗ σ′ reducible.
Then it follows that
ρ ≃ τ ⊗ (τ ′ ⊗ γ′),
where γ′ is either γ or γδ. So we get (i).
So we may assume (for this Lemma) that σ is dihedral and that ν is a non-trivial
quadratic character of GK . The θ-invariance of σ⊗σ′⊗χχ′ then implies that σ⊗σ′
is isomorphic to σ ⊗ σ′ ⊗ ν. Consequently,
ν ⊂ (σ∨ ⊗ σ)⊗ (σ′∨ ⊗ σ′) ≃ Ad(σ) ⊗Ad(σ′)⊕Ad(σ) ⊕Ad(σ′)⊕ 1.
Recall that for any irreducible 2-dimensional representation τ , Ad(τ) is reducible
iff τ is dihedral. Since σ′ (resp. σ) is non-dhedral (resp. dihedral), we see that
Ad(σ)⊗Ad(σ′) and Ad(σ′) have no one-dimensional summands. So we must have
ν ⊂ Ad(σ).
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This implies that σ ⊗ ν ≃ σ, i.e., that σ is induced by a character of GM , if M
denotes the quadratic extension of K cut out by ν. On the other hand, since θ2 = 1
and ν2 = 1,
νθ =
(
(χχ′)θ
χχ′
)
= ν−1 = ν.
So ν is the restriction to K of a character ν0, say, of GF . Denote by M0 the
quadratic extension of F cut out by ν0. Then M is a biquadratic extension of F
containing K and M0. Note that
ResFK(ρ) ≃ IndKM (χ)⊗ σ′ ≃ IndKM (χ⊗ ResKM (σ′)).
Thus
IndFM (χ⊗ ResKM (σ′)) ≃ ρ ⊕ ρ⊗ δ.
The left hand side is isomorphic to IndFM0(Ind
M0
M (χ⊗ResKM (σ′))), which is invariant
under twisting by ν0. Thus
ρ ⊕ ρ⊗ δ ≃ ρ⊗ ν0 ⊕ ρ⊗ δν0.
Since ρ is irreducible, we must have
ρ ≃ ρ⊗ β, where β ∈ {ν0, ν0δ}.
Denote by L the quadratic extension of F cut out by β. (It must be either of the
quadratic extensions which are contained in M and different from K.) Then there
exists an irreducible 2-dimensional rpesentation η of GL such that
ρ ≃ IndFL(η),
giving (ii). Lemma 3.14 is now proved.
Proof of Theorem A′ modulo Theorem D (contd.):
Since (i), (ii) of Lemma 3.14 coincide with (i), (ii) (respectively) of Theorem
A′, we may asume from here on that we are in case (II) (of Lemma 3.6), with σ′
non-dihedral. But as σθ ≃ σ′ ⊗ µ for a character µ, σ is dihedral iff σ′ is. Indeed,
if σ were dihedral, it wold admit a self-twist by a quadratic character ν 6= 1 and
this would consequently force σ′ to admit self-twist by νθ. So neither σ nor σ′ is
dihedral. We have
σ ≃ (σθ)θ ≃ (σ′)θ ⊗ µθ ≃ σ ⊗ (µθ/µ).
Since σ is not dihedral, it does not admit any non-trivial self-twist by a character,
and so we must have µ = µθ. So there exists a character ν of GF such that µ is the
restriction νK of ν to GK . Thus we get (from (3.4),
(ρ⊗ ν)K ≃ σ ⊗ (σ′ ⊗ µ) ≃ σ ⊗ σθ.
It suffices to show that some character twist of ρ is modular. So we may, after
replacing ρ by its twist by ν−1, that
(3.16) ρK ≃ σ ⊗ σθ.
If δ denotes the quadratic character of GF corresponding to K/F , then ρ and ρ⊗ δ
are the only representations for which (3.16) holds.
It is easy to see that the induction (to GF ) of the exterior square of σ, i.e.,
det(σ), is a summand of the exterior square of the induction of σ. Thanks to
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semisimplicity, we may then define the Asai representation of σ, denoted As(σ), by
the decomposition
(3.17) Λ2(IndFK(σ)) ≃ As(σ) ⊕ IndFK(det(σ)).
Lemma 3.18 ρ is isomorphic to As(σ) or As(σ) ⊗ δ.
Proof of Lemma. Let β denote the tensor square representation of IndFK(σ), so
that
β = Λ2(IndFK(σ)) ⊕ sym2(IndFK(σ)).
We can also write
(3.19) β ≃ IndFK(σ ⊗ ResFK(IndFK(σ))),
which implies that
(3.20) β ≃ β ⊗ δ.
So As(σ) ⊗ δ must also occur in β.
On the other hand, since the restriction to GK of Ind
F
K(σ) is σ⊕σθ, we get from
(3.19),
(3.21) β ≃ IndFK(sym2(σ)⊕ Λ2(σ) ⊕ (σ ⊗ σθ)).
Since ρK is (by (3.16)) isomorphic to σ ⊗ σθ, it must occur in the induction of the
latter to GF ; ditto for the twist of ρ by δ. Hence, by the additivity of induction,
the representation on the right of (3.21) is forced to be
IndFK(sym
2(σ)) ⊕ IndFK(Λ2(σ)) ⊕ ρ⊕ (ρ⊗ δ).
The lemma now follows in view of (3.17).
So we may, after possibly replacing ρ by ρ⊗ δ, assume that
(3.22) ρ ≃ As(σ),
for an irreducible 2-dimensional, continuous C-representation σ of GK with solvable
image.
For any cuspidal automorphic representation π of GL(2,AK), one may associate
the following Asai L-function:
(3.23) L(s, π, r) =
∏
v
L(s, As(σw(π))),
where v runs over the set ΣF of all the places of F , and for each v ∈ ΣF , w denotes
a place of K above v and As(σw(π)) denotes the Asai representation associated
to σw(π). Note that the definition of As(σw(π)) is independent of the choice of w
above v. When v splits in K, Kv = Kw ×Kθw, and As(σv(η)) simply means the
tensor product σw(η)⊗ σθw(η).
The L-function on the left of (3.23) looks like a Langlands L-function, and we
need to explain why we are justified in adopting such a notation. For this recall
that the L-group of the restriction of scalars of GL(2)/K to F is the semidirect
product
(3.24) L(RK/FGL(2)/K) = (GL(2,C)×GL(2,C))×Gal(K/F ),
where θ acts by interchanging the two factors. One defines a representation
(3.25) r : L(RK/FGL(2)/K) → GL(C2 ⊗ C2) ≃ GL(4,C)
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by setting, for all x, y in C2,
r(g, g′; 1)(x⊗ y) = g(x)⊗ g(y)
and
r(1, 1; θ)(x ⊗ y) = y ⊗ x.
At any finite place w ofK where π is unramified, there is a diagonal matrix [αw, βw]
in GL(2,C) such that
(3.26) L(s, πw) =
1
(1− αwq−sw )(1 − βwq−sw )
,
where qw is the norm of w. If v is any finite place of F which is unramified for
(K/F, π), i.e., if v is unramified in K and if π is unramified at any place w of K
above v, then one may associate, as in [HLR], a (Langlands) conjugacy class Av(π)
in L(RK/FGL(2)/K). When composed with r, one gets
(3.27) r(Av(π)) = [αwαθw, αwβθw, βwαθw, βwαθw]
if v splits into (w, θw) in K, and
r(Av(π)) =


αv 0 0 0
0 0 αv 0
0 βv 0 0
0 0 0 βv


if v remains prime. Since L(s, πw) is L(s, σw(π)), we get easily the identity
(3.28) L(s, Asv(σ(π))) = L(s, r(Av(π)))
at any finite place v unramified for (K/F, π). This shows the appropriateness of
the notation of (3.23). It is also important because the automorphic results we will
need later will use the Langlands formalism.
If we admit Theorem D, we then have a unique isobaric automorphic represen-
tation Π of GL(4,AF ) such that
L(s,Π) = L(s, π, r).
In view of the discussion above, it is clear that
(3.29) L(s,Πv) = L(s, ρv)
at almost all places v. By a standard argument comparing the functional equations
of L(s,Π) and L(s, ρ), we also get such an equality of L-factors at every place v.
Since ρK is by construction associated to π ⊠ (π ◦ θ), we get the identity
(3.30) L(s,ΠK) = L(s, π ⊠ (π ◦ θ)).
Since ρK ≃ (σ⊗ (σθ) is irreducible, the main result of [Ra1] implies that π⊠ (π ◦ θ)
is cuspidal. Since Π base changes to a cuspidal representation, it must itself be
cuspidal by [AC].
This finishes the proof of Theorem A′, and hence Theorem A, modulo Theorem
D.
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4. Reduction to weak lifting, and the cuspidality criterion
We will begin the proof of Theorem D in this section and finish in section 6.
Fix K/F quadratic with non-trivial automorphism θ as above, and an arbitrary
cuspidal automorphic representation π of GL(2,AK). We have to show that there
exists an isobaric automorphic representation Π of GL(4,AF ) such that
L(s,Π) = L(s, π; r).
Suppose χ is an idele class character of K with restriction χ0 to F . Recall that
χ0 corresonds to the transfer from K to F of the character of the Weil group WK
associated to χ by class field theory. (By abuse of notation we will use the same
letter to signify the characters of A∗K/K
∗ and WK .) At any place v of F with
divisor w in K, we then get, from the definition of the Asai representation,
As(σ(πw ⊗ χw)) ≃ As(σ(πw))⊗ χ0,v.
Consequently,
(4.0) L(s, π ⊗ χ; r) = L(s, π; r ⊗ χ0).
One knows, cf. [HLR], that L(s, π; r) admits a meromorphic continuation to the
whole s-plane and satisfies a standard functional equation.
Proposition 4.1 Let π be a cuspidal automorphic representation of GL(2,AK).
Suppose we have constructed a weak Asai lifting, i.e., an isobaric automorphic
representation Π of GL(4,AF ) satisfying the following identity at almost all places
v of F :
(Lv) L(s,Πv) = L(s, πw; r),
where w is any place of K above v. Then we have (Lv) and (εv) at all the finite
places v, and (L∞) as well. In addition, the cuspidality criterion of Theorem D
holds.
Proof. Let S be the (finite) set of places of F outside which (Lv) holds. Note
first that the central character Ω of Π is simply the restriction ω0 to F of the
central character ω of π. Indeed at any v, ω0 corresponds to the transfer of the
Galois character attached to ω, which also gives the determinant of As(σw(π)), with
w being a place ofK above v. Since by definition, L(s, πw; r) equals L(s, As(σw(π)),
it follows that the idele class characters Ω and ω0 agree outside S, and hence agree
everywhere by a classical result of Hecke.
Now some notations. If f(s), g(s) are two meromorphic functions of s such
that their quotient is invertible, we will write f(s) ≡ g(s). At any place v, given a
character ν of F ∗v , we can write it as ν0|.|z, for a unitary character ν0 and a complex
number z. The real part of z is uniquely defined; we will call it the exponent of ν,
and denote it e(ν).
Choose a finite order character µ of CF with µ∞ = 1 (which means that µ is
totally even) such that µv is sufficiently ramified at every finite place u in S so as to
make the L-factors at u of Πµu, (π, r ⊗ µu), and their contragredients, all equal 1.
This is evident for L(s, π; r⊗µ) as its local factors are defined here to coincide with
the corresponding Galois factors, and it is possible for L(s,Π ⊗ µ) by the results
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of [JPSS1]. Comparing the global functional equations of both L-functions, and
noting that twisting by µ does not change anything at infinity, we get
(4.2)
∏
v|∞
L(s,Πv)L(1− s, π∨w; r)) ≡
∏
v|∞
L(1− s,Π∨v )L(s, πw; r).
For any place v, archimedean or otherwise, for any n ≥ 1, and for any cuspidal
automorphic representation η of GL(n,AF ), it is known that L(s, ηv) is holomor-
phic in ℜ(s) > 12 − t, for some t = t(η, v) > 0 (see [BaR], Prop. 2.1, part B).
Consequently, L(s,Πv) has no pole in common with L(1− s,Π∨v ).
Thus the poles of L(s,Π∞) are contained in those of L(s, π∞; r). For the converse
direction, we appeal to the factorization formula
(4.3) L(s, π × (π ◦ θ)) = L(s, π; r)L(s, π; r ⊗ δ),
where δ is the quadratic character of F associated to K/F . This formula is evident
from the definition (3.23). Since the local factors are never zero at any place v, the
v-factor of L(s, π; r) can have a pole somewhere only if the v-factor of L(s, π×(π◦θ))
also does. On the other hand, by Theorem M of [Ra1], there is a unique isobaric
automorphic representation π ⊠ (π ◦ θ) of GL(4,AF ) whose standard L-function
coincides with L(s, π × π′). So, applying [BaR], Proposition 2.1, again, we see
that L(s, πv; r) is holomorphic in ℜ(s) > 12 − t, for some t > 0. Hence the poles of
L(s, π∞; r) are distinct from those of L(1−s;π∨∞; r), and so must coincide with those
of L(s,Π∞). Let us use the customary notation ΓR(s) = π
−s/2Γ( s2 ) and ΓC(s) =
2(2π)−sΓ(s). Using the duplication formula expressing ΓC(s) as ΓR(s)ΓR(s + 1),
and appealing to the fact that L(s,Π∞) is a standard L-factor of GL(4, F∞) and
that L(s, π∞; r) is (by definition) a Galois L-factor, we may write
L(s,Π∞) =
n∏
j=1
ΓR(
s+ aj
2
) and L(s, π∞; r) =
n∏
j=1
ΓR(
s+ bj
2
),
for some complex numbers aj , bj , 1 ≤ j ≤ n = 4[F : Q]. (The fact that n is 4 times
[F : Q] will play no role.) We may renumber the aj and bj and assume that there
exists an integer m, with 0 ≤ m ≤ n, such that aj = bj for all j > m and the sets
{aj|j ≤ m} and {bj |j ≤ m} are totally disjoint. We have nothing to prove if m = 0,
so assume that m is positive. Now we appeal to the following
Baby Lemma Letm > 0 be an integer and let {aj |j ≤ m}, {bj|j ≤ m} be subsets
of C with empty intersection. Then the polar divisors of L1(s) :=
∏n
j=1 ΓR(
s+aj
2 )
and L2(s) :=
∏n
j=1 ΓR(
s+bj
2 ) cannot be the same.
Proof of Baby Lemma. Clearly the support of the polar divisor of ΓR(
s+c
2 ) is,
for any c ∈ C, the set {−c − 2k|k ∈ Z, k ≥ 0}. Suppose the poles of L1(s) and
L2(s) coincide. Then −a1 must be a pole of some ΓR( s+bj2 ). After renumbering
the bj, we may then assume that a1 = b1+2k1 for some positive integer k1. (Since
a1 6= b1, k1 cannot be 0.) Now −b1 will need to be a pole of some ΓR( s+aj2 ), and
j must be ≥ 2. After renumbering the aj we may assume that b1 = a2 + 2ℓ1 for
some ℓ1 > 0. We may continue thus and write, after suitable renumberings of the
aj and the bj , a2 = b2 + 2k2, b2 = a3 + 2ℓ2, and so on. This leads to the string of
inequalities a1 < b1 < a2 < b2 < a3 · · · < am < bm. Then −bm is a pole of L2(s)
and it is not a pole of L1(s).
The identity (L∞) now folows.
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Next fix a finite place v in S. Now choose a character µ which is unramified at
v, but is highly ramified at every u in S−{v}. Comparing the functional equations
and arguing excatly as in the archimedean case, we get the desired identity (Lv).
Next we prove the identity of epsilon factors. Fix any v in S and note that by
[JPSS2], for µu sufficiently ramified at u ∈ S − {v}, the epsilon factor of Πu ⊗ µu
depends only on µu and ω0,u, and the dependence is simple. Similarly, by [DeH],
the epsilon factor at u of (π, r ⊗ µ) has the same dependence on µu and ω0,u; the
reason we can apply [DeH] is that we have defined the local factors of (π, r⊗ µ) as
those associated to the corresponding representations of the local Weil groups. The
analogous statements hold for the contragredients, and this results in the identity
(εv) as we already know that the L-factors agree. This finishes the proof of the
first part of Proposition 4.1.
It is left to prove the cuspidality criterion.
Note that (4.3) implies the identity
(4.4) L(s, π × (π ◦ θ)) = L(s,ΠK),
where ΠK denotes the base change of the isobaric representation Π to K. This
forces, by the existence and uniqueness of π⊠ (π ◦ θ) (cf. Theorem M of [Ra1]), we
see that
(4.5) ΠK ≃ π ⊠ (π ◦ θ).
First suppose Π is cuspidal. If ΠK is not cuspidal, then by the theory of base
change ([AC]), Π must be automorphically induced from a cuspidal automorphic
representation η of GL(2,AK); write Π = I
F
K(η). Then we must have
(4.6) ΠK = η ⊞ (η ◦ θ).
The idea now is to compute the exterior square L-function of ΠK in two different
ways. We refer to [JS] and [BF] for the relevant facts about these degree 6 L-
functions. On the one hand, (4.6) gives
(4.7) LS(s,ΠK ,Λ
2) = LS(s, η × (η ◦ θ))LS(s, ωη)LS(s, ωθη),
where ω (resp. ωθη) is the central character of η (resp. η◦θ). This can be seen easily
at the unramified places w. Indeed, the above identity is induced by the following:
Λ2(σw(η)⊗ σw(η ◦ θ)) ≃ σw(η)⊗ σw(η ◦ θ) ⊕ det(σw(η)) ⊕ det(σw(η ◦ θ)),
which is easy to verify. Consequently, LS(s,ΠK ,Λ
2) is divisible by two abelian
L-functions, namely LS(s, ωη) and L
S(s, ωθη). On the other hand, we also have the
identity
Λ2(σw(π)⊗σw(π◦θ)) ≃ det(σw(π))⊗sym2(σw(π◦θ)⊕ sym2(σw(π))⊗det(σw(π◦θ)),
implying the following equality of L-functions:
(4.8) LS(s,ΠK ,Λ
2) = LS(s, sym2(π)⊗ ω)LS(s, sym2(π′)⊗ (ω ◦ θ)).
Suppose π is non-dihedral. Then it is known (cf. [GeJ]) that sym2(π) is
cuspidal; so is sym2(π ◦ θ). Consequently, thanks to (4.8), LS(s,ΠK ,Λ2) cannot be
divisible by an abelian L-function, leading to a contradiction, and so ΠK = π⊠(π◦θ)
must be cuspidal for non-dihedral π. In this case, if π ◦ θ were isomorphic to π⊗χ
for a character χ, then L(s,ΠK⊗(χω)−1) would have a pole at s = 1, contradicting
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the cuspidality of ΠK . So the cuspidality of Π implies, when π is non-dihedral, that
π ◦ θ cannot be a character twist of π, as asserted in Theorem D.
Conversely, suppose that π is non-diheedral and not equivalent to any character
twist of π ◦ θ. Then by the cuspidality criterion in Theorem M of [Ra1], we know
that π⊠ (π ◦ θ) is a cuspidal automorphic representation of GL(4,AK). But this is
just ΠK by (4.5). Hence Π base changes to a something cuspidal over K, and hence
must be cusspidal itself (cf. [AC]). So the cuspidality criterion of Proposition 4.1 is
now proven in the non-dihedral case.
Now let π be dihedral, so that π is an automorphically induced representation
IKM (χ) for an idele class character χ of a quadratic extension M of K. Denote the
corresponding 2-dimenssional representation of the Weil groupWK by σ =Ind
K
M (χ).
Since π is cuspidal, σ s irreducible. In this (dihedral) case there is a 4-dimensional
global Asai representation As(σ), of WF such that for any character ν of F , we
have
(4.9) L(s, π; r) = L(s, As(σ)),
and by the Tchebotarev density theorem,
(4.10) As(σ)|WK ≃ σ ⊗ σθ.
Lemma 4.11 Let π be dihedral with associated representation σ =IndKM (µ) of WK ,
where M/K is quadratic and µ a character of WM . Then Π is cuspidal iff As(σ) is
irreducible.
Proof. Suppose As(σ) is reducible. It is known that the C-representations ofWF
are completely reducible. So we may write As(σ) = ⊕jnjηj with eachh nj ≥ 1 and
ηj a proper irreducible summand of As(σ), with ηi, ηj inequivalent if i 6= j. Then
it is elementary to see that
(4.12) dimCHomWF (1, As(σ)⊗As(σ)∨) =
∑
j
n2j .
On the other hand, since As(σ) is a C-representation of WF , we may use Brauer’s
theorem ([De]) and get a virtual sum decomposition
As(σ) ⊗As(σ)∨ ≃ ⊕ri=1miIndFLi(λi),
where mi is, for each i ≤ r, an integer, Li a finite extension of F , and λi a character
of WLi . By the inductivity and additivity of L-functions, we see that
L(s, As(σ)⊗As(σ)∨) =
r∏
i=1
L(s, λi)
mi .
Moreover one knows by Hecke that L(s, λi) is invertible at s = 1 unless λi is the
trivial character, in which case it has a pole of order 1. From this one gets
(4.13) −ords=1L(s, As(σ)⊗As(σ)∨) = dimCHomWF (1, As(σ)⊗As(σ)∨)
Combining (4.12) and (4.13) we see that L(s,Π × Π∨) has a pole of order > 2 at
s = 1, which can only happen if Π is non-cuspidal ([JS]). The converse assertion
holds by reversing the argument.
Proof of the cuspidality criterion (contd.):
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Fix an extension of θ to the Galois closure M˜ of M over F , and denote it again
by θ. Denote by α the non-trivial automorphism of M/K, and by ǫ the quadratic
character of WK corresponding to M/K. Then ǫ
θ is the quadratic character of WF
corresponding to Mθ 6=M . Note that
(4.14) σθ ≃ IndKMθ (χθ),
where χθ is the character of WMθ defined by transporting χ via θ.
We have to show now that As(σ) is irreducible iff M/F is non-Galois and the
representation
(4.15) τ := ResKM (σ
θ)⊗ χ
of WM does not extend to WF .
Suppose M/F is Galois. We have by Mackey and the definition of As(σ),
(4.16) ResFK(As(σ)) ≃ σ ⊗ σθ ≃ IndKM (χχθ)⊕ IndKM (χχθα).
The first summand on the right is evidently θ-invariant, and so extends to a 2-
dimensional representation of WF occurring in As(σ). Hence As(σ) is reducible in
this case.
So we may assume from here on that M/F is non-Galois. We have by the
definition of τ ,
(4.17) σ ⊗ σθ ≃ IndKM (τ).
Restricting to WM we get
(4.18) ResFM (As(σ)) ≃ ResKM (σ ⊗ σθ) ≃ ResKM (IndKM (τ)) ≃ τ ⊕ τα.
First suppose that τ extends to F . Already the fact that it extends to a repre-
sentation τK , say, of WK implies that σ ⊗ σθ is reducible. More precisely,
(4.19) σ ⊗ σθ ≃ τK ⊕ (τK ⊗ ǫ).
Now the existence of an extension of τ all the way to F says that τK extends to a
WF -summand of dimension 2 in As(σ). Hence As(σ) is reducible.
Now we will assume that As(σ) is reducible, and prove the more subtle converse.
Then σ ⊗ σθ is reducible, and by (4.17), either τ is reducible or τ extends to K.
First consider when τ is irreducible, but extends to a representation τK of WK .
Then (4.19) will hold, and moreover, the θ-invariance of σ ⊗ σθ implies one of the
following:
(4.20)
(i) τK is θ-invariant, i.e., τ extends to F ;
(ii) (τK)θ ≃ τK ⊗ ǫ.
Suppose (ii) happens without (i). Then
(τK)θ ≃ τK ⊗ ǫ
and this implies by combining (4.17) and (4.19), that As(σ) is irreducible, a con-
tradiction! So (i) must hold and we are done if τ is irreducible.
It is left to consider when τ is reducible. For this case we need the following
Lemma 4.21 Let τ be reducible, with M/F non-Galois. Then there exists a
character µ of WM such that
(a) σθ ≃ IndKM (µ);
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(b) τ ≃ (µ⊕ µα)⊗ χ;
(c) ResFK(As(σ)) ≃ IndKM (µχ)⊕ IndKM (µαχ); and
(d) We have
χ/χα = µ/µα = ǫθM .
Proof of Lemma.
(a) τ is reducible iff ResKM (σ
θ) is reducible, which happens, thanks to the
irreducibility of σθ, iff σθ is IndKM (µ) for some character µ of WM .
(b) By Mackey, ResKM (Ind
K
M (µ)) ≃ µ ⊕ µα. So by the definition (4.14), τ ≃
(µ⊕ µα)⊗ χ.
(c) In view of (4.17), this part follows from (b).
(d) Since M/F is non-Galois, the restriction ǫθM of ǫ
θ to WM is non-trivial. And
as σθ is induced fromMθ, we have σθ is isomorphic to σθ⊗ǫθ. Then (4.14) gives the
isomorphism τ ≃ τ⊗ǫθM . Using (b), we get µχ⊕µαχ ≃ µχǫθM⊕µαχǫθM . This forces
the desired equality µα/µ = ǫθM , which shows in particular that µ
α/µ extends to K.
On the other hand, since σθ is induced from M , it follows that σ is induced from
Mθ, and so we must have σ ⊗ ǫθ ≃ σ. In other words, IndKM (χǫθM ) ≃ IndKM (χ).
Restricting to M , we get the isomorphism χǫθM ⊕ χαǫθM ≃ χ ⊕ χα, which gives
χα/χ = ǫθM . Done.
End of proof of the cuspidality criterion:
Using part (d) of the Lemma above, we see that
(µχ)α = (µα/µ)(χα/χ)µχ = (ǫθM )
2µχ = µχ.
Hence µχ extends to a character ν, unique up to multiplication by ǫ, of WK , and
consequently, IndKM (µχ) = ν⊕νǫ. Then µαχ = ǫθMµχ can be extended to K, either
as ǫθν or as ǫǫθν. In any case, part (c) of the Lemma gives
ResFK(As(σ)) ≃ ν ⊕ νǫ ⊕ νǫθ ⊕ νǫǫθ.
Since ResFK(As(σ)) is θ-invariant, we need
νθ ∈ {ν, νǫ, νǫθ, νǫǫθ}.
Clearly νθ cannot be νǫ or νǫθ as it will contradict the identity (νθ)θ = ν. So
νθ must be ν or νǫǫθ. In either case, take the extension νǫǫθ of µαχ, so that the
representation
τK := ν ⊕ νǫǫθ
of WK extends τ and more importantly, extends to a representation of WF , as we
needed to show.
5. Distinguished representations
LetK/F be a quadratic extension of number fields with Gal(K/F ) = {1, θ}. The
object of this section is to establish Theorem D for the nice subclass of distinguished
cusp forms π ([HLR]) on GL(2)/K. It is necessary to treat this case separately
as certain twists of the Asai L-function of π will, in such a case, admit poles,
complicating the argument using the converse theorem, which we will utilize for π
of general type in the next section.
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We will use the following notation. If χ is an idele class character of K, we will
write χ0 for its restriction to F . (This corrsponds to taking the transfer of the
associated Galois character.) Moreover, if µ is a character of F , then we will write
µ′ to signify any character of K such that µ = µ′0. If µ
′
1 is another extension of µ,
then there exists a character ν of K such that
(5.1) µ′1 = µ
′(ν/(ν ◦ θ)).
This is because any character ofK whose restriction to F is trivial lies in Ker(θ−1).
Let π be a cuspidal automorphic representation of GL(2,AK) with space Vpi. If
µ is a unitary character of F , then π is said to be µ-distinguished ([HLR]) iff the
following µ-period integral is non-zero for some function f in Vpi:
(5.2) Pµ(f) : =
∫
H(F )ZH (F∞)+\H(AF )
µ(det(h))f(h)dh,
where H denotes GL(2)/F with center ZH , and dh is the quotient measure induced
by the Haar measure on H(AF ). It may be useful to note for the uninitiated that
when F = Q,K real quadratic, and f ∈ π a holomorphic newform of weight (2, 2),
Pµ(f) is the µ-twisted integral of the (1, 1) differential form (2πi)2f(z1, z2)dz1∧dz2
on the associated Hilbert modular surface over (the homology class of) the modular
curve; so one is justified in calling this a period integral.
A basic result of [HLR], section 2, asserts that, once we have fixed an extension µ′
of µ, the necessary and sufficient condition for π to be µ-distinguished is that there
exists a cuspidal automorphic representation π0 of H(AF ) with central character
νδ such that
(5.3) π0,K ≃ π ⊗ ν′µ′,
for a suitable extension ν′ of ν.
Fix such a µ-distinguished π with (π0, ν) as above. Since π⊠(π◦θ) is θ-invariant,
it descends (by [AC]) to an isobaric automorphic representation of GL(4,AF ). We
can give an explicit candidate for this descent by setting
(5.4) Π := sym2(π0)⊗ δ(µν)−1 ⊞ δµ−1.
That the base change ΠK is π ⊠ (π ◦ θ) is easily deduced from (5.3). There are at
least four possible descents, namely by leaving in or removing the character δ at
the places where it appears in (5.4), and this is why we needed to make a specific
choice. Note also that the automorphic induction of π to F satisfies
(5.5) IFK(π) ≃ π0 ⊠ IFK((µ′ν′)−1).
It suffices, by Proposition 4.1, to prove that the local factors of L(s,Π) and
L(s, π; r) agree almost everywhere. Let v be a finite place where π and K/F are
unramified. If v splits in K, the desired identity is immediate. So assume v is
inert, and denote the unique place of K above it by w. Recall that the exterior
square of a tensor product V ⊗ W is the direct sum of sym2(V ) ⊗ Λ2(W ) and
sym2(W )⊗ Λ2(V ). Using this conjunction with (5.5), and by the compatibility of
local and global automorphic induction, we have
(5.6)
Λ2(σv(I
F
K((π))) ≃ sym2(σv(π0))⊗ δv(µvνv)−1 ⊕ sym2(IndFvKw((µ′wν′w)−1))⊗ νvδv.
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We also have
(5.7) sym2(IndFvKw((µ
′
wν
′
w)
−1)) ≃ IndFvKw((µ′wν′w)−2)⊕ (µvνv)−1.
Combining these two identities with the fact that the induced module on the right
of (5.7) is simply the induction of the determinant of σw(π), we get, from the
definition of the Asai representation
(5.8) Asv(σ(π)) ≃ sym2(σv(π0))⊗ δv(µvνv)−1 ⊕ δvµ−1v .
Its L-factor, in view of (5.4), coincides with that of σv(Π). Done.
6. Twisted Asai L-functions
Let K/F be a quadratic extension of number fields, and let π be a cuspidal
automorphic representation of GL(2,AK) of central character ω = ωpi.
Letm ∈ {1, 2}. Then for any cuspidal automorphic representation η of GL(m,AF ),
one may define the η-twisted Asai L-function of π by setting
(6.1) L(s, π; r ⊗ η) =
∏
v
L(s, As(σ(πw))⊗ σv(η)),
where for each v we have chosen a place w of K above it. This L-function converges
normally in a right half plane and defines an invertible holomorphic function there.
Of course, whenm = 1, η is simply an idele class character of F with contragredient
η∨ = η−1.
For any idele class character χ of K with restriction χ0 to F , we get
(6.2) L(s, π ⊗ χ; r ⊗ η) = L(s, π; r ⊗ (η ⊗ χ0)).
It also follows from the definition that
(6.3) L(s, π ⊠ (π ◦ θ)⊗ ηK) = L(s, π; r ⊗ η)L(s, π; r ⊗ (η ⊗ δ)),
where again δ denotes the quadratic character of F defined by K/F .
The object of this section is to establish, under some loal hypotheses, the needed
analytic properties of these η-twisted Asai L-functions. We need the following
Proposition 6.4 Let F be a totally imaginary number field, K/F a quadratic
extension with associated character δ of WF and non-trivial automorphism θ of
K/F . Let S be a non-empty finite set of finite places of F which split in K, and
π a non-distinguished, cuspidal automorphic representation of GL(2,AK), which is
unramified at any finite place not above S. Assume moreover that the square of the
central character ωpi is ramified at some place in S. Let η be a cuspidal automorphic
representation of GL(m,AF ), m = 1, 2, which is unramified at any finite place in
S. Then we have the following:
(MC) L(s, π; r ⊗ η) admits a meromorphic continuation to the whole s-plane;
(FE) There is a functional equation
L(1− s, π∨; r ⊗ η∨) = ε(s, π; r ⊗ η)L(s, π; r ⊗ η);
(E) L(s, π; r ⊗ η) is entire; and
(BV) L(s, π; r ⊗ η) is bounded in vertical strips of finite width.
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Remark 6.5:
(a) When we say that π is non-distinguished, we mean that it is not µ-
distinguished for any character µ of F ; so being distinguished (or not) is a property
shared by all the character twists.
(b) We will get this without any hypotheses in the next section after completing
the proof of Theorem D.
Proof. L˙et π, η be as in the Proposition. Let φ = φ1 ⊗ φ2, with φ1, resp. φ2, lying
in the space of π, resp. η. Denote by ω the restriction of ωpi to F times the central
character ωη of η.
(FE) and (MC): There is a closely related L-function of the pair (π, η), which
we will denote by L1(s, π; r ⊗ η), given by an integral representation. For m = 1,
this was done in the work of Harder, Langlands and Rapoport ([HLR]), generalizing
the earlier construction of Asai for holomorphic Hilbert modular forms. For m = 2,
which is the more difficult case, this was done in the work of Piatetski-Shapiro and
Rallis ([PS-R]). (Their work was motivated by the earlier work of P. Garrett on the
triple product L-function attached to triples of cusp forms on GL(2), and there is
a formal similarity between such L-functions and GL(2)-twisted Asai L-functions.)
In either case L1(s, π; r ⊗ η) is defined to be the gcd of a family of global integrals
(6.6) 〈E(fs), ϕ〉H :=
∫
C(AF )H(F )\H(AF )
E(h, fs)ϕ(h)ω
−1(det(h))dh.
Here H is the reductive group GL(2)/F , resp. RK/F (GL(2)/K)×GL(2)/F , when
m = 1, resp. m = 2, with center C, and E(fs) an Eisenstein series on H(AF ), resp.
GSp(6,AF ) associated to a good section in a representation induced from the Borel
subgroup. We refer to the papers [HLR] and [PS-R] for details.
It is known that L1(s, π; r ⊗ η) satisfies (FE) and (MC), and also that if T is a
finite set of places containing the archimedean ones and the places where π or η is
ramified,
(6.7) LT (s, π; r ⊗ η) = LT1 (s, π; r ⊗ η).
So we will be done (for (FE) and (MC)) if we show the following
Lemma 6.8 Let F, π, η be as in Proposition 6.4. Then the local factors of
L(s, π; r ⊗ η) and L1(s, π; r ⊗ η) agree at all the places.
Proof of Lemma. Let v be any place of F which splits in K, say as w, θv, and
Fv = Kw = Kθw. Then the v-factor of L(s, π; r⊗ η), resp. L1(s, π; r⊗ η), is simply
the triple product factor L(s, πw × πθw × ηv). Similarly for the ε-factors. But it
was shown in [Ra1], section 4.4, that
(6.9)
L(s, πw×πθw×ηv) = L(s, πw×πθw×ηv) and ε(s, πw×πθw×ηv) = ε(s, πw×πθw×ηv).
So we get the assertion at any such v.
Note that any archimedean v splits in K due to our hypothesis that F is totally
imaginary. Moreover, any v in S splits in K by hypothesis, and π is unramified at
places not above S.
So we need only prove the assertion at any finite place v such that (i) there is
a unique place w of K above v, (ii) ηv is ramified, and (iii) πw is unramified.
Denote by λ(πw), resp. λ(ηv), the (non-negative) index of non-temperedness of πw,
resp. ηv, as in [Ik1]; it is 0 if the representation is tempered and equals t > 0 if it is
a complementary series representation defined by the characters ν|.|t, ν|.|−t with ν
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unitary. One knows that this index is always less than 1/4 ([GeJ]). (By the recent
results of Kim and Shahidi one knows even that it is less than 1/6, but we do not
need this.) Put
(6.10) λ(πw , ηv) = 2λ(πw) + λ(ηv).
Suppose ηv is non-tempered. Then ηv is the twist by a unitary character of an
unramified representation, and the truth of the assertion follows from [PS-R], since
πw is also unramified.
So we may assume that ηv is tempered, so that
(6.11) λ(ηv) = 0 and λ(πw , ηv) < 1/2.
When η is a subquotient of the principal series representation, the assertion then
follows, because of (6.11), from Lemma 2.2 of [Ik2].
It remains to consider when ηv is supercuspidal. Put
(6.12) γ(s, πw; r ⊗ ηv) = ε(s, πw; r ⊗ ηv)L(1− s, π
∨
w; r ⊗ η∨v )
L(s, πw; r ⊗ ηv) .
Similarly define γ1(s, πw; r ⊗ ηv). Since πw is in the principal series, by applying
Prop.5.1 of [Ik1], we get
(6.13) γ(s, πw; r ⊗ ηv) = γ1(s, πw; r ⊗ ηv).
Thanks to (6.11), L1(s, πw; r ⊗ ηv), resp. L(s, πw; r ⊗ ηv), has no pole in common
with L1(1 − s, π∨w; r ⊗ η∨v ), resp. L(1 − s, π∨w; r ⊗ η∨v ). (In fact, since σ(ηv) is
irreducible, it can be shown that L(s, πw; r ⊗ ηv) = 1.) Since the ε-factors are
invertible, we get the desired equality of L and ε-factors.
(E): Let m = 1, and suppose L(s, π; r⊗η) has a pole for an idele class character
µ of F . Then, up to replacing π by π ⊗ |.|s0 for some s0, we may assume the pole
to be at s = 1. Let S be the finite set of places containing the archimedean and
ramified places for π. Since the local factors have no zeros, the incomplete L-
function LS(s, π; r⊗ η) also has a pole at s = 1. It is known that the pole must be
simple. Moreover, by Asai’s integral representation ([HLR]), the residue at s = 1 of
this incomplete L-function is a non-zero multiple of the η-period Pη(f) (see (5.2)).
This means π is distinguished, which is ruled out by our hypothesis. Done.
So let m = 2. Suppose L(s, π; r ⊗ η) has a pole. By Lemma 6.8, we may
work with L1(s, π; r ⊗ η). Again, after replacing π by π ⊗ |.|s0 for suitable s0,
we may assume that the pole is at s = 1. Let Ω denote the central character of
π ⊗ η, viewed as a cuspidal automorphic representation of H(AF ). (Recall that
H = (RK/FGL(2)/K) × GL(2)/F .) By a result of Ikeda (cf. Proposition 2.3 of
[Ik1]), L1(s, π; r ⊗ η) is entire if Ω2 is non-trivial.
In our case, by hypothesis, η, and hence its central character, is unramified at
the places in S, while the square of the restriction of ωpi to F is ramified at some
place above S. This implies that Ω2 is ramified, hence non-trivial, at S. Hence we
get (E).
(BV): Let S be the (finite) set of places of F containing the archimedean ones
and those finite ones ramifiying for π or η. Then the integral representation of
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[PS-R] implies the following:
(6.14) L1(s, π; r ⊗ η)
∏
v∈S
Ψ(fv,s;Wv)
L1(s, πv; r ⊗ ηv) = 〈E(fs), ϕ⊗ ϕ
′〉H ,
where ϕ (resp. ϕ′) is a cusp form in the space of π (resp. η), E(fs) is the Sigel
Eisenstein series on GSP(6)/F (see [Ra1], sec.3.4, and [Ik1]) associated to a good
section fs = ⊗vfv,s, Ψ(fv,s;Wv) is, for each v, a local integral having L1(s, πv; r ⊗
ηv) as its gcd for a suitable fv,s and Whittaker function W )v,
H := {(g, g′) ∈ RK/FGL(2)/K ×GL(2)/F | det(g) = det(g′)}
with center C, and
〈E(fs), ϕ〉H :=
∫
C(AF )H(F )\H(AF )
E(h, fs)ϕ(h)dh) =
∏
v
Ψ(fv,s;Wv).
Using Lemma 3.4.5 of [Ra1] and the hypotheses of this Theorem, we get
Lemma 6.15. For each v, the function
Ψ(fv,s;Wv)
L1(s,piv;r⊗ηv)
is entire and of bounded
order, for a suitable choice of fv,s.
On the other hand, by Proposition 3.4.6 of [Ra1], we know that E(fs) is a
function of bounded order. (Analogous results have been established in a very
general setting in a recent preprint of W. Muller [Mul]). Since ϕ ⊗ ϕ′ vanishes
rapidly at infinity, we deduce, using (6.12), that L1(s, π; r⊗ η) is of bounded order
in vertical strips of finite width. The same holds then for L(s, π; r ⊗ η) by Lemma
6.8. Furthermore, since this L-function has an Euler product, it is bounded for large
positive ℜ(s), and hence also for large negative ℜ(s) by the functional equation.
Applying the Phragman-Lindelo¨f theorem, we then conclude the boundedness in
vertical strips of L(s, π; r ⊗ η) as asserted.
Now we are done with the proof of Poposition 6.4.
7. Proof of Theorem D
We begin with the following
Lemma 7.1 Let K/F be a quadratic extension of number fields with F totally
imaginary, and let π be a cuspidal automorphic representation of GL(2,AK) such
that the finite places w of K where πw is ramified are all of degree 1 over F .
Then there exists an irreducible, admissible, generic representation Π = ⊗vΠv of
GL(4,AF ) such that, for any cuspidal automorphic representation η of G(m,AF ),
m = 1, 2, and for any place v of F , we have
L(s,Πv × ηv) = L(s, πv; r ⊗ ηv)
and
ε(s,Πv × ηv) = ε(s, πv; r ⊗ ηv).
Proof. Let v be any place of F . Consider first the case when v has a unique
divisor w in K. By hypothesis, πw is in the principal series i,e, it is an isobaric sum
µ1 ⊞ µ2. This means σw(πw) ≃ µ1 ⊕ µ2, and
(7.2) Λ2(IndFvKw(σw(πw)) ≃ IndFvKw(µ1)⊗ IndFvKw(µ2)⊕ µ1,0δv ⊕ µ2,0δv.
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Here we have used the fact that the determinant of IndFvKw(µj) is the product of the
restriction µj,0 of µj to F
∗
v times the quadratic character δv associated to Kw/Fv.
Note also that
IndFvKw(µ1)⊗ IndFvKw(µ2) ≃ IndFvKw(µ1µ2)⊗ IndFvKw(µ1(µ2 ◦ θ)),
and
IndFvKw(det(σw(πw))) ≃ IndFvKw(µ1µ2).
Then by the definition (3.17) of the Asai representation, we get
(7.3) As(σv(Ind
Fv
Kw
(πw))) ≃ IndFvKw(µ1(µ2 ◦ θ))⊕ µ1,0δv ⊕ µ2,0δv.
Consequently, if we set
(7.3) Πv = I
Fv
Kw
(µ1(µ2 ◦ θ)) ⊞ µ1,0δv ⊞ µ2,0δv,
we will have the properties asserted in the Lemma.
So we may assume that v splits in K. Let w, θw be the places above v. In this
case IndFvKw (σw(π)) is just σw(π)⊕ σθw(π), which implies in turn that
(7.4) As(σv(Ind
Fv
Kw
(πw))) ≃ σw(π) ⊗ σθw(π).
So we may set
(7.5) Πv = πw ⊠ πθw,
where ⊠ is the one constructed in [Ra1], and this satisfies the asserted properties
relative to any η.
Proposition 7.6 Let (K/F, π,Π) be as in Lemma 7.1. Then Π is an isobaric
automorphic representation of GL(4,AF ).
For any cuspidal automorphic representation η of GL(m,AF ), m = 1, 2, we will
say, following Piatetski-Shapiro, that the pair (Π, η) is nice if the following hold:
(MC) L(s,Π× η) admits a meromorphic continuation to the whole s-plane;
(FE) There is a functional equation
L(1− s,Π∨ × η∨) = ε(s,Π× η)L(s,Π× η);
(E) L(s,Π× η) is entire; and
(BV) L(s,Π× η) is bounded in vertical strips of finite width.
Now we need to appeal to the following crucial
Theorem 7.7 (Cogdell - Piatetski-Shapiro [CoPS1]) Let T be a fixed finite set
of finite places of F . Let β be an irreducible unitary, admissible, generic represen-
tation of GL(4,AF ). Suppose that for any cuspidal automorphic representation η
of GL(m,AF ), m = 1, 2, which is unramified at T , the pair (β, η) is nice. Then
β is quasi-automorphic, i.e., there is an isobaric automorphic representation β1 of
GL(4, AF ) such that βv ≃ β1,v at almost all v.
Proof of Proposition 7.6: We may assume that π is not distinguished. Let Π be
as in Lemma 7.1. Pick any cuspidal automorphic representation η of GL(m,AF ) for
m ∈ {1, 2} which is unramified at the set T of finite places where Π is ramified. In
view of Theorem 7.7, we have to show that (Π, η) is nice. But in view of Proposition
6.4, it suffices to show that the L and ε-factors of (Π, η) agree at every place with
the corresponding factors of (π; r ⊗ η). This is what was proved in Lemma 7.1,
Solvable Artin representations of GO(4)-type 29
and so we get the quasi-automorphy of Π. Let Π1 be an isobaric automorphic
representation of GL(4,AF ) which is almost everywhere equivalent to Π. Since the
central characters of Π and Π′ agree almost everywhere, they must be equal. Now
we make the following
Claim 7.8 Let v be any place. Then for any irreducible admissible representation
β of GL(m,Fv), m = 1, 2, we have
L(s,Πv × β) = L(s,Π1,v × β)
and
ε(s,Πv × β) = ε(s,Π1,v × β).
We know this at all the unramified places and also, by [Ra1], at all the places
which split in K. So it remains only to prove the assertion at the finite set S of non-
split finite places where Πv is ramified. Fix a place u in S and a global atomorphic
representation η of GL(m,AF ), m = 1, 2, with ηu = β. This is clearly possible
for m = 1, and hence for m = 2 when β in the principal series; if m = 2 and β
is square-integrable, use the trace formula to constuct such an η. Choose a global
character χ which is 1 at u and is highly ramified at every v in S −{u} (relative to
πv, ηv). Now look at any v ∈ S − {u}. Since Πv is by construction attached to the
4-dimensional representation As(σ(πw)), w being the unique place above v, the L
and ε-factors of the pair (Πv, ηv ⊗ χv) are, by the local Langlands correspondence
([HaT], [He]), the same as those of As(σ(πw)) ⊗ σ(ηv) ⊗ χv. Since χv is highly
ramified, by [DeH], L(s,Πv×ηv⊗χv) is 1, and the dependence of ε(s,Πv×ηv⊗χv)
on Πv is only through the central character ωΠv . And by [JPSS1], the analogous
assertions hold for L(s,Π1,v × ηv ⊗ χv) and ε(s,Π1,v × ηv ⊗ χv). From this we get,
by comparing the functional equations of L(s,Π× η⊗ χ) (cf. Proposition 6.4) and
L(s,Π1 × η ⊗ χ), the asserted identity at u. Since u was arbitrary in S, the claim
is proved.
Finally, Claim 7.8 shows, thanks to a result of Jeff Chen (cf. [Ch], [CoPS2]),
that Πv ≃ Π1,v at every v. So Π is isomorphic to the isobaric representation Π1.
Done with the proof of Proposition 7.6.
It remains to prove Theorem D in the general case. Let (K/F, π) be arbi-
trary, but with π not distinguished. We will need to recall the following descent
criterion, which is an extension of Proposition 4.2 of [BℓR] to the case of GL(n) for
arbitrary n:
Proposition 7.9 ([Ra1], sec. 3.6) Fix n, p ∈ N with p prime, and a countably
infinite set J . Let F a number field, {Fj | j ∈ J} a family of cyclic extensions
of F with [Fj : F ] = p, and for each j ∈ J , let Πj be a cuspidal automorphic
representation of GL(n,AFj ). Suppose that, for all j, r ∈ J , the base changes of
Πj ,Πr to the compositum FjFr satisfy
(DC) (Πj)FjFr ≃ (Πr)FjFr .
Then there exists a unique cuspidal automorphic representation Π of GL(n,AF )
such that
(Π)Fj ≃ Πj ,
for all but a finite number of j in J .
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First we show how we may restrict to totally imaginary base fields. Indeed,
enumerating the prime ideals of F as P1, P2, · · · , we may find quadratic extensions
Fj/F , disjoint from K/F , such that for each j ≥ 1, Fj is totally imaginary and Pj
splits in Fj . Put Kj = KFj , which will be a quadratic extension of Fj , and let
πj denote πKj , the base change of π to Kj. Let J denote the complement in N
of the finite set, possibly empty, of indices j for which either πj is not cuspidal or
π is ramified at Pj . Associate irreducible, admissible, generic representations Πj
to (πj ,Kj/Fj) as in Lemma 7.1. Then by Proposition 7.6, each Πj is an isobaric
automorphic representation. It is easy to see that the cuspidality condition (of
Theorem D) will be satisfied by πj , r) for all but possibly a finite number of j.
Shrink J by excluding the indices for which this falis. Then by Proposition 4.1, Πj
will be cuspidal for each j in J . Applying Proposition 7.9, we then get the existence
of a common descent Π on GL(4)/F . By construction, for any j in J , the prime Pj
splits, say into Qj , Qj in Fj , and consequently,
(7.10) L(s,ΠPj ) = L(s, (Πj)Qj ) = L(s, (πj)Qj ; r) = L(s, πPj ; r).
Since this holds at almost all primes Pj , Π is the desired weak lifting.
Next we reduce to the case when the finite places where π is ramified are un-
ramified (for K/F ) of degree 1 over F . Indeed, let S be the (finite) set of finite
places w of K where π is ramified and w is either ramified or is of degree 2 over F ,
so that every such w sits above a unique place u(w) of F . Put S0 = {u(w)|w ∈ S},
and write P (w) the prime ideal of F defined by u(w). Let {Pj |j ≥ 1} be the set
of primes of F , and let J denote the complement of the union of S0. For each
j ∈ J choose as above a quadratic extension Fj in which the prime Pj of F splits.
We have a ot of freedon in choosing such an Fj , and we can take it such that for
each w ∈ S, there is a unique place w(j) of Fj such that Fjw(j) ≃ Kw. Then if
we ut Kj = KFj , the base change πj = πKj has the desired ramification property
for each j ∈ J . Once we construct Πj over each Fj , we can again find a common
descent to F using Proposition 7.9. The identity (7.10) will again hold for almost
all j, and so Π will be a weak lifting of (π, r).
So we may assume from now on that
(i) F is totally complex,
(ii) π is a non-distinguished, cuspidal automorphic representation of GL(2,AK),
and
(iii) π is unramified at the primes of K which are inert or ramified over F .
Then the hypotheses of Lemma 7.1 are satisfied, and so we have the existence
of the weak lift Π on GL(4)/F by Proposition 7.6. It is also the strong lift by
Proposition 4.1.
Theorem D is now proved.
8. New cases of Artin’s conjecture
Let ρ, ρ′ be continuous C-representations of solvable GO(4)-type. By Theorem
A, they are modular, associated to isobaric automorphic representations π, π′ of
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GL(4,AF ). Then
(8.1) L(s, ρ⊗ ρ′) = L(s, πf × π′f ).
The Rankin-Selberg theory of Jacquet, Piatetski-Shapiro and Shalika ([JPSS2],
[JS]), and of Shahidi ([Sh1,2]), says that the L-function on the right is entire (see
[MW] and the references therein). So Corollary B follows immediately.
Now we show how this gives new examples where Artin’s conjecture holds. Fix
any quadratic extension E/F with non-trivial automorphism θ. Pick three distinct
primes Q1, Q2, Q3 of E which are inert over F . For each j ≤ 3, let Pj denote
the prime of F below Qj, and F(j) (resp. F0(j)) the residue field OE/Qj (resp.
OF/Pj). Note that θ induces the non-trivial automorphisms, again denoted by θ,
of the F(j), fixing F0(j) pointwise. Choose polynomials fj(X) ∈ F(j)[X ], j ≤ 3,
and a polynomial f(X) ∈ OK [X ], as follows:
(i) f1 is irreducible of degree 4, and it does not belong to F0(1)[X ];
(ii) f2 is the product of an irreducible quadratic polynomial g2(X) with two dis-
tinct linear polynomials;
(iii) f3 is the product of an irreducible cubic polynomial and a linear polynomial;
(iv) f is a quartic polynomial with discriminantD(f), such that f(X) ≡ fj(X)(mod
Qj) for each j ≤ 3; and
(v) D(f)θ is not a square in E[
√
D(f)].
(i)-(iv) are easy to achieve. If a particular choice of f satisfying (i)-(iv) fails to
satisfy (v), we may then replace it by its sum with a suitable polynomial h ∈ OE [X ]
of degree ≤ 4 with h ≡ 0(mod Qj) for each j, such that (v) holds.
Lemma 8.2 Let E/F, f, fj , j ≤ 3 be as above, satisfying (i)-(v). Denote by K,
resp. Kθ, the splitting field of f , resp. fθ, over E. Then K,Kθ are linearly disjoint
over E. Moreover, as abstract groups,
Gal(K/E) ≃ Gal(Kθ/E) ≃ S4.
Proof. It is standard that the conditions (i)-(iv) imply that K/E is an S4-
extension. This is because these properties realize Gal(K/E) as a transitive sub-
group of S4 containing a transposition (coming from f2) and a 3-cycle (coming from
f3), and any such group must be all of S4. Since f1 does not belong to F0(1)[X ],
f does not belong to OF [X ], and so K does not arise by composing E with an
S4-extension of F . By construction, f
θ has the same properties, and so Kθ/F is
also an S4-extension.
It remains to show that the field L := K ∩Kθ, which contains E, is just E.
Suppose L 6= E. Put M = KKθ and G =Gal(M/E). Then
(8.3) G ≃ Gal(K/L)×Gal(Kθ/L) ⊂ S4 × S4.
Since K,Kθ are Galois over E, so is L, and thus Gal(K/L) and Gal(Kθ/L) are
both proper normal subgroups of S4. It is well known that the only proper normal
subgroups are A4 and the Kelin group V . Either way, Gal(K/L) must be a subgroup
of the alternating subgroup of Gal(K/E) ≃ S4, and so L contains E[
√
D(f)].
Similarly, Gal(Kθ/L) must sit inside the alternating subgroup of Gal(Kθ/E) ≃ S4,
and thus L must also contain E[
√
D(fθ)]. Then the groups Gal(E[
√
D(f)]/E) and
Gal(E[
√
D(fθ)]/E) are both quotients of Gal(K/E). Since A4 is the only subgroup
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of S4 of index 2, we must have E[
√
D(f)] = E[
√
D(fθ)]. Then D(fθ) will be a
square in E[
√
D(f)], which contradicts (v). Hence the Lemma.
There are clearly an infinite number of choices for f satisfying such conditions.
We can also vary the inert triple (Q1, Q2, Q3).
Since S4 is a subgroup of PGL(2,C), we get a projective representation
(8.4) σ : Gal(F/E) → PGL(2,C),
such that F
Ker(σ)
= K. Its θ-conjugate σθ corresponds to Kθ.
Fix a lifting
σ : Gal(F/E) → GL(2,C)
of σ, which is possible by Tate’s theorem (see section 2). Denote by L the extension
of F corresponding to ker(σ). Clearly, L ⊃ K, and we have a central extension
(8.5) 1 → Gal(L/K) → Gal(L/E) → Gal(K/E) ≃ S4 → 1.
Let us now make precise the structure of Gal(L/F ). There are two double covers,
up to isomorphism, of S4, denoted S˜4 and Sˆ4. Gal(L/K) will be a cyclic subgroup
C of order 2m, for some m ≥ 1, lying in the center Z ≃ C∗ of GL(2,C), such that
(8.6) Gal(L/E) ≃ C ×{±I} S∗4 ,
with
S∗4 = S˜4 or Sˆ4.
Here ×{±I} denotes the direct product with the common subgroup {±I} amalga-
mated. One can identify S˜4 with GL(3,F3), equipped with a natural representation
π into GL(2,C). The transpositions τ in S4 lift to elements τ˜ of order 2 in S˜4. De-
note by A˜4 the inverse image of A4 in S˜4. It is the unique double cover of A4,
denoted 2A4 in the Atlas, identifiable with SL(2,F3). The (matrix representation
of the) group Sˆ4 can be constructed as follows: Multiply all the elements of π(S˜4)
outside (resp. inside) π(A˜4) by
√−1I (resp. I). Under this (set-theoretic) map
from S˜4 to Sˆ4, each τ˜ goes to an element τˆ of order 4, and this is what distinguishes
S˜4 from Sˆ4. For further reference see [Wa], pp.9–10.
We also have the θ-conjugate representation σθ of Gal(F/E) into GL(2,C). The
corresponding field Lθ will contain Kθ and be linearly disjoint from L over E.
Clearly, the Galois group G of LLθ over F is a non-trivial extension of Z/2 by
Gal(L/E)×Gal(Lθ/E), and the resulting representation
(8.7) ρ : Gal(F/F ) → GL(4,C)
of is evidently irreducible and of GO(4)-type.
Now choose a disjoint quadratic extension E′/F and a quartic polynomial g
satisfying analogous properties over E′. We can arrange, in an infinite number of
ways, for the resulting extension of F to be linearly disjoint from LLθ. Denoting by
ρ′ the corresponding representation of Gal(F/F ), we see that ρ ⊗ ρ′ is irreducible
and satisfies the Artin conjecture by Corollary B.
It remains to check that this is not covered by known cases in lower dimensions.
For this it suffices to prove the following
Proposition 8.8 Let ρ, ρ′ be as above. Then ρ, ρ′ and ρ⊗ ρ′ are primitive repre-
sentations of Gal(F/F ).
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By a primitive representation of Gal(F/F ) we mean a representation which is
not induced by a representation of a proper subgroup.
Proof.
To begin, it is well known that the irreducible σ is primitive; so is σθ.
Suppose ρ is not primitive. Write
ρ = IndFN (τ),
for some representation τ of Gal(K/N), where N 6= F is an intermediate field.
Note that N could not be contained in E, for otherwise the restriction of ρ would
be reducible, contradicting the fact that
(8.9) ResFE(ρ) ≃ σ ⊗ σθ,
which is irreducible as K,Kθ are linearly disjoint over E. Since [E : F ] = 2,
this implies that Gal(K/E) and Gal(K/N) generate Gal(K/F ). Consequently, by
Mackey,
(8.10) ResFE(ρ) ≃ IndER(τ0),
whre R = E ∩N and τ0 is the restriction of τ to Gal(K/R). In view of (8.9) and
(8.10), it suffices to show that σ ⊗ σθ is primitive. Now we appeal to the following
Theorem (Aschbacher [A]) Let G1, G2 be finite groups and πi : Gi → GL(Vi)
be finite-dimensional C-representations which are primitive. Then π1 ⊗ π2 is a
primitive representation of G.
It may be useful to note that when G1, G2 are solvable, the proof in [A] does not
appeal to the classficiation of finite grous.
We have already shown that our σ, σ′ are primitive. Moreover, Gal(KKθ/E) is
isomorpic to Gal(K/E)×Gal(Kθ/E). So we may conclude that σ1 ⊗ σ2 remains
primitive. In fact this can be verified by a direct, though laborious, computation
(in our special case), which is what we did originally leading us to pose the general
question to Aschbacher, but now that this primitivity question has been solved in
general, we can do no better than to refer to [A].
Similarly, ρ′ is primitive. Applying [A], Theorem 1, again, we see that ρ⊗ ρ′ is
also primitive. Done.
9. The strong Dedekind conjecture: An example with application
The Dedekind conjecture asserts that for any finite extension N/F of number
fields, the zeta function of F divides the zeta function of N , i.e., ζN (s) = ζF (s)L(s)
with L(s) entire. If N˜ denotes the Galois closure of N over F , then one has
(9.1) ζN (s) = ζF (s)L(s, aN/F ),
where aN/F is defined by
(9.2) aN/F ⊕ 1F = IndFN (1N ).
Here 1K denotes, for any K, the trivial representation of Gal(K/K). Since 1F does
not occur in aN/F , the Artin conjecture for aN/F implies the Dedekind conjecture
for N/F . The Dedekind conjecture is known to be true when N/F is Galois, which
follows from the work of Aramata and Brauer, and when N˜/F is solvable, proved
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independently by Uchida and Van der Waall. We refer to [Mu-R] for a detailed
discussion of known results, references and variants. We should also note that S.
Rallis has a very interesting program for studying the ratios ζN (s)/ζF (s) via the
adjoint L-functions of cusp forms π on GL([N : F ]). To elaborate a bit, the version
of the trace formula due to Jacquet and Zagier ([JZ]) suggests that the divisibility
of ζK(s) by ζF (s) for all commutative algebras K/F of dimension n is equivalent to
the divisibility of L(s, π×π∨) by ζF (s) for all unitary cuspidal representations π of
GL(n,AF ) of trivial central character. The adjoint L-function of π is just the ratio
L(s, π × π∨)/ζF (s); so the divisibility in the known case n = 2 can be rederived
by using the properties of the symmetric square L-functions of GL(2)/F ([GeJ]).
Rallis’s idea is to study these via certain Eisenstein series on larger groups G, and
the case n = 3 has been carried out in his intriguing joint paper [JiR], written with
Dihua Jiang, where G = G2.
We will say thatN/F satisfies the strong Dedekind Conjecture if aN/F is modular,
i.e., if there exists an isobaric automorphic representation of GL(m,AF ), m = [N :
F ]− 1, with the same L-function as that of aN/F . This is known in the following
cases:
(i) N/F is Galois and solvable; and
(ii) [N : F ] ≤ 4.
The first case is by the work of Arthur and Clozel ([AC]). In the second case one
knows something stronger, not known in case (i) (unless K/F is nilpotent), namely
that every irreducible occurring in aN/F is modular.
When N is a non-normal cubic extension of F , aN/F is the unique irreducible
2-dimensional representation of Gal(N˜/F ) ≃ S3; it is dihedral, induced by either
of the non-trivial characters of the normal subgroup A3 = Z/3. When N is a
non-normal quartic extension of F , we may assume that Gal(N˜/F ) is A4 or S4,
as otherwise the image is nilpotent. Then aN/F is an irreducible representation
induced by a character of a 2-Sylow subgroup P . In the A4-case, P is the Klein
group V , which is normal in A4, and so the modularity can be deduced from [AC]
once again. But in the S4-case, P is not normal, and one must appeal to the work
of Jacquet, Piatetski-Shapiro and Shalika ([JPSS1]) on GL(3); their method is the
converse theorem requiring only twists by characters.
Theorem 9.3 Let F be a number field, ρ a solvable C-representation of Gal(F/F )
of GO(4)-type, and M the fixed field of the kernel of ρ. Then the strong Dedekind
conjecture holds for any intermediate field N (of M/F ) such that [N : F ] = 3a,
a ≥ 0. In fact, any irreducible summand of aN/F is modular.
Before beginning the proof, we will indicate some consequences. Given any
cuspidal automorphic representation π of GL(n,AF ), and a finite extension N/F ,
one can formally define the base change πN as an admissible representation of
GL(n,AN ). Here is a way to do it. By the local Langlands correspondence for
GL(n) proved by Harris-Taylor ([HaT]) and Henniart ([He]), we may associate to
πv, at any place v of F , a well defined local base change πNw of GL(n,Kw), for
any place w of N above v. To be precise, we take πNw to be the representation
associated to the restriction toWKw ×SL(2,C) of the n-dimensional representation
σ(πv) of WFv × SL(2,C) defined by πv. When πv is unramified, πNw will also be
unramified, so that the restricted tensor product of the πNw , as w runs over all the
places of N , makes sense as an admissible representation of GL(n,AN ). Let πN
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denote ⊗wπNw . Of course it is a big open problem to know that πN is automorphic,
which is unknown except when N/F is solvable and normal ([AC]), and we do not
adddress this difficult question here - at all. But it turns out one can still say a
little bit about the analytic properties of L(s, πN ) for special N/F . More precisely,
one has the following
Corollary 9.4 Let N/F be as in Theorem 9.3. Then for any unitary, cuspidal
automorphic representation π of GL(n,AF ), L(s, πN ) admits a meromorphic con-
tinuation to the whole s-plane with the expected functional equation relating s to
1− s. Moreover, L(s, π) divides L(s, πN ).
Indeed, by Theorem 9.3, aN/F corresponds to an isobaric automorphic represen-
tation η of GL(m,AF ), m = [N : F ]− 1. It follows that
(9.5) L(s, πN ) = L(s, π)L(s, π × η).
The assertions of the corollary then follow immediately by applying the Rankin-
Selberg theory of Jacquet, Piatetski-Shapiro and Shalika, and of Shahidi, together
with the fact that the local Langlands correspondence for GL(n) preserves L and
ε-factors of pairs.
Remark 9.6 We became interested in this due to the following problem. Con-
sider any elliptic curve E over Q. Then for any number field K, the Birch and
Swinnerton-Dyer conjecture says that the rank of E(K) as an abelian group is the
order of zero of L(s, EK), where EK denotes the base change of E to K, assuming
L(s, EK) makes sense at s = 1. Since E(Q) ⊂ E(K), one expects to have
(?) ords=1L(s, EK) ≥ ords=1L(s, E).
By the monumental work of Wiles ([W]) and Taylor-Wiles ([TW]), followed by
that of Breuil-Conrad-Diamond-Taylor ([BCDT]), we know that E is modular, i.e.,
L(s, E) = L(s− 12 , πf ), for a unitary cusp form π = π∞⊗πf on GL(2)/Q of weight
2, i.e., with π∞ in the lowest discrete series. So if K is a 3-primary extension
of Q contained in the field cut out by a continuous, solvable representation ρ of
Gal(Q/Q) into GO(4,C), Corollary 9.4 shows that the expectation (?) does hold in
that case.
Proof of Theorem 9.3. We will use induction on the order of G := ρ(Gal(F/F )).
There is nothing to prove when |G| = 1, so assume that |G| > 1 and that the
assertion holds for all solvable representations ρ′ of GO(4)-type with image of order
smaller than |G|.
Write |G| = 3r+an, with (3, n) = 1, r ≥ 0. Since G is solvable, there exist
subgroups of order n, called Hall subgroups (relative to the set S of prime divisors
of n). They form a single conjugacy class, which we will denote by H.
Let R denote the image of Gal(F/N) under ρ. We claim that R contains some
H in H. Indeed, since R is solvable of order 3rn, it contains its own Hall subgroups
of order n, which must belong to H.
Let L be the fixed field of H so that K ⊃ L ⊃ N ⊃ F . By the transitivity of
induction, we get
(9.7) aL/F ≃ IndFN (IndNL (1K))⊖ 1F ≃ IndFN (aL/N )⊕ aN/F .
Hence it suffices to prove the assertion for L/F .
Suppose G is contained in SGO(4,C). Then, as we have seen in section 1, it
is given by a product G1 × G2 with each Gi in GL(2,C). If Hi denotes the Hall
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subgroup (relative to S) in Gi, then H1 × H2 is necessarily in H. Since H is
conjugate to H1 × H2, the corresponding fields have the same zeta function, and
we may, without loss, assume that
(9.8) H = H1 ×H2, and L = L1L2,
where Li is, for each i, the fixed field of Hi.
Lemma 9.9 Every irreducible subrepresentation τ of aLi/F , i ∈ {1, 2}, is of
dimension ≤ 2.
Proof of Lemma Since Gi is a solvable subgroup of GL(2,C), its image Gi,
say, in PGL(2,C) is either abelian or dihedral or A4 or S4. It evidently suffices
to consider the latter two cases. Note that Gi is an extension of A4 by a central
subgroup C, and the restriction to C of any irreducible τ occurring in aLi/F will
be, by Schur, of the form dim(τ)ωτ , for a character ωτ : C → C∗. Let Hi denote
the image of the Hall subgroup Hi in Gi, and let Li be the fixed field of CHi, so
that Li ⊃ Li ⊃ F .
Suppose first that Gi is A4. Then Hi is necessarily the Klein group V ≃ Z/2×
Z/2, which is normal in A4, and the Galois group of Li/F is A4/V . Clearly,
aLi/F ≃ δ ⊕ δ2, where δ is a generator of the character group of Gal(Li/F ). It
follows that any irreducible occurring in aLi/F is one dimensional, obtained by
pasting onto δj , j ∈ {1, 2}, a character ω of C trivial on {±I}.
Now consider when Gi is S4. Now Hi is a non-normal subgroup of S4 of index
3. Clearly, S4 is generated by A4 and Hi, and so by Mackey,
ResGiA4(Ind
Gi
Hi
(1)) ≃ IndA4V (1) ≃ 1⊕ δ ⊕ δ2.
Since the cubic character δ does not extend to S4 (whose abelianization is Z/2), it
follows that
(9.10) aLi/F ≃ Ind
F
k (δ),
which is irreducible. Here k denotes the quadratic extension of F corresponding
to (the inverse image of) A4. So any irreducible τ occurring in aL−i/F is obtained
by pasting onto this dihedral representation a character ω of C agreeing on {±I}.
The Lemma is now proved.
Proof of Theorem 9.3 (contd.) Thanks to (9.8) we have
IndFL(1L) ≃ IndFL1(1L1)⊗ IndFL2(1L2).
Hence any irreducible occurring in aL/F is of the form τ1⊗τ2, with τi an irreducible
occurring in aLi/F . By Langlands, τ1, resp. τ2, is modular, associated to a cuspidal
automorphic representation π1, resp. π2, of GL(ni,AF ), with ni =dim(τi) ≤ 2. And
by [Ra], there is a cuspidal automorphic representation π1 ⊠ π2 of GL(n1n2,AF )
having the same L-function as τ1 ⊗ τ2. So we are done when G ⊂SGO(4,C).
So we may assume from now on that G is not contained in SGO(4,C). Then G
has a subgroup G′, say, of index 2 which is a subgroup of SGO(4,C). Since H is a
Hall subgroup relative to n, H ′ := H ∩ G′ will necesssarily be a subgroup of H of
index 2. Then G is generated by H and G′ and so by Mackey,
ResFF ′(Ind
F
L(1L)) ≃ IndF
′
L′ (1),
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where F ′, resp. L′, is the quadratic extension of F , resp. L, corresponding to G′,
resp. H ′. Denote by θ the non-trivial automorphism of F ′/F .
We have seen that some conjugate of H ′ by an element x of G′ ⊂ G, is of the
form H1 ×H2, with Hi, i ∈ {1, 2}, being the Hall subgroup of some solvable Gi in
GL(2,C). So we may, after replacing H by its conjugate by x, assume that H ′ is a
product group H1 ×H2. Consequently, for any irreducible τ occurring in aL/F , we
have
(9.11) ResFF ′(τ) ≃ τ1 ⊗ τ2,
where each τi is, by Lemma 9.9, irreducible of dimension ≤ 2. The proof of that
Lemma shows even that τi is dihedral if it has dimension 2. But it is important to
note that τ can still be primitive, and this fact provides the content for Theorem
9.3.
Suppose τ becomes reducible when restricted to Gal(F/F ′). Then we must have
(9.12) τ ≃ IndFF ′(τ ′),
for an irreducible τ ′ occurring in aL′/F ′ . If π
′ is the cuspidal automorphic repre-
sentation of GL(n′,AF ) associated to τ
′, with n′ =dim(τ ′) ≤ 2, then τ is modular,
associated to the automorphically induced representation IFF ′(π
′) of GL(2n′,AF )
constructed by Arthur and Clozel in [AC].
Consequently it suffices to consider when τ remains irreducible upon restriction
to Gal(F/F ′), being of the form τ1 ⊗ τ2 (see (9.10)) above). If either τ1 or τ2 is
one dimensional, then τ has dimension ≤ 2, and since its image is solvable, we are
done by taking the Langlands-Tunnell representation σ(τ) on GL(2)/F .
So we may, and we will, assume that dim(τi) = 2 for each i. Now we may apply
Theorem A′ and obtain the desired result. The interesting case is when τ2 is τ
θ
1 ,
and one gets
(9.13) τ ≃ As(τ1),
and the corresponding automorphic representation Π of GL(4,AF ) is As(σ(π1)), as
constructed in Theorem D.
10. Solvable Galois representations of GO(2m+ 1)-type
In this section we will prove Proposition C.
Suppose we are given a continuous irreducible representation of Gal(F/F ) of
GO(n)-type, wth n odd. By applying Lemma 1.2 we may, up to replacing ρ by
a one-dimensional twist, which does not affect the conclusion of the Proposition,
assume that the image of ρ lies in O(n,C). Let K be the number field cut out
by the kernel of ρ with (finite) Galois group G over F , so that ρ can be viewed
as a faithful representation of G. From the derived series we may extract, by the
solvability of G, an elementary abelian p-group A which is characteristic in G, i.e.,
stable under any automorphism of G. Applying Clifford’s theorem, we see that
(10.1) ResGA(ρ) ≃ m(χ1 ⊕ · · · ⊕ χr),
for some m, r > 0 with mr = n, and 1-dimesnional representations χ1, · · · , χr of A
such that χi 6= χj if i 6= j. Moreover, for every j there exists gj ∈ G such that
(10.2) χj(a) = χ1(gjag
−1
j )
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for all a ∈ A; hence each χj has the same order, which must be p as ρ is injective.
If p is odd, then no χj is self-dual, while ρ is itself self-dual, giving a contradiction
as n is odd. So p = 2. Let
(10.3) ρ1 = mχ1 and G1 = StabG(ρ1).
Then
(10.4) ρ ≃ indGG1(ρ1)
by Clifford. We are done if m = 1.
So we may assume that m > 1. If r = 1, A ≃ Z/2, by the faithfulness of ρ,
and ρ(A) = ±I. But by construction A is contained in the commutator subgroup
(G,G), which forces det(ρ) to be trivial on A. On the other hand, since n is odd,
detρ(A) = −1, resulting in a contradiction.
Hence r must be > 1 when m > 1. Then G1 is a proper subgroup of G and
ρ1 is self-dual by virtue of χ1 being quadratic. Thus (ρ1, G1) satisfies the same
hypotheses as (ρ,G). Since induction is natural in stages, we are done by infinite
descent.
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