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Recording field and magnetization analysis of 
recording write heads is surveyed as a series of 
“application of micromagnetics to magnetic recording”. 
In this article, write head modeling with various 
methods, the necessity of self-consistent analysis, and 
speed-up of Landau-Lifshitz-Gilbert (LLG) 
micromagnetic caluculations are discussed. 
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1. はじめに 
 
第 3 回目の今回はマイクロマグネティクス*1 の記録ヘッ
ドへの適用について述べる．ここでは，3 次元空間および
垂直磁気記録を仮定する． 
ヘッド単体のマイクロマグネティクス，つまり，ヘッド
磁界そのものやヘッド磁性体の磁化反転を求める場合はそ
のまま Landau-Lifshitz-Gilbert (LLG)方程式を解けばよ
い．一方，第 2 回目の講座 1)で述べられたような媒体磁化
過程が主役であって，ヘッド磁界は脇役であるような場合
は，いろいろな考え方がある．理想的には，ヘッド，媒体
ともマイクロマグネティクスにて取り扱い，さらに，媒体
磁化過程も同時に計算を進めるべきである．しかし，これ
は計算機の速度がいくら速くても，主記憶容量がいくらあ
っても十分とは言えない．そこで，ヘッド磁界をどのよう
に求めるか？というモデリングについて２節で述べる．  
次に，磁気記録・再生系においては記録ヘッドと記録媒
体間の静磁気的な相互作用が存在する．そのため磁気記
録・再生の計算においては両者を同時に一体として解く，
いわゆる自己無撞着(self consistent)計算が原則的に必要
となる．これを 3 節で述べる． 
記録ヘッドシミュレーションを再生ヘッド，媒体シミュ
レーションと比べた場合，ヘッド形状が複雑であることに
加え，ヘッド全体と主磁極先端の寸法比（いわゆるマルチ
スケール問題）に起因する形状データ作成の難しさがある．
そのため計算が大規模になり易く，従って計算の高速化が
必須となる．４節では，大規模な計算に対応するための高
速化（前半）を述べる． 
紙面の都合で，計算の高速化（後半）とモデリング（形
状データ作成および電流磁界の与え方）については第 4 回
目の講座で述べる． 
な お ， 本 稿 で は メ モ リ 共 有 型 (symmetric multi- 
processing: SMP)計算機，OSはRed Hat Enterprise Linux，
計算機言語は Fortran 90，またコンパイラ 2)およびライブ
ラリは Intel 社製を仮定して議論を進めている． 
 
2. 媒体磁化計算のための記録ヘッド磁界解析 
 
マイクロマグネティクスの記録ヘッドへの適用は媒体磁
化計算に比べ遅れていた.主因はハードウェア（計算速度と
主記憶容量）の制限であろう. さらに,記録ヘッドが脇役で
あり，記録媒体シミュレーションが主役であったことも大
きな理由であろう.ここでは第１回目の講座 3)で予告された
通り，マックスウェル電磁方程式を解く手法とマイクロマ
グネティック LLG 方程式を解く手法について述べる． 本
稿では計算結果と計算速度の評価には Fig. 1 に示すモデル
を，単磁極（single-pole-type: SPT） ヘッド領域および媒
体裏打層（soft underlayer: SUL） を一辺が 5 nm の立方
体 10,690,560 個 (ヘッド領域: 8,537,600 個，媒体領域: 
2,152,960 個) に分割したモデルを用いた．計算環境（SMP
計算機システム）は Table１に示す通りである． 
 
2.1 マックスウェル電磁方程式を解く手法 
 マックスウェル電磁方程式を解く手法としては形状適合
性がよく，渦電流や材料非線形性も取り扱える有限要素法
(finite element method: FEM)が広く用いられている．有
限要素法を用いて変位電流を無視したマックスウェルの電
磁方程式を解く場合に限ってもいろいろな手法が提案され
ているが，磁気ベクトルポテンシャル―電気スカラーポテ
ンシャル法（ A

法）について述べる．支配方程式は 
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となる．ただし，上式において，， 0J

，および はそ
れぞれ，透磁率，強制電流密度，導電率である． 
                                    
*1 ナノメートル領域を扱う本手法がナノマグネティクスではなく，マイクロマ
グネティクスと呼ぶ理由が筆者には暫く分からなかった．どなたも書かな
いので，Boston University の P. Robert Kotiuga教授から聞いた話
を余談として紹介する： W. F. Brownの本が出版された1963年当時，
米国では単位としてナノメートルではなくマイクロインチを使っていた．
つまり，マイクロ”メートル”マグネティクスではなく，マイクロ”インチ”マグ
ネティクスという意味であった．これをメートルに直すとナノマグネティク
スになるとのことであった． 
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Fig. 1  SPT head model used for the calculations. 
 
Table 1 Hardware, compiler, library used for the 
calculations. 
SMP system
CPU Xeon (E5420)
Clock 2.5 GHz
RAM 16 GB
Compiler Intel Fortran 10.1
Library Intel MKL 10.0
Notes Quad core × 2  
 
上式を用いた場合，材料の非線形性および渦電流は考慮
しているが，マイクロマグネティクス，材料の強磁性共鳴，
ヒステリシスおよび変位電流は考慮していない．また，透
磁率および導電率は周波数によらず一定であるとされる．
また，媒体記録層は計算負荷の観点から無視されることが
多く，この場合は記録ヘッドと SUL の磁気的相互作用は
考慮されるが，記録層と記録ヘッドおよび記録層と SUL
の相互作用は考慮されない． 
さて，マックスウェル電磁方程式を解く FEM は静磁界
解析には使用できるであろうが，動磁界解析に使うことは
お勧めできない．すなわち，近年の記録ヘッドは寸法が小
さく，渦電流を考慮しても記録磁界の時間遅れは観測でき
ない．さらに，マイクロマグネティクスを考慮した際に観
測される，磁化の回転が遅れることに起因する，記録電流
に対する記録磁界の遅れが得られないためである． 
マックスウェル電磁方程式を解くFEMを用いる利点は，
複雑な形状を簡便に取り扱うことができる，静磁界解析に
より得た磁界分布に立ち上がり時間や時間遅れを考慮して
媒体磁化計算に取り込むことができる，さらに，ヘッド磁
界計算と媒体磁化計算を独立に行うため計算規模が巨大に
ならずに済む，などであろう．これらの魅力は，捨て難い． 
2.2 マイクロマグネティクス手法 
前述の通り，静磁界解析の範囲であれば，マックスウェ
ル電磁方程式を解く FEM は有効な手法であるが，動磁界
を取り扱うためにはマイクロマグネティクス手法が必須と
なる． 
2.2.1 記録ヘッド先端部分をモデリングし記録ヘッド磁界
を求める手法 4) 
この手法によれば，ヘッドと SUL ばかりではなく，ヘッド
と記録層および記録層と SUL の相互作用を考慮可能であ
る．すなわち，ヘッドの形状は簡単化され，媒体の特性の
みを知りたい場合には適当な手法であろう． 
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Fig. 2 Comparison SPT head fields obtained by FEM and 
LLG micromagnetic calculations 6). 
 
ヘッドのモデリングについて，実際には励磁コイルの位
置など，ヘッド先端だけでは記録ヘッドを表現できない．
これまで，前述の FEM 解析はマイクロマグネティック解
析よりも 15％ほど大きな記録磁界強度となるので使えな
い，と批判されたことがある．しかし，筆者が確認した範
囲では，シールド構造が複雑 5)ではない限り，形状および
材料が同じであれば，Fig. 2 に示すように，FEM と LLG
マイクロマグネティクス解析で求めた記録磁界分布はよく一致
する 6)．言い換えれば，ヘッド先端部分だけをモデリングし
た場合の記録磁界分布を使えるかどうかは， FEM 計算に
より予測可能である． 
2.2.2 ヘッド全体をマイクロマグネティクスにてモデル化
する手法 
原寸のヘッドおよび媒体全体（記録層と SUL であって，
3.5 インチディスク全体という意味ではない）をマイクロマ
グネティクスにて取り扱い，媒体粒子の形状や特性の分散
を考慮して媒体磁化分布を求め得れば理想的である．現在，
このような計算を行い得るのは LLG 方程式を有限要素法
（有限要素法および境界要素法）で離散化して解く手法 5), 
7)であると思われる．ただし，計算時間の問題からヘッド磁
界は予め求めておき，媒体磁化計算と同時に行わないこと
が多いようである．なお，次節で述べる差分法を基礎にお
いて，ヘッドと媒体の相互作用を考慮した計算を行う場合
には，現状のコンピュータパワーでは，一段の高速化に対
する工夫が必要である 8)． 
 
3. 記録ヘッドと記録媒体の統合的マイクロマグネティク
ス計算法 
 
3.1 ヘッド・媒体間の自己無撞着計算の必要性 
 磁気記録・再生系においては記録ヘッドと記録媒体間の
静磁気的な相互作用が存在する．そのため磁気記録・再生
の計算においては両者を同時に一体として解く，いわゆる
自己無撞着(self consistent)計算が原則的に必要となる 9)．
しかし，その相互作用の大きさは対象とする記録・再生系
  
によって異なる．例えば，従来の面内記録方式においては，
その相互作用が記録ヘッド磁界分布や記録磁化状態に与え
る影響はそれほど大きくない．このような場合は，第 1 回
目の講座で述べたように，記録ヘッド磁界を別途計算して
おき，その計算結果をもって記録媒体の記録過程計算を実
施する方法が一般的に用いられている 10), 11)．この方法は，
あくまでも近似計算であるが，磁気記録の複雑な記録過程
を忠実に再現しており，面内記録媒体の記録特性の予測に
多くの実績を挙げてきた．ところが，垂直磁気記録方式に
おいては，軟磁性層を SUL として用いた 2 層膜媒体が用
いられており，SUL は記録ヘッドの一部として作用する．
そのため，記録ヘッドの磁界計算においては，SUL との相
互作用を無視することが出来なくなる．すなわち，記録ヘ
ッドと記録媒体を自己無撞着に計算することが必須となる．
この事情は，再生過程においても同様であり再生ヘッドと
SUL の相互作用は再生効率に大きな影響を与える．そこで，
本節においてはヘッド・媒体間の相互作用を考慮した統合
的マイクロマグネティクスシミュレータについて述べるこ
とにする． 
3.2 ヘッド・媒体間の相互作用計算モデル 
 ヘッド・媒体間の相互作用の計算には，ヘッドと媒体を
空間に置きマックスウェルの方程式を解く，いわゆる近接
作用の立場に立ち，有限要素法を用いて解く方法が広く用
いられている．この方法では，静磁界計算に多くの高速計
算法が開発されており，実際の磁気ヘッドのディメンジョ
ンを想定して計算を実行することができる．しかしマイク
ロマグネティクスと結合した場合，メッシュを必要以上に
粗化できない，磁界に与える記録ヘッド箇所からの寄与と
SUL からの寄与を分離できない，などの問題がある． 
 一方，遠隔作用の立場に立ち，差分法を用いて解く方法
がある．この方法では，差分法であるためヘッド形状を自
由に形づくることに困難性がある，メッシュを等間隔に切
るため，場所によっては，不必要に細かくなりメッシュ数
が莫大になる，などの問題がある．しかし，磁界に与える
記録ヘッド箇所からの寄与と SUL からの寄与を分解して
解析することが出来る，空間領域ではメッシュを切る必要
がないなどの利点もある．本節では，後者の立場に立って
ヘッド・媒体間の相互作用を計算する方法を解説する． 
ところで差分法を用いて両者を一体として解く場合次の
ような問題がある． 
1） 静磁界計算には通常畳み込み積分を用いる．その
ためには併進対称性を保証する必要があり，ヘッ
ド領域と媒体領域を等間隔で切る必要がある．そ
のためヘッドと記録媒体で独立したメッシュサイ
ズを用いることが難しい． 
2） 上記と同じ理由でヘッドと媒体間の空隙を自由に
変化させることが出来ない． 
 そこで，両者の相互作用を計算するに当たり，式（3）に
示した公式を利用する 12)．この式は，Green の公式に，
Neumann の境界条件を課すことによって導かれるもので
ある 13)． 
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ここで，α は x, y または z を表す．  
式（3）の意味を Fig. 3 を用いて説明する．式(3)は Fig. 3
に示した観察点  
000
z,y,xO において，Source region から
生じる磁界        ),,,,,,,,(,, 000000000000 zyxHzyxHzyxHzyxH zyx

を計算する方法を表すものである．  000 ,, zyxH

は Source 
region から生じる磁界を，観察点 O において直接計算する
のではなく，一旦仮想面 Imaginary plane S の全面で計算
し，その仮想面に直交する成分を表面磁荷  SSSz zyxH ,,0 に
置き換え，そこから生じる磁界を観察点  
000
z,y,xO で積分
することに等しいことを表している． 
この関係を用いてヘッドと媒体間の静磁気的な相互作用
を計算する様子を示したのが Fig. 4 である．記録ヘッドと
媒体領域の間の空間に仮想面を設ける．まず①のプロセス
においては，記録ヘッドからの磁界をまず仮想面で計算し，
その面に直交する成分を表面磁荷として仮想面に分布させ
る．次に②のプロセスにおいて仮想面に分布された表面磁
荷が媒体領域の任意の観察点に作る磁界を計算する．さら
に，媒体領域から記録ヘッド領域に生じる磁界は➂，➃と
逆のプロセスを通って計算すればよい．  
 この方法は，記録ヘッドと媒体領域の間の静磁界を直接
計算する方法に比較し次のような長所をもっている． 
1） 記録ヘッドと媒体間の静磁界計算の回数を大幅に削減
することができ計算を高速化することができる．例え
ば記録ヘッド領域に Nhのメッシュ，媒体領域に Nmの
メッシュ，仮想面の面素数が NIであるとする．直接計
算では両者の相互作用計算には Nh×Nm 回の計算が必
要である．これに対して仮想面を中継した計算では，
(Nh+Nm)×NIとなる．通常 NI<<Nh,Nmであるから計算
回数が大幅に尐なくなり，その分，計算速度向上に寄
与する． 
2) 仮想面によって記録ヘッドと媒体領域が分断されるた
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め，磁気スペーシングを自由に設定することが可能と
なる．またこの他にも，厚さ方向のメッシュサイズは
ヘッドと媒体で独立に設定することができる，仮想面
において表面磁荷分布を適当に内挿することによって
面内方向でも両者のメッシュサイズを独立に設定でき
る． 
このように，仮想面を利用することにより計算速度を格
段に向上させることができるが，計算規模が大きくなると
実用的な時間で終了させることができなくなるので，この
相互作用計算も後述する高速フーリエ変換を用いる必要が
ある． 
 ところで，式(3)の積分範囲は無限大であり，そのため仮
想面は厳密には無限遠面とする必要がある．しかしヘッド
磁界はヘッド領域から遠ざかると急速に減衰するので，仮
想面の広さは媒体の 2 倍程度とれば計算精度として問題は
ない． 
 なお，式(3)に必要な  SSSz zyxH ,,0 の計算法については，
参考文献 2), 14) に詳しく説明されているので参照して頂き
たい． 
3.3．数値計算による検証 
 本節において，式(3)の妥当性を解析的な計算結果と比較
することにより検証する． 
 計算モデルを Fig. 5 に示す．ヘッド領域に矩形の磁化分
布をもつ磁荷シートを置き，そこから発生する磁界を仮想
面を通して観察面において計算することにする．無限遠面
の矩形磁化分布から発生する磁界分布は，解析的に簡単に
計算することができるので 15)，両者を比較し計算精度を検
証する．なお磁荷シートの広さは，600L×2010W×30H nm3
として，左半分の領域は磁化の向きを左方向に，右半分は
右方向に設定した．磁化の大きさは 2.5 T とした．仮想面
と磁荷シートの距離は 5 nm，仮想面と観察面との距離は
10 nm とした．また仮想面の広さは，計算精度を上げるた
め磁荷シートより広く設定し 1280L×5120W nm2とした．
なお磁化シートの端面には正の表面磁荷が現れるので，解
析解式を用いる計算においてはそこから生じる磁界も考慮
した． 
Fig. 6 (a)に磁界の x 成分の分布，(b)に y 成分の分布を示
す．図中実線は解析式から求めた結果，丸印は式(3)を用い
た数値計算の結果である．計算結果は両者はよく一致して
おり，式(3)の妥当性が示される．ただし，磁界の極大値で
は 7％未満の誤差が見られたがメッシュサイズが 10 nm と
大きいため極大値をはずしたためと思われる．また
Fig.6(a)において，端部において不一致が大きくなっている
のは，仮想面が端部において切られているため，磁荷シー
トからの磁界の集積が不足しているためである．したがっ
てこの誤差は，仮想面の x 方向の広さをさらに広げれば解
決できるものである． 
 
4．高速化への指針 
 
4.1．時間の離散化 
 詳しくは文献 16)をご覧いただきたいが，我々が記録ヘッ
ド計算に対して工夫した点に触れたい. 
一般に,時間の離散化は精度の高い 4 次の Runge-Kutta
を使う．ただし，1 時刻あたり 4 回の静磁界計算が必要と
なり，かつ計算時間の大部分は静磁界計算に費やされるた
め，計算効率が悪い．計算時間を節約するために，同じ時
刻では静磁界を更新しない手法（ここでは simplified 
Runge-Kutta 法と呼ぶ）もある．例えば，サイドシールド
およびトレーリングシールドのない構造で準定常状態の記
録磁界を求める目的では，Fig. 7(a) に示す通り，リターン
ヨーク直下で差異があるが，simplified Runge-Kutta 法は
実用上問題ないと思われる．次に，サイドシールドおよび 
 
 
 
トレーリングシールドのある構造で準定常状態の記録磁界
を求めると，Fig. 7(b) に示す通り，主磁極直下の記録磁界
強度はよく一致するが，トレーリングシールドの近傍で差
異が避けられない．また，ダイナミック計算では Fig. 7(c)
に示すような差異が見られた．さらに，この方法は再生ヘ
ッドのノイズ計算には使えなかった．つまり，全ての問題
に適用できるとは限らないことに注意されたい． 
observation  
plane 
imaginary plane 
source plane magnetization 
Fig. 5 Geometric configuration to calculate magneto- 
static field through the imaginary plane. 
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(a) Magnetic field distribution of Hx. 
(b) Magnetic field distribution of Hz. 
Fig. 6 Comparison of magnetic field distributions 
calculated with analytic and numerical methods. 
  
蛇足ながら，時間微分に対しては Runge-Kutta 法よりも
Bulirsch-Stoer 法の効率がよいとされ，実用化している機
関もある．Bulirsch-Stoer 法は引き締まった競走馬，一方
4次のRunge-Kuttaは田畑を耕す駄馬，との記述がある 17)．
残念ながら我々はまだ Bulirsch-Stoer 法の実用化に至って
いない． 
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(a) Quasi-static calculations, without shields 
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(b) Quasi-static calculations, with trailing and side 
shields 
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(c) Dynamic calculations, with side and trailing shields 
Fig. 7 Comparison of recording field distributions 
obtained by 4th order Runge-Kutta and simplified 
Runge-Kutta methods. 
 
4.2．Intel MKL による DFT 処理を用いた FFT 計算の高
速化  
記録ヘッドと記録媒体の全体をマイクロマグネティクスとして
取り扱い，実用的な計算時間内に解を得るためには全領域（ヘ
ッド，媒体および３節で述べた仮想面）の静磁界計算に FFT を
用いる必要がある． 基本的な理論は文献 14)を参照いただきた
いが，本稿では，まず，導入が容易で効果の大きい Intel 社 
Math Kernel Library (MKL)のDFTライブラリ 18)を紹介する．
３次元 FFT 化に伴う工夫は，紙面の関係上，第４回目の講座
で述べる． 
4.2.1. 計算速度 
Intel社 Math Kernel Library (MKL)のDFTライブラリは，
実際には FFT アルゴリズムを用いており，一般によく知られて
いるCooley-Tukey型FFTよりも高速な離散フーリエ変換を行
える．実際に Fig. ８に示したプログラムで 223 個のデータの 1
次元フーリエ変換を行ったところMKLのＤＦＴライブラリの方が
5.3倍ほど高速であった． 
ここで，「理論的にはFFTの方がDFTよりも速い」という質問
を頻繁に受けるが，やや誤解があるように思われる． FFT は
DFTライブラリに含まれること，FFT計算の基数は 2でなくても
よ い こ と ，  MKL の DFT ラ イ ブ ラ リ で の 計算には
Cooley-Tukey型アルゴリズムよりも高速な FFTアルゴリズムが
使われていること，などを指摘しておきたい．これらから分かるよ
うに，MKLのDFTライブラリではデータ数を 2の n乗個とする
ためのゼロ詰め（zero padding）は必要なく 19)，高速に処理が
可能である．  
4.2.2. Intel MKL による DFT 処理 
Intel Math Kernel Library の DFT ライブリでは
DftiComputeFoward 関数，DftiComputeBackward 関数
に変換したいデータを格納した配列と，ディスクリプタを
渡すことで DFT，逆 DFT を行うことができる（Fig. 8）． 
ディスクリプタは DFT 処理に必要な情報で構成される
構造体である．プログラム中ではディスクリプタはポイン
タの形で与えられ，そのポインタをディスクリプタ操作・
構成関数に渡すことにより，ディスクリプタに対する設定
変更や DFT の制御設定を行う． 
さて，ここまでにいくつか聞きなれない単語が出てきた
と感じる読者もいると思われる．実際，筆者もそうなのだ
が， FORTRAN77 でプログラムを学んだ読者層は難しい
用語が多いと感じるだろう．これらは MKL 特有の用語（つ
まり“方言”のようなもの）であり，難しく構える必要は
ない．実際はごく普通のプログラム操作に過ぎないし，も
しものときは，MKL のマニュアルにすぐに使えるサンプル
コードが載っている．どうか，ご安心いただきたい． 
4.2.3. DFT の手順 
MKL による DFT の手順は以下のようになる． 
１）ディスクリプタの生成 
２） ディスクリプタの設定変更 
３） ディスクリプタのコミット 
４） DFT 及び逆 DFT の実行 
５） ディスクリプタの解放 
初めに，DftiCreateDescriptor 関数によりディスクリプ
タを生成する．このとき精度や次元などの必須設定を渡す
必要がある．（その他の設定項目はデフォルト値が設定され
る．） 
ディスクリプタへの設定変更は DftiSetValue 関数によ
り行う．この関数には，設定対象のディスクリプタ，設定
  
項目，そして設定する値を渡す．なお，単純に DFT を行う
だけであればほとんどの項目はデフォルト値でよい． 
その後，DftiCommitDescriptor 関数を実行することで初
めてそのディスクリプタが使用可能になる．ただし，コミ
ット後に設定変更はできない． 
実際の DFT と逆 DFT は DftiComputeFoward 関数，
DftiComputeBackward 関数により行う．被 DFT データの
形式が同じであればディスクリプタは再利用可能であり，
DFT のたびにディスクリプタを生成する必要はない． 
最後に，ディスクリプタが不要になったときは
DftiFreeDescriptor 関数によりディスクリプタの開放を行
う． 
 
integer:: m, mh, i, j, k, irev
complex*16:: wtemp, temp
real*8:: theta
theta = -2.0d1 * PI / dble( N )
i = 0
do j=1, N-2
k = rshift(n,1)
i = xor(i,k)
do while ( k > i)
k = rshift(k,1)
i = xor(i,k)
end do
if (j < i) then
temp = data(j)
data(j) = data(i)
data(i) = temp
end if
end do
mh = 1
m = lshift(mh,1)
do while( m <= N )
irev = 0
do i=0, N-1, m
wtemp = dcmplx( cos(theta * irev), sin(theta * irev) )
k = rshift(n,2)
irev = xor(irev,k)
do while ( k > irev )
k = rshift(k,1)
irev = xor(irev,k)
end do
do j=i, mh+i-1
k = j + mh;
temp = data(j) - data(k)
data(j) = data(j) + data(k)
data(k)= wtemp * temp
end do
end do
mh = m
m = lshift(mh,1)
end do  
(a) DFT by ordinal FFT routine 
 (Cooley-Tukey type FFT) 
 
include "mkl_dfti.f90"
:
use mkl_dfti
type(DFTI_DESCRIPTOR), POINTER:: h_desc
integer:: status
status = DftiCreateDescriptor ( h_desc, Dfti_Double, Dfti_Complex, 1, N )
status = DftiCommitDescriptor ( h_desc )
status = DftiComputeForward ( h_desc, data )
status = DftiFreeDescriptor ( h_desc )  
(b) DFT by using MKL 
 
Fig. 8 DFT for real numbers, number of data is N. 
Real data were stored in a complex array of 
data(0:N-1). 
 
4.2.4. 実装のポイント 
ここではプログラムに MKL DFT を実装するときのポイ
ントを説明する． 
1) プログラム中で DFT 関数を使用可能にする 
 すなわち，関数の定義とモジュール使用の宣言を行うこ
とである．関数の定義は“mkl_dfti.f90”のインクルード，モ
ジュール使用の宣言はUSE文で“mkl_dfti”を指定すること
でできる．“mkl_dfti.f90”は MKL のインストールディレク
トリにあるため，あらかじめインクルードパスを通してお
く必要がある． 
2) 入出力データの形式 
 DftiComputeFoward，DftiComputeBackward 関数の入
力データは 1 次元配列として定義されている．従って，2
次元以上の DFT を行うためにはいずれかの方法で 1 次元
配列に変換し DFT 関数に渡す必要がある．この方法として，
作業領域に 1 次元配列を用意しそこに 2 次元配列を入れな
お す 方 法 が 考 え ら れ る ． ま た Fortran で は
EQUIVALENCE 文により多次元配列を疑似的に 1 次元配
列として扱うことができる．なお，出力データも同様に 1
次元配列として定義されている． 
3) 逆変換における倍率因子設定 
 通常，逆 DFT 変換において倍率因子(正規化係数)は 1/N
（N はデータ数）となる．しかし，MKL DFT の逆変換倍
率因子はデフォルトで 1 となっているため注意が必要であ
る．なお，逆変換倍率因子は DftiSetValue 関数で
“DFTI_BACKWARD_SCALE”と倍率を指定することで変
更できる． 
4.2.5. コンパイル方法 
コンパイルコマンドは Fig. 9(a)のようになる．つまり，
通常のコンパイルオプションに加え，ライプラリとして
MKL を使用するオプション（下線部）を追加すればよい．
なお，llg_b2.06_2.f90 がソースプログラム名である．また，
複数のバージョンの MKL がインストールされている場合
はライブラリパス（下線部）を追加することで使用するバ
ージョン（この例では 8.1.1）を選択できる．(Fig. 9(b)) 
 
 
(a)  
 
 
（b） 
Fig. 9  Compiling command and setting the MKL 
version, ver. 8.1.1. 
 
4.3. OpenMP を用いた並列処理プログラム 
OpenMP は，並列コンピューティング環境を利用するた
めに用いられる標準化された基盤である 20), 21)．OpenMP
は主に共有メモリ型並列（SMP）計算機で用いられる． 
4.3.1. 並列化手順 
並列化の手順を次に示す． 
1) 計算量の調査と並列化箇所の決定 
2) 並列化箇所の最適化 
$ ifort llg_b2.06_2.f90 -L/opt/intel/mkl/8.1.1/lib/em64t 
-lmkl_em64t -lguide -lpthread -lm -lmkl -i-dynamic 
-O3 -axO -xO -ip -mcmodel=large -fpp -no-prec-div 
$ ifort llg_b2.06_2.f90 -lmkl_em64t -lguide -lpthread 
-lm -lmkl -i-dynamic -O3 -axO -xO -ip -mcmodel=large 
-fpp -no-prec-div 
  
3) OpenMP による並列化 
4) 効果の検証 
まず，計算量の分布を調査する．そして，プログラムの
すべてではなく，計算量の多い部分から順に並列化を行う．
これは，計算量の多い部分の方が並列化の効果が大きいた
め（アムダールの法則）である．また，並列化ではシステ
ムへの問合せやメモリの確保などのスレッド生成処理，最
適化の影響で既存コードと変更コードの互換性確保の処理
が必要となる，などのコストが生じる．計算量の尐ない部
分を並列化した場合，これらのコストによりトータルの計
算速度が遅くなる場合がある． 
次に，並列化を行う部分について最適化を行う．最適化
では，逐次実行における計算速度の向上だけではなく，並
列化に適したプログラム構造への変更を行う必要がある． 
その後，OpenMP による並列化を施し，その効果を確
認する．効果が確認できた場合は，次の並列化箇所につい
て検討を行う．もし十分な効果が得られない場合は，最適
化および並列化箇所の見直しを行う必要がある． 
4.3.2. 並列化箇所の最適化 
最適化ではメモリ配置とアクセス順が最も重要となり，
並列化の効果を大きく左右する．例えば，複数のスレッド
間でメモリアクセスの衝突が起きた場合，必ず待ち時間を
生じる．例えば，Fig. 10 (a)や Fig. 10 (b)である．このよう
なアクセス衝突が頻繁に起きる場合，並列化を行っても十
分な効果を得られない． さらに，Fig. 10 (b)のような場合，
片方のスレッドが使用するデータをもう一方が書き換えて
しまう危険もある．並列化を有効に行うために，各スレッ
ドが同じまたは近いメモリ領域にアクセスしないようにし
なければならない．これを実現すると Fig. 10 (a’)や Fig. 10 
(b’)のようになる．このようなメモリ配置とアクセス順であ
れば，各スレッドが同じメモリ領域にアクセスすることは
なくなる．さらに１スレッドで見れば連続したメモリ領域
にアクセスするため CPU キャッシュを効率的に利用でき
る． 
なお，多次元配列の場合でもメモリ構造的には１次元配
列と変わらないため，同様のことが言える．（ただし，計算
機言語により次元の格納順が異なることに注意されたい．） 
4.3.3. OpenMP による並列化プログラミングモデルとコン
パイル 
OpenMPのプログラミングモデルは Fork-Joinモデルと
よばれるもので，逐次実行と並列実行部分が交互に切り替
わり実行される(Fig. 11)．この並列実行部分の指定はディ
レクティブの記述により行う．ディレクティブには並列実
行領域構文(parallel 構文)，ワークシェアリング構文(do 構
文)，データ環境構文(private 宣言句)，同期構文(barrier 宣
言子)などがある． 
 parallel 構文で囲まれた領域は並列実行される．しかし，
それだけでは同じ処理が同時に実行されるだけで計算時間
は変わらない．そこでワークシェアリング構文により，指
定された処理ブロックを各スレッドへ割り振る．do 構文を
指定すると直後のループを分割し各スレッドへ割り振るこ
とができる． 
プログラム中，ループ部分が計算時間の多くを占めるた
OpenMP による並列化では parallel 構文と do 構文により 
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Fig. 10  Schematic of memory access. 
 
 
b = 2 
c = 4 
!$OMP PARALLEL 
!$OMP DO 
do  i= 1 , N 
A(i ) = b * i + c 
end do 
!$OMP END DO 
!$OMP END PARALLEL 
do i=1, N 
print*,  A(i ) 
end do 
Master Thread 
Slave Thread 
Join 
Sequentia l 
Parallel 
Sequentia l 
[  Program ] [  Thread Image  ] 
Fork 
 
Fig. 11  Fork-Join model. 
 
並列化を行うことになる． 
データ環境構文では並列化領域における変数のスコープ
を定義できる．たとえば，各スレッドで個別に保持しなけ
ればならないような変数は private宣言句を用いる．なお，
do 構文で指定されたループの制御変数などは指定しなく
とも private となる． 
Fig. 12 のように，ディレクティブで指定した並列化はコ
ンパイル時に“-openmp”オプション（同図下線部）を指定
すれば有効になる．また，Linux の場合，スレッド数はプ
ログラム実行前に“MP_NUMTHREADS”環境変数により
指定することができる． 
 
 
 
Fig. 12  Compiling option to activate OpenMP ( Intel 
Fortran Compiler ). 
 
5．まとめ 
 
第 3 回目の今回はマイクロマグネティクスの記録ヘッド
への適用（前半）として，記録ヘッドシミュレーションに
おけるモデリングと計算の高速化手法（前半）およびヘッ
ド・媒体間の自己無撞着計算の必要性について述べた．第
4 回目ではマイクロマグネティクスの記録ヘッドへの適用
$ ifort llg_b2.06_2.f90 -lmkl_em64t -lguide -lpthread 
-lm -lmkl -i-dynamic -O3 -axO -xO -ip -mcmodel= 
large -openmp -fpp -no-prec-div 
  
（後半）として記録ヘッド計算の高速化（後半）および，
データ作成（形状データ作成および電流磁界の与え方）手
法について述べる予定である．  
なお， 4.2 節の記述は文献 14)の説明と FFT という言葉
の定義範囲などで若干の相違があるかもしれない．この点
は，読者自らご確認いただきたい． 
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