Abstract-Density estimation for observational data plays an integral role in a broad spectrum of applications, e.g., statistical data analysis and information-theoretic image registration. Of late, wavelet-based density estimators have gained in popularity due to their ability to approximate a large class of functions, adapting well to difficult situations such as when densities exhibit abrupt changes. The decision to work with wavelet density estimators brings along with it theoretical considerations (e.g., non-negativity, integrability) and empirical issues (e.g., computation of basis coefficients) that must be addressed in order to obtain a bona fide density. In this paper, we present a new method to accurately estimate a non-negative density which directly addresses many of the problems in practical wavelet density estimation. We cast the estimation procedure in a maximum likelihood framework which estimates the square root of the density , allowing us to obtain the natural non-negative density representation 2 . Analysis of this method will bring to light a remarkable theoretical connection with the Fisher information of the density and, consequently, lead to an efficient constrained optimization procedure to estimate the wavelet coefficients. We illustrate the effectiveness of the algorithm by evaluating its performance on mutual information-based image registration, shape point set alignment, and empirical comparisons to known densities. The present method is also compared to fixed and variable bandwidth kernel density estimators.
I. INTRODUCTION

D
ENSITY estimation is a well-studied field, encompassing a myriad of techniques and theoretical formulations all with the common goal of utilizing the observed data to discover the best approximation to the underlying density that generated them. Methods range from simple histogramming to more statistically efficient kernel-based Parzen window techniques [1] , [2] . Within the last 20 years, the widespread use of wavelet analysis in applied mathematics and engineering has also made its way into statistical applications. The use of wavelets as a density estimator was first explored in [3] . Wavelet bases have the desirable property of being able to approximate a large class of functions . Specifically for density estimation, wavelet analysis is often performed on normed spaces that have some notion of regularity like Besov, Hölder, and Sobolev. From an empirical point of view, the utility of representing a density in a wavelet basis comes from the fact that they are able to achieve good global approximation properties due to their locally compact nature-a key property when it comes to modeling densities that contain bumps and/or abrupt variations. It is well known that wavelets are localized in both time and frequency and this "compactness" is highly desirable in density estimation, as well. The basic idea behind wavelet density estimation (for 1-D data) is to represent the density as a linear combination of wavelet bases (1) where , and are the scaling (a.k.a. father) and wavelet (a.k.a. mother) basis functions respectively, and and are scaling and wavelet basis function coefficients; the -index represents the current level and the -index the integer translation value (the translation range of can be computed from the span of the data and basis function support size [4] ). Our goal then is to estimate the coefficients of the wavelet expansion and obtain an estimator of the density. This should be accomplished in a manner that retains the properties of the true density-notably the density should be non-negative and integrate to one. Typically, wavelet density estimators (WDE) are classified as linear and nonlinear. The term linear estimator denotes the fact that the coefficients are obtained via a projection of the density's distribution onto the space spanned by the wavelet basis. Nonlinear estimators threshold the estimated coefficients, both globally and locally, to obtain optimal convergence to the true density. These estimators, especially those with thresholding, often cannot guarantee that the resulting from the estimation process satisfies the aforementioned properties.
To guarantee these properties, one typically resorts to estimating as (2) which directly gives . Previous work on wavelet density estimation of [5] , [6] stays within the projection paradigm of trying to estimate the coefficients as an inner product with the corresponding (orthogonal) basis. As such, they have to directly address the estimation of the scalar product involving the square root estimate and the appropriate basis function, e.g., estimating coefficient requires finding an acceptable substitute for
. In this work, we will show how to completely avoid this paradigm by casting the estimation process in a maximum likelihood framework. The wavelet coefficients of the expansion are obtained by minimizing the negative log likelihood over the observed samples with respect to the coefficients. Moreover, asymptotic analysis will illustrate a remarkable property of the Fisher information matrix of the density under this representation-which is , where is the identity matrix-and this is leveraged in the optimization. This highly structured matrix is also the asymptotic Hessian of our maximum likelihood objective function at the optimal solution point. This tight coupling in our estimation framework will lead to a very efficient, modified Newton's method for computing the wavelet coefficients. We maintain all the desirable properties that inherently come with estimating , while circumventing the need to establish the previously mentioned substitute. The focus of this paper is to carefully establish these connections and discuss the resulting algorithms for estimating both one and 2-D densities.
Asresearchersinthefieldofimageanalysis,wehaveapenchant toward image processing oriented applications. To this end, we provide proof-of-concept demonstrations through informationtheoretic shape registration and mutual information (MI) based affine registration of medical imagery [7] . Given a pair of images, one image, designated the source, is considered as similar under affine transformations to a prespecified target image. MI-based image alignment tries to maximize the mutual information between the image pair, which hopefully occurs when they are optimally aligned. The algorithm requires a density estimation step that computes the joint density between the image pairs. This density is then used to calculate the mutual information. For shape registration, we adopt the correspondence-free approach as presented in [8] but replace the performance criterion with the Hellinger divergence [9] . For both applications, we replace the typical density estimator, usually a 2-D histogram, kernel estimator or mixture model, with our wavelet density estimator and analyze its viability. We also provide anecdotal results of the wavelet density estimator's ability to model true analytic 1-D and 2-D densities such as Gaussian mixture models.
The rest of this paper is organized in the following manner. In Section II, we briefly recap multiresolution wavelet analysis and provide a more in depth discussion concerning wavelet density estimation. Section III discusses our maximum likelihood framework for estimating the wavelet coefficients for . It goes on to detail the modified Newton's method used to efficiently compute the coefficients. In Section IV, our method is validated in the application setting of image and shape registration and we showcase the capability to model known densities and compare performance against fixed and variable bandwidth kernel density estimators.
II. WAVELET THEORY AND ITS APPLICATION TO DENSITY ESTIMATION
We now provide a basic introduction to the ideas of wavelet multiresolution theory and move on to discussing how these concepts are carried out in wavelet-based density estimation. We will be focused throughout on clearly communicating the conceptual aspects of the theory, diverting much of the mathematical machinery to the (hopefully) appropriately cited references.
A. Multiresolution
For any function and a starting resolution level , representation in the wavelet basis is given by (3) where (4) are scaled and translated version of the father and mother wavelets. The key idea behind multiresolution theory is a sequence of nested subspaces such that (5) and which satisfy the properties and (completeness). The resolution increases as and decreases as (some references show this order reversed due to the fact they invert the scale [10] 
where is a space orthogonal to , i.e., . The father wavelet and its integer translations form a basis for . The mother wavelet and its integer translates span . These spaces decompose the function into its smooth and detail parts; this is akin to viewing the function at different scales and at each scale having a low pass and high pass version of the function.
We will assume , and their scaled and translated versions form orthogonal bases for their respective spaces. Under these assumptions, the standard way to calculate the coefficients for (3) is by using the inner product of the space, e.g., the coefficient is obtained by (7) where we have used the inner product. Most of the existing wavelet-based density estimation techniques exploit this projection paradigm to estimate the coefficients. Replacing the general function by a density , the coefficients for (1) can be calculated as (8) where is the expectation operator. Given samples, this is approximated as the sample average (9) Many density estimation techniques, including ours, require evaluating and at various domain points in their support region. However, most father and mother wavelets do not have an analytic closed-form expression. The strategy is to use the close coupling between the scaling function and wavelet-find by numerically solving the dilation equation and then directly obtain by solving the wavelet equation. The dilation equation is given by (10) where are the low-pass filter coefficients associated with a particular scaling function family. This can be numerically solved using iterative procedures such as the cascade algorithm [11] . Upon solving for , one can immediately get the associated wavelet function by using the high pass filter coefficients and solving the wavelet equation (11) The numerical versions of and will have values at domain points that are integer multiples of (where controls the discretization level). If an value lands in between these grid points, it is a straightforward process to interpolate and get the desired value. We have adopted a cubic spline interpolation strategy to obtain the intermediate values.
B. Wavelet Density Estimation
A practical consideration of using wavelets for density estimation requires careful consideration of several issues. First, one must decide the family of wavelets that will be used as the basis. Though this issue has received considerably less attention in theoretical literature, a pragmatic solution suggests that the choice is closely tied to problem domain. However, one almost always assumes that the bases satisfy the desirable orthonormality property and are compactly supported. Also, multiresolution analysis for function approximation requires the use of bases that have a coupled scaling and wavelet function relationship. This restricts our choice of basis functions to families such as Haar, Daubechies, Coiflets, and Symlets. It is worth mentioning that these basis functions are not perfectly symmetric (except for Haar); in fact, in classical wavelet analysis, symmetry is a detriment to perfect reconstruction of the signal [10] . Exact symmetry is not a critical requirement for density estimation and families like Symlets exhibit characteristics close to symmetry for higher order vanishing moments. Throughout this paper, we assume that our bases are orthogonal, compactly supported and have both a scaling and wavelet function.
Second, and perhaps most importantly, we must address efficient computation of the basis coefficients and the impact they have on the properties of the estimated density. The main contribution of this paper is to further advance the theoretical framework for the estimation of these coefficients, while maintaining the important properties of a bona fide density-non-negative in its support and integrating to one.
Finally, it is necessary to consider the practical issue of selecting the basis truncation parameters. Notice that in (2), convergence of the wavelet representation to the true function assumes a starting resolution level and uses an infinite number of detail resolution levels. In practical computation, it is necessary to develop a principled way of choosing and also a stopping level as we cannot have an infinite expansion. These issues are necessarily addressed by model selection methods such as cross validation. Model selection is not the focus of our current work. It is possible to adopt any of the existing model selection methods, as summarized in [12] , to appropriately choose these parameters and incorporate it into our framework.
Returning to the second point, classical wavelet density estimation [13] , [14] does not try to explicitly ensure that the density is non-negative and usually suffers from negative values in the tails of the density. For example, in the work of Donoho et al. [13] , this artifact is introduced by the necessity to threshold the coefficients. Nonlinear thresholding obtains better convergence and achieves the optimal minimax rate under the global integrated mean squared error (IMSE) measure, where is the expectation operator. Though these are favorable properties, it is still somewhat unsettling to have a density with negative values. Also, thresholding leads to the problem of having to renormalize the coefficients to maintain the integrable property of the estimated density. Under the usual nonlinear estimation process, this is not a straightforward procedure and may require further integration to work out the normalizing constant. Next, we will show how it is possible to incorporate the benefits of thresholding the coefficients while maintaining the integrity of the estimated density.
The preferred way to maintain these properties is to estimate the square root of the density rather than . Estimating has several advantages: i) non-negativity is guaranteed by the fact , ii) integrability to one is easy to maintain even in the presence of thresholding, and iii) the square root is a variance stabilizing transform [15] . The present work also falls into this category of techniques that estimate . To our knowledge, there are only two previous works [5] , [6] that estimate the square root of the density using a wavelet basis expansion.
We begin by representing the square root of the density using (12) Imposing our integration condition, , implies that (13) Notice that if (13) is not one but some arbitrary constant , such as when a thresholding scheme changes the weights, it is possible to perform a straightforward renormalization by merely dividing the coefficients by . In the previous two works [5] , [6] , estimation of and is motivated by applying the previously discussed projection method. We are now working with , however, which changes (8) to (14) The coefficients are defined by analogy. In [5] , the authors propose a suitable substitute to the empirical estimator , but the coefficient estimation is sensitive to the preestimator of . In the work by Penev and Dechevsky [6] , the coefficient computation is based on order statistics of the sample data. As we illustrate in Section III, the method we present avoids these issues by casting the density estimation problem in a maximum likelihood setting. The maximum likelihood model also ensures the asymptotic consistency of our estimated coefficients. To complete the spectrum of nonnegative density estimation techniques, it is worth mentioning that Walter [16] presents an alternative using a clever construction of non-negative wavelets; exploration of this method, however, is beyond the present scope.
III. MAXIMUM LIKELIHOOD FOR WAVELET DENSITY ESTIMATION
We now discuss how to cast wavelet density estimation in a maximum likelihood framework. Often, maximum likelihood is designated a parametric technique and reserved for situations where we are able to assume a functional form for the density. Thus, current research typically categorizes wavelet density estimation as a nonparametric estimation problem. Treating the coefficients as the parameters we wish to estimate, however, allows us to move the problem into the parametric realm. This interpretation is also possible for other formulations such as kernel density estimation, where maximum likelihood is applied to estimate the kernel bandwidth parameter. For estimating the wavelet coefficients, adopting the maximum likelihood procedures will lead to a constrained optimization problem. We then investigate the connections between estimating and the Fisher information of the density. Exploring this connection will allow us to make simplifying assumptions about the optimization problem, resulting in an efficient modified Newton's method with good convergence properties. We will present derivations for both 1-D and 2-D density estimation, extensions to higher dimensions would follow a similar path.
A. One-Dimensional Constrained Maximum Likelihood
Let , represent i.i.d. samples from which we will estimate the parameters of the density. As is often customary, we will choose to minimize the negative log likelihood rather than maximize the log likelihood. The negative log likelihood objective is given by (15) , shown at the bottom of the page. Trying to minimize (15) directly w.r.t. and would result in a density estimator which does not integrate to one. To enforce this condition, we require the following equality constraint: (16) This constraint can be incorporated via a Lagrange parameter to obtain the following constrained objective function: (17) The constraint (16) dictates that the solution to (17) lives on a unit hypersphere; it can be solved using standard constrained optimization techniques. Before presenting our particular solution, we explore the properties of the Fisher information matrix associated with this problem.
B. Many Faces of Fisher Information
The classic form of the Fisher information matrix is given by (18) where the index pair denotes the row, column entry of the matrix and consequently the appropriate parameter pair. Intuitively, one can think of the Fisher information as a measure of the amount of information present in the data about a parameter ; for wavelet density estimation and the -indexing is adjusted to be associated with the appropriate level, translation index pair, i.e., where and are the level indices and and are the translation indices. For the current setting, where we are estimating , the Fisher information has a more pertinent form (19) Hence, computed using the square root of the density differs only by a constant factor from the true Fisher information. Using this algebraic relationship, the Fisher information of the wavelet density estimator can be calculated by substituting the wavelet expansion of given in (2). This gives
where we have leveraged the orthogonal property of the wavelet basis functions. This is an identity matrix and the Fisher information of can be written as . There is another algebraic manipulation that allows us to compute the Fisher information using the Hessian of the log likelihood, specifically (21) where is the gradient operator w.r.t. the parameters and is the Hessian matrix of the multiparameter negative log likelihood. Recalling that (15) is the negative log likelihood, we can immediately make the connection that (17)'s asymptotic Hessian should be . To verify this, let (22) where and are the Hessian of the negative log likelihood (15) and constraint (16), respectively. Equation (22) is the Hessian of the Lagrangian which is typical of constrained minimization problems. We illustrate the computation of the asymptotic by providing results for a particular coefficient ; other coefficients are calculated in a similar manner. The second partial derivative of (15) is (23) and taking its expected value, we get (24) (Note: For readability, we have let ). The Hessian of (16) is constant and is consequently equal to its expected value, i.e., (25) Both (24) and (25) are matrices. Hence, referring back to (22) , in order for , we require at the optimal solution point; the proof of which is obtained through algebraic manipulation of the Lagrangian's, (17) , first-order necessary conditions. Intuitively, what we have shown is that under an orthonormal expansion of the square root of density, the Fisher information matrix essentially specifies a hypersphere [17] .
C. Efficient Minimization Using a Modified Newton's Method
In light of the discussion in the previous section, we proceed to design an efficient optimization method to iteratively solve for the coefficients. A Newton's method solution to (17) would result in the following update equations at iteration : (26) where , , , , and and . When the Hessian is positive definite throughout the feasible solution space , it is possible to directly solve for and [18] . For (17) , it is certainly true that over . In order to avoid the computationally taxing update at each iteration, we adopt a modified Newton's method [18] . Modified Newton techniques replace by , where is a suitable approximation to . Here, we can take advantage of the fact we know at the optimal solution point; hence, we let . In practice, this method is implemented by solving the system (27) where , and the coefficient updates are given by . Notice that these equations can be simplified even further by taking advantage of the simple structure of to avoid explicit matrix inverses and making it very efficient for implementation, i.e., set . This method depends on having a unit step size and has convergence properties comparable to the standard Newton's method [18] . It was also shown in [19] and [20] that using the known Hessian at the optimal solution points has the effect of doubling the convergence area, thus making it robust to various initializations.
D. Two-Dimensional Density Estimation
Extensions to bivariate, wavelet density estimation are made possible by using the tensor product method to construct 2-D wavelet basis functions from their 1-D counterparts [10] . The notation becomes noticeably more complicated and requires careful attention during implementation. Let and now the expansion is given by (28) where is a multi-index. The tensor products are (29) Again, our goal is to estimate the set of coefficients . As in the univariate case, we repeat the necessary steps by first creating the objective function that incorporates the negative log likelihood and the Lagrange parameter term to handle the equality constraint. Then, the minimization procedure follows according to Section III-C. The resulting equations are exactly the same form with straightforward adjustments during implementation of (27) to incorporate the 2-D nature of the indices and wavelet basis. The algorithm to perform one or 2-D wavelet density estimation using our modified Newton's method is presented in Algorithm 1.
Algorithm 1 Wavelet density estimation using modified
Newton's method.
1) Initialize
. We typically set all values to be equal subject to the constraint .
2) Perform modified Newton updates in (27) to get coefficient increments .
3) Update coefficients according to .
4) Repeat Steps 2 and 3 until convergence which gives a minimum to our objective (17).
5) Use estimated set of coefficients to construct as in (12) for 1-D or (28) for 2-D.
IV. EXPERIMENTAL RESULTS
As our work is a general density estimation technique, it is applicable to a whole host of applications that rely on estimating densities from observational data. We are still in the early stages of identifying and exploring the best-of-class applications that are well suited to take advantage of the underlying flexibility that comes with wavelet-based analysis. The present experimental evaluation of the proposed methods was conducted on both synthetic and real data. We measure performance by validation against true, analytical densities (both 1-D and 2-D) and illustrate proof-of-concept scenarios for real data applications that require density estimation as part of their solution. Specifically, the two applications we showcase here are shape alignment and mutual information-based image registration. Though our method has some advantages over contemporary wavelet density estimators, there are still practical considerations that all, including our, wavelet-based solutions bump against. These considerations are peppered throughout our analysis of the experimental results.
A. One-and Two-Dimensional Density Approximation
The approximation power of the present method was validated against the class of known densities as presented in [21] and [22] , where the authors provide constructions of several densities (which are all generated as appropriate mixtures of Gaussians) that analytically exercise representative properties of real densities, such as spatial variability, asymmetry and concentrated peaks. Most other wavelet density estimators have also showcased their results on a small subset of these densities. In order to provide comprehensive, robust analysis of our method, we selected the following 13, 1-D densities to analyze approximation capabilities: Gaussian, skewed unimodal, strongly skewed unimodal, kurtotic unimodal, outlier, bimodal, separated bimodal, skewed bimodal, trimodal, claw, double claw, asymmetric claw, and asymmetric double claw. The reader is referred to [21] for a visual depiction of all 13 densities. During preliminary empirical evaluation, we noticed a trend that best results were observed when using a single-level, scaling function representation of the density. This was further confirmed via private communication with G. G. Walter and also discussed in [23] . We performed the estimation over a range of scale values, i.e., in (12) , from to 5. (Note: We initially used a cross validation method, see [12] , to automatically select but opted to test over a range to be more thorough). We also used three different families of wavelet basis, with multiple orders within a family, to approximate each of the densities-Daubechies of order 1-10, Symlets of order 4-10, and Coiflets of order 1-5. The analyses across families provide some guidance as to the approximation performance capabilities of different bases. All densities were estimated using 2000 samples drawn from the known analytic densities. The approximation error of each test was measured using the integrated squared error (ISE) between the known and estimated densities, i.e., . This was computed by discretizing the 1-D support of the density at equally spaced points and then summing area measures. The best wavelet basis, order and starting level were selected based on this error measure. We executed 15 iterations of our modified Newton's method with many densities converging in fewer (8 to 10) iterations-15 iterations on 2000 samples takes approximately 30 s with a Matlab implementation. We compared the wavelet reconstructed densities with kernel density estimators (KDE) [2] . All experiments were conducted using a Gaussian kernel, a reasonable choice since the true densities are mixtures of Gaussians, with the smoothing parameter (bandwidth of kernel) selected two ways: 1) automatically as described in [2, Ch. 3] and 2) a nearest-neighbor variable bandwidth (see [2, Ch. 5] ). The freely available KDE Toolbox for Matlab [24] by Iheler provides fast, robust implementation of these kernel methods. We refer to the automatically selected bandwidth as fixed since it is the same for all kernels. The 1-D results are summarized in Table I .
For the 2-D evaluation, we selected the following five difficult densities, i.e., ones that exhibited more variations or closely grouped Gaussians, from [22] : bimodal IV, trimodal III, kurtotic, quadrimodal, and skewed. The experimental procedure was similar to that of the 1-D densities and results are summarized in Table II . Again, our modified Newton's method was able to converge with fewer than 15 iterations. In all 2-D test cases, our wavelet density estimator was able to outperform 
b) WDE of (a). (c) Fixed BW KDE of (a). (d) True quadrimodal (e). WDE of (d). (f) Variable BW KDE of (d).
both the fixed and variable bandwidth kernel density estimators. Overall, in both the 1-D and 2-D cases the wavelet bases were able to accurately represent the true densities. Of the families tested, there was no clear-cut winner as to which basis was better than another. The performance of a particular basis depended on the shape of the true density. Some applications may prefer Symlets or Coiflets as they are "more symmetric" than other bases. In comparison to the kernel estimators, our method provided better results on the more difficult densities and performed only slightly worse on slowly varying ones. Also, there were instances where variable bandwidth KDE provided a lower ISE but visually exhibited more peaks than the true density. In the future, we plan to do further analysis to better evaluate this bias-variance tradeoff when selecting the best density approximation. Examples of estimated densities and some of their properties are illustrated in Figs. 1 and 6 .
B. WDE for Registration and Shape Alignment
Information-theoretic approaches have been applied to a variety of image analysis and machine learning problems [25] - [27] . These techniques typically require estimating the underlying density from which the given data are generated. We applied our new density estimation procedure to two information-theoretic methods that utilize the Shannon entropy and the Hellinger divergence. We begin with the well established image registration method based on mutual information [7] . This multimodal registration method iteratively optimizes the mutual information (MI) between a pair of images over the assumed parameter space of their differing transformation. We next implement an adaptation of a more contemporary method which minimizes the Jensen-Shannon divergence in order to align two point-set representation of shapes [8] . Both of these methods require estimating 2-D densities.
1) Registration Using Mutual Information:
For the MI registration experiments, we used slices from the Brainweb simulated MRI volumes for a normal brain [28] . The goal was to recover a global affine warp between an image pair. (Note: To expedite experiments, we did not include translations in the affine warp). We follow the affine warp decomposition used in [29] , which results in a four parameter search space ( , , , ). In order to minimize experimental variability, we manually imposed a known affine transformation between the source and target image. The optimal parameter search was conducted using a coarse-to-fine search strategy over a bounded, discretized range of the parameter space. Calculating the mutual information performance criterion between image pairs requires estimating the joint density between them. This is typically accomplished using a simple 2-D histogram or Parzen window estimator (i.e., the kernel estimators evaluated in Section IV-A). We replace these methods with our wavelet-based density estimator, leaving the rest of the algorithm unchanged. Fig. 2 shows the source and target images used in the trials and the results are listed in Table III . In the absence of noise, we were able to perfectly recover the transformation parameters using our method whereas KDE (both fixed and variable bandwidth) failed to estimate the optimal parameters. In the noise trial, we were able to correctly recover two, and , out of four parameters with the other two, and , values only missing the ground truth by one and two discretization steps, respectively (see Table III ). The KDE performed about the same as our method in these noise trials. All experiments were conducted using the Daubechies order 1 (db1) family, with a multiresolution basis starting at level stopping at . This means that both scaling and wavelet functions were used in the density estimation; see Fig. 3 for an example. It is also possible to use other basis families. Because our optimization does not use a step size parameter, we did encounter some cases where choosing a bad starting level caused convergence issues. This can be remedied by utilizing any standard optimization method that incorporates a line search to control the descent direction. Currently, we are using both qualitative analysis (visual inspection) and a 2-D version of the cross-validation procedure, as referenced above in the approximation experiments, in order to select the start and stop levels. 2) Shape Alignment Under Hellinger Divergence: Next, we applied this density estimation method to shape analysis. The applications of landmark and point set-based shape analysis are often cast in a probabilistic framework which requires a density estimation procedure. The compact, localized nature of the wavelet basis allows one to model a rich class of shapes, with intricate structures and arbitrary topology. We qualitatively illustrate this by estimating the density corresponding to a dog snapper fish shape consisting of 3040 points, Fig. 4(a) . The density estimation was carried out using a Coiflet 4 basis with only scaling basis functions starting at level . The estimated density is shown in Fig. 5 . Notice how the wavelet basis captures the detailed structures such as the fins and closely hugs the spatial support region of the original points. We use our estimation method in a correspondence-free registration framework, as described in [8] and [30] , to recover an affine transformation between two point sets. In [8] , their goal was to determine a probabilistic atlas using Jensen-Shannon divergence. Here, we wish to showcase the wavelet density estimator for probabilistic shape matching, as in [30] . However, rather than using the Kullback-Leibler divergence measure as in [30] , we elect to use the Hellinger divergence instead [9] (30) where and are the wavelet parameters of and , respectively. The Hellinger divergence is also closely related to the geodesic distance on a sphere where each point on the sphere is a wavelet density. The advantage in using the Hellinger divergence (or the geodesic distance) over the Kullback-Leibler divergence is that the divergence is in closed form and does not need to be estimated from the data using a law of large numbers-based approach as in [8] and [30] . In order to control experimental variability, we used a brute force coarse-to-fine search over the affine parameters. The target shape's density, in (30) , is estimated once at the beginning using our method. At each iteration of the affine parameters, the source point set is deformed by the current affine parameters and a new is estimated with the wavelet density estimator using these transformed points. The Hellinger divergence error criterion in (30) is minimized when the two densities are best aligned and this in turn gives the optimal parameters of the affine transformation. Following a strategy similar to those described in the MI experiments, we were able to successfully recover the affine transformation. The ground truth affine parameters were the same as in the MI tests. In these experiments, the KDE-using fixed and variable bandwidths-again failed to estimate all of the parameters correctly (see Table IV ). Some of the KDE's inaccuracies could be attributed to the fact that (30) is available in closed form under our representation but has to be numerically computed for the KDE. Fig. 4(b) illustrates the source and target point set used in this matching experiment.
In this section, we have detailed both the approximation power and practical utility of our proposed wavelet density estimator. The estimator is able to accurately represent a large class of parametric and nonparametric densities, a well-known trait of wavelet bases. Our method robustly satisfies the integrability and non-negativity constraints desired from density estimators with the added localization benefits inherent to wavelet expansions. This allowed us to seamlessly plug in our technique into several applications that critically depend on assessing densities from sample data.
V. CONCLUSION
In this paper, we have presented a new technique for non-negative, density estimation using wavelets. The non-negativity and unit integrability properties of bona fide densities are preserved through directly estimating which allows one to obtain the desired density through the simple transformation . In sharp contrast to previous work, our method casts the estimation process in maximum likelihood framework. This overcomes some of the drawbacks of methods that require good preestimators for the density we are trying to find. The maximum likelihood setting consequently resulted in a constrained objective function whose minimization yielded the required basis function coefficients for our wavelet expansion. We were able to develop a efficient modified Newton method to solve the constrained problem by analyzing the relationship to the Fisher information matrix under the wavelet basis representation. We showed that the Hessian matrix at the solution point of the maximum likelihood objective function had a highly structured and simple form, allowing us to avoid matrix inverses typically required in Newton-type optimization. Verification of our proposed method was first empirically demonstrated by testing this method's capability to accurately reproduce known densities. Success was illustrated across a range of densities and wavelet families and validated against kernel density estimators. We also applied the estimation process to two image analysis problems: mutual information image registration and density estimation for point-set shape alignment. Both illustrated the successful operation of our method.
As a general density estimation procedure, this method could be applied to numerous applications. The compact, localized nature of wavelets and the large class of functions they are capable of representing make them an excellent choice for density estimation. Another property of particular interest to us is the regularity of wavelet families. We hope to explore this in future work, where we can take advantage of the differentiability characteristics to design and optimize information-theoretic objective functions typical in image analysis applications. It is also possible to investigate other optimization techniques to solve the present objective, such as preconditioned conjugate gradient, quasi-Newton or trust region methods. Finally, we plan to leverage the useful property that the Hellinger divergence and the geodesic distance between two wavelet densities (in the same family) are available in closed form in shape matching and indexing applications.
