The complex Ginibre ensemble is an N × N non-Hermitian random matrix over C with i.i.d. complex Gaussian entries normalized to have mean zero and variance 1/N . Unlike the Gaussian unitary ensemble, for which the eigenvectors are distributed according to Haar measure on the compact group U (N ), independently of the eigenvalues, the geometry of the eigenbases of the Ginibre ensemble are not particularly well understood. In this paper we systematically study properties of eigenvector correlations in this matrix ensemble. In particular, we uncover an extended algebraic structure which describes their asymptotic behavior (as N goes to infinity). Our work extends previous results of Chalker and Mehlig [CM98], in which the correlation for pairs of eigenvectors was computed.
Introduction
For N ∈ N, let M N = (M ij ) N i,j=1 denote a random N × N matrix sampled from the Ginibre ensemble. That is, M N is an N × N matrix with complex entries M ij , where (M ij ) i,j≥1 are independent complex Gaussian random variables with mean 0 and variance 1/N . Let us denote the probability measure of such a complex Gaussian variable by κ N κ N (dz) = π −1 exp(−N |z| 2 )N d 2 z, ∀z ∈ C , and by P the joint law of the random variables (M ij ) i,j≥1 . With P-probability 1, the matrix M N is diagonalizable and has N distinct eigenvalues, denoted (λ i ) N i=1 . The eigenvalue (and singular value) distribution is explicitly computable as a determinantal processes. In particular, the spectrum and k-point eigenvalue distributions of M N converge in P-probability (and also almost surely), in the limit N → ∞, to the uniform measure on the unit disc D 1 := {z ∈ C : |z| < 1} ⊂ C (resp. D k 1 ). Furthermore, like its better-known Hermitian counterpart, the Gaussian unitary ensemble, both the eigenvalues and singular values display universal behavior with respect to the variation of the distribution (under modest analytic assumptions on the distribution) of individual entries of the matrix, see [Gin65, Gir84, Gir94, Bai97, TV08, GT10, TV10, BYY14a, BYY14b, Yin14, AEK + 18].
Since the matrix M N is generically non-Hermitian with respect to the natural inner product on C N , one can associate to (λ i ) N i=1 two sets of bases of eigenvectors for C N , a basis of 'right' eigenvectors (r i ) n i=1 and a basis of 'left' eigenvectors (l i ) N i=1 . In the natural coordinate system defining M N , the r i 's are column vectors and M N r i = λ i r i while the l i 's are row vectors and l i M N = λ i l i . Given the r i 's, the l i 's are normalized so that l i · r j = δ ij .
(1.1)
A point worth keeping in mind throughout the paper is that properly speaking, r i ∈ C N while l i ∈ (C N ) * . Hence we will use the convention l i (k) := l(e k ), where e k is the column vector with 1 in the k'th component and 0 elsewhere. With this convention l i · r j = k l i (k)r j (k) without any complex conjugation. Using these bases, we have the spectral decomposition M N = 1≤i≤N λ i Q i , where for 1 ≤ i ≤ N , we introduced the notation
Unlike what transpires in the Hermitian setting, the eigenvectors r i are strongly correlated with the eigenvalues λ i . This has a number of interesting consequences. For example, there is no simple description for the analogue of Dyson's Brownian motion of the Ginibre ensemble, since one has to track the evolution of both eigenvalues and eigenvectors.
In this paper, we study of the geometry of the eigenbases (r i ) N i=1 and (l i ) N i=1 . We shall provide further motivation for this below but, for now, let us simply say that we find related questions intrinsically interesting. For example, what are the typical angles between distinct eigenvectors? What is the volume of the parallelepiped determined by the eigenvectors corresponding to eigenvalues near the deterministic parameters ν 1 , · · · ν for some fixed ∈ N as N → ∞? How does the minimal angle between eigenvectors behave as a function of N ?
Here, we focus on the computation of the 2 -point correlation functions for the collection of eigenvectors corresponding to the deterministic eigenvalues ν 1 , . . . , ν 2 . To explain what we mean, let r † i ∈ (C N ) * (respectively l † i ∈ C N ) denote the row (column) vector obtained by conjugate transposing r i (l i ). When = 1, the natural quantity to study is, formally,
where r † i ·r j := k r i (k)r j (k). Aside from the minor technical issue that one must formalize the meaning of the delta functions, the expression itself is actually not well defined due to the following symmetry. For every choice of non-zero complex numbers (c i ) N i=1 , the pair of bases (c i r i ) N i=1 , (c −1
. From a physical perspective, see [CM98, MC00] , it is natural in such a situation to focus on quantities invariant under this symmetry. Let I 2 ,N be the set of all 2 -tuples of integers in [N ] . For every ε > 0, N ∈ N, and every ν ν ν ∈ D where λ I = (λ Im ) m∈I , the function φ ε denotes the indicator function of the interval (−ε, ε), and for I = (I 1 , . . . , I 2 ), we have implemented the cyclic notation I m+2 = I m . Our goal is to show the existence of the limit and then explore some of its basic properties as a function of the spectral parameters ν ν ν. Let us note that another way to interpret this quantity is to compute the conditional expectation of Tr(Q * 1 Q 2 Q * 3 · · · Q 2 ) conditioned on (λ 1 , . . . , λ 2 ) = ν ν ν. For technical convenience we work with (1.3), although we expect both definitions to lead to the same correlation functions on the macroscopic scale.
In fact, the case = 1 has already been computed by Chalker and Mehlig [CM98, MC00, MC98] , for which they obtained the beautiful formula ρ 2 (ν 1 , ν 2 ) = − 1 − ν 1 ν 2 |ν 1 − ν 2 | 4 , ∀ν 1 , ν 2 ∈ D 1 .
(1.4)
Remark. Note that in [CM98] , this formula appears with a factor of π −2 . The origin of this factor is due to a different normalization.
To illustrate our main result for the next order correlation function (when = 2), we prove that ρ 4 (ν 1 , ν 2 , ν 3 , ν 4 ) = 1 (ν 2 − ν 4 )(ν 1 − ν 3 ) ρ 2 (ν 1 , ν 2 )ρ 2 (ν 3 , ν 4 ) − ρ 2 (ν 1 , ν 4 )ρ 2 (ν 3 , ν 2 ) .
On the basis of this formula one can already begin to see some of the general structure structure that we uncover. First, note that ρ 4 can be expressed in terms of products of ρ 2 's with coefficients that are rational functions in (ν 2k ) k and (ν 2k−1 ) k . In fact, one can interpret ν 2 − ν 4 as a Vandermonde determinant (and similarly ν 1 − ν 3 ). This turns out be a general feature of the correlation functions; In the general case, the correlation functions can be expressed as a linear combination of products of ρ 2 's with a specific pairing rule that we explain below. Moreover, after multiplying by a product of Vandermonde determinants, the coefficients of each product of ρ 2 's are polynomials in (ν 2k ) k and (ν 2k−1 ) k .
1.1. Motivation. Chalker and Mehlig were motivated to compute (1.4) after considering the following problem: Let M N and M N be a pair of independent random matrices distributed according to the Ginibre ensemble and interpolate from one to the other via M N (θ) = cos(θ)M N + sin(θ)M N . How do the eigenvalues λ i (θ) vary with θ? Note that for any fixed θ, the matrix M N (θ) has the same distribution as M N . However, examining the velocities of eigenvalues, Chalker and Mehlig found that E[|∂ θ λ i | 2 |λ i = z] ≈ 1 − |z| 2 . Here the square of the length of Q i in the Hilbert-Schmidt norm naturally appears; E[|∂ θ λ i | 2 |λ i = z] = E[tr(Q † i Q i )|λ i = z]/N . It turns out that this quatity is asymptotic to 1 − |z| 2 . By way of comparison, for the (self adjoint) Gaussian Unitary Ensemble with the same normalization on the matrix entries, it is known that E[∂ θ λ 2 i ] = O(1/N ), see [Wil89] . This indicates a strong instability in the spectrum of a non-Hermitian random matrix which cannot be captured by the typical studies of eigenvalues alone.
This instability turns out to be common in physical and numerical problems involving non-Hermitian matrices. For example, it is the origin of computational issues related to matrix inversion [Grc11] and motivated the study of pseudo-spectra, that is, approximate eigenvalues and eigenvectors, when faced with a non-normal matrix. The latter concept has found application in numerous settings (see the wonderful book [TE05] for a survey). Let us mention a few examples we find interesting, although the discussion is a bit off our main topic.
First, the instability of eigenvalues and eigenvectors of non-normal operators (and the success of pseodspectra in detecting it) was connected to the onset of turbulence in certain fluid flows at Reynolds numbers lower than what might naively be expected based on linearized stability analysis [TTRD93, Tre97] .
A second interesting example in which non-normality and stability of eigenvalues and eigenvectors plays a significant role is the Hatano-Nelson model [HN96, GK98, TE05] . This is an Anderson type model in one dimension in which the propagator is a tilted Laplacian, breaking time reversal symmetry. According to numerical results presented in [TE05] , the eigenvalues and eigenvectors of this model display rather strong sensitivity to boundary conditions, periodic versus Dirichlet. Remarkably however, the pseudo-spectra of this operator seems to be relatively insensitive to boundary conditions.
As a third and final example regarding the significance of this instability, we mention recent work by Fyodorov and Savin regarding inverse lifetimes of resonance states in open quantum systems [FS12] . If the Hamiltonian of the corresponding closed system is perturbed, the inverse lifetimes of the resonance states shift. The authors show that at weak coupling between the system and environment, the magnitudes of these shifts are predominantly due to the non-orthogonality of the resonance states. Moreover, considering the limit in which the number of resonance states tends to infinity, they use random matrix techniques to predict the statistics for these shifts. Subsequent experimental work [GKL + 14] actually confirmed these random matrix theory approximations. This last fact is particularly significant from our point of view: By analogy with the Hermitian setting, in which the local statistics of eigenvalue correlations of GUE is expected to be universal over a large class of models both random and deterministic, one might hope to use non-Hermitian random matrices to study large dissipative quantum systems. The work [GKL + 14] provides proof of concept for this hope.
Another point of view one might take, which makes the quantities we study quite natural, is that Chalker and Mehlig computed the two point, or spin-spin, correlation function of a statistical mechanical system: As is well known, the eigenvalues of the Ginibre ensemble form a system of free fermions, or, equivalently, a determinantal point process. In this interpretation, the associated eigenvectors should not be forgotten as they provide an additional spin structure for this system.
There was a bit of followup work after [CM98, MC00] , c.f. [JNN + 99, BGN + 14], but little attention has been paid by the mathematics community until rather recently. Walters and Starr [WS15] , extended the calculation of ρ 2 to spectral parameters at the boundary of D 1 and also computed the asymptotics of mixed moments of ρ 2,N,ε with powers of the random matrix M N . Bourgade and Dubach [BD18] and Fyodorov [Fyo17] characterized the distribution of the "self-overlap", namely, the length square of a particular Q i , which also represents the local condition number for M N . It would be interesting to extend their results to a "full counting statistics" for all 2 -point correlations of the type considered in the present paper.
We focus exclusively on eigenvector correlations for the complex Ginibre ensemble. As we detail below, there seems to be an interesting algebraic structure underlying our computations which we have only partially uncovered. It would therefore be worthwhile to explore the analogous correlations for other non-Hermitian ensembles, e.g., the real and quaternionic cases.
1.2. Some basic notions and the main result. For a finite set A ⊂ N denote by S A the permutation group on A, and define S = A⊂N, 0≤|A|<∞ S A . Here, denotes the disjoint union of these collections of permutations, that is, we do not identify permutations which have the same fixed points, so the cycle (1, 2, 3) ∈ S [3] is not the same as (1, 2, 3)(4) ∈ S [4] nor the same as the cycle (1, 2, 4) ∈ S {1,2,4} . The set S ∅ contains a unique permutation on the from the empty set to itself, which we denote by ∅. For σ ∈ S we denote by V (σ) the set of vertices on which σ acts and by |σ| the number of cyclic permutation in σ.
It follows from our formalism that, when computing (1.3), we also compute correlations corresponding to product of cycles and hence correlation functions associated with general permutations in S. In order to study correlation functions associated with general permutations, we change our notation slightly. For σ ∈ S, let I σ = I N σ be the collection of tuples indexed by V (σ), taking values in [N ] . Then, for σ ∈ S and u, v ∈ D
Note that when σ has more than one cycle in it, ρ N,ε (σ) is rescaled by a higher power of N , namely N −|σ| , corresponding to the total number of cycles in the correlation function. Relating our new notation to (1.3), by taking C to be the cyclic permutation on [ ] and defining ν ν ν ∈ D 2 1 via the relation ν 2j−1 = v j and ν 2j = u j , one obtains ρ N,ε (C ; u, v) = ρ 2 ,N,ε (ν ν ν).
For m ∈ N and u, v ∈ D
Our first theorem proves the existence of the limiting correlation function in the macroscopic scale of separation, i.e., Dist(u, v) > 0 and a factorization property it satisfies. Theorem 1.1. For every σ ∈ S and every u, v ∈ D
where L k are the cycles of σ, then
This factorization property only occurs with macroscopic separation of the spectral parameters. If one considers the same objects on the scale |u i − v j | = O(N −1/2 ), this result is no longer true, as we show in another forthcoming paper [CR18] . Theorem 1.1 implies that it suffices to understand the limiting correlation function for cyclic permutations. In order to study these we introduce some additional definitions. Let σ, τ ∈ S be two cyclic loops such that V (σ) ⊆ V (τ ). We say that σ is a sub-loop of τ if the map τ • σ −1 has at most one non-fixed point (as a map from V (σ) to V (τ )). Any permutation σ ∈ S induces an orientation on V (σ). In particular, for m ≥ 3 and α 1 , . . . , α m ∈ V (σ) one can check whether (α 1 , . . . , α m ) belong to the same cycle in σ and appear on it with the prescribed ordering. Given two disjoint subloops π 1 and π 2 of a cyclic permutation σ, we say that they are crossing if there exists α ∈ V (π 1 ) and β ∈ V (π 2 ) such that (α, π 1 (α), β, π 2 (β)) is not the ordering of these vertices in σ. Otherwise we say that π 1 and π 2 are non-crossing. There is a natural partial ordering on permutations in S defined as follows. For σ, τ ∈ S, say that σ τ if V (σ) ⊂ V (τ ), every loop of σ is a sub-loop of some loop in τ and all pairs of loops of σ are non-crossing with respect to τ . Finally, for A ⊂ N and v ∈ C A , let V A (v) be the Vandermonde determinant α,β∈A, α<β (v β − v α ). Theorem 1.2. There are two families of polynomials (R π , L π ) π∈S , with R π and L π being homogeneous polynomials from
in the first and second sequence of variables, such that for every permutation σ ∈ S and every u, v ∈ D On the left two subcycles π 1 = (1, 2) and π 2 = (3, 5) which are noncrossing. On the right, two subcycles π 1 = (2, 4) and π 2 = (3, 5) which are crossing with respect to σ. The sequence (2, 4, 3, 5) does not the order of the vertices in σ.
where ρ 2 given by (1.4).
Remark. In spite of the factorization stated in Theorem 1.1, note that Theorem 1.2 suggests, and this is born out by its proof, that even the cycle correlation function cannot be disentangled from the correlation functions corresponding to more complicated permutations.
We have computed these polynomials (as well as the associated correlation functions) for σ = (1, 2), see Section 5, and also in the case σ = (1, 2, 3) and σ = (1, 2, 3, 4) (unpublished). We think it would be an interesting combinatorial problem to give a closed expressions for them, but have not completely achieved this goal for the time being.
Nevertheless, we finish this section by describing some structural properties the polynomials satisfy and providing a recurrence equation for their computation. To this end let us introduce a matrix N, indexed by the elements of S, which plays a crucial role in our paper. For σ, τ ∈ S we say that σ τ if V (σ) ⊂ V (τ ), every loop of σ is a subloop of τ and all but at most one of the loops of τ are also loops in σ. Notice that σ τ implies σ τ but the converse is not necessarily true. Given σ, τ ∈ S such that σ τ define V nf (σ; τ ) to be the set of the non-fixed points of τ • σ −1 as map from V (σ) to V (τ ) and let
Then we define the functions n :
where for u, v ∈ D 1 , we define 1
otherwise.
(1.8)
Note that N is upper triangular since is a partial order, and therefore its eigenvalues are the diagonal entries h σ (u, v).
The equations for the eigenvectors of N can be written recursively. If l π , respectively r π , denote the left (respectively right) eigenvectors, then
Then they are expressed in the following matrices (with rows indexed by the subscript):
Note in particular that these matrices are inverses of one another (as should be the case since they are matrices of left and right eigenvectors of the same matrix). Without some more sophisticated analysis of the equations (5.5), adding even 1 further vertex makes the calculation prohibitively time consuming. A priori it is NOT clear that l σ (τ ), r τ (σ) are rational functions inū, v. The fact that they are provides Theorem 1.2 with a somewhat miraculous quality not apparent at first sight. Some further properties are stated in the next theorem. The reader may also consult Section 5 for a complete account of the analysis, which contains additional structural properties of l σ (τ ), r τ (σ).
and
Moreover, for all σ ∈ S and i, j ∈ V (σ) such that i, j belong to a common cycle of σ of length ≥ 3, both polynomials R σ and L σ vanish whenever (u i , v i ) = (u j , v j ).
Rewriting the correlation functions
The first order of business is to recast ρ N,ε (σ; u, v) in terms of resolvents and contour integrals, which are substantially more amenable to analysis than the expression in (1.5).
2.1. Upper triangulating M N . While it is NOT possible in general to diagonalize M N with a unitary transformation, it is possible to bring M N to upper triangular form using unitary matrices. Appendix A.33 of [Meh04] presents a useful set of coordinates implementing this change of variables. In summary, [Meh04] shows that one can find a (random) unitary transformation U under which M N can be represented by an upper triangular matrix T = T N whose diagonal entries are the eigenvalues of M N and whose off diagonal entries (above the diagonal) are i.i.d. (also independent of the eigenvalues) complex Gaussian random variables with mean zero and variance 1/N . Using the notation λ j = T jj for the eigenvalues, the law for T under P is given explicitly by
be the resolvent of T N and, for a cyclic permutation σ ∈ S and z, w ∈ D
, define
with the product of the matrices taken according to the orbit of a fixed element of the cycle σ. Note that this is well defined due to the invariance of the trace under cyclic permutations. Furthermore, since T N is obtained from M N by a unitary transformation F N (σ; z, w) is also the corresponding trace of a product of resolvents for M N . We extend the definition of F N to general permutations σ ∈ S by setting
where the product is taken over all cyclic permutations in σ and with the convention that F N (∅) = 1.
Remark 2.1. In the last product and in many of the products to follow we observe that each of the constituent factors is a trace of product of matrices. Hence there is no need to order the loops of a permutation. On the other hand, each loop imposes a natural ordering on its vertices and the product of matrices appearing in a loops trace is always taken with respect to this ordering. This convention will be enforced throughout the remainder of this paper.
Using the spectral decomposition for M N in terms of r i , l i ,
Hence, by Cauchy's Theorem
where the contour integrals over S V (σ) ε (u, v) are clockwise over the conjugate variables z α along the circle of radius ε and center u α and counterclockwise over the variables w α along the circle of radius ε and center v β for every α ∈ V (σ).
Due to the above presentation for ρ N,ε (σ), our main object of interest in the following is the quantity E[F N (σ; z, w)].
A recursive equation via a diagrammatic expansion
In order to compute the expectation of E[F N (σ; z, w)], we shall first compute E[F N (σ)|λ j : j ∈ [N ]], in the terms of the eigenvalues (λ j ) j∈ [N ] . This is achieved by successively integrating out the column vectors v j = (T pj ) 1≤p<j using Schur's complement formula. The method described below for computing E[F N (σ)|λ j : j ∈ [N ]] leads to the study conditional expectations of arbitrary correlation functions for the j by j minor corresponding to λ 1 , . . . , λ j and v 1 , . . . , v j .
For 1 ≤ j ≤ N , let R j (z) = (T j − z) −1 be the resolvent of T j and extend the definition of the functions F j (σ) in an appropriate way.
Let us discuss the iterative procedure for their computation. To every permutation σ ∈ S one can associate a natural directed graph (digraph) whose vertex set is V (σ) and whose edge set, denoted E(σ), is the set of ordered vertices (v, w) ∈ V (σ) × V (σ) such that σ(v) = w. The resulting digraph is composed of finitely many loops (including loops of length 1) on the vertex set V (σ). Denoting by G the set of all such digraphs, one can verify that the mapping σ → (V (σ), E(σ)) is a bijection from S to G.
Given a permutation σ and
Our main recursive identity computes the action of taking expectation of F j with respect to v j as the application of a transfer matrix A j to F j−1 . The key point is that A j only depends on the eigenvalue λ j .
where for any pair of permutations σ, σ ∈ S such that V (σ ) ⊂ V (σ)
and A j (σ , σ) = 0 otherwise.
3.1. Proof of Proposition 3.1. By Schur's complement formula, for 2 ≤ j ≤ N , we can write
Therefore, with the abbreviation a j (z) = (λ j − z) −1 ,
and that (v j ) 2≤j≤N are independent random vectors whose entries are i.i.d. complex Gaussians with mean zero and variance 1/N . Since v j is independent of R j−1 , computation of E[F j (σ)|F j−1 ] reduces to the expansion of F j (σ) in terms of (F j−1 (σ )) σ ∈S and the Gaussian vectors v j , v † j followed by integration over these later. We now develop a diagrammatic language to efficiently interpret the meaning and size of the terms appearing in this expansion of F j (σ) according to (3.3). Fix π ∈ S and assume it is a cycle. Treating each of the two terms in the lower right block in (3.3) separately, the term F j (π) can be written as a sum over products of the form Tr α∈V (π) X α , where
To each such product we associate a set of vertices, labeled by elements from V (π), of five types. The vertices are decorated with zero or two half edges (each of which is either dotted or solid) according to the following rule:
The nemonic behind these associations is as follows. The vertex α ∈ V (π) is decorated with a circle whenever the term R j−1 (z α ) † R j−1 (w α ) is present in the expansion of the product of R j 's and with a square whenever only the factor a j (z α )a j (w α ) appears (i.e. case (V)). Additionally a dotted half edge going into the vertex α is associated with the term −a j (z α )v † j , a dotted half edge going out of the the vertex α is associated with the term −a j (w α )v j and every thick half edge is associated with the term 1.
Due to the definition of matrix product and trace, decorated vertices contributing to Tr α∈V (π) R † j (z α )R j (w α ) must fit together according to the following rules: 1. Vertices of type (I) or (III) can only be followed (in the sense of the loop π) by a vertex of type (I) or (II).
Vertices of type (I) or (II) can only be ahead (in the loop) of a vertex of type (I) or (III).
This means that a vertex with a solid half-edge going out can only be followed by a vertex with a solid half-edge going in and vice versa. Similarly, Thus a circularly decorated vertex with a dotted half edge going out can only be followed by a circularly decorated vertex with a dotted half edge going in or by a square vertex. A circular vertex with an incoming dotted half edge can only appear after a circular vertex with an outgoing dotted half-edge or after a square vertex. A square vertex can only be followed by (appear after) a square vertex or by a circular vertex with a incoming and\or outgoing dotted half edge. A diagram associated to a product α∈V (π) X α which satisfies the four conditions above is called compatible with the loop π. Going back to general diagrams, given σ ∈ S, the product F j (σ) = π∈σ F j (π) can be written as a sum over terms of the form π∈σ Tr α∈V (π) X α . The only terms which contribute to F j (σ) have the property that for each π ∈ σ the product α∈V (π) X α corresponds to a diagram compatible with π. In this case we say that ( α∈V (π) X α ) π∈σ is compatible with σ (or σ-compatible) and associate with it the decorated vertices from each of its loops.
Given a permutation σ and a σ-compatible family of products ( α∈V (π) X α ) π∈σ , we generate a partial-digraph from the decorated vertices, denoted Γ(σ), by gluing every outgoing solid half arrow associated with a given vertex with the incoming solid half arrow associated with its successor vertex in the permutation, where its successor is the vertex obtained by applying σ to its label. See Figure 2 for an illustration. This is well defined since the vertices of the different loops are disjoint. We denote by G(σ) the set of partial graphs obtained from σ-compatible products.
Using the fact that compatible products are in bijection with partial digraphs we obtain
where for Γ ∈ G(σ) we denote by Θ(Γ) the term π∈σ Tr α∈V (π) X α for the σ-compatible product associated with the partial graph Γ.
Next we discuss the interpretation, in terms of partial graphs, of integrating over v j = (T pj ) 1≤p<j . We begin with some elementary combinatorial observations. Let Γ be a partial graph associated with the diagram σ, and for X ∈ {I, II, III, IV, V} denote by Γ X the set of vertices of type X in Γ. Also, denote Γ out = Γ II ∪ Γ IV and Γ in = Γ III ∪ Γ IV . Note that in a partial graph obtained from a compatible product |Γ II | = |Γ III | and therefore |Γ in | = |Γ out |. Also, recall that dotted half edges going into (out of) a vertex in Γ in (Γ out ) are in correspondence with appearances of v j and v † j . Since each appearance of v j or v † j in the product can be replaced by a sum over T ·j (respectively T j· ) and since those are independent complex Gaussian random variables with mean zero and variance N −1 , any product in which the number of appearances of T pj is not equal to the number of appearances of T jp equals zero in expectation. In other words,
where the first sum is over partial graphs Γ, the second sum is over p :
be replacing v α in the product by T p(α)j and v † α by T q(α)j whenever they appear in the term related to the vertex α.
Using the fact that (T pj ) 1≤p<j are independent Gaussian random variables with mean zero and variance N −1 gives Claim 3.2. Let σ ∈ S and Γ ∈ G(σ). Then,
where the first sum on the right hand side is over all bijections f :
Proof. This follows from Wick's theorem for centered, complex normal random variables.
We organize the remainder of the proof of Proposition 3.1 as a series of combinatorial statements, see Claims 3.3 -3.5. Fix a permutation σ ∈ S. To every pair (Γ, f ), where Γ ∈ G(σ) and f is a bijection from Γ out to Γ in , we associate a digraph σ 0 = σ 0 (Γ, f ) obtained from Γ by gluing together the dotted half edge going out of the vertex α with the dotted half edge going into f (α) ∈ Γ in , for every α ∈ Γ out , and then removing all square vertices, namely vertices of type (V). See Figure 3 for an illustration. The resulting digraph is always composed of disjoint loops (including loops with one vertex and one edge) and as such corresponds to a unique element in S.
Proof. Let us begin by noting that p Θ(Γ) p,pf −1 gives us a term of the form F j−1 (σ 0 (Γ, f )) which is the corresponding product of traces of resolvents. Furthermore, each pairing of v j and v † j , which corresponds to a matching in f yields a power of N −1 . Since there are
is multiplied by the total power N −|Γout| . Additionally, there are factors of a j 's originating in the decorated vertices that must be accounted for. Each decorated vertex α of type (II), (IV) or (V) yields a factor of a j (w α ) while each vertex of type (III), (IV) or (V) yields a factor of a j (z α ). Combining (3.5) together with Claims 3.2 and 3.3 we conclude
where
Finally, it is left to compare (3.9) with the formula for A j (σ , σ) appearing in Proposition 3.1.
Claim 3.4. Let σ, σ ∈ S. There exists Γ ∈ G(σ) and a bijection f :
Let Γ be the partial graph obtained from σ be choosing all vertices in V (σ) \ V (σ ) to be of type (V) and all remaining vertices to be of type (IV). One can verify that in this case Γ ∈ Γ(σ) and Γ out = Γ in = V (σ ). Choosing f to be the bijection induced from the cycle structure of σ one obtains σ 0 (Γ, f ) = σ as required.
Furthermore, the vertices in the permutation σ 0 (Γ, f ) are exactly V (σ) \ Γ V and therefore, given two permutations σ, σ such that V (σ ) ⊂ V (σ), a partial graph Γ ∈ G(σ) can satisfy σ 0 (Γ, f ) = σ for some bijection f only if and V (σ ) ⊂ V (σ) and
Claim 3.5. Let σ, σ ∈ S be two permutations such that V (σ ) ⊂ V (σ) and let Γ ∈ G(σ) such that Γ V = V (σ)\V (σ ). There exists a bijection f : Γ out → Γ in such that σ 0 (Γ, f ) = σ if and only if the set of directed edges in Γ is contained in E(σ, σ ). Furthermore, if the last condition holds, then such a bijection is unique.
Proof. Denote by E(Γ) the set of oriented edges in the partial graph Γ. From the definition of partial graphs associated with a diagram we know that E(Γ) ⊂ E(σ) for every Γ ∈ G(σ). Furthermore, from the definition of the digraph σ 0 (Γ, f ) obtained from Γ with the help of the bijection f , it follows that E(Γ) ⊂ E(σ ). Hence the condition is necessary.
Conversely, assume next that Γ ∈ G(σ) and that E(Γ) ⊂ E(σ, σ ). Since σ is composed of disjoint oriented loops and since Γ can be thought of as an oriented graph on the same vertex set as σ with E(Γ) ⊂ E(σ ), there can be at most one way to complete the set of oriented edges of Γ in order to create σ , that is, by adding the set of edges E(σ ) \ Γ. This can be done using the bijection f : Γ out → Γ in defined by f (α) = β, where for α ∈ Γ out we define β to be the unique vertex in V (σ ) such that that (α, β) ∈ E(σ ).
Combining the last two claims with (3.9) we obtain for σ, σ ∈ S such that V (σ ) ⊂ V (σ)
(3.10) and A j (σ , v) = 0 whenever V (σ ) \ V (σ) = ∅. This completes the proof of Proposition 3.1.
3.2. From the recursive equation to the conditional expectation. Going back to Proposition 3.1, for every fixed choice of z and w, we may interpret F j−1 (σ) and hence E[F j (σ)|F j−1 ] as random elements of C S . Naturally, we can then view A j (·, ·) as a linear operator on C S . In particular, (3.1) may then be written in a matrix form
Let us observe that the matrix A j is the specialization, at the value λ j , of the matrix valued function A λ := (A(σ , σ; λ, z, w)) σ,σ∈S given by
and by Proposition 3.1
Repeating the induction procedure and using the tower property of conditional expectations, we conclude that for every 2
and in particular
Note that once we get down to F 1 , all resolvent matrices are given by the appropriate scalars a 1 (z), a 1 (w). Therefore, it is natural to interpret F 1 as
We therefore obtain the compact formula
where ∅ denotes the empty diagram and (e σ ) σ∈S is the standard basis of column vectors, i.e., e σ (σ ) = 1 if σ = σ and is 0 otherwise.
Integrating over the eigenvalues
We now have (at least in principal) expressed all correlation functions of interest in terms of the eigenvalues (λ i ) i∈ [N ] . The next step is therefore to take the expectation with respect to the eigenvalues. By (3.12), we can write this as
Recall that our main goal is to prove the existence of the limit lim N →∞ E[ ρ N,ε (σ)]. Due to the relation between E[ ρ N,ε (σ)] and F N (σ) given by (2.4), we wish to take the limit of the normalized function N −|σ| E[F N (σ)] as N tends to infinity.
Let us introduce a normalized version of A λ to absorb the factor N −|σ| . Let Λ be the diagonal S × S matrix given by Λ σ,τ = N |σ| 1 σ=τ and define the matrix B λ = ΛA λ Λ −1 . In other words,
whenever V (σ) ⊂ V (τ ) and 0 otherwise. From the definition of B λ and the fact that the empty diagram does not contain any loops, we obtain
Hence, it suffices to understand the limit as N tends to infinity of the entries of the matrix
Recall the definition of the distance between vectors of complex numbers.
Throughout the remainder of the paper we use the notation in order to denote standard summation with the exception that the empty sum equals 1.
Theorem 4.1 (The matrix N). Fix ∈ N and z, w ∈ C such that Dist(z, w) > 0. Then, for every σ, τ ∈ S := A⊂[ ] S A the sequence e σ E[B λ 1 B λ 2 . . . B λ N ]e τ converges as N goes to infinity to e σ exp(N (z, w))e τ , where N is the restriction of the matrix N, see (4.3), to entries in S . In particular, for every fixed z, w ∈ D 1 such that Dist(z, w) > 0 and every σ ∈ S lim
where for z, w ∈ D 1 we define h(z, w) = log 1−zw |z−w| 2 .
Remark. In Section 5 we will show that the above formula for N coincides with the one provided in (1.6)-(1.8).
The following weaker notion of distance will be used throughout this section. For
4.1. Key proposition. Fix ∈ N. Throughout the remainder of this section we make the dependence on implicit. In particular, with a slight abuse of notation we use B λ also to denote the restriction of B λ = ΛA λ Λ −1 to S × S . We organize the matrix elements of B λ according to powers of N , writing
where the matrices B λ,k depend only on z, w, and λ and in particular not on N .
Our first observation is that B λ,k = 0 for k < 0 and k > 2 .
Claim 4.2. For every σ, τ ∈ S such that σ = τ and
In particular, B λ,k = 0 for every k < 0 and k > 2 .
Proof. Since each permutation consists of disjoint collection of loops and since the number of (directed) edges in each loop equals the number of vertices in it, it follows that
We split the proof into two cases. Assume first that |σ| < |τ |. Using (4.4), we obtain
Assume next that |τ | ≤ |σ| and σ = τ . Once again, due to (4.4) it suffices to prove that |E(σ, τ )| ≤ |E(σ)| − (|σ| − |τ |) − 1. To see this, observe that V (σ) ⊂ V (τ ) and therefore each loop in σ which is not part of τ must contain at least two directed edges that do not belong to E(τ ). Since the loops are disjoint so are the edges, which implies that there are at least |σ| − |τ | + 1 oriented edges in E(σ) that do not belong to
Finally, note that for every
The second observation reads Proof. For the diagonal entries, this follows from the fact that B λ σ,σ = A λ λ λ σ,σ for every σ ∈ S together with the fact that A λ σ,σ = 1 for every σ ∈ S as can be seen by examining the explicit expression (3.2). Indeed, the possible powers of N in (3.2) for σ = σ are −|V (σ)| + |F | ≤ −|V (σ)| + |E(σ)| = 0 for some F ⊂ E(σ) with equality if and only if F = E(σ). For the off-diagonal entries this follows from Claim 4.2.
Using the last two claims we can rewrite the matrix B λ as
where X λ = 2 k=1 N −k B λ,k . Let us observe that by virtue of the symmetry of (2.1), the product E[X λ j 1 X λ j 2 . . . X λ jm ] depends only on the cardinality m and not on the specific choice of j 1 , . . . , j m ∈ [N ] as long as j 1 , . . . , j m are distinct. Therefore,
where for 0 ≤ m ≤ N we introduced the matrix
Combining (4.2) with (4.6) we conclude that Theorem 4.1 amounts to two estimates. The first evaluates Ψ(m) for a fixed m as N goes to infinity, while the second allows us to conclude that the limit exists as the sum of the term-by-term limits. Both estimations are summarized in the following lemma:
Proposition 4.4. Fix ∈ N, δ ∈ (0, 1/2) and z, w ∈ D 1 such that Dist(z, w) > 0.
(1) For every fixed m ∈ N, there exists a constant
(4.7)
(2) There exists a universal constant C ∈ (0, ∞) such that for all m ∈ N.
(4.8)
Proof of Theorem 4.1 assuming Proposition 4.4. This is a standard ε/3 argument.
Proof of Proposition 4.4.
Fix m ∈ N. We start with the proof of (4.7). Using the explicit expression for the entries of the matrix B λ and its relation to the matrix F λ (see (4.1) and (4.5)), for every m ∈ N and σ, τ ∈ S
where we used the notation σ 0 = τ and σ m = σ.
Recall that we use α∈I to denote summation over α ∈ I which is taken to be 1 if I is empty. 
For m ∈ N and w , z ∈ D m 1 , let
Assuming that Dist(z, w) > 0 and using the partial fraction expansion, we can rewrite (4.9) as
where for α α α = (α 1 , . . . , α m ) and β β β = (β 1 , . . . , β m ), we define z α α α i = z α i (w β β β i = w β i ) and
The following lemma summarizes the required bounds on ψ m needed to control Ψ(m). Recall that for z, w ∈ D 1 , we denote h(w, z) = log 
In addition, there exists a universal constant C ∈ (0, ∞) such that for every m ∈ N
(4.14)
We postpone the proof of Lemma 4.6 and return to complete the proof of Proposition 4.4. Fix some δ ∈ (0, 1/2). By Claim 4.2, the term
in (4.11) is at least m. Combining (4.13) with the fact that dist(z α α α , w β β β ) ≥ Dist(z, w) > 0 for every choice of indexes α α α, β β β we conclude that all summands in (4.11) satisfying 
. Since the number of summands is finite we conclude that
as required. Next, we turn to prove (4.8). Using again the fact that the sum in (4.11) is finite, it suffices to prove the result for each of the summands separately.
which together with (4.14) proves that for every m ∈ N, the summand under consideration is bounded by
4.3. Proof of Lemma 4.6. In order to prove Lemma 4.6 we need to estimate the function ψ m defined by
Recall that the density of the eigenvalues (see (2.1)) is given by the kernel 16) where Z N is the Selberg integral
We start by rewriting the kernel using a matrix determinant. For λ ∈ C, let p λ be the column vector in C N with components
and let p λ † denote its conjugate transpose row vector. Define the N × N matrix K by
. Denoting by V λ λ λ be the Vandermonde matrix
and by D the diagonal matrix with entries D ii = N (i−1)/2 / (i − 1)!, one can verify that
Consequently, by the Vandermonde determinant formula
As a result we can rewrite ψ m as
The advantage the renormalized version Det(K) which we use instead of
is the orthonormality property of the vector p λ with respect to integration over λ, namely
We now turn to estimate ψ m with the help of (4.18). We start with an explicit calculation for Z N . Using the Leibniz' formula for the determinant and the invariance of the trace under cyclic permutations
where the product over L is taken over all cycles in the cycle decomposition of π and in the last expression, the order of product over the matrices p λα p λα † is according to the order in the cycle L. Recalling that |π| the number of cycles in π and using (4.18), gives
where in the last step we used the fact that the generating function for the number of cycles in a permutation in S [N ] is given by
Next lets consider the integral Z N ψ m (z , w ), see (4.17), with respect to the above decomposition of Det(K). We start by integrating out λ N , · · · , λ N −m+1 . Let K (m) be the m-by-m matrix (K i,j ) 1≤i,j≤m . Note that K (m) is NOT the matrix K corresponding to the m-by-m Ginibre matrix, as the sums in the inner product of p λ and p λ i † goes all the way to N . Using the orthonormality property (4.18), one can verify that
and therefore
(4.20) For z, w ∈ C such that z = w, we introduce the kernel
given by
Repeating the argument in (5.11) for the determinant Det(K (m) ), we obtain
(−1)
The next lemma contains the bounds on the kernel K(z, w) needed to complete the proof of Lemma 4.6.
Lemma 4.7.
1. For every z, w ∈ D 1 such that |z − w| > 0
where C ∈ (0, ∞) is some universal constant.
3. Fix δ > 0. There exists a universal constant C ∈ (0, ∞) such that for every z, w ∈ D 1
where C ∈ (0, ∞) is some universal constant. In particular,
(4.26)
We postpone the proof of Lemma 4.7 to Appendix A and turn to complete the proof of Lemma 4.6. We start with the proof of (4.13). Splitting the sum in (4.22) into π = id and π ∈ S [m] \ {id} we obtain from Lemma 4.7
(4.27)
Using a telescopic sum we can rewrite the first term on the right hand side as
and therefore by (4.25) and (4.26),
Turning to deal with the second term on the right hand side of (4.27), since there is noting to prove for m = 1, we assume that m ≥ 2. By (4.24) and (4.26), this is bounded from above by
where in the last equality we used the generating function for the number of loops in a permutation. Combining the estimation for both terms (4.13) follows.
Tuning to prove (4.14), a similar computation shows that
where in the last inequality we used the fact that for sufficiently large N (depending on m)
This completes the proof of (4.14).
5 The matrix N and its eigenvectors.
In this section we wish to provide further information on the limiting correlation matrix exp(N). In particular: (1) We prove that the formula for N obtained in Theorem 4.1 and the formula in the introduction (1.8) coincide. (2) We provide an explicit formula for the correlation function ρ(C ) for = 1, 2 and 3. (3) We introduce a recursive formula for computing the correlation functions. The main ingredient in obtaining all of the above is the understanding of the algebraic structure originating in the entries of the eigenvectors of the matrix N 5.1. Rewriting the matrix N. Our first goal is to provide further insight into the entries of the matrix N from Theorem 4.1. In particular we wish to prove that N is upper triangular with respect to the partial ordering and that the formula for its entries given in (1.8) equals the one provided in Theorem 4.1. We start by rewriting the diagonal entries of N. Note that in (4.3), for σ, σ ∈ S, the sume over F runs over all subsets F ⊂ E(σ) of size |F | = |V (σ)| − 1, and that due to the cyclic structure of the digraph associated with the permutation, those sets are exactly the sets containing all but one of the directed edges. Consequently,
, for the definition of h σ .
Next, we turn to deal with the off-diagonal entries. For σ, τ ∈ S declare σ to be smaller than τ , denoted σ τ , if V (σ) ⊂ V (τ ) and |V (σ)| + |τ | − |σ| − 1 ≤ |E(σ, τ )|. Similarly, we denote σ ≺ τ if σ τ and σ = τ . Although it is not immediately clear that the definition of given here is related to the one given in the introduction, we will shortly show that they coincide. It follows from the definition of ≺ and the formula for N provided in Theorem 4.1, that N σ,τ = 0 implies σ τ .
Claim 5.1. The relation ≺ is asymmetric, and therefore for every distinct σ, τ ∈ S
In particular, the matrix N is upper triangular with respect to .
Proof. Let σ, τ ∈ S and assume that σ τ and τ σ. It follows from the definition of that V (σ) = V (τ ) and that |E(σ, τ )| ≥ |V (σ)| + |σ| − |τ | − 1 as well as |E(σ, τ )| ≥ |V (σ)| + |τ | − |σ| − 1, and therefore |E(σ, τ )| = |V (σ)| − 1. Since |E(σ, τ )| ≤ |V (σ)| − 2 whenever σ = τ (because the edges are directed and form disjoint loops) this implies that σ = τ , as required.
Let σ, τ ∈ S such that σ τ . Since in this case V (σ) ⊂ V (τ ), the definition of the digraphs associated with the permutations implies that
where for a pair of diagrams σ, τ ∈ S such that σ τ we introduced the notation
Consequently, σ τ if and only if V (σ) ⊂ V (τ ) and |V nf (σ; τ )| = |σ| − |τ | + 1. Next, we distinguish between cycles in σ according to the number of non fixed points in them (with respect to τ ). Let σ, τ ∈ S such that σ τ . A cycle L ∈ σ is said to be of type i (with respect to τ ) for i ∈ {0, 1}, if |V nf (σ; τ ) ∩ V (L)| = i. Any other cycle is said to be of type 2 (with respect to τ ), i.e., a cycle L ∈ σ is of type 2 if |V nf (σ; τ ) ∩ V (L)| ≥ 2. For i ∈ {0, 1, 2}, we denote by J i (σ; τ ) the number of cycles of type i in σ with respect to τ .
Claim 5.2. Let σ, τ ∈ S such that σ τ . Then, J 2 (σ; τ ) = 0 and J 0 (σ; τ ) ∈ {|τ | − 1, |τ |}, with J 0 (σ; τ ) = |τ | if and only if σ = τ .
Proof. We fix σ, τ ∈ S such that σ τ and abbreviate J i = J i (σ; τ ) for i ∈ {0, 1, 2}. Since every cycle of type 0 in σ (with respect to τ ) is also a cycle in τ , it follows that J 0 ≤ |τ | with equality if and only if σ = τ . Note that 2 i=0 J i = |σ| and that 2 i=0 iJ i ≤ |V nf (σ; τ )| and therefore, the assumption σ τ , implies J 0 ≥ |τ | − 1 + J 2 and in particular that J 0 ≥ |τ | − 1. Observing that J 2 ≥ 1 implies J 0 ≥ |τ | and recalling that J 0 ≤ |τ | with equality if and only if σ = τ and in particular J 2 = 0, the result follows.
The last claim provides us with a relatively simple way to describe the relation ≺ between permutations. An interval of a permutation τ is a sequence of vertices in V (τ ), which appear consecutively along the orbit of the permutation. For example if, τ = (1, 2, 3, 5, 7, 4, 8) then (1, 2, 3, 5), (3, 5, 7) and (4, 8, 1, 2) are all intervals of τ , but (1, 2, 3, 4) is not. The cycle on the left τ is decomposed into intervals (middle) and then each of the intervales is either closed into a loop or deleted, thus generating σ ≺ τ . If there τ is composed of several cycles, then the remaining cycles must also be part of σ.
Proof. Assume first that σ ≺ τ . By Claim 5.2 , we have J 0 (σ; τ ) = |τ | − 1. Consequently, all but at most one of the cycles of τ are also cycles of σ. Denoting by L the remaining cycle of τ , since V (σ) ⊂ V (τ ), the vertex set of each additional cycle of σ is contained in V (L). Furthermore, using Claim 5.2 once more, each of these cycles has exactly one vertex in V nf (σ; τ ), which implies that it must be an interval of L.
In the other direction, if σ, τ ∈ S satisfy the conditions in Corollary 5.3, then by definition V (σ) ⊂ V (τ ). Furthermore, the only edges in E(σ) which are not in E(σ, τ ) are the ones used to close the intervals in the unique cycle of τ which is not a cycle of σ. This gives one edge for each cycle in σ which is not in τ , and therefore
which implies that σ τ .
Remark 5.4. Note that ≺ is asymmetric but is not transitive. The relation from the introduction, see also (5.5), is a partial ordered set obtained from ≺ to guarantee the relation is also transitive.
The last corollary implies that for every σ, τ ∈ S, we have N σ,τ > 0 if and only if σ τ in which case
where we introduced the notations
,
Recalling the definition of n σ,τ , see (1.6), we obtain
This completes the proof of the equivalence between the formula for N given in Theorem 4.1 and the one in (1.8).
Examples.
5.2.1. The case = 1. In this case w 1 , z 1 ) .
Using the complex Green theorem, we conclude
The case = 2. In this case
where we denoted
As a result
Using the complex Green theorem once again, we obtain
The case by case computation of this correlation functions seems to be complicated in general and so in the next section we shall provide some important structural properties of the matrix N which provides further information on the high-order correlation functions.
Eigenvectors.
In order to calculate the correlation function for general permutations and in particular for the cyclic permutation on [ ], we consider eigenvectors of N. To this end we fix ∈ N and recall that N is the restriction of N to rows and columns of permutations in S . In terms of the partial order described above, N is an upper triangular matrix with eigenvalues (h σ ) σ∈S . It has two bases, one of left eigenvectors denoted by (l σ (·)) σ∈S and another set of right eigenvectors denoted by (r σ (·)) σ∈S . We normalize them so that l σ (σ) = r σ (σ) = 1, ∀σ ∈ S .
A priori, the eigenvectors of N depend on . However, due to the fact that N (and hence N ) is an upper triangular matrix, common entries of eigenvectors of a permutation σ for different values of are consistent. In other words, for every 1 < 2 and σ ∈ S 1 the left (right) eigenvectors of N 1 and N 2 associated with σ coincide on all joint entries, the entries in S 1 .
If we introduce the matrices associated with these eigenvectors L σ,τ := l σ (τ ) and R σ,τ = r τ (σ), then
with h understood as the diagonal matrix with entries (h σ ) σ∈S . Therefore, in order to calculate exp(N), it suffices to compute the eigenvectors of N. We shall work with the left eigenvectors for notational convenience. The proof for the right eigenvectors are similar.
The eigenvector equation
Recall the definition of from the introduction. The following lemma shows that the summation can be restricted to an even smaller set of permutations.
Lemma 5.5. Let σ, τ ∈ S, then σ τ if and only if there exists m ∈ N and σ = π 0 π 1 ≺ π 2 . . . π m = τ . In particular, is reflexive and transitive, if σ, τ ∈ S , then l σ (τ ) = 0 if and only if σ τ and the eigenvector equation can be written as
Proof. Let σ, τ ∈ S . If σ (τ ) = 0, then by the eigenvector equation (5.4), one can find m ∈ N and a sequence σ = π 0 , π 1 , π 2 , . . . , π m = τ such that N π j−1 ,π j = 0 for all 1 ≤ j ≤ m, namely π j−1 π j for all 1 ≤ j ≤ m. The other direction is proved similarly via induction on m. The proof of (5.5) follows by induction on pairs σ, τ with respect to ≺.
Lemma 5.6. The family of equations in (5.5) has a unique solution subject to the boundary condition l σ (σ) = 1 for all σ ∈ S .
Proof. Since for a generic choice of z, w ∈ C , it holds that (h σ ) σ∈S are all distinct, it follows that all the all eigenvalues of N are distinct and hence all eigenvectors are unique up to multiplication by a scalar. The scalars are fixed by the choice of normalization l σ (σ) = 1 for σ ∈ S and hence so are the eigenvectors.
Having proved the existence and uniqueness of the solution, we turn to discuss its properties.
Lemma 5.7 (Tensorial property of eigenvector components). Let σ, τ ∈ S such that σ τ and suppose that τ = {L k } |τ | k=1 are the cycles of τ . Then, there exists σ 1 , . . . , σ |τ | ∈ S such that σ = |τ |
(5.6)
In particular, if σ ≺ τ and L is the unique cycle of τ that does not belong to σ, then
. Also, from the definition of the relation ≺, we must have a unique 1 ≤ k 0 ≤ |τ | such that π k 0 ≺ τ k 0 and π k = τ k for every k = k 0 . In particular, recalling the definition of N, see (5.2), we obtain for every π ∈ S satisfying σ π ≺ σ that
From the eigenvector equation (5.5) and the last observation
Using an induction argument over pairs of permutations with respect to the relation ≺, we obtain for every 1 ≤ k ≤ |τ |
Noting that the definition of h implies
the result follows.
Next, we argue that it is enough to calculate l I A (C ) for some subset A ⊂ [ ], where I A is the identity permutation on A. We start with a few additional notations. For
∀i ∈ A and π ∈ S B as above.
Lemma 5.8 (Recursive property of eigenvector components). For every σ, τ ∈ S such that σ τ denote σ τ = U
Proof. We fix σ ∈ S and prove the result by induction on τ ∈ S such that σ τ with the order taken with respect to the relation ≺. For the base of the induction, τ = σ, we have from the normalization
Next, let τ ∈ S such that σ τ and assume the result holds for all π ∈ S such that π ≺ τ . Then,
Combining all of the above, we conclude that
Lemma 5.9. For every A ⊆ B ⊆ [ ], every σ ∈ S A and every τ ∈ S B ,
Proof. Fix A ⊆ B ⊆ [ ] and σ ∈ S A . We split the proof into the statement regarding the permutations τ such that τ = U V (τ ) A (π) for some π ∈ S A , and the ones for which no such π exists.
Starting with the former, we prove the statement by double induction: First on the size of B \ A and second on the permutation τ (with respect to the ordering ≺). If |B \ A| = 0, then A = B and there is nothing to prove. Next, let A ⊂ B ⊆ [ ] such that |B \ A| = 1 and denote by i the unique element in B \ A.
We start an induction on τ ∈ S B such that σ τ (with respect to the ordering ≺). The base of the induction is given by τ = U B A (σ) for which the eigenvector equation (5.5) yields
which shows that l σ (U B A (σ)) = −1 = −l σ (σ), due to the chosen normalization of the eigenvectors. Next assume that for every permutation in S B which is in the image of I B A and is smaller than τ ∈ S B (with respect to ≺) the statement holds. By the eigenvector equation (5.5), for every τ ∈ S A
Note that the only π ∈ S A satisfying π ≺ U B A (τ ) and i / ∈ V (π) is π = τ and therefore, the first sum equals l σ (τ )N τ,U B
A (τ ) = l σ (τ )h(z i , w i ). As for the second sum, since π ≺ U B A (τ ) and i ∈ V (π) we must have that i is also an isolated vertex of π and therefore that L B A (π) is well defined and L B A (π) ≺ τ . Due to (5.2), we have
and therefore that l σ (U B A (τ )) = −l σ (τ ). This complete the induction over τ and thus the proof for the case |B \ A| = 1. Noting that for A ⊂ B ⊂ C we have U C A (τ ) = U C B (U B A (τ )), one can repeat the previous argument adding one vertex at a time, thus completing the induction over |B \ A|, and thus the proof of the first part.
Next, we turn to deal with these τ for which there is no π ∈ S A such that τ = I V (τ ) A (π). As before, this is done by induction on the permutation with respect to the relation ≺. Let τ be a permutation with A ⊂ V (τ ) and denote B = V (τ ). Since τ is not of the form I B A (π) for some π ∈ S A , it follows that, there exists i ∈ B \ A such that τ (i) = i. Furthermore, due to the first part, we can assume without loss of generality that the set of fixed points of τ is contained in A.
The eigenvector equation reads
By the induction assumption, for every σ π ≺ τ such that ∃j ∈ V (π) and π(j) = j, we have l σ (π) = 0. Thus we can restrict the sum to E σ,τ = {σ π ≺ τ : π(j) = j ∀j ∈ V (π) \ A}. In other words
The key point is that for every η ∈ S A the values of N π,τ for π ∈ E σ,τ such that π = U V (π) A (η) are all the same. Indeed, from the properties of the relation ≺ (see Corollary 5.3) and the fact that τ has no fixed points in B \ A, each vertex in π = U V (π) A (η) is either in a cycle of η (which is also a cycle in π and τ , a vertex from B \ A that belongs to τ and not to π or a vertex from B \ A which belongs to τ and to π, in which case it is a fixed point of π but not of τ . In all the cases above, we obtain that V bf (π; τ ) = B \ A, and thus that N σ,τ are all the same.
Denoting by K η,τ the common value N π,τ for π ∈ E σ,τ such that π = U
We now combine the last three lemmas. Given σ, τ ∈ S such that σ τ , by Lemma 5.9, we have l σ (τ ) = 0 unless τ = U
Hence, by Lemma 5.7
Since each of the terms on the right hand size is (up to reindexing) of the form l I [ ] (C l ; z, w) for some choice of ∈ N and z, w ∈ C , the only equations that are left to be solved are (for every ∈ N)
Recall that for A ⊂ [ ] and z ∈ C A , we denote by V A (z) the Vandermonde determinant α,β∈A α<β (z β − z α ) and for a permutation σ ∈ S and z ∈ C V (σ) , we define
Lemma 5.10. For every ∈ N and σ ∈ S , the function (z, w) → l I [ ] (σ; z, w), for z, w ∈ C V (σ) is a rational function in the variables z and w (and in particular does not depend on z and w). Moreover V σ (z)V σ (w)l I V (σ) (σ; z, w) is a homogeneous polynomial of degree
inz and w. In addition, for ≥ 3, the polynomial
We postpone the proof of Lemma 5.10 to Subsection 5.5. Remark 5.11. Let M ν denote the matrix defined by disintegrating N. That is M is the matrix defined by
, and 0 otherwise. An immediate corollary from Lemma 5.10 is that for every choice of
The statement is not as miraculous as it might first appear. Since the left-hand side of (3.12) is a conditional expectation over the sequence of eigenvalues (λ i ) and the sequence of eigenvalues is exchangeable the right-hand side must be symmetric in (λ i ). This strongly suggests that already at the finite level of N by N matrices [A λ , A λ ] = 0. In a forthcoming paper we will take a more careful look at this and use it to connect local correlations to the representation theory of the symmetric group S [ ] .
Before turning to the proof of Lemma 5.10 and the main results, we provide a summary of the properties the left eigenvectors satisfy and state the analogue result for right eigenvectors.
Left eigenvectors -Summary. Let σ, τ ∈ S such that σ τ and
is a homogeneous polynomial in z and w of degree
Right eigenvectors -Summary. Let σ, τ ∈ S such that σ τ and
Furthermore, r τ (σ; z, w) is a rational function in z and w such that V V (σ) (z)V V (σ) (w)r τ (σ; z, w) is a homogeneous polynomial in z and w of degree
5.4. Proof of the main theorems. Let σ ∈ S and u, v ∈ D
(5.10)
Using Theorem 4.1 together with the fact that the convergence is uniform provided Dist(u, v) > 0, we conclude that
Using the complex form of Green's theorem, we conclude that the limit ε → 0 exists and
This completes the proof for the existence of ρ(σ, u, v).
In order prove the factorization property stated in Theorem 1.1 as well as its representation given in Theorem 1.2, we will use the properties of the basis eigevectors (r π ) π∈S and (l π ) π∈S . By Lemma 5.5 and the spectral decomposition, for every σ, τ ∈ S and t > 0 we can write
From Lemma 5.10, we know that r π (∅) and l π (σ) (as functions of u and v) are rational functions in u and v alone. This points now becomes crucial, as it allows us to calculate the partial derivatives of (e N ) ∅,σ (u, v)
where in (1) we used the fact that the differentiation equals zero 2 whenever V (π) = V (σ) and in (2) we used Lemma 5.8. Note that in second and third line one should understand r π (∅) and l π (σ) as a function of u| V (π) and v| V (π) while in the last line of (5.11), one should understand r π (∅) as a function of u| V (π) and v| V (π) , while
. Setting
we obtain (C m ) for m < , implies that l σ (τ ) is a rational function in z and w for every σ, τ ∈ S such that σ τ ≺ C . Note that for pairs σ, τ ∈ S for which σ τ does not hold we have l σ (τ ) = 0 and hence the result holds trivially.
Using the abbreviation l(σ) = l I [ ] (σ; z, w) and denoting a(w) = (λ − w) −1 , we can rewrite (5.9) as
Denote b(z) = (κ − z) −1 and define the rational functions P and Q in λ, κ ∈ C by
In terms of P and Q the eigenvector equation reads
Assume we can prove that T := Q / P is independent of λ and κ. Then, l(C ) = T (λ, λ) is a solution to (5.9), which is also the unique solution as shown in Lemma 5.6. Furthermore, due to the induction assumption, in this case we obtain that l(C ) is a rational function (as a quotient of two such functions) in z and w.
We thus turn to prove that T is independent of λ and κ. To this end, let us introduce some additional notation. For A ⊂ [ ], denote p w A (λ) = α∈A (λ − w α ) and q z A (κ) = α∈A (κ − z α ) and let
Since Q / P = Q /P , it suffices to show that Q /P is independent of λ and κ. Note that
is a polynomial in λ and κ whose degree in each of the variables is ≤ −1. In fact, from the cyclic behavior of C , it follows that the coefficient of λ −1 κ j and λ j κ −1 for 0 ≤ j ≤ − 1 all vanish, and thus that P (λ, κ) is in fact polynomial in λ and κ whose degree in each of the variables is at most − 2. For Q , we have
and since the sum is over permutations satisfying σ ≺ C , which implies |V nf (C • σ −1 )| ≥ 2, it follows that Q(λ, κ) is also a polynomial in λ and κ, whose degree in each of the coefficients is at most − 2.
Using the fact that P and Q are both polynomials of degree ≤ ( −2) 2 in the variables λ and κ, it follows that one needs to specify ( − 1) 2 coefficients in order to determine Q and P . Similarly, one need to specify ( − 1) 2 − 1 = ( − 2) coefficients in order to determine Q and P up to a multiplicative constant. Thus, the claim will follow if we can show that both P and Q vanish on common ( − 1) 2 − 1 = ( − 2) points in C 2 .
One can check by a direct computation that for any generic choice of z and w, the polynomial P vanishes on all points of the form (λ, κ) = (w γ , z β ) for γ ∈ [ ] and β ∈ [ ] \ {γ, C (γ)}, which are precisely ( − 2) points in C 2 . We now turn to show that Q also vanishes on these points as well. The proof follows an induction on . For = 1, 2 there is nothing to prove and for = 3, one can verify that
which vanishes for λ = w γ and κ = z β with γ, β ∈ [3] such that β / ∈ γ, C (γ). Assume next that the result holds for all integers strictly smaller than . Note that for
Denote by J = J β,γ the subinterval of C starting in β and ending with γ with respect to the ordering in C and denote by C J the cycle on J β,γ induced from C . Similarly, denote by I = I β,γ the subinterval of C starting in C (γ) and ending with C −1 (β) and let C I the cycle on I β,γ induced from C . Using the tensorial property of l(σ), see Lemma 5.7, and the definition of the polynomials p and q, it follows that 3 Q (w γ , z β ) =
Denoting |J| = j, we observe that the first sum equals, up to a permutation on the indexes taking the interval J to the interval {1, 2, . . . , |J|}, to
where in the last two equalities we used the fact that 2 ≤ j ≤ − 1 due to the assumption that σ ≺ C and the induction assumption. This completes the proof of the fact that l I [ ] (C ) is a rational function of z and w for every ∈ N, and hence, so are l σ (τ ) for every σ, τ ∈ S are rational functions in z and w.
Next we turn to show that
inz and w. We start by introducing some necessary notation. Recall that for a permutation σ ∈ S [ ] and z ∈ C , we define V σ (z) = L∈σ V V (L) (z), where the product is taken over all cycles in σ and we used the convention that
for every λ, κ ∈ C, by substituting κ = w α and κ = z α and using the notation above, we obtain
where in the last equality we restricted the sum only to those permutation for which α is not a fixed point of C • σ −1 nor σ −1 • C , since for the remaining permutations either
Let us start by proving that e σ are all polynomials in z and w. Due to the tensorial property of the eigenvectors and the definition of V σ , we have that e σ = L∈σ e L . Hence, it suffices to show that e C , for ≥ 1 are all polynomials. We prove this by induction on . For = 1, we have by definition e C 1 = l I [1] (C 1 ) = 1 and the result follows. Next, assume the result holds for (e Cm ) m≤ −1 . Due to (5.12) and the induction assumption, it suffices to show that each summand on the right hand side is divisible by
If β is not in the same cycle of σ as α, then the numerator of W σ contains in its product the term (w α − w β )(z α − z β ), while the denominator does not, hence W σ is divisible by (w α − w β )(z α − z β ) and so is the summand related to σ. On the other hand, since σ ≺ C , all cycles of σ are of type 1 with respect to C and hence the unique vertex in the cycle of α in σ which is not a fixed point is α itself. In particular, if β and α are in the same cycle in σ, then β / ∈ V nf (σ, C ) and therefore the product
This complete the proof that e σ are all polynomials.
Next, we turn to discuss the homogeneity of the polynomials. Going back to the representation l I [ ] (C )P (λ, κ) = Q (λ, κ). Taking κ = λ and equating the coefficients of |λ| 2 −4 in both sides (recall that P and Q are polynomials of degree − 2 is λ and κ) we obtain
W σ e σ . (5.13)
As in previous claim, the proof follows by induction on and the tensorial property which implies it suffices to prove the statement for the cyclic permutations (C ) ≥1 . For = 1 we have e C 1 = 1, which is a homogeneous of degree 0 = 1−1 2 . Assume the statement for e Cm with m ≤ − 1. Noting that each σ in the sum on the right hand side of (5.13) is composed of two cycles whose total length is , and that their length is i and − i for 1 ≤ i ≤ − 1, respectively, it follows from the induction assumption that the corresponding term on the right hand side of (5.13) is a homogeneous polynomials in z and w of degree
Hence e C is a homogeneous polynomial in z and w of degree −1 2 , as required. Finally, we turn to prove that for ≥ 3, the polynomial e C vanish on the hyperplanes
To this end, fix α = β. For = 3 we have by a direct computation (using for example (5.13)) that the result holds. We use one last induction over . Assuming the result holds for e Cm with 3 ≤ m ≤ − 1. We start by proving that the sum on the right hand side of (5.13) vanishes on the hyperplane {(z, w) ∈ (C [ ] ) 2 : (z α , w α ) = (z β , w β )}. Indeed, if α, β ∈ σ, then e (|σ|) σ = 0 vanished on the hyperplane by induction. Otherwise α and β are not in the same cycle, and therefore W σ = 0 by inspection. Finally, noting that the polynomial multiplying e C on the left hand side of (5.13) does not vanish in a typical points in the hyperplane {(z, w) ∈ (C [ ] ) 2 : (z α , w α ) = (z β , w β )}, it follows that e ( ) (z, w) must vanish on the entire set (z α , w α ) = (z β , w β ).
A Proof of Lemma 4.7
Proof of Lemma 4.7(1). We start by proving (4.23). Changing variables, one can rewrite
Denote by B r (z) the open ball of radius r > 0 around z ∈ C. We split the integration over C into three regions:
and turn to estimate each of the integrals separately.
In the region R 3 ,
where in the last step we replaced the integration over R 3 by integration over C and made two changes of coordinates, first to polar coordinates and second replacing the radial coordinate r by u = r 2 . Using the Cauchy-Schwarz inequality and the fact that
Next we turn to estimate the integration over the regions R 1 and R 2 . Since the estimations for both regions are similar we only consider the integration over R 1 . Using the bound k! ≥ (k/e) k one can verify that
Furthermore, in the region R 1 we have
proving inequality (4.23).
Before turning to the proof of (4.24) let us introduce an auxiliary kernel and provide some preliminary estimations. Let
Claim A.1.
We have
2. There exists a universal constant C ∈ (0, ∞) such that for every z, w ∈ D 1 and every
Proof of Claim A.1. Denoting by X u a random variable distributed as a Poisson(u) and observing that P(X u ≤ N − 1) = e −u N −1
Standard large deviation estimates imply P(X |ab| ≤ N − 1) < e −|ab|/2 for sufficiently large N , provided |ab| ≥ 4N . The bound (A.2) follows from this estimate immediately. Next, we turn to the proof of (A.3). We split the integral into two regions |a| ≥ 2 √ N and |a| < 2 √ N . Starting with the former, using (A.2) and the fact that
for some universal constant C. In the last inequality we moved to polar coordinates and used the fact that the indefinite integral of both integrands can be written explicitly. In order to estimate the integral over |a| < 2 √ N we split the integration further into three regions R 1 := B |z−w| 
and the last term is bounded by C/ √ N for some universal constant C ∈ (0, ∞), provided |b| ≤ 3 √ N and decays exponentially for |b| ≥ 3 √ N , (A.4) follows. Since the regions R 1 and R 2 are dealt similarly, we only provide the details for R 1 . Note that |a − √ N w| ≥ |z − w| √ N /2 for a ∈ R 1 and therefore For |b| ≥ 3 √ N , the integrand is bounded by e −N which implies the result. Hence, for the rest of the proof assume that |b| < 3 √ N . For 0 ≤ r ≤ |z − w| √ N /2, let S 1 = {w ∈ C : |w| = |b|} and S 2 (r) = {w ∈ C : w = r + |z| √ N e iθ for some θ ∈ [0, 2π)} and let Let R 1 = [0, |z − w| √ N /2]\R 0 . To estimate the integral over this region, we need to use the geometry of our problem more carefully. Fix r ∈ R 1 and let {θ 0 (r), −θ 0 (r)} denote the two intersections between S 1 and S 2 (r). By symmetry where in the last step we bounded the integral over R 3 by the integral over |a| < 2 √ N . Turning to deal with the integrations over R 1 and R 2 , by symmetry it suffices to prove the result only for R 1 . Proof of Lemma 4.5(2). Notice that due to (A.1)
where we use cyclic indexing k + 1 = 1. For 1 ≤ j ≤ k, let R 1 (j) := {λ j : |λ j | ≤ 2 √ N } and let R 2 (j) = C \ R 1 (j). We split the integration over C k into 2 k regions by defining for a ∈ {1, 2} k the region R a = R a 1 (1) × R a 2 (2) × . . . × R a k (k). Then
We distinguish between two types of regions R a : Either a j = 2 for all 1 ≤ j ≤ k or a j = 1 for some 1 ≤ j ≤ k. Starting with the former, note that in this case |(λ j − √ N w j )(λ j − √ N z j )| ≥ N . Furthermore, it follows from (A.2) that |K(a, b)| ≤ e −(|a| 2 +|b| 2 )/4 for a, b ∈ C such that |a|, |b| > 2 √ N , and therefore
Next, we estimate the second type of region, namely, ones in which a j = 1 for some 1 ≤ j ≤ k. Without loss of generality assume that a k = 1. Using (A.3), (A.6) and the bound |K(λ k , λ 1 )| ≤ 1 which follows from (A.2), we can integrate the variables λ 1 , λ 2 , . . . , λ k one by one. Each of the first k − 1 integrals is bounded by C log(N )/(dist(z, w) √ N ) by (A.3), while the last integral (over λ k ) is bounded by C/dist(z, w) due to (A.6). Combining all of the above we conclude that in each region as above
Using (A.7) to bound the integral over R 2 and the last estimation to bound all other regions, we conclude that
as required.
Finally, we turn to prove (4.25).
Proof of Lemma 4.5(3). From (A.1)
Similarly to the proof of (4.23) we split the integral into regions by considering e N −u+N log(u/N ) du ≤ 10 N 1/2−δ , where in the one before last inequality we bounded the probability by 1 in the first integral and used Chernoff's inequality to bound the probability in the second.
We now estimate the integral over R 1 , which can also be expressed in terms of X u as
By Chernoff's inequality once again, ∀λ ∈ R 1 , |1 − P(X |λ| 2 ≤ N − 1)| = P(X |λ| 2 ≥ N ) ≤ e N −|λ| 2 −N log N +N log(|λ| 2 ) ≤ e −N 2δ .
Using the last estimation together with a similar argument to the one in Claim 3.3, we conclude that it suffices to prove
for some universal constant C ∈ (0, ∞). Using the change of coordinate λ = ν· N − N 1/2+δ we can rewrite the integral on the left hand side of (A.9) as
where we denote w N = w/ 1 − N −1/2+δ and z N = z/ 1 − N −1/2+δ . To evaluate this integral, we use the complex form of Green's theorem. Let Γ ε be the contour along the ∂D 1 with two punctures of width ε surrounding z N and w N respectively. More precisely, let Γ be the contour as schematically represented in Figure 5 . This contour has 5 distinct parts. γ 1 denotes the part of the contour on the unit circle, γ 3 is the circle of radius around z N and γ 5 is the circle of radius around w N . Finally γ 2 , respectively γ 4 , is a pair of parallel straight line segments at distance 2 of each other, connecting γ 1 to γ 3 , respectively to γ 5 . Then (A.10) = lim for some universal constant C. Since |1 − wz| ≥ max{1 − |w|, 1 − |z|} the result follows.
