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To DOT,
of which sole existence is shaping up to be a center of my research
iii
PREFACE
In a quantum dot system, a small number of electrons is confined in a finite region of
space (the dot), which in turn is coupled via tunneling junctions to conducting leads.
Transport characteristics of quantum dot systems exhibit a very strong dependence
on the externally controlled parameters, such as gate potential, magnetic field, etc.
This strong dependence forms the basis for the potential applications of quantum dot
systems as nanoscale alternatives of the conventional field-e!ect transistors.
The tunneling between the dot and the leads induces transitions within the oth-
erwise degenerate ground state manifold of the dot. These transitions give rise to the
well-known many-body phenomenon - the Kondo e!ect, which dominates the prop-
erties of quantum dot systems at temperatures of the order of or below the so-called
Kondo temperature.
In this thesis I first review the basic physics of the Kondo e!ect and its manifes-
tations in quantum dot systems. Then I will concentrate on the dependence of the
characteristic energy scale of the e!ect, the Kondo temperature, on the gate volt-
age, and show it to be very di!erent from that in the conventional Anderson impurity
model, commonly employed for the analysis of the experimental data. Some technical
details are relegated to the Appendix.
iv
ACKNOWLEDGEMENTS
I want to thank my committee who read my thesis and gave constructive comments,
and my advisor, Prof. Michael Pustilnik, whose unprecedented teaching guided my
research towards the right direction, for mentoring me in both physics and life, with
lots of joyful conversation we had outside the Howey physics building, which I will
miss a lot for long.
I cannot thank enough to my fellow graduate students, Alex Wiener, Adam
Perkins, Ekapop Pairam, Yamato Matsuoka and Drs. Mike Sprinkle and Lee Miller of
my classmates at Tech who not only inspired and stimulated me to be a keen physi-
cist, but became friends of mine and shared their advice with me. I am very grateful
to former graduate students at Georgia Tech, Drs. Dongju Lee, Jiil Choi, Seil Lee,
Richard Inho Joh and Ed Greco for all their help. Drs. Kangjun Seo, Bokwon Yoon,
and Joonho Bae encouraged me to finish my research at Tech. Jeremy Hicks, Mike
DePalatis, Chris Malec, and Britt Torrence always helped shape my understanding
in physics and electrical engineering by answering my questions.
I owe some of my knowledge and views of physics to Profs. Predrag Cvitanović,
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SUMMARY
The low-energy properties of quantum dot systems are dominated by the
Kondo e!ect. We study the dependence of the characteristic energy scale of the e!ect,
the Kondo temperature TK , on the gate voltage N0, which controls the number of
electrons in the strongly blockaded dot. We show that in order to obtain the correct
functional form of TK(N0), it is crucial to take into account the presence of many
energy levels in the dot. The dependence turns out to be very di!erent from that in
the conventional single-level Anderson impurity model. Unlike in the latter, TK(N0)
cannot be characterized by a single parameter, such as the ratio of the tunneling-
induced width of the energy levels in the dot and the charging energy.
xi
CHAPTER I
KONDO EFFECT IN A SINGLE-ELECTRON
TRANSISTOR
Advances in nanoscale fabrications and manifestations allow one to establish systems
unapproachable in the past; single electron transistors (SET) and single molecule de-
vices to name a few. Among a few interesting features of such devices, transport in
nanostructures is of importance considering the weight of electronics and its applica-
tion. A quantum dot is a common implementation of single electron transistors, and
an ideal candidate for the study of transport in nanostructures [1, 2].
In quantum transport, a quantum dot (two-dimensionally confined region at the
interface of two semiconducting layers, for instance, GaAs/AlGsAs in a lateral dot
system) is capacitively connected via tunneling junctions to two massive conducting
leads, the source and the drain [1, 2]. The di!erential conductance dI/dV of such
device displays dependence on the external parameters such as temperature T , Zee-
man energy due to a magnetic field B = gµBH, and the source-drain bias V . The
dependence of the di!erential conductance is well described by a formula in terms of












where TK is the characteristic energy scale in this transport. This anomalous be-
havior of the di!erential conductance was reported in various systems such as lateral
semiconductor quantum dots [4, 5, 6, 7, 8, 9, 10], vertical quantum dots [11, 12],
carbon nanotubes [13, 14], and single-molecule transistors [15, 16, 17], etc.
The logarithmic behavior of the transport coe$cient over the external parameters
has been known in condensed matter physics for a long time. When there is a magnetic
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impurity in a host metal [18, 19], the resistivity of the system exhibits non-monotonic
temperature dependence as well (the conventional Kondo e!ect) [20, 21, 22].
1.1 Conventional Kondo e!ect due to a magnetic impurity
The Kondo e!ect [23], the existence of the resistivity minimum at a certain non-zero
temperature was discovered in the early 1930s [24]. From the experimental data,
the contribution to the resistivity of the impurity in a metal was empirically given
by [23, 25]
!" (T ) ' ni ln(#F/T ), (1.2)
with the impurity concentration ni and the Fermi energy #F . It is obvious that the
impurity contribution Eq. (1.2) has a extremum to have a resistivity minimum, as
the electron-phonon scattering contribution to the resistivity monotonically decreases
when decreasing T . It should be mentioned again that the resistivity minimum de-
velops only when the impurity atoms are magnetic [23]. The proportionality !" ' ni
has been verified down to the lowest impurity concentrations experimentally allowed,
which suggests that the phenomenon is due to a single magnetic impurity. Kondo
suggested the simplest model considering the local exchange interaction J between
the magnetic impurity and itinerant electrons at the impurity site from these obser-
vations [23],





ks%ks describes the noninteracting electron gas ($k are single-




ks"̂ss!%k!s! is the spin density of
itinerant electrons at the impurity site (with the Pauli spin matrices "̂ = (&̂x, &̂y, &̂z)),
and S is the spin-1/2 operator for the magnetic impurity.
It should be noted that the phenomenological Kondo model Eq. (1.3) (in other
words, the s-d model) can be reduced from the microscopic Anderson impurity model
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with the help of the Schrie!er-Wol! transformation [26, 27]
H = H0 + Ed
$
!

























(here, the Bloch wavefunction ().
According to Kondo [23], the lowest order of perturbation theory in the exchange
constant J is not su$cient to show the logarithmic dependence in Eq. (1.2) due to the
non-commutativity of the spin operators in the model, Eq. (1.3). Beyond the Born
approximation, however, Kondo showed that the logarithmic temperature dependence
appears in the third order in J [23],
!" $ ni ()J)2
&
1 + 2)J ln(D0/T )
'
. (1.5)
Here, ) is the density of states of itinerant electrons (as a result, )J # 1 is a dimen-
sionless parameter) and D0 $ #F is the high-energy cuto! in Eq. (1.3).
Further study after Kondo showed that logarithmically-divergent terms exist in












1( )J ln(D0/T )
"2
. (1.6)







with the Kondo temperature TK (characteristic energy scale in Eq. (1.1)) defined by
ln(D0/TK) = ()J)
"1. (1.8)
Eq. (1.8) gives the estimate of TK with logarithmic accuracy. A more accurate esti-
mate from Renormalization Group, see Appendix A, reads
TK ) D0()J)1/2 exp((1/)J). (1.9)
It should be noted that the Kondo e!ect does not always bring out the increase
of the resistance like Eq. (1.7) when lowering the temperature. In fact, the Kondo
e!ect increases the probability for an electron to scatter o! the impurity by forming a
resonant ground state. Thus, the scattering probability increases when the energy of
the scattered electron is close to the Fermi level due to the resonance. For a magnetic
impurity in a bulk sample, the scattering probability o! the impurity contributes to
the resistivity increase as a result of non-specific orientation of scattered electrons, as
in the conventional Kondo e!ect.
On the other hand, for a impurity in a tunneling barrier splitting two conductors,
the increased scattering probability turns into the probability for an electron to tunnel
through the barrier, and the di!erential conductance thus increases when decreasing
the external parameters in Eq. (1.1). These zero-bias anomalies in di!erential con-
ductance are also the signature of the Kondo e!ect, and are well understood in this
context [29, 30, 31].
1.1.1 Renormalization Group
Eq. (1.7) is the leading term of the asymptotic expansion of the resistivity in powers
of 1/ ln(T/TK), and represents the impurity contribution to the resistivity in the
leading logarithmic approximation. As explained above, it is a result of summing
up the most diverging terms in all orders of perturbation theory. Moreover, it turns
out that the Kondo temperature, Eq. (1.8) is a non-analytic function of J . One
4
needs to come up with a better approach to resolve these issues. For a prescription,
the Renormalization Group (RG), which is to be used in later chapters, provides
the mathematical framework to study the Kondo e!ect in this thesis. RG [32] is
based on the fact that the main contribution to observable quantities are from the
electronic spectrum proportional to the temperature $ T about the Fermi level. At
temperatures of the order of TK , when the Kondo e!ect governs the low temperature
physics, the spectrum of relevance becomes much narrower ($ TK) compared to the
bandwidth D0 of the Hamiltonian (1.3).
The exchange interaction in Eq. (1.3) induces transitions between the states near
the Fermi level and the states near the band edges. Any such transition costs high
energy ($ D0), and, therefore, can only occur virtually. Virtual transitions via the
states near the band edges result in the second-order correction $ J2/D0 to the
exchange amplitude J for states in the proximity to the Fermi level. Consider a narrow
strip of energies !D # D0 near the band edge. As the strip contains )!D electronic
states, the total correction to the exchange amplitude due to virtual transitions is [32]
!J $ )J2!D/D0.
This correction is hence reflected on the exchange constant in the e!ective Hamil-
tonian *H, which has the same form as the original Kondo hamiltonian (1.3), except
that it is defined for reduced energy bandwidth D0 ( !D, |$k| < D0 ( !D. The
renormalized exchange constant reads






with JD0 in the original Hamiltonian.
Reducing the bandwidth by infinitesimal !D can be considered as a continuous
process during which the original Hamiltonian (1.3) with D = D0 is transformed to
the e!ective Hamiltonian with the bandwidth D # D0. From Eq. (1.10), one then
5
gets the di!erential scaling equation of the exchange constant [32, 33]
dJD
d*
= )J2D, * = ln (D0/D) . (1.11)
This form of the scaling equation above is quite common in the Kondo e!ect up to
the second order in J . The solution of the scaling equation with the initial condition





with the scaling invariant TK = D0 exp((1/)J) (the Kondo temperature). The
reduction of the bandwidth in RG can be treated as a unitary transformation that
decouples the high energy states near the band edges from the rest [34, 35, 36, 37]
(this point of view is discussed in the Appendix A). Any such transformation should
also a!ect the operators of the observable quantities. However, the “current” operator
is not a!ected during RG, and evaluation of the conductivity (and resistivity) can be
carried out at any stage of RG, yielding the same result.
The whole advantage of RG becomes apparent when it is pushed to its limit.
The renormalization Eq. (1.11) works until the bandwidth D becomes of the order of
the energy scale $ T of real transitions. At this termination of RG, the third-order
correction to the resistivity in Eq. (1.5) is ignorable, whereas the main (second-order)










consistent with Eq. (1.7) of perturbation theory.
1.1.2 Kondo singlet
We next replace the local spin density of itinerant electrons s in Eq. (1.3) with a single
spin-1/2 operator S% to capture the idea of the Kondo e!ect and the Kondo singlet in
many body systems. The ground state of this toy model of two spins H % = J(S% · S)
is a spin singlet for the antiferromagnetic case J > 0 (a triplet for the ferromagnetic
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one J < 0). The excitation energy for a triplet is J . This energy J can be viewed as
the binding energy of the singlet.
Turning back to the Kondo Hamiltonian, one would expect the analogy of this
spin singlet in the Kondo model. However, s (instead of a single spin S%) in Eq. (1.3)
is a spin density of itinerant electrons at the impurity site. It is therefore di$cult
for the impurity to capture an itinerant electron and form a singlet as in the toy
model. Nevertheless, RG suggests that even a weak bare exchange constant becomes
e!ectively strong for the electrons close to the Fermi level, see Eq. (1.11), and therefore
su$ces to form a singlet ground state [32, 38, 39, 40] – the Kondo singlet. The binding
energy for this Kondo singlet is not the exchange constant J but the exponentially
small Kondo temperature TK in Eq. (1.8).
It should be noted that the Kondo e!ect lifts the degeneracy of the ground state.
It is the main reason for the logarithmic divergences in perturbation theory, too. By
taking J = 0 as usual in perturbation theory, the ground state is doubly degenerate
as a spin-up and spin-down state of the impurity. Then, perturbation theory in J is
applicable when the temperature is greater than the binding energy for the Kondo






In the opposite limit T # TK , Fermi liquid theory (beyond the scope of this thesis)
reads [41],
1( !"(T )/!"(0) ' (T/TK)2, T # TK . (1.14)
To summarize, Eqs. (1.7) and (1.14) are valid in the weak (T & TK) and strong
(T # TK) coupling limits, respectively. In addition, the Kondo e!ect is a crossover
phenomenon, unlike a phase transition [32, 38, 39, 40], and thus the resistivity
!"(T )/!"(0) is a smooth function in the crossover region of T $ TK .
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1.2 Coulomb blockade in a quantum dot
In recent years, interest in the Kondo e!ect grew again [42] due to advances in exper-
imental techniques as well as nanoscale fabrication. Progress in fabrication enables
one to design artificial nanoscale magnetic impurities. Contemporary experimental
techniques provide direct access to transport properties of such artificial impurities
as well.
The Coulomb blockade [20, 21, 43, 44, 45, 46] is the key to understanding the
nanoscale phenomena, especially quantum transport. The Coulomb blockade were
first reported in several pioneering experiments [47, 48, 49, 50, 51]. In a single electron
transistor (SET) setup [43, 44, 45], a quantum dot is connected to two conducting







Figure 1.1: Equivalent circuit for a quantum dot connected to two massive con-
ducting leads by tunnel junctions with conductances GL,R and capacitances CL,R and
capacitively coupled to the gate electrode Vg, adopted from Pustilnik and reprinted
with the permission of John Wiley and Sons.







where C = CL + CR + Cg is the total capacitance of the dot, and Vg is the potential
on the gate, see Fig. 1.1. Plugging Q = eN into the energy, where N is the number
8






where EC = e2/2C is the charging energy and N0 = CgVg/e is the dimensionless gate
voltage.
1.2.1 Model of a lateral quantum dot system











Here, the first term represents the single-particle (noninteracting) part, and the second






The Hamiltonian (1.17) (known as the Constant Interaction Model) could be
justified microscopically [20, 21, 46] for dots with no spatial symmetries, which are
large compared with the e!ective Bohr radius a0 = +!2/e2m (here m is the e!ective
mass, and + is the dielectric constant). Both conditions are usually satisfied for lateral
quantum dots formed by the electrostatic depletion of the two-dimensional electron
gas at the interface of semiconductor heterostructure such as GaAs/AlGaAs [4, 43, 44,
45]. For a ballistic 2D dot of linear size L, the capacitance C $ +L and the mean level
spacing between the single-particle energy levels can be estimated as ! $ !2/mL2.
Accordingly,
EC/! $ L/a0 & 1. (1.18)
For example, for GaAs-based semiconductor quantum dot systems [1, 2, 4, 5, 6, 7, 8,
9, 10, 43, 44, 45], a0 * 10 nm, and a relatively small dot with L $ 100 nm contains
about 10 electrons. The charging energy of such a dot is of the order EC $ 1 meV,
while the mean single-particle level spacing ! is roughly 10 times smaller. Hence,
both the charging e!ects and the e!ects associated with the quantization of the
9
single-particle energy levels can be resolved in transport experiments performed in
dilution refrigerators with base temperatures below 50 mK [43, 44, 45].
The electrostatic potential defining lateral quantum dot systems varies smoothly
on the scale of the de Broglie wavelength at the Fermi energy. Dot-lead junctions
thus act as electronic waveguides with a well-defined number of propagating modes of
an electronic wave. The Coulomb blockade emerges when the last propagating mode
in each junctions is pinched o!. This allows one to model the leads as reservoirs of






#ksc#ks, , = R, L (1.19)






#ksdns + H.c., (1.20)
where we neglected the dependence of the tunneling amplitudes on n (see the discus-
sion in Chapter 2 and Appendix B) without loss of generality, so that each single-
particle energy level in the dot acquires the same level-width ## = -t2# due to the
tunneling to lead ,.
The conductance G# of the dot-lead junction due to tunneling is
G# = (4e
2/!)(##/!).
The tunneling Hamiltonian Eq. (1.20) is valid for an almost closed dot, i.e., when
G# # e2/h, and hence the total width #0 = #L + #R, the mean level spacing !, and
the charging energy EC establish a well-defined hierarchy in a later quantum dot
#0 # ! # EC . (1.21)
1.2.2 Charge quantization and Coulomb blockade oscillations
Let’s consider an isolated dot (t# % 0) where the number of electrons N in the dot
is a good quantum number at low temperatures. The electrostatic energy to add an
10
electron to the dot is




, N!0 = N + 1/2 = half-integer.
From this, one sees that the N and N + 1 electron states are degenerate at each
N0 = N
!
0 = half-integer. At low enough temperatures T # EC , the average number
of electrons N(N0) = !N̂" over the dimensionless gate N0 should be staircase-like as
in Fig. 1.2(a) with the step-width " $ T/EC . These regions in the vicinity of the
degeneracy within " are called the mixed-valence regions. In other words, the charge
quantization is expected over the entire region of the gate voltage except for the
mixed-valence regions. The charge quantization remains intact at low temperatures,
even when the tunneling is introduced. At very low temperatures T ! #, however, the
step-width " $ #/Ec comes with the renormalized level-width # " #0 (see Chapter







Figure 1.2: (a) Average number of electrons in a dot N = !N̂" at T # EC as a
function of the dimensionless gate voltage N0. The number of electrons N di!ers
significantly from integer values in the narrow mixed-valence regions of the width
" $ max{#, T}/EC about N0 = N!0 = half-integer.
(b) At # ! T # EC the conductance is small in the wide Coulomb valley of the
width of almost 1 in the dimensionless gate voltage due to the Coulomb blockade.
Adopted from Pustilnik and reprinted with the permission of John Wiley and Sons.
The charge quantization in the dot translates into the conductance G through the
dot. At high temperature T & EC , the Coulomb interaction in Eq. (1.17) (and hence
the gate voltage dependence) has no e!ect since the thermal excitation is big enough
to wipe out the staircase-like charge quantization. The conductance in this high-T
11










Things change dramatically at low temperatures. The conductance starts to de-
pend on the gate voltage N0 at all T ! EC . When the gate voltage is outside the
mixed-valence regions, in Fig. 1.2(a), adding or removing an electron costs approx-
imately the charging energy EC in Eq. (1.17). From the energy conservation for a
real transition, the probability to have an electron with energy EC is proportional
to exp((EC/T ) outside the mixed-valence regions. That is, the conductance is ex-
ponentially suppressed at T # Ec (Coulomb blockade valley, hereafter CB valley).
On the other hand, the energy cost in the mixed-valence regions is much smaller due
to the degeneracy, and the conductance is relatively large in these regions (Coulomb
blockade peak, hereafter CB peak)
In the low-T limit, i.e., at T # EC , the conductance G(N0) displays a quasi-
periodic behavior of narrow CB peaks of the width " # 1 accompanied by wide CB
valleys in Fig. 1.2(b). In terms of the dimensionless gate voltage N0, the spacing
between two neighboring CB peaks * 1 in Fig. 1.2(b).
Thorough study on the Coulomb blockade was done in the light of the orthodox
theory by Shekhter [54, 55, 56, 57, 58]. The orthodox theory is based on the rate
equation formalism at T & ! (Numerical approach to solve the rate equations of a
quantum dot is shown in Bonet [59]). The orthodox theory assumes that the inelastic
electron relaxation rate in a dot is large compared with the electron escape rate #/!.
In this approximation, the tunneling via each junction through the dot can be treated
as an independent process.
According to the orthodox theory, the Coulomb blockade peaks saturate to half
of their high-temperature conductance G& when decreasing T . However, the dis-
creteness of the energy levels becomes more relevant at T # !. The rate equation

























Figure 1.3: (a) The height of a Coulomb blockade peak vs. the temperature in the
mixed-valence regions.
(b) Conductance vs. the temperature in the middle of a Coulomb blockade valley.
Adopted from Pustilnik and reprinted with the permission of John Wiley and Sons.
increase as in Fig. 1.3(a) up to $ e2/h & G& [46, 60, 61].
In the Coulomb blockade valleys, the real transitions are strongly suppressed due
to the low thermal activated transport at low temperatures, as explained. But, the
virtual transitions of high order process could yet contribute to the conductance in
Fig. 1.3(b). In this co-tunneling mechanism in Fig. 1.4, the virtual transitions are
not restricted by energy conservation. Thus, the tunneling from one lead into the
dot, and tunneling from the dot to the another lead is a single quantum process, for
example, from the left lead to right lead in Fig. 1.4 [47, 48, 62].
The co-tunneling contribution is very sensitive to the tunneling amplitudes in
Eq. (1.20) as well as to the details of the model. In particular, the result in Fig. 1.3(b)
is valid for large chaotic semiconductor quantum dots [43, 44, 45, 62], as is our case.
In this case, it is well-known that the elastic co-tunneling is the main source of the
mesoscopic fluctuations in the Coulomb blockade valleys at all temperatures T !
EC [63, 46, 20, 21].
1.3 Kondo e!ect in a single electron transistor
In order for the artificial impurity to be spin like in the conventional Kondo model,









Figure 1.4: Various second-order (co-tunneling) processes adopted from Averin et
al.
(a) Inelastic co-tunneling: an electron tunnels from the left lead into one of the un-
occupied single-particle levels in the dot, whereas an electron occupying some other
level tunnels out to the right lead, leaving an electron-hole pair behind. The contri-
bution to the conductance scales with temperature as T 2.
(b) Elastic co-tunneling: unlike the in-elastic case, occupation of electrons in the dot
is the same through the co-tunneling process. This contribution to the conductance
is T -independent.
(c) Spin-flip co-tunneling process: the origin of the Kondo e!ect in the dot.
Adopted from Pustilnik ad reprinted with the permission of John Wiley and Sons.
level in the dot is singly occupied in the ground state, which is either a spin-up
or a spin-down state of the electron. Now, the artificial impurity is magnetic and
doubly degenerate with a spin S = 1/2. This singly-occupied level is a key element in
transport at low temperatures T # Ec, as a source of a elastic co-tunneling spin-flip
process in Fig. 1.4(c). This is the same spin-flip process of a magnetic impurity in a
host metal, which is the origin of the Kondo e!ect in a quantum dot [29, 30, 31, 64, 65].
So, an odd number of electrons in the dot are not subject to the Coulomb blockade at
T % 0. Hence, one expects the enhanced conductance in the Coulomb valleys when
lowering the temperature in Fig. 1.5(a) only when there are odd number of electrons.
To reduce the quantum dot Hamiltonian to the Kondo model, one has to work
on the Hamiltonian Eqs. (1.19)-(1.20). Instead of the conduction electron operators








































Figure 1.5: (a) The conductance vs. the temperature in the Coulomb blockade valley
with an odd number of electrons in the dot.
(b) Conductance vs. the gate voltage at T % 0.
Adopted from Pustilnik and reprinted with the permission of John Wiley and Sons.
Without dependence on n, it is clear from Eqs. (1.19) and (1.20) that only c-electrons



























L in the new basis. Eq. (1.24) is the
simplest multilevel generalization of the Anderson impurity model, Eq. (1.4), in the
dot [26]. For N * odd integer, it could be further reduced to the Kondo Hamilto-
nian Eq. (1.3).
HK = H0 + J(s ·S)
The spin operator S here represents the spin doublet of the ground state of the dot







where E± is the electrostatic energy to add (remove) an electron to (from) the dot.
It should be noted that the exchange interaction describes a second-order process in
Fig. 1.4(c), which comes with two tunneling events, the factor t20, and an intermediate
virtual state with N ± 1 electrons in the dot via a spin-flip process. The energy
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cost via virtual transition is E±, hence the factor min{E±} in the denominator.
According to Eq. (1.25), the dependence of the exchange constant (and, therefore, of
the Kondo temperature) on the gate voltage N0 is nonmonotonic, with a minimum in
the middle of the Coulomb blockade valleys. At this point, E± = EC and min{J} $
t20/EC . While the estimate (1.25) is qualitatively correct, actual dependence of the
exchange constant on the gate voltage turns out to be much more complicated than
that prescribed by Eq. (1.25). Understanding this dependence is the main goal of this
thesis, and is described in details in the Chap. 2.
First, we briefly describe the conductance at zero temperature due to the Kondo
e!ect. Since the Kondo e!ect lifts the degeneracy at any gate voltage, one could use
the Landauer formula to calculate the conductance via the transmission probability
through the dot. According to the scattering theory [67], the transmission proba-
bility is related to the scattering phase shifts of the itinerant electrons. As shown
earlier, only c-electrons are coupled to the dot and scattered o! in the model. The


















Fortunately, the Friedel sum rule relates the occupation number to the phase shifts
in the model






The Kondo singlet reads Ns = N/2 for both spin states, Eq. (1.26) then gives
G = G0 sin
2(-N/2). (1.28)
From this, one can see the conductance reaches its maximum G0 at N = odd integer




KONDO TEMPERATURE OF A QUANTUM DOT.
As discussed in Chapter 1, at certain gate voltages, the conductance of a quantum dot
system increases with the decrease of temperature. The increase takes place when the
dot has an odd number of electrons, and, therefore, has a non-zero spin in the ground
state. Moreover, the dependence of the conductance on temperature is logarithmic.
These facts suggest that the origin of the enhanced conductance is the Kondo e!ect,
with the dot behaving essentially as an artificial magnetic impurity.
As mentioned above, for odd N a generic model of a quantum dot system is
equivalent at low energies to an appropriate Kondo model (1.3). In this chapter, we
demonstrate this equivalence explicitly, and discuss the dependence of the exchange
amplitude (hence, the Kondo temperature) on the gate voltage N0.






















introduced in Eq. (1.24) above. Without loss of generality, we assume that the Fermi
level in the dot corresponds to #0 = 0. Otherwise, the single-particle levels in the dot
#n are characterized by a finite level spacing !. For lateral quantum dot systems in
the weak tunneling regime, the tunneling-induced level width #0 = -)t20, the level
spacing !, and the charging energy EC form a well-defined hierarchy #0 # ! # EC ,
see Eq. (1.21).
For N0 tuned away from the mixed valence regions, at
N0 * N! = odd integer
(notice the di!erence between integer N! and half-integer N!0 introduced in Chapter 2)
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the dot has an odd number of electrons N = !N̂" * N!, and its ground state has spin
S = 1/2. In the low-energy sector, both charge excitations of the dot, characterized
by the energy cost to add/remove an electron
E± = 2EC
66N0 (N! + 1/2
66, (2.2)
and the intradot excitations (the corresponding cost is the level spacing !) are absent.
Our strategy is to project Eq. (2.1) onto this low-energy domain, and the projection
will result in the e!ective Hamiltonian with the bandwidth
D0 = min{!, E±}. (2.3)
As the first step, we project Eq. (2.1) onto the three lowest-energy charge states
of the dot, |N" and |N ± 1", which gives

















c†ksdns |N"!N ( 1|+ H.c., (2.6)






nsdns + E+ |N + 1"!N + 1|+ E" |N ( 1"!N ( 1| . (2.7)
describes the isolated dot.
The next step depends on the relation between ! and EC . We discuss first the
(unphysical) limit ! & EC , corresponding to the single-level Anderson impurity
model [26, 68, 69].
2.1 Anderson model: ! ! EC
For ! & EC all but n = 0 energy levels in the dot are either empty or doubly occupied.
Projecting these levels out, we write Hd % 2EC [n#n$ ( (N0 ( 1/2)(n# + n$)], where
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n# and n$ are spin-up and spin-down occupations of the n = 0 level. At energies lower
than E±, tunneling-induced transitions to states with N ± 1 electrons in the dot are
virtual. To second order in tunneling amplitude, these transitions can be taken into
account by means of the Schrie!er-Wolff transformation [27].
Consider a unitary transformation
H % eSHe"S, S = (S†
with S ' t0. Applying the Baker-Hausdorff formula, we find

























the first-order contribution is absent, and







The generator of the transformation, satisfying Eq. (2.8), is given by













d†0scks |N ( 1"!N |( H.c.
Using Eqs. (2.9) and (2.10), the identity
2 !s1s2!s!1s!2 = !s1s!1!s!2s2 + "s1s!1 · "s!2s2 , (2.11)
(here " = (&x, &y, &z) are the Pauli matrices), and projecting the result onto the
subspace of the Hilbert space with N electrons on the dot, we arrive at the Kondo
Hamiltonian










ks("ss!/2)ck!s! represent the local particle
and spin density of conduction electrons, and the spin S describes the state of the
dot.
The amplitude of the potential scattering in Eq. (2.12) reads











This term breaks the particle-hole symmetry of the model, thus reflecting the devia-
tion of the number of electrons in the dot N from the integer value N! [70],
"N = N (N! * (2)V. (2.14)
When the gate voltage approaches the mixed-valence region, say, at N0 * N! + 1/2,
Eq. (2.14) reduces to V * (t20/2E+. The requirement of N being close to an integer
|"N |# 1 and Eqs. (2.2) and (2.14) then give
66N0 (N! ± 1/2
66 & #0/EC , (2.15)
which implies that the mixed-valence regions in the Anderson model have width
$ #0/EC , in agreement with [68, 69].























The exchange amplitude (2.16) (and, therefore, TK) has a minimum at the particle-
hole symmetric point N0 = N!, where J
66
N0=N"
= J0. Accounting for higher orders in
t0 contributions (which amounts to going beyond the accuracy of the Schrie!er-Wol!
transformation) merely results in a small correction [68, 69, 71],
"J0/J0 $ )J0 # 1. (2.18)
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The Anderson model therefore provides a qualitatively correct description of the
dependence TK(N0). The dependence is non-monotonic with a minimum in the middle
of the Coulomb blockade valley. This is why Eq. (1.9) with D0 and J given by Eqs.
(2.3) and (2.16) is often employed to fit the experimental data, see, e.g., [4, 5, 6].
2.2 Realistic quantum dot: ! " EC
We turn now to the realistic limit ! # EC . Although the Anderson model is no
longer applicable in this limit, its prediction for min{J(N0)} = J0, see Eqs. (2.16)










where , $ 1 is a numerical coe$cient [71]. Although the correction (2.19) is larger
than that in the Anderson model by a factor EC/! & 1, see Eq. (2.18), the separation
of the energy scales Eq. (1.21) ensures that it is still relatively small, "J0/J0 # 1.
This changes dramatically [72] when the gate voltage is tuned away form the
middle of the Coulomb blockade valley N0 = N!. Indeed, it is well-known [73] that
when the gate voltage is close to (but still outside) the mixed valence region, say, at
#0/EC # N! (N0 + 1/2 # 1 (2.20)
(more careful estimate is given below), transitions between the two almost degenerate
charge states of the dot |N" and |N + 1" result in diverging logarithmic corrections
to the tunneling amplitude. The origin of these corrections is again the Kondo e!ect,
with the two charge states playing the part of the impurity spin [52, 73].
2.2.1 Kondo e!ect in the charge sector
To make the connection with the Kondo problem explicit, we, following [73], project
out virtual transitions to the state |N ( 1", associated with high energy cost
E" * EC & E+.
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This amounts to the introduction of a high-energy cuto! in Eq. (2.4):
|$k|, |#n| < D $ EC .
The projected Hamiltonian can be brought into the form of an anisotropic two-channel













s T̂z + t)
=





In terms of |," and |-", representing, respectively, charge states with N! and N! + 1







, T̂+ = T̂
†
" = |-"!,| .
The operators % in (2.21) are the relabeled operators c and d of Eq. (2.1),
%s,p,#=* = dn+p,s , %s,p,#=, = ck+p,s .
Accordingly, the single-particle energies .p,# = (."p,# are characterized by the pseudospin-
dependent densities of states
)* = 1/!, ), = ).








where components of the vector *" are the Pauli matrices acting on the pseudospin
degree of freedom.
The bare (corresponding to the bandwidth D $ EC) values of the coupling con-
stants in (2.21) are
t) = t0, tz = 0. (2.22)
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The derivation of the scaling equations for the model (2.21) follows closely that




()* + ),)tz, I) = 2()*),)
1/2t), (2.23)
and the running variable * = ln(EC/D), the RG equations are identical to Eqs.
(A.21)-(A.23) with M = 2,
dIz
d*

















lead to small pseudospin-dependent corrections to the density of states [74], which we
neglect.




0/! = 4#0/-!, Iz(0) = 0, (2.26)
see Eqs. (2.22) and (2.23), is presented in the Appendix, see Section A.1.2. The
coupling constants Iz(*) and I)(*) diverge at * % *C = ln(EC/TC), where the Kondo
temperature for the charge Kondo e!ect is given by
TC ) EC00 exp[(-/200], 00 = I)(0) =
3
4#0/-!. (2.27)
In the so-called scaling limit (corresponding to TC # D # EC), the solutions of Eqs.
(2.24)-(2.25) take the form





see Section A.1.2. The right hand side (hereafter, r.h.s) of Eq. (2.28) contains a sum
of two contributions, the bare value of I), and the correction due to a logarithmic
renormalization associated with the charge Kondo e!ect. Note that in order to obtain
this result, it is crucial to take into account the third-order terms in the r.h.s. of Eqs.
(2.24) and (2.25).
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2.2.2 Reduction to the Kondo model
The scaling described by Eqs. (2.24)-(2.25) continues as long as the two charge states,
|N" and |N + 1", can be treated as degenerate, and as long as the discreteness of the
dot’s spectrum can be neglected. In other words, as long as the bandwidth D in
Eq. (2.21) exceeds both the addition energy E+ and the single-particle level spacing
in the dot !. At smaller D,





the e!ective Hamiltonian is given by Eq. (2.21) with renormalized coupling constants.
















c†ksdns |N + 1"!N |+ H.c.
,
with the renormalized tunneling amplitude given by
t2 = t2)(D






In writing Eq. (2.30), we have omitted the potential scattering terms arising from the
z-component of the exchange in Eq. (2.21).
Further reduction of the bandwidth from D! down to D0, see Eq. (2.3), can be
carried out without regard to the presence of multiple energy levels in the dot (these
levels have been already accounted for in the renormalization of the tunneling ampli-
tude). In other words, Eq. (2.30) is equivalent to the Anderson model in the strongly
anisotropic limit. Accordingly, virtual transitions to the state |N + 1" can be taken
into account by means of the Scrie!er-Wolff transformation, see Section 2.1. The















and with the potential scattering amplitude V * (J/4. Repeating the argument











which translates into the restriction on the allowed values of the addition energy in
Eq. (2.32), E+ & #.
2.2.3 Discussion
The exchange amplitude (2.32) determines the value of the Kondo temperature Eq. (1.9).
Compared with the Anderson model result J = (EC/2E+)J0, see Eq. (2.16), Eq. (2.32)
contains an additional contribution, which comes from the renormalization of the tun-
neling amplitude.
The correction to the tunneling amplitude is of the order of or larger than its bare
value if 00 ln(D!/TC) ! 1, see Eq. (2.28). With 00 and TC given in Eq. (2.27), we
arrive at the condition
D! ! EC00 $ EC
3
#0/! . (2.34)
In view of Eq. (2.34), the most interesting limit is realized when
(!/EC)
2 # #0/!. (2.35)
For large lateral quantum dots, the left hand side of Eq. (2.35) is controlled by
the size of the dot L, !/EC ' 1/L, see the discussion in Section 1.2.1, while the
r.h.s is proportional to the conductance of the dot-lead contact. Experimentally,
these quantities can be tuned independently of each other [20, 21, 43, 44, 45]. This
allows one to satisfy the inequality (2.35) simultaneously with the condition of the
applicability of the tunneling Hamiltonian description #0 # !.





and is compatible with the condition that D $ ! belongs to the weak coupling regime
of the Kondo e!ect in the charge sector, i.e., ln(!/Tc) & 1. This in turn ensures that
the renormalized level width #,
# * ! -/4
ln2(!/Tc)
,
see Eq. (2.33), is not only large compared with the bare width #0, but is also small
compared with the level spacing !,
#0 # # # !. (2.36)















! (N0 + 1/2 (2.38)
is the distance in the dimensionless gate voltage to the charge degeneracy point; in
terms of "(N0), the addition energy is given by E+(N0) = 2EC"(N0), see Eq. (2.2).
The dependences Eq. (2.37) coincide with that in the Anderson model, see Eq. (2.16),
except that the two asymptotes correspond to two di!erent Anderson models: one
characterized by the bare level width #0, another by the renormalized level width
# & #0.













The dependence of the Kondo temperature on the gate voltage is sketched in










Figure 2.1: Sketch of the dependence of the Kondo temperature TK on the distance
in the dimensionless gate voltage to the charge degeneracy point "(N0), see Eq. (2.38)
The solid line corresponds to a quantum dot (! # EC) with the bare level width #0.
The dashed lines represent single-level Anderson impurity models (! & EC) with
di!erent level widths, # and #0.
to the border of the domain of their applicability, "(N0) $ #/EC , gives the estimate
max{TK} $ #.
Our results show that while the non-monotonic dependence TK(N0) prescribed
by the Anderson model s qualitatively correct, it is not possible to choose a single
parameter characterizing this model (e.g., the tunneling-induced level width) to fit
the TK(N0) in the entire Coulomb blockade valley with an odd number of electrons.
It should be noted that the dependence TK(N0) in quantum dots with almost open
contacts [52, 53, 75] is also very di!erent compared with that in the Anderson model.




with R # 1 [75]. This result applies
to dots which are in the mixed valence regime at all values of N0. Understanding
the crossover between the result of [75] and our Eq. (2.32) would require a detailed
description of an intermediate regime between the strong and weak Coulomb blockade.
Although the above derivation did not take into account the disorder, our main
conclusion remains intact even in the presence of the disorder TK(N0) for a quantum
dot interpolates between the corresponding dependencies for two di!erent Anderson
27
models. One of these models is characterized by the bare level width for the Fermi
level in the dot, #0, while in the second, #0 is replaced by renormalized width #. The
renormalization of the width is the result of summing up contributions from a large
number ($ EC/! & 1) of energy levels in the dot.
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APPENDIX A
SCALING FOR THE MULTICHANNEL KONDO MODEL
In this Appendix, we consider the standard anisotropic multichannel Kondo Hamil-
tonian














m = 1, ...,M labels the channels, independent species of conduction electrons, par-








%mk!s! , , = x, y, z.





%mks, |$k| 0 D ( !D
(mks, D ( !D < |$k| 0 D
, (A.2)
where (nks represent the electronic states with single particle energies within narrow
strips of the width !D # D near the edges of the band. We write the exchange term






# = Hex + V, (A.3)
where V includes the contributions which do not conserve separately the numbers of










S# + H.c.. (A.4)
Eq. (A.4) describes transitions between the high-energy states (() and the rest of
the band (%). Our goal is to find approximately a unitary transformation UHU † that
29
eliminates such processes, similar to the Schrie!er-Wol! transformation in Section 2.1.






, %n = (%†n ' Jn, (A.5)
and require in addition that the %n, just like V , do not contain terms that commute
with both N$ and N% (this requirement removes all ambiguities in the determination
of %n). Using the Baker–Hausdor! formula
eAOe"A = O + [A,O] + 1
2!
[A, [A,O]] + 1
3!
[A, [A, [A,O]]] + ...




h(n), h(n) ' Jn (A.6)
h(0) = H0
h(1) = Hex + {V + [%1, H0]}
h(2) = [%1, V ] +
1
2
[%1, [%1, H0]] +
?
[%1, Hex] + [%2, H0]
@
,
etc. Requiring %-( mixing terms (these terms are placed in curly brackets) to be
absent in every order, we get a set of equations
[%1, H0] + V = 0
[%2, H0] + [%1, Hex] = 0, (A.7)
etc. Substitution of Eqs. (A.7) into (A.6) yields
UHU † = H0 + Hex +
1
2
[%1, V ] +
1
2
[%2, V ] + O(J
4). (A.8)















































So far, no approximations have been made. This stage comes when one tries to
actually evaluate the e!ective Hamiltonian Eq. (A.8). Since our ultimate interest
is in the properties of the system at very low energies (much lower, than D ( !D),
we can simplify the Hamiltonian even further. First of all, we need to keep only
the lowest (not higher than linear) order in !D/D contributions. Second, products














nks%nk!s :), and we keep only the most relevant contribu-
tions (those that contain products of no more than 2 conduction electron operators).
Third, we replace F in the expressions such as
#
ks Fss!($k, $k!) : %
†
nks%nk!s! : by its
value at the Fermi energy $k = $k! = 0. To this end, it is su$cient to use the












where s&m is to be treated as a c-number when calculating, for example, [%2, V ] in
Eq. (A.8).
A straightforward (although somewhat lengthy) calculation yields
1
2

























































Eq. (A.8). Therefore, apart from the reduced bandwith D ( !D, the only di!erence
between the transformed Hamiltonian (A.8) and the original one (1.2.1) is in the
values of the coupling constants [73],










































Eqs. (A.13) and (A.14) describe the renormalization of the coupling constants of
the Hamiltonian (A.1) with the lowering of the bandwidth. Since we are ultimately
interested in physical observables such as the impurity spin operator, the unitary
transformation applied to the Hamiltonian should be applied to the operators corre-
sponding to the observable quantities as well.
Of particular interest is the impurity spin operator S#. Unlike the transformed
Hamiltonian, US#U † contains terms that mix % and ( states. These terms, however,
do not contribute to the physical quantities such as susceptibility etc., since corre-
sponding processes involve a large ($ D) energy transfer. Therefore, these terms can
be neglected as long as D & B, T, etc. (Note that the scaling Eqs. (A.13), (A.14)
are also valid only in this limit.) With this approximation,





















This can also be written as
U(µ#S
#)U † = (µ# + !µ#) S
z, (A.17)




























A.1 Solution of the scaling equations
Upon introducing dimensionless coupling constants I# = )J#, Eqs. (A.13), (A.14),































remain invariant under the RG flow: dA/d* = dB/d* = 0.
A.1.1 Isotropic limit
In the SU(2) invariant case Jz = J) = J , and Eqs. (A.21) and (A.22) reduce to a
single equation for I = )J ,
dI/d* = I2 ( (M/2)I3. (A.25)
By construction, this equation is applicable in the weak coupling regime I # 1.
Accordingly, for M $ 1, the cubic term in the r.h.s. is small, and one can write
dI























TK ) D0()J)M/2 exp((1/)J), (A.28)
where J is the bare value of the exchange constant. In the single channel case (M = 1)
Eq. (A.28) coincides with Eq. (1.9).
A.1.2 Strongly anisotropic limit
Here we consider Eqs. (A.21)-(A.23) for M $ 1 subject to the initial conditions
Iz(0) = 1( µ(0) = 0, I)(0) = I0 /= 0. (A.29)
In this case, Eqs. (A.24) yield
I2)(*)( I2z (*) = I20µ(*), µ(*) = 1( (M/2)Iz(*) (A.30)
By excluding I) from Eq. (A.23) with the help of Eq. (A.30), we obtain an equation






(1( 2)2 + 2
M
22(1( 2), 2(0) = 0. (A.31)
Eq. (A.31) is applicable for small 2. As in the isotropic case above, the role of higher-
order terms in the r.h.s. is to produce a sub-leading logarithmic correction to TK . To




















, *K * -/2I0. (A.34)
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Similar to the isotropic case above, taking into account the cubic term in the r.h.s.
of Eq. (A.31) produces a subleading logarithmic correction to *K . Consider * in the
range
*0 ! * # *K












1/20 ( ln 20
,
Comparison with *K given in Eq. (A.34) shows that, apart from the logaritmic cor-
rection, the two expressions coincide for 20 = MI0/- # 1,
*K = -/2I0 + (M/2) ln(1/I0) = ln(D0/TK). (A.35)
This then yields the Kondo temperature
TK ) D0IM/20 exp((-/2I0). (A.36)
Finally, using Eqs. (A.30) and (A.34), we write explicitly solutions of the RG

















DISORDER IN A QUANTUM DOT
In a quantum dot system, the study of the mesoscopic fluctuations of the Kondo
temperature has been reported in Kaul et al. [76] within the framework of a single-
level impurity. However, the mean level spacing ! of a quantum dot has not been of
interest until now (see Chap. 2 in details), and this is the motivation of this chapter.
B.1 Introduction
Deviations from an ideal shape of a quantum dot, fluctuations in the quasiparticle
and the level spacing due to the gate in transport experiments cause the Kondo
temperature to show variations in measurement [77].
The e!ects of the disorder are already observed in transport experiments in the
Coulomb blockade regime [78, 79, 80]. For instance, the statistics of the Coulomb
blockade such as spacing between two neighboring peaks, heights of peaks, and the
correlation functions were extensively studied both theoretically and experimentally.
In addition, mesoscopic fluctuations of the Kondo temperature in the conventional
Kondo e!ect is also reported with help of the Random Matrix Theory (RMT) [76,
81, 82, 83, 84]. Remembering the e!ects of the mean level spacing ! in Chap. 2, one
would expect that ! a!ects mesoscopic fluctuations. It turns that ! is substantial,
and leads to the analytic form of the probability density of the Kondo temperature
P (TK) even in the presence of the disorder.
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B.2 Fluctuation in tunneling amplitudes
The Hamiltonian under consideration is expressed with tunneling amplitudes tn de-






k!dn! + H.c.). (B.1)
The RG correction to each tunneling amplitude tn in Eq. (B.1) due to the disorder







where D ( !D < |.p| < D. All levels in a dot except a d0 level at the Fermi level are
integrated out as a result of RG, during which the eliminated high energy terms are
absorbed into and reflected on, as in Eq. (B.2), the renormalized tunneling amplitude






k!d0! + H.c.). (B.3)
The e!ective low energy Hamiltonian of a quantum dot is (here, omitting the irrele-






k!d0! + H.c.) + Ec(N (N0)
2. (B.4)
The Schrie!er-Wol! transformation [27] and the use of SU(2) identity relation
2!!1!2!!!1!!2 = !!1!!1!!!2!2 + &!1!!1 · &!!2!!2 (B.5)
reduces the e!ective Hamiltonian to the form of the Kondo model
HK = H0 + Js · S, (B.6)
with the spin density of itinerant electrons s = c†k!1
(!!1!!1
2 ck!!!1 and the dot spin S =
d†0!2
(!!2!!2






with the renormalized t%0 instead of a bare t0. As usual, the energy cost is E± =
E|N±1/ ( E|N/ in the dot.
B.3 Random Matrix Theory
According to random matrix theory, the intensity of tunneling amplitude t2n follows
one of the random matrix ensemble, which is gamma distributions, with a breed-







Types of random matrix ensembles, in accordance with its symmetry are the Porter-
Thomas distributions (Gaussian Orthogonal Ensemble) for (,, 3) = (1/2, 1) and the
Gaussian Unitary Ensemble for (,, 3) = (1, 1), respectively. [85]













with the first moment of x = t2n
x = ,3t2n
and the second moment
x2 = ,(, + 1)32t2n
2.
B.4 Consequences of mesoscopic fluctuations
Familiarized with the random matrix theory, one is ready to delve into the mesoscopic
fluctuations in the dot. We first begin inspecting the middle of the Coulomb blockade
valleys, and then switch our interest to the mixed valence regions by tuning the gate
voltage, which a!ects the high energy cut-o! of RG in di!erent regions (see Table B.1),
Dc(N0) = max{E±(N0), !}. (B.10)
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Table B.1: A table of high energy cut-o! D of renormalization group in di!erent
regions over the gate voltage.
Gate voltage Vg cut-o! D
In the middle of the Coulomb valleys E+(")
In the intermediate regions max{!, E+(")}
In the vicinity of the mixed valence regions !
B.4.1 In the Coulomb blockade valleys
In the middle of the Coulomb blockade valleys, the contribution of higher level states
to the zeroth level of a quantum dot at the Fermi level is small due to the high energy
cut-o! determined by an energy scale of relevance
E± * Ec & !. (B.11)
Let the gate voltage be tuned at N0 * N! = odd-integer, so that Dc * E+. At this





Thus, the mesoscopic fluctuations as a result of RG are
te! = t0 + !t0 * t0. (B.13)
In other words, the single level contribution dominates the fluctuations, and the result





where x = t20 . In the Coulomb valleys, the exchange interaction also follows the
Porter-Thomas distribution since
)J * )J0 = 4)t20/Ec. (B.15)
This is quite a consistent and complementary result with earlier work [76], which
dealt with the Anderson impurity model, and hence fluctuations of the single level at
the Fermi level likely in the middle of the Coulomb valleys here.
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B.4.2 Near the mixed-valence regions
The fluctuation is surprisingly suppressed when approaching the mixed-valence region
due to many uncorrelated levels in the dot, which are integrated-out during RGs.
The high energy cut-o! of RG is now near the mixed-valence regions
Dc = !. (B.16)
About 2D0/! (here, $ 2Ec/!) number of levels, which are eliminated during RG,
contribute to the d0 level tunneling amplitude t0 in t%0 = t0+!t0, and this contribution
is greater than the first term, so t%0 * !t0. This number of eliminated levels is
su$cient to apply the central limit theorem to the systems, as often is the case in a













with a bare energy bandwidth D0 $ Ec (Recall, any t2n follows one of the random
matrix ensemble, though.)
This translates into the mesoscopic fluctuations in the Kondo temperature by




























It is also shown that TK is well bounded (see Chap. 2),
TminK ! TK ! #. (B.20)
Then, with the help of the probability relation [87]






the probability density P (TK) is calculated from Eqs. (B.17)-(B.19) with proper nor-












































where Erf(x) is the error function. We did normalize the probability above approxi-
mately (by extending the lower limit and upper limit of the integration) without the















with 4 = ln(E+/TK).
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