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PERSISTENCE OF DIOPHANTINE FLOWS FOR QUADRATIC NEARLY-INTEGRABLE
HAMILTONIANS UNDER SLOWLY DECAYING APERIODIC TIME DEPENDENCE
ALESSANDRO FORTUNATI AND STEPHEN WIGGINS
ABSTRACT. The aim of this paper is to prove a Kolmogorov-type result for a nearly-integrable Hamilton-
ian, quadratic in the actions, with an aperiodic time dependence. The existence of a torus with a prefixed
Diophantine frequency is shown in the forced system, provided that the perturbation is real-analytic and
(exponentially) decaying with time. The advantage consists of the possibility to choose an arbitrarily small
decaying coefficient, consistently with the perturbation size.
The proof, based on the Lie series formalism, is a generalization of a work by A. Giorgilli.
1. INTRODUCTION
The celebrated Kolmogorov Theorem, stated in [Kol54] with a guideline for the proof, has been for
years a fruitful source of ideas, culminating in the collection of tools and techniques nowadays known
as KAM theory. As undisputed members of the acronym, Arnold [Arn63] and Moser [Mos62], [Mos67]
proposed complete proofs of Kolmogorov’s result. The two approaches exhibited some technical differ-
ences, but were both based on the concepts of super-convergent method and implicit function theorem
over the complexified phase space (see e.g. [Chi09] for a detailed exposition). The applicability of these
tools to certain infinite dimensional problems were investigated in [Mos66], giving rise to the modern
theory of Nash-Moser arguments (see [Zeh76] and [BBP10] for an advanced setting).
The proof based on the Lie formalism proposed in [BGGS84] then continued in [GL97], [GM97] and
[GL99], makes use of the well known class of canonical change in explicit form. This has the remarkable
advantage to avoid the inversion and the difficulties related to implicit function arguments. Furthermore,
this feature has been widely and profitably used for the computer implementation of normalization algo-
rithms.
In a substantially different direction, the approach developed in [CF94], [CF96] and by the Gallavotti’s
school [Gal94], [GG95], [GM95] and subsequent papers, is based on renormalization group tools and di-
agrammatic analysis of the Lindstedt’s series convergence due to cancellation phenomena. The analysis
is an extensive improvement of the pioneering challenge of the small divisors problem faced in [Eli88].
The historical legacy between the Kolmogorov Theorem and problems arising from Celestial Mechan-
ics, has led to a development in the treatment of quasi-periodic perturbations of integrable Hamiltonians,
mainly in the presence of weaker regularity hypothesis.
Our aim is to proceed in a slightly different direction, investigating the possibility of obtaining the con-
servation of (strongly) non-resonant tori in the case of an analytic perturbation (quadratic in the actions),
but with an aperiodic time dependence. For this purpose we shall follow the exposition [Gio], a revisited
essay of the techniques used in [BGGS84]. The case of a quadratic Hamiltonian, has been chosen for
simplicity of discussion. On the other hand, this choice allows substantial simplification of the “known”
technical part, emphasizing the differences introduced by the non-quasi-periodic time dependence. As
we shall discuss, the exponential rate of the perturbation decay, say exp(−at), is a simplified choice as
well.
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The philosophy behind the present analysis is very close to the Nekhoroshev stability result for aperi-
odically perturbed system of [FW14], but some substantial differences arise. Mainly, the Nekhoroshev
normal form can be constructed by modifying the original normalization scheme, with the sole hypoth-
esis that the perturbation depends µ−slowly on time. Hence the technical part consists in giving an
estimate of the extra-terms arising from the aperiodic dependence. The key point is that, as it is clear
from the normal form statement (see [FW14, Thm 2]), this is possible only because the number r of
normalization steps is finite and the threshold for µ is actually a function of r.
The same phenomenon, even in the presence of a different normalization scheme, can be found if the
Kolmogorov construction is extended tout-court to the case of aperiodic perturbations, and the slow de-
pendence hypothesis would inevitably degenerate to a trivial case i.e. µ = 0.
The above described difficulty, has required the modification of the transformation suggested by Kol-
mogorov in a way to annihilate certain time dependent terms arising in the normalization algorithm. The
standard homological equation is modified, in this way, into a linear PDE involving time. The apparently
“cheating” hypothesis of time decaying perturbation (asymptotically the problem is trivial) turns out to
be a technical ingredient in order to ensure the resolvability of this equation at each step of the normal
form construction. Nevertheless, as a feature behind the slow decay, the whole argument does not impose
lower bounds on a. Consistently, the slower the decay, the smaller the perturbation size.
The self-contained exposition is closely carried along the lines of [Gio]. The same notational setting is
used for a more efficient comparison.
2. PRELIMINARIES AND STATEMENT OF THE RESULT
Let us consider the following Hamiltonian
H(Q,P, t) =
1
2
〈ΓP,P 〉+ εf(Q,P, t), (1)
where Γ is a n× n real symmetric matrix, (Q,P ) ∈ Tn × Rn is a set of action-angle variables, t ∈ R+
is an additional variable (time) and ε > 0 is a small parameter. The perturbing function f is assumed to
be quadratic in P .
The Kolmogorov approach to (1) begins by considering a given Pˆ ∈ Rn then expanding the first term of
H around it. The canonical change (translation) (q, p) := (Q,P − Pˆ ), and the definition of η ∈ R as the
momentum conjugate to ξ := t, yields (up to a constant) the following autonomous Hamiltonian
H(q, p, ξ, η) := 〈ω, p〉+
1
2
〈Γp, p〉+ η + εf(q, p, ξ), (2)
where ω := ΓPˆ .
In order to use the standard tools concerning analytic functions, we consider a complex extension of the
ambient space. More precisely, define D := ∆ρ × Tn2σ × Sρ ×Rζ where
∆ρ := {p ∈ C
n : |p| < ρ}, Tn2σ := {q ∈ C
n : |ℑq| < 2σ},
Sρ := {η ∈ C : |ℑη| < ρ}, Rζ := {ξ =: x+ iy ∈ C : |x| < ζ ; y > −ζ},
and ρ, σ, ζ ∈ (0, 1). Similarly to [Gio], we consider the usual supremum norm
|g|[ρ,σ;ζ] := sup
(p,q)∈D
|g(q, p, ξ)|,
and the Fourier norm, defined for all ν ∈ (0, 1/2],
‖g‖[ρ,σ;ζ] :=
∑
k∈Zn
|gk(p, ξ)|(ρ,σ) e
2|k|(1−ν)σ
, (3)
where gk(p, ξ) are the coefficient of the Fourier expansion g =
∑
k∈Zn gk(p, ξ)e
i〈k,q〉
. For all vector-
valued functions w : D → Cn we shall set ‖w‖[ρ,σ;ζ] :=
∑n
l=1 ‖wl‖[ρ,σ;ζ].
System (2) will be studied under the following
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Hypothesis 2.1. • There exists m ∈ (0, 1) such that, for all v ∈ Cn
|Γv| ≤ m−1|v|. (4)
• (Slow decay): The perturbation is an analytic function on D satisfying
‖f(q, p, ξ)‖[ρ,σ;ζ] ≤Mfe
−a|ξ|
, (5)
for some Mf > 0 and a ∈ (0, 1).
We specify that the assumption a < 1 (which includes, of course, the “interesting” case of a small)
is not of technical nature, but it is often useful to obtain more compact estimates. As a difference with
[FW14], hypothesis (5) is not of slow time dependence: in principle, the constant Mf could be the bound
of an arbitrary (analytic) function of ϕ and of ξ.
In this framework, the main result is stated as follows
Theorem 2.2 (Aperiodic Kolmogorov). Consider Hamiltonian (2) under the Hypothesis 2.1 and suppose
that Pˆ is such that ω is a γ − τ Diophantine vector1.
Then, for all a ∈ (0, 1) there exists2 εa > 0 such that, for all ε ∈ (0, εa], it is possible to find a canonical,
ε−close to the identity, analytic change of variables (q, p, ξ, η) = K(q(∞), p(∞), ξ, η(∞)), K : D∗ → D
with D∗ ⊂ D, casting Hamiltonian (2) into the Kolmogorov normal form
H∞(q
(∞), p(∞), ξ, η(∞)) = 〈ω, p(∞)〉+ η(∞) +Q(q(∞), p(∞), ξ; ε), (6)
with ∂αpQ(·, 0, ·; ε) = 0 for all α ∈ Nn such that αi ≤ 1 (Q is a homogeneous polynomial of degree 2 in
p).
Hamiltonian (6) is defined up to a function of ξ that is not relevant for the (q, p)− flow we are interested
in. The normal form (6) clearly implies the persistence of the (lower dimensional for (2) i.e. maximal
for (1)) invariant torus with frequency ω under perturbations satisfying (5) and for sufficiently small ε.
The rest of the paper is devoted to the proof of Theorem 2.2. As usual, it has the structure of an iterative
statement divided into a formal part (Lemma 3.1) and a quantitative part (Lemma 5.1). In the first part
we modify the Kolmogorov scheme in order to build a suitable normalization algorithm for the problem
at hand. The homological equation on Tn2σ × Rζ arising in this case requires a substantially different
treatment of the bounds on the small divisors as described in Prop. 4.2.
In the second, quantitative part, the well established tools of the Lie series theory (recalled in Sec. 4),
are used to control the size of the unwanted terms during the normalization process, proving that the
constructed Kolmogorov transformation has the feature to make them smaller and smaller.
The final part consists in showing that the described iterative argument can be iterated infinitely many
times, and the contribution of the unwanted terms completely removed: once more, the choice of a
particular torus P = Pˆ suggested by Kolmogorov, is required for the convergence of this particular
scheme.
3. THE FORMAL PERTURBATIVE SETTING
Following [Gio] we construct a perturbative scheme in which the j−th step is based on the canonical
transformation
Kj := exp(Lχ(j)) ◦ exp(Lφ(j)),
where the Lie series operator is formally defined by
exp(LG) := Id+
∑
s≥1
1
s!
LsG,
1Namely, there exist γ and τ > n−1 such that |〈ω, k〉| ≥ γ|k|−τ , for all k ∈ Zn \{0}, understood |k| := |k1|+ . . .+ |kn|.
2See (71) for an explicit estimate.
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and LG· := {G, ·} = (∂qG∂p + ∂ξG∂η − ∂pG∂q − ∂ηG∂ξ)· is the Lie derivative. The generating
functions will be chosen of the form φ(j) = φ(j)(q, ξ) and χ(j) = χ(j)(q, p, ξ) := 〈Y (j)(q, ξ), p〉. The
latter being the equivalent of the classical case.
Lemma 3.1. Suppose that for some j ∈ N, Hamiltonian (2) can be written in the form
Hj = 〈ω, p〉+ η +A
(j)(q, ξ) + 〈B(j)(q, ξ), p〉 +
1
2
〈C(j)(q, ξ)p, p〉, (7)
with C(j) symmetric matrix. Then it is possible to determine φ(j) and Y (j) such that Hj+1 := KjHj has
the structure (7) for suitable A(j+1), B(j+1) and C(j+1) symmetric matrix as well.
The possibility to write the Hamiltonian (2) in the form (7), and then to complete an iterative scheme,
will be discussed in Sec. 6.2.
Remark 3.2. The variables change casting Hj into Hj+1 follows directly from the Gröbner exchange
Theorem3 and reads as
(q(j), p(j), η(j), ξ(j)) = Kj(q
(j+1), p(j+1), η(j+1), ξ(j+1)). (8)
As a basic feature of this method, the variables superscript is not relevant in order to deal with the
Hamiltonian transformation, and it will be omitted throughout the proof.
The perturbative feature of this result is not transparent until a quantitative control of the action of
Kj is established. Indeed, the subsequent step is to show that the “size” (in a sense that will be made
precise later) of the terms A(j), B(j) is infinitesimal as j tends to infinity, obtaining in this way the desired
Kolmogorov normal form.
Proof. It is convenient to discuss separately the action of the two transformations.
First transformation. Firstly we examine the action of exp(Lφ(j)) on Hj . A key feature of Lφ(j) , is
that the degree of polynomials in p on which it acts are decreased by one order. This implies that
exp(Lφ(j))Hj turns out to be simply
exp(Lφ(j))Hj = 〈ω, p〉+ ∂ωφ
(j) + η + ∂ξφ
(j) +A(j) + 〈B(j), p〉+ 〈B(j), ∂qφ
(j)〉
+
1
2
〈C(j)p, p〉+ 〈C(j)∂qφ
(j), p〉+
1
2
〈C(j)∂qφ
(j), ∂qφ
(j)〉,
where ∂ω· := 〈ω, ∂q·〉. Note that the symmetry of C(j) has been repeatedly used.
Remark 3.3. The finite number of terms in the previous expression is clearly one of the main simplifi-
cations introduced by a p−quadratic Hamiltonian. By considering the remainder of degree ≥ 3 in p, the
Lie series operator would have produced an infinite number of terms.
The first generating function φ(j)(q, ξ) is determined as the solution of the following time dependent
homological equation
∂ξφ
(j)(q, ξ) + ∂ωφ
(j)(q, ξ) +A(j)(q, ξ) = 0. (9)
This equation can be formally solved on the Fourier space, giving rise to an infinite set of decoupled
ODEs, see Prop. 4.2 for more details. In spite of this difficulty, the presence of the term ∂ξφ(j) allows
the resolvability of the equation also for the 0−th Fourier coefficient (q−average4). This feature, not
3Namely, let for simplicity H = H(q, p) and χ be a generating function, one has
H(q, p)|(q,p)=exp(Lχ)(q′,p′) = [exp(Lχ)H(q, p)](q,p)=(q′,p′),
understood exp(Lχ)(q′, p′) = (exp(Lχ)q′, exp(Lχ)p′).
4We shall denote also with f(q, ξ) := (2pi)−n
∫
Tn
f(q, ξ)dq the q−average of f .
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necessary in this case (A(q, ξ) could be removed from this equation and kept in the Hamiltonian without
affecting the normal form) will play a key role in the determination of Y (j)(q, ξ). Now, defining
Aˆ(j)(q, ξ) := 〈B(j), ∂qφ
(j)〉+
1
2
〈C(j)∂qφ
(j), ∂qφ
(j)〉, (10a)
Bˆ(j)(q, ξ) := B(j) + C(j)∂qφ
(j)
, (10b)
we obtain
Hˆj := exp(Lψj )Hj = 〈ω, p〉+ η + Aˆ
(j)(q, ξ) + 〈Bˆ(j)(q, ξ), p〉 +
1
2
〈C(j)(q, ξ)p, p〉. (11)
Second transformation. Our aim is now to determine Y (j)(q, ξ). Explicitly we have
exp(Lχ(j))Hˆj = Id Hˆj + Lχ(j)〈ω, p〉+ Lχ(j)η +
∑
s≥2
1
s!
Ls
χ(j)
〈ω, p〉+
∑
s≥1
1
s!
Ls
χ(j)
Aˆ(j)
+
∑
s≥1
1
s!
Ls
χ(j)
〈Bˆ(j), p〉+
∑
s≥1
1
s!
Ls
χ(j)
〈C(j)p, p〉+
∑
s≥2
1
s!
Ls
χ(j)
η.
The function χ(j)(q, ξ) is determined in such a way
Lχ(j)η + Lχ(j)〈ω, p〉+ 〈Bˆ
(j)(q, ξ), p〉 = 0. (12)
Noting that∑
s≥2
1
s!
Ls
χ(j)
〈ω, p〉+
∑
s≥1
1
s!
Ls
χ(j)
〈Bˆ(j), p〉 =
∑
s≥1
1
(s+ 1)!
Ls
χ(j)
[Lχ(j)〈ω, p〉+ (s+ 1)〈Bˆ
(j), p〉]
(12)
=
∑
s≥1
s
(s+ 1)!
Ls
χ(j)
〈Bˆ(j), p〉 −
∑
s≥2
1
s!
Ls
χ(j)
η,
the transformed Hamiltonian simplifies as follows
exp(Lχj )Hˆj = 〈ω, p〉+ η + exp(Lχ(j))Aˆ
(j) +
∑
s≥1
s
(s + 1)!
Ls
χ(j)
〈Bˆ(j), p〉+
1
2
exp(Lχ(j))〈C
(j)p, p〉.
It is sufficient to define
A(j+1)(q, ξ) := exp(Lχ(j))Aˆ
(j)
, (13a)
〈B(j+1)(q, ξ), p〉 :=
∑
s≥1
s
(s + 1)!
Ls
χ(j)
〈Bˆ(j), p〉, (13b)
〈C(j+1)(q, ξ)p, p〉 := exp(Lχ(j))〈C
(j)p, p〉, (13c)
in order to obtain
Hj+1 := exp(Lχ(j))Hˆj = 〈ω, p〉+ η +A
(j+1)(q, ξ) + 〈B(j+1)(q, ξ), p〉 +
1
2
〈C(j+1)(q, ξ)p, p〉, (14)
which has the structure (7). The symmetry of C(j+1) follows from its definition.
It is immediate to check that (12) is equivalent to 〈(∂ξY (j) + ∂ωY (j) + Bˆ(j)), p〉 = 0, i.e.,
∂ξY
(j)(q, ξ) + ∂ωY
(j)(q, ξ) + Bˆ(j)(q, ξ) = 0, (15)
which has the same form of (9) if considered component-wise. The necessity to solve (15) also for the
0−th Fourier mode is now clear: any “residual” term would imply a frequency correction and the failure
of the program.
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4. TECHNICAL TOOLS
From this section on, we shall profitably use the complex analysis tools in order to show the conver-
gence of the Kolmogorov scheme. Let us firstly recall a well known property of the analytic functions:
if g = g(q, p, ξ) is analytic on D, one has |gk| ≤ |g|[ρ,σ;ζ] e−2|k|σ then, by (3), ‖g‖[ρ,σ;ζ] < ∞ for all
ν > 0. Vice-versa, if ‖g‖[ρ,σ;ζ] <∞ for all ν > 0 (no matter how small), then the Fourier coefficients of
g decay as e−2|k|σ, hence the corresponding series defines an analytic function5 on D.
As in [Gio] we collect some basic inequalities in the following
Proposition 4.1. Let v(q, ξ) and C(q, ξ) respectively a vector and a matrix defined on D. Then the
following property hold
•
‖〈v(q, ξ), p〉‖[ρ,σ;ζ] ≤ ρ ‖v‖[σ;ζ] . (16)
Vice-versa, if for some M˜ > 0
‖〈v(q, ξ), p〉‖[ρ,σ;ζ] ≤ M˜ρ, then ‖v(q, ξ)‖[σ;ζ] ≤ M˜ . (17)
• If, for some Mˆ > 0
‖〈C(q, ξ)p, p〉‖[ρ,σ;ζ] ≤ Mˆρ
2, then ‖Ckl(q, ξ)‖[σ;ζ] ≤ Mˆ . (18)
Proof. It can be extended without difficulties to our case, by following the sketch proposed in [Gio, Pag.
160] 
It will be also useful to recall the bound below, valid in particular on Rζ
e−a|x| ≤ eaζe−a|ξ|. (19)
4.1. Solution of the time dependent homological equation. Let us consider the following P.D.E.
∂ξϕ+ ∂ωϕ = ψ, (20)
where ψ = ψ(q, ξ) : D → C is a given function. It is possible to state the following
Proposition 4.2. Let δ ∈ [0, 1) and suppose that ψ is analytic on Tn2(1−δ)σ × Rζ and exponentially
decaying with |ξ|, i.e.
‖ψ‖[(1−δ)σ;ζ] ≤ Ke
−a|ξ|
, (21)
where a has been defined in (5).
Then for all d ∈ (0, 1 − δ) and for all ζ such that
2|ω|ζ ≤ dσ, (22)
the solution of (20) exists and satisfies
‖ϕ‖[(1−δ−d)σ;ζ] ≤
KS1
a(dσ)τ
e−a|ξ|, (23a)
‖∂qmϕ‖[(1−δ−d)σ;ζ] ≤
KS2
a(dσ)τ+1
e−a|ξ|, m = 1, . . . , n, (23b)
where S1,2 > 0 are constants defined for all sufficiently small ν > 0.
5I.e. the finiteness of the Fourier norm characterizes analytic functions on D, see e.g. [Gio02, Chap. 4]. The choice of ν
will be tacitly understood in the follow as sufficiently small in order to ensure that the function at hand is analytic in a domain
that is as large as possible.
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Proof. By expanding ϕ = ϕ(q, ξ) we have that equation (20) in terms of Fourier coefficients reads as
iλϕk(ξ) + ϕ
′
k(ξ) = ψk(ξ),
with λ := 〈ω, k〉. We firstly discuss the case k 6= 0, hence λ 6= 0 by assumption. The solution in this
case is
ϕk(ξ) = e
−iλξ
[
ϕk(0) +
∫ ξ
0
ψk(s)e
iλsds
]
.
The integral is meant to be computed along an arbitrary path (Rζ is simply connected) joining the origin
and ξ ∈ C. More precisely, we shall choose∫ ξ
0
ψk(s)e
iλsds =
∫ x
0
ψk(x
′)eiλx
′
dx′ + ieiλx
∫ y
0
ψk(x+ iy
′)e−λy
′
dy′. (24)
The complex number ϕk(0) denotes the value of the solution at the complex plane origin and it will be
determined in such a way limℜ(ξ)→∞ ϕk(ξ) = 0, i.e. taking into account the hypothesis (21)
ϕk(0) = −
∫ +∞
0
ψk(x)e
iλxdx.
As a consequence, the solution satisfies
|ϕk(ξ)| ≤ e
λy
[∫ y
0
|ψk(x+ iy
′)|e−λy
′
dy′ +
∫ +∞
x
|ψk(x
′)|dx′
]
.
By hypothesis (21) it follows that |ψk(ξ)| ≤ Ke−[a|ξ|+2|k|(1−δ)σ], hence the integrals appearing in the
previous formula can be bounded on the strip Rζ as follows∫ y
0
|ψk(x+ iy
′)|e−λy
′
dy′ ≤ Ke−[a|x|+2|k|(1−δ)σ]
∫ y
0
e|λ|y
′
dy′
≤ |λ|−1Ke−[a|x|+2|k|(1−δ)σ−|λ|ζ],∫ ∞
x
|ψk(x
′)|dx′ ≤ Ke−2|k|(1−δ)σ
∫ ∞
x
e−a|x
′|dx′
≤ 2Ka−1eaζe−[a|x|+2|k|(1−δ)σ].
The obtained estimates imply
|ϕk(ξ)| ≤ Ke
−[ax+2|k|(1−δ)σ−2|λ|ζ]
[
1
|λ|
+
2eaζ
a
]
≤ 2K
(aγ + eaζ)
a
|k|τ e−[a|x|+2|k|(1−δ)σ−2|λ|ζ], (25)
where we used the Diophantine condition. Now using inequalities |λ| ≤ |k||ω|,
|k|τ e−d|k|σ ≤
( τ
edσ
)τ
,
and finally hypothesis (22), one has
|ϕk(ξ)| ≤ 2K
(aγ + eaζ)
a
( τ
edσ
)τ
e−a|x|e−2|k|(1−δ−d)σ . (26)
Hence the series
∑
k∈Zn\{0} ϕk(ξ) defines an analytic function on Tn2(1−δ−d)σ ×Rζ .
The simpler case k = 0, yielding the equation ∂ξϕ0(ξ) = ψ0(ξ), can be treated in similar way. More
precisely, by determining ϕ0(0) as in (24) and bounding the two resulting integrals of the path we get
|ϕ0(ξ)| ≤ ζKe
−a|x| +
2Keaζ
a
e−a|x| ≤
4Keaζ
a
e−a|x|. (27)
Now recall definition (3). By (26) and (27), the use of (19) (recalling a, ζ < 1), and finally by setting
S1 := 4e
2 + 2(γ + e)(τ/e)τ
∑
k∈Zn\{0}
e−2ν|k|(1−δ−d)σ
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we get (23a). Note that, as long as d + δ < 1, the upper bound for S1 is independent on d, δ, be-
ing ν arbitrarily small. As for as ∂qmϕ, directly from the Fourier expansion we find ∂qmϕ(q, ξ) =
i
∑
k∈Zn\{0} kmϕk(ξ)e
i〈k,q〉
. By using bound (25) (the average term is not relevant in such case) and
proceeding in a similar way we get (23b), where S2 := [(τ +1)/e](τ+1)
∑
k∈Zn\{0} e
−2ν|k|(1−δ−d)σ
. 
4.2. Convergence of the Lie series operator.
Lemma 4.3. Let d′, d′′ ∈ R+ such that d′ + d′′ < 1 and F,G be two functions on D such that
‖G‖[(1−d′)(ρ,σ);ζ] and ‖F‖[(1−d′′)(ρ,σ);ζ] are bounded for all ξ ∈ Rζ .
Then, for all 0 < d < 1 − d′ − d′′ and all ν ∈ (0, 1/2], the following inequality holds at each point of
Rζ
‖LGF‖[(1−d−d′−d′′)(ρ,σ);ζ] ≤ C ‖G‖[(1−d′)(ρ,σ);ζ] ‖F‖[(1−d′′)(ρ,σ);ζ] , (28)
where C = 2[eρσ(d + d′)(d+ d′′)]−1.
Proof. Straightforward6 from [GZ92]. 
Proposition 4.4. Let d1, d2 ∈ [0, 1/2] and χ and ψ be two functions on D such that ‖χ‖[(1−d1)(ρ,σ);ζ]
and ‖ψ‖[(1−d2)(ρ,σ);ζ] are bounded for all ξ ∈ Rζ .
Then for all d˜ ∈ (0, 1 − dˆ) where dˆ := max{d1, d2} and for all s ≥ 1 one has the following estimate∥∥Lsχψ∥∥[(1−d˜−dˆ)(ρ,σ);ζ] ≤ s!e2
(
8e
ρσd˜2
)s
‖χ‖s[(1−d1)(ρ,σ);ζ] ‖ψ‖[(1−d2)(ρ,σ);ζ] . (29)
Proof. Straightforward going along the lines of Lemma 4.2 of [Gio02] and by using7 Lemma 4.3. 
Proposition 4.5. In the same hypotheses of Prop. 4.4, suppose that, in addition,
L =
8e
d˜2ρσ
‖χ‖[(1−d1)(ρ,σ);ζ] ≤
1
2
. (30)
Then the operator exp(Lχ)ψ is well defined and for all d˜ ∈ (0, 1 − dˆ) the following estimate holds∥∥∥∥∥∥
∑
s≥1
1
s!
Lsχψ
∥∥∥∥∥∥
[(1−d˜−dˆ)(ρ,σ);ζ]
≤
2L
e2
‖ψ‖[(1−d2)(ρ,σ);ζ] , (31)
in particular
‖exp(Lχ)ψ‖[(1−d˜−dˆ)(ρ,σ);ζ] ≤ 2 ‖ψ‖[(1−d2)(ρ,σ)] . (32)
Proof. It is sufficient to recall the definition of exp(Lχ), apply Prop. 4.4, and then use L ≤ 1/2. 
Note that the previous result holds also if an arbitrary domain restriction ζ → (1− d)ζ is considered,
for all d ∈ [0, 1).
6The different norm used in this paper does not imply substantial differences.
7the factor 8, in place of 2 obtained in [Gio02], follows from a rescaling (ρ, σ)← (1− dˆ)(ρ, σ) and from dˆ ≤ 1/2.
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5. QUANTITATIVE ESTIMATES ON THE FORMAL SCHEME
Consider the following set of parameters by setting uj ≡ (u1j , . . . , u6j ) := (dj , ǫj, ζj ,mj , ρj , σj) with
ulj ∈ [0, 1) for all l = 1, . . . , 6 and all j ≥ 0. The vector u0 will be chosen later (see Sec. 6.2).
Set, in addition u∗ := (0, 0, 0,m∗, ρ∗, σ∗) for some m∗, ρ∗, σ∗ > 0 to be determined (Sec. 6.1). As
well as for a, the property ulj ∈ [0, 1) will be repeatedly used in the follow (without an explicit mention)
allowing to obtain simpler estimates.
Lemma 5.1. In the same assumption of Lemma 3.1, suppose, in addition, the existence of uj with uj >
u∗, satisfying
(1)
max
{∥∥∥A(j)∥∥∥
[σj ;ζj ]
,
∥∥∥B(j)∥∥∥
[σj ;ζj ]
}
≤ ǫje
−a|ξ|
, (33)
(2) for all vector valued functions w = w(q, ξ) holds∥∥∥C(j)(q, ξ)w(q, ξ)∥∥∥
[σj ;ζj ]
≤ m−1j ‖w(q, ξ)‖[σj ;ζj ] , (34)
(3) holds dj ≤ 1/6 and ζj is set as
2|ω|ζj = djσj , (35)
Then there exists a constant D such that: if
ǫj
D
a3m4jd
4(τ+1)
j
≤
1
2
, (36)
then it is possible to choose uj+1 < uj under the constraint (35)8, for which (33) and (34) are satisfied
by A(j+1), B(j+1) and C(j+1) given by (13a), (13b) and (13c), respectively.
Proof. This result is the quantitative counterpart of Lemma 3.1 end this proof is split for the sake of
clarity, depending on the considered objects. In order to simplify the notation, the index j will be
dropped from all the iterative objects depending on j, being restored only in the final estimates.
5.0.1. Estimates on the generating functions. Let us consider equation (9). Due to the assumptions, we
can apply Prop. 4.2 with δ = 0 and K = ǫ, obtaining
‖φ‖[(1−d)σ;ζ] ≤ ǫ
M0
adτ
e−a|ξ|, (37a)
‖∂qφ‖[(1−d)σ;ζ] ≤ ǫ
M1
adτ+1
e−a|ξ|, (37b)
where M0 := S1σ−τ∗ and M1 := nS2σ
−(τ+1)
∗ .
Recalling the definition (10b) then using (33), (37b) and (34), one gets∥∥∥Bˆ∥∥∥
[(1−d)σ;ζ]
≤ ǫe−a|ξ| +
1
m
‖∂qφ‖[(1−d)σ;ζ] ≤ ǫ
(1 +M1)
amdτ+1
e−a|ξ|, (38)
‖∂ξφ‖[(1−d)σ;(1−d)ζ] ≤
1
dζ
‖φ‖[(1−d)σ;ζ]
(37a)
≤ ǫ
M0
adτ+1ζ
e−a|ξ|. (39)
As for equation (15), Prop. 4.2 used component-wise with δ = d, similarly yields by (38)
‖Y ‖[(1−2d)σ;ζ] ≤ ǫ
M2σ∗
a2md2τ+1
e−a|ξ|, (40a)
‖∂qY ‖[(1−2d)σ;ζ] ≤ ǫ
M3
a2md2τ+2
e−a|ξ|, (40b)
8I.e. satisfying 2|ω|ζj+1 = dj+1σj+1. As well as in the follow, the indices should be changed in j + 1 where necessary .
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where
M2 := nS1(1 +M1)σ
−(τ+1)
∗ , (41)
M3 := n
2S2(1 +M1)σ
−(τ+1)
∗ . (42)
As a consequence we have, by using (16)
‖〈Y, p〉‖[ρ,(1−2d)σ;ζ] ≤ ǫ
M2ρσ∗
a2md2τ+1
e−a|ξ|, (43)
‖Yξ‖[(1−2d)σ;(1−d)ζ] ≤
1
dζ
‖Y ‖[(1−2d)σ;ζ] ≤ ǫ
M2
a2md2τ+2ζ
e−a|ξ|. (44)
By (43), Prop. 4.5 and setting L := Q1e−a|ξ|, we have that exp(L〈Y,p〉) converges uniformly on Rζ
provided9
Q1 := ǫ
8eM2
a2md2τ+3
≤
1
2
(45)
5.0.2. Estimates on the transformed Hamiltonian. Firstly, by (10a), using (34) and (37b) one gets∥∥∥Aˆ∥∥∥
[(1−d)σ;ζ]
≤ ǫ2
M1(1 +M1)
a2md2τ+2
e−2a|ξ|.
Hence by (13a), Prop. 4.5 with d2 = d and after an arbitrary restriction in ρ and ζ , we have∥∥∥A(j+1)∥∥∥
[(1−3dj)(ρj ,σj ;ζj)]
≤ ǫ2j
M4
a2mjd
2τ+2
j
e−2a|ξ|, (46)
where
M4 := 2M1(1 +M1). (47)
On the other hand, by (31), (38) and (16)∥∥∥∥∥∥
∑
s≥1
s
(s+ 1)!
Ls〈Y,p〉〈Bˆ, p〉
∥∥∥∥∥∥
[(1−3d)(ρ,σ);ζ]
≤
2L
e2
∥∥∥〈Bˆ, p〉∥∥∥
[(1−d)(ρ,σ);ζ]
≤ ǫ
2ρ(1 +M1)Q1
ame2dτ+1
e−2a|ξ|.
Recalling (13b), the definition in (45) and (17),∥∥∥B(j+1)∥∥∥
[(1−3dj)(ρj ,σj ;ζj)]
≤ ǫ2j
M5
a3m2jd
3τ+4
j
e−2a|ξ|, (48)
with
M5 := 16n(1 +M1)M2(eσ∗)
−1
. (49)
Let us set C ′ := C(j+1). Directly from (13c), Prop. 4.5 and (34) one has∥∥〈(C ′ − C)p, p〉∥∥
[(1−3d)(ρ,σ);ζ]
≤
2L
e2
‖〈Cp, p〉‖[(1−2d)(ρ,σ);ζ] ≤ ǫ
16M2
am3ed2τ+3
ρ2e−a|ξ|, (50)
implying, by (18) ∥∥C ′kl −Ckl∥∥[(1−3d)σ;ζ] ≤ ǫ M6a2m3nd2τ+3 e−a|ξ|, (51)
with
M6 := 16nM2(eσ∗)
−1
. (52)
Now set
m′ := m− ǫ
M6
a2m3d2τ+3
e−a|ξ|, (53)
9In this case d1 := 2d, while d2 ≤ 2d as used below, so it is possible to set d˜ ≡ d < 1− 2d by hypothesis (3). Moreover,
the latter implies d1, d2 ≤ 1/2 as required by Prop. 4.4.
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which is well defined provided that, e.g.
ǫ
M6
a2m4d2τ+3
≤
1
2
. (54)
giving, in particular, m′ ∈ [m/2,m]. In this way we have for all w = w(q, ξ)
∥∥C ′w∥∥
[(1−3d)σ;ζ]
(34)(50)
≤
(
1
m
+ ǫ
M6
a2m3d2τ+3
e−a|ξ|
)
‖w‖[(1−3d)σ;ζ]
≤
1
m′
‖w‖[(1−3d)σ;ζ] ,
(55)
where the inequality a−1 + b < (a− b)−1, valid for all 0 < b < a < 1, then (53) have been used in the
last passage.
Determination of parameters. Let us set
ǫj+1 :=
D
a3m4jd
4(τ+1)
j
ǫ2j . (56)
In this way, conditions (45), (54) and those obtained by comparing (46) and (48) with (33), are implied
a fortiori by hypothesis (36), provided that D := max{8eM2,M4,M5,M6}. The property ǫj+1 < ǫj is
an easy consequence of (36) and of ǫj < 1.
By taking into account the estimates (46) and (48), we have that the domain on which these hold requires
the restriction described by the following choices
σj+1 := (1− 3dj)σj , ρj+1 := (1− 3dj)ρj . (57)
As for ζj+1, condition (22) is valid at the j+1−th step if ζj+1 = (2|ω|)−1 min{(1−3dj)djσj, dj+1σj+1}.
As dj ≤ 1/6 by hypothesis, by the first of (57) the previous condition is of the form (35) provided that
dj+1 < dj is chosen. This implies ζj+1 < ζj .
The only parameter left is mj . Note that (36) implies, in particular ǫM6/(a2m3d2τ+3) ≤ md2τ+1, then
m′ := m− ǫ
M6
a2m3d2τ+3ζ
e−a|ξ| ≥ m(1− d2τ+1).
In conclusion, inequality (55), hence (34), are satisfied by setting
mj+1 := mj(1− d
2τ+1
j ). (58)
The choice of uj+1 is now complete10. 
5.1. Estimates on the transformation of variables.
Proposition 5.2. Assume the validity of Lemma 5.1. Then, for all j ∈ N, the transformation (8) is a
symplectic transformation
Kj : Dj+1 −→ Dj ,
where Dj := ∆ρj(0) × Tn2σj × Sρj × Rζj ∋ (q
(j), p(j), η(j), ξ(j)), for which there exists a constant T
such that,
|q(j+1) − q(j)| ≤ Tσjdje
−a|ξ|
, (59a)
|p(j+1) − p(j)| ≤ Tρjdje
−a|ξ|
, (59b)
|q(j+1) − q(j)| ≤ Tρjdje
−a|ξ|
, (59c)
while |ξ(j+1) − ξ(j)| = 0, i.e. ξ(j) =: ξ for all j. Moreover Kj is ǫ0−“close to the identity”, i.e.
limǫ0→0Kj = Id for all j.
10The freedom in the choice of dj+1 (subject only to the constraint dj+1 < dj) will be profitably used later.
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Proof. Once more it is convenient to examine separately the transformations realising Kj
(qˆ(j), pˆ(j), ηˆ(j), ξˆ(j)) := exp(Lφ(j))(q
(j+1), p(j+1), η(j+1), ξ(j+1)),
(q(j), p(j), η(j), ξ(j)) := exp(Lχ(j))(qˆ
(j), pˆ(j), ηˆ(j), ξˆ(j)).
Due to the structure of φ(j) the action of the first operator reduces to the first term for the momenta,
pˆ(j) = p(j+1) + [∂qφ
(j)](q,ξ)=(q(j+1),ξ(j+1)),
ηˆ(j) = η(j+1) + [∂ξφ
(j)](q,ξ)=(q(j+1),ξ(j+1)),
while it is the identity in the other variables: qˆ(j) = q(j+1) and ξˆ(j) = ξ(j+1). Quantitatively we find
|pˆ(j) − p(j+1)|
(37b)
≤ ǫj
M1
adτ+1j
e−a|ξ
(j+1)|, |ηˆ(j) − η(j+1)|
(39)
≤ ǫj
M0
adτ+1j ζj
e−a|ξ
(j+1)|
.
As for the second transformation, first note that
Lχ(j)q = Y
(j), Lχ(j)p = 〈∂qY
(j), p〉 Lχ(j)ξ = 0, Lχ(j)η = 〈∂ξY
(j), p〉, (60)
where the expressions above are meant to be evaluated at (q, p, η, ξ) = (qˆ(j), pˆ(j), ηˆ(j), ξˆ(j)). Now
consider bound (29) for s− 1, setting χ := χ(j) and ψ as the objects in the (60) r.h.sides one by one. We
get, e.g., for the first of them∥∥∥Lsχ(j)q
∥∥∥
[(1−3dj)(ρj ,σj ;ζj)]
≤
s!
e2
L
s−1
∥∥∥Y (j)∥∥∥
[ρj ,(1−2dj)σj ;(1−dj)ζj ]
≤ s!
d2σ∗
8e3
L
s
.
Repeating this computation also for the other variables we get (recall ∑s≥1 Ls ≤ 2L)
|q(j+1) − qˆ(j)| ≤
d2jσ∗
4e3
L = ǫj
2M2
a2e2mjd
2τ+1
j
e−a|ξ
(j)|
, (61a)
|p(j+1) − pˆ(j)| ≤
djρjM3
4e3M2
L = ǫj
2M3ρj
a2e2mjd
2τ+2
j
e−a|ξ
(j)|
, (61b)
|η(j+1) − ηˆ(j)| ≤
djρj
4e3ζj
L = ǫj
2M2ρj
a2e2mjd
2τ+2
j ζj
e−a|ξ
(j)|
, (61c)
and clearly |ξ(j+1) − ξˆ(j)| = 0, implying ξ(j+1) ≡ ξ(j).
Remark 5.3. It is finally evident that the transformation Kj does not act on time, hence we can set
ξ(j) ≡ ξ for all j ∈ N as in the statement. On the other hand this is a necessary property in order to
obtain a meaningful result.
Collecting the obtained estimates we get that |q(j+1) − q(j)| is given by (61a), while
|p(j+1) − p(j)| ≤ ǫj
(M1e
2 + 2M3)ρj
a2e2mjd
2τ+2
j ρ∗
e−a|ξ|,
|η(j+1) − η(j)| ≤ ǫj
(M0e
2 + 2M2)ρj
a2e2mjd
2τ+2
j ρ∗ζj
e−a|ξ|,
(62)
having used ρj > ρ∗. Hence it is possible to find11 T , obtaining the desired estimates.
The ǫ0−closeness to the identity easily follows from (61a), (62) and from the monotonicity of {ǫj}. 
11Precisely T := (De2ρ∗σ∗)−1 max{M2ρ∗, (M1e2 + 2M3)σ∗, 2|ω|(M0e2 + 2M2)}, by (61a), (62) and using (36) and
(35).
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6. CONVERGENCE OF THE FORMAL SCHEME
6.1. Construction of the control sequence.
Lemma 6.1. In the assumptions of Lemma 5.1, it is possible to determine u∗ and construct the sequence
{uj}j∈N such that
lim
j→∞
uj = u∗. (63)
Proof. Let us choose in (56) ǫj = ǫ0j−8(τ+1), obtaining
dj =
(
Dǫ0
a3m4j
) 1
4(τ+1) (j + 1)2
j4
. (64)
The following bound is immediate for all j ≥ 1
dj ≤ 2
A
j2
, A :=
(
Dǫ0
a3m4∗
) 1
4(τ+1)
. (65)
Imposing condition dj ≥ dj+1 in (64) one gets (1 − d2τ+3j )
1
τ+1 ≥ j4(j + 2)2/(j + 1)6. By using (65),
it takes the stronger form
1− 2Aj−2 ≥
j4(j + 2)2
(j + 1)6
.
The latter is true for all j provided that it holds for j = 1. This is achieved if A ≤ 55/128, a condition
that can be enforced by requiring A ≤ 1/12. In this way we obtain dj ≤ d1 ≤ 1/6 as required by
Lemma 5.1, item (3). This immediately implies∑
j≥1
dj ≤
1
6
∑
j≥1
j−2 <
(π
6
)2
. (66)
In this way, the range of the admissible values for ǫ0 is determined once and for all; more explicitly
Dǫ0
a3m4∗
≤
1
124(τ+1)
. (67)
We only need to prove the limit (63). Let us start from ρj . By (57) we have that if
∏
j≥1(1 − 3dj) is
lower bounded by a constant, say Mρ, then ρ0Mρ is a lower bound for ρj for all j.
Consider
log
∏
j≥1
(1− 3dj) =
∑
j≥1
log(1− 3dj) ≥ −6 log 2
∑
j≥1
dj > − log 4,
in which we have used the inequality 0 ≥ log(1 − x) ≥ −2x log 2, valid for x ∈ [0, 1/2]. Hence∏
j≥1(1 − 3dj) ≤ 1/4. This implies that the required lower bound holds for ρ∗ = ρ0/4 and then
σ∗ = σ0/4. A similar arguments applies for mj , yielding m∗ = m0/2. 
6.2. Induction basis and conclusion of the proof. In this final part we check that the inductive hy-
potheses described in Lemmas 3.1 and 5.1 hold at the initial step, i.e. j = 0, fixing in this way u0.
First of all we see that H is of the form (7) in a way we can set H0 := H . It is sufficient to consider the
(finite) Taylor expansion of f around p = 0 in (2) then define
A(0) := εf(q, 0, ξ), B(0) := ε∂pf(q, 0, ξ), C
(0) := Γ + ε∂2pf(q, 0, ξ).
Note that C(0) is symmetric. Now set ρ0 := ρ/2 and σ0 := σ. By a Cauchy estimate and (5) we have
‖∂pf‖[ρ0,σ0;ζ0] ≤Mfρ
−1
0 e
−a|ξ|,
∥∥∂2pf∥∥[ρ0,σ0;ζ0] ≤Mfρ−20 e−a|ξ|, (68)
14 ALESSANDRO FORTUNATI AND STEPHEN WIGGINS
for all ζ0 (determined below). Hence (33) is satisfied for j = 0 by setting ǫ0 := εMf/ρ0. By Prop. 5.2,
this shows that the sequence {Kj} and then the composition
K := lim
j→∞
Kj ◦ Kj−1 ◦ . . . ◦ K0, (69)
is ε−close to the identity.
It is natural to realize that (34) holds by virtue of (4) and for sufficiently small ε. From the quantitative
point of view one can ask |C(0)v| ≤ m−10 |v| for all v ∈ Cn with m0 := m/2. This is true for all ε ≤ ε˜
where
ε˜ := ρ2(16Mfn)
−1(
√
m2 ‖Γ‖2∞ + 12−m ‖Γ‖∞), (70)
denoted12 ‖Γ‖∞ := maxi
∑n
j=1 |Γij|.
The choice of u0 is now complete by choosing d0 = 1/6 and ζ0 as determined by (22). By using (67)
and recalling the choice for ǫ0 and m∗ above, we finally obtain the limitation for εa
εa = min{ρa
3m4(29124(τ+1)DMf )
−1, ε˜}. (71)
The validity13 of condition (36) for j = 0 follows from (67).
The very last step consists in showing the convergence of the composition (69). By Prop. 5.2 and
recalling (66) we find
|q∞ − q| ≤ T
∑
k≥0
|qk+1 − qk| < 2σT .
Analogously we find |p∞ − p|, |η∞ − η| < 2ρT . Hence by the Weierstraß Theorem (see, e.g. [Det84])
the transformation (69) converges uniformly in all compact subsets of E∗ := ∆ρ∗ × Tn2σ∗ × Sρ∗ . Note
that the degeneration of Rζj is not an issue as the transformation is trivial in the ξ variable. The proof is
completed by setting D∗ = E∗ × R+.
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