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a b s t r a c t
In this paper, we investigate the stochastic functional differential equations with infinite
delay. Some sufficient conditions are derived to ensure the pthmoment exponential stabil-
ity and pth moment global asymptotic stability of stochastic functional differential equa-
tions with infinite delay by using Razumikhin method and Lyapunov functions. Based on
the obtained results, we further study the pth moment exponential stability of stochastic
recurrent neural networks with unbounded distributed delays. The result extends and im-
proves the earlier publications. Two examples are given to illustrate the applicability of the
obtained results.
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1. Introduction
In recent years, there is an increasing interest in stochastic functional differential equations due to their important
applications in practice [1–4], and a large number of interesting results of these equations have been reported; see [5–17].
For instance, in 2002, Taniguchi et al. [6] considered the existence, uniqueness, pth moment and almost sure Lyapunov
exponents of mild solutions to a class of stochastic functional differential equations with finite delays by using semigroup
methods. In 2006, Shen et al. [7] discussed the existence and uniqueness of solutions of stochastic functional differential
equations with finite delay by using Lyapunov functions and quasi-local Lipschitz condition. On the other hand, it is
well known that the method of Razumikhin technique and Lyapunov functions (or Lyapunov functional) have been very
powerful and effective in the study of stability analysis of various delay differential equations; see [18–23,12,13]. In
1984, Chang [12] firstly established some Razumikhin-type uniformly asymptotic stability criteria of stochastic functional
differential equations with finite delay. In 1996, Mao [13] further developed the Razumikhin method on this aspect and
established some Razumikhin-type theorems on exponential stability of stochastic functional differential equations with
finite delay. However, in the past ten years, little work has been done on this aspect due to theoretical and technical
difficulties.
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On the other hand, although stochastic functional differential equations with infinite delay also provide many mathe-
matical models for various phenomena and processes in the field of control engineering, electrical and physical sciences
as well as stochastic functional differential equations with finite delay, the corresponding properties of these systems have
not been developed in great detail; see [14–17]. Results on existence and uniqueness of the solutions of retarded stochastic
functional differential equations with infinite delay have been presented in [16,17] via different approaches. As we know,
some practical applications of stochastic functional differential equations with infinite delay are greatly dependent on the
stability properties of their solutions. However, to the best of the authors’ knowledge, so far there is almost no result of
Razumikhin type on the stability of stochastic functional differential equations with infinite delay.
Motivated by the above discussions, in this paperwe shall extendRazumikhinmethod to stochastic functional differential
equations with infinite delay and establish some theorems on pth moment exponential stability and pth moment global
asymptotic stability. As an application, we study the stochastic recurrent neural networks with unbounded distributed
delays via the obtained result. Some conditions are obtained to ensure the pth moment exponential stability of stochastic
recurrent neural networks with unbounded distributed delays. The obtained results are more general than those given
in [24–27]. Finally, two illustrative examples are provided to show the effectiveness of our results.
2. Preliminaries
Let R denote the set of real numbers, Rn the n-dimensional real space equipped with the Euclidean norm | · |, and Z+
the set of positive integral numbers. E(·) stands for the mathematical expectation operator.L denotes the well-knownL -
operator given by the Itô formula. C([α, 0],Rn) denotes the family of all continuous functions φ from [α, 0] into Rn. Let
α ∧ β denote the minimum value of α and β . ω(t) = (ω1(t), . . . , ωm(t))T is an m-dimensional Brownian motion defined
on a complete probability space (Ω,F , P) with a natural filtration {Ft}t≥0 generated by {ω(s) : 0 ≤ s ≤ t}, where we
associateΩ with the canonical space generated byω(t), and denoted byF the associated σ -algebra generated byω(t)with
the probability measure P .
In this paper, we consider the following n-dimensional stochastic functional differential equations with infinite delay:{
dx(t) = f (t, x(t), xt)dt + σ(t, x(t), xt)dω(t), t ≥ 0,
x0 = ξ, (1)
where the initial condition ξ ∈ BCF0([α, 0],Rn), x(t) = (x1(t), . . . , xn(t))T and xt = {x(t + θ) : α ≤ θ ≤ 0} which
can be regarded as a C([α, 0],Rn)-valued stochastic process, where α ∈ [−∞, 0). Especially when α = −∞, the interval
[t+α, t] is understood to be replaced by (−∞, t]. f : R+×Rn×C([α, 0],Rn)→ Rn, σ : R+×Rn×C([α, 0],Rn)→ Rn×m.
Denoted by BCF0([α, 0],Rn) the family of allF0-measurable, BC([α, 0],Rn)-valued randomvariables, where BC([α, 0],Rn)
denote the family of all bounded C([α, 0],Rn)-valued functions ϕ with the norm ‖ϕ‖α = supα≤θ≤0 |ϕ(θ)|. For p > 0 and
t ≥ t0, denoted by BLpFt ([α, 0],Rn) the family of all Ft-measurable BC([α, 0],Rn)-valued random variables ϕ, satisfying
supα≤θ≤0 E|ϕ(θ)|p <∞. Especially, let BCF0 .= BCF0([α, 0],Rn) and BLpFt
.= BLpFt ([α, 0],Rn).
As usual, throughout this paper, we assume that system (1) has a unique solution on t ≥ 0 ≥ α, which is denoted by
x(t, ξ) (see [16,17]). Moreover, we assume that f (t, 0, 0) = 0, σ (t, 0, 0) = 0 for the stability purpose of this paper. So
system (1) admits an equilibrium solution x(t) ≡ 0.
Let C2,1([α,∞)×Rn → R+) denote the family of all non-negative functions V (t, x) on [α,∞)×Rnwhich are continuous
once differentiable in t and twice differentiable in x. For each such V , we define an operatorL V associated with (1) as
L V (t, ϕ) = Vt(t, ϕ(0))+ Vx(t, ϕ(0))f (t, ϕ(0), ϕ)+ 12 trace[σ
TVxx(t, ϕ(0))σ ],
where
Vt(t, x) = ∂V (t, x)
∂t
, Vx(t, x) =
(
∂V (t, x)
∂x1
, . . . ,
∂V (t, x)
∂xn
)
, Vxx(t, x) =
(
∂2V (t, x)
∂xixj
)
n×n
.
Definition 2.1 (Mao [2], Luo [15]). The equilibrium solution of system (1) is said to be
(P1) pth moment globally asymptotically stable if for any ξ ∈ BCF0 ,
E|x(t, ξ)|p → 0 as t →∞.
Especially when p = 2, it is usually called to be globally asymptotically stable in mean square.
(P2) pth moment exponentially stable if there exists a pair of positive constantsM and λ such that for any ξ ∈ BCF0 ,
E|x(t, ξ)|p < ME‖ξ‖pαe−λt , t ≥ 0.
Especially when p = 2, it is usually called to be exponentially stable in mean square.
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3. Main results
In this section, we will consider the pth moment exponential stability and pth moment global asymptotic stability of
system (1) by using Razumikhin technique and Lyapunov functions.
Theorem 3.1. Let c1, c2, p all be positive numbers and q > 1. Assume that there exist a function V ∈ C2,1([α,∞)×Rn → R+)
and scalars λ > 0, η > 0 such that the following conditions hold:
(i) c1|x|p ≤ V (t, x) ≤ c2|x|p for all (t, x) ∈ [α,∞)× Rn;
(ii) EL V (t, ϕ) ≤ −λEV (t, ϕ(0)), whenever eηθEV (t + θ, ϕ(θ)) < qEV (t, ϕ(0)) for all α ≤ θ ≤ 0, where ϕ ∈ BLpFt .
Then the equilibrium solution of system (1) is pth moment exponentially stable and its pth moment Lyapunov exponent should
not be greater than λ ∧ η.
Proof. For any given initial data ξ ∈ BCF0 , let x(t) .= x(t, ξ) be a solution of system (1) through (0, ξ). Choose γ ∈ (0, λ∧η)
arbitrarily and set
W (t, x(t)) =
{
eγ tV (t, x(t)), t ≥ 0,
V (t, x(t)), α ≤ t ≤ 0.
Then W (t, x(t)) is continuous and satisfies W (t, x(t)) ≥ V (t, x(t)), t ≥ α. For convenience, let W (t) .= W (t, x(t)). Then it
is obvious that, for t ≥ 0
dW (t) = γ eγ tV (t, x(t))dt + eγ tdV (t, x(t)).
By Itô formula, we know that, for t ≥ 0
dV (t, x(t)) = L V (t, xt)dt + Vx(t, x(t))σ (t, x(t), xt)dω(t).
So we obtain, for t ≥ 0
dW (t) = eγ t [γ V (t, x(t))dt + L V (t, xt)]dt + eγ tVx(t, x(t))σ (t, x(t), xt)dω(t).
Integrating the above inequality from t to t + h, and taking the mathematical expectation, one may derive that, for all t ≥ 0
and any h > 0,
eγ (t+h)EV (t + h, x(t + h))− eγ tEV (t, x(t)) =
∫ t+h
t
eγ s[γ EV (s, x(s))+ EL V (s, xs)]ds,
which implies that
D+EW (t) ≤ eγ t [γ EV (t, x(t))+ EL V (t, xt)]. (2)
Next we mainly prove that
EW (t) ≤ Mc2E‖ξ‖pα, t ≥ 0, (3)
whereM ≥ q. Suppose this assertion is not true, then there exists some t ≥ 0 such that EW (t) > Mc2E‖ξ‖pα . Set
t? = min{t ∈ [0,∞), EW (t) > Mc2E‖ξ‖pα}.
By the fact thatM ≥ q > 1, we note
EW (t) = EV (t, x(t)) ≤ c2E|x(t)|p ≤ c2E‖ξ‖pα < Mc2E‖ξ‖pα, t ∈ [α, 0]. (4)
So in view of the continuity of EW (t), we get
t? > 0, EW (t?) = Mc2E‖ξ‖pα and EW (t) ≤ Mc2E‖ξ‖pα, t ∈ [0, t?].
It follows from the above inequalities and (4) immediately that
EW (t) ≤ Mc2E‖ξ‖pα, t ∈ [α, t?]. (5)
Using the fact thatM ≥ q > 1 again, from (4), we get
EW (t?) = Mc2E‖ξ‖pα >
1
q
Mc2E‖ξ‖pα,
EW (0) ≤ c2E‖ξ‖pα ≤
M
q
c2E‖ξ‖pα.
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Thus we further define
t?? = sup
{
t ∈ [0, t?], EW (t) ≤ 1
q
Mc2E‖ξ‖pα
}
.
Then t?? ∈ [0, t?),
EW (t??) = 1
q
Mc2E‖ξ‖pα and
1
q
Mc2E‖ξ‖pα ≤ EW (t) ≤ Mc2E‖ξ‖pα, t ∈ [t??, t?]. (6)
It follows from (5), (6) and the definition of W (t) that
eηθEV (t + θ, x(t + θ)) ≤ eγ θEV (t + θ, x(t + θ)) =
{
e−γ tEW (t + θ), t + θ ≥ 0,
eγ θEW (t + θ), t + θ < 0.
≤ e−γ tEW (t + θ)
≤ e−γ tMc2E‖ξ‖pα
≤ e−γ tqEW (t)
= qEV (t, x(t)), α ≤ θ ≤ 0, t ∈ [t??, t?].
In view of condition (ii), the inequality EL V (t, ϕ) ≤ −λEV (t, ϕ(0)) holds for all t ∈ [t??, t?]. Thus recalling (2) and the
choice of γ , we obtain
D+EW (t) ≤ eγ t [γ EV (t, x(t))+ EL V (t, xt)]
≤ EW (t)(γ − λ)
≤ 0, t ∈ [t??, t?],
which implies that EW (t) is nonincreasing in t for t ∈ [t??, t?]. Thus, EW (t?) ≤ EW (t??). However, we note that
EW (t?) = Mc2E‖ξ‖pα > 1qMc2E‖ξ‖pα = EW (t??). This is a contradiction. Therefore, we have proven that (3) holds. i.e.,
EV (t, x(t)) ≤ Mc2E‖ξ‖pαe−γ t , t ≥ 0.
By condition (i), we finally obtain
E|x(t)|p ≤ c2
c1
ME‖ξ‖pαe−γ t , t ≥ 0.
The proof is completed. 
Remark 3.1. In Theorem 3.1, it should be noted that γ ∈ (0, λ ∧ η) is arbitrary. This implies that γ can be sufficiently
approach to λ ∧ η.
The next result is on the pth moment global asymptotic stability of the equilibrium solution of system (1).
Theorem 3.2. Let c1, c2, p all be positive numbers and q > 1. Assume that there exist a function V ∈ C2,1([α,∞)×Rn → R+)
and scalars λ > 0, µ > 0 such that the following conditions hold:
(i) c1|x|p ≤ V (t, x) ≤ c2|x|p for all (t, x) ∈ [α,∞)× Rn;
(ii) EL V (t, ϕ) ≤ −λEV (t, ϕ(0)), whenever EV (t + θ, ϕ(θ)) < q[1+ µt]EV (t, ϕ(0)) for all α ≤ θ ≤ 0, where ϕ ∈ BLpFt .
Then the equilibrium solution of system (1) is pth moment globally asymptotically stable.
Proof. As in the Theorem 3.1, let x(t) .= x(t, ξ) be a solution of system (1) through (0, ξ). Choose γ ∈ (0, λ∧µ) arbitrarily
and set
W (t, x(t)) =
{
(1+ γ t)V (t, x(t)), t ≥ 0,
V (t, x(t)), α ≤ t ≤ 0.
Then W (t, x(t)) is continuous and satisfies W (t, x(t)) ≥ V (t, x(t)), t ≥ α. For convenience, we still let W (t) .= W (t, x(t)).
By Itô’s formula, one may derive that for all t ≥ 0 and any h > 0,
(1+ γ (t + h))EV (t + h, x(t + h))− (1+ γ t)EV (t, x(t)) =
∫ t+h
t
{γ EV (s, x(s))+ (1+ γ s)EL V (s, xs)} ds
≤
∫ t+h
t
(1+ γ s) {γ EV (s, x(s))+ EL V (s, xs)} ds,
which implies that
D+EW (t) ≤ (1+ γ t)[γ EV (t, x(t))+ EL V (t, xt)], t ≥ 0.
X. Li, X. Fu / Journal of Computational and Applied Mathematics 234 (2010) 407–417 411
Then by a proof similar to that of Theorem 3.1, we can prove that
EW (t) ≤ Mc2E‖ξ‖pα, t ≥ 0,
whereM ≥ q. Here we need only to mention a point that for t ∈ [t??, t?],
EV (t + θ, x(t + θ)) ≤ EW (t + θ) ≤ Mc2E‖ξ‖pα
≤ qEW (t)
= q(1+ γ t)EV (t, x(t))
≤ q(1+ µt)EV (t, x(t)), α ≤ θ ≤ 0,
which implies that D+EW (t) ≤ 0.
Finally, we obtain
E|x(t)|p ≤ c2
c1
· ME‖ξ‖
p
α
1+ γ t → 0 as t →∞.
The proof is completed. 
4. pth moment exponential stability of stochastic recurrent neural networks with distributed delays
In this section, we shall consider a class of stochastic recurrent neural networks with distributed delays as follows:
dxi(t) =
{
−cixi(t)+
n∑
j=1
aijfj(xj(t))+
n∑
j=1
bij
∫ t
−∞
kj(t − s)gj(xj(s))ds
}
dt
+
m∑
l=1
σil
(
t, xi(t),
∫ t
−∞
ki(t − s)hi(xi(s))ds
)
dωl(t), t ≥ 0,
xi0 = ξi, i ∈ Λ,
or equivalent form
dx(t) =
{
−Cx(t)+ Af (x(t))+ B
∫ t
−∞
K(t − s)g(x(s))ds
}
dt
+ σ
(
t, x(t),
∫ t
−∞
K(t − s)h(x(s))ds
)
dω(t), t ≥ 0,
x0 = ξ,
(7)
where Λ = {1, 2, . . . , n}, x(t) = (x1(t), . . . , xn(t))T is the neuron state vector, A = (aij)n×n and B = (bij)n×n are the
interconnection matrices, C = diag(c1, c2, . . . , cn) is a positive diagonal matrix, f (x(t)) = (f1(x1(t)), . . . , fn(xn(t)))T ,
g(x(t)) = (g1(x1(t)), . . . , gn(xn(t)))T and h(x(t)) = (h1(x1(t)), . . . , hn(xn(t)))T denote the neuron activations with
f (0) = g(0) = h(0) = 0. σ
(
t, x(t),
∫ t
−∞ K(t − s)h(x(s))ds
)
= (σ1, . . . , σn)T denotes the diffusion matrix, where
σi = (σi1, . . . , σim) denotes the ith row vector of σ , σil = σil
(
t, xi(t),
∫ t
−∞ ki(t − s)hi(xi(s))ds
)
, l = 1, . . . ,m. K(t) =
diag(k1(t), . . . , kn(t)) is the delay kernel function, ki is a real value non-negative continuous function defined in [0,∞) and
satisfy ki(t) ≤ κ(t), i ∈ Λ, where κ(t) is continuous and satisfies∫ ∞
0
κ(s)eη
?sds <∞,
in which the constant η? denotes some positive number.
Moreover, we assume that the neuron activation functions fj, gj and hj, j ∈ Λ are bounded and satisfy the following
hypothesis:
(H1) There exist positive constants L
f
j , L
g
j and L
h
j , j ∈ Λ such that
|fj(u)− fj(v)| ≤ Lfj |u− v|, |gj(u)− gj(v)| ≤ Lgj |u− v|, |hj(u)− hj(v)| ≤ Lhj |u− v|
for all u, v ∈ R, j ∈ Λ.
Lemma 4.1. Suppose the integral number p ≥ 2, then there exists a positive number ep(n) such that
ep(n)
(
n∑
i=1
|xi|2
) p
2
≤
n∑
i=1
|xi|p ≤
(
n∑
i=1
|xi|2
) p
2
, ∀x = (x1, . . . , xn)T ∈ Rn.
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Proof. First, it is obvious that the former half part of the above inequality holds; see ([28], p. 34). Here we only prove the
latter half part, i.e.,(
n∑
i=1
|xi|p
)2
≤
(
n∑
i=1
|xi|2
)p
, ∀x = (x1, . . . , xn)T ∈ Rn. (8)
When p = 2k, k ∈ Z+, (8) is equal to
n∑
i=1
|xi|2k ≤
(
n∑
i=1
|xi|2
)k
, ∀x = (x1, . . . , xn)T ∈ Rn.
By Newton’s Binomial Theorem, we know that the above inequality holds obviously.
When p = 2k+ 1, k ∈ Z+, we have(
n∑
i=1
|xi|p
)2
=
(
n∑
i=1
|xi|2k+1
)2
≤
(
n∑
i=1
|xi|2k
)2
max
1≤i≤n
|xi|2
≤
(
n∑
i=1
|xi|2
)2k
max
1≤i≤n
|xi|2
≤
(
n∑
i=1
|xi|2
)2k+1
=
(
n∑
i=1
|xi|2
)p
.
So (8) holds. The proof is completed. 
Lemma 4.2 (Arithmetic-mean–geometric-mean Inequality [29]). For xi ≥ 0, αi > 0 and∑ni=1 αi = 1,
n∏
i=1
xαii ≤
n∑
i=1
αixi,
the sign of equality holds if and only if xi = xj for all i, j = 1, . . . , n.
Now we shall establish the following theorem on pth moment exponential stability of model (7).
Theorem 4.1. Let p ≥ 2. Assume that condition (H1) holds and there exist constants q > 1, di ≥ 0, ei ≥ 0, i ∈ Λ such that
(H2) for any ui, vi ∈ R,
σi(t, ui, vi)σ Ti (t, ui, vi) ≤ diu2i + eiv2i , i ∈ Λ;
(H3) λ?
.= pmin
i∈Λ ci − (p− 1)maxi∈Λ
[
n∑
j=1
|aij|Lfj
]
−
n∑
i=1
max
j∈Λ
[|aij|Lfj ]
− (p− 1)max
i∈Λ
[
n∑
j=1
|bij|Lgj κj
]
−
n∑
i=1
qmax
j∈Λ
[|bij|Lgj ]K −
p(p− 1)
2
max
i∈Λ
di
− (p− 1)(p− 2)
2
max
i∈Λ
[eiκ2i (Lhi )2] − q(p− 1)maxi∈Λ [eiκi(L
h
i )
2]K > 0,
whereK = ∫∞0 κ(u)eη?udu, κj = ∫∞0 kj(u)du, j ∈ Λ.
Then the equilibrium solution of model (7) is pth moment exponentially stable and its pth moment Lyapunov exponent should
not be greater than λ? ∧ η?.
Proof. Let V (t, x(t)) =∑ni=1 |xi(t)|p, where x(t) = (x1(t), . . . , xn(t))T is the solution of model (7), then by Lemma 4.1, we
get
ep(n)
(
n∑
i=1
|xi|2
) p
2
≤ V (t, x(t)) ≤
(
n∑
i=1
|xi|2
) p
2
,
i.e.,
c1|x|p ≤ V (t, x) ≤ c2|x|p,
where c1 = ep(n), c2 = 1.
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On the other hand, we have
∂V (t, x(t))
∂xi
= p|xi(t)|p−1sgn(xi(t)), ∂V
2(t, x(t))
∂x2i
= p(p− 1)|xi(t)|p−2sgn(xi(t)),
where sgn(·) is the sign function.
By Ito’s formula, we can calculateL V (t) along the trajectories of the model (7), then we have
L V (t) = Vt + Vx
(
−Cx(t)+ Af (x(t))+ B
∫ t
−∞
K(t − s)g(x(s))ds
)
+ 1
2
trace
[
σ T
(
t, x(t),
∫ t
−∞
K(t − s)h(x(s))ds
)
Vxxσ
(
t, x(t),
∫ t
−∞
K(t − s)h(x(s))ds
)]
=
n∑
i=1
{
p|xi(t)|p−1sgn(xi(t))
(
−cixi(t)+
n∑
j=1
aijfj(xj(t))+
n∑
j=1
bij
∫ t
−∞
kj(t − s)gj(xj(s))ds
)}
+ 1
2
p(p− 1)
n∑
i=1
m∑
l=1
σ 2il
(
t, xi(t),
∫ t
−∞
ki(t − s)hi(xi(s))ds
)
|xi(t)|p−2sgn(xi(t))
≤ −pmin
i∈Λ ci
n∑
i=1
|xi(t)|p +
n∑
i=1
n∑
j=1
p|xi(t)|p−1sgn(xi(t))aijfj(xj(t))
+
n∑
i=1
n∑
j=1
p|xi(t)|p−1sgn(xi(t))bij
∫ t
−∞
kj(t − s)gj(xj(s))ds
+ 1
2
p(p− 1)
n∑
i=1
m∑
l=1
σ 2il
(
t, xi(t),
∫ t
−∞
ki(t − s)hi(xi(s))ds
)
|xi(t)|p−2. (9)
By Lemma 4.2, we have
n∑
i=1
n∑
j=1
p|xi(t)|p−1sgn(xi(t))aijfj(xj(t)) ≤
n∑
i=1
n∑
j=1
p|aij|Lfj |xi(t)|p−1|xj(t)|
=
n∑
i=1
n∑
j=1
p|aij|Lfj (|xi(t)|p)
p−1
p (|xj(t)|p) 1p
≤
n∑
i=1
n∑
j=1
p|aij|Lfj
{
p− 1
p
|xi(t)|p + 1p |xj(t)|
p
}
= (p− 1)
n∑
i=1
n∑
j=1
|aij|Lfj |xi(t)|p +
n∑
i=1
n∑
j=1
|aij|Lfj |xj(t)|p
≤ (p− 1)max
i∈Λ
(
n∑
j=1
|aij|Lfj
)
n∑
i=1
|xi(t)|p +
n∑
i=1
max
j∈Λ
(|aij|Lfj )
n∑
j=1
|xj(t)|p
=
{
(p− 1)max
i∈Λ
(
n∑
j=1
|aij|Lfj
)
+
n∑
i=1
max
j∈Λ
(|aij|Lfj )
}
n∑
i=1
|xi(t)|p (10)
and
n∑
i=1
n∑
j=1
p|xi(t)|p−1sgn(xi(t))bij
∫ t
−∞
kj(t − s)gj(xj(s))ds ≤
n∑
i=1
n∑
j=1
p|xi(t)|p−1|bij|Lgj
∫ t
−∞
kj(t − s)|xj(s)|ds
≤
n∑
i=1
n∑
j=1
p|bij|Lgj
∫ t
−∞
kj(t − s)|xi(t)|p−1|xj(s)|ds
=
n∑
i=1
n∑
j=1
p|bij|Lgj
∫ t
−∞
kj(t − s)(|xi(t)|p)
p−1
p (|xj(s)|p) 1p ds
≤
n∑
i=1
n∑
j=1
p|bij|Lgj
∫ t
−∞
kj(t − s)
(
p− 1
p
|xi(t)|p + 1p |xj(s)|
p
)
ds
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≤ (p− 1)
n∑
i=1
n∑
j=1
|bij|Lgj |xi(t)|p
∫ t
−∞
kj(t − s)ds+
n∑
i=1
n∑
j=1
|bij|Lgj
∫ t
−∞
kj(t − s)|xj(s)|pds
≤ (p− 1)max
i∈Λ
(
n∑
j=1
|bij|Lgj κj
)
n∑
i=1
|xi(t)|p +
n∑
i=1
max
j∈Λ
(|bij|Lgj )
∫ t
−∞
κ(t − s)
n∑
j=1
|xj(s)|pds. (11)
Then by the well-known Cauchy–Schwarz inequality and condition (H2), we get
n∑
i=1
m∑
l=1
σ 2il
(
t, xi(t),
∫ t
−∞
ki(t − s)hi(xi(s))ds
)
|xi(t)|p−2
=
n∑
i=1
|xi(t)|p−2σi
(
t, xi(t),
∫ t
−∞
ki(t − s)hi(xi(s))ds
)
σ Ti
(
t, xi(t),
∫ t
−∞
ki(t − s)hi(xi(s))ds
)
≤
n∑
i=1
|xi(t)|p−2
{
dix2i (t)+ ei
(∫ t
−∞
ki(t − s)hi(xi(s))ds
)2}
≤
n∑
i=1
di|xi(t)|p +
n∑
i=1
ei|xi(t)|p−2
∫ t
−∞
ki(t − v)dv
∫ t
−∞
ki(t − s)h2i (xi(s))ds
≤ max
i∈Λ
di
n∑
i=1
|xi(t)|p +
n∑
i=1
eiκi(Lhi )
2|xi(t)|p−2
∫ t
−∞
ki(t − s)x2i (s)ds
= max
i∈Λ
di
n∑
i=1
|xi(t)|p +
n∑
i=1
eiκi(Lhi )
2
∫ t
−∞
ki(t − s)(|xi(t)|p)
p−2
p (|xi(s)|p) 2p ds
≤ max
i∈Λ
di
n∑
i=1
|xi(t)|p + p− 2p
n∑
i=1
eiκ2i (L
h
i )
2|xi(t)|p + 2p
n∑
i=1
eiκi(Lhi )
2
∫ t
−∞
ki(t − s)|xi(s)|pds
≤ max
i∈Λ
di
n∑
i=1
|xi(t)|p + p− 2p maxi∈Λ [eiκ
2
i (L
h
i )
2]
n∑
i=1
|xi(t)|p + 2p maxi∈Λ [eiκi(L
h
i )
2]
∫ t
−∞
κ(t − s)
n∑
i=1
|xi(s)|pds. (12)
When eη
?θEV (t + θ, ϕ(θ)) < qEV (t, ϕ(0)) for all α ≤ θ ≤ 0, we have
n∑
i=1
|xi(s)|p < qeη?(t−s)
n∑
i=1
|xi(t)|p, s ≤ t.
Substituting the above inequality to (11) and (12), respectively, we get
n∑
i=1
n∑
j=1
p|xi(t)|p−1sgn(xi(t))bij
∫ t
−∞
kj(t − s)gj(xj(s))ds
≤ (p− 1)max
i∈Λ
(
n∑
j=1
|bij|Lgj κj
)
n∑
i=1
|xi(t)|p +
n∑
i=1
qmax
j∈Λ
(|bij|Lgj )
n∑
j=1
|xj(t)|p
∫ t
−∞
κ(t − s)eη?(t−s)ds
≤
{
(p− 1)max
i∈Λ
(
n∑
j=1
|bij|Lgj κj
)
+
n∑
i=1
qmax
j∈Λ
(|bij|Lgj )
∫ ∞
0
κ(u)eη
?udu
}
n∑
i=1
|xi(t)|p (13)
and
n∑
i=1
m∑
l=1
σ 2il
(
t, xi(t),
∫ t
−∞
ki(t − s)hi(xi(s))ds
)
|xi(t)|p−2
≤ max
i∈Λ
di
n∑
i=1
|xi(t)|p + p− 2p maxi∈Λ [eiκ
2
i (L
h
i )
2]
n∑
i=1
|xi(t)|p + 2qp maxi∈Λ [eiκi(L
h
i )
2]
n∑
i=1
|xi(t)|p
∫ t
−∞
κ(t − s)eη?(t−s)ds
≤
{
max
i∈Λ
di + p− 2p maxi∈Λ [eiκ
2
i (L
h
i )
2] + 2q
p
max
i∈Λ
[eiκi(Lhi )2]
∫ ∞
0
κ(u)eη
?udu
} n∑
i=1
|xi(t)|p. (14)
X. Li, X. Fu / Journal of Computational and Applied Mathematics 234 (2010) 407–417 415
Furthermore, substituting (10), (13) and (14) to (9) and taking the mathematical expectation, we can compute
EL V (t) ≤
{
−pmin
i∈Λ ci + (p− 1)maxi∈Λ
(
n∑
j=1
|aij|Lfj
)
+
n∑
i=1
max
j∈Λ
(|aij|Lfj )
+ (p− 1)max
i∈Λ
(
n∑
j=1
|bij|Lgj κj
)
+
n∑
i=1
qmax
j∈Λ
(|bij|Lgj )K +
p(p− 1)
2
max
i∈Λ
di
+ (p− 1)(p− 2)
2
max
i∈Λ
[eiκ2i (Lhi )2] + q(p− 1)maxi∈Λ [eiκi(L
h
i )
2]K
}
n∑
i=1
E|xi(t)|p
= −λ?EV (t, x(t)), (15)
where
λ?
.= pmin
i∈Λ ci − (p− 1)maxi∈Λ
[
n∑
j=1
|aij|Lfj
]
−
n∑
i=1
max
j∈Λ
[|aij|Lfj ]
− (p− 1)max
i∈Λ
[
n∑
j=1
|bij|Lgj κj
]
−
n∑
i=1
qmax
j∈Λ
[|bij|Lgj ]K −
p(p− 1)
2
max
i∈Λ
di
− (p− 1)(p− 2)
2
max
i∈Λ
[eiκ2i (Lhi )2] − q(p− 1)maxi∈Λ [eiκi(L
h
i )
2]K .
To this end, by (15) and assumption (H3), all conditions in Theorem3.1 are satisfied. Thismeans that the equilibrium solution
of model (7) is pth moment exponentially stable and its pth moment Lyapunov exponent should not be greater than λ?∧η?.
The proof is completed. 
Remark 4.1. In [24,25], the authors investigated the global asymptotic stability in the mean square of stochastic recurrent
neural networks with unbounded distributed delays by using Lyapunov–Krasovskii functional. However, those results
cannot guarantee the pth moment exponential stability and pth moment global asymptotic stability (p > 2). In [26,27],
the authors investigated the pth moment exponential stability of stochastic recurrent neural networks with time-varying
delays. However, those results cannot be applied to neural networksmodels involving unbounded distributed delays. Hence,
our development results in this paper aremore general than those reported in [24–27]. Moreover, The obtained basic results
in Section 3 can be applied to other neural networks models with unbounded distributed delays.
5. Illustrative examples
Example 5.1. Consider the following stochastic recurrent neural networks with distributed time-delays:
dx1(t) = −1.5x1(t)+ 0.1f1(x1(t))− 0.2f2(x2(t))− 0.1
∫ t
−∞
k1(t − s)g1(x1(s))ds
+ 0.06
∫ t
−∞
k2(t − s)g2(x2(s))ds+
(
0.3x1(t)+ 0.2
∫ t
−∞
k1(t − s)h1(x1(s))ds
)
dω(t),
dx2(t) = −1.8x1(t)− 0.2f1(x1(t))+ 0.3f2(x2(t))+ 0.05
∫ t
−∞
k1(t − s)g1(x1(s))ds
+ 0.1
∫ t
−∞
k2(t − s)g2(x2(s))ds+
(
0.3x2(t)+ 0.2
∫ t
−∞
k2(t − s)h2(x2(s))ds
)
dω(t),
(16)
where ω(t) is a one-dimensional Brownian motion, the activation function is described by fj = gj = hj = tanh(·),
kj(s) = e−0.9s, j = 1, 2.
Clearly, fj, gj and hj satisfy the hypothesis (H1)with L
f
j = Lgj = Lhj = 1, j = 1, 2. And σ satisfies the hypothesis (H2)with
di = 0.3, ei = 0.2, i = 1, 2. Let p = 3, η? = 0.1, q = 1.2, then k1 = k2 = 109 ,K = 1.25.
By simple computation, we can easily get that
λ? = pmin
i∈Λ ci − (p− 1)maxi∈Λ
[
2∑
j=1
|aij|Lfj
]
−
2∑
i=1
max
j∈Λ
[|aij|Lfj ] − (p− 1)maxi∈Λ
[
2∑
j=1
|bij|Lgj κj
]
−
2∑
i=1
qmax
j∈Λ
[|bij|Lgj ]K
− p(p− 1)
2
max
i∈Λ
di − (p− 1)(p− 2)2 maxi∈Λ [eiκ
2
i (L
h
i )
2] − q(p− 1)max
i∈Λ
[eiκi(Lhi )2]K ≈ 0.5308 > 0.
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Hence, it follows by Theorem 4.1 that the equilibrium solution of model (16) is third moment exponentially stable and its
third moment Lyapunov exponent should not be greater than 0.1.
Remark 5.1. It is easy to see that all the results in [24–27] cannot be applied to above neural networks model to guarantee
the third moment exponential stability of the equilibrium solution.
Example 5.2. Consider the following simple stochastic differential equations with infinite delay:
dx(t) = [−a(t)x(t)+ b(t)x(t − δ(t))] dt + c(t)x(t)dω(t), t ≥ 0, (17)
where a(t) ∈ C(R+,R+), b(t), c(t) ∈ C(R+,R), δ(t) ∈ C(R+, (−∞, 0]) and ω(t) is a one-dimensional Brownian motion.
Property 5.1. Assume that there exist scalars q > 1, µ > 0 such that
inf
t≥0
{
2a(t)− c2(t)− |b(t)|[1+ q(1+ µt)]} > 0.
Then the zero solution of system (17) is globally asymptotically stable in mean square.
Proof. In fact, from system (17), we know that
f (t, x(t), xt) = −a(t)x(t)+ b(t)x(t − δ(t)), σ (t, x(t), xt) = c(t)x(t).
Let p = 2, V (t, x) = x2, then c1 = c2 = 1 and
L V = 2x(t)[−a(t)x(t)+ b(t)x(t − δ(t))] + c2(t)x2(t)
≤ (−2a(t)+ c2(t))x2(t)+ 2|b(t)‖x(t)‖x(t − δ(t))|
≤ (−2a(t)+ c2(t))x2(t)+ |b(t)|(x2(t)+ x2(t − δ(t)))
≤ (−2a(t)+ c2(t)+ |b(t)|)x2(t)+ |b(t)|x2(t − δ(t))
= (−2a(t)+ c2(t)+ |b(t)|)V (t, x(t))+ |b(t)|V (t, x(t − δ(t))).
When EV (t + θ, ϕ(θ)) < q(1+ µt)EV (t, ϕ(0)) for all α ≤ θ ≤ 0, we get
EL V ≤ (−2a(t)+ c2(t)+ |b(t)| + q(1+ µt)|b(t)|)EV (t, x(t))
≤ −(2a(t)− c2(t)− |b(t)|[1+ q(1+ µt)])EV (t, x(t)).
Then we can easily see that all conditions in Theorem 3.2 are satisfied. So according to Theorem 3.2, the zero solution of
system (17) is globally asymptotically stable in mean square. 
6. Conclusion
In this paper, we have firstly investigated the pth moment exponential stability and pth moment global asymptotic
stability of stochastic functional differential equations with infinite delay by Razumikhin method and Lyapunov functions.
To the best of our knowledge, there is almost no result of Razumikhin type on the stability of stochastic functional differential
equations with infinite delay. Secondly, we further study the pth moment exponential stability of stochastic recurrent
neural networks with unbounded distributed delays via the obtained results. The result extends and improves the earlier
publications. Two examples have been provided to demonstrate the validity of the proposed results. We believe that the
results obtained in this paper are helpful to design stability of recurrent neural networkswith unbounded distributed delays
when stochastic noise is taken into consideration. In the future, wewill do our best to develop stability theories of stochastic
functional differential equations with infinite delay.
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