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Multigenerativní gramatický systém je založen na kooperativní činnosti konečného počtu 
bezkontextových gramatik. Všechny tyto bezkontextové gramatiky paralelně a synchronně derivují 
jednotlivé větné formy. V průběhu generování dochází v každém přímém derivačním kroku ke 
kontrole správnosti jednotlivých vygenerovaných větných forem. Tyto kontroly mohou být provedeny 
různými způsoby. Výsledkem je potom tzv. multiřetězec (vektor řetězců), pomocí kterého je 
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Abstract 
Multygeneratic system is based on cooperation action of infinity count of context-free grammars. All 
this context free-grammars parallel and synchronous derivate individual sentential form. During 
generation came in each specific derivation step to checking of correction of each generated sentential 
forms. This checking can be made by different ways. Solution is then so-called multistring (vector of 
strings), so by the help of this is defined generated language. 
 
Keywords 
Context-free grammar, grammar system, multigeneration, multistring, LL-table, parsing top-down. 
 
Citace 
Kleiner Miloš: Sytaktická analýza založená na multigenerování. Brno, 2010, diplomová práce, FIT 
VUT v Brně. 
Syntaktická analýza založená na multigenerování 
 
Prohlášení 
Prohlašuji, že jsem tuto diplomovou práci vypracoval samostatně pod vedením Ing. Romana Lukáše, 
PhD a Prof. RNDr. Alexandera Meduny, CSc. 












Chtěl bych poděkovat Ing. Romanu Lukášovi, Ph.D., vedoucímu diplomové práce, za odbornou 
pomoc při konzultacích, za ochotu a čas, který mi věnoval. Dále bych chtěl poděkovat Prof. RNDr. 
Alexanderovi Medunovi, CSc, že byl ochoten danou práci převzít. I jemu bych rád poděkoval za čas a 











© Miloš Kleiner, 2010. 
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informačních 
technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění autorem je 




1  Úvod ............................................................................................................................................... 3 
2  Základní definice a pojmy .............................................................................................................. 7 
2.1  Definice základních pojmů ..................................................................................................... 7 
2.2  Operace nad jazyky ................................................................................................................. 9 
2.3  Základní typy gramatik ......................................................................................................... 11 
2.4  Speciální typy bezkontextových gramatik ............................................................................ 15 
3  Kanonické multigenerativní gramatické systémy ........................................................................ 17 
3.1  Kanonický n-generativní nonterminálově synchronizovaný gramatický systém ................. 17 
3.2  Kanonický n-generativní pravidlově synchronizovaný gramatický systém ......................... 20 
4  Aplikace multigenerativních gramatických systémů ................................................................... 23 
4.1  Deterministická paralelní syntaktická analýza shora dolů pro n-KGP ................................. 24 
5  Tvorba LL-tabulky pro multigenerativní gramatický systém ...................................................... 30 
5.1  Množina FIRST ..................................................................................................................... 30 
5.2  Faktorizace ............................................................................................................................ 31 
5.3  Odstranění levé rekurze ........................................................................................................ 31 
5.4  Množina Empty ..................................................................................................................... 31 
5.5  Množina Follow .................................................................................................................... 33 
5.6  Množina Predict ................................................................................................................... 34 
5.7  Definice LL gramatiky s ε-pravidly ...................................................................................... 34 
6  Aplikace algoritmu v sekvenčním zpracováni LL gramatik ........................................................ 35 
6.1  Operace sjednocení ............................................................................................................... 35 
6.2  Operace konkatenace ............................................................................................................ 36 
6.3  Operace průniku .................................................................................................................... 37 
6.4  Operace reverse prvního řetězce ........................................................................................... 39 
6.5  Operace reverse všech řetězců .............................................................................................. 40 
6.6  Operace proložení řetězců .................................................................................................... 41 
7  Aplikace algoritmu v paralelním zpracováni LL gramatik .......................................................... 43 
7.1  Operace sjednocení ............................................................................................................... 43 
7.2  Operace konkatenace ............................................................................................................ 44 
7.3  Operace průniku .................................................................................................................... 46 
7.4  Operace reverse prvního řetězce ........................................................................................... 47 
7.5  Operace reverse všech řetězců .............................................................................................. 48 
7.6  Operace proložení řetězců .................................................................................................... 49 
 2
8  Závěr ............................................................................................................................................ 51 
Literatura .............................................................................................................................................. 54 







Jedním z hlavních úkolů teoretické informatiky je díky různým formálním modelům popsat 
tzv. formální jazyky. Jedním z modelů pro popis formálního jazyka je například gramatika. 
V teoretické informatice existují různé typy gramatik. Většinou platí přímá úměra, že čím složitější 
tvar pravidel v gramatice povolíme, tím větší třídu jazyků můžeme pomocí těchto gramatik popsat. 
Problémy ovšem vznikají při implementaci. Zde platí přímá úměra, že čím jsou povolena jednodušší 
pravidla, tím snáze se daný gramatický model dá naimplementovat. Díky této vlastnosti má vždy 
smysl se v teoretické informatice zamyslet, zda nelze v dané gramatice povolit pouze jednodušší tvar 
pravidel a za použití nějakého „vylepšení“ popsat třídu rozsáhlejších tímto. Dané vlastnosti lze 
například dosáhnout přidáním jistého řídícího systému. Další volbou může být použití více gramatik 
současně, ale s jednoduššími pravidly. Obecně lze říct, že se jedná o n-tici gramatik, které jsou spolu 
v kontaktu. 
V teorii formálních jazyků jsou již zavedeny různé druhy gramatických systémů (viz. [2], [3], 
[4]) obsahující několik spolupracujících komponent, které bývají většinou založeny na činnosti tzv. 
bezkontextových gramatik. Tyto gramatické systémy jsou většinou navrženy tak, že sice každá 
komponenta generuje jiný řetězec, ale pro generovaný jazyk je důležitý pouze řetězec generovaný 
právě první komponentou. Ostatní řetězce slouží jen jako kontrolní elementy v průběhu generování, 
ale jejich výsledný obsah se do generovaného jazyka nijakým způsobem nepromítne.  
V této práci jsou různé druhy gramatických systémů navrženy tak, že pro výsledný jazyk jsou 
podstatné vygenerované řetězce ze všech komponent. S vygenerovanou n-ticí řetězců se potom udělá 
nějaká operace, pomocí které se vytvoří pouze jeden řetězec, a ten potom bude hrát klíčovou roli pro 
výsledný jazyk. 
 
Tato práce je rozdělena do následujících logických celků: 
 
• První kapitola obsahuje samotný úvod. Tato část čtenáře neformálně uvede do problematiky 
gramatických systémů. 
 
• Ve druhé kapitole je čtenář seznámen se základními pojmy a definicemi z teorie formálních 
jazyků, které jsou dále používány v ostatních kapitolách. Tato kapitola je poslední, která 
rekapituluje zavedené pojmy. Následující kapitoly obsahují samotný výzkum autora. 
 
• Ve třetí kapitole jsou zavedeny různé druhy tzv. kanonických multigenerativních 
gramatických systémů. Tyto systémy jsou založeny na bezkontextových gramatikách, 
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přičemž každá z těchto gramatik generuje řetězce pouze pomocí tzv. nejlevější derivace, což 
znamená, že v každém derivačním kroku je vždy přepsán pouze nejlevější nonterminální 
symbol. Přesněji bychom mohli specifikovat tyto multigenerativní gramatické systémy 
následovně: Pro každé přirozené číslo n kanonický n-generativní gramatický systém se skládá 
z n bezkontextových gramatik, které paralelně generují řetězce pomocí nejlevější derivace. 
Tyto derivace jsou průběžně kontrolovány n-ticí nonterminálních symbolů nebo n-ticí 
pravidel. Pomocí těchto kontrol gramatický systém generuje n-tice řetězců, se kterými jsou 
provedeny nějaké základní operace. Pomocí výsledného řetězce je definován generovaný 
jazyk. Mezi tyto operace patří především sjednocení, konkatenace a výběr řetězce, který 
generuje první komponenta. Jádrem této kapitoly je ukázat, jaké platí mezi těmito různými 
typy multigenerativních gramatických systémů vztahy a jakou mají obecně tyto 
multigenerativní gramatické systémy generativní sílu. To vše je zkoumáno v závislosti na: 
o druhu provedení kontroly (zda se provádí kontrola n-ticí nonterminálních symbolů 
nebo n-ticí pravidel), 
o typu zvolené operace, která je provedena s n-ticí řetězců, 
o na počtu komponent (počtu bezkontextových gramatik), ze kterých se gramatický 
systém skládá. 
 
• V čtvrté kapitole je gramatický systém chápán jiným pohledem. Ne jako multigenerátor 
několika řetězců současně, ale jako speciální překladač, ve kterém z n-tice komponent právě 
jedna komponenta provádí syntaktickou analýzu vstupního řetězce a tato syntaktická analýza 
řídí současně generování výstupních řetězců u zbývajících n–1 komponent. Pozornost je také 
věnována na různá omezení těchto systémů, aby překlad mohl probíhat deterministicky. V 
této kapitole jsou navrženy různé druhy algoritmů, které deterministickým způsobem mohou 
provádět tento překlad. Pozornost je věnována překladu shora dolů. 
 
• V páté kapitole jsou uvedeny algoritmy pro jednotlivé tzv. multigenerativní gramatické 
systémy, které jsou zadané bezkontextovými gramatikami vytvořit jejich LL-tabulky. 
Podrobně zde bude vysvětleno, jak z původního multigenerativního gramatického systému 
vytvořit pro jednotlivé bezkontextové gramatiky, které obsahuje, jejich LL-tabulky. V této 
kapitole budou popsány algoritmy, které jsou známé a aplikují se na bezkontextové gramatiky 
k vytvoření jejich LL-tabulek. Zde ovšem budou tyto algoritmy aplikované na 








Budou zde také vysvětleny jednotlivé pojmy, jako definice LL gramatiky bez ε-pravidel, 
odstranění levé rekurze, množina First, Follow, Empty, Predict a LL gramatiky s ε-pravidly 
upravené pro multigenerativní gramatické systémy. 
 
• V šesté kapitole budou uvedeny jednotlivé algoritmy pro sekvenční zpracování 
multigenerativních forem. V páté kapitole jsou uvedeny algoritmy, které pro danou 
multigenerativní formu vytvoří jednotlivé LL-tabulky pro každou bezkontextovou gramatiku 
obsaženou v multigenerativní formě. Tyto algoritmy budou pracovat tak, že jejich vstupem 
bude multigenerativní forma bezkontextových gramatik převedená již na multigenerativní 




o reverse prvního řetězce 
o reverse všech řetězců 
o proložení řetězců 
Aplikací těchto algoritmů za použití komponenty, která určuje, jaká pravidla se použijí u 
dalších gramatik, jsme schopni získat složitější gramatiky. Algoritmy budou pracovat 
v sekvenčním zpracování, a to tak, že každá gramatika zkusí přijmout svůj řetězec, a pokud 
všechny uspějí, aplikuje se daná operace. Pokud ovšem jen jedna gramatika svůj řetězec 
zamítne, celý algoritmus okamžitě skončí zamítnutím. 
 
• V sedmé kapitole budou uvedeny jednotlivé algoritmy pro paralelní zpracování 
multigenerativních forem. V páté kapitole jsou uvedeny algoritmy, které pro danou 
multigenerativní formu vytvoří jednotlivé LL-tabulky pro každou bezkontextovou gramatiku 
obsaženou v multigenerativní formě. Tyto algoritmy budou pracovat tak, že jejich vstupem 
bude multigenerativní forma bezkontextových gramatik převedená již na multigenerativní 




o reverse prvního řetězce 
o reverse všech řetězců 
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o proložení řetězců 
Aplikací těchto algoritmů za použití komponenty, která určuje, jaká pravidla se použijí u 
dalších gramatik, jsme schopni získat složitější gramatiky. Algoritmy budou pracovat 
v paralelním zpracování, a to tak, že každá gramatika zkusí přijmout první část svého řetězce, 
a pokud všechny uspějí, aplikuje se daná operace. Pokud ovšem jen jedna gramatika při 
přijímání své části řetězce nepřijme, celý algoritmus okamžitě skončí zamítnutím. Když 
budou všechny řetězce přijaty, provede se ještě kontrola jejich levého rozboru podle 
komponenty Q. Pokud tato kontrola proběhne v pořádku, budou se provádět na dané řetězce 





2 Základní definice a pojmy 
2.1 Definice základních pojmů 
2.1.1 Definice abecedy 
Abeceda je neprázdná konečná množina prvků, které nazýváme symboly. 
 
2.1.2 Definice řetězce nad danou abecedou 
Nechť Σ je abeceda. Potom: 
• ε je řetězec nad abecedou Σ. 
• Jestliže x je řetězec nad abecedou Σ, a ∈ Σ, potom xa je řetězec nad abecedou Σ.  
 
Poznámky: 
1) Symbol ε značí prázdný řetězec. Prázdný řetězec je takový řetězec, který neobsahuje žádný 
symbol. 
2) Symbolem Σ* budeme značit množinu všech řetězců nad abecedou Σ. 
 
2.1.3 Definice délky řetězce 
Nechť x je řetězec nad abecedou Σ. Délka řetězce x, |x|, je definována následovně: 
• Pokud x = ε, potom |x| = 0.  
• Pokud x = a1a2 …an, kde ai ∈ Σ pro všechna i = 1, …, n, potom |x| = n. 
  
2.1.4 Definice binární operace konkatenace 
Nechť x, y jsou dva řetězce nad abecedou Σ. Konkatenací řetězce x s řetězcem y vznikne řetězec xy 
(připojením řetězce y za řetězec x). Operace konkatenace je asociativní, ale není komutativní. 
 
2.1.5 Definice reverzace řetězce 
Nechť x je řetězec nad abecedou Σ. Reverzace řetězce x, reverse(x), je definována následovně: 
• Pokud x = ε, potom reverse(x) = ε.  
• Pokud x = a1a2 …an, kde ai ∈ Σ pro všechna i = 1, …, n, potom reverse(x) = an… a2a1. 
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2.1.6 Definice prefixu řetězce 
Nechť x, y jsou dva řetězce nad abecedou Σ. x nazveme prefixem řetězce y, pokud existuje řetězec 
z nad abecedou Σ, pro který platí: xz = y. 
2.1.7 Definice sufixu řetězce 
Nechť x, y jsou dva řetězce nad abecedou Σ. x nazveme sufixem řetězce y, pokud existuje řetězec 
z nad abecedou Σ, pro který platí: zx = y. 
 
2.1.8 Definice podřetězce 
Nechť x, y jsou dva řetězce nad abecedou Σ. x nazveme podřetězcem řetězce y, pokud existují řetězce 
z, z’ nad abecedou Σ, pro které platí: zxz’ = y. 
 
2.1.9 Definice formálního jazyka 
Nechť je dána abeceda Σ. Potom množinu L, pro kterou platí L ⊆ Σ*, nazveme formálním jazykem nad 
abecedou Σ. 
 
2.1.10 Definice překladu 
Nechť Σ, Ω jsou abecedy. Σ budeme nazývat tzv. vstupní abecedou, Ω budeme nazývat tzv. výstupní 
abecedou. Překladem jazyka Lin ⊆ Σ* do jazyka Lout ⊆ Ω* nazveme libovolnou relaci τ z Lin do Lout. 
Jazyk Lin nazveme jazykem vstupním, jazyk Lout nazveme jazykem výstupním. Pokud pro řetězce x ∈ 
Lin a y ∈ Lout platí y ∈ τ(x), pak řekneme, že řetězec y je výstupem pro řetězec x. 
 
Poznámka: Překlad je obecně definován jako relace (viz. výše), ale v praxi je většinou touto relací 
zobrazení, neboť obvykle vyžadujeme, aby každý vstupní řetězec x ∈ Lin byl přeložen na právě jeden 
výstupní řetězec y ∈ Lout. 
 
2.1.11 Definice substituce 
Nechť Σ, Ω jsou abecedy a τ je překlad z jazyka Lin = Σ* do jazyka Lout = Ω*. Pak τ nazveme 
substitucí, pokud pro každý řetězec x ∈ Σ* platí: 
• Pokud x = ε, potom τ(x) = {ε}. 
• Pokud x = a1a2…an, kde ai ∈ Σ pro všechna i = 1, 2, …, n, potom  
τ(x) = τ(a1)τ(a2)…τ(an). 
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Poznámka: Pro úplný popis dané substituce τ z jazyka Σ* do jazyka Ω* stačí pouze specifikovat τ(a) 




Příklad: Uvažujme vstupní abecedu Σ = {0, 1}, výstupní abecedu Ω = {a, b, c, d} a substituci τ 
z jazyka Σ* do jazyka Ω* definovanou jako: 
• τ(0) = {a, b}, 
• τ(1) = {c, d}. 
Potom například pro řetězec 010 platí: τ(010) = τ(0)τ(1)τ(0) = {aca, bca, ada, bda, acb, bcb, adb, 
bdb}, tedy řetězce aca, bca, ada, bda, acb, bcb, adb, bdb jsou výstupem pro řetězec 010. 
 
2.1.12 Definice homomorfismu 
Nechť Σ, Ω jsou abecedy a τ je substituce z jazyka Lin = Σ* do jazyka Lout = Ω*. Pak τ nazveme 
homomorfismem, pokud τ je zobrazení. 
 
Poznámka: Homomorfismus je tedy speciální případ substituce, pro který navíc platí, že ke každému 
řetězci ze vstupního jazyka existuje právě jeden řetězec, který je jeho výstupem. 
 
Příklad: Uvažujme vstupní abecedu Σ = {0, 1}, výstupní abecedu Ω = {a, b} a homomorfismus τ 
z jazyka Σ* do jazyka Ω* definovaný jako: 
• τ(0) = aa, 
• τ(1) = bb. 
Potom například pro řetězec 010 platí: τ(010) = τ(0)τ(1)τ(0) = aabbaa, tedy řetězec aabbaa je 
výstupem řetězce 010. 
2.2 Operace nad jazyky 
2.2.1 Definice sjednocení dvou jazyků 
Nechť L1, L2 jsou formální jazyky nad abecedou Σ. Sjednocení jazyků L1 a L2 (budeme označovat L1 
∪ L2) je jazyk, který je definován následovně: 
L1 ∪ L2 = {x: x ∈ L1 ∨  x ∈ L2} 
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2.2.2 Definice průniku dvou jazyků 
Nechť L1, L2 jsou formální jazyky nad abecedou Σ. Průnik jazyků L1 a L2 (budeme označovat L1 ∩ L2) 
je jazyk, který je definován následovně: 
L1 ∩ L2 = {x: x ∈ L1 ∧ x ∈ L2} 
 
2.2.3 Definice konkatenace dvou jazyků 
Nechť L1, L2 jsou formální jazyky nad abecedou Σ. Konkatenace jazyků L1 a L2 (budeme označovat 
L1 . L2) je jazyk, který je definován následovně: 
L1 . L2 = {xy: x ∈ L1 ∧ y ∈ L2} 
 
2.2.4 Definice rozdílu dvou jazyků 
Nechť L1, L2 jsou formální jazyky nad abecedou Σ. Rozdíl jazyků L1 a L2 (budeme označovat L1 – L2) 
je jazyk, který je definován následovně: 
L1 – L2 = {x: x ∈ L1 ∧ x ∉ L2} 
 
2.2.5 Definice doplňku jazyka 
Nechť L je formální jazyk nad abecedou Σ. Doplněk jazyka L (budeme označovat L ) je jazyk, který 
je definován následovně: 
L  = Σ*– L 
 
2.2.6 Definice mocniny jazyka 
Nechť L je formální jazyk nad abecedou Σ. Pak i-tá mocnina jazyka L (budeme 
označovat Li) je jazyk, který je definován následovně: 
• L0 = {ε}. 
• Li = L.Li-1 pro všechna  i = 1, ..., n. 
 
2.2.7 Definice iterace jazyka 












2.2.8 Definice pozitivní iterace jazyka 
Nechť L je formální jazyk nad abecedou Σ. Pozitivní iterace jazyka L (budeme označovat L+) je 







2.3 Základní typy gramatik 
V této části jsou definovány různé typy gramatik. Jednotlivé typy gramatik se liší především ve tvaru 
pravidel, který daný typ gramatiky může obsahovat. Na závěr této kapitoly je uveden vztah, který 
platí z hlediska generativní síly jednotlivých typů gramatik. 
 
2.3.1 Neomezená gramatika 
Neomezená gramatika je gramatika, která obsahuje nejobecnější tvar pravidel. Množinu všech jazyků, 
které jsou generovány nějakou neomezenou gramatikou, nazveme třídou rekurzivně vyčíslitelných 
jazyků nebo také třídou jazyků typu 0. Formální definice neomezené gramatiky je následující: 
 
2.3.1.1 Definice neomezené gramatiky 
Neomezená gramatika G je čtveřice G = (N, T, P, S), kde: 
• N je konečná množina nonterminálních symbolů, 
• T je konečná množina terminálních symbolů, přičemž N ∩ T = ∅,  
• P je konečná množina pravidel tvaru x → y, kde x ∈ (N ∪ T)*N(N ∪ T)* a  
y ∈ (N ∪ T)*, 
• S je počáteční nonterminální symbol. 
 
2.3.1.2 Definice přímé derivace u neomezené gramatiky 
Nechť G = (N, T, P, S) je neomezená gramatika, nechť u, v ∈ (N ∪ T)* a p = x → y ∈ P je pravidlo. 
Pak říkáme, že uxv přímo derivuje uyv podle pravidla p a zapisujeme uxv ⇒ uyv [p] nebo také 
zkráceně uxv ⇒ uyv. 
 
2.3.1.3 Definice sekvence derivací u neomezené gramatiky 
Nechť G = (N, T, P, S) je neomezená gramatika. 
• Nechť u ∈ (N ∪ T)*. Pak říkáme, že u derivuje v 0-krocích u a zapisujeme u ⇒0 u [ε] nebo 
také zkráceně u ⇒0 u. 
• Nechť u0, u1, …, un ∈ (N ∪ T)*, nechť pro všechna i = 1, ..., n platí: ui-1 ⇒ ui [pi]. Pak říkáme, 
že u0 derivuje v n-krocích un a zapisujeme u0 ⇒n un [p1p2…pn] nebo také zkráceně u0 ⇒n un. 
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• Nechť u ⇒n v [π] pro nějaké n ≥ 1;  u, v ∈ (N ∪ T)*. Pak říkáme, že u netriviálně derivuje v a 
zapisujeme u ⇒+ v [π] nebo také zkráceně u ⇒+ v. 
• Nechť u ⇒n v [π] pro nějaké n ≥ 0;  u, v ∈ (N ∪ T)*. Pak říkáme, že u derivuje v a zapisujeme 
u ⇒* v [π] nebo také zkráceně u ⇒* v. 
 
2.3.1.4 Definice větné formy u neomezené gramatiky 
Nechť G = (N, T, P, S) je neomezená gramatika. Řekneme, že u ∈ (N ∪ T)* je větná forma 
v neomezené gramatice G právě tehdy, když S ⇒* u. 
 
2.3.1.5 Definice jazyka generovaného neomezenou gramatikou 
Nechť G = (N, T, P, S) je neomezená gramatika. Jazyk generovaný neomezenou gramatikou G 
(budeme jej označovat L(G)) je definován následovně: 
L(G) = {w : w ∈ T* ∧ S ⇒* w}. 
 
2.3.2 Kontextová gramatika 
Kontextová gramatika je speciální neomezená gramatika obsahující pravidla tvaru x → y, pro které 
navíc platí, že |x| ≤ |y|. Množinu všech jazyků, které jsou generovány nějakou kontextovou 
gramatikou, nazveme třídou kontextových jazyků nebo také třídou jazyků typu 1. Formální definice 
je následující: 
 
2.3.2.1 Definice kontextové gramatiky 
Kontextová gramatika G je čtveřice G = (N, T, P, S), kde: 
• N je konečná množina nonterminálních symbolů, 
• T je konečná množina terminálních symbolů, přičemž N ∩ T = ∅,  
• P je konečná množina pravidel tvaru x → y, kde x ∈ (N ∪ T)*N(N ∪ T)* a  
y ∈ (N ∪ T)*, přičemž |x| ≤ |y|, 
• S je počáteční nonterminální symbol. 
 
2.3.2.2 Definice přímé derivace, sekvence derivací a jazyka generovaného kontextovou 
gramatikou  
Definice přímé derivace, sekvence derivací a jazyka generovaného kontextovou gramatikou jsou 
identické s příslušnými definicemi u neomezené gramatiky. 
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2.3.3 Bezkontextová gramatika 
Bezkontextová gramatika je speciální neomezená gramatika obsahující pravidla tvaru    x → y, pro 
která navíc platí, že řetězec x je pouze jeden nonterminální symbol. Množinu všech jazyků, které jsou 
generovány nějakou bezkontextovou gramatikou, nazveme třídou bezkontextových jazyků nebo také 
třídou jazyků typu 2. Formální definice je následující: 
 
2.3.3.1 Definice bezkontextové gramatiky 
Bezkontextová gramatika G je čtveřice G = (N, T, P, S), kde: 
• N je konečná množina nonterminálních symbolů, 
• T je konečná množina terminálních symbolů, přičemž N ∩ T = ∅,  
• P je konečná množina pravidel tvaru A → x, kde A ∈ N a x ∈ (N ∪ T)*,  
• S je počáteční nonterminální symbol. 
 
2.3.3.2 Definice přímé derivace u bezkontextové gramatiky 
Nechť G = (N, T, P, S) je bezkontextová gramatika, nechť u, v ∈ (N ∪ T)* a p = A → x ∈ P je 
pravidlo. Pak říkáme, že uAv přímo derivuje uxv podle pravidla p a zapisujeme uAv ⇒ uxv [p] nebo 
také zkráceně uAv ⇒ uxv. 
 
2.3.3.3 Definice nejlevější derivace u bezkontextové gramatiky 
Nechť G = (N, T, P, S) je bezkontextová gramatika, u ∈ T* a v ∈ (N ∪ T)* a p = A → x ∈ P je 
pravidlo. Pak říkáme, že uAv přímo derivuje v nejlevější derivaci uxv podle pravidla p, a zapisujeme 
uAv ⇒lm uxv[p] nebo také zkráceně uAv ⇒lm uxv. 
 
2.3.3.4 Definice nejpravější derivace u bezkontextové gramatiky 
Nechť G = (N, T, P, S) je bezkontextová gramatika, u ∈ (N ∪ T)* a v ∈ T* a p = A → x ∈ P je 
pravidlo. Pak říkáme, že uAv přímo derivuje v nejpravější derivaci uxv podle pravidla p, a zapisujeme 
uAv ⇒rm uxv[p] nebo také zkráceně uAv ⇒rm uxv. 
 
2.3.3.5 Definice sekvence derivací u bezkontextové gramatiky 
Nechť G = (N, T, P, S) je bezkontextová gramatika. 
• Nechť u ∈ (N ∪ T)*. Pak říkáme, že u derivuje v 0-krocích u a zapisujeme u ⇒0 u [ε] nebo 
také zkráceně u ⇒0 u. 
• Nechť u0, u1, …, un ∈ (N ∪ T)*, nechť pro všechna i = 1, ..., n platí: ui-1 ⇒ ui [pi]. Pak říkáme, 
že u0 derivuje v n-krocích un a zapisujeme u0 ⇒n un [p1p2…pn] nebo také zkráceně u0 ⇒n un. 
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• Nechť u ⇒n v [π] pro nějaké n ≥ 1;  u, v ∈ (N ∪ T)*. Pak říkáme, že u netriviálně derivuje v a 
zapisujeme u ⇒+ v [π] nebo také zkráceně u ⇒+ v. 
• Nechť u ⇒n v [π] pro nějaké n ≥ 0;  u, v ∈ (N ∪ T)*. Pak říkáme, že u derivuje v a zapisujeme 
u ⇒* v [π] nebo také zkráceně u ⇒* v. 
 
Poznámka: Výše uvedená definice rozšířila přímou derivaci ⇒ na sekvence derivací ⇒k pro 
libovolné k ≥ 0, ⇒+ a ⇒*. Analogickým způsobem by se pomocí nejlevější přímé derivace ⇒lm 
nadefinovala sekvence nejlevějších derivací ⇒lmk pro libovolné k ≥ 0, ⇒lm+ a ⇒lm* a pomocí 
nejpravější přímé derivace ⇒rm by se nadefinovala sekvence nejpravějších derivací ⇒rmk pro 
libovolné k ≥ 0, ⇒rm+ a ⇒rm*. 
 
2.3.3.6 Definice jazyka generovaného bezkontextovou gramatikou 
Nechť G = (N, T, P, S) je bezkontextová gramatika. Jazyk generovaný bezkontextovou gramatikou G 
(budeme jej označovat L(G)) je definován následovně: 
L(G) = {w : w ∈ T* ∧ S ⇒* w}. 
 
Poznámka: 
Pomocí využití sekvence nejlevějších nebo nejpravějších derivací se může jazyk generovaný 
bezkontextovou gramatikou také definovat jako: 
L(G) = {w : w ∈ T* ∧ S ⇒lm* w} 
nebo 
L(G) = {w : w ∈ T* ∧ S ⇒rm* w}, 
neboť platí vztah: 
{w : w ∈ T* ∧ S ⇒* w} = {w : w ∈ T* ∧ S ⇒lm* w} = {w : w ∈ T* ∧ S ⇒rm* w} 
(viz. tvrzení 5.1.1.1 a tvrzení 5.1.1.2 v [6]). 
 
2.3.4 Pravá lineární gramatika 
Pravá lineární gramatika je speciální bezkontextová gramatika obsahující pravidla tvaru A → x, pro 
která navíc platí, že řetězec x obsahuje buď samé terminální symboly a nebo terminální symboly 
zakončené pouze jedním nonterminálním symbolem. Množinu všech jazyků, které jsou generovány 
nějakou pravou lineární gramatikou, nazveme třídou regulárních jazyků nebo také třídou jazyků 
typu 3. Formální definice je následující: 
 
2.3.4.1 Definice pravé lineární gramatiky 
Pravá lineární gramatika G je čtveřice G = (N, T, P, S), kde: 
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• N je konečná množina nonterminálních symbolů, 
• T je konečná množina terminálních symbolů, přičemž N ∩ T = ∅,  
• P je konečná množina pravidel tvaru A → xB nebo A → y, kde A, B ∈ N a x, y ∈ T*, 
• S je počáteční nonterminální symbol. 
 
2.3.4.2 Definice přímé derivace, sekvence derivací a jazyka generovaného pravou lineární 
gramatikou  
Definice přímé derivace, sekvence derivací a jazyka generovaného pravou lineární gramatikou jsou 
identické s příslušnými definicemi u bezkontextové gramatiky. 
 
2.3.5 Věta o Chomského hierarchii jazyků 
Označme symbolem LRE třídu rekurzivně vyčíslitelných jazyků, symbolem LCS třídu kontextových 
jazyků, symbolem LCF třídu bezkontextových jazyků a symbolem LREG třídu regulárních jazyků. Mezi 
těmito třídami jazyků platí vztah: 
LREG ⊂ LCF ⊂ LCS ⊂ LRE 
(viz. tvrzení 8.4.1 v [6]) 
 
2.4 Speciální typy bezkontextových gramatik 
2.4.1 Bezkontextová gramatika v Chomského normální formě 
2.4.1.1 Definice bezkontextové gramatiky v Chomského normální formě 
Bezkontextová gramatika G = (N, T, P, S) je v Chomského normální formě právě tehdy, když 
množina pravidel P obsahuje pouze pravidla tvaru A → BC nebo A → a, kde a ∈ T a A, B, C ∈ N. 
 
Poznámka: Platí, že pro libovolnou bezkontextovou gramatiku G existuje bezkontextová gramatika 
v Chomského normální formě GCNF taková, že L(GCNF) = L(G). (viz. algoritmus 5.1.4.1.1 v [6]). 
 
2.4.2 Bezkontextová gramatika v Greibachové normální formě 
2.4.2.1 Definice bezkontextové gramatiky v Greibachové normální formě 
Bezkontextová gramatika G = (N, T, P, S) je v Greibachové normální formě právě tehdy, když 
množina pravidel P obsahuje pouze pravidla tvaru A → ax, kde A ∈ N, a ∈ T,      x ∈ N*. 
Poznámka: Platí, že pro libovolnou bezkontextovou gramatiku G existuje bezkontextová gramatika 
v Greibachové normální formě GGNF taková, že L(GGNF) = L(G). (viz. algoritmus 5.1.4.2.8 v [6]) 
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2.4.3 Gramatiky LL 
2.4.3.1 Definice množiny First 
Nechť G = (N, T, P, S) je bezkontextová gramatika. Pro libovolné x ∈ (N ∪ T)* definujeme množinu 
First(x) následovně: 
First(x) = {a: x ⇒*ay, a ∈ T, y ∈ (N ∪ T)*} 
 
2.4.3.2 Definice množiny Follow 
Nechť G = (N, T, P, S) je bezkontextová gramatika. Pro libovolné A ∈ N  definujeme množinu 
Follow(A) následovně: 
Follow(A) = {a: S ⇒* xAay, a ∈ T, x, y ∈ (N ∪ T)*} ∪ {$: S ⇒* xA, x ∈ (N ∪ T)*} 
 
2.4.3.3 Množina Predict 
Nechť G = (N, T, P, S) je bezkontextová gramatika. Pro libovolné pravidlo A → x  ∈ P definujeme 
množinu Predict(A → x) následovně: 
Pokud x ⇒* ε, potom Predict(A → x) = First(x) ∪ Follow(A),  
jinak Predict(A → x) = First(x) 
 
2.4.3.4 Definice LL-gramatiky 
Nechť G = (N, T, P, S) je bezkontextová gramatika. Potom řekneme, že G je              LL- gramatika, 
pokud pro každou dvojici pravidel tvaru A → x, A → y  ∈ P, kde A ∈ N; x, y ∈ (N ∪ T)* platí: 
Predict(A → x) ∩ Predict(A → y) = ∅ 
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3 Kanonické multigenerativní 
gramatické systémy 
V této kapitole jsou zavedeny zcela nové typy gramatických systémů. Nyní se zaměříme na tzv. 
kanonické gramatické systémy, které generují řetězce pomocí nejlevější derivace, což znamená, že 
v každém kroku je v dané větné formě přepsán vždy nonterminální symbol, který je nejvíce vlevo.  
Obecně n-generativní gramatický systém se skládá z n bezkontextových gramatik. Jeden derivační 
krok u n-generativního gramatického systému je proveden tak, že se paralelně u všech těchto n-
gramatik aplikuje jisté pravidlo na aktuální větnou formu. Těchto n derivací je kontrolováno n-ticí 
nonterminálních symbolů nebo n-ticí pravidel. Pod touto kontrolou gramatický systém generuje n-tici 
řetězců, se kterými jsou na závěr provedeny základní operace. Pomocí výsledku operace je definován 
generovaný jazyk. Mezi tyto operace patří především sjednocení, konkatenace a výběr řetězce, který 
generuje první komponenta. 
3.1 Kanonický n-generativní nonterminálově 
synchronizovaný gramatický systém 
Kanonický n-generativní nonterminálově synchronizovaný gramatický systém se skládá z n 
bezkontextových gramatik a ze speciální kontrolní komponenty Q. Komponenta Q je množina, jejíž 
prvky jsou n-tice nonterminálních symbolů. Derivační krok se skládá ze dvou části. V první části je 
provedena kontrola větných forem vygenerovaných jednotlivými gramatikami následujícím 
způsobem: Z jednotlivých větných forem odpovídající jednotlivým gramatikám je z nejlevějších 
nonterminálních symbolů vytvořena n-tice. Pokud tato n-tice je  obsažena v kontrolní komponentě Q, 
pak je vše v pořádku a může se přejít na druhou část derivačního kroku. Pokud ne, je derivace 
zablokována. V druhé části derivačního kroku je paralelně v každé gramatice aplikováno právě jedno 
pravidlo v nejlevější derivaci na aktuální větnou formu. 
 
3.1.1 Definice kanonického n-generativního nonterminálově 
synchronizovaného gramatického systému 
Kanonický n-generativní nonterminálově synchronizovaný GS (n-KGN) je n+1-tice  
Γ = (G1, G2, …, Gn, Q), kde: 
• Gi = (Ni, Ti, Pi, Si) je bezkontextová gramatika pro všechna i = 1, …, n. 
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• Q je konečná množina kontrolních n-tic nonterminálů tvaru (A1, A2, …, An), kde Ai ∈ Ni pro 
všechna i = 1, …, n. 
 
3.1.2 Definice multiformy 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGN. Potom multiforma je n-tice χ = (x1, x2, …, xn), kde xi ∈ (Ti ∪ 
Ni)* pro všechna i = 1, …, n. 
 
3.1.3 Definice přímého derivačního kroku v n-KGN 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGN, nechť χ = (u1A1v1, u2A2v2, …, unAnvn), χ  = (u1x1v1, u2x2v2, 
…, unxnvn), jsou dvě multiformy, kde Ai ∈ Ni, ui ∈ Ti*, vi, xi ∈ (Ni ∪ Ti)* pro všechna i = 1, …, n. Dále 
nechť Ai → xi ∈ Pi pro všechna i = 1, …, n a (A1, A2, …, An) ∈ Q. Pak říkáme, že χ přímo derivuje χ  
a zapisujeme χ ⇒ χ . 
 
3.1.4 Definice sekvence derivačních kroků v n-KGN 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGN 
• Nechť χ je multiforma. Pak říkáme, že χ derivuje v 0-krocích χ a zapisujeme χ ⇒0 χ. 
• Nechť χ0, χ1, …, χk jsou multiformy, u kterých pro všechna i = 1, ..., n platí: χi-1 ⇒ χi. Pak 
říkáme, že χ0 derivuje v k-krocích χn a zapisujeme χ0 ⇒k χn. 
• Nechť χ ⇒k χ   pro nějaké k ≥ 1, kde χ, χ  jsou multiformy. Pak říkáme, že χ netriviálně 
derivuje χ  a zapisujeme χ ⇒+ χ . 
• Nechť χ ⇒k χ   pro nějaké k ≥ 0, kde χ, χ  jsou multiformy. Pak říkáme, že χ derivuje χ  a 
zapisujeme χ ⇒* χ . 
 
3.1.5 Definice n-jazyka generovaného n-KGN 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGN. Potom n-jazyk generovaný Γ (budeme značit n-L(Γ)) je 
definován: 
n-L(Γ) = {(w1, w2, …,wn): (S1, S2, …, Sn) ⇒* (w1, w2, …, wn), wi ∈ Ti* pro všechna i = 1,…, n} 
 
3.1.6 Definice jazyka v módu sjednocení 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGN. Jazyk generovaný Γ v módu sjednocení (budeme značit 




{wi: (w1, w2, …, wn) ∈ n-L(Γ)} 
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3.1.7 Definice jazyka v módu konkatenace 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGN. Jazyk generovaný Γ v módu konkatenace (budeme značit 
Lconc(Γ)) je definován: 
Lconc(Γ) = {w1w2…wn: (w1, w2, …, wn) ∈ n-L(Γ)} 
 
3.1.8 Definice jazyka v módu první komponenty 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGN. Jazyk generovaný Γ v módu první komponenty (budeme 
značit Lfirst(Γ)) je definován: 
Lfirst(Γ) = {w1: (w1, w2, …, wn) ∈ n-L(Γ)} 
 
3.1.9 Příklad n-KGN  
Trojice Γ = (G1, G2, Q), kde: 
• G1 = ({S1, A1}, {a, b, c}, {1: S1 → aS1, 2: S1 → aA1, 3: A1 → bA1c, 4: A1 → bc}, S1) 
• G2 = ({S2, A2}, {d}, {1: S2 → S2A2, 2: S2 → A2, 3: A2 → d}, S2) 
• Q = {(S1, S2), (A1, A2)} 
je kanonický 2-generativní nonterminálově synchronizovaný GS (2-KGN). 
 
V tomto 2-KGN existují například následující sekvence derivačních kroků: 
• (S1, S2) ⇒ (aA1, A2) ⇒ (abc, d) 
• (S1, S2) ⇒ (aS1, S2A2) ⇒ (aaA1, A2A2) ⇒ (aabA1c, dA2) ⇒ (aabbcc, dd) 
• … 
Podrobněji provedení sekvence derivačních kroků (S1, S2) ⇒* (aabbcc, dd) je ilustrováno na obr. 3.1. 
 
Poznamenejme, že pro daný 2-KGN platí: 
• 2-L(Γ) = {(anbncn, dn): n ≥ 1}, 
• Lunion(Γ) = {anbncn: n ≥ 1} ∪ {dn: n ≥ 1}, 
• Lconc(Γ) = {anbncndn: n ≥ 1}, 




















(obr. 3.1: ukázka derivace (S1, S2) ⇒* (aabbcc, dd) v 2-KGN) 
 
3.2 Kanonický n-generativní pravidlově 
synchronizovaný gramatický systém 
Kanonický n-generativní pravidlově synchronizovaný gramatický systém se skládá z n 
bezkontextových gramatik a ze speciální kontrolní komponenty Q. Komponenta Q je množina, jejíž 
prvky jsou n-tice pravidel. Derivační krok je proveden následujícím způsobem: Z komponenty Q je 
vybrána jedna n-tice pravidel, přičemž první pravidlo z této n-tice je aplikováno na větnou formu 
vygenerovanou první gramatikou, druhé pravidlo z této n-tice je aplikováno na větnou formu 
vygenerovanou druhou gramatikou atd. Všechna tato pravidla jsou aplikována na nejlevější 
nonterminální symbol v jednotlivých větných formách. 
 
3.2.1 Definice kanonického n-generativního pravidlově 
synchronizovaného gramatického systému 
Kanonický n-generativní pravidlově synchronizovaný GS (n-KGP) je n+1-tice 
Γ = (G1, G2, …, Gn, Q), kde 












(S1, S2) ∈ Q











• Q je konečná množina kontrolních n-tic pravidel tvaru (p1, p2, …, pn), kde pi ∈ Pi pro 
všechna i = 1, …, n. 
 
3.2.2 Definice multiformy 
Multiforma pro n-KGP je definována shodně s multiformou pro n-KGN. 
 
3.2.3 Definice přímého derivačního kroku v n-KGP 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP, nechť χ = (u1A1v1, u2A2v2, …, unAnvn), χ  = (u1x1v1, u2x2v2, 
…, unxnvn), jsou dvě multiformy, kde Ai ∈ Ni, ui ∈ Ti*, vi, xi ∈ (Ni ∪ Ti)* pro všechna i = 1, …, n. Dále 
nechť pi = Ai → xi ∈ Pi pro všechna i = 1, …, n a (p1, p2, …, pn) ∈ Q. Pak říkáme, že χ přímo derivuje 
χ  a zapisujeme χ ⇒ χ . 
 
3.2.4 Definice sekvence derivačních kroků v n-KGP 
Sekvence derivačních kroků pro n-KGP je definována analogicky jako sekvence derivačních kroků 
pro n-KGN. 
 
3.2.5 Definice n-jazyka a jazyků v různých módech v n-KGP 
n-jazyk generovaný n-KGP je definován analogicky jako jazyk generovaný n-KGN. Stejně tak jazyky 





3.2.6 Příklad n-KGP  
Trojice Γ = (G1, G2, Q), kde: 
• G1 = ({S1, A1}, {a, b, c}, {1: S1 → aS1, 2: S1 → aA1, 3: A1 → bA1c, 4: A1 → bc}, S1) 
• G2 = ({S2}, {d}, {1: S2 → S2S2, 2: S2 → S2, 3: S2 → d}, S2) 
• Q = {(1, 1), (2, 2), (3, 3), (4, 3)} 
je kanonický 2-generativní pravidlově synchronizovaný GS (2-KGP). 
 
V tomto 2-KGP existují například následující sekvence derivačních kroků: 
• (S1, S2) ⇒ (aA1, S2) ⇒ (abc, d) 
• (S1, S2) ⇒ (aS1, S2S2) ⇒ (aaA1, S2S2) ⇒ (aabA1c, dS2) ⇒ (aabbcc, dd) 
• … 
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Podrobněji provedení sekvence derivačních kroků (S1, S2) ⇒* (aabbcc, dd) je ilustrováno na obr. 3.2. 
 
Poznamenejme, že pro daný 2-KGP platí: 
• 2-L(Γ) = {(anbncn, dn): n ≥ 1}, 
• Lunion(Γ) = {anbncn: n ≥ 1} ∪ {dn: n ≥ 1}, 
• Lconc(Γ) = {anbncndn: n ≥ 1}, 


































(1, 1) ∈ Q 
(2, 2) ∈ Q 
(3, 3) ∈ Q 









4 Aplikace multigenerativních 
gramatických systémů 
V předcházejících kapitolách bylo pohlíženo na gramatické systémy jako na multigenerátory, které 
paralelně generovaly n-tice řetězců. Z těchto vygenerovaných n-tic řetězců se určitou operací 
vytvořily jednoduché řetězce, pomocí nichž byl definován jazyk. Pokud ovšem zůstaneme u daných 
n-tic řetězců, můžeme pomocí nich definovat n-nární relaci, tedy jakýsi zobecněný překlad mezi více 
jazyky. Tento multipřeklad budeme provádět právě pomocí gramatického systému následujícím 
způsobem: V dané n-tici gramatik je jedna gramatika vstupní a ostatních n–1 gramatik je výstupních. 
Pomocí vstupní gramatiky se provede syntaktická analýza vstupního řetězce, která v tomto 
gramatickém systému řídí generování  n–1 výstupních řetězců pomocí výstupních gramatik. Celá 












(obr. 4.1: struktura gramatického systému jako multipřekladače) 
 
Příklady využití takového modelu multipřekladače: 
• Překladač může být použit opět jako pouhý deterministický akceptor složitějších jazyků 
• Věta z jistého přirozeného jazyka má být přeložena do několika jiných přirozených jazyků 
• Assemblerovský kód má být přeložen do více binárních kódů pro různé procesory 
 
V této kapitole bude popsáno omezení dříve definovaných gramatických systémů tak, aby tento 
multipřeklad mohl být proveden deterministickým způsobem. Překlad může být proveden sériovým i 
paralelním způsobem. 
Při sériovém přístupu se nejprve provede syntaktická analýza pro vstupní řetězec. Až je tato 










Gramatický systém skládající se z n gramatik 




výstupním gramatikám, které na základě této informace vygenerují výstupní řetězce. Pro tento přístup 
nejsou přímým modelem dříve zmíněné gramatické systémy, ale jejich modifikace. 
Při paralelním přístupu syntaktická analýza pro vstupní řetězec současně řídí generování řetězců u 
výstupních gramatik. Již ve chvíli, kdy se úspěšně dokončí syntaktická analýza pro vstupní řetězec, 
mají výstupní gramatiky vygenerovány výstupní řetězce. Zbývající kapitoly se budou zabývat 
paralelním přístupem. Předpokládá se, že je čtenář seznámen se základními pojmy a algoritmy pro 
syntaktickou analýzu, které jsou například uvedeny v [1]. 
 
4.1 Deterministická paralelní syntaktická analýza 
shora dolů pro n-KGP 
U vstupní gramatiky je provedena syntaktická analýza shora dolů pro daný řetězec, přičemž použití 
daného pravidla při syntaktické analýze přímým způsobem řídí generování řetězce u ostatních 
výstupních gramatik. Jedná se tedy o přímou simulaci n-KGP, neboť v každém kroku syntaktické 
analýzy se právě simuluje jeden derivační krok n-KGP. 
 
4.1.1 Slabý deterministický LL n-KGP 
V této kapitole je nadefinován slabý deterministický LL n-KGP. Bude se jednat o jistým způsobem 
omezený n-KGP, aby pro něj mohla být provedena syntaktická analýza shora dolů deterministickým 
způsobem. Myšlenka je následující: Z hlediska omezení pro n-KGP bude vyžadováno, aby vstupní 
gramatika byla LL-gramatika, což zaručí, že bude možno provést deterministickým způsobem 
syntaktickou analýzu shora dolů pro vstupní gramatiku. Dále bude vyžadováno, aby komponenta Q 
obsahovala pouze takové n-tice pravidel, ve kterých je každé pravidlo ze vstupní gramatiky obsaženo 
maximálně v jednom prvku. Tím bude zaručeno, že použití jistého pravidla během syntaktické 
analýzy jednoznačně určí n-tici pravidel, která bude aplikována i na ostatní gramatiky. 
Poznámka: Podrobný popis, jak lze pro danou LL-gramatiku sestavil LL-tabulku, je uveden například 
v [3]. 
 
4.1.1.1 Definice slabého deterministického LL n-KGP 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP.  Potom řekneme, že Γ je slabý deterministický LL n-KGP 
pro vstupní gramatiku s indexem IN, kde 1 ≤ IN ≤ n, pokud jsou splněny následující podmínky: 
1) Gramatika GIN  je LL-gramatika. 
2) Pro libovolné dva prvky (p1, p2, …, pn) ∈ Q a (r1, r2, …, rn) ∈ Q platí: 
Pokud pIN = rIN, potom také pi = ri pro všechna i = 1, …, n. 
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4.1.1.2 Algoritmus: Syntaktická analýza shora dolů pro slabý deterministický LL n-KGP 
• Vstup: slabý deterministický LL n-KGP Γ = (G1, G2, …, Gn, Q) pro vstupní 
gramatiku s indexem IN; LL-tabulka pro vstupní gramatiku; řetězec w ∈ *INT , kde 
TIN je množina terminálních symbolů vstupní gramatiky 
• Výstup: Pokud existuje (w1, w2, …, wIN-1, wIN, wIN+1, … wn) ∈ n-L(Γ), přičemž     
wIN = w, pak výstupem je (w1, w2, …, wIN-1, wIN+1, …,wn), jinak chyba 
• Metoda: 
o Nechť Gi = (Ni, Ti, Pi, Si) pro všechna i = 1, …, n;  
M = {1, 2, …, n}; MIN = M – {IN}; 
o Pro všechna i ∈ M:  StackInit(Sti); Push(Sti, $); Push(Sti, Si); 
o Pro všechna i ∈ MIN:  wi := ε; 
o w := w$; a := první symbol z w; 
o repeat 
A := Top(StIN); 
case A of 
A = $:     if a = $ and pro všechna i ∈ MIN Top(Sti) = $ then Úspěch 
           else Chyba; 
A ∈ TIN : if  A = a then Pop(StIN); a := další symbol z w else Chyba; 
A ∈ NIN : if  existuje p: A → x ∈ LL-tabulka[a, A] and 
                    existuje (p1: A1 → x1, p2: A2 → x2, …, pn: An → xn) ∈ Q,  
kde pIN = p then  
Pro všechna i ∈ M: 
if Top(Sti) = Ai then Pop(Sti); Push(Sti, reversal(xi)) 
else Chyba; 
  Pro všechna i ∈ MIN: 
  while Top(Sti) ∈ Ti do a := TopPop(Sti); wi := wia; 
else Chyba; 
until Chyba or Úspěch; 
Poznámky k algoritmu: 
• Pokud je v průběhu syntaktické analýzy zavolána funkce Top na prázdný 
zásobník, je algoritmus ukončen chybou (plyne to ze standardní definice 
sémantiky funkce Top). 
• Pokud je na zásobník vkládán řetězec znaků, je tím míněno postupné vkládání 




Uvažujme následující slabý deterministický LL n-KGP Γ = (G1, G2, Q) pro vstupní 
gramatiku s indexem 1, kde: 
• G1 = ({S1, A1}, {a, b, c}, {1: S1 → aS1, 2: S1 → A1, 3: A1 → bA1c, 4: A1 → ε}, S1), 
• G2 = ({S2}, {d}, {1: S2 → S2S2, 2: S2 → S2, 3: S2 → d, 4: S2 → ε}, S2), 
• Q = {(1, 1), (2, 2), (3, 3), (4, 4)}. 
 
LL-tabulka pro gramatiku G1 je ve tvaru: 
 
 a b c $ 
S1 1 2  2 
A1  3 4 4 
 
 
Ukažme, že tento gramatický systém je skutečně slabý deterministický LL n-KGP: 
1) Vstupní gramatika je LL-gramatikou (LL-tabulka neobsahuje žádné kolize). 
2) Pro libovolné dva prvky (p1, p2) ∈ Q a (r1, r2) ∈ Q platí: 
Pokud p1 = r1, potom také p2  = r2. 
 
Proveďme syntaktickou analýzu řetězce aabbcc: 








$S1 aabbcc$ 1: S1 → aS1 $S2 ε 1: S2 → S2S2 
$S1a aabbcc$  $S2S2 ε  
$S1 abbcc$ 1: S1 → aS1 $S2S2 ε 1: S2 → S2S2 
$S1a abbcc$  $S2S2S2 ε  
$S1 bbcc$ 2: S1 → A1 $S2S2S2 ε 2: S2 → S2 
$A1 bbcc$ 3: A1 → bA1c $S2S2S2 ε 3: S2 → d 
$cA1b bbcc$  $S2S2 d  
$cA1 bcc$ 3: A1 → bA1c $S2S2 d 3: S2 → d 
$ccA1b bcc$  $S2 dd  
$cc cc$ 4: A1 → ε $S2 dd 4: S2 → ε 
$c c$  $ dd  
$ $  $ dd  
Překlad řetězce aabbcc na řetězec dd proběhl úspěšně, tedy (aabbcc, dd) ∈ 2-L(Γ). 
Poznamenejme, že 2-L(Γ) = {(anbncn, dn): n ≥ 0}. V tomto případě je překladač použit jako pouhý 
deterministický akceptor jazyka, který není bezkontextový. 
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4.1.1.3 Definice slabého n-cestného deterministického LL n-KGP 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP. Potom řekneme, že Γ je slabý n-cestný deterministický LL n-
KGP, pokud Γ je slabý deterministický LL n-KGP pro libovolnou vstupní gramatiku s indexem IN, 
kde 1 ≤ IN ≤ n. 
 
4.1.2 Silný deterministický LL n-KGP 
Přestože předchozí příklad ilustroval, že pomocí slabého deterministického systému může být 
provedena syntaktická analýza i některých jazyků, které nejsou bezkontextové, mohou být tyto 
podmínky ještě slabší, a přesto syntaktická analýza může proběhnout deterministickým způsobem. 
Myšlenka je následující: U slabého deterministického LL n-KGP nebylo využito podstatné informace, 
že známe hodnoty symbolů na vrcholech jednotlivých zásobníků. S využitím znalosti těchto hodnot 
lze podstatně oslabit jak podmínku na očekávání LL-gramatiky jako vstupní gramatiky, tak podmínku 
kladenou na komponentu Q ve slabém deterministickém LL n-KGP. Tato podmínka musí zaručit, že 
jestliže LL-tabulka obsahuje na daném políčku více pravidel, potom obsahy jednotlivých zásobníků 
rozhodnou, které z těchto pravidel bude použito. 
4.1.3 Definice silného deterministického LL n-KGP 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP.  Potom řekneme, že Γ je silný deterministický LL n-KGP pro 
vstupní gramatiku s indexem IN, kde 1 ≤ IN ≤ n, pokud je splněna následující podmínka: 
Uvažujme vstupní gramatiku GIN. Potom pro libovolné dva prvky  
(p1: A1 → x1, p2: A2 → x2, …, pn: An → xn) ∈ Q, (r1: B1 → y1, r2: B2 → y2, …, rn: Bn → yn) ∈ Q 
platí: Pokud Ai = Bi pro všechna i = 1,…, n, potom Predict(pIN) ∩ Predict(rIN) = ∅. 
 
4.1.3.1 Algoritmus: Syntaktická analýza shora dolů pro silný deterministický LL n-KGP 
• Vstup: silný deterministický LL n-KGP Γ = (G1, G2, …, Gn, Q) pro vstupní 
gramatiku s indexem IN; LL-tabulka pro vstupní gramatiku; řetězec w ∈ *INT , kde 
TIN je množina terminálních symbolů vstupní gramatiky 
• Výstup: Pokud existuje (w1, w2, …, wIN-1, wIN, wIN+1, … wn) ∈ n-L(Γ), přičemž     
wIN = w, pak výstupem je (w1, w2, …, wIN-1, wIN+1, …,wn), jinak chyba 
• Metoda: 
o Nechť Gi = (Ni, Ti, Pi, Si) pro všechna i = 1, …, n;  
M = {1, 2, …, n}; MIN = M – {IN}; 
o Pro všechna i ∈ M:  StackInit(Sti); Push(Sti, $); Push(Sti, Si); 
o Pro všechna i ∈ MIN:  wi := ε; 
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o w := w$; a := první symbol z w; 
o repeat 
A := Top(StIN); 
case A of 
A = $:     if a = $ and pro všechna i ∈ MIN Top(Sti) = $ then Úspěch 
           else Chyba; 
A ∈ TIN : if A = a then Pop(StIN); a := další symbol z w else Chyba; 
A ∈ NIN : Pro všechna i ∈ M: Ai := Top(Sti); 
                                  if existuje p: A → x ∈ LL-tabulka[a, A] and existuje 
(p1: A1 → x1, p2: A2 → x2, …, pn: An → xn) ∈ Q, kde pIN = p then 
Pro všechna i ∈ M: 
if Top(Sti) = Ai then Pop(Sti); Push(Sti, reversal(xi)) 
else Chyba; 
  Pro všechna i ∈ MIN: 
  while Top(Sti) ∈ Ti do a := TopPop(Sti); wi := wia; 
else Chyba; 
until Chyba or Úspěch; 
Příklad 
Uvažujme následující silný deterministický LL n-KGP Γ = (G1, G2, Q) pro vstupní 
gramatiku s indexem 1, kde: 
• G1 = ({S1, A1, X1, Y1, F1}, {a}, {1: S1 → aA1X1, 2: A1 → a, 3: X1 → X1, 4: X1 → Y1A1X1,  
        5: X1 → F1, 6: Y1 → Y1A1, 7: Y1 → ε, 8: F1 → F1, 9: F1 → ε}, S1), 
• G2 = ({S2, A2, X2, Y2 }, {a}, {1: S2 → aaX2, 2: A2 → a, 3: X2 → X2, 4: X2 → Y2A2A2X2,  
        5: X2 → ε, 6: Y2 → Y2A2A2, 7: Y2 → ε}, S2), 
• Q = {(1, 1), (2, 4), (2, 6), (3, 7), (4, 2), (5, 2), (6, 2), (7, 3), (8, 2), (9, 5)}. 
 
LL-tabulka pro gramatiku G1 je ve tvaru: 
 a $ 
S1 1  
A1 2  
X1 3, 4 3, 5 
Y1 6, 7  
F1  8, 9 
 
Ukažme, že tento gramatický systém je skutečně silný deterministický LL n-KGP:  
Uvažujme všechny prvky množiny Q: 
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(1: S1 → aA1X1, 1: S2 → aaX2), (2: A1 → a, 4: X2 → Y2A2A2X2), (2: A1 → a, 6: Y2 → Y2A2A2), (3: X1 → 
X1, 7: Y2 → ε), (4: X1 → Y1A1X1, 2: A2 → a), (5: X1 → F1, 2: A2 → a), (6: Y1 → Y1A1, 2: A2 → a), (7: Y1 
→ ε, 3: X2 → X2), (8: F1 → F1, 2: A2 → a), (9: F1 → ε, 5: X2 → ε) 
Nyní vyberme jen ty dvojice (p1: A1 → x1, p2: A2 → x2) ∈ Q, (r1: B1 → y1, r2: B2 → y2) ∈ Q, pro které 
platí A1 = B1 a A2 = B2. 
Je to jen dvojice (4: X1 → Y1A1X1, 2: A2 → a), (5: X1 → F1, 2: A2 → a) 
Poznamenejme, že Predict(X1 → Y1A1X1) = {a} a Predict(X1 → F1) = {$}, tedy: 
Predict(X1 → Y1A1X1) ∩ Predict(X1 → F1) = ∅. 
 
Proveďme syntaktickou analýzu řetězce aa: 








$S1 aa$ 1: S1 → aA1X1 $S2 ε 1: S2 → aaX2 
$X1A1a aa$  $X2 aa  
$X1A1 a$ 2: A1 → a $X2 aa 4: X2 → Y2A2A2X2 
$X1a a$  $X2A2A2Y2 aa  
$X1 $ 3: X1 → X1 $X2A2A2Y2 aa 7: Y2 → ε 
$X1 $ 5: X1 → F1 $X2A2A2 aa 2: A2 → a 
$F1 $ 8: F1 → F1 $X2A2 aaa 2: A2 → a 
$F1 $ 9: F1 → ε $X2 aaaa 5: X2 → ε 
$ $  $ aaaa  
Překlad řetězce aa na řetězec aaaa proběhl úspěšně, tedy (aa, aaaa) ∈ 2-L(Γ). Poznamenejme, že 2-
L(Γ) = {( na2 , 12 +na ): n ≥ 1}. V tomto případě je překladač použit jako pouhý deterministický 
akceptor jazyka, který není bezkontextový. 
 
4.1.3.2 Definice silného n-cestného deterministického LL n-KGP 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP.  Potom řekneme, že Γ je silný n-cestný deterministický LL n-
KGP, pokud Γ je silný deterministický LL n-KGP pro libovolnou vstupní gramatiku s indexem IN, 
kde 1 ≤ IN ≤ n. 
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5  Tvorba LL-tabulky pro 
multigenerativní gramatický systém  
V předcházející kapitole byla popsána aplikace multigenerativních systémů, které se zabývaly 
deterministickou paralelní analýzou shora dolů. Byl zde popsán slabý a silný deterministický LL n-
KGP. V této kapitole se budeme zabývat tím, jak pro dané multigenerativni systémy  tvořit množiny 
(first, follow empty atd.), aby se vytvořily LL tabulky pro jednotlivé bezkontextové gramatiky, které 
obsahuje n-KGP. 
 
5.1 Množina FIRST 
First(x) je množina všech terminálů, kterými může začínat větná forma derivovatelná z x. 
5.1.1 Definice množiny First(x) pro n-KGP 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP. Uvažujme gramatiku GIN, kde 1 ≤ IN ≤ n. Gramatika 
GIN=(NIN, TIN, PIN, SIN)  je BKG. Pro každé x ∈ (N ∪ T)* je definováno First(x) jako:  
First(x) = {a: a ∈ TIN, x ⇒* ay; y ∈ (NIN, ∪ TIN)* }. 
 
5.1.2 Definice LL gramatiky bez ε-pravidel 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP. Uvažujme gramatiku GIN, kde 1 ≤ IN ≤ n. Gramatika 
GIN=(NIN, TIN, PIN, SIN)  je BKG bez ε-pravidel. Gramatika GIN je LL gramatika, pokud pro každé a  ∈ 
T a A ∈ N existuje maximálně jedno pravidlo A → X1 X2 X3… Xn ∈ PIN takové, že a ∈ First(X1 X2 X3… 
Xn). 
 
5.1.3 Algoritmus First(X) 
• Vstup: Γ = (G1, G2, …, Gn, Q) kde každá GIN = (NIN, TIN, PIN, SIN)  je BKG bez ε-pravidel. 
• Výstup: First(X) pro každé X ∈ NIN ∪ TIN pro každou GIN 
• Metoda: 
o pro každé a ∈ TIN: First(a) := {a} 
o repeat 
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if A → X1 X2 X3… Xn ∈ P, then přidej First(X) do First(A) 
until dokud je možné změnit nějakou množinu First 
 
Obecně jsou bezkontextové gramatiky silnější než LL-gramatiky. Některé bezkontextové gramatiky 
mohou být na ekvivalentní LL gramatiky pomocí transformací: 
• Faktorizace 
• Odstranění levé rekurze 
 
5.2 Faktorizace 
Myšlenka faktorizace je, nechť Γ = (G1, G2, …, Gn, Q) je n-KGP. Když některou gramatiku GIN, kde 
1 ≤ IN ≤ n budeme chtít převést na ekvivalentní pomocí faktorizace budeme v dané gramatice 
pravidla typu A → xy1 ,  A → xy2, … , A → xyn ∈ PIN, převádět na pravidla tvaru  A → xA’,  A’ → y1, 
A’ → y2, …, A’ → yn ∈ PIN kde A’ je nový nenterminál. 
 
5.3 Odstranění levé rekurze 
Myšlenka odstranění levé rekurze je, nechť Γ = (G1, G2, …, Gn, Q) je n-KGP. Když některou 
gramatiku GIN, kde 1 ≤ IN ≤ n budeme chtít převést na ekvivalentní pomocí odstranění levé rekurze, 
je pravidla typu A → Ax, A → y ∈ PIN třeba nahradit pravidly typu A → yA’, A’ → xA’, A’→ ε ∈ PIN, 
kde A’ je nový neterminál.  
 
5.4 Množina Empty 
Empty(x) je množina, která obsahuje jediný prvek ε, pokud x derivuje ε, jinak je prázdná. 
 
5.4.1 Definice množiny Empty 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP. Uvažujme gramatiku GIN, kde 1 ≤ IN ≤ n. Gramatika 
GIN=(NIN, TIN, PIN, SIN)  je BKG.  
Empty(x) = {ε} když x ⇒* ε  jinak 
Empty(x) = , kde x∈ (NIN, ∪ TIN)*. 
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5.4.2 Algoritmus Empty(X) 
• Vstup: Γ = (G1, G2, …, Gn, Q) kde každá GIN = (NIN, TIN, PIN, SIN)  je BKG 
• Výstup: Empty(X) pro každé X ∈ NIN ∪ TIN pro každou GIN 
• Metoda: 
o Pro každé a ∈ TIN : Empty(a) :=  
o Pro každé A ∈ NIN : 
o if  A → ε ∈ P then Empty(A) :=  { ε } 
else Empty(A) :=   
o repeat 
if A → X1 X2 X3… Xn ∈ PIN and Empty(Xi) = { ε } pro všechna i = 1, …, n 
then Empty(A) = { ε } 
o until dokud bude možné měnit nějakou množinu Empty 
 
5.4.3 Algoritmus First(X) 
• Vstup: Γ = (G1, G2, …, Gn, Q) kde každá GIN = (NIN, TIN, PIN, SIN)  je BKG 
• Výstup: First(X) pro každé X ∈ NIN ∪ TIN pro každou GIN 
• Metoda: 
o pro každé a ∈ TIN : First(a) := {a} 
o pro každé A ∈ TIN : First(A) :=  
o repeat 
if A → X1 X2 X3…Xk-1Xk …Xn ∈ PIN, then 
? přidej všechny symboly z First(X1) do First(A) 
? if Empty(Xi) = { ε } pro i = 1, …, k-1 kde k ≤ n 
then přidej všechny symboly z First(Xk) do First(A) 
until dokud bude možné změnit nějakou množinu First 
 
 
5.4.4 Algoritmus First(X1 X2 …Xn) 
• Vstup: Γ = (G1, G2, …, Gn, Q) kde každá GIN = (NIN, TIN, PIN, SIN)  je BKG; First(X) & 
Empty(X) pro každé X ∈ NIN ∪ TIN; x = X1 X2 …Xn, kde x ∈ (NIN ∪ TIN)+ 
• Výstup: First(X1 X2 …Xn) pro každou GIN 
• Metoda: 
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o First(ε) =  
o First(X1 X2 …Xn) := First(X1) 
o repeat 
if Empty(Xi) = { ε } pro i = 1, …, k-1 kde k ≤ n 
then přidej všechny symboly z First(Xk) do First(X1 X2 …Xn) 
o until dokud bude možné změnit množinu First(X1 X2 X3…Xk-1Xk …Xn) 
 
5.4.5 Algoritmus Empty(X1 X2 …Xn) 
• Vstup: Γ = (G1, G2, …, Gn, Q) kde každá GIN = (NIN, TIN, PIN, SIN)  je BKG; Empty(X) pro 
všechna X ∈ NIN ∪ TIN; x = X1 X2 …Xn, kde x ∈ (NIN ∪ TIN)+ 
• Výstup: Empty(X1 X2 …Xn) pro každou GIN 
• Metoda: 
o Empty(ε) = {ε} 
o if Empty(Xi) = {ε} pro všechna i = 1,…, n then 
Empty(X1 X2 …Xn) := {ε} 
  else Empty(X1 X2 …Xn) :=  
 
5.5 Množina Follow 
Follow(A) je množina všech terminálů, které se mohou vyskytovat vpravo od A ve větné formě. 
5.5.1 Definice množiny Follow 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP. Uvažujme gramatiku GIN, kde 1 ≤ IN ≤ n. Gramatika 
GIN=(NIN, TIN, PIN, SIN)  je BKG. Pro všechna A ∈ NIN definujeme množinu Follow(A): 
Follow(A) = {a: a ∈ TIN, S ⇒* xAay, x,y ∈ (NIN ∪ TIN)* } ∪ {$: S ⇒* xA, x ∈ (NIN ∪ TIN)*} 
 
5.5.2 Algoritmus Follow(A) 
• Vstup: Γ = (G1, G2, …, Gn, Q) kde každá GIN = (NIN, TIN, PIN, SIN)  je BKG 




o if A → xBy ∈ P then 
if y ≠ ε then 
přiděj všechny symboly z First(y) do Follow(B) 
if Empty(y) = {ε} then 
přidej všechny symboly z Follow(A) do Follow(B) 
o until dokud bude možné měnit nějakou množinu Follow 
 
5.6 Množina Predict 
Predict(A → x) je množina všech terminálů, které mohou být aktuálně nejlevěji vygenerovány, pokud 
pro libovolnou větnou formu použijeme pravidlo A → x. 
 
5.6.1 Definice Predict 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP. Uvažujme gramatiku GIN, kde 1 ≤ IN ≤ n. Gramatika 
GIN=(NIN, TIN, PIN, SIN)  je BKG. Pro každé A → x ∈ PIN definujeme množinu Predict(A → x) jako: 
• pokud Empty(x) = {ε} potom: Predict(A → x) = First(x) ∪ Follow(A) 
• jinak pokud Empty(x) =  potom: Predict(A → x) = First(x) 
 
5.7 Definice LL gramatiky s ε-pravidly 
Nechť Γ = (G1, G2, …, Gn, Q) je n-KGP. Uvažujme gramatiku GIN, kde 1 ≤ IN ≤ n. Gramatika 
GIN=(NIN, TIN, PIN, SIN)  je BKG. GIN, je LL-gramatika, pokud pro každé a ∈ TIN a každé pravidlo A ∈ 




6 Aplikace algoritmu v sekvenčním 
zpracováni LL gramatik 
Tato kapitola se zabývá zpracováním multigenerativních LL gramatik, kdy vstupem do algoritmu 
bude nějaká multigenerativní forma. Za použití algoritmů z předchozí kapitoly se bude postupně ke 
každé bezkontextové gramatice vytvářet množina First, Follow a Empty.  Po vytvoření těchto množin 
pro každou bezkontextovou gramatiku začneme vytvářet LL tabulky. Po vytvoření všech LL tabulek 
budeme na jednotlivých LL gramatikách testovat, zda přijímají daný řetězec, který byl zadán 
s každou gramatikou. V testování budeme postupovat sekvenčně, to znamená, že postupně budeme 
testovat každou gramatiku, zda daný řetězec přijímá. První LL gramatiku otestujeme pro první 
řetězec, pokud bude přijat, přejdeme na druhou LL gramatiku a její vstupní řetězec atd. Pokud některá 
LL gramatika nepřijme daný řetězec, algoritmus okamžitě skončí neúspěchem. Pokud ovšem každá 
z daných LL gramatik daný řetězec příjme, budou se s následně přijatými řetězci provádět další 
operace. Tyto operace bude popisovat tato kapitola. Konkrétně se bude jednat o operace konkatenace, 
sjednocení, průnik, reverse prvního řetězce, reverse všech řetězců a proložení. V popisech těchto 
algoritmů budeme předpokládat, že vstupem do každého z těchto algoritmů bude gramatika Gi, ke 
které bude již existovat LL tabulka Ti a vstupní řetězec xi, kde výsledkem bude jedna z požadovaných 
operací.  
6.1 Operace sjednocení 
V bodě 2.2.1 je popsáno sjednocení dvou formálních jazyků nad abecedou Σ. V této části se budeme 
zabývat operací sjednocení nad  Γ = (G1, G2, …, Gn, Q) je n-KGP. Bude zde bodově popsán 
algoritmus, jak se bude postupovat. S jednotlivými gramatikami se bude pracovat v sekvenčním 
pořadí. 
6.1.1 Algoritmus sjednocení sekvenčním zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude každý řetězec wi ∈ Ti bude svoji gramatikou Gi přijat, provede se na konci se 
všemi gramatikami operace sjednocení s výsledkem G1 ∪ G2 ∪ G3 ∪…∪Gn přijímá řetězce w1, 
w2,…wn. Když ovšem jakákoliv gramatika odmítne přijmout daný řetězec, celý algoritmus okamžitě 
skončí s výsledkem chyba. 
Metoda: 
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• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , α=:z , 
a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor w ) 
else KONEC s výsledkem „CHYBA“ 
• until 
o if KONEC s výsledkem y and existuje další gramatika a řetězec then přejdi na 
další gramatiku Gi+1 
o if neexistuje žádná další gramatika na kterou by se mohlo přejít a všechny 
řetězce byli ukončeny s výsledkem KONEC s výsledkem y 
then vytvoříme novou gramatiku Gall, která se bude skládat ze všech gramatik 
G1 ∪ G2 ∪ G3 ∪…∪Gn a bude přijímat množinu řetězců w1, w2,…wn. 
o if KONEC s výsledkem „CHYBA“ then algoritmus končí s výsledkem 
Chyba 
 
6.2 Operace konkatenace 
V bodě 2.2.3 je popsána konkatenace dvou formálních jazyků nad abecedou Σ. V této části se budeme 
zabývat operací konkatenací nad  Γ = (G1, G2, …, Gn, Q) je n-KGP. Bude zde bodově popsán 
algoritmus, jak se bude postupovat. S jednotlivými gramatikami se bude pracovat v sekvenčním 
pořadí. 
6.2.1 Algoritmus konkatenace v sekvenčním zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
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Výstup: pokud bude řetězec wi ∈ Ti každou gramatikou Gi přijat, provede se na konci se všemi řetězci  
operace konkatenace s výsledkem w1w2…wn. Když ovšem jakákoliv gramatika odmítne přijmout 
daný řetězec, celý algoritmus okamžitě skončí s výsledkem Chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , α=:z , 
a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor w ) 
else KONEC s výsledkem „CHYBA“ 
• until 
o if KONEC s výsledkem y and existuje další gramatika a řetězec then přejdi na 
další gramatiku Gi+1 
o if neexistuje žádná další gramatika na kterou by se mohlo přejít a všechny 
řetězce byli ukončeny s výsledkem KONEC s výsledkem y 
then napíše se, že daný řetězec je přijímán Γ = (G1, G2, …, Gn, Q). 
o if KONEC s výsledkem „CHYBA“ then algoritmus končí s výsledkem 
Chyba 
 
6.3 Operace průniku 
V bodě 2.2.2 je popsán průniku dvou formálních jazyků nad abecedou Σ. V této části se budeme 
zabývat operací průnik nad  Γ = (G1, G2, …, Gn, Q) je n-KGP. Bude zde bodově popsán algoritmus, 
jak se bude postupovat. S jednotlivými gramatikami se bude pracovat v sekvenčním pořadí. 
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6.3.1 Algoritmus průnik v sekvenčním zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude každý řetězec wi ∈ Ti bude svoji gramatikou Gi přijat, napíše se na konci, že 
řetězec w je přijímán   Γ = (G1, G2, …, Gn, Q). Když ovšem jakákoliv gramatika odmítne přijmout 
daný řetězec, celý algoritmus okamžitě skončí s výsledkem Chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , α=:z , 
a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor w ) 
else KONEC s výsledkem „CHYBA“ 
• until 
o if KONEC s výsledkem y and existuje další gramatika a řetězec then přejdi na 
další gramatiku Gi+1 
o if neexistuje žádná další gramatika na kterou by se mohlo přejít a všechny 
řetězce byli ukončeny s výsledkem KONEC s výsledkem y 
then vytvoříme nový řetězec wall = w1w2…wn, který bude přijímán 
Γ = (G1, G2, …, Gn, Q). 
o if KONEC s výsledkem „CHYBA“ then algoritmus končí s výsledkem 
Chyba 
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6.4 Operace reverse prvního řetězce 
V této části se budeme zabývat operací reverse prvního řetězce nad  Γ = (G1, G2, …, Gn, Q) je n-KGP. 
Bude zde bodově popsán algoritmus, jak se bude postupovat. S jednotlivými gramatikami se bude 
pracovat v sekvenčním pořadí. 
6.4.1 Algoritmus reverse prvního řetězce v sekvenčním 
zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude každý řetězec wi ∈ Ti bude svoji gramatikou Gi přijat, na konci se s prvním 
řetězcem provede reverse(w1). Když ovšem jakákoliv gramatika odmítne přijmout daný řetězec, celý 
algoritmus okamžitě skončí s výsledkem Chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , α=:z , 
a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor w ) 
else KONEC s výsledkem „CHYBA“ 
• until 
o if KONEC s výsledkem y and existuje další gramatika a řetězec then přejdi na 
další gramatiku Gi+1 
o if neexistuje žádná další gramatika na kterou by se mohlo přejít a všechny 
řetězce byli ukončeny s výsledkem KONEC s výsledkem y 
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then s prvním řetězcem w1 provedeme reverse(w1) ostatní řetězce necháme 
nezměněny 
if KONEC s výsledkem „CHYBA“ then algoritmus končí s výsledkem Chyba 
 
6.5 Operace reverse všech řetězců 
V této části se budeme zabývat operací reverse všech řetězců řetězce nad  Γ = (G1, G2, …, Gn, Q) je 
n-KGP. Bude zde bodově popsán algoritmus, jak se bude postupovat. S jednotlivými gramatikami se 
bude pracovat v sekvenčním pořadí. 
6.5.1 Algoritmus reverse všech řetězců v sekvenčním 
zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude každý řetězec wi ∈ Ti bude svoji gramatikou Gi přijat, na konci se se všemi 
řetězci provede reverse(wi). Když ovšem jakákoliv gramatika odmítne přijmout daný řetězec, celý 
algoritmus okamžitě skončí s výsledkem Chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , α=:z , 
a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor w ) 
else KONEC s výsledkem „CHYBA“ 
• until 
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o if KONEC s výsledkem y and existuje další gramatika a řetězec then přejdi na 
další gramatiku Gi+1 
o if neexistuje žádná další gramatika na kterou by se mohlo přejít a všechny 
řetězce byli ukončeny s výsledkem KONEC s výsledkem y 
then se všemi řetězci wi provedeme reverse(wi)  
if KONEC s výsledkem „CHYBA“ then algoritmus končí s výsledkem Chyba 
 
6.6 Operace proložení řetězců 
V této části se budeme zabývat operací proložení všech řetězců řetězce nad  Γ = (G1, G2, …, Gn, Q) je 
n-KGP. Proložením rozumíme rozdělení každého řetězce na dvě stejné poloviny, a postupně za sebe 
budeme skládat první části řetězců wi ,a jako jeho druhou polovinu budeme vždy brát druhou 
polovinu řetězce wi+1. Bude zde bodově popsán algoritmus, jak se bude postupovat. S jednotlivými 
gramatikami se bude pracovat v sekvenčním pořadí. 
6.6.1 Algoritmus proložení řetězců v sekvenčním zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude každý řetězec wi ∈ Ti svoji gramatikou Gi přijat, na konci se všechny řetězce 
rozpůlí na dvě stejné části, a postupně se za sebe budou skládat řetězce tak, že první část bude 
z řetězce wi a druhá část bude z druhé části řetězce wi+1 . Když ovšem jakákoliv gramatika odmítne 
přijmout daný řetězec, celý algoritmus okamžitě skončí s výsledkem Chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
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o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , α=:z , 
a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor w ) 
else KONEC s výsledkem „CHYBA“ 
• until 
o if KONEC s výsledkem y and existuje další gramatika a řetězec then přejdi na 
další gramatiku Gi+1 
o if neexistuje žádná další gramatika, na kterou by se mohlo přejít, a všechny 
řetězce byly ukončeny s výsledkem KONEC s výsledkem y 
then se všemi řetězci wi provedeme to, že první část bude z řetězce wi a druhá 
část bude z druhé části řetězce wi+1, pokud je wi poslední řetězec, tak jako 
druhá polovina se vezme druhá část řetězce w1 
if KONEC s výsledkem „CHYBA“ then algoritmus končí s výsledkem Chyba 
  
 43
7 Aplikace algoritmu v paralelním 
zpracováni LL gramatik 
Tato kapitola se zabývá zpracováním multigenerativních LL gramatik, kdy vstupem do algoritmu 
bude nějaká multigenerativní forma. Za použití algoritmů z páté kapitoly se bude současně ke každé 
bezkontextové gramatice vytvářet množina First, Follow a Empty.  Po vytvoření těchto množin pro 
každou bezkontextovou gramatiku vytvoříme LL tabulky. Po vytvoření všech LL tabulek bude na 
jednotlivých LL gramatikách současně testovat, zda přijímají daný řetězec, který byl zadán s každou 
gramatikou. V testování budeme postupovat paralelně, to znamená, že postupně budeme současně 
testovat každou gramatiku, zda daný řetězec přijímá. První LL gramatiku otestujeme pro první znak 
vstupního řetězce. Pokud bude přijat, přejdeme na druhou LL gramatiku a její vstupní řetězec, 
z kterého vezmeme první znak atd. Pokud některá LL gramatika nepřijme daný řetězec, celý 
algoritmus okamžitě skončí neúspěchem. Pokud ovšem každá z daných LL gramatik daný řetězec 
příjme, budou se s následně přijatými řetězci provádět další operace. Tyto operace bude popisovat 
tato kapitola. Konkrétně se bude jednat o operace konkatenace, sjednocení, průnik, reverse prvního 
řetězce, reverse všech řetězců a proložení. V popisech těchto algoritmu budeme předpokládat, že 
vstupem do každého z těchto algoritmů bude gramatika Gi, ke které bude již existovat LL tabulka Ti a 
vstupní řetězec xi, kde výsledkem bude jedna z požadovaných operací. V paralelních algoritmech jsou 
používány příkazy forall [zvolené gramatiky]do in parallel což znamená, že se bude provádět pro 
všechny gramatiky v Γ paralelně daný algoritmus. 
7.1 Operace sjednocení 
V bodě 2.2.1 je popsáno sjednocení dvou formálních jazyků nad abecedou Σ. V této části se budeme 
zabývat operací sjednocení nad  Γ = (G1, G2, …, Gn, Q) je n-KGP. Bude zde bodově popsán 
algoritmus, jak se bude postupovat. S jednotlivými gramatikami se bude pracovat v paralelním 
pořadí. 
7.1.1 Algoritmus sjednocení paralelním zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude každý řetězec wi ∈ Ti bude svoji gramatikou Gi přijat, provede se na konci se 
všemi gramatikami operace sjednocení s výsledkem G1 ∪ G2 ∪ G3 ∪…∪Gn přijímá řetězce w1, 
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w2,…wn. Když ovšem jakákoliv gramatika odmítne přijmout daný řetězec, celý algoritmus okamžitě 
skončí s výsledkem chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• forall Gi do in parallel 
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , 
α=:z , a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor  
w ) 
else KONEC bloku repeat s výsledkem „CHYBA“ 
• until 
o if KONEC s výsledkem y pro všechny gramatiky then zkontroluj všechny 
rozbory y podle komponenty Q 
o if pokud rozbory podle komponenty Q souhlasí then vytvoříme novou 
gramatiku Gall, která se bude skládat ze všech gramatik G1 ∪ G2 ∪ G3 
∪…∪Gn a bude přijímat množinu řetězců w1, w2,…wn. 
o if KONEC s výsledkem „CHYBA“ then algoritmus končí s výsledkem 
Chyba 
 
7.2 Operace konkatenace 
V bodě 2.2.3 je popsána konkatenace dvou formálních jazyků nad abecedou Σ. V této části se budeme 
zabývat operaci konkatenací nad  Γ = (G1, G2, …, Gn, Q) je n-KGP. Bude zde bodově popsán 
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algoritmus, jak se bude postupovat. S jednotlivými gramatikami se bude pracovat v paralelním 
pořadí. 
7.2.1 Algoritmus konkatenace v paralelním zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude řetězec wi ∈ Ti každou gramatikou Gi přijat, provede se na konci se všemi řetězci 
operace konkatenace s výsledkem w1w2…wn. Když ovšem jakákoliv gramatika odmítne přijmout 
daný řetězec, celý algoritmus okamžitě skončí s výsledkem Chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• forall Gi do in parallel 
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , 
α=:z , a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor  
w ) 
else KONEC bloku repeat s výsledkem „CHYBA“ 
• until 
o if KONEC s výsledkem y pro všechny gramatiky then zkontroluj všechny 
rozbory y podle komponenty Q 
o if pokud rozbory podle komponenty Q souhlasí then provede se s řetězci 
konkatenace w1w2…wn. 




7.3 Operace průniku 
V bodě 2.2.2 je popsán průniku dvou formálních jazyků nad abecedou Σ. V této části se budeme 
zabývat operací průnik nad  Γ = (G1, G2, …, Gn, Q) je n-KGP. Bude zde bodově popsán algoritmus, 
jak se bude postupovat. S jednotlivými gramatikami se bude pracovat v paralelním pořadí. 
7.3.1 Algoritmus průnik v paralelním zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude každý řetězec wi ∈ Ti bude svoji gramatikou Gi přijat, napíše se na konci, že 
řetězec w je přijímán   Γ = (G1, G2, …, Gn, Q). Když ovšem jakákoliv gramatika odmítne přijmout 
daný řetězec, celý algoritmus okamžitě skončí s výsledkem Chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• forall Gi do in parallel 
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , 
α=:z , a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor  
w ) 
else KONEC bloku repeat s výsledkem „CHYBA“ 
• until 
o if KONEC s výsledkem y pro všechny gramatiky then zkontroluj všechny 
rozbory y podle komponenty Q 
o if pokud rozbory podle komponenty Q souhlasí then vytvoříme nový 
řetězec wall = w1w2…wn, který bude přijímán Γ = (G1, G2, …, Gn, Q). 
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o if KONEC s výsledkem „CHYBA“ then algoritmus končí s výsledkem 
Chyba 
7.4 Operace reverse prvního řetězce 
V této části se budeme zabývat operací reverse prvního řetězce nad  Γ = (G1, G2, …, Gn, Q) je n-KGP. 
Bude zde bodově popsán algoritmus, jak se bude postupovat. S jednotlivými gramatikami se bude 
pracovat v paralelním pořadí. 
7.4.1 Algoritmus reverse prvního řetězce v paralelním 
zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude každý řetězec wi ∈ Ti bude svoji gramatikou Gi přijat, na konci se s prvním 
řetězcem provede reverse(w1). Když ovšem jakákoliv gramatika odmítne přijmout daný řetězec, celý 
algoritmus okamžitě skončí s výsledkem Chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• forall Gi do in parallel 
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , 
α=:z , a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor  
w ) 
else KONEC bloku repeat s výsledkem „CHYBA“ 
• until 
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o if KONEC s výsledkem y pro všechny gramatiky then zkontroluj všechny 
rozbory y podle komponenty Q 
o if pokud rozbory podle komponenty Q souhlasí then s prvním řetězcem w1 
provedeme reverse(w1) ostatní řetězce necháme nezměněny 
o if KONEC s výsledkem „CHYBA“ then algoritmus končí s výsledkem 
Chyba 
 
7.5 Operace reverse všech řetězců 
V této části se budeme zabývat operací reverse všech řetězců řetězce nad  Γ = (G1, G2, …, Gn, Q) je 
n-KGP. Bude zde bodově popsán algoritmus, jak se bude postupovat. S jednotlivými gramatikami se 
bude pracovat v paralelním pořadí. 
7.5.1 Algoritmus reverse všech řetězců v paralelním 
zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude každý řetězec wi ∈ Ti bude svoji gramatikou Gi přijat, na konci se se všemi 
řetězci provede reverse(wi). Když ovšem jakákoliv gramatika odmítne přijmout daný řetězec, celý 
algoritmus okamžitě skončí s výsledkem Chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• forall Gi do in parallel 
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
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o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , 
α=:z , a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor  
w ) 
else KONEC bloku repeat s výsledkem „CHYBA“ 
• until 
o if KONEC s výsledkem y pro všechny gramatiky then zkontroluj všechny 
rozbory y podle komponenty Q 
o if pokud rozbory podle komponenty Q souhlasí then se všemi řetězci wi 
provedeme reverse(wi)  
o if KONEC s výsledkem „CHYBA“ then algoritmus končí s výsledkem 
Chyba 
 
7.6 Operace proložení řetězců 
V této části se budeme zabývat operací proložení všech řetězců řetězce nad  Γ = (G1, G2, …, Gn, Q) je 
n-KGP. Proložením rozumíme rozdělení každého řetězce na dvě stejné poloviny,a postupně za sebe 
budeme skládat první části řetězců wi ,a jako jeho druhou polovinu budeme vždy brát druhou 
polovinu řetězce wi+1. Bude zde bodově popsán algoritmus, jak se bude postupovat. S jednotlivými 
gramatikami se bude pracovat v paralelním pořadí. 
7.6.1 Algoritmus proložení řetězců v paralelním zpracování 
Vstup: Γ = (G1, G2, …, Gn, Q) je n-KGP, LL-tabulka pro jednotlivé gramatiky Gi kde 1≤ i ≤ n, řetězec 
wi ∈Ti pro každou gramatiku Gi, který se bude testovat. 
Výstup: pokud bude každý řetězec wi ∈ Ti svoji gramatikou Gi přijat, na konci se všechny řetězce 
rozpůlí na dvě stejné části, a postupně se za sebe budou skládat řetězce tak, že první část bude 
z řetězce wi ,a druhá část bude z druhé části řetězce wi+1 . Když ovšem jakákoliv gramatika odmítne 
přijmout daný řetězec, celý algoritmus okamžitě skončí s výsledkem Chyba. 
Metoda: 
• Nechť Gi = (Ni, Ti, Pi, Si) a LLi je její LL-tabulka pro všechna i = 1, …, n  
• Algoritmus bude pracovat se 3 proměnnými typu „string“: zyx ,, . 
• dosud nepřečtený vstup … x  
• dosavadní výstup … y  
 50
• obsah zásobníku … z  
• Szywx === :,:,$: ε  
• forall Gi do in parallel 
• repeat 
o if αAzavx == ,  and iaAM ,),( β= , then (operace expanze) βα=:z , 
iyy .:=  (y zřetězení i) a přejdeme k prvnímu if 
o if avx =  a αaz =  pro nějaké Σ∈a , pak (operace porovnání) ax =: , 
α=:z , a přejdeme k prvnímu if 
o if ε=x  a ε=z  then KONEC s výsledkem y  ( y  obsahuje levý rozbor  
w ) 
else KONEC bloku repeat s výsledkem „CHYBA“ 
• until 
o if KONEC s výsledkem y pro všechny gramatiky then zkontroluj všechny 
rozbory y podle komponenty Q 
o if pokud rozbory podle komponenty Q souhlasí then se všemi řetězci wi 
provedeme to, že první část bude z řetězce wi a druha část bude z druhé 
části řetězce wi+1 pokud je wi poslední řetězec tak jako druha polovina se 
vezme druha část řetězce w1 






V této diplomové práci byly zavedeny různé typy multigenerativních gramatických systémů. U těchto 
multigenerativních gramatických systémů byla zkoumána generativní síla především v závislosti na: 
 
• typu derivace, která je v systému povolena (nejlevější derivace, nejpravější derivace, obecná 
derivace), 
• typu gramatického systému (zda se provádí kontrola n-ticí nonterminálů nebo n-ticí pravidel), 
• typu zvolené operace, která je provedena s n-ticí řetězců, 
• počtu komponent (počtu bezkontextových gramatik), ze kterých se gramatický systém skládá. 
 
Ve třetí kapitole je ukázáno zavedení zcela nových typů gramatických systémů. Pozornost je zde 
soustředěna na tzv. kanonické gramatické systémy, které generují řetězce pomocí nejlevější derivace, 
což znamená, že v každém kroku je v dané větné formě přepsán vždy nonterminální symbol, který je 
nejvíce vlevo.  
Obecně n-generativní gramatický systém se skládá z n bezkontextových gramatik. Jeden derivační 
krok u n-generativního gramatického systému je proveden tak, že se paralelně u všech těchto n-
gramatik aplikuje jisté pravidlo na aktuální větnou formu. Těchto n derivací je kontrolováno n-ticí 
nonterminálních symbolů nebo n-ticí pravidel. Pod touto kontrolou gramatický systém generuje n-tici 
řetězců, se kterými jsou na závěr provedeny základní operace. Pomocí výsledku operace je definován 
generovaný jazyk. Mezi tyto operace patří především sjednocení, konkatenace a výběr řetězce, který 
generuje první komponenta. Jsou zde popsány dva typy multigenerativních gramatických systémů. 
Typickým rysem této skupiny bylo, že v každé gramatice byla prováděna pouze nejlevější derivace. 
V závislosti na typu provedení kontroly se tyto systémy dále dělily na: 
1) Kanonické n-generativní nonterminálově synchronizované gramatické systémy (n-KGN) 
2) Kanonické n-generativní pravidlově synchronizované gramatické systémy (n-KGP) 
 
Pro tyto typy systémů byla dokázána následující tvrzení: 
1) Oba druhy těchto systémů jsou vzájemně převoditelné, tj. pro každý n-KGN existuje 
ekvivalentní n-KGP a naopak. 
2) Počet komponent obou druhů systému lze redukovat na dvě, aniž by se snížila generativní síla 
těchto MGS, a to v libovolném módu z módů sjednocení, konkatenace a výběr řetězce z první 
komponenty. 
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3) Generativní síla obou druhů systémů je ekvivalentní síle Turingova stroje, a to v libovolném 
módu z módů sjednocení, konkatenace a výběr řetězce z první komponenty. 
 
Ve čtvrté kapitole je popsáno omezení definovaných gramatických systémů  ze třetí kapitoly tak, aby 
tento multipřeklad mohl být proveden deterministickým způsobem. Překlad může být proveden 
sériovým i paralelním způsobem. 
Při sériovém přístupu se nejprve provede syntaktická analýza pro vstupní řetězec. Až je tato 
syntaktická analýza zcela dokončená, je předána jistá informace (levý rozbor) výstupním gramatikám, 
které na základě této informace vygenerují výstupní řetězce. Pro tento přístup nejsou přímým 
modelem dříve zmíněné gramatické systémy, ale jejich modifikace. 
Při paralelním přístupu syntaktická analýza pro vstupní řetězec současně řídí generování řetězců u 
výstupních gramatik. Již ve chvíli, kdy se úspěšně dokončí syntaktická analýza pro vstupní řetězec, 
mají výstupní gramatiky vygenerovány výstupní řetězce.  
 
Ve čtvrté kapitole je popsána aplikace multigenerativních systémů, které se zabývaly 
deterministickou paralelní analýzou shora dolů. Byl zde popsán jak slabý, tak i silný deterministický 
LL n-KGP. V páté kapitole je popsáno, jak pro dané multigenerativni systémy budeme tvořit množiny 
(first, follow empty atd.), aby se vytvořily LL tabulky pro jednotlivé bezkontextové gramatiky, které 
obsahuje n-KGP, aby se s nimi dalo v dalších kapitolách lépe pracovat. 
 
V šesté a sedmé kapitole se práce zabývá zpracováním multigenerativních LL gramatik, kdy vstupem 
do algoritmu je nějaká multigenerativní forma. Za použití algoritmů z páté kapitoly se bude buď 
sekvenčně nebo současně ke každé bezkontextové gramatice vytvářet množina First, Follow a Empty.  
Po vytvoření těchto množin pro každou bezkontextovou gramatiku vytvoříme jejich LL tabulky. Po 
vytvoření všech LL tabulek je na jednotlivých LL gramatikách současně nebo sekvenčně testováno, 
zda přijímají daný řetězec, který byl zadán s každou gramatikou. V testování budeme postupovat 
paralelně nebo sekvenčně, to znamená, že postupně budeme každou gramatiku testovat současně nebo 
jednu za druhou, zda daný řetězec přijímá. Při paralelním přístupu první LL gramatiku otestujeme pro 
první znak vstupního řetězce, pokud bude přijat, přejdeme na druhou LL gramatiku a její vstupní 
řetězec, z kterého vezmeme první znak atd. U sekvenčního přístupu každá LL gramatika otestuje celý 
svůj řetězec a přejde na další gramatiku a její vstupní řetězec. Pokud některá LL gramatika nepřijme 
daný řetězec, celý algoritmus okamžitě skončí neúspěchem. Pokud ovšem každá z daných LL 
gramatik daný řetězec příjme, budou se s následně přijatými řetězci provádět další operace. Tyto 
operace jsou popsány v těchto kapitolách podle toho, zda se jedná o sekvenční nebo paralelní přístup. 
Konkrétně se bude jednat o operace konkatenace, sjednocení, průnik, reverse prvního řetězce, reverse 
všech řetězců a proložení. V popisech těchto algoritmů je předpokládáno, že vstupem do každého z 
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těchto algoritmů je gramatika Gi, ke které již existuje LL tabulka Ti a vstupní řetězec xi, kde 
výsledkem pak je jedna z požadovaných operací.  
 
Dále se diplomová práce zabývala praktickým využitím těchto multigenerativních gramatických 
systémů. Pomocí n-tic řetězců byla definována n-nární relace, tedy jakýsi zobecněný překlad mezi 
více jazyky. Tento multipřeklad byl prováděn pomocí gramatického systému následujícím způsobem: 
V dané n-tici gramatik byla jedna gramatika zvolena jako vstupní a ostatních n–1 gramatik jako 
výstupní. Pomocí vstupní gramatiky se provedla syntaktická analýza vstupního řetězce, která v tomto 
gramatickém systému řídila generování n–1 výstupních řetězců pomocí výstupních gramatik. V této 
části byly navrženy algoritmy, které pro speciální typy kanonických a hybridních multigenerativních 
gramatických systémů provedly multipřeklad, a to jak metodou shora dolů, tak metodou zdola 
nahoru. 
V příkladech bylo ukázáno, že zavedení těchto speciálních překladačů má teoretický přínos: 
Pouhou kooperující činností dvou bezkontextových gramatik může být deterministickým způsobem 
provedena syntaktická analýza složitých kontextových jazyků, například L1 = {anbncn: n ≥ 0} nebo L2 
= {
n
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Příloha 1. Manuál 






Ovládání programu je velmi jednoduché. Program na začátku požádá o dva vstupy. Jedním z nich je 
soubor s gramatikami a druhým soubor s n-ticemi pravidel. 
Soubor s gramatikami obsahuje gramatiku jako známou n-tici (N, T, P, S), dále pak LL tabulku a 
slovo, o kterém má rozhodnout, zda jej příjme nebo zamítne. Jelikož soubor obsahuje více gramatik, 






S a 1 
S b 2 
S $ 2 
A b 3 
A c 4 




Jednotlivé n-tice  v gramatice jsou od sebe odděleny středníky a jednotlivé části potom čárkami. Toto 
je důležité zachovat pro správné načtení gramatiky. LL-tabulka je popsána ve tvaru S a 1, kde S je 
symbol na zásobníku, a je symbol v testovaném řetězci a 1 je pravidlo, které se má použít 
z gramatiky. Tato trojice je vždy psána na samostatný řádek. Na konci dané gramatiky je testované 
slovo. 





jednotlivé n-tice jsou od sebe odděleny čárkami a každá n-tice je psána na speciální řádek. 
