Abstract: Let W i = {W i (t i ), t i ∈ R + }, i = 1, 2, . . . , d are independent Wiener processes. W = {W (t), t ∈ R d + } be the additive Wiener field define as the sum of W i . For any trend f in H (the reproducing kernel Hilbert Space of W ), we derive upper and lower bounds for the boundary non-crossing probability
probabilities (see, e.g., [23, 24, 25] ).
In this paper, we are concentrating on the calculation of boundary non-crossing probabilities of additive Wiener field W which defined by W (t) = W 1 (t 1 ) + W 2 (t 2 ) + . . .
where W i = {W i (t), t ∈ R + }, i = 1, 2, . . . , d are independent Wiener processes define on the same probability space (Ω, F, P). It can be checked easily that W is a Gaussian field with the convariance function given by
s i ∧ t i , s = (s 1 , s 2 , . . . , s d ), t = (t 1 , t 2 , . . . , t d ).
For two measurable functions f, u : R d + → R we shall investigate the upper and lower bounds for
In the following, we consider u a general measurable function and f = 0 to belong to the reproducing kernel Hilbert space (RKHS) of W which is denote by H. A precise description of H is given in section 2, where the inner product f, g and the corresponding norm f for f, g ∈ H are also defined.
As in [20] , a direct application of Theorem 1' in [26] shows that for any f ∈ H we have
Further, for any g ∈ H such that g ≥ f , we obtain
where Φ is the distribution of an N (0, 1) random variable and α = Φ −1 (P 0 ) is a finite constant. When f ≤ 0, then we can take always g = 0 above which make the lower bound of (4) useful if f is large. When f is small, the equation (3) provides a good bound for the approximation rate of P f by P 0 . Since the explicit formulas for computing p f seem to be impossible, the asymptotic performance of the bounds for trend functions γf with γ → ∞ and γ → 0 are thus worthy of consideration. This paper we shall consider the former case, and we obtain the following:
If f (t 0 ) > 0 for some t 0 with non-negative components, then for any g ≥ f, g ∈ H we have
where f (which is unique and exists) solves the following minimization problem
In Section 2 we shall show that f is the projection of f on a closed convex set of H, and moreover we show that
The rest of this paper are organized as follows: In section 2 we briefly talk about the RKHS of additive Wiener field and construct the solution of the minimization problem (7). We present our main results in Section 3. The proofs of the results in this paper are shown in Section 4, and we conclude this paper by Appendix.
Preliminaries
This section reviews basic results of the reproducing kernel Hilbert space (RKHS), and we shall give a representation of the RKHS of additive Wiener field W . We shall also construct V as a closed convex set of H, which finally enable us to prove that f in (7) is the projection of f on V . The idea of constructing V comes from a similar result in one-parameter case (see e.g., [19, 14, 23, 18] ).
In the following of this paper bold letters are reserved for vectors, so we shall write for instance t = (t 1 , t 2 , . . . , t d ) ∈ R d + and λ 1 denote the Lebesgue measures on R + , whereas ds a mean integration with respect to this measure.
The RKHS of additive Wiener field
Recall that W 1 is an one-parameter Wiener process. It is well-known (see e.g., [27] ) that the RKHS of the Wiener process W 1 , denoted by H 1 , is characterized as follows
with the inner product h, g 1 = R+ h ′ (s)g ′ (s)ds and the corresponding norm h 
where
, define the inner product
Remark 2.1. From lemma 5.1 in Appendix we have the representation
unique, hence the above inner product is well defined.
Next, in view of lemma 5.2 in Appendix we have the following 
equipped with the norm h 2 = h, h .
For notational simplicity in the following we shall use the same notation ·, · and · to present the inner product and norm respectively, on space H 1 and H.
The solution of minimization problem
In this subsection, we begin to solve equation (7). For any h ∈ H 1 , it has been shown (see [18] ), that the smallest concave majorant of h solves
Moreover, as shown in [14] the smallest concave majorant of h, which we denote by h, can be written analytically as the unique projection of h on the closed convex set
i.e., h = P r V1 h. Here we write P r A h for the projection of h on some closed set A also for other Hilbert spaces considered below. Further, if we define 
(iii) We have P r V1 h, P r V1 h = 0 and further
(v) The unique solution of the minimization problem min g≥h,g∈H1 g is h = P r V1 h.
Since we are going to work with functions f in H we need to consider the projection of such f on a particular closed convex set. In the following we shall write
Note in passing that this decomposition is unique for any f ∈ H. Define the closed convex set
and let V 2 be the polar cone of V 2 given by
with inner product from (9). Analogous to Lemma 2.2 we have
(iii) We have P r V2 h, P r V2 h = 0 and further
(v) The unique solution of the minimization problem min g≥h,g∈H g is
Main Result
Consider two measurable d-parameter functions f, u :
Suppose that f (0) = 0 and f ∈ H. Hence we can write
we also suppose
We shall estimate the boundary non-crossing probability
In the following we set f i = P r V1 f i , i = 1, 2, . . . , d and f = P r V2 f . We state next our main result:
Theorem 3.1. Let the following conditions hold:
Then we have
Remark 3.1. Note that f starts from zero therefore f can not be a constant unless f ≡ 0 but this case is trivial. Using Theorem 3.1, we can obtain an asymptotically property of P γf , in fact, if u(t) is bounded above, then we have the following result Corollary 3.1. If f ∈ H is such that f (t 0 ) for some t 0 , then
Proofs
Proof of Lemma 2.2: For h ∈ V 1 , we have h ′ is non-increasing therefore h ′ is non-negative. Since h(0) = 0, thus h(u) ≥ 0 for all u. The proof of statements (ii) to (v) can see in [24] , we do not repeat the proof here.
Proof of Lemma 2.3: (i) If
From the definition of V 2 , we obtain
Therefore, h i ∈ V 1 , and the results follow from (ii) in lemma 2.2.
The proof of statements (iii) and (iv) are similar to (iii) and (iv) in Lemma 2.2, and can obtain immediately from [14] .
(v) For any h(t) ∈ H, let g(t) ∈ H such that g ≥ h, we then have g i ≥ h i , i = 1, 2, . . . , d, where
The minimization problem min g≥h,g∈H
The equalizes above hold if and only if
Completing the proof.
Proof of Theorem 3.1: Denote by P a probability measure that is defined via its Radon-Nikodym derivative
According to Cameron-Martin-Girsanov theorem,
Note that
, hence using further (12) and (13) we obtain
In order to re-write R+ f 1 ′ (t 1 )dW 0 1 (t 1 ), we mention that in this integral dW
} under conditions of the theorem and using lemma 5.3 in the Appendix we have the relations
Similarly, for any i = 2, 3, . . . , d we have
Combining (16)- (17) and using conditions (14), we get that on the same indicator
On the other hand, we have
From (18) and (19), we conclude that
Proof of Corollary 3.1: From (5) we obtain
Proof. If the function h :
where f i , g i ∈ H 1 , i = 1, 2, . . . , d. For any i = 1, 2, . . . , d, we put t j = 0 for j = i, and note that f j (0) = g j (0) = 0, then we obtain f i = g i , i = 1, 2, . . . , d. Hence the representation (20) is unique.
Noting that the convariance function of W i is s i ∧ t i , and the convariance function of processes W (t) = W 1 (t 1 ) +
Next, we will identify the RKHS corresponding to a sum of d covariances. Suppose now R i , i = 1, 2, . . . , d are d covariances of Gaussian processes, the corresponding RKHS are K i , i = 1, 2, . . . , d. We suppose also · i the inner product of RKHS K i , i = 1, 2, . . . , d. The following is a well-known lemma and we refer the reader to [28] for its proof. 
and the norm is given by
where the infimum taken for all the decomposition
Also if we define the plus ⊕ among
Let W 1 be a Wiener process, h : R + → R be an integrable function, we can extend the integration of h w.r.t h(s)dW 1 (s) (22) whenever this limit exists. Furthermore, for any h ∈ V 1 , the derivative h ′ ∈ L 2 (R + , λ 1 ) is non-increasing, therefore 
where the integral in the right-hand side of (23) is a Riemann-Stieltjes integral.
Proof. From [29] , for any partition π of interval [0, T ], we obtain that the integral [0,T ] h(s)dW 1 (s) coincide with the limits in probability of integral sums 
