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1, INTRODUCTION 
It is well known that the solution set of a differential inclusion 
i.EF(t, x) for CE [0, 11, 40) = 4 (P,) 
in a separable Banach space X is dense in the solution set of the convexified 
(relaxed) problem 
1 E clco F( t, X) for tE [0, 11, 40) = 5 CC,) 
(clco stands for the closed convex hull), whenever the right-hand side is 
Lipschitz continuous with respect o x (cf. [ 1 I). In that case the problems 
(PC) (and also (C,)) admit solutions x( ., 0 depending continuously on the 
initial data 5 E X (cf. [46]). 
The purpose of this paper is to combine both above mentioned results. 
Namely, we show that each continuous mapping r + y ( ., r) of solutions of 
(C,) can be approximated, uniformly in 5, by continuous mappings 
5 +x( ., <), where x( ., <) are solutions of (PC). We formulate our main 
result (in a more general setting) in Section 4. The proof is based on a 
generalization of a result by Fryszkowski [7] and Ornelas [ 131 connected 
with some continuity properties of the Aumann integrals JTF(‘(f, s) dt with 
respect o s. This, in turn, is related to some consequences of the Liapunov 
theorem on the range of a vector measure. We recall them in Section 2, 
while in Section 3 we deal with the mapping s + ST F(t, s) dt. 
2. DECOMPOSABLE SETS AND VECTOR MEASURES 
Let T be a measure space with nonnegative, finite, nonatomic measure 
p0 defined on a a-field C of subsets of T. Let X be a separable Banach 
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space with norm 1.1. By Cl(X) and Co(X) we will denote respectively the 
families of nonempty closed, bounded and nonempty closed, bounded, con- 
vex subsets of X. Both Cl(X) and Co(X) are endowed with the Hausdorf 
distance d( ., .). By L’ = L’(T, X) we mean the Banach space of Bochner 
integrable functions u: T -+ X with the norm (1 u 11 = ST 1 u(t)1 dp,,. We shall 
assume L’ to be separable. If there is no risk of confusion we identify a 
function f E L’ with the measure mf: .Z -+ X given by 
and a set A EC with its characteristic function xA E L’( T, R). By A +- B we 
mean the symmetric difference of A, B c T. 
A set Kc L’ is called decomposable iff for all u, v E K and A E 2 
The family of all nonempty closed and decomposable subsets of L’ will be 
denoted by 9. 
For an arbitrary KE 53 by Aumann integral of K, denoted by ST K, we 
mean the set ST K= {Jru(t) dp ,, : u E K}. The Aumann integral is always 
convex (see [ 10, 121). The latter property is a consequence of Uhl’s 
generalization of Liapunov theorem on the range of vector measures 
(cf. [lo]). For our purpose we need Uhl’s theorem in a slightly more 
general setting and we prove it using similar arguments. In order to 
formulate our version of the Liapunov theorem for a nonatomic vector 
measure m : 2 + X we will use an increasing family {A,},, [,,, ,, of sets 
A,EZ (recall {A,) is increasing if A,cA, for a<fl). 
DEFINITION 1. Let m: C -+ X be a nonatomic vector measure. An 
increasing family {A,} with A, = 0, A, = T will be called: 
(a) a segment form iff m(A,)=a.m(T) for all C(E [0, 11; 
(b) an &-segment for m iff 1 m(A,) - c1 .m(T)I <E for all o! E [0, I]. 
By segments or s-segments for a function f E L’ we mean the segments or 
s-segments for the measure rn,. given by (1). 
Remark 1. If {A,) is a segment for p. then the map c( + A, is con- 
tinuous, where the continuity of a map s -+ A(s) from a topological space 
S into C is understood in terms of the map s -+ x~(,~) from S into L’( T, R). 
Every nonatomic vector measure m: .Z -+ R” admits a segment 
(cf. [7,9]). It is also known [7] that a family of measures m,: E + R” 
admits, for every E > 0, an a-segment which does not depend on s, provided 
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that S is a compact topological space and the map s --* m, is continuous in 
the norm topology. The previous may fail for a vector measure m : C + X; 
however, we have the following generalization of Uhl’s theorem (see [lo]). 
PROPOSITION 1. Let S be a compact topological space and consider a 
continuous map s +f, from S into L’. Then, for every E > 0, there exists a 
family (A,} which is an E-segment for each of the functions fs. Moreover, we 
may require that {A,} is also a segment for an arbitrary fixed nonatomic 
measure m, : C + R”. 
Proof. Fix E > 0 and let, for any s E S, g, E L’ be a simple function such 
that 
Ifs-&II <;. (2) 
For every s,, E S consider the set 
The family { VX,} is an open covering of the compact set S and therefore 
there exist sr, . . . . s, such that S = V,, u ... u V,,. Let 
gs,= z Cij’XB, (3) 
j=l 
and consider the measure p = (pr, . . . . Pi) with pi defined by 
Pi(A ) = (PO(A n Bi, ), ...> PO(A n BiN,)). (4) 
Obviously, p: C + R”, with m = Ni + ... + N,, is nonatomic and so it 
admits a segment {A,}. We will show that {A,} is an e-segment for every 
f,. Observe that for each i, j and c1 E [0, 1 ] we have 
~~(4 n B,) = a . Pi 
and therefore 
This, together with (2) implies that 
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so (A, > is an c-segment for each of f,. If instead of p we consider the 
measure p = (p, m,) then each segment for ,G is an s-segment for all f, and 
is also a segment for m,. This ends the proof. 
Obviously, any f E L’ may have plenty of s-segments. In further con- 
siderations we need a way to pass continuously from one s-segment to 
another. This situation is explained by the following. 
PROPOSITION 2. Consider two &-segments (A,}, {B, } for a given f E L’ 
and assume they are segments for pO. Then there exists a continuous map 
D: [0, l] x [0, 1 ] + 2 with the properties: 
(i) D(O,a)=A.andD(l,cr)=B,fora~[O,l]; 
or for p(ii) {D(z, .)> is, f every z E [0, 11, an E-segment for f as well as 
Gii) pdD(z, a)-D(y, a))< Iz-yl .pdT). 
Proof: Since {A,} and (B,} are segments for pO, therefore the func- 
tions c( + m,(A,) and LY -+ m/(B,) are continuous. Hence 
a=max{m;x Imr(A.)--GImml(T)I,m;x Imf(B,)--a.mf(T)I} <E 
and we can choose q > 0 such that 
2q+a<E. (5) 
Consider the functions 
fx = Cf. XA,,f. X&3 XA,? X&l (6) 
and observe that the map M -f, is continuous from [0, l] into 
L’( T, Xx Xx R*). Proposition 1 yields the existence of a family 
KS ZE rO, I I which is an q-segment for every f, and also a segment for pO. 
Put 
D(z,cc)=CB,nCZluCA,n(71C,)1. (7) 
Obviously (i) holds. To show that D(z, .) form s-segments for (S, 1) 
observe that since 
I(q ~d(& n Cd - z. (mfy KJ(WI < v 
then 
[(m, p,,)( B, n Cz) - ztl. (m, po)( 7’11 < v + m. (8) 
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Similarly, the inequality 
I(m, pcJ(A.n(T\C,))-(1 -z).@, PO)(A)l <‘I 
implies 
I(mr,llO)(A3n(T\C,))-(1--z)a.(mf,~~)(T)l<rl+(1-z)a. (9) 
Adding (8) and (9) we see that 
which together with (5) gives (ii). 
The property (iii) follows easily from the fact that 
D(z, a)tD(y, cc)= (A,+&)n (C,tC,). (10) 
Since by construction the map z + C, is continuous, therefore, by (iii), the 
map (z, a) + D(z, a) is continuous as well. 
Remark 2. The map (z, ~1) + D(z, CI) plays the role of a homotopy 
joining {A,} with {B,};D(z,O)=~andD(z,1)=Tforallz~[O,1]. 
Proposition 1 gives the existence of s-segments for a continuous family of 
functions s-f, from a compact space S into L’. In particular the 
s-segments exist for any convergent sequence f, E L’. If {fn} c L’ is an 
arbitrary sequence the latter may fail even if X= R. But for such a case, 
Bressan and Colombo gave in [2, Lemma l] a construction where instead 
of s-segments, a “tower” of segments is built up for each of the functions 
g, = (fi, . . ..f.) E L’(T, R”). The Bressan and Colombo lemma 1 can be 
generalized to the case off, E L’( T, X) which is crucial in our considera- 
tions. Namely, we have the following: 
PROPOSITION 3. Let fi, f2, . . . . EL’ and g, = (f,, . . . . f,,). Then, for any 
E > 0, there exists a continuous mapping D: [0, co) x [0, l] -+ Z: with the 
following properties: 
(a) {Dk xl> f IS or any z E [0, co ) and E-segment for (g,, 1) with 
n = [z] =greatest integer <z; 
Proof Fix E > 0. By Proposition 1 for every n = 0, 1, . . . . there exist 
s-segments {D(n, .)} for gn+ i such that (a) holds for z= n. We extend 
D( ., U) for each z E [0, co). To do that let us observe first that {D(m, .)} 
are s-segments for each (g,, 1) if m k n. Therefore Proposition 2 applied for 
{D(n, a)} and {D(n + 1, IX)} yields the existence of a continuous map 
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C,: [0, 11 x [0, l] --+,Z joining o(n, c() with D(n + 1, a). One can check 
that the map (s, a) + D(s, c() defined by D(s, a) = C,(s- [Is], a) for 
s E [n, H + 1) satisfies (a) and (b). 
3. CONTINUOUS SELECTIONS OF AUMANN INTEGRALS 
Let S be a separable metric space and consider a map K: S -+ 9. 
Recall that the map K( .) is lower semicontinuous (1s~) iff the set 
KU = {s E S: K(s) n U # a} is open whenever U is open. Due to the results 
of Bressan and Colombo [2] (see also Fryszkowski [7]) each lsc map 
K: S + 9 admits a continuous selection k: S + L’, k(s) E K(s) for all s E S. 
In such a case the map L : S + X given by 
L(s) = j k(s)(t) 40 
T 
(11) 
is a continuous selection of the mapping L : S --f Co(X) defined by 
L(s) = cl jT K(s), (12) 
where cl stands for the closure in X. 
Observe that the map s + L(s) is lsc and therefore the previous gives a 
“short” proof of the well-known Michael Selection Theorem [ 111. A rever- 
sed situation was examined in [8, 131. It has been shown that every con- 
tinuous selection of L(s) can be uniformly approximated by continuous 
selections of the “integral” form (1 1 ), provided that S is compact. In order 
to employ theorems of the above type to a relaxation result for differential 
inclusions we need a version of the above mentioned result holding for S 
being a separable metric space. We should also mention that the presented 
proof could also work for an arbitrary paracompact space S, but for such 
S a generalization of the above mentioned result of Bressan and Colombo 
is unknown. 
THEOREM 1. Let K: S + 9 be 1.~. Then for every continuous selection 
l(s) of L(s) given by (12) and any E > 0 there exists a continuous selection 
k(s)E K(s) such that 
I j b)- k(s)(t) ho <E T (12) 
holds for all s E S. 
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ProoJ The proof is similar to those given in [S, 133. Consider a 
continuous selection Z(s) E L(s) and fix E > 0. For arbitrary s0 E S pick up 
u0 E K(Q) such that 
Choose a continuous selection k,,,,( .) of K( .) with 
k,,&o) = uo 
(such a selection exists by the Bressan-Colombo Selection Theorem [2]). 
Consider the set 
The sets ( VsO,uo} f orm an open covering of the separable space S and there- 
fore we can find a countable neighbourhood-finite subcovering ( Vjn,,n ) and 
a continuous partition of unity { p,( . )} such that 
SUPPP, = V,&L~ = v, forn=l,.... (14) 
Then, for n = 1, . . . . the following inequalities are satisfied: 
P,(S). 4s) -P,(S). j k(s)(t) 4, < ; .p,(s), (15) 
T 
where k, = k,,,n, 
Consider functions h,: S + [0, 1 ] such that 
h,,(s) E 1 on ~UPPP, with supp h, c V, (16) 
and set r(s) = 2 h,(s) and g,(s) = r(s) . h,(s) . k,(s). Obviously, for all s E S, 
r(s) > 0 and both mappings s + r(s) and s + g,(s) are continuous. Denote 
N, = {n: p,(s) > 0) and define 
~ES:PJS)>O, I( g,(S)-gg,(s)ll <Land3r(?)<4r(s) 
32r(s) 
(17) 
The family {U,} is an open covering of S and hence there exists a sequence 
of functions r m: S -+ [0, l] such that the family {supp r,} is a locally finite 
subcovering subordinated to { U,} and the sets W,,, = {s E S: r,(s) = 1 > still 
cover S. Select s, such that W,,, c U,,. 
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Consider the functions f, E L’ defined by fi = g,(s,) ifj = 2” .3” and fi = 1 
otherwise. Proposition 3 applied to the functions fj yields the existence of 
a continuous map D : [0, cc) x [0, l] -+ Z with properties: 
{ D(z, .)} is an i -segment for anyf,, . . ..A. withj< [z]; (18) 
{ D(z, . )} are i -segments for p0 for all z E [0, cc ); (19) 
~~(D(z,a)~D(y,~))~lz-yl.cl,(T)foranycc~CO, 11. (20) 
Let z(s)=Zr,(s) ./z,,(s) .2”’ ‘3” and note that the map s+ z(s) is con- 
tinuous. Set A(s, a) = D[t(s), a] and observe that, for any SE S, {A(s, .)} 
are (s/8)-segments for pLg and allf,, . . ..f., wherej= [z(s)]. 
We claim that if for some SE S we have h,(s) = 1 then (A(s, .)> is an 
(c/4)-segment for r(s) ./z,,(s), which in this case means that for every 
CI E [0, l] the following inequality is satisfied: 
(21) 
Indeed, fix SE S such that h,(s) = 1, CI E [0, 11, and let, for some m, 
SE w,c vs,. Hence [r(s)] 22” .3” and so {A(s, .)} is an (s/8)-segment 
for g,(Sm) = r(s,) .k,,(s,). The latter means that we have 
W,)(f) &I -CL 
T Ws,)’ 
(22) 
Observe that 
k(s)(t) &o - @l . j k(s)(t) &o 
r 
d + 2 II k,(s) -khJll~ 
By (22) and (17) the last expression is smaller than 3&/16r(s,), but this, in 
turn, is less than &/4r(.s), which shows our claim, 
Let z,(s)rO, z,(s)=p,(s)+ ... +p,(s), and 
B,(s) = A(% z,(s))\A(s, z,- I(J)). (23) 
The sets B,(s) are pairwise disjoint with the union IJ B,(s) = T, since 
lim z,(s) = 1. Observe that all the maps s + B,(s) are continuous from S 
into C, because the map (s, E) + A(s, E) is. 
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Define k(s) = Ck,(s) .x~,(~). We show that s -+ k(s) is a required map. It 
is clear that k( .) is a continuous selection of K( .). We shall check that (12) 
holds. From (21) and (23) we see that for every SE S 
II B”(S) k(s)(t) 4% -P,(S) .‘ 7 ho)(f) &l < &. (24) 
Since the cardinality, card {n: B,(s) # a} = card N, < Y(S), we obtain 
which together with (15) gives (12) and completes the proof. 
4. LIPSCHITZ DIFFERENTIAL INCLUSIONS 
We shall apply Theorem 1 to examine some relaxation problems for dif- 
ferential inclusions. We shall now assume that T= [0, l] and the Banach 
space L’ = L’(T, X) is understood in terms of the Lebesgue o-field 9 on 
T and the Lebesgue measure dt. By C we denote the Banach space of 
continuous functions U: T + X with the norm 11 u 11 c = sup I u(t)1 and 
by AC the Banach space of absolutely continuous functions U: T -+ X 
with the norm II u I/ A = I u(O)1 + ST I ti(t)l d,u,. Consider a multivalued map 
F: TX Xx S + Cl(X). We will assume the following hypotheses on F: 
(Hl): F is Y@O(Xx S)-measurable: 
(H2): F satisfies Lipschitz condition with respect to x with constant 
meL’(T,R);i.e., foranysESandx,yEX 
W(t, x, ~1, F(t, Y, ~1) < m(t)1 X-Y I a.e. in T; 
(H3): for any (t, x) the map s + F(t, x, s) is lsc, 
(H4): F is integrably bounded by p E L’( T, Rj; i.e., for every SE S, 
XEX 
sup~IzI:z~F;(~,~,~)}bp(t) a.e. in T. 
Note that (H2) and (H4) imply that for any continuous map s + y( ., s) 
from S into AC there exists a continuous map j3,,: S + L’( T, R) satisfying, 
for every SE S, the inequality 
d(At, s), F(t, ~(4 ~1, s) d B,(s)(t) a.e. in T. (25) 
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Indeed, the above properties are true, for example, for the map /I.,,(s)( .) = 
I A.3 s)l +m(.)l yt.2 s)l +A.). 
Consider the Cauchy problems 
and 
iEF(t,x,s), x(O)= 5(s) (P,) 
1 E clco F( t, x, S), x(O) = 5(s). (C,) 
(Problem (C,) is called the convexified (relaxed) problem for (P,).) 
For every s E S denote by B?(S) the solution set consisting of all 
Caratheodory solutions of problem (P,). From the Filippov-Waiewski 
relaxation theorem (cf. [l, 141) we know that if the right-hand side F 
satisfies (Hl), . . . . (H4) then the solution set of (C,) coincides with cl 9?(s), 
where cl stands for the closure in C. The properties of the map s -+ B(s) 
have been examined in [6]. Namely, there was shown the following: 
PROPOSITION 4 [6, Theorems 1 and 23. Assume that F: T x Xx S + 
Cl(X) satisfies (Hl), . . . . (H4) and that 4: S + X is continuous. Then the map 
s -+ B(s) is lsc from S into the family of subsets of AC. Moreover, for every 
continuous map s + y (., s) from S into AC, arbitrary continuous mapping 
P,,: S+ L’(T, R) satisfying (25) and any n > 0, there exists a continuous 
selection x( ., s) of W(s) such that, for every s E S, 
I )i(t, 3) - 4t, s)l d r? + ulm(t) 4” + m(t)1 ~(0, s) - t(s)1 
+ m(t). I d B,(s)(z) e ‘(+ r(T) dr + j?Js)( t) u.e. in T, t-26) 
I Y(t, S)-xX(& s)l <qe”“+ I y(0, s)-<(s)1 (e’(‘)+ 1) 
+ ji &(s)(z) e’(y)-‘(‘) dr forull tE(O,l], (27) 
where r(t) = ji m(z) dT. 
We will apply the above result to examine a connection between 
continuous selections of 9(s) and cl B?(s), Our continuous version of the 
Filippov-Waiewski relaxation theorem is the following: 
THEOREM 2. Under assumptions of Proposition 4 for every continuous 
selection y( ., s) of cl W(s) and any E > 0 there exists a continuous selection 
x( ., s) of B(s) such that 
II Y( .? s) - x( .? s)ll c d E for every s E S. (28) 
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Proof. As it is done in most proofs of the Filippov-Waiewski theorem 
we shall first construct functions j( ., s) whose derivatives are sufficiently 
close to the sets F( t, j( t, s), s) and next apply Proposition 4. 
Fix E > 0 and a continuous selection s + y ( ., s) of s + cl a(s). Partition 
the interval T= [0, l] into subintervals Ti= [ti, ti+ I] for i= 0, . . . . n such 
that 
s p(t) dt <$&, where K A4 = mGa,arx (e”“}. (29) 
Since the functions y( ., s) are solutions of (C,) then, for all i= 0, . . . . n, 
the mappings s + y( ti+ r, s) - y( ti, s) are continuous selections of 
IT, clco F(t, y(t, s), s) dt, which coincide, by Aumann theorem, with 
cl IT, F(t, y(t, s), s) dt. Therefore Theorem 1 applied to the lsc mappings 
s -+ J&(s) given by 
K,(s)= (uEL’{ Ti, X): u(t)EF(t, y(t, s), s) a.e. in Ti) (30) 
yields the existence of continuous selections ki: S + I,‘( Ti, X) of Ki( .) such 
that, for all s E S and any i = 0, . . . . n, we have 
Ytti+ 1, s) - At,, 8) - j 
7-t 
k(s)(t) dt < $&-. 
Let, for every s E S, j( ., s) E AC be a function such that j(0, s) = t(s) and 
j$t, s) = ki(s)(t) a.e. in Ti. Hence j(t,+, , s) -j(t,, s) = Sr, ki(s)(t) dt and by 
adding inequalities (31) we conclude that for i = 0, 1, . . . . IZ and s E S 
I y(t,, s) -j(t;, s)l <&. (32) 
But both j( ., s) and ki(s)( .) are integrably bounded by p( .), so (29) and 
(32) imply that for all t E T and s E S 
& 
I y(t, s) -j(t, s)l <G. (33) 
By construction, j$ t, s) E F(t, y(t, s), s) a.e. in T and therefore by (H2) and 
by (33) we obtain 
d(.t?t, s), F(t, At, s), s)) <m(t) .&. (34) 
From Proposition 4, with fi, = m( .) . (.5/4M) and q = (s/4&Q, it follows that 
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there exists a continuous selection s + x( ., S) of ,%!( .) such that for all 
(s, t) E s x co, 11 
1 ~(t,s)-x(f,s)l~~.e’(‘)+~.j m(~).e’(‘)-‘(T)&. 
T 
But the right-hand side of the latter inequality equals (~/4M)(2e’(” - 1) and 
therefore, by the definition of M, it is smaller than c/2. This, together with 
(34), ends the proof. 
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