We discuss a possibility of the extension of a primal-dual interior-point algorithm suggested recently in 1]. We consider optimization problems de ned on the intersection of a symmetric cone and an a ne subspace. The question of solvability of a linear system arising in the implementation of the primal-dual algorithm is analyzed. A nondegeneracy theory for the considered class of problems is developed. The Jordan algebra technique suggested in 5] plays major role in the present paper.
Introduction
Recently F.Alizadeh, J.-P. Haeberly and M. Overton suggested a primal-dual interior-point algorithm for solving semide nite problems 1] that shows extremely good convergence properties and a high degree of accuracy 2]. In the present paper we discuss a possibility of an extension of this algorithm to a broader class of optimization problems de ned on the intersection of an a ne subspace with a symmetric (i.e. self-dual, homogeneous ) cone. This class of problems includes linear programming, semide nite programming, problems with constraints determined by second order cones and various combinations of these types of problems. It provides a natural framework for the analysis of primal-dual algorithms. Our approach is based on the possibility of the realization of a symmetric cone as a cone of squares in the attached Euclidean Jordan algebra (see e.g. 4] ). We essentially use the fact that the optimal barrier function (in the sense that such a choice of the barrier leads to optimal complexity estimates for corresponding algorithms) for this class of problems can be described in terms of the attached Jordan algebra ( 5] ). Certain technical tools associated with computations in Jordan algebras ( 5] ) turn out to be very useful for the situation considered in the present paper. The plan of the paper is as follows. In section 2 we describe major properties of central trajectories. In section 3 we analyze various nondegeneracy assumptions which are natural generalizations of those considered in ( 3] ). In section 4 we address the question of solvability of linear systems arising in the implementation of the primal-dual algorithm. Section 5 contains a brief description of necessary properties of Euclidean Jordan algebras. We will use throughout this paper some major properties of Euclidean Jordan algebras. The reader who is not familiar with this technique is adviced to read Section 5 of the paper rst. Let V be an Euclidean Jordan algebra (see Section 5 for de nitions). Denote by its cone of squares. Let, further, X be a vector subspace of V and X ? its orthogonal complement relative to the canonical scalar product h; i:
hx; yi = tr(x y): Proof: Since y 2 ; y = z 2 for some z 2 V . Then 0 = tr(x z 2 ) = tr(z(x z)) = hz; L(x)zi:
Here in the second equality we used (5. We see that (2.2), (2.4) and (2.7) form necessary and su cient conditions for the optimiality. We next brie y describe the concept of the central trajectory for the problems (2.1), (2.2) and (2.3), (2.4). Given > 0; consider the following optimization problems:
f (x) = ha; xi ? ln det(x); x 2 ri(P); (2.8) g (x) = hb; yi ? ln det(y); y 2 ri(D): (2.9) One can show that under the assumptions (2.5) the problem (2.8) has a unique solution x( ) which can be characterized by the conditions:
x( ) 2 ri(P); a ? x( ) ?1 2 X ? : (2.10) Similarly for the problem (2.3), (2.4) we arrive at the condition:
We immediately see that if we choose for > 0 y( ) = x( ) ?1 = ; then conditions (2.11) are satis ed. Thus we arrive at the following optimality conditions for problems (2.8), (2.9):
x( ) 2 (b + X) \ int( ); (2.12) y( ) 2 (a + X ? ) \ int( ); (2.13) x( ) y( ) = e ; (2.14) where > 0 and e is the unit element in the Jordan algebra V . The choice of the barrier function ln det is optimal (in the sense of available complexity estimates of corresponding interior-point algorithms) and was justi ed in 5]. Comparing (2.12)-(2.14) with (2.2), (2.4), (2.7), it is reasonable to expect that x( ); y( ) converge to optimal solutions of problems (2.1), (2.2) and (2.3), (2.4), respectively when tends to +1: It turns out to be true.
Observe that in the case where is the positive orthant in R n we arrive at the standard primal-dual system of equations for the linear programming problem. In the case where is the cone of nonnegative de nite symmetric matrices we arrive at the primal-dual system suggested in 1] for semide nite programming. The crucial step in primal-dual algorithms involves solving systems of the type (2.12)-(2.14) using Newton's method. In the present paper we study under what conditions the Newton method is applicable for solving (2.12)-(2.14). The Newton's direction ( ; ) 2 V V for the system (2.12)-(2.14) at the point (x; y) 2 ri(P) ri(D) can be obtained as the solution of the following system of linear equations in the Jordan algebra V ( > 0 is xed): where in the rst inequality we used (3.18)) and in the second inequality we used (3.17)). This proves (3.12). The proof of (3.13) is completely similar. Remark 3.9 In the case where V is the Jordan algebra of symmetric matrices rank(x) coincides with the matrix rank of x and (3.12), (3.13) were obtained in this case in 1] .
Remark 3.10 In general an Euclidean Jordan algebra V admits a decomposition (3.6).
Inequalities (3.14), (3.15) take the form: One can easily deduce from (3.19)-(3.21) that in the case V = R n :
rank(x) + rank(y) = n: (3.22) In this case , of course, rank(x) is simply the number of positive components of x 2 R n + which implies (along with x y = 0) the classical result that x and y are strictly complementary . where S; T] = ST ?TS; T; S are two endomorphisms of the vector space V . We will assume that the Jordan algebra V has an identity element e, i.e. ex = xe for any x in V . One de nes recursively x n = x x n?1 : An algebra V is said to be power associative if , for any x 2 V; x p x q = x p+q : This means that the algebra generated by x and e is associative. Proposition 5.2 A Jordan algebra is power associative. for any nonzero x in V .
We introduce an Euclidean scalar product on V :
hx; yi = tr(x y): 
