We consider the discretized version of a (continuous-time) two-factor model introduced by Benth and coauthors for the electricity markets. For this model, the underlying is the exponent of a sum of independent random variables. We provide and test an algorithm, which is based on the celebrated Föllmer-Schweizer decomposition for solving the mean-variance hedging problem. In particular, we establish that decomposition explicitly, for a large class of vanilla contingent claims. Interest is devoted in the choice of rebalancing dates and its impact on the hedging error, regarding the payoff regularity and the non stationarity of the log-price process.
Introduction
It is well known that the classical Black-Scholes model does not allow in real applications to replicate perfectly contingent claims. Of course, this is due to market incompleteness and specifically two major reasons : the non-Gaussianity of prices log-returns and the finite number of trading dates. The impact of these features have been intensively studied separately in the literature.
There is a large literature on pricing and hedging with non Gaussian models (allowing for stochastic volatility or jumps), in a continuous time setup. Then, the hedging error related to the discretization of the hedging strategy is in general ignored or investigated separately. One popular approach is the VarianceOptimal hedging. Let S c denotes the underlying price process where the superscript c refers to the continuous time setting); if H denotes the payoff of the option, the goal is to minimize the mean squared hedging error
over all initial endowments c ∈ R and all (in some sense) admissible strategies v. The first paper specifically on this subject is due to Duffie and Richardson, see [18] . Among significant early contributions there are [36, 37, 39, 33, 25] , a fairly complete recent article on the structure of mean-variance hedging, with a rich bibliography is provided by [11] . One of the now classical tools is the so called Föllmer-Schweizer decomposition. Given a square integrable r.v. H and an (F t )-semimartingale S = (S t ) t≥0 , that decomposition consists in finding a triple (H 0 , ξ, L) where H 0 is F 0 -measurable, ξ is (F t )-predictable and L is a martingale being orthogonal to the martingale part M of S such that H = H 0 + T 0 ξ s dS s + L T . In the recent years, some attention was focused on finding explicit or quasi explicit formulae for the Föllmer-Schweizer decomposition or the optimal strategy for the mean-variance hedging problem. For instance [6] gave an expression based on Clark-Ocone are derived for the (discrete and continuous time) Variance-Optimal hedging strategy and for the resulting hedging error, in the specific case where the logarithm of the underlying price is a process with stationary independent increments. One major idea proposed in [29] and [10] consists in expressing the payoff as a linear combination of exponential payoffs for which the variance optimal hedging strategy can be expressed explicitly. With a similar methodology and in the same setting, Angelini and Herzel [2] determine the Laplace transform of the variance of the error produced by a standard delta hedging strategy when applied to several class of models. In [17] similar results are provided in the continuous time setup. In this paper, we use the generalized Laplace transform approach to extend the results of [29] to the case of processes with independent increments (PII) relaxing the stationary assumption on log-returns. The semi-explicit discrete Our discrete time model consists in fact in the discretization of continuous time models which are exponentials of processes of independent increments. Given a continuous-time model (S 2. Previous point 1. guarantees in particular that (λ k ) are all finite. Definition 2.6. The mean-variance tradeoff process of S is defined by
, for all j = 1, · · · , N . K d is the discrete version of the continuous time corresponding process K defined for instance in Definition 2.11 of [28] or in Section 1. of [36] .
Proposition 2.7. The condition (ND) is fulfilled if and only if
is a.s. bounded uniformly in ω and k.
Proof. See (1.6) in [38] .
A basic tool for solving the optimization problem (2.2) in [38] is the discrete Föllmer-Schweizer decomposition.
Definition 2.8. Denote by S = M + A the Doob decomposition of S into a martingale M and a predictable process A. A complex-valued square integrable random variable H is said to admit a discrete Föllmer-Schweizer decomposition (or simply discrete FS-decomposition) if there exists a F 0 -measurable H 0 , a complex-valued process ξ such that both Reξ(z), Imξ(z) belong to Θ, and a square integrable C-valued mar-
When Point 1. is fulfilled L H and M are called strongly orthogonal.
If H is a real valued r.v. then H admits a real discrete FS decomposition if it admits a FS decomposition with H 0 ∈ R and ξ being a real valued process. In this case ξ ∈ Θ.
2.1 Existence and structure of an optimal strategy Assumption 1. (S k ) k=1,··· ,N satisfies the non-degeneracy condition (ND).
Remark 2.9.
1. Under Assumption 1, Proposition 2.6 of [38] guarantees that every square integrable real random variable H admits a real discrete FS-decomposition.
2. That decomposition is unique because of Remark 4.11 of [35] .
3. The previous two points imply the existence and uniqueness of the discrete Föllmer-Schweizer decomposition when H is a complex square integrable random variable.
4. An immediate consequence is that the decomposition of a real square integrable random variable is necessarily real.
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Other tools for solving the optimization problem and evaluating the error are the following.
Proof. See [38] , Theorem 2.1.
Theorem 2.11. Suppose that S = M + A has a deterministic mean-variance tradeoff process. Let H be a square integrable real random variable with discrete real FS-decomposition given by
1. The optimization problem (2.2) is solved by (V * 0 , ϕ * ) where V * 0 = H 0 and ϕ * is determined by
2. Suppose that F 0 is a trivial σ-field. The hedging error is given by
Proof. Point 1. follows from Proposition 4.3 of [38] . Concerning Point 2., L H 0 = 0 a.s. since F 0 is trivial. The result follows from Theorem 4.4 of [38] ;
Similarly to [29] , we will calculate it explicitely in the case where S is the exponential of process with independent increments.
Exponential of PII processes
From now on, we will suppose that (X n ) n=0,··· ,N is a sequence of random variables with independent increments, i.e. (X 1 − X 0 , · · · , X N − X N −1 ) are independent random variables. From now on, without restriction of generality, it will not be restrictive to suppose X 0 = 0. We also define the process (S n ) n=0,··· ,N as S n = s 0 exp(X n ), 0 ≤ n ≤ N for some s 0 > 0.
Discrete cumulant generating function
Definition 3.2. We define the discrete cumulant generating function as m :
This function is a discrete version of the cumulant generating function investigated in [28] .
Remark 3.3.
1. If z ∈ D then the property of independent increments implies that m(z, n) = E[exp(z∆X n )] is well-defined for all z ∈ D and n = 0, 1, · · · , N .
If
This shows in particular that D is convex.
Remark 3.4. When X has stationary increments then we have m(z, n) = m(z, 1) for all n = 1, · · · , N . We denote this quantity by m(z) similarly as in [29] , Section 2.
We formulate some assumptions which are analogous to those in continuous time case, see [28] .
Assumption 2.
1. ∆X n is never deterministic for every n = 1, · · · , N .
2 ∈ D.
Remark 3.5. In particular, S n ∈ L 2 (Ω), for every n = 0, 1, · · · , N , because 2 ∈ D.
Lemma 3.6. z → m(z, n) is continuous for any n = 0, 1, · · · , N . In particular, if K is a compact real set then sup z∈K+iR |m(z, n)| < ∞.
Proof. We set Y = ∆X n for fixed n ∈ {1, · · · , N }. Let z ∈ D and (z p ) be a sequence converging to z. Obviously exp(z p Y ) → exp(zY ) a.s. In order to conclude we need to show that the sequence (exp(z p Y )) is uniformly integrable. After extraction of subsequences, we can separately suppose that
This implies the existence of a,
Consequently if M > 0, for every p ∈ N, we have
where µ Y is the distribution law of Y . Previous sum is bounded by
Proof. Statements 1. and 3. follow in elementary manner using the definition of m.
Statement 2. follows from statement 1. and the fact that E[e ∆Xn − 1] = m(1, n) − 1.
Remark 3.8. m(2, n) − m(1, n) 2 is strictly positive for any n = 1, · · · , N . In fact Assumption 2 1. implies that e ∆Xn − 1 is never deterministic.
Proposition 3.10. For n ∈ {1, · · · N }, we have
3. Condition (ND) is always satisfied.
4.
5. The mean-variance tradeoff process K d is deterministic.
Proof.
follows from E[∆S
and Lemma 3.7 3.
Since
we can write
The conclusion follows from Lemma 3.7 2.
3. We make use of Proposition 2.7. In our context we have
The denominator of the right-hand side never vanishes because of Remark 3.8.
4. It follows from (2.3), (3.4), Lemma 3.7 1. and point 1. of this Proposition.
5. It is a consequence of point 3. and Definition 2.6.
Discrete Föllmer-Schweizer decomposition
Similarly to [29] and [28] , we would like to obtain the discrete Föllmer-Schweizer decomposition of a random variable of the type H = S z N , for some suitable z ∈ C. The proposition below generalizes Lemma 2.4 of [29] .
Remark 3.12.
2. If 2Re(z) does not belong to D, for simplicity, we will set
Remark 3.13. Suppose that (X n ) n=0,··· ,N is a process with stationary increments i.e. such that
According to Remark 3.4, we have
We will denote in this case g(z) the right-hand side of (3.9). Moreover h(z, n) = h(z) N −n where
Proof of Proposition 3.11. Since z +1 ∈ D all the involved expressions are-well defined. Since L(z) 0 = 0, we need to prove the following.
From (3.6), it follows that
L(z) n is square integrable for any n ∈ {0, · · · , N } since 2z ∈ D and (X n ) has independent increments.
Since S z n = S z n−1 e z∆Xn , we have
Previous expression is equivalent to the relation
Previous backward relation with h(z, N ) = 1 leads to (3.7).
It remains to prove that
Coming back to (3.11)
Taking the conditional expectation with respect to F n−1 , we obtain
Again by Lemma 3.7, previous quantity equals zero if and only if
shows that g(z, n) must have the form (3.8) . This concludes the proof of Proposition 3.11.
Discrete Föllmer-Schweizer decomposition of special contingent claims
We consider now options f : C → R as in [28] of the type
where Π is a (finite) complex measure in the sense of Rudin [34] , Section 6.1. An integral representation of some basic European calls can be found in [29] or [28] . The European Call option H = (S T − K) + and Put option H = (K − S T ) + have a representation of the form (3.12) provided by the lemma below.
Lemma 3.14. Let K > 0.
1. For arbitrary 0 < R < 1, s > 0, we have
We need at this point an assumption which depends on the support of Π. We set I 0 := suppΠ ∩ R.
Remark 3.15.
1. Assumption 3 is always verified (for any 0 < R < 1) for the Call since I 0 = {R, 1} is always included in 2. Since I 0 is compact, taking Π = δ z for some z ∈ C, Assumption 3 is equivalent to the assumptions of Proposition 3.11.
3. Since I 0 is compact, Assumption 2 point 1. and Lemma 3.6 imply that sup z∈2I0+iR |m(z, n)| < ∞, for every n = 1, · · · , N .
4. Taking into account Remark 3.12 and points 2. and 3. we also get sup z∈C (|g(z, n)| + |h(z, n)|) < ∞,
Remark 3.17. Notice that Assumption 3 is relatively weak and verified for a large class of models, whereas Assumption 8 required in [28] to derive similar results, in the continuous time setting, noticeably restricts the set of underlying dynamics.
Lemma 3.18. For any n ∈ {0, · · · , N }, according to the notations of Proposition 3.11 we have
Proof. Remark 3.5, together with point 4. of Remark 3.16 show the validity of point 1. Point 3. is a consequence of points 1 and 2. Concerning this last point, let n ∈ {1, · · · , N }. By Lemma 3.7 1.
The conclusion follows by Remark 3.16.
Proposition below extends Proposition 2.5 of [29] .
Proposition 3.19. We suppose the validity of Assumptions 2 and 3. Any contingent claim H = f (S N ) admits the real discrete FS decomposition H given by 17) according to the same notations as in Proposition 3.11 and Remark 3.12. Moreover the processes (
Proof. We proceed similarly to [29] , Proposition 2. 4 The solution of the minimization problem
Mean-Variance Hedging
We can now summarize the solution to the optimization problem.
Theorem 4.1. We suppose the validity of Assumptions 2 and 3. Let H = f (S N ) with discrete real FSdecomposition
A solution to the optimal problem (2.2) is given by (V * 0 , ϕ * ) with V * 0 = H 0 and ϕ * is determined by
where λ n is defined for all n ∈ {1, · · · , N }, by
Moreover the solution is unique (up to a null set).
Remark 4.2. In the case that X has stationary increments, we obtain
where m(n) = E(exp(nX 1 )). This confirms the results of Section 2. in [29] .
Proof of theorem 4.1. The existence follows from Theorem 2.11, Proposition 3.19 and Proposition 3.10 points 3., 4. and 5.
Uniqueness follows exactly as in the proof of Proposition 2.5 of [29] : in our case Lemma 3.7 gives
The Hedging Error
The hedging error is given by Theorem 2.11 since the mean-tradeoff process is deterministic. 
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where Proof. We proceed again similarly to the proof of theorem 2.1 of [29] . Theorem 2.11 gives that the hedging error is given by
Proposition 3.10 gives 25) and it remains to calculate E[(∆L
and hence by Fubini's Theorem
Relation (3.11) says that
Taking the expectation we obtain
Recalling that E[(e
By Proposition 3.11 we have for x = y or z that
(4.28)
We replace the right-hand sides of (4.28) in (4.27) and we factorize by h(z, k)h(y, k). Finally, after simplification we obtain
Hence,
where
We observe that
it follows thatb(y, z; k) = b(y, z; k). 
From the expression of the variance of the hedging error (4.21), we can derive a sort of criterion for completeness for market asset pricing models. More precisely, the condition b(y, z; k) = 0 , for all y, z ∈ D and k ∈ {1, · · · N } (4.32)
characterizes the prices models that are exponential of PII for which every payoff (that can be written as an inverse Laplace transform) can be hedged. In the specific case of a Binomial (even inhomogeneous) model, we retrieve the fact that J 0 (y, z) ≡ 0 and so J 0 = 0. In fact, that model is complete.
Proposition 4.5. Let a, b ∈ R, X k = a with probability p k and X k = b with probability
Proof. 
If X is a process with stationary and independent increments we reobtain the result of [29] ]. Proof. We observe that for k ∈ {0, · · · , N }, we have
Consequently, expression (4.21) for y, z ∈ supp(Π),
This concludes the proof of the proposition.
Numerical results
As announced in the introduction, we will now apply the quasi-explicit formulae derived in previous sections to measure the impact of the choice of the rebalancing dates on the hedging error. We will consider two cases that motivated the present work:
1. the underlying continuous time log-price model has stationary increments but the payoff to hedge is irregular, such as a Digital call, so that, as shown in [21, 24] , hedging near the maturity can improve the hedge;
2. the payoff is regular (e.g. classical call) but the underlying continuous time model shows a volatility term structure which is exponentially increasing near the maturity, such as electricity forward prices. For this reason it seems again judicious to hedge more frequently near the maturity, where the volatility accelerates.
The case of a Digital option
We consider the problem of hedging and pricing a Digital call, with payoff f (s) = 1 [K,∞) (s) of maturity T > 0. From (35) in [29] , the payoff of this option can be expressed as
for an arbitrary R > 0. This implies that the complex measure Π is formally given by
However, such measure is only σ-finite so that application of Theorem 4.1 is not rigorously valid. Nevertheless, using improper integrals one is able to recover an exploitable form for applications.
We suppose again the validity of Assumption 2 and 3. Let R > 0. 39) according to the same notations as in Proposition 3.11 and Remark 3.12.
The FS-decomposition of the contingent claim H = f (S N ) is given by
2. The solution to the minimization problem is still given by Theorem 4.1.
The variance of the hedging error is given by
where for each ℓ > 0, Π ℓ is the finite complex measure defined by
Proof. We proceed similarly as in Lemma 4.2 of [29] . For ℓ > 0, we denote f ℓ : C → C defined by
According to the proof of Lemma 4.2 of [29] , there is u ∈ R such that In this section, this will be assumed so that formula (4.20) will be used in the case of a Digital option.
The underlying process S c is given as the exponential of a Normal Inverse Gaussian Lévy process (see For other informations on the NIG law, the reader can refer to Appendix 6 B. Assumption 2 1. is trivially verified, Assumption 2 2. is verified as soon as 2 ≤ α−β. Thanks to Remark 3.15
Assumption 3 is automatically verified for the Call and Put representations given by Lemma 3.14, and, by similar arguments, even for the digital option.
The time unit is the year and the interest rate is zero in all our tests. The initial value of the underlying is s 0 = 100 Euros. The maturity of the option is T = 0.25 i.e. three months from now. Table 1 shows how the excess kurtosis (which is zero for a Gaussian distribution) is modified with the four values of C chosen in our tests. We compute the Variance Optimal (VO) hedging error given by (4.20) , for different grids of rebalancing dates. The corresponding initial capital V 0 denoted by V * 0 = H 0 in Theorem 4.1 is computed using Proposition 3.19. In particular, we consider the parametric grid introduced in [21] and [24] the N rebalancing dates.
Notice that in both cases the optimal (parametric and non parametric) grid is estimated by an optimization algorithm based on Newton's method. First, one can notice that for any choice of rebalancing grid, the hedging error increases when C decreases.
Hence, one can conclude, as expected, that the degree of incompleteness increases when the tails of logreturns distribution get heavier.
Besides, one can notice that the parametrization (5.42) of the rebalancing grid seems remarkably relevant since the optimal parametric grid π b * achieves similar performances as the optimal non-parametric grid π * .
Moreover, we observe that the hedging error can be noticeably reduced by optimizing the rebalancing dates essentially for C ≥ 1 i.e. around the Gaussian case. In these cases, one can observe on Figure 2 that the optimal rebalancing grid is noticeably different from the uniform grid since rebalancing dates are much more concentrated near maturity. This confirms the result of [21] that shows that, in the Gaussian case, taking a non uniform rebalancing grid (corresponding to b = 0.5) allows to obtain a hedging error with the convergence order for the L 2 norm of N −1/2 (up to a log factor) improving the rate N −1/4 achieved with a uniform rebalancing grid (i.e. b = 1), obtained in [26] . However, it is interesting to notice that this phenomenon is less pronounced when the tails of the log-returns distribution get heavier. In particular, one can observe on Figure 3 that the hedging error gets less sensitive to the rebalancing grid when C decreases even if the optimal grid seems to get closer to the uniform grid.
The case of electricity forward prices
We consider the problem of hedging and pricing a European call, with payoff (F
on an electricity forward, with a maturity T = 0.25 of three month. The maturity T is supposed to be equal to the delivery date of the forward contract T = T d . Because of non-storability of electricity, the hedging instrument is the corresponding forward contract. Then we set S (5.43) Given N + 1 discrete dates 0 = t 0 < t 1 < · · · < t N = T , we consider the discrete process X = X N where
We denote again by z → m(z, k) the cumulant generating function associated with the increment ∆X k = X k − X k−1 for k ∈ {1, · · · N }. That function and its domain can be deduced from We have reported on Figure 4 , the standard deviation of the hedging error as a function of the number of rebalancing dates for four types of hedging strategies.
• Variance Optimal strategy (VO) with the uniform rebalancing grid (dark line) and with the optimal rebalancing grid π * (dark dashed line). Both variances are computed using formula (4.20) applied to the process (5.43);
• Black-Scholes strategy (BS) implemented at the discrete instants of the uniform rebalancing grid (light line) and of the rebalancing grid π * (optimal for the Variance Optimal strategy) (light dashed line). Both variances are computed using Theorem 3.1 of [2] extended to non-stationary logreturns, to derive a quasi-explicit formula for the variance of the BS hedging error. Indeed, in [2] , the authors uses the Laplace transform approach, to derive quasi-explicit formulae for the mean squared hedging error of various discrete time hedging strategies including Black-Scholes delta when applied to Lévy log-returns models. This extension of this result to the general case when X is a non-stationary process with independent increments is given below.
Proposition 5.2. Let υ be an admissible strategy satisfying
for n = 1, . . . , N , where f υ (z) n is a deterministic function of the complex variable z. Let c be the initial capital; the bias and the variance of the hedging error ǫ(υ, c) :
Therefore, the variance of the hedging error is
Proof. The proof is similar to the one of Theorem 3.1 of [2] .
Remark 5.3. In the case of Black-Scholes delta hedging strategy
Observing Figure 4 , one can notice that, as expected, in all cases, the hedging error decreases when the number of trading dates increases. Observing the continuous lines, corresponding to a uniform rebalancing grid, one can notice the remarkable robustness of the Black-Scholes strategy. Indeed, in spite of the non Gaussianity of log-returns and the discreteness of the rebalancing grid, the Black-Scholes strategy is still quasi optimal in terms of variance. Besides, in this case, the impact of the choice of the rebalancing grid seems to be more important than the choice of log-returns distribution (Gaussian or Normal Inverse Gaussian). For instance, using the VO strategy with the optimal rebalancing grid π * instead of π 1 allows to reduce 9% (for N = 10) of the hedging error standard deviation. The BS strategy shows similar performances to the VO case, when implemented at the rebalancing times π * . Indeed BS optimal rebalancing grid (in terms of variance) appears to be close to π * (up to 10 −4 ). Moreover, one can observe on Table 3 that here again, the parametrization (5.42) of the rebalancing grid seems to be particularly well suited since it achieves minimal hedging errors comparable to the one achieved with the nonparametric optimal grid π * .
Notice that our analysis only considers the variance of the hedging error. To obtain the mean square error, one should add the bias contribution which is of course zero for the variance optimal strategy but it is in general non negligible for the Black-Scholes strategy. In particular, we can observe that this bias term varies strongly with the parameters of the NIG distribution. Changing again β by −β implies an increase of the log-returns expectation (resp. skewness) from 0 to 3.12 (resp. from -0.02 to 0.02) which induces an increase of the standard deviation of the BS hedging error from 4.91 to 5.92, whereas the standard deviation of the VO hedging error decreases from 4.83 to 2.10. To analyze the impact of the rate of volatility increase on the optimal rebalancing grid, we have computed (1 − e −2λT ) is fixed. The resulting pairs (λ, σ) are reported on Table 4 .
Coupling those parameters allows us to obtain comparable options for different parameters λ; at least this ensures a fixed initial capital in the BS framework (with V BS 0 = 8.7037). On Figure 5 , we have reported the optimal grid parameter b * minimizing the standard deviation of the VO hedging error for different values of λ. As expected, when λ increases, i.e. when the volatility increases more rapidly near the maturity, then b * decreases indicating that the optimal rebalancing dates concentrate near the maturity. On Figure 6 , one can observe that the hedging error increases with λ even when the rebalancing dates are optimized. However, optimizing the rebalancing dates allows to reduce noticeably the hedging error, specifically for high values of λ. For instance, it allows to reduce 7.5% of the error standard deviation when λ = 3 and 17.9% when λ = 9. (1 − e −2λT ) is fixed) for different values of parameter λ with N = 10 and K = 99 (Call option). be the FS-decomposition of H ℓ . Suppose that H ℓ → H ∞ in L 2 (Ω). Then, for ℓ → +∞,
2. ξ ℓ n → ξ ∞ n in probability for any n ∈ {1, . . . , N };
Proof. For n ∈ {1, . . . , N }, ℓ ∈ N ∪ {+∞} we have The Lévy measure of the NIG distribution is given by F N IG (dx) = e βx δα π|x| K 1 (α|x|) dx for any x ∈ R . (6.58)
Notice that the Lévy measure does not depend on parameter µ.
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