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A.2 Comparacíon de las cargas inducidas medidas y calculadas . . . 160





The aim of this thesis is to explore the possibility of building a Positron Emission
Tomography (PET) system with sub-millimetre spatial resolution and absence of
parallax error based on timing RPCs (tRPCs). The Resistive Plate Chambers
(RPCs) are gaseous detectors developed during last thirty year in high energy
physics experiments and now applied as a spin-off to medical physics.
After a short introduction to the RPCs and PET the experimental setup is de-
scribed. This is composed of two detector heads with sixteen metal-glass0.3 mm
gap RPCs each, working on avalanche mode at atmospheric pressure under a
continuous gas flow (85% C2H2F4, 10% SF6 and5% C4H10) and read out by
a custom made Data Acquisition (DAQ). Then, it is described the analysis fol-
lowed to evaluate the system spatial resolution and the different contributions to
it. Finally, it is studied the contribution of the positron range to the spatial reso-
lution and it is evaluated, by simulation, the count rate capability of an optimized
RPC-PET system.
RPC-PET
The prototype RPC-PET is composed of two detector heads. Each detectorh ad
is built from seventeen identical plates built from printed circuit board with asize
of 85x40 mm2. Each plate accommodates the metallic electrode of one RPC in
one side and the resistive electrode of the next RPC in the other side, see fig. 1a.
The metallic electrode, built from the printed circuit board copper and with a size
of 30 x 10 mm2, is centred on one of the plate sides surrounded by a guard ring.
The resistive electrode, made from1.9 mm thick soda-lime glass with a bulk
resistivity of approximately1012 Ωcm, is placed on the centre of the opposite
side of the plate. Under the resistive electrode are located32 signal pick-up
strips, with a size of0.9 x 10 mm2 and spaced at a pitch of1 mm, surrounded by
a special pick-up electrode complementary to the metallic electrode guard ring.
Each gap, with an effective area of40 x 12 mm2, is defined by two nylon mono-




Figure 1: a) Upper and lower view of one of the constituent plates. Theseare
made from printed circuit board and accommodate on one side the metallic elec-
trode and metallic electrode guard ring of an RPC and on the opposite side the
1.9 mm thick glass electrode of the next RPC under which are located32 sig-
nal pick-up strips. b) Detector head built from seventeen plates that define the
sixteen independent0.3 mm gas gaps, allowing the detection of the photons in-
teraction point on 2D, Depth of Interaction and longitudinal position.
hybrid metallic-glass RPCs, is enclosed in an aluminium gas-tight box with a
size of 120 x 50 x 70 mm3. The detector heads are operated at atmospheric
pressure on a continuous gas mixture flow composed by85% C2H2F4, 10% SF6
and5% C4H10 at20 cm3/min.
The induced signals on the strips, grouped vertically, and in the metallic
electrodes are read out by48 charge sensitive amplifiers (per head), based on the
Analog Devices OP467GS operational amplifier. This amplifiers, with a shaping
time of 500 ns, are installed in the rear of each head. In total,96 signals are
discriminated to get the digital patter of the induced signals. Additionally, the
charge induced in the electrodes (conveniently grouped) is sent to an analog to
digital converter. All the acquisition electronics, controlled by a microcontroller,
was built and programmed for this application.
The interaction point of the photons is measured inside each head on two
dimensions (gap and position along the gap). In this way, the prototype is capable
of obtaining planar images corresponding to the distribution of activity in the
Field of View (FOV) projected in a transaxial plane.
Analysis and performance
The RPC-PET prototype aims to validate the expected sub-millimetre spatial res-
olution and absence of parallax error of a PET system based on RPCs. Therefore,
xii
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the performance analysis is focused in the spatial resolution and the different
contributions to it, both instrumental and physical.
The position of the avalanche along the gap (longitudinal reconstructed po-
sition), approximately the photon interaction point, is obtained comparing the
measured charges on the strips with the corresponding values obtained from a
electrostatic method. This method is based on the application of the Ramo’s the-
orem [Ramo, 1939], where the weighting field is numerically calculated with a
finite elements method based on a MatlabR© program and the geometry of the
gap and the different elements (gas, metallic and resistive electrodes) areimple-
mented. The photon depth of interaction is approximated by the position of the
gap with signal, while the transversal position is not measured.
The calculated induced charges are also used for other purposes. Thy are
used to evaluate the contribution of the electronic noise to the reconstructed po-
sition accuracy, which is in average0.065 mm Full Width at Half Maximum
(FWHM) of a total of0.300 mm FWHM, or to evaluate the reconstructed po-
sition accuracy as a function of the total induced charge, showing a factor 10
worse for the lower charges when compared with higher charges. Additionally,
it is possible to study the edge effects, showing that the use of thinner glasses
minimize its area of influence, or to optimize the glass thickness to maximize
the separation capability of the different groups of charges (the available sig-
nal increases as the glass is thinned) and thus minimize the uncertainty on the
longitudinal reconstructed position.
As an illustration, in fig. 2 the measured normalized charges are compared
with the calculated ones as a function of the “raw”1 position showing the good
agreement.
Before trying to calculate the longitudinal reconstructed position, the data
must be treated. Some cuts and corrections must be applied to avoid the degra-
dation of the longitudinal reconstructed position.
So, events with incomplete or even missing digital information, e.g. hits
with incomplete digital information on the strips or hits with more than one fired
RPC (due to a design error), are cut. Additionally, hits created near the edges of
the active area, which distort/alter the induced charges that potentially degrades
the longitudinal reconstructed position accuracy, are also cut. All these cut
are based on a study, based on the calculated induced charges, that allows to
understand and tune the cuts.
Furthermore, it is necessary to normalize the measured induced charges to
perform a proper comparation with the calculated ones, and thus avoid uncer-
tainties in the longitudinal reconstructed position. This correction is mandatory
1The coarse interaction point of the photon along the longitudinal dimension,calculated as the
average of the positions of the fired strips (digital information).
xiii
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Figure 2: Measured normalized charges and charge induced on the strips guard
ring as a function of the longitudinal raw position. The corresponding calculated
charges are also shown.
since variation up to20% has been observed, which will introduce uncertainties
in the longitudinal reconstructed position of approximately0.600 mm FWHM
(estimated by using the calculated induced charges). Other needed correction,
is the correction of the system positioning. Due to the sub-millimetre spatial
resolution of the system, small uncertainties (at a level of millimetres) on the
positioning of the detector heads, will degrade the system spatial resolution. In
order to correct this effect, it was used data from a Geant4 simulation, in which
the detector heads and a point-like source are simulated. With this data, the im-
pact on the system spatial resolution of an uncertainty on the evaluation of the
relative position of the detector heads (translations and rotations in the transax-
ial plane), and the development of self-consistent algorithms to correct thn, are
studied. Thus, for example, a error of1 mm on the evaluation of the position
along the tangential direction, contributes with0.288 mm FWHM to the sys-
tem spatial resolution or with0.330 mm FWHM for an error of evaluation of
the rotation angle in the transaxial plane of1
o
. In this two cases, an algorithm
that use geometrical relations to obtain the positions of the heads is proposed.
In the case of the radial dimension, an error of1 mm on the evaluation of the
position contributes with0.340 mm FWHM to the system spatial resolution. In
this case, a minimizing algorithm, which virtually move one of the heads to find
a minimum in the system spatial resolution, is proposed. After application of the
positioning algorithms, the remanent impact on the system spatial resolution is
xiv
ABSTRACT


















































Figure 3: a) In black experimental PSFs from a 22Na point-like source and in
red the corresponding fit ofR(X). b) Different contribution to the PSFs: anni-
hilation photon non-collinearity, positron range, source size, detector response
and scatter background, corresponding to the measurement conditions.Super-
imposed in red is plotted the convolution of these factors.
estimated to be0.057 mm FWHM, much lower than the initial contribution of
1.063 mm FWHM, showing the importance of the correction.
The system spatial resolution may be characterized by the FWHM of the re-
sponse of the system to a point source, the so call Point Spread Function(PSF).
This is measured both in the sinogram (FSFs) and in the image (PSFi), recon-
structed using a Filtered Back Projection (FBP) algorithm with a ramp filter, for
different positions of a point-like source within the FOV along the tangential
dimension. The PSFs is simply calculated by integrating the sinogram (sum of
all projections) and the PSFi is calculated as the 1D profile, across the maxi-
mum, of the reconstructed image. With the aim of characterize the PSFs y PSFi,
a function,R(X), that convolves all system and physical contributions plus a
scatter background is fitted to the observed distributions. The contributionsin-
cluded in this function are: annihilation photon non-collinearity, positron range,
detector response, source size and the mentioned scatter background.The fit is
performed by fixing the known parameters, system and source diameter, which
are responsible for the contributions of the annihilation photon non-collinearity
and source size respectively, allowing to obtain the parameters that describe the
positron range, detector response and scatter background.
As illustration, fig. 3a shows the PSFs obtained experimentally for a22Na
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point-like source (in black) and the fit ofR(x) to the measured distribution (in
red). Fig. 3b shows the different contributions toR(x) for the conditions of the
measurement and its convolution (in red).
The measured distributions show a sub-millimetre spatial resolution with val-
ues of0.523 mm and0.430 mm FWHM and1.557 mm and1.035 mm Full Width
at Tenth Maximum (FWTM) for the sinogram and image respectively, free of
the parallax error demonstrated by the unaltered spatial resolution in different
positions along the FOV. The contribution of each of the detector heads is ap-
proximately0.300 mm FWHM.
Both distributions, although similar show different values for FWHM and
FWTM; 17% and33% lower for the PSFi when compared to the PSFs. This im-
provement is due to the different contributions, to the sinogram and to the imag,
of the positron range distribution. This effect is also visible in thek2 parameter,
experimentally measured for the first time for a22Na source, which characterizes
the low spatial frequency components of the positron range distribution. The av-
erage measured values for this parameter are3.95 mm−1 and4.86 mm−1 for the
sinogram and image respectively. This effect is analysed in depth in a separat d
chapter.
The impact on the spatial resolution due to an increase of the system diameter
(due to the annihilation photon non-collinearity) has been evaluated experimen-
tally and with theR(x) function. Experimentally, this has been achieved by
selecting events detected at deeper layers inside the detector heads. A degrada-
tion of 20% FWHM has been observed when the system diameter is increased
from 60 mm to120 mm, in good agreement with the result obtained withR(x).
It is possible to study the impact on the spatial resolution of the parameters
that contribute to it. This is achieved by using theR(x) function, where the
different parameters are modified. Thus, for example, for a system diameter of
60 mm the spatial resolution will improve26% when the contributions of the
detector heads is improved from the current0.300 mm to 0.100 mm FWHM.
The improvement is even better for smaller system diameter, but not feasible.
With the same method, it is also possible to verify that the resolution is largely
influenced by the physical contributions (annihilation photon non-collinearity
and positron range).
Positron range distribution
The Positron Range Distribution (PRD) is studied with the aim of understanding
its contribution to the RPC-PET sinogram and image spatial resolution and also
to calculate the dependence of the spatial resolution on the energy of the positron
emitted by the radioisotope. A Geant4 [Agostinelli et al., 2003, Rodrigues et al.,
xvi
ABSTRACT
2004, Allison et al., 2006] program is used to simulate the transport in water of
positrons emitted by different radioisotopes of interest in PET:22Na, 18F, 11C,
13N, 15O, 68Ga and82Rb. Additionally, the PRD is also simulated under the
effect of an intense static homogeneous magnetic field ranging from0 T to 10 T
with the aim of clarify if the RPC-PET spatial resolution could be improved.
Once the PRD in 3D is calculated, the pPSFs and pPSFi (PSFs and PSFi only
due to positron range contribution) are calculated. It was found that the pPSFs
and pPSFi have different shapes and therefore contribute in different ways to the
sinogram and image spatial resolution. This is a particular characteristic of the
PRD and it is not applicable, e.g., to a Gaussian distribution, which shows the
same pPSFs and pPSFi. As a consequence when the PSF preserves information
of the original PRD, a direct image spatial resolution enhancement is obtained
with respect to the corresponding sinogram. This is experimentally observed on
RPC-PET where an enhancement of17% FWHM and33% FWTM is observed
on the image resolution when compared with the sinogram resolution. In litera-
ture, these distributions are described by sum of two exponential functions and
in some publications directly compared. If it is accepted that the pPSFs is well
described by the sum of two exponentials, it is possible to calculate analytically
the the pPSFi and also the pPSF3D. In this way, the three distributions are de-
scribed in a common framework characterized by the same parametersC1, k1
andk2.
The simulated results were compared with the RPC-PET measurements for
22Na showing differences around15%. Additionally, the simulated results were
also compared with the existing literature. The results show a good agreement
among the measured and simulated parameters and also with results from other
authors, which validates the Geant4 toolkit for this application.
Finally, the expected spatial resolution for the different positron emitters has
been evaluated (using theR(x) function and the parameters obtained from the
simulation) exhibiting a quadratic behaviour with the positron maximum energy,
both FWHM and FWTM. The degradation on the spatial resolution is approxi-
mately a factor4 for 15O and a factor10 for the radioisotope of higher energy,
82Rb. Using the same method it is possible to evaluate the spatial resolution un-
der the effect of an intense magnetic field. The use of an intense magnetic field
improves the spatial resolution, specially for the higher energy radioisotopes,
82Rb, where factors of roughly3 and5 of improvement, FWHM and FWTM
respectively, should be achieved for a10 T field. However, the improvement for
the low energy radioisotopes,18F and11C, is modest, a factor1.2 in FWHM,




The Absolute Central point source Sensitivity (ACS) and the Noise Equivalent
Count (NEC) are evaluated by simulation for an optimized design of the RPC-
PET for the imaging of small animals. The simulation is made up from three
different programs. The Simset [Lewellen et al., 1998] program is usedto define
the geometry of the system, to generate the phantoms and to propagate the pho-
tons within the FOV to the surface of the heads where their relevant information
is stored, namely, position, time, energy and momentum. The Geant4 program
parametrizes the incident photon detection efficiency as a function of energy and
number of stacked gaps. Finally, the MatlabR© program merges the information
from the Simset and Geant4 programs and introduces the timing characteristics
of the heads to calculate the ACS and to evaluate the count rate performance
calculating the number of true, scattered and random coincidences as wellas the
NEC, as a function of total activity in the FOV for different detection efficien y
parametrizations.
The simulated system is composed of six detector heads, four around the
object and two on the sides, defining a FOV of60 x 60 x 100 mm3 and a solid
angle coverage of90% . Each head is composed of a variable number of0.3 mm
gaps built from0.6 mm lead loaded acrylic plates (lead acrylic) covered with a
0.03 mm lead layer on one side. The simulated detection efficiency for511 keV
photons for a detector head with72, 57, and40 RPCs, is15%, 13% and10%
respectively, decreasing quickly as the energy decreases. Owing to the excellent
timing properties inherent in this technology,300 ps FWHM for photon pairs or
90 psσ for single photons [Blanco et al., 2003b], it is possible the implementa-
tion of a narrow time coincidence window,1 ns, among any of the six detector
heads. The dead time implemented for each head is100 ns.
The simulated system shows an ACS of21.3 cps/kBq,15.2 cps/kBq and
9.3 cps/kBq for a detecting efficiency of15%, 13% and10% respectively. The
peak true count rate is between745 kcps and475 kcps at an activity of200 MBq
(5.3 MBq/cm3) with 15% of scattered photons. At this activity, around38% of
the total coincidences are random, even with the small timing coincidence win-
dow implemented. The NEC is maximum at an activity of88 MBq (2.3 MBq/cm3)
with values between320 kcps and152 kcps. Generally, the protocols for mice
studies are carried out with activities between3.7 MBq and37 MBq [Hutchins
et al., 2008]. In this range of activities, the maximum true coincidences are be-
tween398 kcps and204 kcps with10% of random coincidences and22% of
scattered coincidences while the NEC are between250 kcps and125 kcps.
Finally, an as a way of summary, in table 1 the main characteristics of the





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The aim of this thesis is to explore the possibility of building a Positron Emission
Tomography (PET) system with sub-millimetre spatial resolution and absence of
parallax error based on timing RPCs (tRPCs).
The Resistive Plate Chambers (RPCs) are gaseous detectors developeddur-
ing last thirty year in high energy physics experiments and now applied as a spin-
off to medical physics. The RPCs have evolved considerably since its invent on
and today, they present (not necessarily all together) very good efficiency, out-
standing timing, good position and high rate capability. They can be built in
large areas to an affordable price being used commonly as trigger and timing
detectors. The extraordinary timing and good position resolution together with
moderate efficiency for the detection of gamma photons makes it suitable to be
used in PET. Additionally, this technology is compatible with magnetic fields
(its performance is not noticeable altered by the a magnetic field), which would
allow operation within a Magnetic Resonance Imaging (MRI) scanner.
Positron Emission Tomography (PET) is a non-invasive nuclear medicine
technique that produces three-dimensional images associated with metabolic pro-
cesses of molecules previously labelled with a radioactive isotope that decays
by positron emission. Therefore, it is a technique that allows to obtain func-
tional images of living organs. Since its invention in the fifties, PET systems
have evolve significantly both in sensitivity and spatial resolution. Its use is
widespread in medical diagnosis, especially in oncology, and is often usedas a
research tool, e.g. the small animal systems within the pharmaceutical industry
for developing of new drugs. In this modality, small animals, like transgenic mice
and rats, are used as experimental models. Due to the small dimensions of these
animals, dedicated high spatial resolution and high sensitivity instruments are
required for visualizing complex processes taking place in tiny tissue structures.
However, it is difficult for existing animal PET scanners based on scintillator
technology to achieve sub-millimetre spatial resolution and high sensitivities.
The tRPCs characteristics mentioned above make them a strong candidate to
be used in PET and particularly in small animal PET. In the present approach,
based on the converter plate principle, the detection of the incident511 keV pho-
1
tons is carried out through the production of an energetic electron at the de ector
electrodes. Possibly, the electron will emerge from the electrodes and originate
a detectable Townsend avalanche in the neighbouring gas-filled gap. Thistec -
nology applied to PET will show a sub-millimetre spatial resolution with three
dimensional detection of the interaction point of the photon, absence of parallax
error, high timing resolution, moderate efficiency, high solid angle coverage and
reasonable cost. These characteristics potentially turn a PET system based on
tRPCs into a high resolution low cost system accessible to many more research
institutes.
This thesis is structured as follows: The two first chapters introduce the RPCs
and PET. In chapter 1, some generalities about signal formation in RPCs are
introduced, followed by a historical introduction and an overview of the main
characteristics of the tRPCs to finalize with a brief review of RPC applications.
Chapter 2 introduces the main concepts of PET with particular emphasis inγ-ray
detectors finalizing with a short summary of the main application and a review of
the state of the art of PET systems. Chapter 3 describes the RPC-PET prototy e
composed of two detector heads with sixteen metal-glass0.3 mm gap tRPCs
each, working on avalanche mode at atmospheric pressure under a continuous
gas flow (85% C2H2F4, 10% SF6 and5% C4H10) read out by a custom made
Data Acquisition (DAQ). In chapter 4, it is described and illustrated the method
followed to calculate the induced charges on the pick-up electrodes used toesti-
mate the interaction point of the photons along the gas gap. Chapter 5 evaluates
the system spatial resolution of the RPC-PET prototype and the different con-
tributions to it. Finally, chapter 6 and 7 study, respectively, the contribution of
the positron range to the spatial resolution and evaluate, by simulation, the count




In this chapter, some generalities are introduced about the processes involved
on the signal formation on parallel geometry, from the primary gas ionization
to the signal induction on the pick-up electrodes. Then, it is made a brief de-
scription of the main historical achievements on the development of Resistive
Plate Chambers (RPCs) followed by an introduction to the main characteristics
of timing RPC (tRPC) to finalize with a small description of the main application
where the RPCs are used.
1.1 Signal formation
In 1910, Townsend [Townsend, 1910] measured the current between two paral-
lel electrodes (connected to a voltage difference) when a small number ofelec-
trons were released at the cathode, observing an exponential growth as soon as
the applied voltage was risen above a certain value. Such a phenomenon was
interpreted as the result of a multiplication process, originated by the drifting
electrons and ions when they achieve the energy required to induce furthr ion-
izations. Townsend’s interpretation is nowadays known to be essentially correct,
and the term avalanche is used to describe the increase of current due tothe
mentioned process. The avalanche phenomenon in gases has been usedsince
then in particle detectors to produce measurable signals from the relatively sma l
number of primary interactions created by the incoming particles.
1.1.1 Gas ionization
Assuming that the probability of an ionizing collision does not depend on the
previous collision, which is correct if the energy loss is negligible comparedto
3
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the incoming particle energy, the case of Minimum Ionizing Particles (MIPs)1,
the distance between ionizing collisions (the distance between primary cluster)
is exponentially distributed and the number of clusters on a distanceg follows a
Poisson distribution with an average ofn = g/λ, whereλ is the mean free path.











The average number of clusters per unit length is very different for different
gas mixtures ranging from a fraction of one cluster per millimetre up to around
ten [Sauli, 1975, Lippmann, 2003], for MIPs. Additionally, different number of
electrons can be ejected in a single collision, generating a cluster distribution.
In the case of the RPC-PET the incident511 keV γ-ray should be converted
through a Compton or photoelectric interaction, see sec. 2.2.1.3, inside the RPC
plates (converter-plate principle [Bateman et al., 1984]) into electrons thateven-
tually reach the gap. These electrons are slow, compared with MIPs, thus,highly
ionising as the simulations [Lippmann et al., 2009] indicate.
1.1.2 Electron multiplication
Eventually, electrons under the influence of the applied electric field reachenough
energy (larger than the ionization potential of the medium) to start to ionize the
gas. The first Townsend coefficient2 α is the characteristic magnitude that de-
scribes the process. The evolution of electrons in a region where an electric field
exist can be described by [Davies and Evans, 1973]:
∂ne (x, y, z, t)
∂t
= αne |ve| − ∇ (neve) + De∇2ne (1.2)
wherene is the number of electrons,De the electrons diffusion coefficient and
ve is the electrons drift velocity. The equation accounts for the multiplication
during the drift of the electrons, plus their spatial diffusion. The presence of
electronegative components has been neglected. In that case the Townsend coef-
ficient is replaced by the effective Townsend coefficientαeff = α − η, whereη
is the attachment coefficient3.
1A minimum ionizing particle is a particle whose mean energy loss rate through matter is close
to the minimum.
2The first Townsend coefficient is the number of ionizing collisions per unit le gth undertaken
by an electron under the influence of a electric field. It is equal to the reciprocal of the mean free
path,α = 1/λ
3The attachment coefficient is the probability that an electron drifting through a as under the
influence of a uniform electric field will undergo electron attachment per unit length.
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The diffusion of the electrons is caused by random collisions with the gas
atoms due to the thermal motion. A free electron in a gas will assume an energy
following approximately a Maxwell-Boltzmann distribution around the mean
3/2kT ≈ 0.04 eV (T ≈ 300 K), wherek is the Boltzmann constant and T
the temperature. In case of absence of an external electric field, the diffusion is
isotropic and can be described by a Gaussian distribution whose width increases
in time asσ ∼
√
Det.
If an electric field is present, the diffusion motion is accompanied by a con-
stant drift motion due to the electric field. In the absence of a magnetic field the
drift velocity vector is always in the direction of the electric field lines. On the
microscopic level an electron gains the kinetic energyEc = eEδy on a distance
∂y between two collisions with gas molecules. Hereis the unit charge andE is
the electric field strength sensed by the electron. In the next encounter som ki-
netic energy is lost through recoil or excitation and the electron is slowed down.
Then, it is again accelerated by the electric field and again collides, and so on.
On the macroscopic level, averaging over a large number of collisions, onemea-
sures an average drift velocityve. The drift velocity is a function ofE/N , where
N is the gas density. In the presence of the electric field the diffusion becomes
anisotropic and it is usual to distinguish between the longitudinal and transversal
diffusion coefficients.
In the simplest case wheren0 electrons where released at instantt = 0 at
a point taken as zero position, and making the simplifying assumptions that the
longitudinal and transversal diffusion coefficients are equal andve and α are
constant during propagation, the solution of eq. 1.2 is given by:











Therefore, in a first approach, the avalanche can be described by an expo-
nential growth of the charges, diffusing in space.
In addition to the already mentioned static fluctuations of the number of pri-
mary clusters created by the incoming particle, the multiplication fluctuations has
also a stochastic nature. The relative contribution of the effect is large whenever
the number of released electrons is very small and it could significantly affect
the avalanche gain in the early stages when the number of electrons is small.
1.1.3 Space charge effect
The avalanche grows exponentially until reaching a critical number of electrons,
which start to perturb the applied external field. At some point the own field






















Figure 1.1: Schematic of an avalanche and the electric field variations caused by
the avalanche charge carriers, the so-called space charge effect. Adapted from
[Bromley, 1994].
created by the avalanche is comparable to the applied one, resulting in a reduc-
tion of the effective field in a large region of the centre of the avalanche and an
increase on the tip and tail. Fig. 1.1 illustrates this concept, whereE0 is the ap-
plied external field,E1, E2 andE3 are the effective fields at the tip, centre and
tail of the avalanche respectively. Under these circumstances the characteristics
of the avalanche propagation and multiplication are strongly modified. At the
centre of the avalanche, where the field is smaller, the multiplication is reduced
and the amount of electrons attached increases with the consequent increase of
negative ions. At the tip and tail of the avalanche, where the field is higher, the
multiplication is stronger. The existence of this effect, called space charge effect,
see e.g. [Lippmann and Riegler, 2004], is know to be crucial to the interpreation
of the RPCs behaviour.
1.1.4 Streamers
Many avalanches remain at this stage of development until they reach the anod .
However, depending on the conditions, at very high fields avalanches can de-
velop into a new phenomena, different from the normal propagation of avalanches,
resulting into a fast increase of the charge growth, which is usually referred as
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a streamer. In general, it is accepted that the conditions for a streamer to de-
velop are associated to the space charge effect. There are two different g nera-
tion mechanisms for streamers. First assumes the emission of Ultraviolet (UV)
photons during avalanche formation which may ionise molecules outside the
avalanche. Some of the electrons produced in this way may drift back and mul-
tiply at the tail of the avalanche where the field is higher. The streamer grows
in this way and advances towards the cathode. Second does not requirethe for-
mation of UV photons. The electrons created at the tip of the avalanche find
themselves in an enhanced electric field. As a result those electrons will accel-
erate quickly and possibly form new avalanches. The old and new avalanches
merge together to form the streamer.
1.1.5 Currents and signal induction
Current of electrons. If no electrons start simultaneously from a point in the
cathode and drift in the fieldE = U/g (whereU is the applied potential ang
the gap width) with a constant velocityve, a current flows during the transit time







0 ≤ t ≤ Te (1.4)
wheree0 is the electron charge. If the number of electrons increases with grow-
ing distancey from the cathode by ionizing collisions the electron component







0 ≤ t ≤ Te (1.5)
inserting eq. 1.3 and neglecting the diffusion term, the electron component be-




eαvet 0 ≤ t ≤ Te (1.6)
ie(t) = 0 Te < t
Current of positive ions. In a similar way, the positive ions return to the cath-














Te < t ≤ Te + Ti








Te Te + Ti
a)
b)
Figure 1.2: Currents created by an avalanche if electron attachment doesnot take
place (η = 0). Current due to the drift of electrons a) and positive ions b) (X axis
not to scale). Adapted from [Raether, 1964].
whereTi andvi are the transit time and velocity of the ions respectively and it has
been assumed thatve ≫ vi. If the second term is neglected for the moment, then
the current is caused by then0eαg ions, concentrated in the head of the avalanche
flowing duringTi. But since the ions are created betweeny = 0 andy = g the
charge between the electrodes diminished and also the current asαg − eαvit
immediately after the ions start to move.
Both in eq. 1.6 and eq. 1.7 the presence of electronegative components has
been neglected. In that case the Townsend coefficient is replaced by the effective
Townsend coefficientαeff . In this situation, the total current will be modified
by a current created during the drifting of the negative ions.
Fig. 1.2 illustrates these currents. Fig. 1.2a shows the fast current created by
the electrons, which stops abruptly atTe when they reach the anode (neglecting
diffusion). Fig. 1.2b shows the current due to the positive ions. Becausof their
small drift velocity, the current created by the drifting ions is much smaller than
the current created by the electrons.
Only a fraction of the current created by electrons and ions in the gas is
induced in the pick-up electrode. The induced current signal ofN(t) charges
moving with the velocity ~v(t) = d
~x(t)
dt at a timet in a pick-up electrode is given
by [Ramo, 1939]
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i(t) = ~Ew(~x(t)) · ~v(t)e0N(t) (1.8)
wheree0 is the unit charge and~Ew is the weighting field, defined as the existing
electric field, in absence of the chargee0N(t), created when the electrode in
question is set to unit voltage and all other conductors are grounded (it should be
not confused with the external applied field). As illustration in chapter 4, fig. 4.1
shows the electric potential corresponding to the weighting field of a strip of the
RPC-PET detector. ForNcl clusters moving in the gas gap the induced current





~Ew( ~xj(t)) · ~vj(t)e0Nj(t) (1.9)
1.2 Historical introduction
A RPC consists in two parallel electrodes separated by a gas gap where atl ast
one of which is mandatorily made of a resistive material. For convenience, the
gas is kept at atmospheric pressure and a DC voltage is applied to the elec-
trodes, thus providing an uniform electric field across the volume that they de-
limit. When a charged particle crosses the space between electrodes, it creates
electron-ion pairs with a certain density; in a later stage, the released electrons
are accelerated towards the anode inducing further ionizations in a avalanche
multiplication. The propagation of the growing number of charges induces a sig-
nal on the pick-up electrodes, external to the resistive electrodes. In this simple
way, it is possible to produce a measurable charge from a reduced number of
initial electrons. The very fast drifting electrons produce a prompt signal that
can be used for timing purposes.
The RPCs were developed first by R. Santonico and R. Cardarelli in 1981
[Santonico and Cardarelli, 1981], although in 1971, a pioneering work carried
out by Pestov’s group [Pestov, 1998] made use of a highly resistive glass to build
the so-called Pestov counter. This counter is able to achieve an ultimately time
resolution at a level of25 ps. However, the counter is characterized by its high
technical complexity. This first RPC consisted in two parallel signal pick-up
copper electrodes covered with high resistivity plates made of a phenolic resin
known as bakelite, with a volume resistivityρ ≈ 1010 Ωcm. The ensemble,
see fig. 1.3a, delimited a gap of1.5 mm filled with a Argon/iso-C4H10 (iso-
butane) gas mixture in a proportion of1 : 1 circulating at atmospheric pressure
and operated in streamer mode (see below). The counter exhibits the following
characteristics, which has remained basically unchanged since then:
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• Operation of RPCs is simpler compared with other parallel plate geome-
tries, like Parallel Plate Chambers (PPCs)4 [Babykin et al., 1954], since
the gas breakdown5 is prevented by the resistive electrodes, allowing to
work at higher fields.
• The signal induction time, around10 ns for the electron component, is
much smaller than the recovery time6 of the resistive electrode, given by:
τ = RC ≈ ρǫrǫ0 ≈ 20 ms [Bromley, 1994]. This means that, from the
point of view of the signal induction in the pick-up electrodes, the resistive
electrodes behave like as a perfect dielectric.
• The rate capability of the RPC is ultimately related with the admissible
voltage drop in the resistive electrode due to the passage of the charges
released by avalanches. This voltage drop is related with the resistance of
the resistive electrode and the average charge released by avalanches.
• Regarding timing, the situations is in principle more favourable in parallel
plate geometry (E ∼ constant) than in a cylindrical one (E ∼ 1/r) like in
Multiwire Proportional Chambers (MWPCs), since all the active volume
is a multiplication region in contrast with the presence of a drift region
previous to the amplification in the wired based detectors.
In its first design, the RPC technology achieved a time resolution of500 psσ
together with97% efficiency, becoming an affordable alternative to the use of
plastic scintillators specially in large areas due to its inexpensiveness and sim-
plicity of construction.
As it was mentioned in a previous section, a streamer is a process differ-
ent from the avalanche multiplication, releasing a large amount of charge (be-
tween50 to 1000 times more [Fonte, 2002]) compared to the one of a normal
avalanche. Therefore, the rate capability is a potential problem for RPCswork-
ing in streamer mode. Despite this drawback, it has found wide application in
high energy experiments that work at low counting rates, as in the case of BELLE
[Wang, 2003] at KEK, OPERA [Bertolin et al., 2009] at Gran Sasso or BABAR
[Ferroni, 2009] at SLAC, and in Astroparticle experiments as ARGO [Vernetto,
2011] at YangBaJing or INO [Datar et al., 2009](at present in R&D phase). The
benefit of this operation mode is that the read-out electronics is simplified (no
preamplificator is needed and the signals can be discriminated directly) as com-
pared to the avalanche mode.
4PPC, developed previously in 1948, is essentially an RPC with metallic electrods.
5It is denoted by breakdown a process that produces a high conductivity between cathode and
anode, eventually leading to a violent spark that results in the drop of voltage across the gap.
6The recovery time is the time at which the charge deposited on the resistive electrodes is
gradually absorbed.










Figure 1.3: Schematic drawings of different RPC designs: a) single gap,b) dou-
ble gap and c) multi-gap.
Soon, in 1988 [Cardarelli et al., 1988], the double gap structure was intro-
duced. This configuration, see fig. 1.3b, is basically two independent RPC shar-
ing one of the signal pick-up electrodes (parallel connection). This two gap
configuration allowed for an increase in efficiency and confirmed that thetiming
resolution was well at a level of1 ns.
The introduction of the avalanche mode of operation [Cardarelli et al., 1993]
took place in 1993 as an attempt to improve the rate capability by reducing the
charge released per avalanche, while using dedicated electronics for amplifica-
tion. For this purpose, a highly electronegative gas (CF3Br) was used and since
then a number of different electronegative mixtures were tried, including C2H2F4
and SF6. RPCs operating in avalanche mode have found applications in high en-
ergy physics like ATLAS [Aielli et al., 2004], CMS [Abbrescia et al., 2003] at
CERN, or PHENIX [He, 2011] at RHIC.
In 1996, a multi-gap RPC [Zeballos et al., 1996] configuration was proposed,
consisting of a set of equally-spaced resistive plates that divide the gasgap into a
number of individual gaps, see fig. 1.3c. The High Voltage (HV) is appliedto the
external electrodes while the inner resistive plates can be left electrically floating
and they will take in average the voltage drop that equalizes the current in all gas
gaps (which are electrically in series). It can be expected that the efficiency for
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the multi-gap configuration is approximately:
εn = 1 − (1 − ε)n (1.10)
wheren is the number of gas gaps andε is the efficiency of a single gap. Eq. 1.10
represents one minus the probability that none of then gaps provide indepen-
dently a detectable signal, therefore represents a lower limit to the one expect d
in practice, since two independent signals falling below the detection threshold
can yield a total signal that is above. On the other hand time resolution slightly
increases since the individual time fluctuations per gaps are averaged in the n
gaps.
In 2000, tRPCs [Fonte et al., 2000a] were introduced opening a new branch
in the field. This achievement relies on the introduction of thin, precise gas
gaps together with the development of fast amplification electronics. This first
development managed to achieve a time resolution at the level of120 ps with
a 0.3 mm-gap-glass RPC operated in a avalanche mode, although, soon after
that, the possibility to go down to the level of50 ps was confirmed [Fonte et al.,
2000b].
In the following years, a rich variety of configurations, tunable to a varietyof
configurations have emerged. Metallic and resistive electrodes (hybrid des gns)
have been used [Belver et al., 2009], still retaining the main properties of the
RPCs (the total absence of violent discharges) allowing to improve the counting
rate capability of the device. High rate RPCs using low resistivity electrodes,
plastic [Lopes et al., 2004] and ceramic [Naumann et al., 2011], extent thecount
rate capability of the RPCs up to35 kHz/cm2 and500 kHz/cm2 respectively. Po-
sition sensitive RPCs have been developed with sub-millimetre [Zeballos et al.,
1997] and millimetre spatial resolution [Blanco et al., 2003a] for very accurate
systems. Additionally, a variety of solutions to solve different technical issue
have appeared along the time: signal-transparent semiconductive layers, to apply
the HV, insulating materials and different kinds of signal pick-up electrodes.
1.3 Timing RPCs
In this section the main characteristics of tRPCs are described since it is the tech-
nology proposed to be used in RPC-PET. However, most of the characteristi s
mentioned in the following can be extrapolated to standard RPCs.
Efficiency. Following eq. 1.1, it is possible to obtain an expression for the
maximum intrinsic efficiency of an RPC as:
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Table 1.1 [Lippmann, 2003] compares simulated values ofεmax for gaps of
different widths for a detector filled with two different gasses, showing astrong
dependence with gap width and gas. In practice, these values are neverreached
because the lowest value achievable for the comparator is limited by the noise
level and therefore, avalanches that induce signals compatible with noise can not
be measured. Furthermore, there is always a probability that electrons in acluster
are attached and no measurable signal is induced on the pick-up electrodes.
Eq. 1.11 and values shown in table 1.1 are only valid for MIPs. In the case
of the RPC-PET were the avalanches are created from slow ionizing electrons
emerging from the plates, the efficiency could be considered close to one as it is
simulated and experimentally corroborated in [Blanco et al., 2009a].





Table 1.1: Simulated maximum detection efficiency (εmax) for two different gap
sizes (g) and two gases for MIPs. [Lippmann, 2003].
Time response. The principle of operation of tRPCs is illustrated in fig. 1.4
[Fonte, 2002], which is based on the model described in [Fonte, 2000].The ini-
tial current grows exponentially in time with a slope given byαve, see eq. 1.6,
until the discriminating level is reached. The time delay at this level is inde-
pendent from the position occupied by the primary charges deposited in thegas
gap. However, this has impact on the time at which the electrons reach the an-
ode spoiling the correlation between charge and deposited energy. The observed
timing jitter depends on the primary cluster statistics and avalanche growth fluc-
tuations, fundamentally at the level where the avalanche is still small, and on
the productαve, which depends on the applied field and the particular gas mix-
ture. It is also visible that the timing jitter is not affected by the discriminator
level applied, whose change will only lead to global shift in the mean time. The
apparition of streamers, an undesirable effect in tRPCs, starts to deteriora the
timing properties due to the large charge released, which produce fluctuations on
the electric field seen by the avalanches.
In addition to the intrinsic timing fluctuations, the time accuracy is also af-
fected by the electronic jitter introduced by non-ideal electronics. Besidesthis
unavoidable electronic effect, a correlation of time with the avalanche size, typ-
ically with a linear trend on a logarithmic charge scale [Blanco et al., 2002], is
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Fluctuations of the initial current (primary 
cluster and avalanche growth statistic)
Figure 1.4: Principle of operation of tRPCs, electron induced current versus time
for different avalanches. From [Fonte, 2002].
always present. This walk can be subtracted, if the induced charge is measured,
though a procedure often called in the literature “Slewing correction” leading to
an improvement between20% to 50%.
For single gap tRPCs the measured time resolution for MIPs has been demon-
strated to be below60 ps [Blanco et al., 2003a]. However, this result is consider-
able worse for511 keV γ-rays, about90 ps [Lopes et al., 2007], which is surpris-
ing since simulations [Lippmann et al., 2009] suggest that the charge deposited
by the slow electrons created after conversion of theγ-rays is in general larger
than for the interaction of MIPs, which would improve the primary ionization
statistics. The timing resolution degradation and its apparent no relation with
the avalanche dynamics suggest the contribution of an unknown effect. This is
still an open question of great importance since timing resolution is an important
parameter in the performance of PET systems, see chapter 2.
Rate capability. The rate capability depends mainly on the average charge re-
leased per avalanche,q, and the resistance of the resistive electrode,ρ /A where
ρ, d andA are respectively the resistivity, thickness and area of the resistive elec-
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where∆V is the admissible voltage drop at which the RPC performance starts to
degrade. Thus the rate capacity of an RPC is governed by the electric resistivity
and thickness of the resistive electrode and by the average avalanche charg . If
any of these variables is decreased by a certain factor, the rate capabilitywill
improve by the same amount. Present state-of-the-art glass tRPCs reach rates
around hundreds of Hz/cm2. Improvements in the maximum rate capability of
tRPCs can be achieved by warming the resistive electrodes [Diaz et al., 2005]
(decrease of the electric resistivity), which cause an increase of the rate capability
in a factor10 every25◦ C, using low resistivity materials as mentioned above or
decreasing the thickness of the resistive electrode.
Position resolution. In general, spatial resolution is not an optimized parame-
ter in tRPCs, since its main application is the Time of Flight (TOF) measurement
in high energy experiments. In such applications, the signal is read out byrela-
tive large pads, see for instance HARP [Ammosov et al., 2009] or STAR [Geurts
et al., 2004] experiments, where the spatial resolution is given byw/
√
12, herew
is the pad size, or by long strips, like in FOPI [Schuettauf et al., 2009] or HADES
[Blanco et al., 2009b] experiments, in which the position along the strip is ob-
tained as time difference at both ends with a typical resolution around10 mm σ
(the transversal resolution is againw/
√
12).
However, very accurate TOF measurement together with millimetre position
resolution is possible, as shown in [Blanco et al., 2003a], where a small16 cm2
single gap tRPC with orthogonal strips with pitch strip of4 mm, shows a timing
resolution of around55 psσ together with a spatial resolution of around1 mmσ
for MIPs.
1.4 Applications
Large RPC based detector systems have been used in several experiments in the
past. RPCs of many designs, using a variety of materials, construction techniques
and operating modes, are also in use in experiments currently in operation aswell
as being prototyped for a large number of future experiments. By virtue oftheir
flexibility in design and construction, RPC detectors are tunable and adaptable
to a variety of applications and environments. Therefore, they are increasingly
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preferred over other competing technologies both in the high energy and cosmic
ray experiments to be used as trigger as well as timing detectors.
Single and double gap RPCs, operated in streamer mode, have so far found
application as trigger and muon ID detectors in large scale high energy physics
experiments such as BaBaR [Ferroni, 2009] at SLAC, BELLE [Wang, 2003]
at KEK, OPERA [Bertolin et al., 2009] at LNGS, BESIII [Xie et al., 2009]at
IHEP and L3 [Aloisio et al., 2000] and ALICE (muon arm) [Blanc and the AL-
ICE Collaboration, 2009] at CERN, and operated in avalanche mode, PHENIX
[He, 2011] at RHIC and ATLAS [Aielli et al., 2004], CMS [Abbrescia etal.,
2003] and LHCb [Riegler, 2001] experiments on the Large Hadron Collider
(LHC) at CERN. Additionally, they also have found application, operated in
streamer mode, in astroparticle experiments as ARGO [Vernetto, 2011], MONO-
LITH [Bari et al., 2003] at YangBaJing or INO [Datar et al., 2009](atpresent in
R&D phase, with an impressive active area of around100000 m2). RPCs used
in these applications show efficiencies well above90% and timing resolution of
the order of1 to 3 nsσ.
Multi-gap RPCs have found application on large scale TOF systems for high
energy physics experiments as ALICE [Williams, 2002] and HARP [Ammosov
et al., 2009] experiments at CERN, STAR [Geurts et al., 2004] at RHIC, HADES
[Belver et al., 2009] and FOPI [Schuettauf et al., 2009] experiments at GSI and
CBM [Deppner et al., 2011] and R3B experiments, which are under developm nt
and construction at the Facility for Antiproton and Ion Research (FAIR),GSI.
The R3B experiment explores novel implementations of RPCs both for detecting
fast neutrons [Caesar et al., 2011, Pramanik et al., 2011], based on converter
materials, and for detecting heavy ions [Ayyad et al., 2011]. These systems show
efficiencies above95% and timing resolution below100 psσ (except HARP with
150 ps).
Although reaching similar efficiencies and timing resolutions, all these sys-
tems have been implemented in different ways, e.g. size and number of gaps,
gas mixture, number of read out channels or electric configuration, due tospe-
cific requirements of the experiments: rate capability, occupancy and granula ity,
crosstalk, geometrical constraints or spatial resolution.
Besides these two major applications, some other have been tried: detection
of thermal neutrons [Abbrescia et al., 2004], based on internal coatingof the
electrodes with gadolinium to improve sensitivity achieving up to around10%
detection efficiency, gamma ray transmission imaging [Park et al., 2004], where
millimetre spatial resolution was achieved with a2 mm double gap RPC with an
active area of96 x 96 cm2 exposed to a137Cs source or digital hadron calorimeter
based on standard glass single gap [Repond, 2004] and double gap [Ammosov




Positron Emission Tomography (PET) is a non-invasive nuclear medicine tech-
nique that produces three-dimensional images associated with metabolic pro-
cesses of molecules previously labelled with a radioactive isotope that decays by
positron emission. PET is therefore a technique that allows to obtain functional
images of living organs like other modalities in nuclear medicine such as Single
Photon Emission Computed Tomography (SPECT).
In a PET scan, radionuclides that decay by positron emission are used to
label compounds of biological interest (molecules). The labelled compound(ra-
diotracer) is introduced into the object of study and is distributed in tissues in a
manner determined by its biochemical characteristics. When a radioactive atom
in a particular molecule decays, a positron is ejected from the nucleus, ultimately
leading to the emission of two simultaneous almost back to back0.511 keV γ-
ray photons from positron annihilation. The detection, through electronic cin i-
dence, of many of these photons allows to obtain, using mathematical algorithms,
a tomographic image of the annihilation positions and therefore the distribution
of the compound to be traced.
The electronic coincidence is a key characteristic that turn PET scannersi -
herently much more sensitivity than other functional techniques such as SPECT,
which resort to physical collimation (PET sensitivity reach picomolar concentra-
tions [Jones, 1996, Nanni et al., 2007]). Other advantages of PET over SPECT
are the improved spatial resolution, the ability to perform accurate attenuation
correction (allowing quantification) and the use of radionuclides that are the
body’s main constituents (carbon, nitrogen and oxygen) allowing its rapid trans-
formation on important molecular radiopharmaceuticals. Even so, the poor spa-
tial resolution of PETwhen compared with specific morphological imaging tech-
17
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a) b) c)
d) e) f)
Figure 2.1: PET/CT fusion imaging. a) CT, b) whole-body PET (18F ) and c)
fused PET/CT images for a human body. d) CT, e) PET (18F ) and f) fused
PET/CT for a small animal. Images taken fromA. B. Wolbarst et al., Radiology
2006; 238, 16-39 (top) andA. L. Kesner et al.,Journal of Nuclear Medicine Vol.
48 No. 12 2021-2027 (bottom).
niques, e.g., Computed Tomography (CT) or Magnetic Resonance (MR), and
the absence of topographic positioning are the mayor drawbacks of PET.This
prompts ways to find devices capable of co-register functional and structural
images, as PET/CT or PET/MR systems [Townsend et al., 2004, Azhari et al.,
2007, Townsend, 2008, Pichler et al., 2008] (multimodal systems). The use of
these systems allow to merge the positive elements of both techniques.
Fig. 2.1 illustrates this concept. Fig. 2.1b and 2.1e show PET images, re-
ferring to human and small animal scans respectively. The spatial resolution of
these images is worse when compared with a morphological image technique
like CT, see fig. 2.1a and 2.1d. However, both modalities must not be compared
in base to this unique parameter. The functional information complements the
morphological information (e.g., the region marked by the arrow in fig. 2.1e is
only identified as a pathology in PET image while remains unadvertised in CT
image) and ideally the desired situation would be a co-registration of both im-
ages, see fig. 2.1c and 2.1f.
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2.2 Fundamentals of PET
2.2.1 Basic PET physics
2.2.1.1 Positron annihilation
A nucleus with excess of protons or neutrons (radionuclide) is unstable and prone
to radioactive decay. One common mechanism by which nucleus with excess of
protons decay is through positron emission (also known asβ+ decay). Essen-
tially, a proton in the nucleus of the atom is converted into a neutron, releasing
in the process a positron (e+) along with a electron neutrino (νe). The following
expression illustrates the process.
A
ZX → AZ−1 Y + e+ + νe + Q (2.1)
whereA is the mass number,Z the atomic number andX andY are the parent
and daughter nucleus respectively. The net energy released duringpositron emis-
sion (Q) is shared between the daughter nucleus, the electron neutrino and the
positron, which is emitted with a range of energies, from zero up to a maximum
energy. The characteristic positron energy spectrum is described by the Fermi’s
theory of beta decay [Evans, 1955] through the following expression
dN (E) /dE = gF (E)
√
E2 − 2E (E + 1) (Emax − E)2 (2.2)
whereN (E) is the number of decays at energyE, g is a coupling constant,E is
the positron energy in units ofmc2, Emax is the maximum energy of the positron
in units ofmc2 (see table 2.1) andF (E) is the Fermi function, which takes into
account the Coulomb interaction between the positron and the daughter nucleus
and is given by
F (E) =
2πy
1 − e−2πy (2.3)
wherey = −Zα (E+1)√
E2+2E
, with Z the atomic number of the daughter nucleus
andα the fine structure constant.
Fig. 2.2 shows the theoretical energy spectrum for seven radionuclidesthat
decay by positron emission and are relevant to PET imaging,22Na, 18F, 11C,
13N, 15O, 68Ga and82Rb. Additionally, table 2.1 shows some important char-
acteristics for the same radionuclides: half-life, the maximum kinetic energy of
the emitted positrons,Emax, and the fraction of decays that occur by positron
emission,e+ branching fraction.
Nuclei with excess of protons can also decay by a process known as elec-
tron capture, which competes with positron emission decay (see last column in
table 2.1). In this process, the nucleus captures an orbital electron and converts
a proton into a neutron releasing a electron neutrino.
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Figure 2.2: Theoretical positron energy spectrum for radionuclides rel vant in
PET imaging.
The positron that is ejected, rapidly loses its kinetic energy predominantly
by inelastic interactions with atomic electrons in the medium. Once most of its
energy is dissipated two processes can occur: the free positron annihilates with
an electron producing two511 keV γ-ray photons or forms a bound state with an
electron called positronium [Raylman et al., 1996], which decays in most cases
in two 511 keV γ-ray photons (higher order annihilation is also possible but with
a probability less than1% [Kacperski and Spyrou, 2005]). Since momentum as
well as energy must be conserved, the two photons are emitted simultaneously
in almost opposite directions.
If both photons can be detected and localized externally by means of an elec-
tronic coincidence (originally referred to electronic collimation), the line joining
the detected locations, usually known as Line of Response (LOR), passes di-
rectly through the point of annihilation. In a typical PET scan, many millions of
these photon pairs passing at many angles through the object are detected. By
using the information provided by LORs, mathematical algorithms (reconstruc-
tion procedure) can be used to obtain the concentration of the radiotracerwithin
the object. Additionally, by measuring the difference of the arrival times of both
photons at the detectors, it is possible to delimit a line segment within the LOR
where the annihilation took place. By using this information, the statistical noise
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Radionuclide Half-life Emax (MeV) e+ Branching Fraction
22Na 2.6 y 0.555 0.90
18F 109.8 min 0.635 0.97
11C 20.4 min 0.970 1.00
13N 9.8 min 1.190 1.00
15O 2.0 min 1.720 1.00
68Ga 67.6 min 1.900 0.89
82Rb 1.3 min 3.350 0.96
Table 2.1: List of radionuclides that decay by positron emission and are relevant
to PET imaging. Included in the table are the half-life, the maximum kinetic
energy of the emitted positrons,Emax, and the fraction of decays that occur by
positron emission.
wheredo is the size of the emission source,c is the speed of light and∆t is the
Full Width at Half Maximum (FWHM) of the coincidence time difference dis-
tribution (uncertainty on the timing measurement). This technique is known as
Time of Flight (TOF), see e.g. [Conti, 2009], and in practice reduces the nec s-
sary amount of events to obtain an image with a certain quality. However, results
obtained with modern algebraic reconstruction algorithms applied to PET sys-
tems with TOF resolution below1 ns, yield improvements ranging from10% to
20% [Fakhri et al., 2011], meaning that the improvement onto TOF-PET systems
is still a matter of scientific debate in the PET community.
The electronic collimation turns PET scanners inherently much more sen-
sitive (one to two orders of magnitude) when compared with other functional
techniques based on the emission of a single photon. For single photon imaging,
physical collimation must be used to absorb all photons except those that are in-
cident on the detector from one particular direction (usually perpendicular to the
detector face), defining a line of response. To achieve this localization, the radi-
ation from the majority of decays is absorbed and does not contribute to image
formation, leading to the detection of much fewer events for a given amount of
radiation in the object.
2.2.1.2 Positron range and non-collinearity
There are two physical effects in PET systems that introduce a finite limit on the
attainable spatial resolution.
The first of these effects is the positron range. As shown in fig. 2.3, this isthe
distance from positron emission to annihilation point. This effect introduces an
error on the location of the radiotracer, since PET scanners ultimately detect the
annihilation photons that define a line where the annihilation takes place and not












Figure 2.3: Illustration of the error in the determination of the location of the
emitting nucleus due positron range and photon non-collinearity. Adapted from
[Cherry and Dahlbom, 2006].
the position where the radiotracer is located. The contribution to the spatial res-
olution, from a few tenths of millimetre to several millimetres, has a pronounced
dependence with the energy of the emitted positrons and is usually describedby
a marked non-Gaussian distribution [Derenzo, 1986, Levin and Hoffman, 1999].
Studies [Rickey et al., 1992, Christensen et al., 1995, Hammer and Chris-
tensen, 1995, Raylman et al., 1996, Wirrwar et al., 1997] have shown theability
to reduce the positron range effect, particularly in radionuclides with largeEmax,
by using strong magnetic fields. The improvement on the spatial resolution is
based upon the fact that a magnetic field exerts a force on a charged particle in
motion, known as the magnetic component of the Lorentz force and is given by:
~FLor = q~V × ~B (2.5)
where~V is the velocity vector,~B the magnetic field vector andq the particle
charge. Due to the nature of the cross-product, a positron moving at an angle
to the axis of the magnetic field will describe a helical path. Thus, a magnetic
field collinear with the axis of the scanner will improve the spatial resolution in
the plane orthogonal to the axis, since the average distance between the emission
and annihilation points of the positrons is reduced in that plane, while keeping
the resolution along the axis unaltered. The positron range distribution may also
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in theory be deconvolved from PET image [Derenzo, 1986], although in practice,
the data rarely have the statistical quality to make this advantageous, as decon-
volution leads to noise amplification. A better approach may be to incorporate
positron range distribution information into iterative reconstruction algorithms,
see sec. 2.2.4.2, which should lead to improvements in image resolution that are
consistent with the statistical quality of the data.
The second effect comes from the fact that the positron and electron are
not completely at rest when they annihilate. The small net momentum of these
particles means that the annihilation photons will not be at exactly180◦ and will,
in fact, be emitted with a distribution of angles around180◦. After detecting the
annihilation photons, a PET system assumes that the emission was exactly back
to back, resulting in an error in locating the line of annihilation, see fig. 2.3.
This is known as photon non-collinearity. The distribution of emitted angles in
pure water is a Gaussian distribution with a FWHM of0.5◦ [Debenedetti et al.,
1950, Derenzo and Budinger, 1986], which contribute to the spatial reso ution
as a Gaussian distribution with a FWHM of0.0022ds, whereds is the system
diameter in mm.
The application of a magnetic field also affects the non-collinearity of pho-
tons by increasing the number of events with a small photon non-collinearity
[Raylman et al., 1996] an hence reducing the contribution of this effect to the
spatial resolution. This is a small effect and in practice (by hardware) theonly
way to reduce the photon non-collinearity contribution to the spatial resolution
is by reducing the system diameter. It is also possible to model the photon non-
collinearity effect, in a similar way as with positron range effect, to be incorpo-
rated into iterative reconstruction algorithms.
2.2.1.3 Interaction of gamma rays with matter
It is important to understand how the511 keV γ-ray photons, emitted following
positron annihilation, interact with matter. The photoelectric effect and Compton
scattering are the two major mechanisms.
Photoelectric effect is the interaction of photons with bounded orbital elec-
trons in an atom. In this interaction, the photon is completely absorbed by trans-
ferring its energy to the orbital electron. As a result the electron escapesthe
atom but it is quickly stopped in solids and liquids. The probability of pho-
toelectric absorption strongly depends on the atomic number of the medium in
which the photon is propagating, a parametrization proportional toZn (whereZ
is the atomic number of the medium andtakes values between 4 and 5) has
been suggested in [Knoll, 1989], and it is the dominant effect in human tissue
(Z ≈ 10, [Joyet et al., 1974]) at energies less than approximately50 keV. This





























Figure 2.4: Relative importance of photoelectric effect and Compton interaction.
The left line shows the value ofZ andEγ for which the two neighbouring effects
are just equal. Adapted from [Knoll, 1989].
is shown in fig. 2.4, in which the relative importance of the photoelectric and
Compton processes for different absorber materials andγ-ray photon energies
is conveniently illustrated. The left line represents the energy at which photo-
electric effect and Compton scattering are equally probable as a function of the
absorber atomic number.
Compton scattering. Here, the photon scatters with a free or loosely bound
electron in the medium, transferring some of its energy to the electron and chang-
ing direction in the process. Imposing conservation of momentum and energy
leads with the simple relationship between the energy of originalγ-r y photon,
Eγ , the energy of the scatteredγ-ray photon,Eγsc, and the angle through which






+ 1 − cos θγ
(2.6)
whereme is the rest mass of the electron andc the speed of light. The probabil-
ity of Compton scattering is linearly proportional toZ and dominates in human
tissue at energies above approximately50 keV and less than20 MeV. Fig. 2.5
shows the polar representation of the angular dependence of the probability of
Compton scattering, given by the Klein-Nishina equation [Ekspong, 1994], plot-
ted for various values ofEγ .
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θγ Eγ
Figure 2.5: Polar plot of fraction of photons (incident from the left) Compton
scattered at the scattering angleθγ . The curves are shown for the indicated initial
energiesEγ . Adapted from Wikipedia at Klein–Nishina formula article.
2.2.2 Radiation detection
2.2.2.1 PET systems: general concepts
A PET system consists of a set of photon detectors placed around the object t
be imaged. These detectors can be either a set of discrete elements or contin-
uous detectors. The most common detector configuration is the ring geometry,
fig. 2.6a, although other configurations as the polygonal arrangement, fig. 2.6b,
or the dual configuration, fig. 2.6c, are also possible. In this last configuration
the detector must be rotated around the object in order to acquire sufficient data
to reconstruct the object.
Generally, when referring to the dimension along the axis of the scanner the
term axial is used and when referring to dimensions within a plane perpendicular
to this axis, which is called transverse or transaxial plane, the terms tangential
and radial are used as it is shown in fig. 2.6a, 2.6b and 2.6c.
Fig. 2.6d shows a full-ring geometry with the usual coordinate system, which
will be also used in the rest of this document. The azimuthal angle (φ) is mea-
sured around the ring, while the polar angle (θ) measures the angle in the per-
pendicular plane. The XY plane is the transaxial plane and Z is the axial axis.




















Figure 2.6: Schematics of three common PET scanner configurations. a) classi-
cal ring configuration, b) polygonal arrangement and c) dual configuration. The
names of most common dimensions used to refer a location are also indicated:
tangential, radial and axial. d) Diagram of a full-ring geometry with the usual
coordinate system that describes the orientation of the system. Partially adapted
from [Cherry and Dahlbom, 2006].
2.2.2.2 Coincidence detection
PET does not rely on absorptive collimation to determine the direction of the
emitted photons. Instead, an electronic coincidence detection (electronic colli-
mation) is used. Basically, each detector element is electronically connected to
a group of opposite detectors (those that can physically generate a coincidence).
Thus a volume is defined in which it is possible to detect a positron annihilation.
This volume is known as Field of View (FOV), which is usually characterized
by an area in the transaxial plane, transaxial FOV, and a distance along the axial
axis, axial FOV. If a photon is detected in a certain detector element and at the
same time another photon is also detected within the group of opposite detectors,
the condition of temporal coincidence is fulfilled.
The two detectors and the corresponding electronic should, under idealcir-
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cumstances, simultaneously generate the logic pulses necessary to generate a
coincidence. However, the time characteristics of the detectors and the smalldif-
ferences on the arrival time of the two photons, depending on the differenc in
the distance of the annihilation site to the detector element, add a random delay
to each signal. In practice, to avoid missing coincidence events, the coincidence
of the logic pulses must be verified within a certain time coincidence window,
τcw, that should be at least as wide as the propagation time of a photon within
the object plus a quantity that takes into account the timing resolution of a pair
of detectors. On the other hand, it is also important to keep the time coinci-
dence window as narrow as possible to minimize the detection of events from
independent decays, so-called random coincidences, see next section. Usually,
electronics also checks that the energy deposited in each detector is in the appro-
priated range for a511 keV photon to avoid photons that have lost a substantial
fraction of energy by scattering, see also next section. Events that meetboth the
temporal coincidence and the energy criterion are then recorded.
2.2.2.3 Types of events
Under ideal circumstances, only events where the two annihilation photons orig-
inated from the same radioactive decay that have not changed direction (not hav-
ing lost any energy) before being detected, fig. 2.7a, would be recordd. These
are the true coincidences. However, the measured coincidences are contami-
nated with unwanted events, which include scattered and random coincidences,
fig. 2.7b and 2.7c. A multiple coincidence, fig. 2.7d, is also possible. These
coincidences are more frequent at high counting rates and involve the detection
of more than two photons from two or more annihilations. In these cases, it be-
comes ambiguous where the events took place and normally are discarded. As
mentioned before, the emission of more than two photons from a single annihi-
lation is also possible, see e.g. [Kacperski and Spyrou, 2005], which eventually
produces a multiple coincidence. Although these events carry useful spatial in-
formation, owing to the low probability of such emission (less than1%) and
subsequent detection, they are also discarded. Additionally, if only one of the
photons is detected, because the partner photon may be on a trajectory such that
it does not intersect a detector, it is absorbed in the object or simply it is not
detected, it is designated as single. These type of events are not discarded by the
system and, consequently they are responsible for random and multiple coinci-
dences, which influence the count rate capacity of every PET system.
The scattered coincidences are in essence true coincidences, in which one or
both of the annihilation photons have undergone a Compton scatter interaction
within the object or in the detector elements changing direction before they are





Figure 2.7: Illustration of the four main coincidence event types: a) True coinci-
dence. Both photons escape the object and are detected. b) Scatter coincidence.
One or both photons interact in the object or detectors prior to detection (in
order to illustrate these, two annihilations have been included). c) Random coin-
cidence. A coincidence is generated by two photons originated by two separat d
annihilations. d) Multiple coincidence. More than two photons are detected at
the same time originating an ambiguity. Adapted from [Cherry and Dahlbom,
2006].
detected1. After detecting the two photons, a PET system assumes that the emis-
sion was exactly back to back, resulting in an error in the location of the line
of annihilation, see fig. 2.7b. The energy criterion, which rejects coincidees
when the energy deposited in each detector is not within an energy window,Ew,
set around511 keV, is imposed in order to reject photons that have been de-
1A number of Monte Carlo simulations studies of the interaction of annihilation radiation with
tissue-equivalent material in PET have shown that the vast majority (> 80%) of scattered events
that are detected have only undergone a single scattering interaction.
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flected prior detection. If not corrected, the scatter coincidences produce a low
frequency spatial background that reduces image contrast.
Owing to the finite width of the time coincidence window, it is possible that
two independent single photons will be detected and registered as a valid coin-
cidence, see fig. 2.7c. These are referred as random coincidences. Because the
random coincidences are produced by photons emitted from different isotope de-
cays, they do not carry any spatial information about the radiotracer distribution
and produce an undesired background. The amount of random coincidences is
normally estimated based on the single rates and on the time coincidence win-
dow width or by using a secondary time coincidence window that is delayed in
time respect to the main coincidence window. As the random coincidence rate
is directly proportional to the time coincidence window, it is important to keep it
as narrow as possible, but always larger than the timing uncertainties related to
true coincidence events.
The total number of coincidences detected by a PET scanner, within the main
coincidence time window, are referred to prompt coincidences, which consist of
true, scattered and random coincidences where the true coincidences are the only
ones that carry spatial information regarding the distribution of the radiotracer.
It is necessary, therefore, to estimate the fraction of the measured promptc in-
cidences arising from scattered and random coincidences to obtain the net true
coincidence rate in order to produce an image that represents as closely as pos-
sible the true radioactivity concentration in the object.
2.2.2.4 γ-ray detectors
The ideal detector for PET scanners must have very high efficiency for detecting
511 keV γ-ray photons in order to detect as many events as possible for the pur-
pose of increasing the image signal to noise ratio, to decrease both the examtime
and injected amount of radiotracer and to increase the exam throughput. The in-
coming radiation should, desirably be detected predominately via photoelectric
effect together with a high energy resolution, thus allowing the unequivocal iden-
tification and elimination and / or correction of Compton scattered events in the
object. It must be fast in order to reduce both dead time and width of the time
coincidence window, thus allowing to reduce random coincidences, and tomake
use of TOF information. Finally, it must also provide precise information on the
3D spatial location of the interaction of the incoming photons within itself. Since
the ideal detector does not exist it is necessary to balance all these paramete to
get the most suitable detector for a given application.
Perhaps the best place to begin with is scintillator and associated read out
since this combination is what led to the development of the first PET scanners
and it is still the dominant detector type.
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Scintillators and scintillating photon detectors. Scintillators coupled with a
scintillation photon detector, e.g. Photomultiplier Tubes (PMTs) or Avalanche
Photodiodes (APDs), are nowadays the most common detectors used in the co -
struction of PET systems.
Scintillators are transparent materials that have the property of emitting visi-
ble or near-visible photons (scintillation photons) when energy from particles or
γ-ray photons are deposited in them (see fig. 2.8a. The scintillation photons are
emitted isotropically and the amount of photons emitted is proportional to the
amount of energy that is deposited in the material.
The desirable requirements that a scintillator must fulfil in order to be used in
a PET scanner are thatγ-ray photons interact efficiently with the scintillator pre-
dominately via photoelectric effect. Therefore, the density and atomic number
of the scintillator must be as high as possible. Moreover, the light output (per-
centage of deposited energy converted to scintillation photons) must be as high
as possible with low statistical fluctuations to obtain a high energy resolution. A
fast time response combined with high light output are also needed in order to
achieve good time resolutions. Additionally, it must be preferably inexpensiv
to produce and assemble.
Scintillators can be both inorganic (crystals) or organic compounds. Inor-
ganic scintillators tend to have best light output and linearity (light output varies
in direct proportion with the deposited energy), are relatively slow in their re-
sponse time, show highZ values of the constituents and high density when
compared with organic scintillators. For the purpose of PET imaging, where
maximization of the detection efficiency is one of the main requirements, dense
inorganic solid scintillators2 are the scintillators of choice, see e.g. [Korzhik
et al., 2007]. Table 2.2 shows some of the properties of scintillator materials
suitable to be used in PET systems together with a typical organic scintillator for
comparison purposes. The light output is important because it has a direct im-
pact on the energy resolution, timing resolution (together with the response time)
and spatial resolution owing to the noise introduced in these observables due the
statistical fluctuations in the number of scintillation photons detected. Addition-
ally, the ratio between the primary Compton and photoelectric interactions in
the scintillator is also important since photons that interact via Compton interac-
tion in the detector could be mixed up with photons that scattered in the object.
Therefore, these events will be removed by the energy criterion, not cotributing
to the image although they carry useful information.
In the beginning of the XXI century, the predominant scintillator used in
commercial PET systems was BGO, but today it has been replaced almost com-
2The typical average density for inorganic scintillators is around5 g/cm3 compared with a
typical organic scintillator density of around1 g/cm3.
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Figure 2.8: Different detector technologies used or with potential to be used in
PET systems. a) Sandwich block of scintillator (sides) and normal plastic (mid-
dle) showing the characteristic blue light emitted by scintillators in contrast with
the “inert” normal plastic. b) Schematic and photograph of a typical PMT tube
(the inset shows a detail of the dynode structure). c) Schematic of the transverse
section of an APD and illustrative photographs (single and multi-element array
APD). d) Schematic and photograph of an array of4 x 4 SiPM. e) Schematic and
photograph of an HPM.
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Scintillator D LO ∆t∗ τd ∆E∗∗ R
NaI(Tl) 3.67 19400 1.5 230 6.6 0.18
BGO 7.13 4200 5.0 300 10.2 0.44
GSO:Ce 6.70 4600 56 8.5 0.26
LSO:Ce 7.40 13000 0.6 47 10 0.32
BaF2 4.89 700, 4900 0.3 0.6, 630 11.4
LuAP:Ce 8.34 5110 0.5 17 9.1 0.32
LaBr3:Ce 5.29 31171 0.4 35 2.6 0.13
BC-400∗∗∗ 1.03 6500 2.4
D density in (g/cm3), LO light output (Ph/511 keV),∆t time resolution (ns),τd decay
time (ns),∆E energy resolution (%) for511 keV photons,R ratio between photoelectric
and Compton interactions for511 keV photons.
∗ Approximate values
∗∗ The energy resolution values given in this table are for single crystals. Ina full PET
system, variations between crystals and other factors contribute to a significant worsening
of the energy resolution. Typically, BGO detectors in a PET scanner havesyst m energy
resolution of more than20%.
∗∗∗(NE-102 equivalent)
Table 2.2: Properties of scintillators materials useful forγ-ray photon detection
in PET systems. In the last row, a typical plastic scintillator is shown for com-
parison purposes.
pletely by LSO because of its high light output and of its response time, which is
around six times faster than BGO. Probably, the next generation of PET scanners
will be built based on new scintillators such as LaBr3:Ce with properties close to
the theoretical limits, see e.g. [Dorenbos, 2002].
In PET systems, the role of the scintillator photon detector is to convert
the photons emitted by the scintillators into an electrical pulse suitable to be
processed by the read out electronics. All commercial PET systems from the
three principal constructors (Siemens preclinical, InveonR© [Constantinescu and
Mukherjee, 2009, Disselhorst et al., 2010] and Siemens clinical, Biograph R©
[Jakoby et al., 2009], Philips preclinical, MosaicR© [Surti et al., 2005, Huisman
et al., 2007] and Philips clinical, GeminiR© [Surti et al., 2007], General Elec-
tric preclinical, eXplore VISTAR© [Wang et al., 2006, Spinelli et al., 2007] and
General Electric clinical, DiscoveryR© [Kemp et al., 2009]) use Photomultiplier
Tubes (PMTs), see fig. 2.8b, as scintillator photons detector. A typical PMT con-
sists of a series of dynodes (electrodes) coated with an emissive material housed
in an evacuated (usually glass) tube. To each dynode is applied successively a
greater voltage by means of a resistor chain. The inner surface of the entrance
window (the photocathode) is also coated with an electron-emissive material.
Scintillation photons striking the photocathode can release, with a certain prob-
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ability3, electrons into the tube. These electrons are accelerated by means of a
potential difference to the first dynode. Each electron has enough energy upon
striking the first dynode to release further electrons, which, in turn, areacc l-
erated to the second dynode. After, typically, ten dynode stages, each original
electron produced at the photocathode has been amplified into approximately
105 - 106 electrons, producing a easily detectable pulse current. PMTs come in
a wide range of shapes and sizes and also are available as multichannel [Shao
et al., 1995] and position sensitive models [Herbert et al., 2004]. The advantages
of PMTs are their high amplification (gain), which leads to pulses with high
signal to noise ratio, their stability and ruggedness and their fast response (the
output pulse from a PMT rises in approximately a nanosecond, with a delay time
of several ns, for a step function input of light into the PMT [Szczesniaket al.,
2009]). The disadvantages are that they are quite bulky and fairly expensive and
susceptible to external magnetic fields.
An alternative to PMTs are photodiodes. A simple photodiode consists of a
thin wafer of silicon (typically a few hundred microns thick) conveniently doped
to produce a PN junction through which a small voltage is applied. When a
scintillation photon interacts in the PN junction, it often has sufficient energy to
liberate an electron from the structure of the silicon. Under the applied electric
field, the electrons drift towards the anode, constituting an electric current that
can be measured. The QE of conversion of scintillation photons into electrons
is much superior of that of PMTs: it can be as high as60 - 80% over a large
wavelength range. However, photodiodes have no internal gain, this lead to a
signal to noise ratio much worse than in the case of PMTs. The poor signal
to noise ratio also needs the use of long integration times in the electronics,
degrading the time resolution. Therefore, photodiodes are generally notsuitable
for PET systems and normally are used in current mode operation like in CT
scanners.
A modification of the photodiodes leads to Avalanche Photodiodes (APDs)
devices, see fig. 2.8c. Here, the voltage applied across the photodiode ismuch
higher and creates a situation where an electron gains enough energy between
collisions in the silicon to release further electrons. This leads to an avalanche
effect, similar to that seen in PMTs or gas filled proportional counters. Gains of
102 to 103 are typical, although critically depends on factors such as the applied
voltage and operation temperature [Spanoudaki et al., 2008], yielding improved
signal to noise ratios over photodiodes. Once again, the QE can be as highas
60 - 80%. When combined with the relatively high gain, this leads to roughly
equivalent energy and timing performance when compared with PMT-based de-
3This probability is called Quantum Efficiency (QE) and exhibits values around 20 -30%, see
e.g. [Mirzoyan et al., 2006]
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tectors. The advantages of the APDs are their great compactness, whichallow
to build much more compact systems and the insensitivity to the effects of ex-
ternal magnetic fields [Marler et al., 2000, Grazioso et al., 2006]. APDs are
available both as single channel units and as multi-element arrays [Berard et al.,
2009, Kataoka et al., 2009]. APDs allows for a more compact PET scanner de-
sign and may, in the future, replace PMTs as the scintillation photon detector of
choice. APDs are already used in the construction of recent PET systems[Abreu
et al., 2007, Bergeron et al., 2009].
Besides the PMTs and APDs there are also other innovative scintillator pho-
ton detectors that should be mentioned: the Silicon Photomultipliers (SiPM) and
Hybrid Photomultiplier (HPM). The Geiger-mode APDs or SiPMs, see e.g.
[Renker, 2007, Herbert et al., 2007, Guerra et al., 2010] and fig. 2.8d, are ba-
sically a series of APD micro-cells (typically from100 mm−2 to 10000 mm−2
with sizes from20 µm2 to 100 µm2). Each cell is an independent Geiger-mode
detector that is biased such that when a scintillation photon interacts in the cell,
it discharges. Ideally, a SiPM should produce the same size and shape ofcur-
rent pulse from each cell, making each cell a digital detection device (on orff).
When coupled to a scintillator, photons that are emitted by the scintillator inter-
act in a large number of the micro-cells. The result is an output pulse similar
to that seen in PMTs. Gains for typical devices range from105 to 107 with
QE around20%. Current devices tested with scintillators have achieved timing
resolutions below500 ps [Vinke et al., 2009, Kim et al., 2009, Schaart et al.,
2010]. Additionally, these devices can be used in magnetic fields without no-
ticeable degradation [Espana et al., 2010]. A HPM, see e.g. [Ambrosio etal.,
1994, Mares and Ambrosio, 2007] and fig. 2.8e, has a photocathode likea nor-
mal PMT but the electrons produced by an incoming photon are not amplified in
a dynode structure. They are accelerated by potential differences ofsome10 -
20 kV towards a silicon detector where they produce electron hole pairs. These
devices present gains typically from3000 to 5000 (determined by the energy of
the primary electron gained in the electric field) and have a QE comparable to
PMTs. The anode made of silicon can be segmented and read out individually.
Additionally, some versions work in axial magnetic fields.
There are several typical configurations for the read out of the scintillating
crystals: continuous detector, block detector and 1-to-1 coupling. The contin-
uous detector (the Anger camera approach), see e.g. [Karp et al., 1990] and
fig. 2.9a, consists of a large area continuous scintillator coupled to a matrix of
PMTs / photosensors. This detector is essentially the same that is used in the
conventional nuclear medicine gamma cameras. The impact point and Depth of
Interaction (DOI) of the incoming photons is determined by the distribution of
scintillator photons among the photosensors. The position information provided
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Figure 2.9: Different scintillator read out configurations. Continuous detector.
a) a thick continuous block of scintillator is view by an array of PMTs / pho-
tosensors or b) an array of small continuous scintillator blocks is read outby
an array of highly segmented PMTs / photosensor. c) Block detector. A large
block of scintillator material, partially segmented into an array of smaller detec-
tor elements, is read out by a small number of PMTs / photosensors. d) 1-to-1
coupling. An array of individual crystals is read out by highly segmentedPMTs
/ photosensors coupled 1-to-1.
from these detectors is continuous and critically depends on the number of scin-
tillation photons detected. Special efforts must also be made in order to allow
this large-area detectors to handle multiple events occurring in different part of
the detector at the same time. Otherwise, detector dead time becomes a limit-
ing factor in the overall performance. With the arrival of new highly segmented
photosensors, it is possible to reduce the size of the scintillator while keeping
the original idea of the Anger camera [Tavernier et al., 2005, HyunChung et al.,
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2010], see fig. 2.9b, thus improving substantially the spatial resolution and re-
ducing the dead time.
The block detector [Casey and Nutt, 1986], see fig. 2.9c, consists in a rel-
atively large block of scintillator material segmented into an array of smaller
detector elements read out by a small number of PMTs / photosensors (reduc-
tion of 16 to 1 are typical). The array of smaller detectors is defined by cuts
in the crystal filled with a reflective material. The depth of the cuts is empir-
ically determined to share the scintillation photons in a linear fashion between
the photosensors. By careful design of the depth of the cuts, and with sufficient
scintillation photons, interaction in each detector element will produce a unique
distribution of photons and, therefore, a unique signal distribution on the photo-
sensors. This detector is a very cost-effective approach, since the photodetectors
are one of the most expensive components of PET scanners, allowing to read ut
thousands of detector elements at a reasonable cost.
The 1-to-1 coupling [Cherry et al., 1997], see fig. 2.9d, consists in an arr y
of individual crystals, separated by a reflective material, read out by individual
scintillation photon detectors like a multichannel or position sensitive PMT or
an APD array. This approach presents a very good spatial resolution and mini-
mal dead time. The drawback is the inherent complexity and cost of such PET
systems.
In the last two configurations described above, the DOI at which the photons
interact in the detectors is not measured, leading to an extra geometrical effect
that degrades the spatial resolution, see sec. 2.2.5.1. Several methods have been
proposed to measure the DOI in scintillator based detectors. One of the firstap-
proaches was to utilize pulse shape discrimination and scintillators with different
decay times (phoswich), see e.g. [Yamaya et al., 2006, Yamada et al., 2008] and
fig. 2.10a. Since the different decay times result in different pulse shapes, once
can use several techniques to discriminate which scintillator is the source of sig-
nal. Another approach, see Fig. 2.10b, is to place photosensors at bothends
of a crystal and then use the ratio of the signal from the two sensors to deter-
mine the DOI [Abreu et al., 2007]. A variant of this approach is the axial-PET
concept [Ter-Pogossian et al., 1978, Salvador et al., 2009, Aogakiet l., 2010],
see fig. 2.10c, which uses modules composed by a matrix of long scintillators
crystals (around100 mm) axially oriented in the tomograph. The transaxial in-
teraction point of the incoming photons is given by the crystal section while the
position in the axial direction is given by the signal measured by two photode-
tectors in both sides. In this way the detection efficiency depends on the number
of crystals in the radial direction together with the geometry of the system and is
no longer related to the spatial resolution, see sec. 2.2.5.1. The drawbackof this
approach is the poor axial spatial resolution and the existence of axial gaps intro-
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Figure 2.10: Different approaches to measure the DOI in scintillator-based de-
tectors. a) Scintillators with different decay times (phoswich). b) Array ofindi-
vidual scintillators read out at both ends by highly segmented photosensor. c)
Axial-PET concept. The DOI is given by the crystal section, while the position
in the axial direction is given by the signal measured by two photosensors inboth
sides.
duced between each module. One possible solution for the first problem would
be to introduce an array of plastic Wave Length Shifter (WLS) strips oriented
orthogonally to the axis of the crystals to increase the axial spatial resolution
[Braem et al., 2007].
Other detectors. Scintillator-based detectors have been the dominant detector
technology in PET systems. However, other technologies have been, andare
continuing to be, explored for possible applications in PET.
The use of solid-state detectors for directγ-ray photon detection, see e.g.
[Moraes et al., 2007], has been relatively neglected but is likely to gain increas-
ing attention in the future. The concept is based on the use of semiconductor
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material to directly detect the annihilation photons thus eliminating the need for
a scintillator. The detector would work like a standard silicon photodiode; how-
ever, in this case the photons directly create the electron hole pairs. Silicon,
although the most well developed semiconductor material, does not have suf-
ficient efficiency to stop511 keV photons due to the low density (2.33 g/cm3)
and thin thickness available4. Other semiconductor materials much denser than
silicon are being developed: High-Purity Germanium (HPG), e.g. [Cooperet al.,
2009], and Cadmium Telluride (CdTe) or Cadmium and Zinc Telluride (CZT),
see e.g. [Verger et al., 2007], with densities around5.5 g/cm3. There are still
many problems to be solved, specially regarding the industrial production (these
materials are difficult to manufacture in bulk) and the efficiency and time of col-
lection of the charges produced by photon conversion. This approachis ttractive
since it eliminates the conversion stage represented by the scintillator, the signal
produced is very robust (each photon interaction will produce a large number
of electron hole pairs), has much better energy resolution and spatial resolution
than scintillator-based detectors, could incorporate the electronics directlyon the
semiconductor (allowing the construction of compact systems) and is fully com-
patible with magnetic fields. To date, they are prohibitively expensive.
One interesting approach is to build the detection module using a stack of thin
individual planar detectors instead of a single thick detector [Ishii et al., 2007],
see fig. 2.11a. This will improve the time resolution and efficiency (dependent
on the number of stacked detectors) allowing the use of low density materials as
silicon [Domenico et al., 2007]. Moreover, it eliminates the necessity of manu-
facturing these materials in bulk.
Multiwire Proportional Chambers (MWPCs) [Charpak et al., 1968] have
long been used in high-energy physics as very cost effective detectors for cover-
ing large areas at high spatial resolution. These detectors consist of a gas filled
chamber with a set of finely spaced anode wires at high positive potential. Above
and below the anode wire plane are cathode wires or strips held at groundp -
tential that run in orthogonal directions. When the gas is ionized the resulting
electrons are attracted to the nearest anode wire and, because of the very high
electric field close to the wire, an avalanche occurs, resulting a large signal. This
also induces a charge on the nearest cathode strips, which provide informati n
on the x and y position of the event. The fine spacing of the wires and the
use of the centroiding read out method allows very high spatial resolution to be
achieved. For applications in PET, the incoming photons must be first converted
into charged particles (electrons). This conversion has been achievedby making
the cathode strips from thin layers of lead [Bateman et al., 1980, Ott et al., 1986]
4Multilayer systems, built in the same semiconductor wafer, could be considered, but to this
day integrating a huge number of channels in this conditions has laid unsolvable problems
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Figure 2.11: Alternative detector technologies potentially used in PET systems.
a) Solid-state detector-based PET system together with a schematic of a detec-
tion module [Ishii et al., 2007]. b) Schematic of a MWPC-based PET system
(HIDAC) [Missimer et al., 2004]. c) Scintillator plastic-fibre-based PET system
and schematic of one detection module [Tsyganov et al., 2006]. d) Schematicof
a straw-tube-based PET system together with a photograph of a detection mod-
ule [Shehad et al., 2006]. e) Schematic of a PET system based on liquid Xe
detector together with a photograph of a detection module [Doke et al., 2006].
All pictures were taken from the indicated references.
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(photons are converted into electrons in the lead cathodes through a Compton or
photoelectric interaction eventually escaping to reach the gas and producefur-
ther ionization) or by using some form of converter such as a stack of thin lead
sheets interlaced with insulating sheets that are then drilled with a fine matrix
of holes [Jeavons et al., 1980, Jeavons et al., 1999] (here, photonsare converted
into electrons in the thin lead sheets and extracted into the gas filling the holes).
Another approach for improving the efficiency of these detectors has been to use
a sheet of BaF2 scintillator. The ultraviolet light emitted by these scintillators
is then used to photoionize the gas Tetrakis Dimethylamino Ethylene (TMAE)
in the MWPC [Schotanus et al., 1989, Duxbury et al., 1999]. The performance
of the MWPCs for detection of511 keV photons depends on how they are con-
verted. The lead cathode strips and the drilled stack of thin lead and insulating
sheets approaches exhibit a millimetre spatial resolution (1 − 5 mm) with DOI
measurement due to the natural stacked configuration of the detectors, a modest
detection efficiency (around10%, strongly dependent on the number of stacked
converters) and a time resolution of better than20 ns. The last approach, use a
BaF2 scintillator together with a photosensitive MWPC, has a millimetre spatial
resolution (around6 mm), a detection efficiency of around30% for 1 mm BaF2
thickness and a time resolution of around10 ns. All of these approaches have
the possibility of being built in almost any shape and size to a very competitive
price (except the approach including the BaF2 scintillator). Different PET sys-
tems have been proposed both clinical and preclinical. Although the most suc-
cessful application to date was probably the HIDAC (High Density Avalanche
Chamber) scanner [Townsend et al., 1987, Jeavons et al., 1999, Missimer et al.,
2004, Hastings et al., 2007], see fig. 2.11b and sec. 2.4 (drilled stack ofthin lead
and insulating sheets approach).
Scintillator plastic fibres have been also proposed for the detection ofγ-ray
photons [Tsyganov et al., 2006]. Each fibre, typically round-shapedwith 1 mm
diameter, is made from plastic (organic) scintillator. The incoming511 keV pho-
tons interact in the fibre producing scintillation photons, which are transported
by the fibre itself to the scintillation photon detector. In this approach many scin-
tillator fibres are stacked together, alternating planes in orthogonal directions, o
produce a module with enough detection efficiency and 3D position detection
capability (the scintillation photons generated by the interaction of the incoming
photons are also shared with the nearest crossing plane). A module based on
this technology applied on the detection of511 keV photons exhibits a millime-
tre spatial resolution together with a moderate detection efficiency (around20%)
and time resolution (better that20 ns). At least one prototype of small animal
PET system has been built and tested based on this technology, see fig. 2.11c.
and 2.4.
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Another example of a detector developed in high energy experiments, which
is then applied on PET imaging, is the one based on straw detectors, see e.g.
[Romaniouk, 2008]. Each straw is a long metallic tube (lead in the case of PET)
of small diameter (2 - 4 mm). The incoming511 keV photons are converted in
the lead walls, eventually generating energetic electrons that subsequentlyionize
the gas contained within each straw. Each straw is operated as a proportional
detector, with a resistive wire tensioned through its centre serving as the an-
ode electrode, and with the straw wall itself serving as the cathode. Many lead
straw tubes are stacked together to produce a module with enough detection effi-
ciency and 3D position detection capability. These devices are easy to fabricate
at low cost, have an spatial resolution around1 mm together with a time res-
olution around10 ns and detection efficiency of0.36% per tube [Lacy et al.,
2001, Shehad et al., 2005]. Two different PET systems have been proposed by
Proportional Technologies, Inc [ProportionalTech, 2010] based onthis devices:
a PET camera for breast imaging and a PET camera for small animal studies, see
fig. 2.11d and 2.4.
Liquid xenon has also been proposed as detection medium for511 keV γ-ray
photons, see fig. 2.11e. The interest on liquid xenon relies on its good charac-
teristics as a scintillator: medium density (3 g/cm3) and highZ, fast decay time
(3-30 ns [Kubota et al., 1978]) and high light output (30000 ph/511 keV [Doke
et al., 1990]). Moreover, part of the deposited incident energy manifests itself
as ionization of the liquid and by the collection of this charge, further signal
information is available. Different designs have been proposed, in whicht e
detection of the scintillation photons are usually carried out by PMTs [Chepel
et al., 1995, Gallin-Martel et al., 2006, Doke et al., 2006] or APDs [Amaudruz
et al., 2009] while the ionization charge is collected (only in some approaches)
with MWPC [Chepel et al., 1995] or some electrode based structure [Amaudruz
et al., 2009]. The performance of a module based on this technology, designed
to be applied on PET, will depend strongly on the specific implementation as
different possibilities could be adopted. Nevertheless, it will show a goodde-
tection efficiency, around70% [Chepel et al., 1995, Amaudruz et al., 2009], 3D
detection of the interaction point of the incoming photons with millimetre spatial
resolution [Doke et al., 2006, Amaudruz et al., 2009], excellent time resolution,
around300 ps [Doke et al., 2006] (only in the scintillation mode) and an energy
resolution ranging from17% [van der Marel et al., 2000] to20% [Doke et al.,
2006].
2.2.3 Representation and data collection
Photon pairs that meet the temporal coincidence and the energy criterion are
recorded by the acquisition hardware. In modern scanners, the informati n c r-
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Figure 2.12: Illustration of two projections at 0 and 45 degrees and the corr -
sponding sinogram of an object (LIP characters). The dot in the “i” point, with
higher activity on purpose, is clearly visible in the projections and sinogram.
ried by the two photons (raw data) is stored in list mode, where the photon in-
teraction points (geometrical information), time and eventually the deposited en-
ergy of the two photons are individually stored for each event (in TOF systems
the individual arriving time of each photon is also stored). The acquired informa-
tion is usually represented (because it is more convenient for the reconstruction
algorithm) in a sinogram plot. This plot represents the angleφ v rsus the distance
to the centre of the scanner,D, of LORs with the same polar angle,θ (a complete
acquisition consists in many sinogram plots, each one of them corresponding to
a different polar angle). Thus a profile along theD axis represents parallel ray
integrals or projections of activity at a particular angleφ, see fig. 2.12. The re-
lationship that relates the object location, (X, Y ), in the plane with each point in
the sinogram plot,(φ, D), is given by:
D = X cos φ + Y sinφ (2.7)
This plot,S(φ, D), is usually known as sinogram because a point source at
a certain location(X, Y ) traces a sinusoidal path in the(φ, D) space given by
2.2. FUNDAMENTALS OF PET 43
eq. 2.7, see fig. 2.12. The sinograma plots are discretized5 into a matrix where
each row represents a projection of activity at a certain angleφ and each column
represents the distanceD to the centre of the scanner.
Information stored in sinogram matrices, rather than in list mode, is the most
efficient manner to store data (specially for long acquisitions times) and it was
the usual choice in first generation PET scanners. But in modern systems, infor-
mation stored into list mode is more common especially if the scanner is able to
acquire additional information such as TOF, which can be used a posteriori in
the reconstruction process.
The data collection in PET systems can be performed in two ways. In the first
generation PET systems coincidences were only recorded in direct planes, were
a direct plane has a polar angle≈ 0 (accepting polar angles around0 degree,
and not only the direct planes, lead to an improvement in the sensitivity, see
sec. 2.2.5.4). This is done in practice by using thin tungsten shields, known as
septa, placed in the inner surface of each ring in order to absorb annihilation
photons incident with larger angle than allowed. Historically, the reason forthis
restriction was the lack of appropriate 3D reconstruction software and to keep
the fraction of scatter and random coincidences low. This mode of operation
is commonly referred to as 2D data acquisition because the data collection is
restricted to a set of almost parallel planes.
The sensitivity of a PET system can be further improved by removing such
septa. The suppression of the septa provides a dramatic improvement in sen-
sitivity typically an average gain of around five to seven fold [Townsend et al.,
1989, Cherry et al., 1991]. Because the coincidence plane is no longerlimit d to
polar angles≈ 0 degree (direct and oblique planes are recorded), this acquisition
mode is referred to as 3D data acquisition. On the other hand, the wide open
geometry of the 3D mode increases the amount of scattered and random coinci-
dences [Cherry et al., 1991]. Additionally, the amount of data generatedcoul be
eventually a problem specially for long acquisition times or large systems. In this
case dedicated algorithms are applied [Defrise et al., 1997, Defrise et al.,2008]
in order to speed up significantly the reconstruction process, see sec. 2.2.4.2.
It should be noted that the entire motivation for a 3D-PET is to increase sen-
sitivity and not to obtain more information of the object since the data acquired
in 2D is sufficient for reconstructing the entire object [Defriset et al., 1989]. If
the measured 2D data set was noise free, there would be no need for 3D data
acquisition.
The end goal in most PET studies is to produce an image, from which diag-
5When the information provided by the system is continuous (continuous detector), it should
be discretized to obtain an adequate size and number of matrices, while in system where the
position information is discrete (e.g. block detector and 1-to-1 coupling) this is naturally done by
the detector (although other discretizations are also possible).
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nostic or quantitative parameters can be derived. The information that is to be
extracted from the image will indicate how PET data are collected. The most
basic data acquisition protocol in PET is the collection of a single data set or
static frame over a fixed time period. The image reconstructed from such a data
set represents the average tissue activity concentration during the acquisition. In
this type of studies, the biological parameter of interest is then assumed to be
directly proportional to the measured activity concentration. For some radio-
tracers, it is necessary to follow the dynamic changes in concentration to extract
a particular parameter of interest. In these studies, the data are collected asa
sequence of static time frames, where the individual PET images provide infor-
mation about the changes of the activity concentration distribution over time.
The tissue time-activity curve can then be processed to determine the parameters
of interest. Other protocols are also common such as the whole body PET and
gated PET. In whole body PET, usually used in oncology, a sequence ofstatic
frames at different bed position are acquired to obtain a full body image. Gated
PET, usually used in cardiology, consists of a series of static frames triggered
by an external signal, normally of physiological origin such as the electrocardio-
gram, which synchronizes the acquisition with a phase of a physiological cyle
such as the cardiac or the respiratory cycle.
2.2.4 Data correction and image reconstruction
2.2.4.1 Data correction
To produce an image in which each value of a voxel6 r presents the true tissue
activity concentration, a number of corrections need to be applied to the rawdat .
Most of the correction strategies can be included into two different cate-
gories. Those that measure the effect to be corrected, which generallysuffer
from lack of sufficient statistics to provide a good measurement, and those that
use some model or assumption to simplify the problem, which normally intro-
duce systematic errors or artefacts on the reconstructed image.
In this section the main corrections, normally applied to the sinograms as a
series of multiplicative factors prior to image reconstruction, are shown in the
order in which they are typically carried out.
Random coincidences correction. Random coincidences arise because of the
finite width of the time coincidence window used to detect true coincidences, se
sec. 2.2.2.3. This finite width allows the possibility that two uncorrelated single
detected events occurring sufficiently close together in time can be mistakenly
identified as a true coincidence event. Random coincidence correction subtracts
6A voxel is a volume element in a 3D image. It is analogous to a pixel in a 2D image.
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the excess of events detected in a given LOR due to random coincidences. As
these events do not contain spatial information, they are distributed uniformly
across the FOV. Without correction, they lead to a loss of image contrast and
disturb image evaluation.
Two main approaches can be used to obtain the random coincidence rate in
order to correct the prompt coincidence rate in PET. It can be estimated from
the singles count rate and time coincidence window, or directly measured. The
latte possibility can be achieved by adding a parallel coincidence circuit to the
one measuring the coincidences, but with one branch delayed in time.
Normalization correction corrects, among others, non-uniformities in intrin-
sic detector efficiencies, geometric and solid angle effects and detector electron-
ics differences all contributing to variations in coincidence detection efficiency.
The normalization corrects each LOR with a multiplication coefficient that com-
pensate for these non-uniformities.
The normalization coefficients can be either measured, using an uniform
source of activity with which the relative variation in coincidence detection effi-
ciency can be measured, or estimated by modelling them from a series of indi-
vidual factors. The major drawback of the first solution is that it is rarely possible
to acquire enough statistics to provide a good measurement of the detection effi-
ciency. The second approach, in turn, can introduce systematic errorsdependent
on the accuracy of the model used.
Dead time correction. In an ideal system, the net true count rate should in-
crease linearly with increasing activity in the FOV. However, there are a number
of components in the detection chain, mainly Front End Electronic (FEE), coin-
cidence event processing and data transfers, which require a minimum amount
of time to be accomplished. Since radioactive decay is a random process, there is
always a finite probability that successive events will occur within this minimum
time. The principal effect of this phenomenon is to reduce the number of trueco-
incidences counted by the PET system, and since the effect becomes stronger as
the photon flux increases, the net result is that the linear response of thesystem
is compromised at high count rates.
Correction for dead time typically involves measurement7 or model-based
estimate of system dead time behaviour at different count rates levels.
7Usually, dead time is measured acquiring data from a high activity concentratio source and
allowing it to decay until the fraction of random coincidence events and the syst m dead time are
negligible.
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Scatter correction. Correction for scatter is probably the most difficult correc-
tion that is required in PET, mainly because a scattered event is indistinguishable
from a true event except on the basis of energy and TOF. The energycriterion
(sec. 2.2.2.3) rejects, in principle, photons that deposit in the detector lessen-
ergy than the appropriate for a511 keV photon. But a photon may scatter as
much as45 degrees and transfer only115 keV of its energy to the recoil elec-
tron, see eq. 2.6. Moreover, most of the scattered photons are forward sc ttered,
see fig. 2.5, which means that the amount of energy lost by the incoming photons
is small. Due to the poor energy resolution of PET systems, see for instance ta-
ble 2.3, a coincidence event involving a scattered photon with the characteristi s
referred above would mostly likely be accepted within the energy criterion. An
additional problem is that a significant fraction of true photons will only deposit
a portion of the energy within the detector volume. Although these events are
“good” events, they are detected in the same energy range as scattered ev nts.
Thus, if the system only accept events within a narrow energy window at ap-
proximately511 keV, the overall detection efficiency of the system would be
poor. The presence of scatter events in an image leads to a loss of contrast a d
quantification errors.
The scatter correction can be divided into three main categories (although
other scatter correction strategies are also possible): empirical, energy-window
based and simulation methods. In empirical methods the amount of scatter is es-
timated by fitting a smoothly varying function to the events appearing outside the
object in the sinogram. This method assumes that the scatter distribution varies
slowly across the FOV and is relatively independent of the source distribution.
The energy-window techniques are based on scatter correction techniques de-
veloped originally for SPECT. These techniques make use of the observation
that a great portion of Compton scattered events are recorded with lower ener-
gies when compared to the unscattered photons. For example, in the dual energy
window technique, coincidences are acquired in two energy windows, one high-
energy window over the appropriate energy for511 keV photons and another
low-energy window for Compton scattered photons. To correct for scatter, some
fraction of the low-energy window events are subtracted from the high-energy
window. A difficulty in using this method is that in reality both energy windows
contain a mixture of both unscattered and scattered events. The simulation-based
methods are the most accurate scatter correction methods developed to date.In
these methods, the image reconstructed without scatter correction, used asa first
estimation of the source distribution, together with the attenuation map (trans-
mission scan), see next section, are used to simulate the scatter. The advantage
of this method is that it takes into account the 3D distribution of radioactivity
and the attenuation coefficients of the object to be imaged. The main drawback
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is that it is more time consuming specially if a Monte Carlo simulation is used.
Attenuation correction corrects the loss of primary photons from a given
LOR due to the attenuation in the object. Without correction, the central part
of the objects appear to have lower activity than the outer edge because photons
coming from the centre, must pass through more material to reach the detectors
than photons at the edges. The attenuation factors can be either calculatedor
directly measured. It is important to notice that scatter and attenuation are really
one and the same phenomenon. When one of the annihilation photons scatters,
the event is removed from its original LOR (attenuation), but because the photon
is rarely actually absorbed, it can still be detected in a different LOR (scatter).
To calculate the attenuation factor for each LOR is the simplest way to obtain
it. This is based upon the fact that the attenuation for a given LOR is indepen-
dent of the source location and only dependent on the total thickness of the bject
along the LOR, which can be calculated from the reconstructed image without
attenuation correction, and the attenuation coefficient of the object, which isnor-
mally assumed to be constant [Cherry and Dahlbom, 2006]. This method tends
to create quantitative errors and small artefacts.
The most accurate method to determine the attenuation correction is through
direct measurement. As previously mentioned, the amount of attenuation is in-
dependent of the source location. This means that if a source is placed outsi e
the object, the amount of attenuation would be the same as for a source inside the
object. Therefore, by placing a radioactive source outside the object, thamount
of attenuation can be measured directly. This measurement is known as trans-
mission scan, and is normally performed with a positron emission source such
as68Ge or137Cs. The main difficulty in these transmission scans is to collect an
adequate number of events. With the advent of dual modality scanners capable
of acquiring PET and CT data during the same imaging session, see sec. 2.1,the
transmission scan information has been replaced by data from the CT scan.
Once the corrections for the various sources of bias described in this section
have been applied, the reconstructed images are free of artefacts and reflect the
concentration of the tracer in the object. However, if an absolute quantification
is necessary, e.g. in kinetic studies, it is mandatory to accurately calibrate the
system such that it is possible to convert the image count density into an activity
concentration. This is most commonly done by scanning an uniform cylindrical
phantom with a known activity concentration.
2.2.4.2 Image reconstruction
The goal of image reconstruction, see e.g. [Defrise and Gullberg, 2006, Brinks
and Buzug, 2007], is to provide quantitative accurate images of the radiotrcer
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Figure 2.13: b) illustration of the unfiltered and c) filtered back projection be-
haviour after reconstruction of the original object shown in a).
distribution in the object that is being scanned, using the external detected ra-
diation along with the mathematical algorithms of computed tomography. This
essentially allows to “see”in vivo inside the object in a completely non-invasive
fashion (except for the arterial injection of the radiotracer). The reconstruction
step is necessary because the raw PET data only define the location of the emit-
ting atom to within a line across the object (or a segment in the case that TOF
information is used). There are a variety of possible image reconstruction al-
gorithms because an optimal reconstruction algorithm does not exist. Different
algorithms may be preferred depending on specific necessities for the acquired
image.
There are two basic approaches to image reconstruction. One approachis
analytic in nature and utilizes the mathematics of computed tomography. The
second approach uses iterative methods that model the data collection process in
a PET scanner and attempt, in a series of successive iterations, to find the image
that is most consistent with the measured data. In all possible strategies, it is
assumed that all corrections described in the previous section have beenapplied.
Back projection A basic algorithm used as part of many reconstruction meth-
ods, and an intuitive way to approach image reconstruction, is back projection.
In essence, back projection draws a line through the FOV, connecting theinter-
action points of the annihilation photons with the surrounding detectors, i.e., the
counts from a certain LOR are projected back along the line from which they
originated. Simple back projection of the data do not result in an image show-
ing the true distribution of activity in the object. back projection places counts
outside the object, which is clearly incorrect, and for a complex object, it is ap-
parent that back projection will result in a blurred representation of the obj ct
because counts are (wrongly) distributed equally along the line from whicht ey
originated, see fig. 2.13b.
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Analytic reconstruction Based on the central-section theorem8, it is possi-
ble to develop an analytical algorithm that strongly reduces the blurring created
by back projection. This algorithm is know as Filtered Back Projection (FBP),
which basically performs the following four steps: take the 1D Fourier transform
of a projection at a certain angle, multiply this by a filter function, take the in-
verse Fourier transform and backproject the modified (filtered) projecti n. This
four operations are repeated for all angles around the object. The result is il-
lustrated in fig. 2.13c showing a clear improvement compared with simple back
projection. This algorithm is very fast to implement on a computer and it has
become the algorithm of choice for analytical reconstruction.
It is possible to extend of FBP to reconstruct the object from a fully 3D ac-
quisition, including not only sinograms from direct planes see sec. 2.2.3. But the
computational complexity of 3D FBP is approximately one order of magnitude
higher than 2D FBP. Rebinning algorithms (e.g. Single-Slice Rebinning (SSRB)
[Daube-Witherspoon and Muehllehner, 1987], Fourier Rebinnig (FORE) [Defrise
et al., 1997]) can be used to convert the collected 3D data into a set of direct pro-
jections (θ ≈ 0 degree) by using some form of signal averaging, so that they
can be reconstructed using 2D FBP methods, thus simplifying and accelerating
the reconstruction process, still profiting of the improved sensitivity of the 3D
acquisition.
Iterative reconstruction Iterative methods, see e.g. [Leahy and Qi, 2000,
Ollinger and Fessler, 2000], offer improvements over the analytical appro ch
because they can account for the noise structure in the observations and can use
a more realistic model of the system. These improvements come at the cost
of added complexity. Consequently, these more realistic approaches are often
solved with methods that successively improve, or iterate, an estimative of the
unknown image. This iterative process results in a potentially more accurate
result than the analytical reconstruction methods, at the cost of greater com-
putational demands. However, as computer speed continues to improve, thes
approaches are nowadays the standard in PET reconstruction.
The basic idea behind iterative reconstructions methods is summarized in
fig. 2.14. An initial guess (image estimative) of the true image (object) is made,
often a blank or uniform grayscale image. The next step is to calculate what
projection data would be measured for the radioactivity distribution in the image
estimative (the simplest way to do this is to use a process know as forward projec-
tion, which is exactly the inverse of back projection). Once this process is com-
8This theorem states that the 1D Fourier transform of the measured projection data at a certain
angleφ is equal to a section, or profile, at the same angle through the centre of the2D Fourier
transform of the image.
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Figure 2.14: Basic flowchart for iterative reconstruction. Starting with anim-
age estimative in the upper left, the algorithm iteratively updates it based on the
comparison between the measured and calculated projections.
plete, the set of calculated and measured projection are compared. Basedon the
differences the image estimative is adjusted, and the whole process is repeated.
If the method, by which the image estimate is updated, is properly formulated,
then with successive iterations through this process, the image estimative will
converge towards the true image. There are many different algorithms each dif-
fering in some aspect of their formulation and implementation. Two of the most
widely used iterative reconstruction approaches are the Maximum Likelihood
Expectation Maximization (ML-EM) [Shepp and Vardi, 1982] and the Ordere -
Subset Expectation Maximization (OSEM) [Hudson and Larkin, 1994].
Iterative approaches also can be easily adapted to 3D-PET acquisitions,al-
though the computational complexity increase dramatically. Another option for
iterative reconstruction is to first rebin the 3D data into 2D data as discussedin
the previous section.
TOF information can be used with both analytic or iterative reconstruction
methods with the consequent reduction of the statistical noise in the image, see
sec. 2.2.1.1 .
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2.2.5 PET performance
PET systems exhibit many variations in design. At the most fundamental level,
different detector elements are used, which show different behaviours in the way
they interact with the annihilation radiation, thickness, energy resolution, intrin-
sic dead time and spatial resolution. The system configuration also varies greatly
from restricted axial FOV to large, open, 3D designs. With such a range of vari-
ables, assessing performance for the purpose of comparing the capabilities of
different scanners is a challenging task. In this section a number of determinants
on PET performance are discussed.
2.2.5.1 Spatial resolution
The spatial resolution measures how closely two points can be resolved, i.e.,the
shortest distance at which two point sources are still seen as two points. It is
usually characterized by measuring the FWHM of the profile obtained when a
point source is imaged, the Point Spread Function (PSF) (the Full Width at Tenth
Maximum (FWTM) of this profile is usually measured when it is markedly non
Gaussian). As discussed in sec. 2.2.1.2 there is an ultimate resolution than can
be achieved in PET due to the physics of the positron decay. In addition to this
limit, the design and properties of the detector used and the system geometry,
will also contribute to the final image resolution.
In PET systems where the DOI at which the photons interact in the detectors
is not measured there is an extra geometrical effect that degrades the spatial
resolution. This effect, which is usually referred as parallax effect, is caused by
the fact that the annihilation photons can interact at any depth in the detector.
In a ring geometry, at the centre of the transaxial FOV, all emitted photons will
enter the detectors perpendicular to the detector face defining the same LOR
independently of the depth at which the photon is detected. However, whenthe
source is located within the FOV with a radial offset, the detectors are angled
in respect to the emitted photons and the LOR to be attributed is not unique,
see fig. 2.15. The magnitude of the degradation depends on the thickness of the
detectors and can be a significant effect in small-diameter PET scanners that u e
thick detectors. This effect could be reduced if the DOI in the detector could be
measured. PET scanners based on a polygonal geometry also suffer from this
effect, although the degradation in resolution is spread fairly uniformly across
the entire FOV rather than concentrated towards the periphery of the FOV.In
systems affected by parallax effect, the spatial resolution directly depends on the
sensitivity, since increasing the detector depth, which will improve sensitivity,
will degrade the spatial resolution and vice versa. Additionally, any improvement
on the spatial resolution, creating small image voxels, will increase the statistical
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Figure 2.15: Illustration of the parallax effect. In systems where the DOI at
which the photons interact in the detectors is not measured the LOR to be at-
tributed to the events is not unique with increasing radial offset. The resultis
a worsening of the spatial resolution, which depends on system diameter and
detector depth. Adapted from [Cherry and Dahlbom, 2006].
noise in the reconstructed image, since there will be less entries per voxel (for a
fixed amount of events). Thus, in order to achieve the desired effect, when the
spatial resolution is improved, the system sensitivity should be also improved,to
keep the same signal to noise ratio.
The final system resolution for a particular system design is a convolution of
different factors including the positron range, photon non-collinearity,geometric
factors and detector intrinsic spatial resolution.
Spatial resolution is normally characterized by measuring the FWHM (and
FWTM) of the profile obtained when an object much smaller than the anticipated
resolution of the system is imaged. It is usually measured at the centre of the
FOV along the three dimensions: radial, tangential and axial and also at different
positions within the FOV to evaluate the impact of the parallax effect.
2.2.5.2 Energy resolution and scatter fraction
Energy resolution is the precision with which the system can measure the energy
deposited by the incident photons. This has a direct impact on the energy crite-
rion (energy window) used to reject photons that have lost a substantialfraction
of their energy and therefore have suffered a significant deflection by scattering.
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Scatter fraction is defined as the fraction of total coincidences (at low count-
ing rate to minimize the random coincidences contribution), which have been
scattered. Scattered coincidences arise from both scattering within the object
and within the detector (including non sensitive parts). Methods to calculate the
amount of scattered events have been previously addressed in sec. 2.2.4.1.
Scatter in 2D-PET is usually relatively small and typically less than15%
of the total events, while in 3D-PET constitutes20% to 50% of the measured
events.
The scatter fraction is dependent on the object and system structure, solid an-
gle coverage, energy criterion, radiotracer distribution and the method bywhich
it is defined.
2.2.5.3 Time resolution
Time resolution is the precision, with which the system can measure the inter-
action time of the incident photons and is usually expressed as FWHM of the
time difference between photons pairs from a point source. This parameter has
a direct impact on the size of the time coincidence window. Furthermore, sys-
tems with sufficient time resolution can take profit of the TOF information in the
reconstruction process, see sec 2.2.1.1.
2.2.5.4 Sensitivity and count rate performance
Sensitivity is the ability of a PET system to detect the coincident photons emitted
inside its FOV. This is one of the most important factors in the design, since
this will be a major determinant of final image quality. The system sensitivity
depends on several factors, which include the detectors efficiency, the solid angle
coverage and the location of the radioactivity source with respect to the deectors.
The system sensitivity is defined as the fraction of radioactive decays that
produce coincidence events for a point source of low activity placed atthe centre
of the FOV, Absolute Central point source Sensitivity (ACS), and is usually
measured in percentage of the total activity in the FOV. The source must have
an activity low enough to guarantee that the contribution of random coincides is
negligible and the system dead time has no noticeable impact. Additionally, it
should be surrounded by enough material to convert all the emitted positrons.
ACS is a poor indicator of the true coincidence count rate capability of a
PET system. For example, a system with high sensitivity but with modest time
resolution or long dead time, will have a limited true count rate capability at
high rate since it will be saturated by the random coincidences and system dead
time respectively. Additionally, the diverse operation conditions (e.g. 2D, 3D,
timing and energy windows applied) of different PET systems, the construction
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specificities and the object to be imaged, makes the ACS not appropriate for
comparing different systems or operation modes. A better indicator of the count
rate capability, which takes into account the contribution of random, scatter co-
incidences and dead time, is the Noise Equivalent Count (NEC) rate. NEC rate
is the count rate which would have resulted in the same signal-to-noise ratio in
the image in the absence of scatter and random coincidences (the effectivcount
rate of “useful” events to form the image). It is always less than the observed
true count rate and is given by [Strother et al., 1990]:
NEC =
T 2
T + S + 2R
(2.8)
whereT , S andR are the true, scatter and random coincidences counting rates
respectively. Each object to be imaged has a different NEC curve with different
maximum at a different activity. Therefore, the optimum activity, which allows
to acquire the maximum of “useful” events is object dependent.
Some caution is required when comparing NEC from various systems, namely
which scatter fraction was used and how it was determined, and how the random
fraction subtraction was applied. However, the NEC rate provides a parameter
which can permit comparisons of useful count rate between systems.
2.3 Applications
There are three main application for which PET scanners are designed and used:
clinical, research and non medical or industrial applications.
Clinical PET imaging at present, is being used in three important areas of di-
agnosis and management: oncology, cardiology and neurology. In oncology, see
e.g. [Rohren et al., 2004], PET allows diagnosis of malignancy, detection of re-
currences, identification of disease location or measuring the response totherapy.
Numerous cancer patients today have metastases at the time of initial diagnosis.
Detection of disease at late stages, when metastases are present leads to com-
plicated therapies, limited prognoses and increased medical care cost. If PET,
which is much more sensitive than other functional techniques, could identify
cancer before metastases occur, more patients would be shifted from the group
with metastases to the group with only primary cancer. Improved patient out-
comes would result, because many primary cancers are curable today, whereas
patients with metastases have a poor prognosis. In this way, PET could havea
profound effect on current treatments. In cardiology, see e.g. [Keng, 2004], PET
has proved to be a powerful tool to distinguish irreversibly damaged cardiac tis-
sue from viable tissue. Patients with coronary artery diseases have benefited
from a variety of treatments, including coronary artery bypass surgery, angio-
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plasty, thrombolysis, heart transplantation and lifestyle and diet modification.
Accurate detection of coronary artery diseases and characterization of ssue vi-
ability allows effective use of these therapies. In neurology, see e.g. [Tai and
Piccini, 2004], PET has been found useful in the early detection of silentasymp-
tomatic diseases like Alzheimer’s or Parkinson’s, where although symptoms are
not expressed, biological alterations are present and can be detectedwith molec-
ular imaging probes.
Research PET imaging has played an important role in flow studies (oxygen
utilisation), metabolic changes that accompany disease, brain stimulation and
cognitive activation and gene expression and therapy9. Pharmaceutical industry
research has also actively used PET scanners, specially small animal PET scan-
ners (preclinical), to accelerate the drug discovery process in order toincrease
the annual number of approved drugs. The main advantage of using smallani-
mal PETs over the standard way of performing pharmaceutical research(mainly
based on the sacrifice of the animal) is the possibility of following the develop-
ment of the disease (or the response to a specific new therapy) over time in the
same subject.
PET has also been used, although without noticeable success, in the past
[Hawkesworth et al., 1986, Hawkesworth et al., 1991, Parker et al., 1993] and
more recently [Parker et al., 2009] in industry, for particle flow tracking ad
Positron Emission Particle Tracking (PEPT)10 within engineering equipment.
The attributes that should be emphasized in a PET system depend on the final
target application. For simplicity, the applications can be grouped (based onthe
object size) into two major categories: preclinical imaging with small animals
and whole-body systems. In both scenarios, there is a need to obtain the higher
possible sensitivity. For preclinical imaging with small animals, the parameter
getting the most attention is spatial resolution with newer designs getting closer
to achieve1 mm3 isotropic volume resolution. Timing resolution is not so im-
portant since the count rates are such that random rates are generallylow and
there is no current expectation of obtaining TOF resolution sufficiently low to
be useful for such small volumes. Whole-body imaging systems can not gen-
erally reach their spatial resolution limits due to the amount of variance in the
images (due to dose limitations). Thus, one of the current major areas of devel-
opment for whole-body systems is that of pushing the TOF resolution to achieve
an improvement in the final signal-to-noise ratio in the images.
9The science behind gene therapy relies on introducing genes to cure or retard the progression
of a disease. Theoretically, by introducing necessary modifications forthe defective part(s) of a
gene, one can potentially cure or retard the severity of a disease causedby the effect of a gene(s).
10In this technique a single labelled particle is introduced as a tracer to be accurately t acked as
it moves at high speed inside industrial equipment.
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2.4 PET systems
Section 2.4.1 describes and compares the most significant high performance pre-
clinical PET systems (small animal PETs) from the major manufacturers and
some experimental systems. The experimental systems shown here are far from
a comprehensive list and only some systems with innovative concepts or char-
acteristic are included (many other systems have been and are being built). In
addition, in section 2.4.2, high performance clinical PET-CT systems from the
major manufacturers are also described with the intention to provide a compari-
son point.
Special care must be taken when comparing systems based on certain param-
eters, as they do not always have been measured under the exact sameonditions
and with the same methods.
2.4.1 Preclinical
Inveon R© [Constantinescu and Mukherjee, 2009, Disselhorst et al., 2010], fig.
2.16a, manufactured by Siemens, is a ring-type scanner composed by64 detec-
tor modules (16 transaxial and4 axial) each consisting of a20 x 20 array of
LSO crystals of size1.5 x 1.5 x 10 mm3. The LSO block is optically coupled
to a position-sensitive PMT (Hamamatsu R8900 C12) via a tapered multiple-
element light guide. Each detector module is placed in time coincidence with
opposite modules to give a transaxial and axial FOV of approximately100 mm
and127 mm respectively. PET data are acquired in list mode, which can be
sorted into 3D sinograms or directly into 2D sinograms using SSRB or FORE
algorithm. The images can be reconstructed in 2D by applying FBP or OSEM or
reconstructed directly from the 3D sinogram using a 3D reprojection algorithm
or 3D OSEM.
Mosaic R© (the prototype of this commercial system was the APET) [Surti
et al., 2003, Surti et al., 2005, Huisman et al., 2007], fig. 2.16b, manufactured by
Philips, is based on GSO crystals with dimensions of2 x 2 x 10 mm3, arranged
in 52 rings of 278 crystals each. The crystals are coupled to a single annular
light guide12 mm thick in an optically continuous, pixelated Anger-logic de-
sign. Signal read out is performed via an array of two hundred and eighty eight
19-mm-diameter PMTs. In this way the system defines a transaxial and axial
FOV of 120 mm and128 mm respectively. The scanner operates exclusively in
3D mode. The images can be reconstructed in 2D by applying FBP, following
FORE or directly in 3D with an iterative maximum-likelihood-based algorithm.
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eXplore VISTA R© [Wang et al., 2006, Spinelli et al., 2007], fig. 2.16c, man-
ufactured by General Electric, is based on modules consisting of13 x 13 array
of dual-layer phoswich elements (allows for partial compensation of the paral-
lax error, see sec. 2.2.5.1) (front layer: LYSO1.45 x 1.45 x 7 mm3; back layer:
GSO1.45 x 1.45 x 8 mm3) providing depth-of-interaction information. Signal
read out is performed by position-sensitive PMTs (Hamamatsu R8520-C12). In
total the system comprises56 modules arranged in2 rings defining a transaxial
and axial FOV of67 mm and48 mm respectively. The system operates only in
3D mode.
On the date of publication of this thesis, there was no information about
MOSAIC R© and explore VistaR© (or any preclinical PET system) on the respec-
tive sites of the manufacturers (Philips and General Electric). Apparently, the
have discontinued from this line of business.
NanoPET R© [Bioscan, 2011], fig. 2.16d, manufactured by Bioscan, is com-
posed by12 detector modules, each having85 x 39 LYSO crystals of1.2 x 1.2 x
13 mm3 read out by twenty four256-channel position sensitive PMTs defining
a transaxial and axial FOV of94 and95 mm respectively. NanoPETTMshould
not be confused with HIDAC scanner, see below, since the latter was alsoonce
called NanoPET.
Raytest ClearPETR© [Ziemons et al., 2005, Roldan et al., 2007, Cañadas
et al., 2011], fig. 2.16e, developed by the Crystal Clear Collaboration and now
commercially available through the Raytest group is composed by80 detector
modules arranged in four rings of20 modules each. Each detector module is
built from a dual-layer phoswich matrix consisting of8 x 8 LYSO and8 x 8
LuYAP crystal elements of size2 x 2 x 10 mm3. The matrices are read out by
eighty64-multi-channel PMTs Hamamatsu R7600-M64. Modules are attached
to the gantry, by means of moving parts, allowing to change their radial position.
In this way, the crystal ring inner diameter is adjustable between135 mm and
250 mm. This allows for a transaxial FOV of120 mm with the first diameter and
235 mm with the second. The axial FOV is110 mm.
LabPET12 R© [Bergeron et al., 2008, Bergeron et al., 2009, Fontaine et al.,
2009], fig. 2.16f, manufactured by Gamma Medica-Ideas is composed by768
detector modules, each having4 LGSO/LYSO phoswich pairs of2 x 2 x 12/14
mm3 optically coupled and read out by four single APDs. Four of these detector
modules are mounted in analog boards that can be stacked in sets of16 layers to
form a cassette. Twelve of these cassettes placed in a star configuration define a






Figure 2.16: a) InveonR© (Siemens), b) MosaicR© (Philips). The insets corre-
spond to a detail of the GSO crystals and the pixelated Anger-logic read out.
c) eXplore VISTAR© (General Electric). d) NanoPETR© (Bioscan). e) Raytest
ClearPETR© (Raytest). The insets show the phoswich detector modules. f)
LabPETR© (Gamma Medica-Ideas) The insets show a detail of one of the cas-
settes (partially load) and the system without the cover (All the images where
taken from the publications indicated in the text or directly from the manufac-
turer websites).
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transaxial and axial FOV of100 mm and75 mm respectively. Data are saved in
list mode and can be reconstructed using FBP or (ML-EM) algorithm.
HIDAC [Schafers et al., 2005], see also sec. 2.2.2.4, fig. 2.11b. The HIDAC
scanner consists in four modules of eight stacked MWPC each, between which
are located the511 keV photon converters, facilitating the determination of the
DOI. This technology permits to build large system due to its inexpensiveness.
This feature is exploited in the scanner that exhibits a FOV with dimension of
170 x 170 x 280 mm3, which implies a solid angle coverage of75% at the cetre
of FOV. Data are saved in list mode and can be reconstructed using FBP or
(ML-EM) algorithm.
The HIDAC scanner originally developed by Oxford Positron Systems Ltd.
was at some point commercialized by CTI PET systems and by Siemens later
on, which finally abandoned the concept. HIDAC is no longer commercialized.
All commercial systems described in table. 2.3 (exception is HIDAC system)
are based on scintillator crystals coupled to PMTs (exception is LabPET12 that
use APDs). Most of the systems use fast, dense and bright crystal scintillators
(LSO or similar, LYSO is a variant of LSO) (exception is the MOSAICR© system
using GSO) with sections of around1−2 mm2 and depth of around10−13 mm,
limited by the parallax effect. Exception to this are RaytestR© and LabPETR©
systems, which have deeper scintillator but in phoswich configuration to avoid
degradation of spatial resolution due to parallax error (although this extrascintil-
lator depth does not make them directly more sensitive). The spatial resolution,
using FBP, is around1 − 3 mm FWHM at the centre of FOV degrading quickly
at off-centre locations (parallax effect). The ACS are in the range of2−8% with
a noticeable sensitivity for the InveonR© and NanoPETR© systems, which is then
reflected on the peak NEC. All systems operate in 3D mode and to a greater or
lesser extent incorporate sophisticated rebinning and reconstruction algorithms.
Cadmium Telluride (CdTe) semiconductor based detectors have been used
successfully in the construction of a small animal PET system [Ishii et al., 2007],
see fig. 2.11a. The system is built from10 detector blocks with16 detectors
units each. A detector unit is composed of two arrays of16 CdTe detectors
(1.1 x 5.0 x 1.0 mm3) fixed on a glass epoxy base. The32 signal lines from the
CdTe detectors are connected to one ASIC. The detection efficiency of the de-
tector unit (CdTe1.0 mm thick) is0.41% for 511 keV photons. The10 detectors
blocks define a transaxial and axial FOV of64 mm and26 mm respectively.
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RatCAP [Woody et al., 2007] is a small, head-mounted PET tomograph de-
signed to image the brain of a conscious rat without the use of anesthesia11. The
detector is a complete, high-performance 3D tomograph consisting of a38 mm
inside-diameter ring containing12 block detectors, each of which is comprised
of a 4 x 8 array of2.2 x 2.2 x 5 mm3 LSO crystals read out with a matching
APD array (Hamamatsu S8550) and custom ASIC, and has a18 mm axial FOV.
The entire system is screwed to the mouse’s head to avoid degradation of the
image while the mouse remains awake and active. A interesting possibility of
this PET system is the possibility to be used simultaneously with a MR system
[Maramraju et al., 2008] without any performance degradation of both systems.
Small Animal Imager (SAI) PET system is based on scintillating optical fi-
bres [Tsyganov et al., 2006], see fig. 2.11c. The device is based on the principle
of induced scintillation photons in crossed fibres connected to a position sensi-
tive PMT (Hamamatsu R-2486). Each detector consists of a stack of28 layers of
135 round-1-mm-Bicron-BCF-10 scintillating plastic fibres. The overlap region
forms a FOV with135 x 135 x 28 mm3. The prototype consist in two rotating
heads with a variable radius between50 mm and150 mm.
Proportional Technologies, Inc [ProportionalTech, 2010], has proposed a PET
systems for imaging of small animals based on lead straw tubes, see sec. 2.2.2.4
The system consists of two rotating trapezoidal detector panels, each panel con-
taining fourteen 200-straw modules (10 straws depth each), see fig. 2.11d. Pro-
portional Technologies also has proposed a PET camera for breast imaging [Sun
et al., 2007] and more recently a brain imaging PET system [Athanasiades etal.,
2008].
The experimental PET systems shown in table 2.4 pursue a high spatial res-
olution (one of the most important parameter in preclinical systems). All of
them present DOI capability (exception is the RatCAP system). For example,
the CdTe based system exhibits a spatial resolution around1 mm in the entire
FOV. A doubt about the implementation of a PET system based on this technol-
ogy is the price, which could be prohibitive. An interesting approach is the straw
based system, since it exhibits a reasonable performance at a competitive price
(380ke [Shehad et al., 2006], around a factor2 less than commercial systems).
11It is generally not possible to obtain in vivo images of the brain without the use of anesthesia.
This greatly suppress brain functions and can affect many of the neurological activities that one
is trying to study. In addition, it is not possible to study animal behaviour whileunder anesthe-
sia, which can provide valuable additional information that can be used in conjunction with the
functional data obtained with PET
























































































































































































































































































































































2.4. PET SYSTEMS 63
RatCAP is also an interesting approach since it is the first PET system capable of
imaging the brain of a conscious rat without the use of anesthesia. Additionally,
the scanner can be operated simultaneously with a MR system [Maramraju et al.,
2008] without any performance degradation on both systems.
2.4.2 Clinical
Biograph R© true point with trueV [Jakoby et al., 2009], manufactured by
Siemens, is composed of four rings of48 detectors blocks,54 x 54 mm2. Each
block comprises a13 x 13 matrix of 4 x 4 x 22 mm3 LSO elements read out by
four PMTs. This configuration covers a transaxial and axial FOV of605 mm
and218 mm. The system incorporates innovative data processing to improve
the scanner performance as the incorporation of millions of accurately measured
point spread functions in the reconstruction algorithms or a model-based Comp-
ton scatter correction using Monte Carlo-based computational techniques.
Biograph R© mCT TOF-PET scanner [Jakoby et al., 2011] is similar in con-
struction to the BiographR© true point. The only modifications introduced in the
scanner are a new redesigned electronic and an increase of the acceptan e an-
gle for incoming coincidence events, which was increased from10.3 (TruePoint
TrueV) to 13.2 (mCT) respectively. Therefore, an increase in sensitivity and
count rate performance is expected for the mCT. The measured timing resolu-
tion is 580 ps, which leads to a gain in the signal to noise ratio of1.7 for obese
patients and1.2 for normal patients respectively.
Gemini R© TF TOF-PET scanner [Surti et al., 2007], manufactured by Philips,
is composed of28 modules of23 x 44 array of4 x 4 x 22 mm3 LYSO crystals.
The crystals are coupled to an annular light guide in an optically continuous,pix-
elated Anger-logic design read out by a hexagonal array of four hundred twenty
39-mm-diameter PMTs. The active transaxial and axial FOV is576 mm and
180 mm respectively. The system timing resolution for this scanner, averaged
over all crystals, is585 ps FWHM.
DiscoveryR© 690 TOF-PET [Kemp et al., 2009], manufactured by General
Electric, uses4.2 x 6.3 x 25 mm3 LYSO crystals grouped in a6 x 9 block.
There are24 rings with576 crystals per ring. The transaxial and axial FOV are
700 mm and153 mm respectively. The system time resolution is650 ps.
Table 2.5 shows the high performance clinical PET systems from the three
major manufacturers. All of them are TOF-PET systems except the first one that
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is shown for comparison purposes. All use fast, dense and bright LSOcrystal
(or similar) scintillator, read out by PMTs. The systems exhibit similar charac-
teristics in all the summarized parameters. The scintillators are around a factor
2 deeper than the preclinical counterpart in order to maximize sensitivity but
short enough to not degrade too much the spatial resolution. All of them (except
the first) incorporate the TOF information in the reconstruction process, thuthe
timing characteristics are extremely improved with an average around600 ps
FWHM, which are significantly better than in the case of preclinical PET. The
improvement due to the use of TOF information (comparison between Biograph
true point and Biograph mCT) is a modest20%.



























































































































































































































































































































































































































































































































































































































In this chapter it is described an RPC-PET prototype that aims to validate the
expected sub-millimetre spatial resolution and absence of parallax error ofa PET
system based on RPCs. It was designed to pursue this goal and not to bea final
system, for which all the components should be redesigned. The materials used
on the construction and the geometry itself are not optimized, neither from the
point of view of mechanical construction, since a final system should be mor
compact, nor from the point of view of detection efficiency. The FEEs does not
exploit the timing resolution inherent in the RPC technology, as it was designed
to provide a good charge measurement to determine the interaction point of the
photons with the maximum accuracy. A final system should include the timing
measurement, a key characteristic of the system. The DAQ is a custom made
system built expressly for this application. Again, it does not aim at being afinal
solution for a complete PET system, which would require a completely different
structure, but an easy and versatile solution for this particular prototype.
The prototype is composed of two detector heads with sixteen metal-glass
0.3 mm gap RPCs each, working on avalanche mode at atmospheric pressure
under a continuous gas flow (85% C2H2F4, 10% SF6 and5% C4H10). The inter-
action point of the photons is measured inside each head on two dimensions. In
this way, the prototype is capable of obtaining planar images correspondingto
the distribution of activity in the FOV projected in a transaxial plane. The read
out of the entire system comprises96 charge sensitive channels read out by a
custom made DAQ managed by a microcontroller. The two heads are supported
on a structure that allows their correct alignment around a central point where
a custom made point-like22Na source is placed, mounted on a precision screw
allowing the positioning of the source in any place within the FOV.
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3.2 The detector heads
Metallic Electrode (ME) Metallic Electrode Guard Ring
(MEGR)










Figure 3.1: Upper and lower view of one of the constituent plates. These ar
made from Printed Circuit Board (PCB) and accommodate on one side a) the
Metallic Electrode (ME) and Metallic Electrode Guard Ring (MEGR) of an RPC
and on the opposite side b) the1.9 mm thick glass electrode of the next RPC
under which are located32 signal pick-up strips and the Strips Guard Ring (SGR)
surrounding them. The four holes used to guarantee the correct alignment of
the plates on the mechanical frame, are clearly visible. It is also shown the
detector head coordinate system and the edges between the strips and SGRcalled
longitudinal and transversal edges, see text.
Each detector head is composed of sixteen independent RPCs stacked ona
common mechanical frame. The stack is built from seventeen identical plates,
which accommodate the metallic electrode of an RPC on one side and the re-
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Figure 3.2: Superposition of the Metallic Electrode (ME) and Metallic Electrode
Guard Ring (MEGR) (blue), strips and Strips Guard Ring (SGR) (red) anglass
electrode (white outline), defining and active area of40 x 12 mm2 (grey area).
sistive electrode of the next RPC on the opposite side. The heads were built
keeping in mind three different aspects: mechanical construction, detector HV
bias voltage and signal read out.
• Mechanical construction. The plates are built from standard1.6 mm
thick FR-41 Printed Circuit Board (PCB). This material was chosen be-
cause its stiffness provides an appropriate mechanical support and thePCB
construction technology allows to have precise copper structures with high
quality surfaces, very convenient to define the pick-up electrodes. Each
plate has a size of85 x 40 mm2 (fig. 3.1). The Metallic Electrode (ME),
with a size of32 x 10 mm2, is centred on one of the plate sides surrounded
by a guard ring segmented in two parts, called Metallic Electrode Guard
Ring (MEGR), with an outer size of40 x 20 mm2, see fig. 3.1a. Each
of them has a track to the edge of the plate for connection. The resistive
electrode, made from1.9 mm thick glass, is glued with Araldite2 on the
centre of the opposite side of the plate and has a size of60 x 12 mm2, see
fig. 3.1b. It was used standard soda-lime3 float-glass with a bulk resistivity
of approximately1012 Ωcm on which the edges were rounded to prevent
discharges. It is defined in this way an active area of40 x 12 mm2 for each
RPC, see fig. 3.2.
1Flame retardant 4, a type of material used for making printed circuit boards composed by
epoxy resin and filament fibreglass.
2Araldite R© 2012, two component epoxy paste adhesive.
3A typical soda-lime glass is composed of SiO2 (silica: 70-75 %), Na2CO3 (soda:12-16 %)
and CaO (lime:5-15 %), plus small amounts of other materials to provide particular properties
such as colour.
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Figure 3.3: Detector head built from seventeen plates that define the sixteen
independent0.3 mm gas gaps, allowing the detection of the photons interaction
point on 2D, Depth of Interaction (DOI), y, and longitudinal position, x, (referred
to the detector head coordinate system, axis on the left). The mechanical rigidity
is guaranteed by means of a ceramic frame fixed on a large PCB, which is also
used to close the gas-tight box, to feed through the signal and HV bias wire, to
place components and to support the mechanical frame for the FEE.
Under the resistive electrode are located32 signal pick-up strips and a
special pick-up electrode (surrounding the strips) complementary to the
MEGR called Strips Guard Ring (SGR). The strips are0.9 mm wide x10
mm long and are spaced at a pitch of1 mm, covering a total area of
32 x 10 mm2. Each strip is connected to a PCB track, which transports
the signal to the edge of the plate to make the connection with the FEE
easier. The read out of the SGR will allow the identification of avalanches
created near the edges of the area cover by the strips and the ME. The edge
between the first / last strips and the SGR will be called transversal edge,
while the edge among the32 strips and the SGR will be called longitudinal
edge, see fig. 3.1.
A mechanical frame, built from four ceramic tubes fixed on a large PCB,
is used to stack together all the plates. This is done by using the existing
holes on each plate, guaranteeing a correct alignment of the plates. This




Figure 3.4: Detector head enclosed in the aluminium gas-tight box. The FEE is
connected and supported on a mechanical frame fixed on a large PCB.
is a very important point since any misalignment among the strips would
degrade the spatial resolution of the system, see sec. 5.7.2. Each gas gap
is defined by two0.3 mm diameter nylon mono-filaments placed outside
of the active area (green lines in fig. 3.2). The large PCB, used to fix the
mechanical frame, is also used to close the gas-tight box, to feed through
the signal and HV bias wires, to place HV-distribution components (capac-
itors and resistors) and to support the mechanical frame for the FEE, see
fig. 3.3 and 3.4. The final stack,65 mm tall, is enclosed in an aluminium
gas-tight box with a size of120 x 50 x 70 mm3 and2 mm wall thickness,
see fig. 3.4, on which two gas connectors are installed to set up a serial gas
connection. The detector heads are operated at atmospheric pressureon a
continuous gas mixture flow composed by85% C2H2F4, 10% SF6 and5%
C4H10 at20 cm3/min.
In reference to the detector head coordinate system, the following notation
will be used in the rest of the document. The dimension perpendicular to
the strips will be called longitudinal position, x, while the parallel dimen-
sion (not measured) will be called transversal position, z. The RPC where
the interaction takes place is the DOI, y, see fig. 3.1, 3.3 and 3.7.
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Figure 3.5: Schematic connections of HV bias voltage and induced signal read
out for one of the RPCs on the stack. The HV bias voltage is applied to the
Metallic Electrode (ME) and the charge induced by avalanches is read outfrom
the ME and strips.
• Detector HV bias voltage. The HV is provided by a Wenzel Elektronik
N 1130 − 4 HV power supply, connected to each detector head through a
low pass filter. It is connected to the ME and MEGR with negative polar-
ity, which means that the metallic and resistive electrodes work as cathode
and anode respectively. The MEGRs, grouped together for all RPCs,are
connected to HV through a1 MΩ resistor, while the MEs are individually
connected to HV through a1 MΩ resistor. The strips, physically in contact
with the resistive electrode, are connected to ground through a1 MΩ resis-
tor, located on the FEE board (see the schematic connections in fig. 3.5).
A typical working point is−3000 V.
• Signal read out. The induced signals on the ME, strips and SGR are
read out by inverting charge sensitive amplifiers based on Analog De-
vices OP467GS operational amplifier with a shaping time of500 ns, see
fig. 3.6a. The charge gain is0.3 V/pC measured by injecting a1 µs square
pulse into the amplifier input through a1 pF capacitor in parallel with
a 100 kΩ resistor, which simulates an RPC-shaped signal (an initial fast
charge pulse plus a continuous current for1 µs with10 times more charge
[Fonte and Peskov, 2002]). The ME are individually read out for each
RPC, through a100 pF HV capacitor. Thereby, it can be determined the
RPC where the interaction takes place and therefore the DOI inside each
head. The strips are grouped together in columns through a special con-
nector (blue squares in fig. 3.3) and read out by32 similar amplifiers. An















































Figure 3.6: FEE. a) Schematic of one channel based on Analog Devices
OP467GS operational amplifier, assembled on an inverter configuration witha
shaping time of500 ns. b) PCB equipped with sixteen channels and c) typi-
cal real signals from the detector heads at the output of the FEE attachedto the
Metallic Electrode (ME).
off-line analysis of these signals allows to determine the interaction point
of the photons on each RPC along the longitudinal dimension, see chapter
5. The SGR is read out via the FEE channel corresponding to the32nd
strip. In this situation the32nd strip is grounded.
The read out of each head comprises48 charge sensitive channels, which
are mounted on three boards with16 channels each, fig. 3.6b. One of
these boards reads out the16 ME and the other two read out the32 strips
on an interleaved way; the odd strips are read out by one board while
the even strips are read out by the other. These boards are mounted on a
mechanical support on the rear of each head, see fig. 3.4, inside a metallic
box that provides an appropriate electromagnetic shielding. All the signals
are transported to the DAQ through shielded twisted flat cables, to avoid
any degradation or interference on the signals.
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Figure 3.7: The two detector heads positioned on a dual configuration. The
black object in the centre of the image is the precision screw used to move the
22Na source, see sec. 3.4. On the back, the 3U crate where the DAQ boards are
installed, see sec. 3.3. Under the image, schematic of the two coordinate system
used: detector head and object coordinate system.
The two detector heads are placed on a structure that guarantees their correct
alignment (fig. 3.7) as close as possible, approximately30 mm, to minimize
the annihilation photon non-collinearity effect, which has a significant impact
on the system spatial resolution as it will be shown in sec. 5.7.5. In referenc
to the imaged object, the coordinate system shown in fig. 3.7 (object coordinate
system) will be used in the rest of the document. As the transversal position
is not measured, the obtained images correspond to the original distribution of
activity in the FOV projected in a transaxial plane.
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3.3 DAQ
The DAQ system used to read out the two detector heads is a custom made sys-
tem built expressly for this application. It does not aim at being a final solution
for a complete PET system, which should have a complete different structure,
but an easy and versatile solution for this particular prototype.
3.3.1 Hardware
The acquisition boards are mounted on a 3U crate equipped with an euroback-
plane for communication, control and power supply purposes. The cratehas
capacity for nineteen boards, fifteen of which are dedicated to generalpurpose
boards and the other four are reserved for acquisition / control boards and the
control unit. The control unit is based on a20 MHz PIC16F877 microcontroller
[Microchip, 1999] that handles the read out of the boards in the crate aswell
as some specific lines, thresholds, trigger and latches (see below for morede-
tails). The boards are read out through a 16 bit data bus, having the possibility
of manipulate the information before storing it. This provides a certain local in-
telligence, eventually useful to take an on-line decision or to implement locally
some algorithm. The control unit stores the data in a computer equipped with a
custom made ISA board, which accommodates a16 bit FIFO memory and some
lines dedicated to communications between the computer and the control unit.
Besides the control unit, there is an input-output unit that works basically like
a TTL-NIM-TTL converter, providing an interface between certain lineson the
backplane and external NIM modules, which is useful to control and monitor the
acquisition.
The signals from the FEE, are processed on six equal boards with capacity
for sixteen channels each, see fig. 3.8. Two boards process the signals from the
MEs (16+16 channels) while the remaining four boards process the information
from the strips (16 + 16 + 16 + 16 channels). On these boards, called discrim-
inator boards, the signals are discriminated on a fixed threshold discriminator,
based on the MAX912 comparator chip. These discriminator boards are able to
accept both positive and negative signals since the boards receive signals from
the MEs and strips, which, by construction, have inverse signal polarities. For
this reason, the output of the comparators can be chosen between the normal and
complementary output. The output state of the comparators, fixed by using the
latch enable input (see below for more details), is sent to a bus driver to beread
out later by the control unit. This digital information corresponds to the fired
RPC for the boards reading out the MEs and to the digital pattern of the strips
for the boards reading out the strips. It is also done the logic OR of the digital
outputs for trigger purposes.
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Figure 3.8: Sixteen channels discriminator board used to processes the signals
from the FEE. The signals are compared on fixed threshold discriminators b) to
get the digital pattern of the input signals that is read out later by the controlunit
through a bus driver d). It is also provided the logic OR c) of the signals for
trigger purposes. The charge signals are also summed in groups of eighta) and
sent to an external ADC for later analysis.
The signals from the FEE are also added in groups to be sent to an external
Analog to Digital Converter (ADC). The signals from one on every four strip
are added together and sent to the ADC, see fig. 3.9, while the signals from
the MEs are added on groups corresponding to odd and even gaps andalso sent
to the ADC. The signals from the SGR, relevant for the edge cut described in
sec. 5.4.2, is read out via the FEE channel corresponding to the32nd strip. In
this situation this strip is grounded. Additionally, one of the adders used to read
out the charge from the MEs is lost in favour of it (the lack of one more adder is
a missed point on the design of the DAQ). As a consequence, instead of reading
separately the charge from odd and even MEs, as initially planed, they areread
out as a whole in an unique ADC channel. This creates an ambiguity when more
than one ME fires, see sec. 5.4.1.
There are two threshold and two trigger lines available on the backplane bus









Figure 3.9: The signals from one on every four strips are added together and
sent to an external Analog to Digital Converter (ADC). Each colour in the figure
belongs to a group.
designated aslatch 1, 2 to which the different boards can be connected. For this
purpose, each board is provided with a configuration switch that selects what is
the threshold and latch to be applied in the comparators and what trigger output
is enabled. This is necessary because the configuration for each board must be
different depending on what signals are being processed; from the ME or from
the strips.
The threshold 1 is connected to the discriminator boards that process the
signal from the MEs and has a value of−50 mV, which is equivalent to0.170 pC.
Thethreshold 2 is connected to the discriminator boards that process the signals
from the strips and has a value of40 mV.
The trigger signals provided by each detector head,trigger 1 and2, corre-
spond to the output OR from the boards that process the signals from the MEs.
The reason for this is that the signal available in the MEs is larger than the sig-
nal on each strip (the induced charge is shared among several strips),so using
the signals from the MEs allows to have a lower charge threshold and therefore
higher sensitivity to small signals. These trigger signals are sent to an external
NIM coincidence unit, through the input-output unit, in which it is carried out
a logic AND between them to be used as general trigger. See fig. 3.10 for a
complete DAQ scheme.




































































































































































Figure 3.10: Read out scheme of the two detector heads. All signals are dis-
criminated to obtain a digital output that corresponds to the fired RPC and to the
digital pattern of the strips. The signals are also sent to an external Analogto
Digital Converter (ADC) to be digitized.
When a general trigger is generated, the acquisition system is blocked for





Crate with discriminator boards
Figure 3.11: Complete system showing all the elements: detector heads, crate
with the discriminator boards and control unit, NIM electronics, CAMAC system
and computer.
lowing that an event is the timing coincidence of both detector heads and a hit is
the information generated by each head in an event). The first thing to be done
is to fix the output state of the comparators before the signals disappear. This
is done by using the latch input of the MAX912. This latch signal is generated
some time after the trigger to avoid fake signals created for some initial transient.
The latch signals were generated by external standard NIM modules and sent to
the discriminator boards through the input-output unit. Once the output of the
comparators is fixed, the control unit starts the sequential read out of thediscrim-
inator boards storing the information in the computer through the FIFO board.
Meanwhile the twelve groups of analog signals, from the adders on the discrim-
inator boards, are integrated on aLecroy 2249W CAMAC ADC mounted in a
Wiener crate equipped with a custom controller [Blanco, 2003], which is read
out at the end of the conversion time by the computer. At the end of the event
read out the data acquisition system is prepared for a new event.
During the initial set up process, it was detected that some of the gaps had
an excessive dark count rate. Although in coincidence this noise is not seen, as
a precaution their MEs were disconnected from the DAQ, by cutting the PCB
track at the output of the respective FEE channels, since they could potentially
perturb the acquisition.
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Fig. 3.11 shows the complete system with the different components: detector
heads, crate with the discriminator boards and the control unit, NIM electroni s,
CAMAC system and computer.
3.3.2 Software
It was necessary to develop an acquisition program for the read out ofthe system.
The program is subdivided in four parts:
• PIC firmware. It is the piece of code embedded in the microcontroller. It
was developed using the freeware Integrated Development Environment
(IDE) MPLAB R©, supplied by Microchip Technologies Inc. The main
purpose of this code is to control the acquisition flow and read out the
boards in the crate. It was written in assembler, for the critical parts, and
in C language.
• Access functions to the FIFO board. It is the code responsible for the
access to the FIFO board. It was written in C language.
• Access functions to the CAMAC system. It is the code responsible for the
access to the CAMAC modules. It was written in C language.
• Front end program. It is the interface with the user in which the acquisition
can be set up and launched. It was written in C language.
The visible program for the user is the front end program running in a desk-
top computer. Here, the user can define the different acquisition parameters:
number of boards to read out, number of events in the acquisition or acquisition
time. Once the acquisition is launched, this information is passed to the PIC that
immediately takes the control of the acquisition and keeps waiting for a trigger.
When a general trigger is generated, the system is blocked to new events and
the PIC starts reading out the modules in the crate, storing the information on
the FIFO board. Afterwards, the control is passed to the computer that reads out
the ADC module in the CAMAC and the data stored in the FIFO board, putting
together this information to build the event. Once the event is built, the infor-
mation is stored in a memory buffer, which is periodically dumped in the hard
disk, and the control is given back to the PIC. After the event has been read out
successfully the PIC enables the acquisition system to accept new events.At the
end of the acquisition the PIC gives back the control to the user in the frontend
program. As a result a file is created containing the information generated by
each detector head on an event; six charges corresponding to the MEs,SGR and
groups of strips, and two digital patterns corresponding to strips and MEs.
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3.4 Point-like source
As it will be shown in sec. 5.7.6, the spatial resolution of the system is strongly
influenced by the physical limits of the PET technique. An additional variable,
which contributes to the measured spatial resolution is the size of the radioac-
tive source to be used. This must be kept as small as possible to minimize its
contribution to the resolution. With the aim of reducing this contribution, it was
constructed a custom made22Na source. Although the22Na is not a radioisotope
commonly used in PET analysis, it is conventionally used to test the spatial res-
olution of PET systems [Domenico et al., 2002, Tai et al., 2003, Missimer et al.,
2004, Kim et al., 2007]. It is similar in energy to18F, a common used radioiso-
tope, but has a more convenient half live of2.6 y to be compared compared with
109.8 min for 18F, see table 2.1.
The source must be as small as possible and must be encapsulated in a mate-
rial similar to soft tissue to avoid modification of the positron range. It was cho-
sen acrylic plastic due to the similar density (1.16 - 1.20 gr/cm3) when compared
with soft tissue (1.06 gr/cm3)4, while it is transparent and easy to manipulate.
The basic idea of the construction was to deposit the radioactive source,in
the form of a watery solution, in a small object support, to be placed inside a
hole on acrylic where it would be confined. It was used as support a thre d
with a knot on the tip, see fig. 3.12a. The function of the knot is to stop the
advance of the thread in the hole to avoid its contamination (it is desirable to
keep these dimension as small as possible too). All the thread, except the knot,
was impregnated with a greasy compound (hydrophobic) to keep the radioactive
solution confined to the knot, see fig. 3.12b.
It was built a mechanical support with 3D movement capability to support
a special syringe that deposits the solution on the knot. The syringe piston was
mounted on a precision screw, which allows to dispense approximately100 nL
drops. After six drops have dropped over the knot, the thread was introduced
in an approximately0.22 mm φ hole on a5 mm thick acrylic slab with20 mm
edges, see fig. 3.12c. After that, the thread was sealed with a similar slab to
produce a10 x 20 x 20 mm3 cube with the22Na in the middle, see fig. 3.12d.
It was used a CsI crystal scintillator read out by a photomultiplier tube to
measure the activity of the produced source by comparison with a known22Na
source. It was determined an activity of14 µCi.
The source will be positioned in the FOV of the system, with the cylindrical
hole oriented in the direction of the axial axis, mounted on a mechanical structure
with 1D movement capability, operated by a precision screw (1 turn = 1 mm),
see fig. 3.7. This will allow to image the source in different positions along the
4(ICRU-44)






Figure 3.12: a) Knot on the tip of the thread with dimensions approximately
0.3 x 0.3 mm2, where the solution was deposited. b) Thread impregnated with
a watery solution (black shadow) and stopped by a greasy based compound. c)
Top view of a thread inserted in a0.22 mm φ hole in an acrylic slab. d) Final
point-like source placed between two5 mm thickness acrylic slabs.
tangential dimension within the FOV.
Typically, due to the low detection efficiency of the detector heads and the
weak activity of the22Na source, each one of the runs, for the different positions
of the source, takes around two weeks, see sec. 5.3.
3.5 Discusion and conclusions
The RPC-PET prototype aims at validate the expected sub-millimetre spatial res-
olution and absence of parallax error of a PET system based on RPCs, has been
described in this chapter.
As this is a first prototype, built to validate a concept, many things must be
redesigned to became a final system. The materials used on the construction
of the detector heads must maximize the photon detecting efficiency keeping in
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mind the feasibility and compact structure of the system. A recent study on the
RPC-PET detecting efficiency can be found in [Blanco et al., 2009a] showing
the possibility of building an efficient glass based structure. The detector heads
must implement the read out of the transversal coordinate of the photon interac-
tion point to achieve the full 3D capability. In addition, the FEE must exploit the
timing resolution inherent in the RPC technology. A simultaneous 2D position
and time measurement will be possible as it was demonstrated in [Blanco et al.,
2003a]. The solid angle coverage must be improved towards the full solid angle
coverage to maximize the sensitivity of the system. This is an important char-
acteristic of this concept since the RPC technology allows to extend the detector
coverage without a significant increase on the final price.
Nevertheless, the prototype described here was able to achieve its aims as it
will be shown on chapter 5.
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Chapter 4
Induced charge on electrodes
4.1 Introduction
This chapter describes the electrostatic method followed to calculate the induced
charge on the different pick-up electrodes. This information will be used, in
chapter 5, to calculate the photon interaction point along the longitudinal di-
mension (longitudinal reconstructed position), to evaluate the dependenceof the
reconstructed position accuracy with, e.g., the electronic noise or chargeg in
variations and also to evaluate the influence of the edges and implement a cut to
eliminate it. Basically, the method consists on the application of Ramo’s theo-
rem, previously introduced in sec. 1.1.5, where the weighting field is numerically
calculated with a finite elements method based on a MatlabR© program.
The induced charges on the different pick-up electrodes namely, Metallic
Electrodes (MEs), strips and Guard Rings (GRs) (Metallic Electrode Guard Rings
(MEGRs) and Strips Guard Rings (SGRs)) are calculated as a function ofthe l n-
gitudinal and transversal position. Additionally, the influence of the longitudinal
and transversal edges (sec. 3.2) on the induced charge is also discussed.
4.2 Methods
The electrostatic method followed to calculate the induced charge on the differ-
ent pick-up electrodes is basically the application of the Ramo’s theorem [Rao,
1939], previously introduced in sec. 1.1.5. Thus, integrating eq. 1.8 as afunction
of time, it is possible to calculate the induced charge,Qind, on an electrode due
to the motion of an electron / ion pair created on an arbitrary position,y0, inside










e0~vi · ~Ewdt −
∫ te
0
e0 ~ve · ~Ewdt (4.1)
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whereii, ti andie, te are the induced currents on the electrode and transit times
in the gap for the electron and ion respectively,0, vi andve are the unit charge
and velocities for the electron and ion respectively andEw is the weighting field.
Assuming that both electron and ion are moving along the dimensiony, perpen-















whereviy, vey are the component of the velocities of the electron and ion along
the dimensiony andEwy is the component of the weighting field along the same














Therefore, integrating the weighting field along the gas gap on they dimension,
g, Qind is the charge induced on the electrode by an electron ion pair created
in an arbitrary place of the gas gap,y0, after having derived to the anode and
cathode respectively. In the limit where the thickness of the resistive electrod ,
d → 0, Qind = e0.
The weighting field is calculated using a 2D finite elements program (based
on the MatlabR© Partial Differential Equation Toolbox), on which the geometry
of the gap and the different elements (gas, metallic and resistive electrodes) are
described. Due to the two-dimensional nature of the program it must be assumed
that there is a translational symmetry on the third dimension. For this reason,
the induced charge on the different electrodes, as a function of the longitudinal
and transversal position, are calculated under the assumption that the electrodes
are infinitely long along the transversal and longitudinal dimension respectively
and therefore, they are valid far from the transversal and longitudinaledges re-
spectively, where the edge effects are minimum. See the following section and
sec. 5.4.2, where the edge effects are discussed. By way of illustration,fig. 4.1
shows the electric potential corresponding to the weighting field of a strip as a
function of longitudinal fig. 4.1a and transversal position fig. 4.1b.
In order to simplify the calculation, it was only implemented one of the RPCs
on the stack assuming that the interaction with the neighbouring RPCs is negli-
gible. The relative permittivity of the glass electrode and gas gap is4 and1
respectively. On the other hand, the32nd strip is implemented as connected to
































Figure 4.1: Electric potential corresponding to the weighting field of a strip as
a function of a) longitudinal and b) transversal position under the assumption
that the strip is infinitely long along the transversal and longitudinal dimension
respectively. The thick black line represents the outline of the resistive electrod .
The following variables are calculated (all the variables names are primed to
distinguish them from the measured ones that will be defined on chapter 5):
• q′si (i = 1...4), the induced charge on each group of eight strips, see
sec. 3.3.1.










• q′me, the charge induced on the ME.
• q′sgr andq
′
megr, the charge induced on the SGR and MEGR respectively.
It is also calculated the induced charge on a strip as a function of the distance
to the strip, the induced charge profile.
All these variables are simply calculated evaluating eq. 4.3 in different posi-
tions along the transversal and longitudinal position.
4.3 Results
Fig. 4.2 shows the calculated induced charge as a function of the longitudinal
Fig. 4.2a and transversal position Fig. 4.2b for the different electrodes: ME,
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Figure 4.2: Induced charge as a function of a) longitudinal and b) transversal
position for: Metallic Electrode (ME), Metallic Electrode Guard Ring (MEGR),
strips and Strips Guard Ring (SGR). It is also plotted the ratio between the charge
induced on the ME and the strips. Additionally, it is shown on the right hand side
axes the structure of the RPC (the blue square represents the resistive electrode).
MEGR, SGR and strips. For this calculation, the strips and the SGR were ap-
proached by solid polygons. It is also shown on the right axes the structure
of the RPC (the blue square represents the resistive electrode). The asymme-
try left/right shown in fig. 4.2a is owed to the32nd strip being grounded. As it
was previously described, see sec. 3.2, the active area in each RPC has a size of
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Figure 4.3: a) Normalized induced charges on strips evidencing the4 mm (4
strips) period and induced charge on the Strips Guard Ring (SGR) as a function
of the longitudinal position . Two normalized charges, corresponding to consec-




s4 plotted against each other for b) all positions
and c) central positions along the longitudinal dimension.
40 x 12 mm2. However, not all avalanches created in this area would activate
the trigger, see sec. 3.3.1. As it is show in fig 4.2, out of the area coveredby
the MEs,32 x 10 mm2, the induced charge in it is zero or has opposite polarity.
Therefore, only avalanches created inside this area, which will be calledtrigger
region, will activate the trigger. In this way the FOV is defined with a size of
32 x 10 x 30 mm3. The borders of this area are the longitudinal and transversal
edges defined on sec. 3.2.
Fig. 4.3a shows the normalized charges,q̃
′
si evidencing the the4 mm (4
strips) period and the charge induced on the SGR,q
′
sgr as a function of the lon-
gitudinal position. It is also shown two normalized charges correspondingto




s4 plotted against each other for all the po-
sitions fig. 4.3b and central positions along the longitudinal dimension fig. 4.3c
This representation creates a kind of ring, which in following pages will be call d
charge rings. It is clear the deformation of the normalized charges on bothsides,
near the transversal edge, since the charge induced by avalanches created in this
region is shared between the strips and the SGR (again, the asymmetry left/right





si are reduced in different proportions depending on the position of
the avalanche along the longitudinal position. The deformation appears on the
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Figure 4.4: Induced charge profile for five glass thicknesses from0.1 mm to
1.9 mm for a0.3 mm gap width and glass relative permittivity of4.
charge rings as ”arms” coming from the ring, see fig. 4.3b disappearing com-
pletely for the central positions along the longitudinal dimension, fig. 4.3c. On
the longitudinal edge, the effect of the proximity of the edge is different. Asit
is shown in sec. 5.4.2, it essentially increase the dispersion of the normalized
charges.
The distance at which the avalanches begin to share charge in the SGR de-
pends on the shape of the induced charge profile, the induced charge instrip as
a function of the distance to it, see fig. 4.4. This profile depends on the distance,
d+ g, between the ME and the strips, whered is the resistive electrode thickness
andg the gap width. If the gap width is kept unaltered to preserve the avalanche
growth characteristics, the only possibility of changing the shape of the profile is
by modification of the glass width or its relative permittivity. Fig. 4.4 shows the
charge profile for1.9 mm,1.5 mm,1 mm,0.5 mm and0.1 mm glass thicknesses
(keeping the gas gap to0.3 mm). The charge profile is narrower for the thinner
glasses, decreasing the distance to the SGR at which the avalanches startinduc-
ing charge on it. This can be verified in fig. 4.5 where the normalized charges
are plotted as a function of the longitudinal position. The vertical black dashed
lines represent the distance from which the avalanches start sharing charge on
the SGR, which it is smaller for the thinner glasses.
The distance between the ME and strips also has influence on the separation
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Figure 4.5: Normalized induced charges on strips as a function of the longitudi-
nal position for five different glass thicknesses. The vertical dashedlin s repre-
sents the distance from which the avalanches noticeably start sharing charge on
the guard rings. From top to bottom:2.9 mm, 2.2 mm, 1.5 mm, 1.2 mm and
1.0 mm.
curacy. On the limit, ifd+g was infinite the induced charge would be distributed
equally by the four groups of charges and there would be no position informa-
tion, on the other hand ifd+g was zero, the induced charge would be distributed
only in one strip or two (avalanche just between two strips) and the contribution,
rms, to the longitudinal reconstructed position would be the strip width divided
by
√
12. This can be seen in fig. 4.5, where it is plotted the normalized induced
charge on strips as a function of the longitudinal position for1.9 mm, 1.5 mm,
1 mm, 0.5 mm and0.1 mm glass thicknesses (keeping the gas gap to0.3 mm).
The separation among charges increases as the glass width decreases,and vice
versa. For the0.1 mm glass when the avalanche is created on the middle of a
strip, almost all charge,0.95%, iys induced on that strip. The impact of the glass
thickness on the reconstructed position will be discussed in sec. 5.6.
4.4 Conclusions
The induced charge on the different pick-up electrodes has been calculated based
on Ramo’s theorem where the weighting field is calculated numerically using a
finite elements method based on a MatlabR© program. This information will be
used on chapter 5 to calculate the photon interaction point along the longitudinal
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dimension (longitudinal reconstructed position) and also to evaluate the factors
that have an influence on the reconstructed position accuracy and to implement
a cut for the events influenced by the edges. Additionally, the influence ofthe
edges on the induced charge has also been studied showing that the use of thinner
glasses would minimize the area of influence of the edges but also would modify
the separation of the different groups of charges and therefore the rconstructed
position uncertainty. The impact of using thinner glasses on the reconstructed





In this chapter it is described the procedure followed to evaluate the spatialres-
olution and the different contributions to it, both instrumental (detector response
and source size) and physical (annihilation photon non-collinearity and positron
range).
Each detector head is capable of measuring the photon interaction point in
2D: DOI and longitudinal position, see sec. 3.2. The first is simply the positionof
the triggered Metallic Electrode (ME), while the second is calculated comparing
the measured charges on the strips with the corresponding values obtainedfrom
the electrostatic method described in chapter 4. The photon interaction point is
obtained after application of cuts and corrections over the acquired data,namely:
digital and edge cuts (sec. 5.4.1 and 5.4.2) and gain correction (sec. 5.5). Later,
after having corrected the detector heads mispositioning (sec. 5.7.2), the PSF
of the system is calculated in order to evaluate the spatial resolution and the
different contributions to it (sec. 5.7.3 and 5.7.4).
5.2 Variables definition
In a similar way to what was defined on chapter 4, the nomenclature followed in
this chapter is:
• qsi (i = 1...4), the measured induced charge on each group of eight strips.
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• q̃si, the normalized charge on each group of eight strips, calculated as
qsi/Qs.
• qsgr andqme, the measured induced charges on the SGR and on the ME
respectively.
• xraw, the longitudinal coarse position, the coarse interaction point of the
photon along the longitudinal dimension, calculated as the average of the
positions of the fired strips (digital information).
• x, the longitudinal reconstructed position, the interaction point of the pho-
ton along the longitudinal dimension.
The longitudinal reconstructed position is calculated comparing the mea-



















is the longitudinal reconstructed position,x. The existing ambiguity along the
longitudinal dimension, owing to the periodicity of the normalized charges on
each group, see fig. 4.3, is solved with the additional information given byxraw.
Before the application of equation 5.1 the data must be treated. Some cuts must
be applied to clean the data and the charges must be corrected from charge gain
variations to allow a precise comparison between the calculated and measured
charges. All these procedures will be explained in the following sections.
5.3 External pulser as trigger
An external trigger generator forces the DAQ to acquire an event periodically,
each60 s. These events are ”empty” events, without charge or digital informa-
tion and are created to obtain a dynamic charge pedestal for each analog ch nnel.
It is important to calculate these charge pedestals from on-line information in-
stead of from previous / later information, since due to the long acquisition times
they are influenced by walks, as can be seen in fig. 5.1a. All channels in both
detector heads have the same behaviour, which suggests that these walkshave
an external origin such as temperature drifts. The value of the dynamic pedestal
for each analog channel on an event, red line in fig. 5.1, is simply calculatedby
linear interpolation of a sliding average of the measured charge on the ”empty”
events and subtracted to the measured charge. The resulting distribution exh bits
a Gaussian profile, see fig. 5.1b.
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a) b)
Figure 5.1: a) In blue, measured charge from ”empty” events and in red,th
calculated charge pedestal for one analog channel of detector head I(top) and II
(bottom). b) Distribution of charge pedestal after correction.
These ”empty” events also have another function. They work indirectly asa
trigger counter. As they are generated at a constant rate, the difference b tween
their event ID’s1 is the number of triggered events in a fixed time, which is the
trigger rate. Fig. 5.2a shows the trigger rate all through a typical run, exhibiting
an average rate around0.3 s−1. It also shows an anomalous increment of triggers
at the beginning of the run (inset plot) reaching up to approximately4 s−1, 10
times over the average value.
This strange behaviour is present in most runs. Typically, these trigger ”ex-
plosions” appear in groups, like in fig. 5.2 in which during several minutes th
trigger rate increases considerably. Moreover, these ”explosions” are correlated
with an increase of events with hits without charge and incomplete or inconsis-
tent digital information: hits with incomplete digital information and hits with
unconnected digital pattern on the strips. This can be seen in fig. 5.2b and 5.2c
in which the trigger rate is plotted for these events. It is clear that the anoma-
lous increase of triggers shown in fig. 5.2a is correlated with an increase of th se
events. A possible explanation for this ”explosions” would be the existenceof an
external interference, e.g., computer network, mobile network, etc., whichcould
create these hits with incomplete digital information and no charge. All these
events will be cut during the analysis, see the following section.
1The event ID is the event number.





Events with incomplete digital information



























Figure 5.2: Trigger rate all through a typical run. a) All events showing a
average rate of around0.3 s−1. The inset plot shows an anomalous increase of
triggers at the beginning of the run. b) Events with hits with incomplete digital
information. c) Events with hits with unconnected digital pattern on the strips.
The anomalous increase of triggers shown in a) is correlated with an increase of
triggers for the events show in b) and c).
5.4 Cuts
The digital information from the strips may show some ambiguity, be incom-
plete or even missing, for some hits. In this situation the reconstructed position
would be wrong or even impossible to calculate, consequently, it is necessary to
cut these events from the rest. Additionally, the charge induced by avalanches
located near the edges of the trigger region, see sec. 4.3, is shared between the
strips and the SGR. As it will be shown in this section, this has as a result the
degradation of the reconstructed position and consequently events with thisype
of hits will be cut. In the following subsections the cuts applied to remove this
type of events are explained.
5.4.1 On the digital information
Events with incomplete digital information
Six percent of the total events have hits that lack digital information: hits with-
out fired strips or without digital information at all. All of them are hits without
charge, which suggest that they could have been created by an external interfer-
ence as it was previously suggested in section 5.3. This interference would fire
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Hits with more than one RPC fired
All hits
Figure 5.3: Measured charge distribution from the Metallic Electrodes (ME). In
blue all hits and in red hits with more than one RPC fired.
the discriminators of the MEs that eventually would activate the trigger if they
are in coincidence with a hit in the other detector head. This would create hits
without digital information on the strips. Furthermore, if the interference is fast
enough, the output state of the comparators would not be fixed by the latches,
which are applied some time after a trigger, see sec. 3.3.1, creating hits without
digital information at all. These types of events are cut.
Events with multiple fired RPCs
There are a certain amount of events,16%, with more than one RPC fired on
a hit, i.e., more than one discriminator connected to the MEs fired. These are
hits with high charge on the ME as it is shown on the charge distribution from
fig. 5.3 and have the corresponding fired RPCs, two or three maximum, always
grouped. This suggest some crosstalk between neighbouring RPCs or adirect
charge induction from one RPC to the ME of the neighbouring RPC through the
space between strips, since they cover only90% of the space and have the ME of
the next RPC just below, see fig. 3.1 and 3.5. The application of the electrostatic
method described on chapter 4 puts aside the last possibility since the charge
induced through the pick-up strips is approximately3000 times lower than the
total induced charge. A strong evidence that points to the coupling origin ofthis
effect is the fact that these extra fired RPCs do not have charge. Thiscan be seen
on the MEs disconnected from the DAQ. Here, these multiple fired RPC hits,
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Coupled signal x 10
Figure 5.4: Coupling between neighbouring Metallic Electrodes (ME). a) Output
of the amplifier where the test signal is injected (in blue) and output of the ampli-
fier on the adjacent channel (in red), showing a coupling at a level of3%. (The
red signal is magnified10 times to be more visible). b) Detail of the large PCB
where the tracks and HV decoupling capacitors from MEs are place, a possible
origin of the coupling.
still visible since the neighbouring RPCs fire the trigger, appear as hits without
charge on the MEs but with high charge on the strips. This means that all the
charge was generated on the disconnected ME.
To study the origin of this coupling it was injected a test signal in all the FEE
channels with and without the detector head connected. It was found a coupling
on some of the FEE channels between the output and the input of the amplifiers.
The origin of this problem was an inappropriate PCB layout on these channels,
which was fixed by cutting the problematic PCB tracks and reconstructing them
using wires. It was also found a small coupling between the MEs and the strips
at a level of3h. Finally, it was found a coupling between neighbouring MEs
at a level of3%, see fig. 5.4a. This coupling has to do with the structure of the
detector heads themselves. Probably, its origin is on the tracks from the MEsthat
run together on the large PCB described in section 3.2 or in the HV decoupling
capacitors placed on the same PCB, see fig. 5.4b.
Owing to the present read out, in which the charge from all MEs is added
together and read out in a single ADC channel, there is an ambiguity on which
RPC the interaction took place. This would be avoided if the charges from these
electrodes were read out, as initially planned, in two groups of odd and even
electrodes. In this way the fired RPC would be identified without ambiguity
since the extra fired RPC would have no charge. A definitive solution would
need a deep reconstruction of the large PCB were the tracks from the MEsrun
and the HV capacitors are placed. In the present analysis these type of events are
rejected.
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Figure 5.5: Digital pattern from strips for fourteen hits. A “1” means unfired
strips and a “0” means fired strip. The second and the fourteenth hits (red)
show a disconnected pattern, probably due to some instability of the discrimi-
nator boards or an external interference.
Events over the32nd strip
One percent of the events do not have digital information from the strips in one of
the hits. These are hits with normal charge on the ME but without charge or with
low charge on the pick-up strips. These hits are associated with an increase of the
induced charge on the SGR which means that they were created near it. As these
hits do not have digital information from the strips is not possible to know the
avalanche position (noxraw available). However, the position of the interaction
point of the photon in one detector head must be approximately symmetric in the
other when the source is placed at the centre of the FOV. Looking at thesehits
in one detector head, it is possible to verify that they are statistically located on
the first strips in the opposite head, which corresponds to the last strips in the
former.
The last strip,32nd, as described before, is connected to ground in order
of release an electronic channel to be used on the SGR read out and hence t
charge induced on this strip is not read out. Therefore, these are hits localized
over this disconnected strip which makes them normal on the ME but look like
hits without charge or low charge on the strips, creating hits without digital in-
formation on it. These type of events are cut although they would be also cutby
the edge cut explained in section 5.4.2.
Events with discontinued digital information from strips
Eight percent of the events show discontinued digital information from the strips
at least in one of the hits, i.e., the digital pattern on the strips is not continuous.
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Figure 5.6: Measured normalized charges and charge induced on the Strips
Guard Ring (SGR) as a function of the longitudinal raw position. All charges
were artificially separated by half unit to help on the visualization of the plot.
The corresponding calculated charges are also shown.
A representative example of this type of hits are shown in fig. 5.5 where it is
possible to see two hits with this effect (red ones). The first one seems to bea
normal hit but with some extra fired strips in one of the sides (alternating fired
and unfired strips). The second one is a hit with all the fired strips disconnected,
only the first odd strips are fired. A possible explanation for this could be an
instability of the electronics affecting only one of the discriminator boards (as
explained before, see sec. 3.3.1, the odd strips are read out by a board while the
even strips are read out by an other board). This would explain the alternating
pattern on the strips. Other possibility would be that these hits were created by
an external interference, as was pointed in section 5.3. In the present analysis
these events are cut.
5.4.2 On the edges
As it was previously mentioned, it is possible to identify two different cases:the
transversal and the longitudinal edge.
The effect of the transversal edge on the measured induced charges(p evi-
ously shown in chapter 4 by means of the calculated charges) is shown in fig. 5.6
where the measured normalized charges and the charge induced on the SGR are
plotted as a function of the longitudinal raw position (all charges were artificially
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Measured in the central region
Calculated




Measured near the longitudinal edge
Measured in the central region
a) b)
Figure 5.7: a) In blue, charge ring for all hits and, in red, hits located on the
central region of the gap on the longitudinal dimension. It is also superimposed
the calculated charges showing a good agreement with the experimental values.
b) In blue, charge ring for hits located near the longitudinal edge and in green
hits selected from the central region of the gap.
separated by half unit to help on the visualization of the plot) and in fig. 5.7a
where a charge ring is shown2. In both cases, the calculated charges are super-
imposed for comparison showing a good agreement. It is visible the deformation
of the normalized charges on both sides, near the transversal edge, appearing in
the charge rings as ”arms” coming from the ring, disappearing completely when
hits from the central positions along the longitudinal dimension are selected, red
points in fig. 5.7a.
The presence of the longitudinal edge produces an increase of the disper-
sion of the normalized charges. This can be seen in fig. 5.7b where it is plotted
a charge ring for hits located near the longitudinal edge (blue points) and hits
located on the central region of the gap (red points)3. This selection was done
requiring a highqsgr/Qs ratio for hits near the edge andqsgr/Qs ∼ 0 for hits on
the central region. It is clear that the charge dispersion increases near the edge,
which will degrade the reconstructed position accuracy.
What would be desirable, would be to cut all events with hits that share
2All the data shown and used in this section are corrected for the charge gain vari tions showed
in sec. 5.5
3The hits shown in this plot are hits located on the central region of the gap on the longitudinal
dimension to avoid the influence of the transversal edge.
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Figure 5.8: Measured ratio between the charge induced on the Metallic Electrod
(ME) and strips as a function of the ratio between the charge induced on the
Strips Guard Ring (SGR) and the strips. The superimposed dashed white curve
corresponds to the calculated charges and the white line is the applied cut.
charge with the SGR, which potentially could degrade the performance of the
system.
The agreement between the measured and calculated charges is quite good
but not perfect. In fig. 5.6 the measured charges seem to be shifted in theedges
towards the centre when compared with the calculated charges. This is because
the position used in this plot is the raw position, calculated as the average of
the position of the fired strips, which pushes towards the central region thehits
located on the edges. From the same figure, the values reached by the second
and third group, on the right edge, do not match the calculated values. Although
calculating the position on the transversal edges would be possible, for which
it would be necessary to develop a special algorithm, it was decided to cut the
events with hits in this region to avoid a possible degradation of the reconstructed
position. The distance at which the avalanches start inducing charge on thSGR
is approximately4 mm, taken from fig. 5.6 which agrees reasonably well with
the 2.9 mm obtained from the calculated charges, fig. 4.5, taking into account
that the longitudinal raw position representation tends to push hits located on the
edges towards the central region. On the right transversal edge, as the32nd strip
is grounded, the normalized charges deformation happens at around5 mm from
the SGR. Therefore, events with hits with a longitudinal raw position outside the
interval[−12.0 11.0] mm will be cut.
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As the transversal position is not available, an effect that exists on the longi-
tudinal edge was used to perform the cut; The ratio between the charge induced
on the MEs and strips,−qme/Qs, increases as the avalanches are created nearer
the edge. This is shown in fig. 5.8 where the measured−qme/Qs is plotted
as a function of the ratio between the charge induced on the SGR and strips,
qsgr/Qs, which, at some point, becomes correlated with the transversal posi-
tion. The points in the middle, red ”ball”, correspond to hits created on the
central region of the gap where the ratio−qme/Qs is equal to one and the ratio
qsgr/Qs is smaller or zero, while the points extending to the right, ”horn”, cor-
respond to hits with largeqsgr/Qs ratio. The larger the ratioqsgr/Qs is, which
means that the percentage of total charge induced on the SGR is larger andthere-
fore the avalanches are created nearer the edge, the more the ratio−qme/Qs is.
This effect is reproduced by the calculated charges as can be seen in fig. 5.8
(white dashed line) and fig. 4.2b. Therefore, the hits with largeqsgr/Qs ratio,
the ”horn”, will be cut. The white line in fig. 5.8 corresponds to the implemented
cut, which remove31% of the events. If it is assumed an uniform irradiation
of the gap, this means that all events created at1.5 mm from the SGR will be
removed, in good agreement with the1.7 mm taken from the calculated charges
(see the top horizontal axis on fig. 5.8).
5.5 Gain correction
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a) b)
Figure 5.9: a) Measured charge ring before the gain correction and b)after cor-
rection. It is also superimposed, in black, the calculated charge ring.
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Two adders affected by a gain difference
One adder affected by a gain difference
Linear fit
Figure 5.10: a) Reconstructed position uncertainty distribution for a15% gain
difference in one adder, calculated as the difference between the realand re-
constructed position (for all positions along the gap) when a gain differenc is
present. b) FWHM of the reconstructed position uncertainty distribution as a
function of the gain difference affecting one or two adders.
The charge measured in each analog channel must be corrected from gain
variations in order to perform a correct comparison between the calculated and
measured charges and avoid errors when the reconstructed position is calculated.
The effect of a difference on the gain is shown in fig. 5.9 where a measurd
charge ring is compared with a calculated one before correction fig. 5.9a and
after correction of gain differences fig. 5.9b. The uncorrected measur d charge
ring appears displaced and deformed when compared with the calculated one,
differences that disappear after correction. This discrepancy will degra the
reconstructed position if it is not corrected, as it is explained below.
The average charge observed on each channel is a combination of three ac-
tors: individual avalanche gain, FEE gain and adder gain. The avalanche gain,
i.e., the individual gap gain, has not a direct impact on the reconstructed posi-
tion since the relevant parameter to calculate it,q̃si, is not affected by gas gain
variations. Differences on FEE gain affect the reconstructed position inall gaps
on the associated positions. Finally, a gain difference on an adder (electronic
circuit that performs the sum of signals from eight strips, see sec. 3.3.1), is the
dominant factor since affect1/4 of all strips (the charge of one on each four
strips is summed by a given adder). Additionally, each adder has a manual gain
adjustment, making an improper setting more probable.
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Calculated, 2.0 mm glass thickness
Calculated, 1.9 mm glass thickness
Figure 5.11: a) Calculated ring radius as a function of the glass thickness.b)
Measured charge ring and, superimposed, the calculated ring for a2.0 mm (red)
and1.9 mm (yellow) glass thickness.
Making use of the calculated charges, it is possible to calculate the uncer-
tainty on the reconstructed position due to a difference on an adder gain. This ef-
fect is shown in fig. 5.10b, where the reconstructed position uncertainty isplotted
as a function of the gain difference affecting one or two adders. The unc rtainty
is calculated as the FWHM of the distribution of the difference between the real
and reconstructed position (for all positions along the gap) when a gain differ-
ence is present, see fig. 5.10a. The contribution to the reconstructed position is,
for example, approximately0.200 mm for a gain difference of5% affecting two
adders. Experimentally, differences up to20% were observed making mandatory
their correction.
The effect is corrected by normalizing the mean charge of the four groups
of charges in each detector head. The mean charge is calculated only forhits
below the streamer limit, calculated as the intersection between the abscissa and
a linear fit to the charge spectrum, in logarithmic scale, between the maximum
and half maximum, see fig. 5.12. After correction, the maximum differences
among mean charges are below0.08%, which corresponds to a reconstructed
position uncertainty< 0.015 mm. Additional gain differences, such as FEEs, if
present, are not corrected.
Even after normalization the measured and calculated rings do not fit per-
fectly, see fig. 5.9b. A possible origin of the problem could be that the real
distance between the ME and strips,d + g, is not exactly2.0 (provided nomi-
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nal glass thickness) +0.3 mm, since the charge ring radius, see below, depends
directly on this distance.
Fig. 5.11a shows the impact of the glass thickness on the calculated ring
radius, defined as(q̃
′






s3 min are the max-
imum and minimum values of̃q
′
s3 respectively. The calculated ring that better
fits the measured ring corresponds to a1.9 mm glass thickness as it is shown in
fig. 5.11b. This hypothesis was validated after direct measurement and adopted
on the following analysis.
Fig. 5.12 shows the calibrated charge spectrum from the strips showing a
average charge of1.310 pC. It also illustrates the procedure, described above, to
calculate the average charge excluding the contribution from streamers.


























〈Qs〉 = 1.310 pC
Figure 5.12: Calibrated charge spectrum from the strips showing an average
charge of1.310 pC. It is also illustrated the procedure, see text, to calculate the
average charge excluding the streamers contribution.
5.6 Reconstructed position
After having performed the necessary cuts and corrections, eq. 5.1 can be p-
plied.
Fig. 5.13a shows the count distribution in a detector head as a function of the
longitudinal position. It exhibits an overall triangular-like shape determinedby
the solid angle subtended by each gap weighted by the flux of photons, as they
are strongly attenuated when passing through the detector head, see fig.5.13b. It
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Figure 5.13: Count distribution in a detector head as a function of: a) recon-
structed longitudinal position, showing a sensitivity modulation compatible with
the subtended solid angle, b) depth of interaction, showing the typical expon n-
tial attenuation of radiation passing through matter.
is also shown a rather homogeneous sensitivity across the entire detector had.
The residual irregularities are compatible with the available statistics. The abrupt
drop at approximately−12 mm and11 mm corresponds to the edge cut applied
in sec. 5.4.2. Fig. 5.13b shows the count distribution as a function of the DOI,
calculated simply as they position of the fired RPC. The distribution presents the
typical exponential attenuation of radiation passing through matter. The missed
points correspond to the RPCs disconnected from the DAQ.
It is possible to evaluate, using the calculated charges, the reconstructedpo-
sition uncertainty due to the observed charge spread (the dispersion of the mea-
sured normalized charges in relation to the calculated ones). This is calculated
as the FWHM of the distribution of the difference between the reconstructed
and calculated position (for all positions along gap), when the observed charge
spread is added to the calculated normalized charges.
The observed charge spread can be explained entirely by the contribution
of the charge pedestal width, i.e. the electronic noise, see fig. 5.1b. This isil-
lustrated in fig. 5.14a where a measured charge ring (blue points) is compared
with a calculated one (red points) where the contribution from the pedestals
was included adding a Gaussian distribution to each group of calculated charges
with a width equal to the observed on the pedestals. Both rings exhibit similar
charge dispersions. The resultant reconstructed position uncertainty distribution
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Calculated + observed charge spread
Calculated
Figure 5.14: a) Comparison between a measured charge ring and a calculated one
where the observed charge spread, see text, was included. It is also superimposed
a calculated charge ring for reference. b) Reconstructed position uncertainty
distribution exhibiting an exponential shape with0.065 mm FWHM.
is shown in fig. 5.14b exhibiting an exponential shape with0.065 mm FWHM.
The uncertainty on the reconstructed position depends on the total induced
charge, since the signal to noise ratio increases as the total induced charge in-
creases. This can be seen in fig. 5.15a where the reconstructed positionuncer-
tainty is plotted as a function of charge. TheQs charge spectrum, superimposed
on the figure and arbitrarily normalized to200, was divided in nine regions with
equal number of events (vertical black lines). The reconstructed position uncer-
tainty was calculated individually for each region of charges (black dots). For
the lower charges, the uncertainty on the reconstructed position is up to3 times
larger than for the average charge.
As it was mentioned before, see sec. 4.3, the glass thickness has a direct
impact on the reconstructed position uncertainty. This can be seen in fig. 5.15b
where the reconstructed position uncertainty was calculated for different glass
thickness. The observed charge spread was added to the calculated chrges, see
for instance fig. 4.5, and the position was reconstructed as in previous sections.
The reconstructed position uncertainty can be substantially reduced by reucing
the glass thickness achieving a saturated value of0.015 mm below0.5 mm glass
thickness.
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Figure 5.15: Reconstructed position uncertainty: a) as a function of charge, cal-
culated for nine regions of the spectrum with equal number of events (vertical
black lines) and b) as a function of the glass thickness.
5.7 System spatial resolution
5.7.1 Methods
The system spatial resolution, see sec. 2.2.5.1, measures how close two points
can be resolved, i.e., the shortest distance at which two point sources are still
seen as two points. It may be characterized by the FWHM of the response of the
system to a point source, the Point Spread Function (PSF).
There are two possible methods to calculate the PSF and therefore the system
spatial resolution: directly in the sinogram, or in the image, in which case it is
necessary the use of an image reconstruction algorithm.
In the RPC-PET, the PSF on the sinogram, PSFs, is simply calculated by
integrating the sinogram,S(φ, D), along theφ axis (sum of all projections), see
fig. 5.16a, which is equivalent to, see fig. 5.16b, the 1D projection of the 3D
distributionA(X, Y, Z), which takes into account all possible contributions to










dZA(X, Y, Z) (5.2a)
where it is assumed a point source at the centre of the FOV, for which all sinogam
projection are equal.
























































































Figure 5.16: Point Spread Function (PSF): a) from sinogram,PSFs, calculated
as the integral along theφ axis (sum of all projections), equivalent to, b), the
1D projection of the 3D distributionA(X, Y, Z), see text and c) from recon-
structed image,PSFi, calculated as the 1D profile, across the maximum, of the
reconstructed image, equivalent to, d), the 1D profile of the 2D projectionof
A(X, Y, Z).
The PSF in the image, PSFi, is calculated as the 1D profile, across the max-
imum, of the reconstructed image, see fig. 5.16c. This is equivalent to the 1D
profile of the 2D projection ofA(X, Y, Z), see fig. 5.16d and it is given by:






dZA(X, Y, Z) (5.2b)
whereImage(X, Ym) is the profile of the reconstructed image across the max-
imum,Ym, along theY dimension and∆Y is the integral interval or image bin
size along theY dimension. Eq. 5.2b assumes a perfect algorithm, in which the
object is reconstructed without errors.
In our system owing to the fact that the axial coordinate of the photon in-
teraction point is not measured, both PSFs and PSFi could be different from the
ones obtained with a 2D multilayer or 3D PET, depending on the axial sampling
and the object size in this dimension. On this prototype, there is an implicit inte-
gration along the axial axis, the integral
∫∞
−∞ dZ on eq. 5.2, which corresponds
to the projection in a plane orthogonal to the axial axis (although the integral
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limits should be± ZFOV /2, whereZFOV is the axial FOV, since the object
is much smaller than this, the integral can be extended to±∞ with the same
result). In the case of a 2D multilayer or 3D PET this integral is restricted to
the sinogram width or image bin size along the axial axis and therefore, it be-
comes
∫ ∆z/2
−∆z/2 dZ, where∆z is the sinogram width or image bin size along theZ
dimension. The implication of this difference is discussed on sec. 6.2. Addition-
ally, as the positron source used to measured the PSF is not a point-like sourc ,
the source size must be taken into account to evaluate the PSF, see below.
Once the PSF are measured and in order to characterize them, a function,
R(X), that convolves all system and physical contributions plus a scatter back-
ground is fitted to the observed distributions. The contributions included in this
function are:
• Annihilation photon non-collinearity , see sec. 2.2.1.2. As the annihi-
lation angle spread, in pure water, is a Gaussian distribution with0.5◦
FWHM [Debenedetti et al., 1950, Derenzo and Budinger, 1986], this con-








whereσa = 0.0022ds/2.35 andds is the system diameter in mm.
• Positron range, see sec. 2.2.1.2. It is modelled as the sum of two expo-
nentials given by [Derenzo, 1986],
P (X) =
k1k2
2 (C1(k2 − k1) + k1)
(
C1e
−k1|X| + (1 − C1)e−k2|X|
)
(5.4)
The first exponential contains the high frequency spatial information, while
the second characterizes the long tails of the distribution.
• Detector response:Since the detector response is a sum of several small
uncertainties, namely: uncertainties on the reconstructed position, on the
evaluation of the detector heads position, see sec. 5.7.2, and on the physics








whereσdet is the contribution from both detector heads. In order to obtain
the individual detector head response, the intrinsic resolution of the RPC,
σrpc, this value must be multiplied by
√
2.
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• Source size.As the22Na source is confined in a cylindrical hole oriented
in the direction of the axial axis, see sec. 3.4, the projection in a transax-
ial plane is a circle. Therefore, this contribution is modelled as a circle









size2 − X2 |x| < size (5.6)
or a circle profile to calculated the PSFi
S(X) =
{
0 |x| ≥ size
1 |x| < size (5.7)
wheresize is the hole radius,0.110 mm.
• Scatter backgroundThis contribution is modelled as an exponential dis-





all of these distributions are combined in the functionR(X) given by:
R(X) = C2(N(X) ∗ P (X) ∗ DR(X) ∗ S(X)) + (1 − C2)SC(X) (5.9)
where the∗ operator means convolution.
This equation will be used in the following sections to characterize the PSF
and also to evaluate the spatial resolution limits arising from the different contri-
butions, see sec. 5.7.6. The PSF will be measured in several position of theFOV
(along the tangential dimension) for which the mechanical support describd in
sec. 3.4 will be used.
5.7.2 System positioning
Owing to the sub-millimetre spatial resolution of the system, the exact knowl-
edge of the detector heads position is fundamental to keep the spatial resolution
unaltered. Any uncertainty on the evaluation of the system position would de-
grade the system spatial resolution as it will be shown in the following pages.
Therefore, it is mandatory to develop mechanisms that allow to know with pre-
cision the exact position of the detector heads and avoid the degradation ofhe
spatial resolution.









A - Tangential Mispositioning (TM)
B - Radial Mispositioning (RM)
C - Transaxial Rotational Mispositioning (TRotM)
Figure 5.17: Illustration of the possible uncertainties on the evaluation of the
relative position of the detector heads on the transaxial plane (the solid and
dashed boxes represent respectively, the assumed and real positionf the detec-
tor heads). The relative position along the tangential and radial dimensions, Ta -
gential Mispositioning (TM) and Radial Mispositioning (RM), and the relative
rotation angle between the detector heads in the transaxial plane, the Transaxial
Rotational Mispositioning (TRotM).
One possible solution to know the exact position of the detector heads, and
therefore avoid the degradation of the system spatial resolution, would beto us
a high precision mechanical structure, which would guarantee the position of the
detector heads. Another possible solution would be to obtain the exact position of
the pick-up electrodes from the acquired data using self-consistency algorithms.
This is the solution proposed in this section.
In this section it is studied the impact on the system spatial resolution of an
uncertainty on the evaluation of the relative position of the detector heads in the
transaxial plane, see fig. 5.17; the relative position along the tangential and radial
dimensions, Tangential Mispositioning (TM) and Radial Mispositioning (RM),
and the relative rotation angle between the detector heads in the transaxial pl ne,
the Transaxial Rotational Mispositioning (TRotM). Other uncertainties on the
evaluation of the relative position of the detector heads are also possible, nam ly:
the position along the axial axis, the rotation angles between the detector heads
around orthogonal axis perpendicular to the axial axis and the relative position































































Figure 5.18: a) Sinogram of a source placed in the centre of the FOV, where
an error of1.000 mm on the evaluation of the relative tangential position of the
detector heads (Tangential Mispositioning (TM)) was introduced. It show an
apparent shift of the source on the tangential dimension, corresponding to half of
the error introduced (0.500 mm) and a wider width when compared with the sino-
gram of a source placed0.500 mm from the centre on the tangential dimension
(red line). b) Projection of the sinogram on the horizontal axis showing a triangu-
lar shape. The red curve corresponds to a linear polynomial fity = a |x + x0|+b.
c) Contribution to the spatial resolution, calculated as the FWHM of the distri-
bution shown in b), as a function of the TM.
of the internal structure of the detector heads, e.g. misalignment of the pick-u
strips. Further studies would be needed to study the impact of this misposi-
tionings on the system resolution and to develop ways to correct them if neces-
sary. Anyhow, the contribution to the spatial resolution of these uncertainties, if
present, are included on the reported resolution.
The study of the impact of the different uncertainties on the spatial resolu-
tion and the subsequent development of algorithms to correct their effectswas
done using data from a Geant4 simulation. In this simulation all possible con-
tributions to the spatial resolution were suppressed: positron range, source size,
annihilation photon non-collinearity and detector response. The imaged object
was a water sphere of30 mm of diameter, with a point-like positron source on
the middle, placed in the centre of the FOV (the positron source is an unreal on
since the energy of the emitted positrons is zero to suppress the positron range
contribution). The positions of the detected photons inside the detector heads
































































Figure 5.19: a) Sinogram of a source placed in the centre of the FOV where
an error of0.30◦ on the evaluation of the rotation angle between the detector
heads, (Transaxial Rotational Mispositioning (TRotM)), was introduced, show-
ing a wider width when compared with the sinogram without error (red line). b)
Projection of the sinogram on the horizontal axis. The read curve corresponds to
a Gaussian fit. c) Contribution to the spatial resolution, calculated as the FWHM
of the distribution shown in b), as a function of the TRotM.
were properly shifted or rotated to simulate an error on the location of the de-
tector heads. Finally, the implemented algorithms were applied to real data to
evaluate their correction capabilities.
Tangential and transaxial rotational mispositionings
Fig. 5.18a shows the effect on the sinogram of a TM of1.000 mm for a point
source placed in the centre of the FOV4. The sinogram shows an apparent shift
of the source on the tangential dimension corresponding to half of the error intro-
duced,0.500 mm. This can be verified with the help of the superimposed red line
that corresponds to the sinogram of a source placed0.500 mm from the centre on
the tangential dimension. In addition the sinogram is spread around the apparent
shift that, when projected on the horizontal axis, has the triangular shapes own
in fig. 5.18b. For geometrical reasons, this spread is zero for hits detected with
4The results are independent of the position of the source and can be applied to any arbitrary
position in the FOV; it was chosen the centre for simplicity. This is also valid forthe cases
described in following pages.
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Figure 5.20: a) Illustration, using real data, of the described method to calculate
the relative position of the detector heads on the tangential dimension, Tangential
Mispositioning (TM), and the relative rotation angle between them, Transaxial
Rotational Mispositioning (TRotM). The red points are the positions of the hits
for a specific iteration on each detector head and the blue line are the linear fit
to the hits on the right detector head. The region where the pick-up strips are lo-
cated (green lines) are also plotted for reference. b) Output of the algorithm, and
corresponding fits, as a function of the centre of the selection window (different
iterations).
equal DOI in both detector heads increasing as the DOI on each head becomes
different. This makes impossible the implementation of an efficient cut to avoid
this effect in absence of an algorithm that corrects it. Fig. 5.18c shows thecon-
tribution to the spatial resolution, calculated as the FWHM of the distribution
shown in fig. 5.18b, as a function of the TM. It has a linear dependence,that for
example, corresponds to0.228 mm for a TM of1.000 mm.
Fig. 5.19a shows the effect on the sinogram of a TRotM of0.30◦ for a point
source placed in the centre of the FOV. This angle refers to a rotation aroud
an axis parallel to the axial axis passing through the middle of one of the detec-
tor heads. The sinogram shows a spread around the position of the source that
when projected on the horizontal axis has the distribution shown in fig. 5.19b.
Fig. 5.19c shows the contribution to the spatial resolution, calculated as the
FWHM of the distribution shown in fig. 5.19b, as a function of the TRotM.
It shows a linear dependence that, for example, corresponds to0.100 mm for a
TRotM of 0.30◦.
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Figure 5.21: Calculated a) Tangential Mispositioning (TM) and b) Transaxial
Rotational Mispositionings (TRotM) as a function of the simulated misposition-
ing for a set of real data. The black straight line is plot for reference.
Trying to minimize or suppress the impact of these mispositionings on the
system spatial resolution, it was implemented the algorithm described below.
Hits in one of the detector heads within a window on the longitudinal posi-
tion and for any DOI are selected. It is performed a linear fit to the corresponding
hits on the opposite detector head, calculating the slope, the value of the ordinate
and the dispersion,ΣF , calculated as the sigma of a Gaussian fit to the projected
hit positions on a line perpendicular to the fitted line. This process is repeated
for different positions of the selecting window along the longitudinal position
inside the gap. Fig. 5.20a illustrates one of these iterations for a set of realdata.
The red points on the left side are the positions of the hits within a window on
the longitudinal position inside the gap, while the points on the right side are the
corresponding hits on the opposite detector head. The blue line is the linear fit
performed to the position of the hits on the right detector head (the green boxs,
plotted for reference, correspond to region where the pick-up strips are located).
The iteration in whichΣF achieves an absolute minimum corresponds to a set of
hits that are physically aligned with the source, i.e. all the hits in both detector
heads, independently of the DOI at which were detected, have approximately the
same LOR. The difference between the centre of the selection window and the
ordinate is the TM. When the detector heads are perfectly aligned this differenc
is zero. In the same way, the slope of the fitted line is the TRotM. The output of
this process is shown in fig. 5.20b whereΣF , TM, TRotM and the corresponding
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fits are plotted as a function of the centre of the selection window. The fits per-
formed to the data correspond to a10th degree polynomial. WhenΣF achieves
an absolute minimum, as it was said before, hits on this iteration are physically
aligned with the source. The calculated values for TM and TRotM are taken
from the corresponding fits on the position of the minimum ofΣF . For the case
illustrated in fig. 5.20 the values for the TM and TRotM are1.804 mm and0.20◦
respectively.
The precision of this method was evaluated using data from the Geant4 sim-
ulation and real data. In both situations it was simulated a TM and TRotM and
then the algorithm was applied. The FWHM of the distribution of the simulated
error minus the calculated uncertainty was0.080 mm and0.02◦ for the TM and
TRotM respectively with simulated data and0.108 mm and0.13◦ respectively
with real data.
Fig. 5.21 shows the calculated mispositionings as a function of the simulated
ones for a set of real data, on the range of±5 mm for the TM and±10◦ for the
TRotM.
Radial mispositioning
Fig. 5.22a shows the effect on the sinogram of a RM of1.000 mm for a point
source placed in the centre of the FOV. The sinogram shows an apparent shift of
the source on the radial dimension corresponding to half of the error introduced,
0.500 mm. This can be verified with the help of the superimposed red line that
corresponds to the sinogram of a source placed0.500 mm from the centre on the
radial dimension. In addition, the sinogram is spread around the apparent shift
that when projected on the horizontal axis has the shape shown in fig. 5.22b.
For geometrical reasons, the spread becomes larger as the angle increases. This
behaviour could allow to implement a cut at large angles to minimize the impact
of this mispositioning if an algorithm, which would correct its effects was not
available. The conical shape of the sinogram at large angles, which could lo k
as if the spread disappears at certain angles, is an artefact of the solid angle
subtended by the detector heads. Fig. 5.22c shows the contribution to the spa ial
resolution, calculated as the FWHM of the distribution shown in fig. 5.22b, as a
function of the RM. It has a linear dependence, which for a RM of1.000 mm
corresponds to0.340 mm.
The proposed algorithm to correct the RM is based on a different approch
than the algorithm used to correct the TM and TRotM.
The idea, which takes advantage of the fact that any uncertainty on the eval-
uation of the relative radial position of the detector heads produces a spre d on
the sinogram, is to move virtually one of the detector heads until finding the po-
sition where the sinogram spread is minimum. This position corresponds to the






































































Figure 5.22: a) Sinogram of a source placed in the centre of the FOV, where an
error of 1.000 mm on the evaluation of the relative radial position of detector
heads (Radial Mispositioning (RM)) was introduced. It shows an apparent shift
of the source on the radial dimension, corresponding to half of the errorint -
duced (0.500 mm) and a wider width when compared with the sinogram of a
source placed0.500 mm from the centre on the radial dimension (red line). b)
Projection of the sinogram on the horizontal axis. The red curve corresponds to
a Gaussian fit. c) Contribution to the spatial resolution, calculated as the FWHM
of the distribution shown in b), as a function of the RM.
relative real position of the detector heads. Consequently, one of the deector
heads is virtually moved around a point, calculating for each position the spread
of the sinogram,ΣS , calculated as the sigma of a Gaussian fit to the distribution
of the distances between each point and the fit of eq. 2.7 to the sinogram. Then, a
parabolic fit is performed to the resultingΣS calculating the position of the min-
imum, which corresponds to the RM. The accuracy of the algorithm, using data
from the Geant4 simulation, is basically infinite. This is possible because the un-
certainty on the evaluation of the position is the unique contribution to the spatial
resolution (all the physical and system contributions were suppressed)forming
a clear minimum onΣS . With real data, the spread produced on the sinogram
is convolved with the physical and system contributions forming a flatter mini-
mum, which makes theΣS minimum location more imprecise. This can be seen
in fig. 5.23a where the sinogram spread,ΣS , is plotted as a function of the virtual
displacement in one of the detector heads for a set of real and simulated data. For
this case the calculated value of the radial mispositioned is2.961 mm. Finally,
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Figure 5.23: a) Spread of the sinogram, calculated as the sigma of a Gaussian fit
to the distribution of the distances between each point and the fit of eq. 2.7 to the
sinogram, as a function of the virtual displacement of one of the detector heads,
for a set of real and simulated data. b) Calculated Radial Mispositioning (RM)
as a function of the simulated RM for a set of real data. The black straight line
is plot for reference.
the resolution achieved with real data is0.101 mm FWHM (calculated from the
distribution of simulated minus calculated RM). The fig. 5.23b shows the cal-
culated mispositioning as a function of the simulated mispositioning for a set of
real data on the range of±5 mm.
In a real situation, these mispositionings appear mixed, i.e. there are different
contributions from each one of them. In this situation, the algorithms must run
recursively until a convergence was achieved. The accuracy of thealgorithms
under this conditions are similar to the one reported previously.
After having calculated all the mispositionings, the remaining contribution to
the spatial resolution, is0.057 mm to be compared with the initial contribution
(before corrections) of1.063 mm. The first value is calculated as quadratic sum
of the remainder contributions to the spatial resolution,0.024 µm, 0.040 µm and
0.033 µm, taken from fig. 5.18c, 5.19c and 5.22c due to the respective resolution
of the algorithms,0.108 mm, 0.13◦ and 0.101 mm for TM, TRotM and RM
algorithms respectively, while the second is calculated as quadratic sum of the
contributions to the spatial resolution,0.406 mm,0.067 mm and0.980 mm, due
to the initial mispositioning;1.804 mm, 0.20◦ and2.961 mm for TM, TRotM
and RM respectively.
5.7. SYSTEM SPATIAL RESOLUTION 121























Figure 5.24: a) Typical measured sinogram of the source described in sec. 3.4
placed approximately at the centre of the FOV. The superimposed red curve or-
responds to the best fit to eq. 2.7. b) Corrected sinogram after removingthe effect
of non-centrality of the source. The superimposed red curve correspnd to the
sinogram of a point source placed at the centre of the FOV.
Once the position of the detector heads is known, with enough precision to
guarantee that the impact of the system position uncertainty does not degrade the
system spatial resolution, it is possible to calculate the PSF of the system as it
was previously explained, see sec. 5.7.1.
5.7.3 Sinogram PSF
Fig. 5.24a shows the typical sinogram from the22Na point-like source described
in sec. 3.4 placed approximately at the centre of the FOV. Due to the solid
angle subtended by the two detector heads, only angles between approximately
± 20◦ are allowed at the centre of the FOV, decreasing as it moves apart from
the centre, forming the trapezoidal-like shape visible in fig. 5.24. It is clear from
this figure that the source is not exactly placed at the centre of the FOV. The
exact position of the source can be retrieved from the fit of eq. 2.7 to the data,
getting a value for the tangential position,X, of 1.441 mm and for the radial
position,Y , −0.112 mm. As the source is not exactly at the centre of the FOV if
the method to calculate the PSFs, described in sec. 5.7.1, is directly applied, the
resulting PSFs would be affected by the curvature of the sinogram. Therefore,
before performing the sum of all projections, this effect must be removed. To o
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Figure 5.25: a) In black experimental PSFs from a 22Na point-like source and
in red the corresponding fit ofR(X). b) Different contribution to the PSFs: an-
nihilation photon non-collinearity, positron range, source size, detector response
and scatter background, corresponding to the measurement conditions.Super-
imposed in red is plotted the convolution of these factors.
that, to each measured value ofD, at a certain angleφ, is subtracted the value
of the fit of eq. 2.7 to the measured data for the same angle. In this way it is
obtained the sinogram of the source as if it was exactly placed at the centreof
the FOV, see fig. 5.24b. This procedure is repeated for the different loca ions
where the source was placed.
As it was mentioned before and will be demonstrated in sec. 5.7.5 the spatial
resolution is a function of the system diameter,ds, due to the annihilation photon
non-collinearity effect. Although the separation between the two active parts
of the detector heads is reduced to the minimum practical distance,48.2 mm,
there is still a contribution from this effect due to the non optimized depth of the
detector heads,57.0 mm. In order to minimize the impact of this effect on the
spatial resolution the DOI is restricted in both detector heads to the first11.4 mm,
which corresponds to the first four gaps. In this way the average diameter of the
system is approximately60 mm.
Fig. 5.25a shows the measured PSFs, corresponding to the position of the
source shown in fig. 5.24, after having performed the sinogram correction, due
to the non-centrality of the source, and the DOI cut. In order to characterize
this distribution,R(X) is fitted to the observed PSFs taking into account the
following considerations:
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• The value ofds is fixed to60 mm.
• The source contribution is implemented as the circle projection described
by eq. 5.6.
• As the high spatial frequency components of eq. 5.4 are not accessible,
since they are ”hiden” by other contributions, the parameterk1 is taken
from [Levin and Hoffman, 1999] and scaled to the positron maximum en-
ergy of22Na (k1 = 46.1 mm−1) while C1 andk2 are left as free parame-
ters.
• σdet, C2 andk3 are left as free parameters.
The resulting fit ofR(X) is shown in fig. 5.25a (red curve) and the values
for the fitted parameters,σdet, C1, k2, C2 andk3, for this and four more different
locations along the tangential dimension, are shown in table 5.1, as well as the
FWHM and FWTM of the fitted distributions. The values for the tangential
position,X, are retrieved from the fit of eq. 2.7 to the measured sinogram.
Usually, this non-Gaussian distribution is characterized through the FWHM
and FWTM parameters, showing average values of0.523 mm and1.557 mm
respectively.
Fig. 5.25b shows each of the different contributions to the measured distribu-
tion. The annihilation photon non-collinearity, source size and detector response,
contribute basically to the central peak of the distribution while the positron
range distribution (in dark-blue), through the second exponential in eq.5.4 con-
trolled byk2, dominates the tails of the distribution. The average value fork2 is
3.95 mm−1, while the contribution from the detector heads,σdet, is 0.088 mm
(0.207 mm FWHM) mm or0.124 mm (0.293 mm FWHM) mm for an individual
detector head,σrpc, see sec. 5.7.1. The impact of fixing thek1 parameter has a
X σdet C1 k2 C2 k3 FWHM FWTM
(mm) (mm) (mm−1) (mm−1) (mm) (mm)
−7.880 0.056 0.43 3.96 0.053 0.25 0.494 1.480
−0.823 0.052 0.30 4.08 0.062 0.28 0.501 1.492
0.159 0.111 0.51 4.21 0.070 0.31 0.562 1.642
1.210 0.131 0.76 3.79 0.073 0.34 0.546 1.640
1.441 0.092 0.56 3.72 0.041 0.31 0.524 1.530
Table 5.1: Parameters of the fit ofR(X) to the measured PSFs, for five different
locations of the source along the tangential dimension, X. It is also summarized
the FWHM and FWTM of the fitted distributions. The tangential position values
are retrieved from the fit of eq. 2.7 to the measured sinogram.
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Figure 5.26: Illustration of the process of extrapolation from the available mea-
sured angles to the full angle range, necessary to the reconstruction ofhe object
using an image reconstruction algorithm, for two positions of the source along
the tangential dimension a)1.441 mm and b)−7.880 mm. The resulting fit of
eq. 2.7 to the measured sinogram, used on the extrapolation process, is alsosu-
perimposed (red curve).
relatively small influence on the obtained fitted parameters. A variation of100%
on this parameter produces a variation smaller than10% on the fitted parameters.
It must be paid attention that with non-Gaussian distributions, e.g., positron
range, the quadratic addition of errors is in general not valid. As an illustra-
tion, if the FWHM of each distribution that contributes toR(X) were added
quadratically, the result would be0.328 mm, far from the0.523 mm of the real
distribution.
5.7.4 Image PSF
In order to calculate the PSFi, as described in sec. 5.7.1, the object must be
reconstructed using an image reconstruction algorithm. The standard algorithms
can not be applied in this case as most of the object projections are not available.
As it is shown in fig. 5.24, only angles between approximately±20◦ at the centre
of the FOV are available. One possibility to obtain the missed angles would
be to rotate the object or the detector heads to have access to the remaining
angles. Another, simpler possibility implemented here, would be to extrapolate
the information from the measured angles to the missing angles, assuming a
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Figure 5.27: a) In black experimental PSFi from a 22Na point-like source ob-
tained using the Filtered Back Projection (FBP) algorithm and in red correspond-
ing fit from eq. 5.9. b) Different contribution to the PSFi: annihilation photon
non-collinearity, positron range, source size, detector response andsc tter back-
ground, corresponding to the measurement conditions. Superimposed in ris
plotted the convolution of these factors
cylindrical symmetry of the source. Thus, a new set of variablesDext andφext,
on the full range ofφ, [−90◦ 90◦], is obtained from the measuredD andφ. The
values ofDext for a certainφext are calculated using the following relation:
Dext = X (cos φext − cos φm) + Y (sin φext − sinφm) + Dm (5.10)
whereX andY are the tangential and radial position of the source taken from
the fit of eq. 2.7 to the measured data,Dm is the measured value ofD, which is
intended to extrapolate andφm is the corresponding measured value ofφ. This
equation is just the distance fromDm to the fit of eq. 2.7 to the measured sino-
gram plus the value of the fit for the angle at which it is intended to extrapolate.
Each value ofDm is extrapolated100 times at different angles, using a ran-
dom distribution between−90◦ and90◦, to increase ”artificially” the statistics.
Fig. 5.26, where this process is illustrated, shows the measured, extrapolaed and
fitted sinograms for two locations of the source along the tangential dimension,
at1.441 mm and−7.880 mm.
In the same way as it was done in previous section, the DOI on each detector
head is restricted to the first four gaps.
Once the new set of variablesDext andφext are calculated, the source is
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X σdet C1 k2 C2 k3 FWHM FWTM
(mm) (mm) (mm−1) (mm−1) (mm) (mm)
−7.880 0.064 0.73 5.01 0.004 0.72 0.360 0.948
−0.823 0.086 0.74 4.17 0.006 0.75 0.404 1.095
0.159 0.110 0.81 5.14 0.005 0.66 0.465 1.005
1.210 0.115 0.85 5.01 0.004 0.70 0.473 1.062
1.441 0.108 0.70 4.97 0.004 0.74 0.446 1.066
Table 5.2: Parameters of the fit ofR(X) to the measured PSFi for five different
locations of the source along the tangential dimension. It is also summarized the
FWHM and FWTM of the fitted distributions.
reconstructed at five different positions along the tangential dimension usng the
FBP algorithm with a ramp filter, see sec. 2.2.4.2, where the frequency response
of the filter is|f |.
Fig. 5.27a shows the PSFi, i.e. the profile at the maximum of the recon-
structed image, corresponding to the position of the source shown in fig. 5.24
(the distribution was centred at zero to facilitate the fit), while fig. 5.27b shows
each of the different contributions to the distribution. In order to characteize
this distribution,R(X) is fitted under the same considerations mentioned in the
previous section except that the source contribution is implemented as a circle
profile as described by eq. 5.7. The resulting fit is shown in fig. 5.27a (red curve)
and the values of the fitted parameters, namely:σdet, C1, k2, C2 andk3 as well
as FWHM and FWTM for the five locations of the source, are shown in table 5.2.
The locations of the source correspond to those shown in table 5.1.
The shape of the distribution, markedly non-Gaussian, is similar to the PSFs
(see, fig. 5.25), however, the average value for the FWHM and FWTM are sig-
nificantly lower,0.430 mm and1.035 mm respectively, which represents an im-
provement of17% and33%.
Expected Measured Measured





Table 5.3: Expected tangential positions and measured tangential and radial po-
sitions retrieved from the fit of eq. 2.7 to the measured sinograms.
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Figure 5.28: a) Reconstructed image of the merged data corresponding to the five
different locations of the22Na source, using the Filtered Back Projection (FBP)
algorithm. The source positions separated approximately by1 mm are clearly
resolved, while the closer ones, approximately0.230 mm apart, are not resolved
in good agreement with a spatial resolution of0.430 mm FWHM. b) Horizontal
profile of the image at the maximum.
The explanation for this improvement is the different contribution of the
positron range distribution to the PSFs and PSFi. This difference can be seen
on the average values ofC1 andk2, which represent the positron distribution,
0.77 mm−1 and4.86 mm−1 for the PSFi and0.51 mm−1 and3.95 mm−1 for
the PSFs. This effect is studied in-depth in chapter 6. The contribution of the
detector heads,σdet, is similar to the value obtained from the fit to the PSFs,
0.094 mm (0.221 mm FWHM) or 0.133 mm (0.313 mm FWHM) mm for an
individual detector head,σrpc,. As it was mentioned in a previous section, the
impact of having fixed thek1 parameter has a relatively small influence on the
obtained fitted parameters. Again, a variation of100% on this parameter pro-
duces a variation lower than10% on the fitted parameters.
The first four locations in table 5.1 and 5.2 correspond to a sequence of
known locations. The source was positioned at the first location and then moved
7 mm,1 mm and1 mm in the direction of the positive tangential position, paral-
lel to the detector heads. The movement was done using the mechanical support
described in sec. 3.4. In table 5.3, it is shown the expected tangential positions
(normalized to the first position) and the measured tangential and radial pos-
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Figure 5.29: Spatial resolution, FWHM and FWTM, for three sets of data with
different average system diameters,60 mm, 88 mm and120 mm, calculated as
the average of the FWHM and FWTM of the PSFs for the five different locations
of the source in the FOV. The superimposed curves correspond to the calculated
spatial resolution as a function of the system diameter.
tions, showing a good agreement between the measured and expected positions.
It also shows that the source mounted on the mechanical support was notmoved
exactly parallel to the detector heads but with a small angle of approximately2◦.
The data corresponding to the five different locations can be merged andre-
constructed together as if it was an unique run. Before merging, the data were ex-
trapolated using the method described in the beginning of this section increasing
the available statistics a factor100. Afterwards it was reconstructed as an unique
file using the FBP algorithm, similar to the one used to obtain the PSFi. The
result is shown in fig. 5.28a. The locations separated by approximately1 mm are
clearly resolved while the nearest location, approximately0.230 mm apart, are
not resolved, in good agreement with a spatial resolution of0.430 mm FWHM.
Fig. 5.28b shows the horizontal profile of the image at the maximum.
5.7.5 Annihilation photon non-collinearity effect
As it was previously explained, the spatial resolution depends directly on the
system diameter,ds due to the annihilation photon non-collinearity effect.
The resolution reported in sec. 5.7.3 and 5.7.4, was obtained using only
events with hits from the first four gaps on each detector head to minimize this
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Figure 5.30: Spatial resolution for the22Na positron source described in sec. 3.4
and for a18F point source, as a function of the system diameter.
effect. The same analysis can be repeated using hits detected at deeper DOIs to
evaluate the influence of the annihilation photon non-collinearity on the spatial
resolution. Apart from the already analysed data, two sets of events arean lysed
separately: events with hits detected between the fifth and eight gaps in each
detector head, which correspond to an average diameter system of88 mm and
events with hits detected between the ninth and twelfth gaps in each detector
head, which correspond to an average diameter system of120 mm. Fig. 5.29
shows the spatial resolution for the three sets of data. The solid and open cir-
cles represent respectively the FWHM and FWTM, calculated as the average of
the FWHM and FWTM of the PSFs for the five different locations of the source
in the FOV. The solid and dashed lines represent the calculated FWHM and
FWTM of R(X), in which the system diameter was varied while keeping the
other parameters fixed at the values obtained for the dataset corresponding to a
diameter system of60 mm, see table 5.1. There is a good agreement between
the measured and calculated FWHM, showing a degradation of approximately
20% when the diameter system increases from60 mm to 120 mm. The mea-
sured FWTM, for88 mm and120 mm, shows a discrepancy with the calculated
one. This is probably because the measured spatial resolution is affectedby the
scatter background at deeper gaps in the detector heads. And this is notreflected
in the calculated spatial resolution because it is calculated using the parameters
of the dataset corresponding to60 mm.
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Figure 5.31: Spatial resolution for five values of the system diameter100 mm,
80 mm,60 mm,40 mm and20 mm, as a function of the detector response, for a
point 18F source.
5.7.6 Spatial resolution limits
In this section, it is evaluated the influence of the annihilation photon non-
collinearity, positron range and detector response on the spatial resolution. This
is done calculating the FWHM and FWTM ofR(X), where the different parame-
ters on which depends,ds, C1, k1, k2 andσdet, are varied. The spatial resolution
limits, i.e., the resolution owed to the unavoidable physical contributions, are
also explored.
It must be emphasized, as it was previously mentioned and illustrated, see
sec. 5.7.3, that in the presence of non-Gaussian distributions the traditional addi-
tion of squared errors is not valid.
Fig. 5.30 shows the spatial resolution, FWHM and FWTM, for the22Na
source described in sec. 3.4 and for a18F point source as a function of the system
diameter. The parametersC1, k1 andk2 for the 18F are taken from [Levin and
Hoffman, 1999], while the other parameters are calculated as the averageof the
values from table 5.1 exceptsize that was set to zero (point source). The spatial
resolution at FWHM are basically superimposed for the22Na and for the18F,
showing that the gain on making a point source is lost due to the larger positron
range of the18F source. This effect is also visible on the resolution at FWTM,
which is approximately10% larger for18F than for22Na.
Fig. 5.31 shows the spatial resolution, FWHM and FWTM, for five values of
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Figure 5.32: Spatial resolution limits only due to physical effects, positron range
and annihilation photon non-collinearity for a22Na and18F point sources as a
function of the system diameter.
the system diameter100 mm,80 mm,60 mm,40 mm and20 mm, as a function
of the detector response for a18F point source. The20 mm and40 mm system
diameters are not realistic since, apart from the FOV diameter, the depth of the
detector heads must be taken into account. The scatter background contribution,
eq. 5.8, was not taken into account since the depth of the detector heads must
be optimized, modifying the impact of this contribution. In any case, the effect
of this contribution on the spatial resolution (FWHM) is smaller than1%. The
effect of the improvement of the detector response, both FWHM and FWTM,
is larger for the smaller system diameters. When the detector response,σdet,
is improved from0.221 mm up to0.080 mm FWHM, which corresponds with
an individual detector head response,σrpc, of 0.313 mm and0.113 mm respec-
tively, the gain on the spatial resolution is16%, 26% and42% FWHM for a
system diameter of100 mm, 60 mm and20 mm respectively. The gain is not
so pronounced on the FWTM,6%, 9% and14% for the same system diameters.
Improving the detector response under0.050 mm does not have any impact on
the spatial resolution for any system diameter.
Fig. 5.32 shows the spatial resolution, FWHM and FWTM, only due to phys-
ical contributions: annihilation photon non-collinearity and positron range,for
22Na and18F point sources as a function of the system diameter. The resolution
reported in eq. 5.7.3 is largely influenced by these effects, which are responsible
of 0.350 mm of a total of0.523 mm.
132 CHAPTER 5. ANALYSIS OF RPC-PET PERFORMANCE
5.8 Conclusions
In this chapter, the RPC-PET spatial resolution and also the different contribu-
tions to it, both physical and instrumental, have been evaluated.
In order to obtain the reported resolution, some cuts and corrections are
needed, namely: the cut applied on the edges of the active region, supported
by the induced charge calculations from chapter 4. Gain correction, which has
shown to be mandatory to achieve the reported spatial resolution, and misposi-
tionings correction. This last correction has shown to be quite important since
a few millimetres of error on the evaluation of the detector heads position con-
tribute with hundreds of micrometres to the spatial resolution. In order to corre t
this effect, two methods, based on self-consistence algorithms, have beenpro-
posed, which keep the contribution to the spatial resolution at a minimum level.
The results show a sub-millimetre sinogram spatial resolution of0.523 mm
and1.557 mm FWHM and FWTM respectively and an image spatial resolution
of 0.430 mm and1.035 mm FWHM and FWTM respectively, free of parallax
error as was proved by the unaltered spatial resolution measured in different po-
sition within the FOV. The improvement of17% FWHM and33% FWTM in
the image resolution compared with the sinogram resolution is due to the differ-
ent contributions of the positron range distribution also visible in the different
parameters obtained for this distribution. The contribution to the resolution from
an individual detector heads,σrpc, is approximately0.300 mm FWHM, where
the uncertainty introduced by the read out electronic contributes with0.065 mm
FWHM with a strong dependence on the total induced charge. Up to a factor3
worse for the lower charges and a factor2.5 better for the higher charges.
Some of the parameters that describe the Positron Range Distribution (PRD)
have been directly measured for the first time for a22Na positron source (see
chapter 6 where these values are compared with a Geant4 simulation and results
from other authors).
Finally, the influence of the different contributions to the spatial resolution
have been evaluated, showing that the physical contributions (annihilationpho-
ton non-collinearity and positron range) have a deep impact on it. It has been
experimentally proved that a degradation of approximately20% FWHM arises
when the system diameter is increased from60 mm to120 mm in good agree-
ment with the expected calculated value. In chapter 6, it is explored the possi-
bility of reducing the contribution from the positron range using strong magnetic
fields. Anyhow, some improvements could be still achieved when the individual
detector head contribution is reduced, saturating below0.050 mm FWHM, or
by reducing the system diameter. However, this last possibility is very unlikely





In this chapter, the Positron Range Distribution (PRD) is studied with the aim
of understanding its contribution to the RPC-PET sinogram and image spatial
resolution and also to calculate the dependence of the spatial resolution on the
energy of the positron emitted by the radioisotope. In order to do this, the PRD
is simulated using the Geant4 toolkit [Agostinelli et al., 2003, Rodrigues et al.,
2004, Allison et al., 2006] for seven radioisotopes of interest in PET. The results
are compared with experimental measurements from RPC-PET and also with
values reported by other authors.
Additionally, the effect of an intense static homogeneous magnetic field on
the PRD is also studied to evaluate whether the spatial resolution of the RPC-
PET could be improved. The use of a magnetic field to improve the spatial
resolution of a PET scanner has been studied by several authors [Rickey et al.,
1992, Christensen et al., 1995, Hammer and Christensen, 1995, Raylman et al.,
1996, Wirrwar et al., 1997]. However, as all those studies were made withsys-
tems with spatial resolutions above2 - 3 mm, the impact of using a magnetic
field in a system with sub-millimetre resolution is not clear.
The improvement of the spatial resolution owing to the use of a magnetic
field, already introduced in sec. 2.2.1.2, is based upon the fact that the field xerts
a force on a charged particle in motion, known as the magnetic component of
the Lorentz force, see eq. 2.5. Thus, a magnetic field collinear with the axis
of the scanner will improve its transaxial resolution, since the average distance
between the emission and annihilation points of the positrons (range) is reduced
in that plane (see fig. 6.1c and 6.1d), while keeping the axial resolution unaltered.
The use of a magnetic field is of special interest since the RPC technology is
compatible with magnetic fields (its performance is not noticeable altered by the
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field), which would potentially allow operation within a MRI scanner [Pichler
et al., 2008] combining functional and structural information [Townsend,2008].
6.2 Simulation and methods
As previously mentioned, a Geant4 program is used to simulate the transport in
water of positrons emitted by different radioisotopes of interest in PET:22Na,
18F, 11C, 13N, 15O, 68Ga and82Rb. Isotropic point sources are situated at the
origin of the coordinates centred in a water sphere with an infinite radius.
The characteristic positron energy spectrum for the different radioisotopes
is generated using Fermi’s theory of beta decay, see sec. 2.2.1.1, by applying
eq. 2.2 in conjunction with the acceptance-rejection method [Press et al., 1955].
Fig. 6.1a shows the theoretical and simulated positron energy spectra for the
different radioisotopes.
For each radioisotope the simulation was running with an energy cut for
all particles set to990 eV. One hundred million positrons were generated and
tracked, storing the end point coordinate (the positron annihilation point) to get
the PRD,pA(X, Y, Z), for each radioisotope. As an illustration, fig. 6.1b and
6.1c show one hundred positron tracks projected on a plane for the18F and82Rb
point sources respectively. It is possible to see the typical tortuous pathfollowed
by positrons as they lose energy and the large average distance betweenthe mis-
sion and annihilation points of the positrons for82Rb, when compared with18F,
due to the higher maximum energy of the former.
Additionally, the PRD is also simulated under the effect of an intense static
homogeneous magnetic field ranging from0 T to10 T. The effect of the magnetic
field on the positron tracks is illustrated in fig. 6.1c and 6.1d, where one hundred
positron tracks, under a magnetic field of0 T and10 T respectively, for a82Rb
point source are plotted. It is clearly visible the effect of the magnetic field on
fig. 6.1d, when compared with fig. 6.1c, where the positron tracks appearcurled
up, decreasing the distance between the emission and annihilation points.
The positron range PSFs, pPSFs, and positron range PSFi, pPSFi, (PSFs and
PSFi only due to positron range contribution) are calculated for each radioisotope
by evaluating the right hand side of eq. 5.2a and 5.2b respectively, where the term














dZpA(X, Y, Z) (6.1b)
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Figure 6.1: a) Theoretical and simulated positron energy spectrum for thedif-
ferent radioisotopes. The numbers to the right of the radioisotope names are the
maximum energy,Emax, of the positron in MeV. One hundred projected positron
tracks for b)18F (0 T), c) 82Rb (0 T) and d)82Rb (10 T) point sources (the mag-
netic field is orthogonal to the paper plane).
The pPSFi is also calculated reconstructingpA(X, Y, Z) projected on the
XY plane with the same algorithm used in sec. 5.7.4 (FBP with a ramp filter) and
calculating the profile at the maximum, in a similar way as the PSFi is calculated.
The result does not show noticeable differences respect to the pPSFi calculated
with eq. 6.1b. This is nothing but evaluating the left part of eq. 5.2b to the
reconstructed image for PRD.
The positron PSF over the original 3D distribution, pPSF3D, is also calcu-
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dZpA(X, Y, Z) (6.2)
whereZm and∆Z are the maximum of the distribution and the integral interval
along theZ dimension.
As it was previously mentioned on sec. 5.7.1, in a 2D multilayer or 3D PET,
the PSFs and PSFi could be different from the ones defined for our system. Simi-
larly, the pPSFs and pPSFi, here defined, could also be different. This is because




is not measured, while in a real system the integration is limited to the size of the
axial sampling. The impact of this difference depends on the relative sizesof the
imaged object and axial sampling. If the imaged object is smaller than the size
of the axial sampling there is no difference between our system and a realsystem
but as the object becomes larger than the axial sampling, the difference betw en
our system and a real system increases. Thus the term
∫∞
−∞ dZ on eq. 5.2 and 6.1
turns into
∫ ∆Z/2
−∆Z/2 dZ where∆Z is the sinogram width or image bin size along
the Z dimension. Therefore, in a 2D multilayer or 3D PET the pPSFs and pPSFi
become eq. 6.1b and 6.2 respectively.
Finally, eq. 5.4 is fitted to the pPSFs and pPSFi to obtain the parametersC1,
k1 andk2, which allows a direct comparison with the RPC-PET measurements
and with results from other authors. The parameters from the fit of eq. 5.4to the
pPSFs are also used to evaluate the expected spatial resolution, with and without
magnetic field, for the different radioisotopes. This is calculated by application
of eq. 5.9 with all others parameter fixed, in a similar way as it was previously
done in sec. 5.7.6. The system diameter,ds, is fixed to60 mm, the source size,
size, is fixed to0 (point source) andσdet, C2 andk3 are fixed to the average
values from table 5.1.
6.3 Results
6.3.1 Positron range distribution
Fig. 6.2a, 6.2b and 6.2c showspA(X, Y, Z) projected in theXY plane for18F,
15O and82Rb. It is clearly visible the increase of the end point coordinate spread
as the maximum energy,Emax, (inset numbers) increases. Fig. 6.2d, 6.2e and
1Although the integral limits should be± ZFOV /2, whereZFOV is the axial FOV, since the
object is much smaller than this, the integral can be extended to±∞ with the same result
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6.2f show the pPSFs for the same radioisotopes, exhibiting a cups-like shape


























































































Figure 6.2: a), b) and c) 3D Positron Range Distribution (PRD) projected inthe
XY plane for18F, 15O and82Rb (the inset numbers are the maximum energy,
Emax, of the positrons). d), e) and f) pPSFs for the same radioisotopes.
It was found that the pPSFs, pPSFi and pPSF3D have different shapes. Fig.
6.3a shows these distributions for a18F point source (the pPSFi and pPSF3D are
calculated with∆Y = ∆Z = 0.010 mm in eq. 6.1b and 6.2), showing that the
pPSFs is wider than the pPSFi and this wider than pPSF3D. This is a particular
characteristic of the PRD and it is not applicable, e.g., to a Gaussian distribution,
which shows the same pPSFs, pPSFi and pPSF3D, see fig. 6.3b. As a conse-
quence, when the PSF preserves information of the original PRD a directim-
age spatial resolution enhancement is obtained with respect to the corresponding
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Figure 6.3: pPSFs, pPSFi and pPSF3D (∆Y = ∆Z = 0.010 mm in eq. 6.1b and
6.2) for a)18F point source, b) Gaussian distribution.
sinogram, in contrast with systems with Gaussian PSF. This is experimentally
observed on RPC-PET as it was reported on sec. 5.7 where an enhancment of
17% FWHM and33% FWTM is observed on the image resolution when com-
pared with the sinogram resolution. It must be taken into account that this ef-
fect depends on the integral interval used to obtain the PSFi and pPSFi, ∆Y on
eq. 5.2b and 6.1b. If this is large enough,∆Y > max (rY ) whererY is the
distance between the emission and annihilation point of the positrons projected
on theY axis, the PSFi is equal to the PSFs and also the pPSFi is equal to the
pPSFs.
In literature [Derenzo, 1986, Levin and Hoffman, 1999, Champion and Loirec,
2005], both pPSFs and pPSFi are usually described by sum of two exponential
functions (eq. 5.4) and in some publications [Levin and Hoffman, 1999, Palmer
et al., 2005, Champion and Loirec, 2005] directly compared as if they wereequal.
The best fit of eq. 5.4 to the three distributions, pPSFs, pPSFi and pPSF3D, is
obtained with the pPSFs (the fits must be restricted to the centre of the distri-
butions because at large distance from the origin the distribution systematically
diverge. This was already mentioned by Palmer et al. [Palmer et al., 2005]). This
is illustrated on fig. 6.4a where the three distributions for18F (similar results are
obtained for the other radioisotopes) and the corresponding fits of eq. 5.4 are
shown. It is visible that the fit of eq. 5.4 to the pPSFs is better when compared
to the fits to pPSFi and pPSF3D, also reflected by the R-square of the fits, inset
numbers. In table 6.1, it is shown the fit parameters of eq. 5.4 to the pPSFs,
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Eq. 5.4 0.597 26.06 3.47
Eq. 6.3 0.563 23.67 3.48
Eq. 6.4 0.557 24.23 3.44
C1 k1 k2
pPSFs pPSFi pPSF3D
Fit of Eq. 5.4 to pPSFs
Fit of Eq. 5.4 to pPSFi
Fit of Eq. 5.4 to pPSF3D
Fit of Eq. 5.4 to pPSFs
Fit of Eq. 6.3 to pPSFi
Fit of Eq. 6.4 to pPSF3D
b)a)
Figure 6.4: Different fits to pPSFs, pPSFi and pPSF3D for a 18F point source
from a) eq. 5.4 and b) eq. 6.3 and 6.4. The inset numbers are the R-square of
the fit. The small table in the right figure show theC1, K1 andK2 parameters
retrieved from the fits to eq. 5.4, 6.3 and 6.4.
together with the R-square of the fits, for all the radioisotopes.
If it is accepted that pPSFs is well described by eq. 5.4, it is possible to

















whereC1, K1 andK2 are the same parameters of eq. 5.4 andBesselk is the
modified Bessel function of second kind. The fits of eq. 6.3 and 6.4 to the pPSFi
and pPSF3D are shown on fig. 6.4b revealing the improvement of the fit good-
ness when compared with fits to eq. 5.4. In this way, the three distributions are
described in a common framework characterized by the same parametersC1, k1
andk2 as the results of the fits (inset table of fig. 6.4b) show.
Nevertheless, forcing the fit of eq. 5.4 to the pPSFi, useful to compare with
other authors results, is also possible. The fit parameters of eq. 5.4 to the pPSFi
for all radioisotopes are shown in table 6.1.











22Na 0.592 29.84 4.37 0.999 0.945 43.48 5.58 0.994
18F 0.597 26.06 3.47 0.999 0.950 36.07 4.35 0.992
11C 0.571 16.68 1.83 0.999 0.952 25.29 2.46 0.988
13N 0.533 13.67 1.36 0.999 0.949 20.12 1.82 0.988
15O 0.463 10.02 0.80 0.999 0.940 13.24 1.09 0.986
68Ga 0.279 8.81 0.68 0.999 0.883 9.27 0.92 0.993
82Rb 0.186 5.22 0.31 0.998 0.858 9.05 0.51 0.960
∗ mm−1
Table 6.1: Parameters of the fit of eq. 5.4 to the pPSFs and pPSFi (∆Y =
0.010 mm). It is also shown the R-square, an indicative of the goodness of the
fit.
It is possible to compare the simulated results with the results obtained with
RPC-PET prototype reported on sec. 5.7 and also with results from other authors.
In order to do that, the parameters, C1, k1 and k2 will be directly compared.
Table 6.2 shows the measured parameters calculated as the average of the values
from tables 5.1 and 5.2, corresponding to the pPSFs and pPSFi, compared with
the ones obtained with Geant4 for the22Na (k1 was not measured, it was taken
from [Levin and Hoffman, 1999], scaled toEmax of 22Na and fixed, see sec. 5.7).
It must be stressed that in order to do a correct comparison between the measured
and simulated pPSFi fit parameters, the same integral interval must be used. In











Measured 0.51 46.1∗∗ 3.95 0.77 46.1∗∗ 4.86
Simulated 0.59 29.84 4.37 0.88 26.39 5.24
∗ mm−1
∗∗ Taken from [Levin and Hoffman, 1999], scaled to theEmax
of 22Na and fixed.
Table 6.2: Measured and simulated parameters of the fit of eq. 5.4 to the pPSFs
and pPSFi. The simulated pPSFi is calculated with∆Y = 0.100 mm to match
the bin size used on sec. 5.7.4.
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Figure 6.5: Positive part of a) pPSFs and b) pPSFi, simulated with Geant4, com-
pared with the results reported by Levin et al. [Levin and Hoffman, 1999]and
Derenzo [Derenzo, 1986] respectively.
The differences between the simulated and the measured values are around 15%.
A comparison with results from other authors is also possible. Several works
have been published in last years, experimental [Derenzo, 1986] andsimulated
[Levin and Hoffman, 1999, Palmer et al., 2005, Champion and Loirec, 2005].
In the author’s opinion it seems there is an error when the results are compared,
since the fit parameters of eq. 5.4 to the pPSFs and pPSFi are compared directly
as if both distributions were equal. Most of the articles compare their results
with results published by Levin et al. [Levin and Hoffman, 1999] and Derenzo
[Derenzo, 1986]. Thus, the same exercise will be repeated here. In Lvi ’s pub-
lication, the 1D histogram along an arbitrary direction over the original 3D PR
are calculated. On the other hand, on the Derenzo’s paper, parallel ray projec-
tions data (S(φ, D) at a fixed angle) from different radionuclides in polyurethane
foam are taken using a single layer positron tomograph (data are extrapolaed to
water equivalent a posteriori). Due to the fact of using foam and a singlelayer
tomograph, part of the original 3D PRD is not visible, only a slice through the
centre of the distribution is measured. As a consequence, the original distribut on
is integrated in an interval∆Z along the axial axis, centred with the distribution,
corresponding to the tomograph layer width and projected. Therefore, Levin’s
simulation is equivalent to the pPSFs and Derenzo’s measurement are equivalent
to the pPSFi as they were defined on eq. 6.1a and 6.1b. As it was previously
demonstrated, the pPSFs is different from the pPSFi. Both are different mea-























































































Figure 6.6: C1, k1 and k2 parameters of fit of eq. 5.4 to the measured, Geant4
simulation and results from other authors as a function of the radioisotopeEmax.
a), b) and c) pPSFs and d), e) and f) pPSFi.
surements performed over the original 3D distribution and therefore they can not
be compared directly.
Fig. 6.5a and 6.5b show the positive part of pPSFs and pPSFi simulated with
Geant4 and compared with the results reported by Levin et al. and Derenzor -
spectively. In order to make a correct comparison with the results from Derenzo’s
publication, the same integral interval must be used, as the pPSFi depends on it.
It was used0.100 mm for 18F, 11C and68Ga and0.250 mm for 82Rb. It is possi-
ble to verify that the results reported by Levin et al. are different from the results
from Derenzo, as expected, and both reproduced by the Greant4 simulation.
Finally, it is possible to make a comprehensive comparison among RPC-
PET measurements for22Na, Geant4 simulations and results from Levin et al.
and Derenzo. Fig. 6.6a, 6.6b and 6.6c show the parameter C1, k1 and k2 from
the fit of eq. 5.4 to the pPSFs for the Geant4 simulation, the results reported by
Levin et al. and also the measured values from the RPC-PET for22Na source as
a function of theEmax. Fig. 6.6d, 6.6e and 6.6f show the same parameter from
the fit of eq. 5.4 to the pPSFi, the results reported by Derenzo and the measured
values from the RPC-PET. The figure manifests the good agreement amongthe
measured and simulated parameters and also with results reported by Levin etal.
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FWHM FWTM Quadratic fit
Figure 6.7: Expected spatial resolution for the different simulated radioiso-
topes as function of the maximum energy of the radioisotope, both FWHM and
FWTM. The black lines are quadratic fits to the data.
and Derenzo.
Fig. 6.7 shows the expected spatial resolution of RPC-PET as a function of
the maximum energy of the different simulated radioisotopes, both FWHM and
FWTM. It is possible to verify that the spatial resolution follows a quadratic
behaviour (black lines), both FWHM and FWTM, showing a degradation onthe
spatial resolution by a factor4 for 15O and10 for the radioisotope of higher
energy,82Rb.
6.3.2 Positron range distribution under magnetic field
Fig. 6.8 shows the spatial resolution expected for RPC-PET for the sevenimu-
lated radioisotopes under magnetic fields from0 Tesla to10 Tesla. It is possible
to verify that the spatial resolution follows a quadratic behaviour with the mag-
netic field. In order to decrease the FWHM and FWTM values for the lower
energy radioisotopes,18F or 11C, by factors of approximately1.2 and1.6, re-
spectively, a magnetic field of10T is required. However, the application of the
same field results in a significant decrease in the FWHM and FWTM values for
the higher energy radioisotopes. Indeed, for82Rb, improvement by factors of
approximately1.8 and2.7 are observed for5 T, whereas for10 T these factors
become approximately 3.1 and 4.9.
Two permanent rare-earth magnets were used to measure the spatial reso-
144 CHAPTER 6. POSITRON RANGE DISTRIBUTION





















































22Na 18F 11C 13N 15O 68Ga 82Rb Quadratic fit
Figure 6.8: Calculated spatial resolution a) FWTM and b) FWHM as a function
of the magnetic field, ranging from0 T to 10 T.
lution under the influence of a magnetic field. It was built a magnetic circuit,
which closes the magnetic lines, trying to create a small region of high magnetic
field obtaining approximately0.3 T on the centre of that region, where the source
was placed. As expected for this field, no noticeable modification of the spatial
resolution were observed.
6.4 Conclusions
The PRD has been simulated using Geant4 for seven radioisotopes of interest
in PET, both under standard conditions and under the effect of intense static
homogeneous magnetic fields to evaluate whether the spatial resolution of RPC-
PET could be improved.
It was found that the pPSFs and pPSFi have different shapes and therefore
contribute in different ways to the sinogram and image spatial resolution. As a
consequence when the PSF preserves information of the original PRD, adirect
image spatial resolution enhancement is obtained with respect to the correspond-
ing sinogram. This is experimentally observed on RPC-PET where an enhance-
ment of18% FWHM and34% FWTM is observed on the image resolution when
compared with the sinogram resolution. In literature, these distributions are de-
scribed by sum of two exponential functions and in some publications directly
compared. If it is accepted that the pPSFs is well described by the sum of two
exponentials, it is possible to calculate analytically the the pPSFi and also the
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pPSF3D. In this way, the three distributions are described in a common frame-
work characterized by the same parametersC1, k1 andk2.
The simulated results were compared with the RPC-PET measurements for
22Na showing differences around15%. Additionally, the simulated results were
also compared with the existing literature. The results show a good agreement
among the measured and simulated parameters and also with results from other
authors, which validates the Geant4 toolkit for this application.
Finally, the expected spatial resolution for the different positron emitters has
been evaluated, exhibiting a quadratic behaviour with the positron maximum
energy, both FWHM and FWTM. The degradation on the spatial resolution is
approximately a factor4 for 15O and a factor10 for the radioisotope of higher en-
ergy,82Rb. The use of an intense magnetic field improves the spatial resolution,
specially for the higher energy radioisotopes,82Rb, where factors of roughly3
and5 of improvement, FWHM and FWTM respectively, should be achieved for
a 10 T field. However, the improvement for the low energy radioisotopes,18F
and11C, is modest, a factor1.2 in FWHM, even for a10 T field.




In this chapter it is evaluated, by simulation, the Absolute Central point source
Sensitivity (ACS) and the count rate performance of an optimized design ofa
small animal RPC-PET system.
The simulation was performed using the Simset 2.6.2.4 package [Lewellen
et al., 1998], a common tool used for the evaluation of system performance,
together with Geant4 and MatlabR© programs.
Finally, the results are compared with the present commercial preclinical
PET systems.
7.2 Simulation
The simulation is made up from three different programs. The Simset program
is used to define the geometry of the system, to generate the phantoms and to
propagate the photons within the FOV to the surface of the heads where their
relevant information is stored, namely, position, time, energy and momentum.
The Geant4 program parametrizes the incident photon detection efficiencyas a
function of energy and number of stacked gaps. Finally, the MatlabR© program
merges the information from the Simset and Geant4 programs and introduces
the timing characteristics of the heads to calculate the ACS and to evaluate the
count rate performance calculating the number of true, scattered and random
coincidences as well as the NEC, as a function of total activity in the FOV for
different detection efficiency parametrizations.
A schematic drawing of the simulated system is shown in fig. 7.1. It is com-
posed of six detecting heads, four around the object and two on the sides, defining
a FOV of60 x 60 x 100 mm3 and a solid angle coverage of90% (some of the
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space between the heads, corresponding to10% of the solid angle coverage at the
centre of the FOV, are inefficient, simulating a possible mechanical supportor
uncovered area). Additionally, in fig. 7.1 it is shown the mouse-sized cylindrical
phantom (red points) implemented to evaluate the count rate performance. Itis
placed at the centre of the FOV, with a typical size of26 φ x 70 mm3 (38 cm3)
[Missimer et al., 2004, Kim et al., 2007], filled with water and with a variable ac-
tivity from 0 MBq to 200 MBq distributed uniformly. It was also implemented,
to evaluate the ACS, a point source with an activity of1 kBq placed at the centre
of the FOV. The blue points in fig. 7.1 represent the position of the intersection
of photon’s flight path and the surface of the heads, where the relevant infor-























Figure 7.1: Schematic view of the geometry of the system composed of six
detecting heads (the frontal head is moved forward to make easier the visual-
ization), defining a FOV of60 x 60 x 100 mm3. The red points represent the
positron annihilation positions within the mouse-sized phantom, while the blue
ones are the positions of the emitted photons at the surface of the heads.
Fig. 7.2 shows the structure implemented to simulate and parametrize the
photons detecting efficiency on the Geant4 program, in which the low energy
extensions were activated and the energy threshold for all particles waset to
990 eV; A stack with variable number of0.3 mm gaps built from0.6 mm lead
loaded acrylic plates (lead acrylic1) covered with a0.03 mm lead layer on one
side. Photons in the range of50 keV to511 keV were thrown perpendicularly to
1Lead Acrylic contains30% lead by weight added as an organolead salt during the manufac-
turing process.
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the detecting head surface and secondary electrons were followed. A detection
is considered if an electron reach any of the gaps. The efficiency of thegaps was
considered as unity [Blanco et al., 2009a].
Gap (0.3 mm)
Lead (0.03 mm)
Lead Acrylic (0.6 mm)
:.
Figure 7.2: Structure implemented on Geant4 to parametrize the detecting effi-
ciency. A stack of0.3 mm gaps built from0.6 mm lead loaded acrylic plates
covered with a0.03 mm lead layer on one side.
The detecting efficiency as a function of the incident photon energy for30,
60, 100 and140 stacked gaps is shown in fig. 7.3. The four black curves on the
upper part of the figure represent the efficiency for all photons, while t e black
curves at the bottom represent the efficiency for photons detected after h ving,
at least, one Compton interaction on the detector head (scattered photons).The
detecting efficiency lies between21% and8% for 511 keV photons, decreasing
quickly as the energy decreases. These curves were fitted to a7th degree poly-
nomial and interpolated to obtain curves with15%, 13% and10% efficiency for
511 keV photons, corresponding to72, 57, and40 stacked gaps respectively, see
red curves in fig. 7.3. This is the parametrization implemented in the simulation.
Owing to the excellent timing properties inherent in this technology,300 ps
FWHM for photon pairs or90 ps σ for single photons [Blanco et al., 2003b],
it is possible the implementation of a narrow time coincidence window,1 ns,
among any of the six detecting heads. The dead time implemented for each head
is 100 ns.
7.3 Results
The simulated RPC-PET system shows a ACS of21.3 cps/kBq,15.2 cps/kBq,
and9.3 cps/kBq for the15%, 13% and10% detection efficiency respectively.
The peak true count rate, fig. 7.4a, is between745 kcps and475 kcps at an ac-
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All photons
Scattered photons
72, 15 % 57, 13% 40, 10 %
Figure 7.3: Simulated detecting efficiency (all photons as well as scattered pho-
tons) for an optimized detecting head as a function of the incident photon energy
for 30, 60, 100 and140 stacked plates. In red, interpolated curves corresponding
to 15%, 13% and10% efficiency for511 keV photons.
tivity of 200 MBq (5.3 MBq/cm3). At this activity the prompt coincidences are
1555 kcps and1080 kcps respectively, fig. 7.4d, with15% of scattered coinci-
dences, independent of the efficiency parametrization, fig. 7.4c. These scattered
coincidences are fundamentally due to scattered photons in the detecting heads,
as it was expected, since the small dimensions of the object minimize the prob-
ability of scatter on it. At this activity, around38% of the total coincidences are
random, fig. 7.4b, even with the small timing coincidence window implemented.
The NEC, fig. 7.4d, is maximum at an activity of88 MBq (2.3 MBq/cm3) with
values between320 kcps and152 kcps. Generally, the protocols for mice studies
are carried out with activities between3.7 MBq and37 MBq [Hutchins et al.,
2008], grey area in fig. 7.4. In this range of activities, the maximum true coin-
cidences are between398 kcps and204 kcps and the prompts coincidences are
between577 kcps and307 kcps with10% of random coincidences and22% of
scattered coincidences while the NEC are between250 kcps and125 kcps (the
percentage of scattered coincidences increases because the amount of random
coincidences decreases).
In table 7.1, the RPC-PET is compared with present commercial preclinical
PET systems. There must be paid attention to the fact that the conditions at







































































Figure 7.4: Simulated count-rate performance for an optimized system. a) true,
b) random, c) scattered and d) prompt coincidences and NEC for a mouse-sized
phantom for different detection efficiencies. Shaded area indicates thetypical
activities in mice studies (3.7 MBq - 37 MBq).
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7.4 Discussion and conclusions
The PET system implemented in the simulation is a simplification of a real sys-
tem and does not include details as the mechanical structure or secondaryma-
terial (tapes, electrodes, etc.). The aim of this simulation is to obtain a good
estimate of the count rate capabilities of an RPC-PET system. In order to ob-
tain a final result on this subject a more complete simulation, with all the details,
must be done. Nevertheless, in the author’s opinion, the results reportedare a
good starting point, likely not far from the reality.
On the other hand, the structure implemented on the Geant4 program was
thought to obtain the maximum efficiency. Although possibly feasible, there ar
some open questions, e.g. an appropriate lead acrylic with the adequate resis-
tivity to be used as an RPC plate must be found or the impossibility to build a
multigap-based structure using lead in one of plate sides. Therefore it would be
more convenient to find a more feasible structure. A multigap-glass based struc-
ture could be an alternative and as it is reported on [Blanco et al., 2009a]with a
detecting efficiency not so different from what is reported here.
The simulation does not take into account the count rate capability of the
RPC technology (it is assumed to be infinite). At the maximum activity for
the small animal PET study reported on previous section,37 MBq, the first
gaps of the detecting heads would be under an average photon flux of around
100 kHz/cm2 (the flux over the subsequent gaps in the head will be smaller as the
photon flux is attenuated exponentially). If it is assumed an efficiency per gap of
0.2% [Blanco et al., 2009a] (glass RPC) gives a count rate of200 Hz/cm2. This
is near the limit of the count rate capability of the standard glass RPC technology,
see sec. 1.3. If need arises to extend the count rate capability to higher activities,
it would be necessary to use other type of RPC electrode materials or to warm
up the heads to increase the count rate capability. Other possibility would be to
increase the FOV to decrease the count rate in the RPC. For example, increas g
the transaxial diameter from60 mm to100 mm will decrease the photon flux on
the first gap roughly a factor2 down to100 Hz/cm2 with a slight degradation of
the spatial resolution up around0.6 mm, see sec. 5.7.6.
Nevertheless, the comparison of values of NEC and ACS shown in table 7.1
suggests that the count rate capability of an RPC-PET system could be compti-
tive when compared with state of the art small animal PET systems.
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Chapter 8
Conclussions
Since its invention in the fifties, and specially in the last decade, PET systems
have evolved substantially, improving both spatial resolution and sensitivity and
introducing new ideas and concepts. In this evolution, many new technologies
have been proposed to increase the performance of PET systems. In thiswork,
the RPCs are proposed as detector element suitable to be utilized in a PET sys-
tem, specially in the imaging of small animals to be used in the development of
new drugs or human disease studies.
The characteristics that could turn a RPC-PET into a competitive system can
be summarized as follows:
• Sub-millimetre spatial resolution uniform on the entire FOV (parallax free
error). Approximately0.500 mm FWHM, experimentally measured with
a point-like22Na source for a system diameter of60 mm.
• Simulated, absolute central point source sensitivity of2.1% and NEC peak
of 320 kcps.
• Low cost, less than100 ke, due to the inexpensiveness of the materi-
als used in its constructions (except the FEE and DAQ), allowing the fast
spread of the system for many research groups.
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Appendix A
Resumen
Nota introductoria. A pesar de este resumen estar escrito en espa˜ ol, algunas
palabras y sobre todo las abreviaturas están en ingĺes (aunque se ha tenido el
cuidado de introducirlas en español y simult́aneamente en inglés). Con esto
se pretende que el texto sea lo mas inteligible posible (que es el propósito de
cualquier texto), ya que traducir estas palabras al español solo confundiŕıa al
lector, habituado a verlas en inglés.
El objetivo principal de esta tesis es, estudiar la posibilidad de construir un
sistema de Tomografı́a de Emisíon de Positrones (Positron Emission Tomography
(PET)) con Ćamaras de Planos Resistivos (Resistive Plate Chamber (RPC)) con
una resolucíon espacial sub-miliḿetrica y ausencia de error de paralaje. Las
RPCs son detectores gaseosos de partı́culas desarrolladas durante losúltimos
treinta ãnos para experimentos de fı́sica de altas energı́as y ahora aplicadas en el
campo de la f́ısica ḿedica.
Despúes de una introducción a las RPCs y PET se describe el dispositivo
experimental. Este consiste en dos cabezas de detección con dieciśeis RPCs para
medida de tiempos construidas con electrodos hı́bridos (metal - vidrio) y un es-
pacio de amplificación (gap) de0.3 mm. Las RPCs están operadas en modo
avalancha a presión atmosf́erica, en una mezcla de gases cuya composición es
85% C2H2F4, 10% SF6 y 5% C4H10. El conjunto de sẽnales producido por
las cabezas es leido por un sistema de adquisición de datos construido a me-
dida. Posteriormente, se describe el análisis efectuado para la evaluación de la
resolucíon espacial del sistema y sus diferentes contribuciones. Porúltimo se
estudia en detalle la contribución del rango de positrones a la resolución espacial
y se evaĺua, usando ḿetodos de simulación, la capacidad de contar de un sistema
RPC-PET optimizado.
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a) b)
Figura A.1: a) Vista superior e inferior de una de las placas con las cualesesta
construido el prototipo RPC-PET. Están hechas de circuito impreso y alojan en
un lado el electrodo metálico de una RPC y en el lado opuesto el electrodo resis-
tivo de la siguiente RPC (vidrio soda-lime de1.9 mm de espesura), debajo del
cual se sit́uan32 strips de lectura de señal. b) Cabeza de detección construida
por diecisiete placas que definen diecis´ is gaps independientes de0.3 mm de es-
pesura, permitiendo medir la posición del punto de interacción de los fotones en
dos dimensiones: gap y posición a lo largo del gap.
A.1 RPC-PET
El prototipo RPC-PET está compuesto por dos cabezas de detección onstruidas,
cada una de ellas, a partir de diecisiete placas idént cas (hechas de circuito im-
preso con un tamaño de85x40 mm2), alojando el electrodo metálico de una RPC
en un lado y el electrodo resistivo de la siguiente RPC en el lado opuesto, vr
fig A.1a. El electrodo metálico (hecho del propio cobre del circuito impreso con
un tamãno de30 x 10 mm2) esta centrado en uno de los lados de la placa, rodeado
por un anillo de guarda, mientras que el electrodo resistivo (hecho de vidrio soda-
lime de1.9 mm de espesura y una resistividad volumétrica de aproximadamente
1012 Ωcm) se sit́ua en el centro de la placa en el lado opuesto. Debajo de este
último, se sit́uan32 pistas (strips) de lectura (con un tamaño de0.9 x 10 mm2
separadas entre si por1 mm) rodeados de un anillo de guarda complementario
al del electrodo metálico. Cada gap, con unáarea activa de40 x 12 mm2, es
definido por dos mono-filamentos de nailon de0.3 mm de díametro. El conjunto
de placas fig A.1b, que definen dieciséis RPC h́ıbridas (metal-vidrio), es cerrado
en una caja metálica (120 x 50 x 70 mm3) donde fluye20 cm3/min de una mezcla
de gases cuya composición es85% C2H2F4, 10% SF6 y 5% C4H10.
La carga inducida en los strips, agrupados verticalmente, y en los electro-
dos met́alicos es léıda por48 amplificadores de carga (por cabeza), basados en el
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amplificador operacional OP467GS (con una constante de tiempo de500 ns) ins-
talados en la parte trasera de cada cabeza. En total96 sẽnales son discriminadas
para obtener el patrón digital de la carga inducida. Además, la carga inducida
en los electrodos (agrupada convenientemente) es digitalizada en un conversor
anaĺogico digital (Analog to Digital Converter, ADC). Toda la electrónica de
adquisicíon, controlada por un microcontrolador, fue construida y programada a
medida de esta aplicación.
De esta forma el punto de interacción de los fotones dentro de cada cabeza
es medido en dos dimensiones (gap y posici´ n a lo largo del gap) permitiendo
obtener iḿagenes correspondientes a la distribución de actividad en el campo de
visión proyectada en un plano.
A.2 Análisis y desempẽno
El prototipo RPC-PET tiene como objetivo validar el concepto de un sistema
PET, basado en RPCs, con una resoluci´ n espacial sub-miliḿetrica y ausencia
de error de paralaje. Por ello el análisis del desempeño del RPC-PET se centra
en la evaluacíon de la resolución espacial y sus diferentes contribuciones, tanto
instrumentales como fı́sicas.
La posicíon de la avalancha a lo largo del gap (posición longitudinal recons-
truida), que es aproximadamente el punto de interacción del fot́on incidente,
es obtenida comparando las cargas inducidas en las strips medidas en el pro-
totipo RPC-PET, con las cargas inducidas obtenidas a través de un ćalculo elec-
troest́atico. Este se basa en la aplicación del teorema de Ramo [Ramo, 1939]
donde el campo de ponderación, para la geometrı́a del RPC-PET, es calcu-
lado nuḿericamente usando un método de elementos finitos 2D basado en la
libreŕıa de ecuaciones diferenciales parciales del programa MatlabR©, donde la
geometŕıa del gap y los diferentes elementos (gas, electrodos metálicos y resis-
tivos) son implementados. La profundidad del punto de interacción del fot́on in-
cidente es aproximada por la posición del gap con sẽnal, mientras que la posición
transversal al gap no es medida.
Las cargas inducidas calculadas, además de servir para la obtención de la
posicíon longitudinal reconstruida, permiten realizar otros estudios. Obtener la
contribucíon del ruido electŕonico al error en la posición longitudinal recons-
truida, que es de media entorno a0.065 mm de un total de0.300 mm (estos dos
valores correspondes a medidas de Anchura Total a Media Altura (Full Width at
Half Maximum (FWHM))) sobre las respectivas distribuciones). También per-
miten obtener la dependencia del error cometido, en el cálculo de la posicíon
reconstruida con la carga total inducida (a mayor carga, mayor relación sẽnal
ruido), siendo el error en torno a diez veces menor para las cargas mayores, com-
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Figura A.2: Cargas normalizadas medidas en funció de la posicíon longitudinal
“bruta”. Todas las cargas han sido desplazadas artificialmente para favo ecer la
visualizacíon. Las correspondientes cargas calculadas, en negro, son también
mostradas revelando la buena concordancia entre ambas.
paradas con las cargas más pequẽnas. Adeḿas, permiten estudiar el efecto de los
bordes, mostrando que el uso de electrodos resistivos más finos minimizaŕıa su
área de influencia, o optimizar la espesura del electrodo resistivo para maximizar
la capacidad de separación de los diferentes grupos de cargas (cuanto más fino
más sẽnal inducida disponible) y ası́ minimizar el error en la posición longi-
tudinal reconstruida, llegando a saturar para electrodos resistivos con espesura
menores de0.500 mm en0.015 mm FWHM.
A modo de ilustracíon en la fig. A.2 se comparan las cargas normalizadas
medidas en función de la posicíon longitudinal “bruta”1, con las cargas calcu-
ladas mostrando la buena concordancia entre las dos.
Antes de intentar calcular la posición longitudinal reconstruida, los datos
sufren algunos cortes, (con el fin de eliminar eventos incompletos o erróneos) y
correcciones, necesarias para evitar la degradación de la resolución espacial.
Aśı, son eliminados eventos con información digital incompleta o ambigua,
e.g. eventos con información digital discontinua en las strips o eventos con señal
en ḿas de un gap (estéultimo efecto debido a un error de diseño). Son tambíen
eliminados eventos originados en los bordes delár a activa, los cuales defor-
man / alteran las cargas inducidas que potencialmente tiene influencia en el error
1Posicíon obtenida sin reconstrucción, como media de las posiciones de los strips con señal
digital.
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cometido en el ćalculo de la posicíon longitudinal reconstruida. Estos cortes
est́an fundamentados en el estudio previo de los efectos de borde, usandolas car-
gas inducidas calculadas, que permiten entender y afinar los cortes realizados.
Dentro de las correcciones, es necesario hacer una normalización de las car-
gas medidas para su correcta comparación con los valores calculados y evitar
errores en la posición longitudinal reconstruida. Esta corrección es obligatoria
ya que son observadas variaciones de hasta un20%, lo cual provocaŕıa erro-
res en la reconstrucción de la posicíon entorno a0.600 mm FWHM (estimado
mediante el uso de las cargas inducidas calculadas), lo que degradarı́a signi-
ficativamente la resolución espacial. Otra corrección necesaria, es la corrección
de posicionamiento de las cabezas. Debido a la resolución sub-miliḿetrica del
sistema, pequẽnos errores (a la escala de milı́ etros) en el posicionamiento de
las cabezas degradarı́ n la resolucíon espacial del sistema, siendo esencial el
conocimiento de sus posiciones para evitar una degradación de la resolución.
El método propuesto, pretende obtener las posiciones relativas de las cabezas
a partir de los datos medidos mediante el uso de algoritmos auto-consistentes.
Usando datos provenientes de una simulación Geant4, en la que son simuladas
las cabezas de detección y una fuente puntual en el centro del campo de visión
(Field of View (FOV)), se estudia el impacto de los errores de posicionamiento
(traslaciones y rotaciones) en el plano transaxial y el desarrollo de losalg rit-
mos necesarios para su minimización. Aśı por ejemplo, un error de1 mm en
la evaluacíon de la posicíon a lo largo de la dirección tangencial contribuye con
0.288 mm FWHM a la resolucíon espacial del sistema o con0.330 mm FWHM
para un error en la determinación delángulo de rotación en el plano transaxial
de 1
o
. Para estos dos casos se propone unúnico algoritmo que atiende a ra-
zones geoḿetricas para la obtención de las posiciones relativas. En el caso de
la dimensíon radial, un error de1 mm en la posicíon relativa contribuye con
0.340 mm FWHM a la resolucíon espacial. Para este caso se propone un al-
goritmo de minimizacíon, que mueve virtualmente una de las cabezas hasta en-
contrar un ḿınimo en la resolución espacial correspondiente a su posición real.
Despúes de la aplicación de los algoritmos de posicionamiento, se estima que el
impacto remanente en la resolución es de0.057 mm FWHM, muy inferior a la
contribucíon inicial de1.063 mm FWHM, demostrando la importancia de esta
correccíon.
La resolucíon espacial del sistema es caracterizada por la FWHM de la dis-
tribución obtenida por el sistema para una fuente puntual, la llamada función de
dispersíon para un punto (Point Spread Function (PSF)). Esta es medida tanto
en el sinograma (FSFs) como en la imagen (PSFi), reconstruida usando un algo-
ritmo de retroproyección filtrado (Filtered Back Projection (FBP)) con un filtro
rampa, para diferentes posiciones de una fuente casi puntual dentro dl campo
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Figura A.3: a) En negro, PSFs para una fuente casi puntual de22Na y en
rojo el ajuste deR(x), ver texto. b) Diferentes contribuciones a la PSFs: no-
colinearidad de los fotones, rango de los positrones, respuesta del detector,
tamãno de la fuente y fondo debido a la dispersión de los fotones correspon-
diente a las condiciones de la medida. Sobrepuesta, en rojo, convolución de
todos estos factores.
de visíon a lo largo de la dimensión tangencial. La PSFs es simplemente cal-
culada integrando el sinograma (suma de todas las proyecciones) y la PSFi es
calculada como el perfil 1D de la imagen reconstruida en el máxi o. Con el
objetivo de caracterizar la PSFs y PSFi, una distribucíonR(x) que convoluciona
todas las contribuciones fı́sicas e instrumentales más un fondo debido a la dis-
persíon es ajustada a las distribuciones medidas. Las contribuciones incluidas en
R(X) son: no-colinearidad de los fotones, punto de aniquilación (rango) de los
positrones, respuesta del detector, tamaño de la fuente y el mencionado fondo
debido a la dispersión de los fotones. El ajuste se realiza fijando los parámetros
conocidos, díametros del sistema y de la fuente radioactiva, los cuales fijan las
contribuciones para la no-colinearidad de los fotones y tamaño de la fuente res-
pectivamente, permitiendo obtener los parámetros que describen el rango de los
positrones, la respuesta del detector y el fondo debido a la dispersión de los fo-
tones.
Como ilustracíon, la fig. A.3a muestra la PSFs obtenida experimentalmente
para una fuente casi puntual de22Na (en negro) y el ajuste deR(x) a la dis-
tribución medida (en rojo). Fig. A.3b muestra las diferentes contribuciones a
R(x) para las condiciones de la medida y su convoluci´ n (en rojo).
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Las distribuciones medidas muestran un resoluci´ n espacial sub-miliḿetrica
con valores medios de0.523 mm y 0.430 mm FWHM y 1.557 mm y 1.035 mm
Anchura Total a un D́ecimo de Altura (Full Width at Tenth Maximum (FWTM))
para el sinograma e imagen respectivamente, libres del error de paralajede-
mostrado por la resolución espacial inalterada para diferentes posiciones dentro
del campo de visión. La contribucíon de cada una de las cabezas de detección
es de aproximadamente0.300 mm FWHM. Ambas distribuciones, aunque simi-
lares presentan valores de FWHM y FWTM diferentes;17% y 30% menores para
la PSFi comparada con la PSFs. La explicacíon para esta mejora se debe a las
diferentes contribuciones, al sinograma e imagen, de la distribución del rango de
los positrones. Este efecto también se refleja en el par´ metrok2, medido experi-
mentalmente por primera vez para una fuente de22Na, que caracteriza las bajas
frecuencias espaciales de la distribución del rango de los positrones. Los valores
promedios medidos para este parámetro son de3.95 mm−1 y 4.86 mm−1 para
el sinograma e imagen respectivamente. Este efecto es analizado en profundidad
en un capitulo a parte.
Se ha evaluado experimentalmente, y también mediante la función R(x), el
impacto que tendrı́a en la resolución espacial el uso de sistemas con diámetros
mayores, debido a la contribución de la no-colinearidad de los fotones emiti-
dos. Esto se ha conseguido seleccionando eventos detectados a profundidades
mayores dentro de las cabezas de detección. Se observa una degradación de
20% FWHM cuando el díametro es aumentado de60 mm para120 mm en buen
acuerdo con la predicción obtenida usandoR(x).
Mediante el uso de la funciónR(x) en la cual los diferentes parámetros que
contribuyen a la resolución espacial son modificados, principalmente el diámetro
del sistema y la respuesta del detector, es posible estudiar el impacto de estos
en la resolucíon. Aśı, por ejemplo, para un diámetro de sistema de60 mm la
resolucíon espacial mejorarı́a en26% cuando la contribución de las cabezas de
deteccíon es mejorada de los actuales0.300 mm para0.100 mm FWHM. Siendo
aun mayor la mejora para diámetros de sistema menores, aunque difı́cilmente
realizables. Con el mismo ḿetodo tambíen se puede comprobar que la resolución
debida a las contribuciones fı́sicas: no-colinearidad de los fotones y rango de los
positrones tiene un gran impacto en la resolución final.
A.3 Distribuci ón del rango de los positrones
Como se ha mencionado anteriormente, la distribución del punto de aniquilación
(rango) de los positrones (Positron Range Distribution (PRD)) contribuye de
forma diferente para la PSF calculada en el sinograma y en la imagen. Con
el fin de entender esta diferencia y también la dependencia de la resolución es-
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pacial con la energı́a máxima del positŕon emitido, la PRD es simulada usando
un programa Geant4 [Agostinelli et al., 2003, Rodrigues et al., 2004, Allison
et al., 2006] para siete radiois´ topos de inteŕes en PET:22Na, 18F, 11C, 13N,
15O, 68Ga and82Rb. Adeḿas, el efecto de un campo magnético intenso en la
PRD es estudiado para evaluar si la resoluci´ n espacial del RPC-PET podrı́a ser
mejorada.
Una vez obtenida la PRD en 3D son calculadas la pPSFs y pPSFi (PSFs y
PSFi debidoúnicamente a la contribución del rango de positrones). Se observa,
que la pPSFs tiene una forma diferente y es más ancha que la pPSFi y por tanto
contribuyen de diferente forma al sinograma y a la imagen. Esto es algo es-
pećıfico de este tipo de función y por ejemplo no es aplicable a una distribución
Gausiana que contribuye de igual forma al sinograma y a la imagen. Como con-
secuencia, cuando la PSF preserva información del PRD original se obtiene una
mejora en la resolución espacial en la imagen en comparación con la resolución
espacial en el sinograma. Esto es experimentalmente observado en el RPC-PET
donde se obtiene una mejora de17% FWHM y 33% FWTM. En la literatura
[Derenzo, 1986, Levin and Hoffman, 1999, Champion and Loirec, 2005], es-
tas distribuciones son normalmente descritas como suma de dos exponencialesy
muchas veces erroneamente comparadas directamente. Aceptando que la pPSFs
es correctamente descrita por suma de dos exponenciales con parámetrosC,
k1, k2, es posible calcular analı́ticamente a partir de esta, la función que des-
cribe la pPSFi usando los mismos par´ metros. Aśı dando unúnico conjunto de
paŕametros es posible describir pPSFs y pPSFi.
Los resultados obtenidos de la simulación son comparados con las medidas
experimentales del RPC-PET para el22Na y con resultados encontrados en la
literatura existente [Derenzo, 1986, Levin and Hoffman, 1999], aportando lgo
de luz al asunto, ya que parece existir alguna confusión cuando los resultados
son comparados. Ası́, se observa una buena concordancia entre las medidas ex-
perimentales del RPC-PET y las simulaciones (diferencias en torno a15%) y
tambíen con los datos publicados (tanto experimentales como simulados), vali-
dando el Geant4 para esta aplicación.
Finalmente, la resolución espacial esperada para los diferentes radioisót pos
es evaluada, usando la funciónR(x) y los paŕametros obtenidos de la simulación,
mostrando que la resolución se degrada cuadráticamente con la energı́a máxima
del positŕon emitido tanto en FWHM como FWTM. La degradación es aproxi-
madamente un factor cuatro para15O y un factor diez para los radiois´ topos que
emiten positrones de mayor energı́a como el82Rb. Usando el mismo ḿetodo es
posible evaluar la resolución espacial bajo la influencia de un campo magnético
intenso. La resolución espacial mejora especialmente para los radioisót pos que
emiten positrones de mayor energı́a, por ejemplo el82Rb, donde aproximada-
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mente factores tres FWHM y cinco FWTM de mejora son alcanzados en la
resolucíon espacial para un campo de10 T. Por otro lado, la mejora para los
radioiśotopos que emiten positrones de menor energı́a,18F o 11C, es menos pro-
nunciada, alcanzando un modesto factor1.2 FWHM incluso para campos de
10 T.
A.4 Evaluación de la capacidad de contar
Porúltimo, la sensibilidad puntual central absoluta (Absolute Central point source
Sensitivity (ACS)) y las cuentas equivalentes de ruido (Noise Equivalent Count
(NEC)) de un disẽno optimizado del RPC-PET para pequeños animales son eva-
luadas mediante una simulación. La simulacíon esta compuesta por tres códigos
diferentes. Una parte realizada con código Simset [Lewellen et al., 1998] de-
fine la geometŕıa del sistema, genera los fantomas y propaga los fotones en el
campo de visíon hasta la superficie de las cabezas. Otra parte realizada con
código Geant4 parametriza la eficiencia para los fotones incidentes en función
de su enerǵıa y del ńumero de RPCs en la cabeza. Porúltimo un tercer ćodigo,
MatlabR©, junta la informacíon de los ćodigos Simset y Geant4 e introduce las
caracteŕısticas temporales, calculando la ACS, el número de coincidencias ver-
daderas, dispersas y aleatorias ası́ como el NEC en función de la actividad total
en el campo de visión.
El sistema implementado en la simulación esta compuesto de seis cabezas,
cuatro en torno del objeto y dos a los lados, definiendo un campo de visión de
60 x 60 x 100 mm3 y una cobertura deĺangulo śolido del90%. Cada cabeza de
deteccíon esta compuesta por un número variable de RPCs con gaps de0.3 mm
construidas con electrodos de plástico dopado con plomo (Lead Acrylic) de una
espesura de0.6 mm y cubiertos con una capa fina,0.03 mm, de plomo en uno
de los lados. La eficiencia de detección simulada para fotones de511 keV, para
una cabeza de detección con72, 57, y 40 RPCs, es de15%, 13% y 10% res-
pectivamente, disminuyendo rápidamente a medida que la energı́a del fot́on in-
cidente disminuye. Debido a las excelentes cualidades temporales de esta tec-
noloǵıa,300 ps FWHM para par de fotones o90 psσ para fotoneśunicos [Blanco
et al., 2003b], es posible implementar una ventana de coincidencias entre lasseis
cabezas de1 ns. El tiempo muerto implementado por cabeza es de100 ns.
El sistema simulado presenta una ACS de21.3 cps/kBq,15.2 cps/kBq, y
9.3 cps/kBq para una eficiencia de15%, 13% y 10% respectivamente. El ḿaximo
número de coincidencias verdaderas está entre745 kcps y475 kcps para una ac-
tividad de200 MBq (5.3 MBq/cm3) con un15% de fotones difundidos. A esta
actividad, en torno al38% del total de las coincidencias son aleatorias, a pe-
sar de la pequẽna ventana de coincidencias implementada. El NEC presenta un
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máximo a una actividad de88 MBq (2.3 MBq/cm3) con valores entre320 kcps
y 152 kcps. Generalmente, los protocolos usados en estudios PET en pequeños
animales son realizados con actividades comprendidas entre3.7 MBq y 37 MBq
[Hutchins et al., 2008]. En este rango de actividades, el número ḿaximo de
coincidencias verdaderas esta entre398 kcps y204 kcps con10% de coinciden-
cias verdaderas y22% coincidencias dispersas mientras que el NEC esta entre
250 kcps y125 kcp.
Por último, y a modo de sumario, las caracterı́sticas principales del RPC-
PET son comparadas en la tabla A.1 conjuntamente con los principales sistemas
comerciales PET.
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Appendix B
Acronyms
ADC Analog to Digital Converter
APD Avalanche Photodiode
CAMAC Computer Automated Measurement and Control
ACS Absolute Central point source Sensitivity
CT Computed Tomography
DAQ Data Acquisition
DOI Depth of Interaction
FEE Front End Electronic
FIFO First In First Out
FWHM Full Width at Half Maximum
FWTM Full Width at Tenth Maximum
FORE Fourier Rebinnig
FOV Field of View
FBP Filtered Back Projection
HPM Hybrid Photomultiplier
HV High Voltage
IDE Integrated Development Environment
ISA Industry Standard(s) Architecture
169
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LOR Line of Response
MRI Magnetic Resonance Imaging
NIM Nuclear Instruments Modules
MIP Minimum Ionizing Particle
MR Magnetic Resonance
MWPC Multiwire Proportional Chamber
NEC Noise Equivalent Count
OSEM Ordered-Subset Expectation Maximization
PCB Printed Circuit Board
PET Positron Emission Tomography
PRD Positron Range Distribution
PMT Photomultiplier Tube
QE Quantum Efficiency
PSF Point Spread Function
PPC Parallel Plate Chamber
RPC Resistive Plate Chamber
tRPC timing RPC
SiPM Silicon Photomultipliers
SPECT Single Photon Emission Computed Tomography
SSRB Single-Slice Rebinning
TMAE Tetrakis Dimethylamino Ethylene
TOF Time of Flight
TTL Transistor-Transistor Logic
UV Ultraviolet
WLS Wave Length Shifter
GR Guard Ring
ME Metallic Electrode. Comment
171
MEGR Metallic Electrode Guard Ring. Comment
RM Radial Mispositioning. Comment
SGR Strips Guard Ring. Comment
TM Tangential Mispositioning. Comment
TRotM Transaxial Rotational Mispositioning. Comment
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