Investigation of physical well-motivated parameter space in the theories of Beyond the Standard Model (BSM) plays an important role in new physics discoveries. However, a large-scale scan of high dimensional (HD) parameter space under vast experimental constraints is typically a timeconsuming and expensive task. In this Letter, we propose a novel self-learning scan framework, named Machine Learning Scan (MLS), to achieve a fast and reliable exploration of HD parameter space by using machine learning models to evaluate the quality of random parameter sets. As a proof-of-concept, we apply MLS to several benchmark models and find that such a method can significantly reduce the computational cost and ensure the discovery of all survived regions.
Introduction. The discovery of 125 GeV Higgs boson [1, 2] completes the Standard Model (SM) and confirms the mass generation mechanism through the spontaneous electroweak symmetry breaking. However, the quadratic sensitivity of the Higgs mass under the quantum corrections from ultraviolet physics and the related hierarchy problem remains a mystery. Besides, there is overwhelming evidence for the existence of dark matter from several cosmological observations. The nature of dark matter is one of the most important unsolved problems in particle physics and cosmology.
Among various new physics theories, the weak scale supersymmetry (SUSY) is widely regarded as one of the most promising models, which can successfully solve the hierarchy problem in the SM and provide a compelling cold dark matter candidate. Up to now, a vast effort has been devoted to searching for SUSY in colliders and dark matter detection experiments. In order to identify the feasible parameter space of SUSY, one needs to perform a scan under all available experimental constraints [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Such a procedure is very time-consuming, in particular for high-dimensional (HD) parameter space.
In this Letter, we propose a novel efficient scan method, namely Machine Learning Scan (MLS). It can iteratively self-explore the parameter space from scratch and guide the sampling from the incrementally learned knowledge. We apply our method to several benchmark models, in particular discuss the potential of the MLS in accelerating the discovery of SUSY.
Method. The likelihood test is widely used to measure the quality of a parameter set x,
where O i are the theoretical predictions given by a certain model, O * i are the corresponding experimental data with uncertainty σ * i . Usually, L(x) vanishes in most part of the parameter space and is non-trivial only in regions of some thin sheets or hypersurfaces. Without prior knowledge of the likelihood function, the grid scan and simple random scan might spend most of the time sampling junks, which are much inefficient and become infeasible in HD parameter space [15, 16] . The importance sampling and MCMC-based sampling methods [17, 18] utilize the prior knowledge, embedded into the proposal distribution Q(x) of samples, to get more samples from the regions of interest. However, finding a good Q(x) is critical to the efficiency of these methods. The acceptance ratio can be quite low if Q(x) differs from the underlying posterior distribution (proportional to L with flat prior distribution of parameters) significantly. Sophisticated hand-engineered Q(x) should be carefully tuned. Also, an MCMC chain usually has a long burn-in time and successive samples are usually highly correlated, which results in a high computational overhead. Modern development of the MCMC sampling method includes the banking sampling [19] , MultiNest [20] , etc.
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Recently, several advanced data mining techniques are applied in high energy physics and cosmology [21] [22] [23] [24] [25] [26] [27] [28] . From the perspective of machine learning techniques, we propose a novel idea of learning the prior knowledge of parameter space from previous samples to generate the next candidates.
Although the likelihood may be highly degenerate, the physical observables usually have non-trivial values and vary smoothly with parameters. Namely, the physical observables contain more information on the parameter space than the likelihood. Thus, instead of directly utilizing the likelihood function, machine learning models can be used to fit each physical observable with sufficient accuracy [29, 30] using enough amount of samples,
whereÔ i is the approximated evaluation of the physical observables O i by the machine learning model M i , which can be calculated extremely faster than calling physical packages. Such approximations can be used as prior knowledge of the parameter space to predict the likelihoodL
of a huge number of samples during the sampling to propose only samples which may be of interest. Thus, the overall efficiency of parameter space exploration can be further improved. However, the most challenge for applying machine learning approaches to parameter space exploration is that we need sufficient amount of data to train the machine learning models. Learning the parameter space structure with limited data is a key to MLS. Since using a large number of random samples as the training data at the beginning of a scan can be a heavy overhead, we propose to learn while sampling, namely sample the important regions and learn the resulting exact values of physical observables. To achieve it, online learning is adopted to incrementally train the machine learning models.
The MLS runs iteratively, whose workflow is shown schematically in Fig. 1 . We use T k to denote all the samples (the parameter sets and their corresponding exact physical observables) as training data collected before the k-th iteration, and D k the samples generated in the k-th iteration.
The scan usually begins with an initial batch of samples D 0 which are uniformly random sampled. Some human experiences on the parameter space are encouraged to be applied on the machine learning models and the sampling method, and some previously existing samples are also worth to be included into D 0 . For each iteration k > 0, the machine learning models fit the physical observables of the samples from T k . Then a sampler evaluates the predicted likelihoodsL of a large number of new According to the learned knowledge of parameter space, the MLS recommends some parameter sets may be of interest. Then, the exact physical observables are calculated and confronted with the our physical requirements. These new samples are finally appended to the training set and are used to incrementally update the machine learning models. Such a process run iteratively until sufficient samples of interest are collected.
parameter sets using the machine learning models. Some of them are selected as recommended ones according to their predicted likelihoods; the probability of one parameter set x being selected is proportional toL(x). Usually, we also recommend some uniform random parameter sets {x|x ∼ U (x)} to enhance the exploration capability. The entire set of samples recommended in the k-th iteration is
Recommending more random parameter sets, we encourage the scan to explore unknown regions; otherwise, we make more exploitation on the known survived regions. Next, various physical packages are called to calculate the exact physical observables O i for the recommended parameter sets {x} k . The resulting data, as the new samples D k , namely the recommended parameter sets and their corresponding exact physical observables, are appended to the training set of the next iteration T k+1 = T k ∪ D k to be incrementally learned by the machine learning models. Repeat the above procedure until sufficient parameter sets meet our requirements are obtained. Based on such an iterative scan strategy, the machine learning models gradually capture the precise structure of the parameter space, and the regions meet our physical requirements are gradually discovered and precisely exploited. Most of the expensive computations are effectively bypassed and the junk samples are greatly reduced, which dramatically decreases the overall computational cost. Therefore, the most practical significance of MLS is that it can explore the parameter space efficiently using the least number of samples even from scratch and generate as byproduct a set of machine learning models which can economically predict physical observables.
The MLS is a general framework. It does not specify the type of machine learning models. We should choose machine learning models according to the type of observables and ensure them having sufficient representation and generalization capability. It also does not depend on specific sampling methods, which should be chosen according to specific applications. The random sampling is the default choice, which has the ability of discovering corner regions of the parameter space. Besides, it works in principle for any dimension of parameter space, provided that there are enough samples and the machine learning models are chosen properly. Therefore, the implementation is application dependent. To be concrete, we discuss three benchmark models in the following. Application-1 : We apply our MLS to a onedimensional toy model. There is only one physical observable O(x) = x 2 (−2 < x < 2), and the corresponding likelihood function is Gaussian with mean O * = 2 and standard deviation σ * = 0.1. The observable and likelihood function are plotted in Fig. 2 . This toy model captures the basic character of the likelihood functions in real applications, which is non-trivial in narrow regions. It can be difficult to scan this parameter space using conventional methods without any prior knowledge of the locations and shapes of the narrow survived regions.
We adopt a deep feedforward neural network, also called multi-layer perceptron (MLP) [31] , to fit the observable with 10 initial random samples. The neural network has 3 hidden layers with the rectified linear unit (ReLU) activation function, each contains 10 units, and a linear output neuron. The standard Adam optimizer [32] is adopted to train the neural network up to 2000 epochs using a constant learning rate. For each iteration, nine parameter sets are sampled according to the predicted likelihood functionL(x) and one parameter set is randomly sampled. Figure 2 shows the fitted physical observableÔ(x) and the histogram of the first 100 samples (the initial 10 samples and the 90 samples generated by the first 9 iterations). The corresponding scan efficiency at three different confidence levels are also presented. It clearly shows that the MLS quickly discover the two narrow regions using the clue given by the whole structure of O(x). In contrast, using only the likelihood function, the regions can only be discovered until we accidentally sample a non-vanished likelihood, which needs much more samples resulting in a high computational cost. Application-2 : Another two-dimensional toy model (inspired by [20] ) is also investigated. The observable has an eggbox shape O(x 1 , x 2 ) = {2 + cos(x 1 /2) cos(x 2 /2)} 5 which has 16 modals in the parameter space [0, 10π] 2 . Suppose that the "experimental" value is O * = 100 with σ * = 10 and the likelihood function is of Gaussian form. The top panel of Fig. 3 shows the structure of the parameter space. Obviously this problem is difficult because the survived regions are many thin surfaces. We design an MLP with 4 hidden layers, each contains 100 neurons, and a linear output, and the same training strategy is used. An initial 100 samples are randomly sampled, and 100 parameter sets including 10 random ones are recommended in each iteration. After 99 iterations, the fitted observable function and the collected samples are plotted in the middle panel, which shows that all the regions are well discovered. The corresponding scan efficiency is presented in the bottom panel.
Application-3 : We apply the MLS to study the light Higgs and light neutralino dark matter scenario in the pMSSM with the alignment limit [33] [34] [35] . The task is to find the survived parameter regions with a Higgs h as light as possible that meets the following experimental constraints: (1) The SM Higgs boson is chosen as the heavier CP-even H; (2) All samples should be consistent with 89 experimental observables of Higgs boson, which is tested by HiggsSignals 1.4.0 [36] ; (3) Dark matter relic density Ωh 2 is within 3σ of the observed value. We restrict our scan on the parameter subspace 7400 GeV < |µ| < 7700 GeV, 7.7 < tan β < 8, 2 GeV < |M 1 | < 20 GeV. The Higgs mass and dark matter relic density are calculated with FeynHiggs 2.13.0 [37] and MicrOMEGAs 4.3.2 [38] , respectively.
From 200 initial random samples, we found that the observable Ωh 2 gets a range from 0 up to 10 3 , while the others vary moderately. In our scan, a likelihood function is constructed as
where θ(x) is the Heaviside step function, which means that the observables must exactly lie in their corresponding acceptance ranges. The last term ensures the Higgs h is as light as possible. We adopt four MLP regressors to fit the m h , m H , χ 2 , ln Ωh 2 , respectively, and one MLP classifier to exclude non-physical points. They have almost the same network architecture with 4 hidden layers (each contains 60 neurons) with the ReLU activation function. The classifier has a sigmoid output neuron and trained with the cross-entropy loss function, while the regressors have a linear output and trained with the meansquared-error loss function. The standard Adam optimizer is adopted to train the models up to 2000 epochs.
In each iteration, 100 parameter sets (5% are random) are recommended, exactly calculated and incrementally learned by the MLPs. The MLS quickly learns the parameter space structure and recommends mostly the parameter sets close to the survived regions, resulting in an increasing scan efficiency (survival ratio), shown in Fig. 4 . The efficiency after the 20th iteration approaches 90% and the overall efficient is up to 65%. Two orders faster than a simple random scan with 10 5 samples, whose efficiency is 0.68%.
Conclusions. In summary, the MLS opens a new way to solve the problem of parameter space exploration, which is general and can be adapted into various specific applications. It adopts machine learning approaches to incrementally learn the parameter space structure and provide a way to economically evaluate the likelihood of parameter sets confronting different physical requirements. Learning while sampling, the MLS iteratively self-explores the parameter space and the regions with high likelihood can be quickly discovered. We found in the examples that our MLS can significantly reduce the computational cost. More real applications of MLS on HD parameter space exploration in high energy physics, cosmology and other fields are expected.
