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Abstract
While distributed computing infrastructures can provide infrastructure-level techniques for managing energy consumption,
application-level energy consumption models have also been developed to support energy-efficient scheduling and resource provi-
sioning algorithms. In this work, we analyze the accuracy of a widely-used application-level model that has been developed and
used in the context of scientific workflow executions. To this end, we profile two production scientific workflows on a distributed
platform instrumented with power meters. We then conduct an analysis of power and energy consumption measurements. This
analysis shows that power consumption is not linearly related to CPU utilization and that I/O operations significantly impact power,
and thus energy, consumption. We then propose a power consumption model that accounts for I/O operations, including the impact
of waiting for these operations to complete, and for concurrent task executions on multi-socket, multi-core compute nodes. We im-
plement our proposed model as part of a simulator that allows us to draw direct comparisons between real-world and modeled power
and energy consumption. We find that our model has high accuracy when compared to real-world executions. Furthermore, our
model improves accuracy by about two orders of magnitude when compared to the traditional models used in the energy-efficient
workflow scheduling literature.
Keywords: Scientific workflows, Energy-aware computing, Workflow profiling, Workflow scheduling.
1. Introduction
Computational workloads that require from a few hours to a
few months of execution are commonplace in scientific simu-
lations. These simulations can comprise many computational
tasks, which are often I/O-intensive (i.e., a non-negligible and
often major portion of the execution is spent doing I/O oper-
ations rather than computation), with some dependency struc-
ture. This is why many scientists today formulate their com-
putational problems as scientific workflows [1]. To obtain sim-
ulation results within acceptable time-frames, large scientific
workloads are executed on distributed computing infrastruc-
tures such as grids and clouds [2]. The need to manage energy
consumption across the entire suite of computation, storage,
and communication technology has received significant atten-
tion in the last few years [3, 4]. As a result, large data-centers
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have developed techniques for managing cooling and energy
usage at the infrastructure level. Concurrently, researchers have
investigated application-level techniques and algorithms to en-
able energy-efficient executions [5]. In the context of scien-
tific workflows, researchers have proposed a range of energy-
aware workflow task scheduling or resource provisioning algo-
rithms [6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. Results therein are
obtained based on a model of power consumption that is easy
to instantiate but that makes strong assumptions: power con-
sumption is considered to be linearly correlated with CPU uti-
lization, and equally divided among virtual machines or CPU
cores within a computational node. If dynamic voltage and fre-
quency scaling (DVFS) is enabled, power consumption is also
assumed to be estimated reasonably well as a cubic function of
the frequency. An interesting question is whether this model
is accurate in practice, and whether it can be applied to I/O-
intensive workflow executions.
Our broad objective in this work is to characterize the en-
ergy consumption behavior of complex workflow applications
that execute on distributed platforms. We profile real scien-
tific workflow applications on a platform that comprises multi-
socket, multi-core compute nodes equipped with power me-
ters. We select two widely used scientific workflows, each
of which has many I/O-intensive tasks. We conduct a com-
prehensive analysis of the power and energy consumption of
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the workflows’ executions. Specifically, we collect power con-
sumption measurements for both solitary and concurrent task
executions. We evaluate the performance impact of concurrent
task executions and the influence of I/O operations on energy
usage. We apply correlation statistics and principal component
analysis to identify statistical relationships between power (and
energy) consumption and the target parameters (CPU utiliza-
tion and the quantity of I/O operations). Via this analysis, we
quantify the accuracy of power consumption models commonly
used in the energy-efficient workflow scheduling literature. We
then propose a more accurate power consumption model. A
key requirement for this model is that it can be instantiated us-
ing metrics measured at the application-level, i.e., by exploiting
profiling data collected by existing production workflow man-
agement systems. More specifically, this work makes the fol-
lowing contributions1:
1. The power and energy consumption profiles of two real
I/O-intensive scientific workflow applications;
2. A comprehensive analysis of these profiles with respect to
resource utilization and I/O operations;
3. An evaluation of the accuracy of the power model that is
widely used in the workflow scheduling literature;
4. A power consumption model for I/O-intensive workflows
that accounts for the allocation of cores to sockets, CPU
utilization, and I/O operations; this model is platform-
specific but application-agnostic; and
5. An experimental evaluation of the proposed model that
shows that it can produce nearly accurate energy consump-
tion estimates, with improvements over traditional models
by almost two orders of magnitude.
The paper is organized as follows. Section 2 describes the
scientific workflow applications used in this work and presents
execution and energy profiles of tasks in these workflows. Sec-
tion 3 presents analysis of these profiles, and Section 4 analy-
ses how concurrent task executions impact power and energy
consumption. Section 5 describes our proposed power model
for I/O-intensive applications and an evaluation of its accuracy.
Section 6 discusses opportunities and practical challenges for
applying application-level energy reduction approaches. Sec-
tion 7 reviews related work and Section 8 concludes the paper
with a summary of results and perspectives on future work.
2. Workflow Characterization
The analysis presented in this work is based on the exe-
cution of two production scientific workflow applications on
the Grid’5000 [17] platform. Grid’5000 is a testbed for
experiment-driven research, which provides resource isolation
and advanced monitoring and measurement features for the col-
lection of power consumption traces.
1A preliminary version of this paper appears in the proceedings of the 2019



























Figure 2: SoyKB workflow.
2.1. Scientific Workflows
A scientific workflow describes a set of computational tasks
and the dependencies between them. In many cases, workflows
can be described as a directed acyclic graph (DAG), where the
vertices represent tasks and the edges represent data or control
dependencies [18, 19, 20]. In this work, we consider these two
I/O-intensive workflows:
• Epigenomics [21] – A bioinformatics workflow that maps
the epigenetic state of human cells on a genome-wide scale
by processing multiple sets of genome sequences in paral-
lel (Fig. 1). These sequences are split into subsets, the sub-
sets are filtered to remove contaminants, reformatted, then
mapped to a reference genome. The mapped sequences are
finally merged and indexed for later analysis. We consider
an Epigenomics instance with 577 tasks.
• SoyKB [22] – A bioinformatics workflow that re-
sequences soybean germplasm lines selected for desirable
traits such as oil, protein, soybean cyst nematode resis-
tance, stress resistance, and root system architecture. The
2
workflow (Fig. 2) implements a Single Nucleotide Poly-
morphism (SNP) and insertion/deletion (indel) identifica-
tion and analysis pipeline using the GATK haplotype caller
and a soybean reference genome. The workflow analyzes
samples in parallel to align them to the reference genome,
to de-duplicate the data, to identify indels and SNPs, and
to merge and filter the results. We consider a SoyKB in-
stance with 676 tasks.
We have selected these two workflow applications as use-cases
because many of their tasks are I/O-intensive, and because their
tasks exhibit a range of computation-to-I/O ratios, as seen by
the diversity of their CPU usages (Table 1). Another reason
for selecting these workflows is that they include both syn-
chronous and asynchronous operations. For instance, most I/O
read operations performed by tasks in our two workflows are
synchronous (with exception of pileup and * snp tasks, re-
spectively), while most I/O write operations are asynchronous
(except for align reference). Overall, we claim that Epige-
nomics and SoyKB are good exemplars of I/O-intensive work-
flow applications as they include a diverse mix of I/O-intensive
tasks and these tasks use both synchronous and asynchronous
I/O operations. For instance, to read/write about 500MB,
fastqSplit takes around 1.5s in average.
2.2. Workflow Execution Profile
We profiled these workflows when executed with Pega-
sus [18], a state-of-the-art workflow management system. Pe-
gasus bridges the scientific domain and the execution environ-
ment by automatically mapping high-level, abstract workflow
descriptions onto distributed resources. It manages data on be-
half of the user: it infers the required data transfers, registers
data into catalogs, and captures performance information while
maintaining a common user interface for workflow submission.
Pegasus obtains and logs fine-grained profiling data such as I/O
operations, runtime, memory usage, and CPU utilization [23].
In this paper, we leverage these profiling data to derive a power
model for I/O-intensive workflows. This model, which is pre-
sented in Section 5, accounts not only for CPU usage but also
for cores/sockets allocation schemes and for I/O usage. A key
aspect of our approach is that the model is instantiated solely
based on application-level profiling data. This data is already
obtained at runtime by production workflow management sys-
tems (in this work we use Pegasus), and thus our model can be
instantiated and used by these systems without any modification
to their implementation. This is by contrast with other, pos-
sibly more sophisticated models, that would require low-level
hardware and operating system information that is not typically
available to workflow management systems (see discussion in
Section 7).
The workflows were executed on two clusters at the
Grid’5000 Lyon site (taurus and orion), which are instrumented
at the node level with power meters. For each cluster, we used
a single node to run the workflow tasks and collect power mea-
surements. Although time-intensive, this approach allows us
to collect non-biased measurements. Each node is equipped
with two 2.3GHz hexacore Intel Xeon E5-2630 CPUs, 32GB
of RAM, and 598GB HDD SCSI Dell (Raid) PERC H710 mag-
netic hard drives. Power measurements are collected every sec-
ond from power meters2. The power meters are connected to a
data collector via a serial link and provide measurements with
an accuracy of 0.125 Watts. We are interested in identifying
relationships between power consumption, task duration, CPU
utilization, and volume of I/O. Detailed execution profiles (but
without power/energy data) and performance analysis for both
workflows can be found in [24].
Table 1 shows the execution profiles of Epigenomics and
SoyKB tasks, with one row per task type. Since most Epige-
nomics tasks require 1 CPU core, power measurements were
collected from a resource where only a single core was enabled
(i.e., only 1 CPU slot is advertised by the resource manager).
Only the pileup task requires 2 cores, but there is only one
such task in the workflow. For SoyKB, many tasks require 2
CPU cores. Therefore, we collected power measurements from
a resource configured with two cores. The last four columns
in Table 1 show the average power consumption per task and
the energy consumption to compute all tasks of that type in se-
quence (for both clusters). As power measurements were col-
lected every second, measurements for tasks with very short
runtimes (e.g., sol2sanger in the Epigenomics workflow) may
not be accurate, and are thus not emphasized in our upcoming
analyses. Note that both the Epigenomics and the SoyKB work-
flows are mostly composed of I/O-intensive tasks.
3. Workflow Energy Consumption Analysis
Energy-aware workflow scheduling studies [6, 7, 8, 9, 10, 11,
12, 13, 14, 15] typically assume that the power consumed by the
execution of a task at time t, P(t), is linearly related to the task’s
CPU utilization, u(t), as:
P(t) = (Pmax − Pmin) · u(t) · 1n , (1)
where Pmax is the power consumption when the compute node
is at its maximum utilization, Pmin is the idle power consump-
tion (i.e., when there is no or only background activity), and n
is the number of cores on the compute node. ((Pmax−Pmin) ·u(t)
represents the dynamic power consumption.) Therefore, the en-
ergy consumption of the task, E, is defined as follows:




where r denotes the task’s runtime. To determine the idle
power consumption Pmin, we collected power measurements on
one node of the taurus and of the orion cluster at every sec-
ond whenever no activity was performed on that node over a
2-month period (for a total of 216,000 measurements). The
average idle power consumption from these measurements is
98.08W (standard deviation 1.77W) and 132.96W (standard de-
viation 2.47W), for taurus and orion respectively. Although




Task Count #cores Runtime CPU util. I/O Read I/O Write Power Energy Power Energy
µ σ µ σ µ σ µ σ µ σ (Wh) µ σ (Wh)
fastqSplit 7 1 5.8 1.9 99.8% 0.0 508.1 173.2 254.1 86.6 126.9 5.5 1.4 173.2 1.2 1.9
filterContams 140 1 1.2 0.2 99.1% 0.0 25.4 3.7 12.7 1.8 100.9 5.6 4.6 143.2 9.5 6.4
sol2sanger 140 1 0.4 0.1 95.7% 0.2 66.9 9.8 29.0 4.3 98.5 3.8 1.4 140.3 7.1 1.5
fast2bfq 140 1 0.8 0.1 97.8% 0.1 35.5 5.2 6.4 0.9 98.3 3.6 2.9 139.3 7.6 3.7
map 140 1 57.9 5.0 99.9% 0.0 437.9 2.4 2.6 0.6 126.8 0.9 285.7 168.4 0.7 379.6
mapMerge 8 1 5.9 6.9 99.5% 0.0 171.2 205.6 84.0 103.4 113.5 7.7 1.5 154.7 8.5 2.0
maqIndex 1 1 33.5 – 99.9% – 511.7 – 338.3 – 125.1 – 1.2 167.7 – 1.6
pileup 1 2 38.4 – 80.8% – 559.3 – 264.1 – 135.5 – 1.4 179.0 – 1.8
Taurus Orion
Task Count #cores Runtime CPU util. I/O Read I/O Write Power Energy Power Energy
µ σ µ σ µ σ µ σ µ σ (Wh) µ σ (Wh)
align reference 25 2 1.8 0.0 53.9% 0.0 2609.7 0.0 186.6 0.01 134.8 4.7 1.6 178.9 3.2 2.1
sort sam 25 2 1.3 0.1 61.9% 0.0 901.5 0.0 187.2 1.6 101.7 1.9 0.9 135.1 5.2 1.2
dedup 25 2 2.0 0.0 60.7% 0.0 901.9 0.0 186.9 0.2 106.2 4.3 1.5 149.3 5.9 2.0
add replace 25 2 1.3 0.0 62.0% 0.0 901.5 0.0 186.9 0.0 102.6 1.7 0.9 134.3 4.8 1.2
realign creator 25 2 133.1 2.6 75.9% 0.0 3230.8 8.7 189.6 2.8 135.3 0.3 125.1 179.4 0.6 166.0
indel realign 25 1 34.3 0.0 18.9% 0.0 953.8 5.8 187.0 0.0 123.2 0.6 25.9 148.6 0.8 35.4
haplotype caller 500 1 79.3 6.9 66.7% 0.0 1149.8 24.2 186.9 0.0 130.8 1.0 1329.5 163.2 1.2 1794.9
genotype gvcfs 20 1 263.8 29.6 95.9% 0.0 1058.0 16.2 187.6 0.1 126.6 0.3 185.5 171.4 0.2 251.2
comb variants 1 1 35.5 – 26.5% – 958.0 – 186.9 – 108.9 – 1.1 153.8 – 1.5
variants indel 1 2 48.6 – 23.7% – 1699.5 – 454.4 – 114.0 – 1.5 157.0 – 2.1
filtering indel 1 1 34.7 – 20.3% – 955.2 – 186.9 – 109.1 – 1.0 151.8 – 1.5
variants snp 1 2 48.6 – 23.2% – 1699.5 – 454.4 – 115.4 – 1.5 155.0 – 2.1
filtering snp 1 2 34.7 – 10.2% – 955.3 – 186.9 – 109.6 – 1.0 152.3 – 1.5
merge gcvf 1 1 46804.5 – 99.9% – 3061.2 – 238.8 – 128.9 – 1675.3 171.9 – 2220.6
Table 1: Execution and energy profiles of the Epigenomics (top) and SoyKB (bottom) workflow tasks. Energy measurements are for running all tasks of that type
in sequence. Runtimes are shown in seconds, I/O operations in MB, and power in W. (µ is the mean, and σ the standard deviation.)
Epigenomics SoyKB
Pearson Spearman Pearson Spearman
CPU taurus 0.38 0.55 -0.02 0.58orion 0.34 0.52 -0.08 0.58
I/O taurus 0.86 0.44 0.64 0.40orion 0.79 0.38 0.68 0.49
Table 2: Pearson and Spearman coefficients for the correlation between power
consumption and (i) CPU utilization and (ii) I/O volumes, for Epigenomics and
SoyKB workflow tasks on the taurus and orion clusters.
both clusters have equivalent configurations, the measurements
show difference in their idle power. In order to determine why
the baseline performance differs between the two clusters, we
contacted the system administrators of the Grid’5000 platform.
The performance difference seems to be related to the NVIDIA
Tesla M2075 GPU processor attached to each node of the Orion
cluster, and thus should not impact power and energy consump-
tion behaviors for the study conducted in this paper. This dif-
ference would be critical when analyzing hybrid CPU-GPU ex-
ecutions [25].
3.1. Correlation Analysis of Power Consumption
The power model in Eq. 1 does not consider the energy con-
sumption of I/O operations, and hereafter we quantify the ex-
tent to which this omission makes the model inaccurate. Fig. 3
shows scatter plots of the power consumption versus CPU uti-
lization for all task types of both workflows. Pearson and Spear-
man coefficient values for the correlation between power con-
sumption and CPU utilization are shown in the top part of Ta-
ble 2 for all task types for both workflows and both clusters.
The coefficient values are low, meaning that no linear increase
is observed in the power consumption as CPU utilization in-
creases. Similarly, Spearman correlation values show moder-
ate correlation, which indicates that power consumption is not
monotonically related to CPU utilization. For example, the
align reference SoyKB task has an average CPU utiliza-
tion at about 108% and consumes about 135W on taurus, while
the sort sam task from that same workflow has a CPU utiliza-
tion at about 124% but consumes only 102W. This difference
in power consumption is mostly explained by I/O operations
(reads and writes). Fig. 4 shows scatter plots of the power con-
sumption versus I/O read volumes per task and computational
resource. The bottom part of Table 2 shows coefficient values
for the correlation between power consumption and I/O vol-
umes. In contrast to the CPU utilization analysis, coefficient
values for the Pearson correlation analysis are higher, indicating
that I/O volumes tend to be more linearly correlated to power
consumption than CPU utilization for (most) tasks in our two
workflows. Spearman’s correlation coefficient values indicate
weaker monotonic relationships.
These results show that power consumption is not strictly
dependent, or even mainly influenced, by CPU utilization u(t)
(Eq. 1), but that it depends significantly on I/O volumes. Hence,
we conduct a principal component analysis (PCA) to evaluate
the variance of each parameter (CPU utilization, I/O reads, and
I/O writes) and their impact on the power consumption. In this
analysis, we aim to understand how CPU utilization and I/O
operations are influencing (positively or negatively) power con-
sumption, and quantify the weight of each parameter. From the
principal components, i.e., sets of linearly uncorrelated vari-
ables, we obverse the loadings (the weight by which each stan-
dardized original variable should be multiplied to get the com-






















































































































































Figure 3: Task power consumption vs. CPU utilization for the Epigenomics
(top) and SoyKB (bottom) workflows. Measurements for Epigenomics work-




































































































Figure 4: Task power consumption vs. I/O read for the Epigenomics (top) and
SoyKB (bottom) workflows.
Parameter Epigenomics SoyKBPC1 PC2 PC3 PC1 PC2 PC3
CPU Utilization 0.53 0.84 -0.03 -0.55 -0.62 0.56
I/O Reads 0.59 -0.35 0.71 -0.73 0.04 -0.67
I/O Writes 0.59 -0.40 -0.69 -0.39 0.78 0.47
Table 3: Principal component (PC) loadings (rotations) for the Epigenomics
and SoyKB workflows.
Table 3 shows the principal component (PC) loadings (rota-
tions) for each parameter. For Epigenomics, the first two PCs
explain most of the variability (85.3%). All parameters present
similar variance for PC1, with the I/O reads and I/O writes pa-
rameters dominating, while CPU utilization has greater impact
on PC2. Since PC1 explains most of the variance (64.3%), the
power consumption of the Epigenomics workflow is also signif-
icantly impacted by the number of I/O operations (in particular
I/O reads) as shown in Fig. 4-top. Similarly, the first two PCs
for SoyKB explain most of the variability (85.4%). I/O reads
have greater impact on PC1, while PC2 is mostly impacted by
CPU utilization and I/O writes. Although I/O reads have sig-
nificant impact on PC1, this component only explains 49% of
the variance, thus I/O reads have less influence on the power
consumption for SoyKB (Fig. 4-bottom). Note that the impact
of I/O reads on PC2 is minimal. Fig. 5 shows PCA biplots for
both workflow parameters, which project the data on the first
two PCs.
Overall, these results provide motivation and quantitative
bases for developing a more accurate power model that captures
the impact of I/O operations on power consumption in addition
to that of CPU utilization.
4. Analysis of Power and Energy Consumption for Concur-
rent Task Execution
The power consumption model in Eq. 1 assumes that the con-
sumed power is simply the CPU utilization divided by the num-
ber of cores. To evaluate the validity of this assumption we
collected and analyzed power measurements for solitary and
concurrent workflow task executions.
Since taurus and orion cluster nodes are all equipped with
dual, hexacore CPUs, we performed task executions with two
schemes for core allocation (see Fig. 6): (1) unpaired—cores
are enabled in sequence on a single socket until all cores on
that socket are enabled, and then cores on the next socket are
enabled in sequence; and (2) pairwise—cores are enabled in
round-robin fashion across sockets (i.e., each core is enabled
on a different socket than the previously enabled core). We
report on results for only a subset of workflow tasks because
(1) some tasks are unique; (2) some task runtimes are very short
and overheads in Pegasus, such as releasing the next task, make
the benefit of running these tasks on multiple cores negligi-
ble; or (3) energy measurements may not be accurate for tasks
with very short runtimes due to the measurements interval of
1s. Finally, all our results report average runtime, power and
energy measurements for concurrent executions of instances of
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Figure 5: Principal component analysis biplot for the Epigenomics (top) and
SoyKB (bottom) workflows.
4.1. Epigenomics
Fig. 7 shows the average task runtime, average task power
consumption, and total energy consumption (i.e., to run all 140
tasks) when running map tasks concurrently for different num-
bers of CPU cores. Task performance is significantly impacted
when multiple cores are used within a single socket. For exam-
ple, when 2 cores are enabled in different sockets (pairwise),
no performance decrease is observed. However, a performance
degradation of about 25% occurs when both cores are within a
single socket (unpaired). The above is due to the fact that each
socket has a single L3 cache shared between its cores.
While the use of multiple cores within a single socket limits
performance, it consumes less power per unit of time: on the
order of 10% (Fig. 7-center). According to Eq. 1, power con-
sumption should grow linearly. Instead, we observe that power
consumption is not equally divided among the number of cores
per CPU. Eq. 1 thus underestimates the energy usage per unit
of time—averaged root mean squared error (RMSE) (for both
clusters) is 10.57 for pairwise and 4.88 for unpaired.
The energy profile shown in Fig. 7-right accounts for the ex-
ecution of all 140 map tasks. Although power consumption is
lower when using a single socket, the total energy consumption
is higher due to higher task runtimes. Workflow task executions
may benefit from single socket CPU usage if task runtimes are
very short. In this case, the performance loss is negligible and
the difference of power consumption may save energy (e.g., the
filterContams task in Epigenomics). The energy consump-
tion for the set of map tasks presents a logarithmic decrease as
a function of the number of cores. This logarithmic behavior
is due to the increase in power consumption. The estimation
errors propagated by Eq. 1 into Eq. 2 leads to averaged energy
consumption estimation errors up to 24% (RMSEs are 0.02 for
pairwise and 0.03 for unpaired).
4.2. SoyKB
Fig. 8 shows the average task runtime, the average task
power consumption, and total energy consumption (i.e., to run
all 500 tasks) when running haplotype caller tasks concur-
rently using 2 up to 8 CPU cores. Due to disk space quota on
Grid’5000, we were unable to run workflow instances that used
more than 8 cores concurrently. We only report on results for
more than 2 cores because the workflow cannot be executed on
a single core. Task runtime differences between unpaired and
pairwise is minimal regardless of the number of cores used. A
small degradation in runtime is observed when the number of
cores increase from 2 to 4. However, there is a significant per-
formance decrease when the number of cores exceeds 4. This
is because haplotype caller performs substantial I/O oper-
ations (it only has 67% of CPU utilization on average). The
performance degradation is due to simultaneous I/O operations,
which cause tasks to idle due to I/O resources being unavailable
and/or saturated. This idle time (IOWait) is reported in the logs
generated by Pegasus.
Similar to Epigenomics, the unpaired scheme consumes
slightly less power (about 5%, as seen in Fig. 8-center). The
power consumption estimated by Eq. 1 lies between the real-
world consumption with the two schemes, with averaged pre-
diction errors up to 11% (RMSE up to 4.84 for pairwise). In
Fig. 8-right, we see that the actual energy values are well above
the estimated values (up to 23% higher for orion). The main
factor for this discrepancy is I/O, including the time spent wait-
ing for I/O operations to complete (as indicated by IOWait val-
ues in the Pegasus logs).
4.3. Analysis of DVFS for Concurrent Task Execution
Dynamic voltage and frequency scaling (DVFS) is a com-
mon optimization technique used to reduce energy consump-
tion by exchanging runtime for lower energy usage. Several
works [9, 10, 26] have adopted a cubic model to estimate power
consumption as a function of the frequency [27], as follows:






where f is the operating frequency in MHz, and fmin is the low-
est operating frequency when hosts are idle. This model has
been derived based on power measurements when running tasks
at different frequencies, and used extensively in the literature.
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Figure 7: Average task runtime (left), average task power consumption (center), and energy consumption to run all 140 map tasks from Epigenomics (right). Power
and energy consumption computed using Eqs. 1 and 2 are shown as estimation. Notice that although estimated power consumption when using mostly cores is



































































































Figure 8: Average task runtime (left), average power consumption (center), and energy consumption to run all 500 haplotype caller tasks from SoyKB (right).
Power and energy consumption computed using Eqs. 1 and 2 are shown as estimation.
for different number of CPU cores and operating frequencies
when executed on the taurus cluster (frequencies range from
1200MHz to 2300MHz). As expected, power consumption in-
creases with frequency and the number of cores. We also ob-
serve that trends are similar regardless of whether cores are allo-
cated in pairwise or unpaired fashion. A similar study was also
performed for the haplotype caller task for SoyKB (omit-
ted here due to space constraints), which yielded similar out-
comes. The cubic model can be fitted to all these experimental
results, so as to model power consumption for given number of
cores and operating frequencies. We find that, regardless of the
proportion of I/O operations performed and/or IOWait imposed
to the task execution, the cubic model provides high accuracy
(i.e., RMSE 1 for the higher frequencies, and RMSE 2 for
the lower frequencies).
We conclude that the power consumption of effects of DVFS
on workflow task executions are orthogonal to the I/O and core
allocation effects discussed in previous sections. Therefore,
when deriving our model in the next section, we do not con-
sider DVFS explicitly, but merely use the operating frequency














































Figure 9: Average power consumption vs. operating frequency for map tasks of
Epigenomics when running with different number of cores activated.
5. Modeling and Simulating Energy Consumption of I/O-
intensive Workflows
In this section, we present a model for power consumption
that accounts for I/O in addition to CPU utilization. This model
also accounts for the number of cores and the way in which they
are activated (unpaired or pairwise schemes), as well as for the
time spent waiting for I/O operations to complete.
5.1. Model
We model P(t), the power consumption of a compute node at
time t, as:
P(t) = PCPU(t) + PI/O(t), (4)
where PCPU(t), resp. PI/O(t), is the power consumption due to
CPU utilization, resp. I/O operations. In what follows, we de-
tail the model for both these terms.
CPU – Let s denote the number of sockets on the compute node,
and n the number of cores per socket, so that the total number
of cores on the compute node is s · n. Let K denote the set of




PCPU(k, i, j, t), (5)
where PCPU(k, i, j, t) is the power consumption of CPU utiliza-
tion at time t due to the execution of task k (k ∈ K) on socket i
(0 ≤ i < s) at core j (0 ≤ j < n) on the compute node.
In previous sections, we examined the impact of cores/socket
































































# cores ● ● ● ●2 3 4 5 ● pairwise unpaired
Figure 10: Linear regression models. Top: power consumption in-
crease in function of number of cores enabled for the Epigenomics map
tasks. Bottom: dynamic power consumption vs. I/O-intensiveness for
the SoyKB realign creator, indel realign, haplotype caller, and
genotype gvcfs tasks.
We have seen that the power consumption does not have con-
stant increase as cores are enabled on sockets, and the behavior
depends on the scheme used to enable further cores (pairwise or
unpaired). Fig. 10-top shows a scatter plot of power consump-
tion increase for each additional enabled core for the map task
of the Epigenomics workflow. The increase for the unpaired
scheme can be approximated by linear regression with nega-
tive slope. For the pairwise scheme, an approximation by lin-
ear regression leads to nearly constant increase (noting that the
RMSE is relatively high). Note that each data point in Fig. 10-
top is in fact 140 almost perfectly superposed data points for
the 140 map task executions (due to nearly negligible standard
deviations, see Table 1). Although this figure is for a particular
task of the Epigenomics workflow, very similar results are ob-
tained for all tasks for both production workflows considered in
this work. Therefore, we derive a model that is only dependent
on the task’s CPU utilization and the hardware platform.





s·n if j = 0 (first core on a socket)
0.881·PCPU(k,i, j−1,t) if j > 0 and pairwise
0.900·PCPU(k,i, j−1,t) if j > 0 and unpaired
(6)
where u(t) is the task’s CPU utilization at time t (which can
be computed by benchmarking the task on a dedicated com-
pute node). The model is written recursively as the power con-
sumption due to enabling a core on a socket depends on the
power consumption due to previously enabled cores on that
socket. The 0.881 and 0.900 constants above are obtained
from the aforementioned linear regressions. Finally, note that
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PCPU(k, i, j, t) does not depend on i since only the rank ( j) of a
core in a socket matters.
I/O – Similarly to the above model for power consumption due




PI/O(k, i, j, t), (7)
where PI/O(k, i, j, t) is the power consumption of I/O operations
at time t due to the execution of task k (k ∈ K) on socket i
(0 ≤ i < s) at core j (0 ≤ j < n) on the compute node.
Fig. 10-bottom shows dynamic power consump-
tion (i.e., power consumption beyond Pmin) vs. I/O-
intensiveness for 4 tasks of the SoyKB workflow
(realign creator, indel realign, haplotype caller,
and genotype gvcfs). We define the I/O-intensiveness as
the I/O volume (for reads and writes) in MB divided by the
time the task spends performing solely computation (i.e., the
runtime minus the time for performing and waiting for I/O
operations). A higher value indicates a more I/O-intensive
task, as it represents I/O overhead per second of CPU usage.
We are able to compute the I/O-intensiveness of each task
based on profiling data in Pegasus logs. The four task types
in Fig. 10 exhibit a range of CPU utilizations, with relatively
high volumes of data read/written. As for the results in Fig. 10,
similar results are obtained for all tasks in the workflows we
consider. We use a linear regression, shown in the figure, which
has positive slope regardless of the core allocation scheme
(with a steeper slope for the pairwise scheme). Based on these
results, we model PI/O(k, i, j, t) as follows:
PI/O(k,i, j,t)=
{
0.486·(1+0.317·ω(t))·PCPU(k,i, j,t) if pairwise
0.213·(1+0.317·ω(t))·PCPU(k,i, j,t) otherwise
(8)
where the 0.486 and 0.213 values above come from the linear
regressions, and ω(t) is 0 if I/O resources are not saturated at
time t, or 1 if they are (i.e., idle time due to IOWait). More pre-
cisely, ω(t) is equal to 1 whenever the volume of I/O requests
placed by concurrently running tasks exceeds some platform-
dependent maximum I/O throughput. When using this model,
e.g., to drive simulations of workflow task executions so as to
evaluate energy-efficient workflow scheduling algorithms, it is
then necessary to keep track of simulated I/O requests so as to
set the ω(t) value accordingly. It turns out that, in our results,
the impact of IOWait does not show any strong correlation with
the features of different task types. This is why ω(t) in Eq. 8
is weighted by a single factor (0.317). We computed this fac-
tor as the average of the most accurate such factor values we
computed individually for each task type. Our evaluation of the
model (see Section 5.2) shows that it achieves high accuracy
across task types. It is thus tempting to claim that the impact of
the IOWait effect on power consumption can be captured rea-
sonably well using a single, application-independent value for
the above factor. Providing a definitive answer as to whether
this claim is general would require repeating these experiments
using other workflow applications.
5.2. Experimental Evaluation
To evaluate the accuracy of our model, we extended a sim-
ulator [28] of the state-of-the-art Pegasus [18] workflow man-
agement system (WMS), which is the WMS we used to per-
form the experiments described in Section 2. This simulator is
built using the WRENCH framework [29], a framework for im-
plementing simulators of WMSs that are accurate and can run
scalably on a single computer, while requiring minimal soft-
ware development effort [30]. We extended the simulator by
replacing its simulation model for power consumption (the tra-
ditional model in Eq. 1) by the model proposed in Section 5.1.
We provide the simulator with a description of the hardware
specifications of the taurus and orion Grid’5000 clusters and
with traces from individual Epigenomics and SoyKB workflow
task executions. As a result, our simulator can simulate the ex-
act procedure used for obtaining all real-world experimental re-
sults described in previous sections, making it possible to draw
direct comparisons between real-world and simulated results.
The simulator code, details on the simulation calibration proce-
dure, and experimental scenarios used in the rest of this section
are all publicly available online [28].
Fig. 11 shows the simulated power and energy consump-
tion measurements as well as with the traditional model based
on Eqs. 1 and 2 (shown as estimation) and with our pro-
posed model (shown as wrench-*) for the taurus cluster. Due
to space constraints, we only show results for the map Epige-
nomics task, and the haplotype caller and indel realign
SoyKB tasks. For the map tasks, the RMSE for pairwise is
4.24, and 3.49 for unpaired, which improves the accuracy over
the traditional model by about two orders of magnitude for
the former and one half for the latter. Similarly, RMSEs for
the haplotype caller tasks are 2.86 and 2.07 for pairwise
and unpaired respectively, or improvements of about two or-
ders of magnitude for both schemes. Last, RMSEs for the
indel realign tasks are 0.59 for pairwise and 0.47 for un-
paired, or improvements by about an order of magnitude. Pre-
dicted energy consumption based on our proposed model nearly
matches the actual measurements for both schemes for all task
types (RMSEs 0.01).
Fig. 12 shows the simulated power and energy consump-
tion measurements for the orion cluster. For the map tasks, the
RMSE for pairwise is 2.87, and 1.12 for unpaired, which im-
proves over the traditional model by up to two orders of mag-
nitude. RMSEs for the haplotype caller tasks are 1.92 and
1.63 for pairwise and unpaired respectively, or improvements
of up to three orders of magnitude. Finally, RMSEs for the
indel realign tasks are 0.53 for pairwise and 0.21 for un-
paired, or improvements by about two orders of magnitude.
Similarly to the taurus cluster, predicted energy consumption
based on our proposed model nearly match the actual measure-
ments for both schemes for all task types (RMSEs 0.01).
In addition to evaluating the accuracy of our model w.r.t. the
actual measurements, we also assess its precision when com-
pared with a state-of-the-art power and energy consumption
model for cloud platforms, DEM [31]. We have chosen this
model due to its usage by the scientific community for develop-










































































































Figure 11: Taurus: Per-task power (top) and total energy (bottom) consumption measurements for the Epigenomics map task and the SoyKB haplotype caller
and indel realign, as well as estimated with Eq. 1 and 2 (estimation), our proposed model (wrench-*), and a state-of-art model from the literature (DEM).
and the reduced number of required system-level parameters
for instantiating the model (see Section 7 for a discussion of
limitations of other I/O-aware models). DEM proposes a disk
power model based on multivariate thresholds and distinguish-
ing I/O modes for standard magnetic hard drives. We have ex-
ecuted simple benchmarks that use sequential and random I/O
modes on both clusters (taurus and orion) to determine an av-
eraged number of disk operations per second. We have then
used DEM for predicting the power and energy usage for the
workflows tasks shown in Figs. 11 and 12. Power and en-
ergy consumptions estimated by DEM are reasonably close to
those for wrench-pairwise, but in most cases the latter are
closer to actual measurements. This suggests that the DEM
model was derived based on experiments that allocate cores
using the pairwise scheme. Indeed, DEM substantially over-
estimates power consumption when cores are allocated using
the unpaired scheme (RMSE  10). Because our model ac-
counts for the core allocation scheme it produced good results
for either scheme.
The overall conclusion is that out model affords considerable
improvement over the current power and energy consumption
models widely used in the workflow scheduling literature. As
these models do not account for core allocation schemes nor for
I/O, they either overestimate or underestimate power and en-
ergy consumptions. Estimating the energy consumption of the
entire workflow execution is useful (Figs. 11-bottom and 12-
bottom). But per-task power consumption (Figs. 11-top and 12-
top) is more relevant for energy-aware workflow scheduling and
application-level resource provisioning strategies implemented
by workflow management systems, as decisions are made at
the task level. Our proposed model, due to its higher accuracy,
affords a better basis than the standard model used in the work-
flow scheduling literature to make these decisions. This said,
we note that our model still tends to always underestimate (of-
ten marginally) task power consumptions.
6. Energy-Aware Opportunities and Challenges for Work-
flow Optimizations
Most previously proposed energy-aware workflow opti-
mizations achieve some desirable tradeoff between workflow
makespan and energy consumption. Typically, the goal is to
obtain non-trivial energy savings by allowing for small in-
creases in execution times. Common techniques include DVFS
and workload consolidation. Although application-level ap-
proaches yield reasonable savings, the gain can be small when
compared to infrastructure-level strategies to reduce energy us-
age. A trivial such infrastructure-level strategy consists in pick-
ing the most energy-efficient platform among multiple plat-
















































































































Figure 12: Orion: Per-task power (top) and total energy (bottom) consumption measurements for the Epigenomics map task and the SoyKB haplotype caller
and indel realign, as well as estimated with Eq. 1 and 2 (estimation), our proposed model (wrench-*), and a state-of-art model from the literature (DEM).
ities. It turns out that this strategy is applicable to the platforms
considered in this work. While both the orion and taurus clus-
ters leads to almost identical performance for our production
workflows (see the performance profiles in [24]), taurus exe-
cutions can consume up to 20% less energy when compared to
orion executions. This is because the GPUs installed on the
compute nodes of orion have a higher idle power consumption
than that on taurus (see Section 3). Since our workflow tasks
do not use GPUs, this higher idle power consumption causes a
net loss (i.e., higher energy consumption and no performance
benefit).
Experimental results show that the amount of I/O operations
has a significant impact on energy consumption. However, all
measurements in this paper were obtained from compute nodes
equipped with standard, magnetic hard drives. A study evalu-
ating the energy usage of data-intensive workflows [34], shows
that the use of solid state drives, NVRAM, or DRAM may sig-
nificantly reduce the amount of energy consumed. Therefore,
I/O operations may have less influence on energy usage for plat-
forms where such hardware is available. But ARM processors
are also known to be more energy-efficient than x86 proces-
sors. For platforms that use such architectures I/O operations
may again become a major factor in power consumption. Over-
all, we claim that in many relevant cases, given the complex and
constantly changing hardware environments, power and energy
usage models must take into account both I/O and CPU usage
(as seen in the previous section).
The energy reduction impact obtained by infrastructure-
level optimizations imposes challenges for optimizations at the
application-level as follows:
• Infrastructure-level optimizations have broader impact –
The manufacturing of energy efficient devices has gained
significant attention recently. Large data-centers have
incorporated these technologies to optimize energy us-
age across a wide array of applications and workloads.
Workflow optimizations, in comparison, are often lim-
ited to a specific use-case, workload, or workflow man-
agement system. As such, application-level optimiza-
tions need to have big payoffs in order to justify spending
time and resources on them instead of simply relying on
infrastructure-level optimizations. Furthermore, applica-
tion optimizations, no matter how carefully designed, may
quickly become obsolete due to rapidly evolving hardware
infrastructures.
• Application-level optimizations require realistic models –
Energy efficient workflow executions depend primarily on
how resources are allocated and how tasks are scheduled.
However, current algorithms for computing resource al-
locations and task schedules are impeded by the lack of
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accurate information about the resource requirements of
workflows [24, 35]. Many resource requirement estima-
tion techniques are based on analytical models or statisti-
cal techniques. Ideally, these models would fit most work-
flows and be able to capture their performance behavior
accurately. But simplifying assumptions are often neces-
sary and results in significant losses of accuracy. Con-
sequently, there is a need for modeling methods that can
build accurate models automatically. This work is a first
effort towards this approach, where the measurements col-
lected from the experiments allowed the development of
fine-grained workflow profiles, which in turn lead to more
realistic power and energy models that are validated em-
pirically. Although this method at first glance appears to
be more complex than the previous model (that requires
only Pmax and Pmin, see Equation 1), the use of automated
calibration tools may lead to a simpler process, while pro-
viding more accurate results. Although we have not con-
ducted a comprehensive study to quantify the number of
measurements needed for defining the constant factors in
Equations 6 and 8, the results in this paper are obtained
with a number of core-hours needed to derive these con-
stants that is negligible when compared to the compu-
tational demands of current and emerging workflow ap-
plications – recall that our proposed model is platform-
dependent, but application-agnostic.
7. Related Work
In the past few years, green computing has become a ma-
jor topic of discussion in the scientific computing community.
Many recent studies have addressed green solutions, in particu-
lar on distributed computing platforms. Research efforts in this
field commonly include powering off or putting idle machines
into low power states based on predictions of future workloads.
On the application side, efforts are mainly focused on the op-
timization of resource provisioning and workload scheduling
constrained by budgets and application deadlines.
A recent survey [5] of techniques for improving energy-
efficiency describes methods to evaluate and model the en-
ergy consumed by resources on distributed systems. The sur-
vey presents taxonomies of compute node and network energy-
aware techniques classified according to the technology em-
ployed. These techniques include adjustment of the processor’s
frequency and power consumption through DVFS [9], work-
load consolidation by running multiple tasks on the same phys-
ical machine in order to reduce the number of nodes that are
powered on [36], energy-aware task scheduling [37, 38], virtual
machine migration [4, 39], the coordination of network proto-
cols [40], etc. These strategies often model energy consump-
tion merely as a function of runtime and/or do not consider the
performance loss due to running multiple tasks within a socket.
Several models have been developed to predict the power
consumption of distributed system workloads. Most of them
focus on measuring the resource utilization of distributed sys-
tems [41, 42, 43]. In [44], an integrated power consumption
model, which incorporates previous approaches into a single
model, describes a distributed system where several clients is-
sue requests to a central storage server. Most of these models
are limited to single-core and energy consumption is related to
CPU usage. More recently, some models consider data transfers
and/or I/O operations during task execution [45, 46, 47, 31].
However, these models require low-level system specific pa-
rameters (e.g., operating frequency, voltage noise, runtime esti-
mations without I/O, sequential and random I/O speeds, etc.)
that are typically not available at the workflow management
system level (which only relies on basic profiling at the appli-
cation level). Our proposed model, instead, leverages perfor-
mance metrics that are currently captured by production work-
flow management systems at runtime, and thus can be used di-
rectly by these system to make sound energy-aware workflow
scheduling decisions.
In the context of scientific workflows, several works [6, 7,
8, 9, 10, 11, 12, 13, 14, 15] have proposed energy-aware algo-
rithms for task scheduling or resource provisioning. These al-
gorithms are often designed to meet energy budget or deadline
constraints. Their model assumes that the total energy usage is
equal to the integral of the consumed power, which is linearly
related to the resource utilization. In this work, we have shown
that I/O operations also have significant impact on the power
consumption, and thereby the energy. To the best of our knowl-
edge, this is the first work that profiles and analyzes power and
energy consumption of real scientific workflow applications at a
fine-grained level, and proposes a model that accounts not only
for CPU usage but also for cores/sockets allocation schemes
and for I/O usage.
8. Conclusion and Future Work
In this work, we have profiled and analyzed the power con-
sumption of two production scientific workflow applications
executed on distributed platforms. We have investigated the
impact of CPU utilization and I/O operations on energy usage,
as well as the impact of executing multiple tasks concurrently
on multi-socket, multi-core compute nodes. In contrast to tra-
ditional power consumption models used in the energy-efficient
workflow scheduling literature, we find that power consumption
is impacted non-linearly by the way in which cores in sock-
ets are allocated to workflow tasks. Furthermore, our experi-
mental results show that I/O operations have significant impact
on power consumption. Based on these results, we proposed
a power model for I/O intensive workflows that accounts for
the above phenomena. Experimental evaluation of this model
shows that it accurately captures real-world behavior, with up
to two orders of magnitude improvement over the traditional
model widely used in the workflow scheduling literature.
In future work, we plan to instantiate and validate our pro-
posed model for other workflows and platform configurations.
In particular, we hope to use power-metered platforms in which
compute nodes use storage technology other than HDDs, e.g.,
SSDs, NVRAM, burst buffers. With these technologies, the
impact of I/O on power consumption may exhibit different be-
haviors that could mandate augmenting our model. The power
12
consumption of I/O could also be smaller relative to that of
computation, but platforms that target extreme-scale comput-
ing tend to employ low-power compute nodes (i.e., equipped
with ARM processors). More generally, it would be interest-
ing to see how our model can be instantiated for scenarios in
which workflow tasks use different hardware components on
a compute node (e.g., hardware accelerators). Another fu-
ture work goal is to extend the synthetic workflow generator
in [48], which produces realistic synthetic workflow configu-
rations based on profiles extracted from workflow execution
traces. The objective is to extend the generated workflow de-
scriptions to include data obtained from real-world power pro-
files, so that these descriptions are sufficient for instantiating
the power consumption model proposed in this work. Finally,
a natural future direction is to apply the results in this work to
energy-aware application scheduling and resource provisioning
strategies, and to quantify the resulting benefits.
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