be the solution to a stochastic heat equation
Introduction and main results
Recently, Swanson [] (see also Pospisil and Tribe [] ) studied the exact variations of the solution to the following one-dimensional stochastic heat equation: moreover, the process t → u(t, x) has a nontrivial quartic variation. As a general conclusion from these results, in Sun et al. [] we considered the quadratic covariations and Itô's formula for the solution. The above results show that the process u = {u(t, x)} as a noise admits the next special structures. [] , and the references therein.
In the present paper, we study the temporal variation of the solution {u(t, x), t ≥ , x ∈ R} to the following fractional stochastic heat equation:
with initial condition u(, x) = , where X is a time-space white noise on [, ∞) × R, α = -(-) α/ is the fractional Lapalacian with α ∈ (, ]. Let p α (t, x, y) be the heat kernel of operator α , i.e. the transition density function of one-dimensional symmetry α-stable Lévy process. Then the solution u = {u(t, x), t ≥ , x ∈ R} is a two parameters Gaussian process and
t -s, x -y)B(ds, dy). (.)
This paper is organized as follows. In Section , we establish some technical estimates associated with the solution based on the heat kernel estimates of the operator α = -(-) α/ . In Section , as some applications of Section  we introduce Wiener integrals with respect to the process W α = {W 
Preliminaries
In this section, we present some technical estimates associated with the solution
with  < α ≤ , where p α (t, x) is the heat kernel of the operator α = -(-) α/ . For simplicity, throughout this paper we denote by C a positive constant depending only on the subscripts and its value may be different in different places, and this assumption is also suitable for c. If there exist positive constants b  and b  such that
in the common domain of definition for F and G, then we employ the notation F G. It is clear that the heat kernel p α (t, x) is the fundamental solution of the following equation: 
When α = , we get
.
For all x ∈ R and t > , we have
Moreover, for all x ∈ R and t > , we obtain
where c >  is a constant. Now, we present some estimates. Denote by W α = {W α t = u(t, ·), t ≥ } the temporal process. For x ∈ R and all t, s > , we have
Lemma . For x ∈ R and all t, s > , we have
Then, for x ∈ [, ], we have
It follows that
Lemma . For x ∈ R and all t, s > , we have
Proof By an elementary calculation, we have
for x ∈ R and all t, s, r > .
Proof By applying the mean value theorem, there exist some ξ ∈ (s, t) and η ∈ (s , t ) such that
By a similar argument, we get
for some η ∈ (s , t ) and ξ ∈ (s, t). It follows that
On the other hand, noting that
it follows that
. By this, together with (.), we obtain
and by taking γ =
α- α+
, the lemma follows.
and
for all t > s >  and x = s t
. We get
It is obvious that
We first estimate G  (x). By an elementary calculation we can show that
On the other hand, for all x ∈ [, ], we have
Noting that
by using the Bernoulli inequality
We further get
. Therefore, the desired estimates
hold and the lemma follows.
At the end of this section, we investigate Skorohod integrals associated with the temporal process Denote by E the set of linear combinations of elementary functions { [,t] ,  ≤ t ≤ T}. Let the Hilbert space H be the closure of E with respect to the inner product
t is an isometry between E and the Gaussian space W α (ϕ) of {W α t , t ≥ }, which can be extended to H. We denote the extension by
and let S denote the space of all smooth functionals of the following form:
where 
with the norm
In these cases, for any
We have D , ⊂ Dom(δ α ). We will use the notations
to express the Skorohod integral, and the indefinite Skorohod integral is defined as
The variation of temporal process
Let {u(t, x), t ≥ , x ∈ R} be the solution to the Cauchy problem (.). Then we have
where p α (t, x) is the transition density function of a one-dimensional symmetry α-stable Lévy process X satisfying
for ξ ∈ R and t ≥ . In this section, we investigate the strong p-variation of the temporal process
exists, where the notation ucp means the uniform convergence in probability on each compact interval. 
For ucp-convergence we have the next perfect result due to Russo and Vallois [].
Lemma . (Russo and Vallois [])
Let {X ε , ε > } be a set of continuous processes. We
• There is a continuous process X = (X t , t ≥ ) such that X ε t → X t in probability as ε goes to zero. Then Z ε converges to X ucp.
By Lemma . one only needs to show that
Note that
and s > , by (.). It is clear that
as x → , and
Thus, to obtain the result it suffices to establish that
where
Recall that if (B  , B  ) is a Gaussian couple, then we can write
where η is a standard normal random variable independent of B  and Var(·) denotes the variance. Let
We get
with a standard normal random variable ζ independent of η. By Lemma ., it is obvious that
Combining this with (.) and Lemma ., we have
as ε → , by Lebesgue's dominated convergence theorem, the theorem follows.
From Yan et al.
[] and the above theorem, we can naturally introduce the next definition.
Definition . For all t ≥ , define the integral
where f is a measurable function on R. We call the limit lim ε→ I ε (f , t) the generalized quadratic covariation of f (W α ) and W α , denoted by f (W α ), W α (α) , provided this limit exists in probability.
Proposition . For all  < α <  and t ≥ , we have
Moreover, for every f ∈ C  (R), we have
Proof It is suffices to estimate
for all ε > , where
for every t >  and y, z ∈ R. By an elementary calculation we can show that
for all ε >  and y, z ∈ I x , which implies
It follows from Lemma ., Lemma ., and the fact
for some β > , which gives
On the other hand, by Hölder continuity of W α we get
almost surely. By the next lemma and the proposition the result follows.
Recall that the local Hölder index γ  of a continuous paths process {X t : t ≥ } is the supremum of the exponents γ verifying, for any T > ,
Recently, Gradinaru-Nourdin [] introduced the following very useful result.
Lemma . Assume that f : R → R is a function such that for all x, y ∈ R,
f (x) -f (y) ≤ C|x -y| a  + x  + y  b (C > ,  < a ≤ , b > ). (.)
Let X be a locally Hölder continuous paths process with index γ ∈ (, ). Assume that V is a bounded variation continuous paths process. For t
If for each t ≥ , 
The existence of the generalized quadratic covariation
In this section, we consider the existence of the generalized quadratic covariation of f (W α ) and W α , we do not need that f is a C  -function. The main idea is from Yan et al. [] . Let
and β = α- α . For ε > , we consider the following decomposition:
and define a set
and μ(R) = T H < ∞, which indicates that the set E := all the elementary functions of the form
is dense in H , where {x i ,  ≤ i ≤ l} is an finite sequence of real numbers satisfying x i < x i+ . In order to get the existence of the generalized quadratic covariation, we need first to present the following two statements:
We divide the proof of the two statements into several parts which is similar to Yan et al. [] . For simplicity, let T = . We need the next elementary lemmas. Let ϕ(x, y) denote the density function of (W
Proof By using an elementary calculation it follows that
which implies that
by Lemma ., we have
This gives the first estimate, by a similarly argument, one can obtain the second estimate.
Proof of the statement
Noting that for all ε >  and t ≥ , we have
For all s, r >  and ε > , let us estimate the expression
By Cauchy's inequality, it is easy to see that, for |s -r| < ε ≤ ,
It follows from Cauchy's inequality, Lemma ., and the fact
Combing Lemma ., Lemma ., Lemma ., and (.) we get
for all ε >  and t ≥ . In a similar way, we can estimate
for j ∈ {, , }. Thus, we have given the estimate (.). In the same way, one finds (.).
Proof of the statement (ii) By the first statement we can give the second statement with f ∈ C ∞  . In fact, for all ε  , ε  >  and t ≥ , we have
for all s, r ≥  and ε  , ε  , ε > . Then we have
for all t ≥  and ε  , ε  > . Thus, in order to see that {I
Without loss of generality, we assume that ε  > ε  . By the proof of (i), it follows that
For ε  , ε  , ε, s, r >  and j ∈ {, }. Denote
with i = j and i, j ∈ {, }. In the sequel, we prove the convergence of (.). By symmetry, one only needs to show that, for i = , j = , the convergence holds. We divide the proof into four steps.
Step I. The following convergence holds:
It is clear that, for i, j ∈ {, },  < |s -r|
Combining this inequality with (.) (by taking γ = β+λ -β ), we have
for  < λ <  -β and s, r > . Besides, from the above proof, we also have
for all ε  , ε  > , |s -r| > , and
for every  < ε  , ε  < . By Lebesgue's dominated convergence theorem it follows that (.) is convergent.
Step II. We show that the following convergence holds:
From Lemma . and Lemma ., we obtain, for ε  , ε  > ,
On the other hand, by the fact that
for all r >  and β < γ ≤ , by the Lebesgue dominated convergence theorem it follows that the convergence of (.) hold.
Step III. We show that the following convergence holds: 
Proof Let g ∈ H be given. Since E is dense in H , we can take the sequence {g ,n } ⊂ E such that g ,n → f in H . If the theorem is true for all functions belonging to E , then for all ε  , ε  >  and n ≥ , we get
Thus, to end the proof, we only need to verify the theorem for g ∈ E .
Let g (y) = i b i  (y i- ,y i ] (y). It is obvious that g is bounded and left continuous. Consider the function ξ defined on R by
where k is a normalizing constant satisfying R ξ (y) dy = . For all y ∈ R, we define the mollifiers and the corresponding sequence of smooth functions, respectively, by
Then, for every n, g n, ∈ C ∞  (R) ∩ H is bounded, and g n, converges to g in H , as n → ∞. Moreover, by the smooth approximation and the statement (i) we obtain
for all t ∈ [, ] and ε > . Thus, for all n and ε  , ε  > , it follows that
which implies that {I ε (g , t), ε > } is a Cauchy sequence by (ii). This means that Theorem . is true for g ∈ E .
Itô's formula and local time
In this section, we investigate Itô's formula and the local time for the temporal process W α by using the result of the previous sections. The first result is Itô's formula.
Theorem . Assume that f ∈ H is a left continuous function and F is an absolutely
continuous function satisfying F = f . then, for all t ≥ , the Itô type formula
holds. 
holds for all F ∈ C  (R) satisfying the condition
Proof of Theorem . If f ∈ C  (R), (.) is Itô's formula since
For f / ∈ C  (R), we can assume that f is uniformly bounded by using a localization argu- . If the result of theorem is true for all uniformly bounded functions f ∈ H , then the formula
holds on k . Letting k → ∞, we deduce the Itô formula (.). Let F = f ∈ H be left continuous and uniformly bounded. For every n ∈ N + , we define 
