1.

Ijitro_ducj^ion
In this paper we discuss the test of fit that a random sample comes from the extreme value distribution (l) F(.x) = exp[-exp{-(x-£)/6}] , -°° < x < °° . This is the most important of the three distributions which arise as the asymptotic distribution of the largest value, suitably normalized, of a sample taken from any of a wide class of distributions (see e.g. Johnson and Kotz (1970) , p, 2 r f2), It arises also in applied research;
the present work was motivated by a question .arising in biology. Suppose the sample is in ascending order x. < x^ < x_ < a »* < x , and the null * 1-2-3--n hypothesis is formally stated as H. : the sample comes from distribution (.1)» with possibly one or both of the location and scale parameters £ , 0 unknown. Following Stephens (197^, 1976) we distinguish four situations :
Case 0: Both £ and 0 are known«, so that F(x) is completely specified.
Case 1: 0 known, K to be estimated.
Case 2: E, known, 0 to be estimated.
Case__3_: . ? , 9 both unknown, and to be estimated.
We suppose the parameters will be estimated by maximum likelihood from the given example; the estimates, for Case 3, are given by the equations (Johnson and Kotz (1970) , p. 283): 0 is known; then £ is given by (3) with 0 replacing 6 . In Case 2, /\ called W , U and A . Asymptotic theory for the statistics will be given in Section 3; this is based on work of Anderson and Darling (1952) , for Case 0, and on papers by Darling (1955 ) > Sukhatme (1972 , Durbin (1973) and Stephens (1976) for situations where parameters must be estimated.
The reader is referred to these papers for the theory behind the methods which follow; in particular, we follow closely the general lines of
Stephens (1976). In that paper, for example, will be found the defini- this is just significant at the <y% level.
Asymptotic Theory of the Tests
The following is a summary, taken from the papers referenced above, of the steps needed to calculate the asymptotic distributions of 2 or A in the various cases.
For Case 0, when F(x) is completely specified, it is well-known that z = F(x) gives a random variable z which is uniformly distributed between 0 and 1 ; further, if z. = F(x.) , i = l,2,...,n , and if F (z) is the EDF of the z. sample, then y (z) = /n{F (z) -z} tends n l ' n n asymptotically to a Gaussian process y(z) , 0 < z < 1 , with E(y(z)) = 0 for all z , and
where E is the expectation operator, The statistic w is 0 ditions, its asymptotic distribution will be that of 0 Anderson and Darling (.1952 ) and Darling (1955) have shown how another Gaussian process may be constructed, with mean 0 and given covariance function p(s,t) and the distribution (the word asymptotic will be dropped) of w is calculated from the new process. We must first solve these processes tend asymptotically to Gaussian processes with covariances p(s 9 t) , which, for a given case, can be found from the corresponding covariance for w \ then Equation (9) must again be solved, and the sum 2 2 S in (10), with the new X. , will give the distribution of U or A
The characteristic function comes from the Fredholm determinant of (9) as before.
Thus the practical problem is to find p(s,t) for different cases, then to solve (9) for X. , and then to use (12) to approximate the distribution (assuming, as is nearly always so except for Case 0, that the characteristic function cannot be inverted).
h. Asymptotic Results for the Extreme Value Distribution
The above results apply to any suitably regular distribution. For the distribution (l) considered here, we find, after some algebra, The large-sample variances of £ and 6 , in Case 3, are then (7.,/n and 2 a p /n respectively, and the correlation "between them is p . Another possible matrix decomposition is E = CC* where
If there were no asymptotic correlation between £ and 9 in Case 3, p_(s,t) would take the form of (17) In principle, variances could be calculated from (ll), as was done in Stephens (1976) for the case of the normal distribution, but here the integrals were too complicated. It is important, however, to have the exact means, as (12) usually converges too slowly to give them correctly.
7.
Calculation of Percentage Points "When the X. are found, and the exact means, the percentage points of S in (lO) can be found by a modification of Imhof's method, given by Durbin and Knott (1972) . Alternatively, the first four cumulants can be found from (12) and Pearson curves fitted to the data. Imhof's method can be made very accurate for a finite sum in (lO), though it is expensive in computer time; in adapting it for an infinite sum an element of approximation is introduced. Thus both techniques give approximate percentage points. The Imhof method gives more accurate points in the lower tail (see Solomon and Stephens (1975) for a fuller discussion), but this is not, of course, the tail which would generally be used in goodness of fit work. Both techniques will depend on the accuracy of the A. , in turn dependent on the accuracy of the numerical integrations in a. and b. . l Both methods were used here to find the percentage points given in Table 1; they were in agreement to the accuracy given. Points for Case 0 are included to show how much the points drop in the other cases (and to shpw, therefore, how important it is to use the correct points).
Monte Carlo Results for Finite n
Monte Carlo studies were made to determine the percentage points of the various statistics., for sample sizes n = 10, 20, and 50 ; 5,000 samples were used for each -case. Previous experience had suggested (Stephens (197M) that convergence to the asymptotic points would be rapid, and a plot of percentage points against l/n proved this to be so.
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The Monte Carlo points were used to calculate the modified forms given in Table 1 ; for further details on how these are found s see Stephens (1970 Stephens ( , 1976 
