Provably total recursive functions and MRDP theorem in Basic Arithmetic
  and its extensions by Ardeshir, Mohammad et al.
ar
X
iv
:2
00
3.
01
60
3v
1 
 [m
ath
.L
O]
  3
 M
ar 
20
20
Provably total recursive functions and MRDP theorem in
Basic Arithmetic and its extensions
Mohammad Ardeshir, Erfan Khaniki and Mohsen Shahriari
Department of Mathematical Sciences
Sharif University of Technology
P.O. Box 11365-9415
Tehran, Iran
March 4, 2020
Abstract
We study Basic Arithmetic, BA introduced by W. Ruitenburg. BA is an arithmetical
theory based on basic logic which is weaker than intuitionistic logic. We show that the class
of the provably recursive functions of BA is a proper sub-class of primitive recursive functions.
Three extensions of BA, called BA+U, BAc and EBA are investigated with relation to their
provably recursive functions. It is shown that the provably recursive functions of these three
extensions of BA are exactly primitive recursive functions. Moreover, among other things, it is
shown that the well-known MRDP theorem doesn’t hold in BA, BA +U, BAc, but holds in
EBA.
1 Introduction
Basic Arithmetic, BA is an arithmetical theory introduced by W. Ruitenburg in [8], based on Basic
Predicate Calculus, BQC, as Heyting Arithmetic, HA is based on Intuitionistic Predicate Calculus,
IQC and Peano Arithmetic, PA based on Classical Predicate Calculus, CQC. BQC is a weaker
logic than IQC, in which the rule of Modus Ponens is weakened. Although the arithmetical axioms
of BA are essentially the same as Peano axioms, BA is weaker than HA. For instance BA does
not prove the cancellation law, i.e., x + y = x + z ⇒ y = z. More interestingly, every provably
recursive function of BA is primitive recursive. This result is not new, it has already been proved
using primitive recursive realizability introduced in [9]. We show that, moreover, every provably
recursive function of BA is definable by a positive formula. However, there are primitive recursive
functions that are not provably recursive in BA. One such primitive recursive function is the cut-off
function. That means that the set of all provably recursive functions of BA, indicated by PR(BA)
is a proper subset of all primitive functions, PR. It is shown that the well-known Matiyasevich-
Robinson-Davis-Putnam, MRDP theorem does not hold in BA.
We consider three extensions of BA. One is a logical extension and the other two ons are
arithmetical extensions. The logical extension we study is EBA, an extension of BA with the
logical axiom ⊤ → ⊥ ⇒ ⊥. This extension is introduced in [1] and it is shown there that its
behavior is very close to HA, but still weaker than that. We show that PR(EBA) = PR. The
two arithmetical extensions we will consider are the following. The first one is an extension of BA
by the arithmetical axiom (or the cancellation law) U : x + y = x + z ⇒ y = z. It turns out that
PR(BA + U) = PR. The other one is an extension of BA by adding a symbol for the cut-off
function in the language, and adding its properties as extra axioms to BA. Again, it turns out that
the provably recursive functions of this extension are exactly the primitive recursive functions.
1
We will show that the MRDP theorem does not hold in the two arithmetical extensions of
BA mentioned above. However, EBA proves the MRDP theorem. More properties of EBA are
considered in the last section of this paper. For instance, it is shown that the classical arithmetical
theory IΣ1 is Π2-conservative over EBA, and PA is Π1-conservative over EBA. Moreover, it is
shown that EBA ⊢ ConIΣn , for any n.
2 Preliminaries to Basic Arithmetic
In this section, we introduceBQC andBA. The semantics of Kripke model theory forBQC andBA
is introduced and its basic properties that are used in this paper are stated. Some weak arithmetical
theories as base arithmetical theories are mentioned. For motivations and basic properties of BQC
and BA, see [8] and [1].
2.1 Axioms and Rules of Basic Predicate Calculus
The language of Basic Predicate Calculus, BQC is the same as that of Intuitionistic Predicate
Calculus, IQC. It was originally axiomatized in sequent notation, i.e., using sequents like A ⇒ B
where A and B are formulas in the language {∨,∧,→,⊥,⊤, ∃, ∀} [8]. Since Modus Ponens is not
a rule in BQC, a universally quantified formula like ∀x∀y A is different from ∀xy A. The first
one is read ∀x(⊤ → ∀y(⊤ → A)) and the second one is read ∀xy(⊤ → A). In BQC, when we
write ∀x (A → B), we mean x to be a finite sequence of variables once quantified. For existential
quantification no such problems occur over BQC. So, as usual over IQC, we may occasionally
write ∃xA as short for ∃x1 . . . ∃xn A. Beside a set of predicate and function symbols of possibly
different finite arity, we also include the binary predicate “=” for equality. Terms, atomic formulas
(including ⊤ and ⊥), and formulas are defined as usual except for universal quantification: if A
and B are formulas, and x is a finite sequence of variables, then ∀x (A → B) is a formula. The
concepts of free and bound variables are defined as usual. A sentence is a formula with no free
variable. An implication is a universal quantification ∀x (A → B) where x is the empty sequence.
¬A means A→ ⊥. Given a sequence of variables x without repetitions, s[x/t] and A[x/t] stand for,
respectively, the term and formula that results from substituting the terms t for all free occurrences
of the variables of x in the term s and the formula A. For details, see [8] and [1]. We often write A
for ⊤ ⇒ A, and A⇔ B for A⇒ B and B ⇒ A together. We may identify a natural number n with
the numeral S . . . S0 consisting of n consecutive appearances of S.
Axioms and rules of BQC
In the following list, occurrence of a double horizontal line in a rule means that the rule is reversible.
1. A⇒ A,
2. A⇒ ⊤,
3. ⊥ ⇒ A,
4. A ∧ (B ∨C)⇒ (A ∧B) ∨ (A ∧C),
5. A ∧ ∃xB ⇒ ∃x(A ∧B), where x is not free in A,
6. x = x,
7. x = y ∧A⇒ A[x/y], where A is atomic,
8. ∀x (A→ B) ∧ ∀x (B → C)⇒ ∀x (A→ C),
9. ∀x (A→ B) ∧ ∀x (A→ C)⇒ ∀x (A→ B ∧ C),
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10. ∀x (B → A) ∧ ∀x (C → A)⇒ ∀x (B ∨ C → A),
11. ∀x (A → B) ⇒ ∀x (A[x/t] → B[x/t]), where no variable in the sequence of terms t is bound
by a quantifier of A or B,
12. ∀x (A→ B)⇒ ∀y (A→ B), where no variable in y is free on the left hand side,
13. ∀yx (B → A)⇒ ∀y (∃xB → A), where x is not free in A,
14.
A⇒ B B ⇒ C
A⇒ C
,
15.
A⇒ B A⇒ C
A⇒ B ∧ C
,
16.
B ⇒ A C ⇒ A
B ∨ C ⇒ A
,
17.
A⇒ B
A[x/t]⇒ B[x/t]
, where no variable in the sequence of terms t is bound by a quantifier in
the denominator,
18.
B ⇒ A
∃xB ⇒ A
, where x is not free in A,
19.
A ∧B ⇒ C
A⇒ ∀x (B → C)
, where no variable in x is free in A.
We remind that Intuitionistic Predicate Calculus, IQC is axiomatized by adding the schema
⊤ → A⇒ A to BQC, and Classical Predicate Calculus, CQC is axiomatized by adding the schema
A ∨ ¬A to IQC.
2.2 Axioms and rules of BA
The non-logical language L of BA is {0, S,+, ·}, where 0 is a constant symbol, S is a unary function
symbol for successor, and + and · are binary function symbols for addition and multiplication,
respectively. Note that in the following list of axioms and rules, beside the Rule of Induction (8),
we also have the Induction Axiom Schema (7).
1. Sx = 0⇒ ⊥,
2. Sx = Sy ⇒ x = y,
3. x+ 0 = x,
4. x+ Sy = S(x+ y),
5. x · 0 = 0,
6. x · Sy = x · y + x,
7. ∀yx (A→ A[x/Sx])⇒ ∀yx (A[x/0]→ A),
8.
A⇒ A[x/Sx]
A[x/0]⇒ A
.
Note that Heyting Arithmetic, HA and Peano Arithmetic, PA are respectively axiomatized by
the above axioms over IQC and CQC.
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2.3 Kripke models of BA
A Kripke model for BA is a quadruple K = (K,≺, D,), like the one for HA, except the relation
≺ is not needed to be reflexive, see [1] and [8] for more details. So the forcing relation between a
node k and a sentence of the form ∀x (A→ B) is defined as
k  ∀x (A→ B) if and only if for all k′ ≻ k and c ∈ D(k′),
k′  A[x/c] implies k′  B[x/c].
This for implication reduces to
k  A→ B if and only if for all k′ ≻ k, k′  A implies k′  B.
For a formula A with free variables x, we define
k  A if and only if for all k′  k and all c ∈ D(k′), k′  A[x/c].
We extend  to all sequents and rules. For a sequent A⇒ B, it is defined by
k  A⇒ B if and only if for all k′  k and c ∈ D(k′), k′  A[x/c] implies k′  B[x/c].
For a rule R =
A1 ⇒ B1, . . . , An ⇒ Bn
A⇒ B , it is defined by
k  R if and only if for all k′  k, if k′  Ai ⇒ Bi for all i, 1 ≤ i ≤ n, then k
′
 A⇒ B.
We write K  A, A is valid in K, if A is forced in all nodes of K, i.e. k  A for all k ∈ K. For a
theory, i.e. a set T of sequents and rules, and a sequent A⇒ B, by T  A ⇒ B we mean that for
each Kripke model K, if K  C ⇒ D and K  R for all C ⇒ D ∈ T and R ∈ T, then K  A⇒ B.
A Kripke model K = (K,≺, D,) is called rooted if there is a node k ∈ K such that k  k′, for
all k′ ∈ K.
Proposition 2.1 (Soundness and Completeness) BA is sound and complete with respect to
Kripke models for the language L = {0, S,+, ·}.
Proof. Combine Theorem 5.8 and Proposition 6.1 in [8]. ⊣
Let L be the language of BA, i.e., {0, S,+, ·} which includes at least one constant symbol. So
the set T of closed terms of L is nonempty. Let T ∗ = T/ ∼, where ∼ is the equivalence relation on T
defined by s ∼ t when BA ⊢ s = t. For each set of models {Ki}i∈I of BA we can construct two new
models, denoted by K• and K◦, as follows. Both models are formed by taking the disjoint union
of the models {Ki}i∈I and then adding a new root k with domain D(k) = T
∗. In model K• the
node k is reflexive and in model K◦, the node is irreflexive. We usually use D(k) = N, the standard
model of natural numbers.
Let C be the class of rooted Kripke models of BA. We call T reflexively rooted if for each set
of models {Ki}i∈I ⊆ C of T, the model K• is also a model of T. Similarly an irreflexively rooted
theory is defined. The theory T is called fully rooted if both K• and K◦ are models of T.
A theory T has disjunction property, if T ⊢ A ∨B implies T ⊢ A or T ⊢ B, for all sentences A
and B. A theory T has existence property, if T ⊢ ∃xA implies T ⊢ A[x/t] for some closed term t in
L, for all sentences ∃xA.
Proposition 2.2 BA is fully rooted. HA is reflexively rooted.
Proof. [8], Proposition 6.2. ⊣
A theory T is faithful if for all sequences of sentences ∀x (A0 → B0), . . . , ∀x (An → Bn), if
T ⊢ ∀x (A1 → B1) ∧ · · · ∧ ∀x (An → Bn)⇒ ∀x (A0 → B0),
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then
T ∪ {A1 ⇒ B1, . . . , An ⇒ Bn} ⊢ A0 ⇒ B0.
A theory T is well-formed if for all sequences of sentences ∀x (A0 → B0), . . . , ∀x (An → Bn) and
all formulas A where no free variable of A occurs in x, if
T ∪ {A1 ⇒ B1, . . . , An ⇒ Bn} ⊢ A0 ⇒ B0,
then
T ⊢ ∀x (A ∧A1 → B1) ∧ · · · ∧ ∀x (A ∧ An → Bn)⇒ ∀x (A ∧A0 → B0).
Corollary 2.3 BA is faithful, well-formed, and has disjunction and existence properties.
Proof. By Proposition 6.1 in [8] and Proposition 2.2. ⊣
Definition 2.4 For a Kripke model K and a node k, Mk denotes the classical model with the
structure attached at k. For a theory T, a Kripke model K is said to be T-normal if for every node
k of K, Mk |= T.
Let us recall (see Definition 2.9) that a sentence A is called positive if neither ∀ nor → appear in A.
Corollary 2.5 For any positive sentence A, if N |= A then BA ⊢ A. Hence BA, HA, and PA
prove the same positive sentences.
Proof. Let A be a positive sentence and N |= A. Let K be an arbitrary model of BA. Add a
new root k to K with universe of natural numbers. The new model K′ is also a model of BA, by
Propositions 2.2. Mk |= A, as Mk = N. So k  A, since A is positive, and then BA  A. Hence
BA ⊢ A, by Proposition 2.1. ⊣
Definition 2.6
1. s < t ≡ ∃x(s+ Sx = t), where x doesn’t occur in s or t.
2. s ≤ t ≡ s < t ∨ s = t.
3. s|t ≡ ∃x(s · x = t), where x doesn’t occur in s or t.
Remark 2.7 For convenience, we may add a binary relation symbol < to the language of arithmetic
and the defining axioms x < y ⇔ ∃z(x+ Sz = y) to BA. Since this is a conservative extension, we
also denote it by BA.
2.4 Choosing the base arithmetical theory
Definition 2.8 ∆0 is the smallest set of formulas such that:
• If A is atomic, then A ∈ ∆0,
• If A,B ∈ ∆0, then A ◦B ∈ ∆0 where ◦ is ∧, ∨ or →,
• If A(x) ∈ ∆0 and s is a term, then ∃x(x < s ∧ A(x)) ∈ ∆0,
• If A(x) ∈ ∆0 and s is a term, then ∀x(x < s→ A(x)) ∈ ∆0.
Definition 2.9
• Σ1 is the set of formulas of the form ∃xA(x,y), where A(x,y) is a ∆0 formula.
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• Π2 is the set of formulas of the form ∀x (⊤ → A(x,y)) where A(x,y) is a Σ1 formula.
• ∃1 is the set of formulas of the form ∃xA(x,y), where A(x,y) is a quantifier-free formula.
A(x,y) may contain implications. A ∃1 formula may be called existential.
• ∃+1 is the set of formulas of the form ∃xA(x,y), where A(x,y) is a positive quantifier-free
formula; meaning that A(x,y) doesn’t contain implications. A ∃+1 formula may be called
positive existential, or simply positive.
We say that a formula is of a class C whenever it is provably equivalent to a formula of class C,
where provability is considered with respect to the theory that may be identified from the context.
Remark 2.10 Since s < t is a positive formula in the language without < as a binary symbol,
positive quantifier-free formulas in the extended language are provably equivalent to positive formulas
in the old language. So ∃+1 is the same in both languagaes (up to equivalence) and we won’t mention
which we’re using in this paper. The class ∃1 contains more formulas in the extended language (up
to equivalence) and from now on, we will refer to this class, not the one in the language without the
symbol <.
The weakest arithmetic we consider in this paper is Robinson’s Arithmetic, Q, in the same language
of BA, i.e., {0, S,+, ·}, with the following axioms.
• Q1. Sx = 0⇒ ⊥,
• Q2. Sx = Sy ⇒ x = y,
• Q3. x+ 0 = x,
• Q4. x+ Sy = S(x+ y),
• Q5. x · 0 = 0,
• Q6. x · Sy = x · y + x,
• Q7. x = 0 ∨ ∃y(x = Sy).
If C is a class of formulas, by IC we mean the classical arithmetical theory Q with the induction
axiom schema (axiom 7 in the list of axioms and rules of BA) restricted to C formulas. If C is the
class of quantifier-free formulas, a.k.a. open formulas, we use the notation Iopen.
There’s another base theory calledPA− which is formulated in the language of ordered semirings,
i.e., {0, 1,+, ·, <}. These axioms in fact axiomatize the theory of discrete ordered semirings. By
defining order like Definition 2.6, and letting 1 = S0, PA− becomes an arithmetical theory. The
axioms are the following.
• (x+ y) + z = x+ (y + z)
• x+ y = y + x
• (x · y) · z = x · (y · z)
• x · y = y · x
• x · (y + z) = x · y + x · z
• x+ 0 = x
• x · 0 = 0
• x · 1 = x
6
• x < y ∧ y < z ⇒ x < z
• x < x⇒ ⊥
• x < y ∨ x = y ∨ y < x
• x < y ⇒ x+ z < y + z
• 0 < z ∧ x < y ⇒ x · z = y · z
• x < y ⇒ ∃z (x + z = y)
• 0 < 1
• x > 0⇒ x ≥ 1
• x ≥ 0
There are other axiomatizations of PA−, for example the list appearing in Theorem 1.10 of [6] or in
the begining of §2 of [4]. For a classical theory, these axiomatizations are equivalent. Some authors
prefer to define IC based on PA− instead of Q. The next Lemma asserts that for a strong enough
theory, this makes no difference.
Lemma 2.11 In the language containing < as a binary relation symbol, Iopen ⊢ PA
−.
Proof. See Theorem 1.10 in [6]. ⊣
3 Provably Recursive Functions of BA and its extensions
In this section, we investigate the classification of the provably recursive functions of BA and its
three extensions. In the first subsection, we show that the set of all provably recursive functions of
BA, indicated by PR(BA) is a proper subset of all primitive recursive functions, PR. Half of this
result, i.e. PR(BA) ⊆ PR, has already been proved in [9], and we give an alternative proof in this
paper. The other half of our result, i.e. PR(BA) 6= PR, is a consequence of our Theorem 3.17
(Remark 3.18).
In the second subsection, we consider three extensions of BA. As is explained in Section 1, one
of these extensions is a logical extension and the other two are arithmetical extensions. It turns out
that the provably recursive functions of all these three extensions of BA are exactly the primitive
recursive functions.
3.1 About Provably Recursive Functions of BA
Definition 3.1 For a formula A, the positive part of A is denoted by A∃ and is defined recursively
as follows:
• A∃ ≡ A if A is atomic,
• A∃ ≡ A′∃ ◦A′′∃ if A is of the form A′ ◦A′′ and ◦ is ∨ or ∧,
• A∃ ≡ ∃uA′∃ if A is of the form ∃uA′,
• A∃ ≡ ⊤ if A is of the form ∀u (A′ → A′′).
For a set of sequents Γ, Γ∃ is defined as the set
{
A∃ ⇒ B∃ | A⇒ B ∈ Γ
}
.
Proposition 3.2 For any formula A, A∃ is positive and BA ⊢ A⇒ A∃.
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Proof. Straightforward by induction on complexity of A. ⊣
Notation 3.3 Let C be a class of formulas. We write T ⊢C A ⇒ B if there exists a proof-tree D
for A⇒ B in T such that every formula appearing in D is in the class C.
Proposition 3.4 If BA+ Γ ⊢ A⇒ B then BA+ Γ∃ ⊢∃+
1
A∃ ⇒ B∃.
Proof. If A⇒ B is an axiom, then A∃ ⇒ B∃ is also an axiom. If A⇒ B ∈ Γ, then A∃ ⇒ B∃ ∈ Γ∃.
If we replace any formula appearing in a rule, by its positive part, the result is a valid rule. So the
proposition is proved easily by induction on the height of the proof-tree of A⇒ B. ⊣
Remark 3.5 By checking the proof of Proposition 3.4, it’s observed that A∃ ⇒ B∃ can be proved
without any use of axioms 8, 9, 10, 11, 12, 13 or rule 19 of BQC, or axiom 7 of BA. Also the height
of the proof-tree of A∃ ⇒ B∃ is no more than the height of the proof-tree of A⇒ B.
We now consider another proof system LK, defined in the Appendix. The formulas in LK are in
the standard first-order language, i.e., for any formulas A and B and any variable x, ¬A, A → B
and ∀xA are formulas. Moreover, ¬A can be identified with A→ ⊥ in our language, and for super-
intuitionistic theories, meaning the theories extending IQC, ∀xA can be identified with ∀x(⊤ → A)
in our language. For any class C of formulas, IC can be formalized using the axioms and rules of
LK, axioms of equality, arithmetical axioms, and C-induction rule. We extend Notation 3.3 to these
systems, with sequents of formulas in the corresponding language.
Lemma 3.6 Let C be a class of formulas containing every atomic formula, and closed under taking
subformulas. Let Γ∪{∆⇒ ∆′} be a set of sequents such that every formula appearing in its members
is in C. If IC + Γ ⊢ ∆⇒ ∆′ then IC + Γ ⊢C ∆⇒ ∆
′.
Proof. Consider a proof-tree D showing IC ⊢ ∆⇒ ∆′, and a cut formula A in D which is not in the
class C. As the formulas appearing in members of Γ, induction formulas and the formulas appearing
in the equality axioms and aritmetical axims are all in the class C, A is neither an induction formula,
nor a formula appearing in an equality or arithmetical axiom, nor a formula appearing in a sequent
contained in Γ. Thus, using a proof similar to the cut elimination of LK(see §5 in [11]), we get
a proof-tree D′ showing IC ⊢ ∆ ⇒ ∆′ such that in D′, every cut formula is in the class C. Since
in every other rule, the formulas over the inference line are subfurmulas of the formulas below the
inference line, and C is closed under taking subformulas, if there is a formula not in the class C
appearing in D′, there is such a formula in ∆⇒ ∆′. As ∆⇒ ∆′ contains only formulas of class C,
every formula appearing in D′ is in the class C. ⊣
Lemma 3.7 BA+ Γ∃ ⊢ A∃ ⇒ B∃ iff I∃+1 + Γ
∃ ⊢ A∃ ⇒ B∃.
Proof. If BA+Γ∃ ⊢ A∃ ⇒ B∃, then by Proposition 3.4, we can assume that every formula appearing
in the proof-tree of A∃ ⇒ B∃ is ∃+1 . In particular, every induction formula is ∃
+
1 . So every rule
appearing in the proof-tree is valid in I∃+1 and thus I∃
+
1 + Γ
∃ ⊢ A∃ ⇒ B∃.
Now, suppose that I∃+1 + Γ
∃ ⊢ A∃ ⇒ B∃. I∃+1 can be axiomatized by the system LK, the axioms
of equality, the arithmetical axioms and the ∃+1 -induction rule. Since every atomic formula is ∃
+
1
and every subformula of an ∃+1 formula is ∃
+
1 , by Lemma 3.6, there is a proof-tree D showing
I∃+1 + Γ
∃ ⊢ A∃ ⇒ B∃, such that every formula appearing in D is ∃+1 . In particular, no formula
appearing in D contains ¬, → or ∀, and thus every formula in D is in the language of BA. Also,
none of the rules (¬ ⇒), (⇒ ¬), (→⇒), (⇒→), (∀ ⇒) and (⇒ ∀) is used in D. So BA+ Γ∃ proves
A∃ ⇒ B∃, since the other rules and axioms of I∃+1 +Γ
∃ are valid in BA+Γ∃, in the sense that one
can substitute
∧
∆⇒
∨
∆′ for ∆⇒ ∆′, and the rules and axioms remain valid. Here,
∧
∅ and
∨
∅
are defined, respectively as ⊤ and ⊥. ⊣
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Definition 3.8
• For a function f : Nn → N and a formula A(x, y) in the language of BA, we say A(x, y)
defines f in N if for every a ∈ Nn and every b ∈ N, N |= A(a, b) iff f(a) = b.
• For a formula A(x, y) and a variable y, the existence sequent related to A(x, y) and y, or simply
the existence sequent of A, is denoted by E(A(x, y), y), or simply by E(A), and is defined to be
⊤ ⇒ ∃yA(x, y). If A(x, y) defines a function f in N, we also call E(A) the existence sequent
of f .
• For a formula A(x, y) and a variable y, and variables u and v not appearing in A(x, y), the
uniqueness sequent related to A(x, y), y, u and v, or simply the uniqueness sequent of A, is
denoted by U(A(x, y), y, u, v), or simply by U(A), and is defined to be A(x, u)∧A(x, v) ⇒ u = v.
If A(x, y) defines a function f in N, we also call U(A) the uniqueness sequent of f .
• For a formula A(x, y) and a function f : Nn → N, we say A(x, y) defines f in a theory T,
if it defines f in N and T proves its existence and uniqueness sequents. We call a function
provably total in a theory T, if some formula defines it in in T. If the defining formula is
Σ1, the function is called provably total recursive, or simply provably recursive in T. PT (T)
and PR(T) respectively denote the set of all provably total and the set of all provably recursive
functions of T.
Theorem 3.9 Let Γ∃ be a set of sequents such that N |= Γ∃. If a function f : Nn → N is defined
by a formula A(x, y) in BA + Γ∃, then it is also defined by the ∃+1 formula A
∃(x, y) in BA + Γ∃.
Consequently PT (BA+ Γ∃) = PR(BA+ Γ∃).
Proof. Assume that a function f : Nn → N is defined in N by a formula A(x, y). If BA+Γ∃ proves
existence and uniqueness sequents related to A(x, y), then by Proposition 3.4, it also proves the
existence and uniqueness sequents related to A∃(x, y). Since N is a model of BA + Γ∃, there is a
function g : Nn → N defined by A∃(x, y) in BA+Γ∃. But g is just equal to f , since by Proposition
3.2, BA ⊢ A(x, y)⇒ A∃(x, y) and that means if N |= A(a, f(a)) for a ∈ Nn, then N |= A∃(a, f(a)).
So f is defined by A∃(x, y) in BA+ Γ∃, which is a ∃+1 formula.
Every provably recursive function in BA+Γ∃ is clearly provably total, and thus PR(BA+Γ∃) ⊆
PT (BA + Γ∃). Conversely, as is shown above, every provably total function in BA + Γ∃ is ∃+1 -
definable in BA + Γ∃. Since ∃+1 ⊆ Σ1, every such function is provably recursive in BA + Γ
∃, and
thus PT (BA+ Γ∃) ⊆ PR(BA+ Γ∃). ⊣
Theorem 3.10 Provably recursive functions of IΣ1 are exactly primitive recursive functions, i.e.
PR(IΣ1) = PR.
Proof. [6], Chapter 4, Corollary 3.7. ⊣
Theorem 3.11 Provably recursive functions of BA are primitive recursive, i.e. PR(BA) ⊆ PR.
Furthermore these functions are ∃+1 -definable in BA.
Proof. Let f be a provably recursive function in BA. Then by Theorem 3.9, it is definable in BA
by a positive formula. So its existence and uniqueness sequents consist of positive formulas, and by
Lemma 3.7, I∃+1 proves these sequents as well. Then f is definable in I∃
+
1 by a positive formula. As
∃+1 ⊆ Σ1, f is provably recursive in IΣ1. Hence by Theorem 3.10, f is primitive recursive. ⊣
We now show that not all primitive recursive functions are provably recursive in BA. For this
purpose, we need to take a look at N∗, a specific structure, that is a model of I∃+1 , but not a model
of Iopen.
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Definition 3.12
• N∗ = N ∪ {∞} is a classical structure, where ∞ is a nonstandard element such that S∞ =
∞ +∞ = ∞ ·∞ = ∞, 0 · ∞ = ∞ · 0 = 0, ∞ < ∞, n < ∞, ∞ 6< n, and n +∞ = ∞ + n =
(n+ 1) · ∞ =∞ · (n+ 1) =∞, for every n ∈ N.
• K∗ is the Kripke model with just one irreflexive node with the structure N∗.
N
∗ is not a model of Iopen, because using induction on the open formula ¬Sx = x, one can get
Iopen ⊢ Sx = x⇒ ⊥, which is not satisfied in N
∗. To show that N∗ is a model of I∃+1 , we need the
observation that terms in the language of arithmetic correspond to polynomials with non-negative
integer coefficients. Univariate polynomials of this kind are either constant or strictly increasing over
the set of natural numbers. Also, if two such polynomials agree on infinitely many points, they are
identical. When extending the domain and codomain to N∗, we see that in the constant case, the
polynomial takes the same value at∞ as at other points, and in the strictly increasing case, it takes
the value∞ at∞. We can generalize these observations by considering terms in the language of N∗,
in the following way. Such terms correspond to multivariate polynomials with coefficients from N∗.
In the univariate case, two such polynomials agreeing on infinitely many points are equal, possibly
with exception at 0. Even in the multivariate case, either the polynomial is constantly equal to a
natural number, or it takes the value ∞ at ∞, where ∞ = 〈∞, . . . ,∞〉 with the length equal to
the number of variables of the polynomial. We use these observations to prove that N∗ has overspill
property for positive formulas.
Lemma 3.13 For every ∃+1 formula A(x) in the language of N
∗ with only x as free variable, if the
set {a ∈ N | N∗ |= A(a)} is infinite, then N∗ |= A(∞).
Proof. Since A(x) is positive, we can assume that it is of the form
∨
i ∃y
∧
j sij(x,y) = tij(x,y).
Because {a ∈ N | N∗ |= A(a)} is infinite, therefore {a ∈ N | N∗ |= ∃y
∧
j skj(a,y) = tkj(a,y)} is
infinite for some index k. For the sake of simplicity, we shall omit the index k and write the formula
∃y
∧
j skj(x,y) = tkj(x,y) as B(x) := ∃y
∧
j sj(x,y) = tj(x,y). Let S = {a ∈ N|N
∗ |= B(a)}.
We show N∗ |= B(∞) by induction on |y| (number of variables appearing in y), which implies
N
∗ |= A(∞). For the base case, |y| = 0 and hence B(x) is of the form
∧
j sj(x) = tj(x). Because
S is infinite, for every j, the polynomials corresponding to tj(x) and sj(x) agree on infinitely many
points, and thus give equal values for nonzero inputs. Hence sj(∞) = tj(∞) for every j, which
means N∗ |= B(∞).
For the induction step, assume the statment is true when |y| = n, and suppsoe |y| is n + 1 in
B(x). Let ∞ = 〈∞, . . . ,∞〉, with |∞| = |y|. If N∗ |=
∧
j sj(∞,∞) = tj(∞,∞), we are done.
Otherwise, there exists an index u such that N∗ |= su(∞,∞) 6= tu(∞,∞). Note that in this case,
one of su(x,y) and tu(x,y) must be constantly equal to some c ∈ N and the other one must take
the value∞ at (∞,∞) (they can’t both take the value∞ at (∞,∞), and if they are both constant,
then the constants must be different and S will be empty, contradicting the assumption). Without
loss of generality, assume tu(x,y) = c. We can represent su(x,y) as
∑m
i=0 x
ipi(y), where m ∈ N and
each pi(y) is a term with variables only from y. We claim that there exists v such that pv(y) is not
a constant polynomial. Suppose this is not the case, which means su(x,y) =
∑m
i=0 aix
i, for some
a0, . . . , am ∈ N
∗. Because S is infinite there exists d ∈ S such that d > c. We know N∗ |= B(d), so
in particular, su(d,y) =
∑m
i=0 aid
i = c. This implies that a0 = c and for all i > 0, ai = 0. Thus
su(x,y) = c, which leads to a contradiction as su(∞,∞) =∞. Hence our assumption was false and
there exists v such that pv(y) is not a constant polynomial. Let f : S → (N
∗)n+1 be a function such
that for every a ∈ S, N∗ |=
∧
j sj(a, f(a)) = tj(a, f(a)). The following two cases can happen:
1. range(f) is finite:
In this case there exists b ∈ range(f) such that {a ∈ N|N∗ |=
∧
j sj(a,b) = tj(a,b)} is infinite,
hence we can use the base step and the proof is complete.
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2. range(f) is infinite:
For every natural numbers 1 ≤ l ≤ n+1 and 0 ≤ l′ ≤ c, define Wl,l′ = {b ∈ range(f)|bl = l
′},
and let W =
⋃
l,l′ Wl,l′ . We claim that at least one of Wl,l′ ’s must be infinite. Suppose this
is not the case. By the assumption, range(f) \W is infinite. This implies that there exists
a nonzero a ∈ S such that f(a) 6∈ W . But this leads to a contradiction, because a > 0 and
(f(a))i > c for every 1 ≤ i ≤ n + 1, hence a
vpv(f(a)) > c, which implies su(a, f(a)) > c.
Therefore for some h, h′, Wh,h′ is infinite. Let B
′(x) be the formula obtained by removing the
existensial quantifier over yh in B(x) and substituting every free occurence of yh by h
′. By
the fact that Wh,h′ is infinite we get {a ∈ N|N
∗ |= B′(a)} is also infinite. Note that B′(x) has
less y variabels, so by induction hypothesis N∗ |= B′(∞), which implies N∗ |= B(∞).
⊣
Lemma 3.14
1. N∗ is a (classical) model of I∃+1 .
2. K∗ is a model of BA.
Proof.
1. It’s easy to check that N∗ satisfies arithmetical axioms and thus we only need to show that
it satisfies the induction schema. Suppose A(x,y) is a ∃+1 formula and N
∗ |= ∀xy (A(x,y) →
A(Sx,y)). If N∗ |= A(0,b) for some b ∈ N∗, then {a ∈ N | N∗ |= A(a,b)} = N and by Lemma
3.13 N∗ |= A(∞,b). Hence N∗ |= ∀xy (A(x,y) → A(Sx,y))⇒ ∀xy (A(0,y)→ A(x,y)).
2. Use first part and Theorem 2.18 in [1].
⊣
Lemma 3.15 Let A be a formula in the language of arithmetic.
1. If A is positive and N |= A then N∗ |= A.
2. If N |= ∃y (y > x ∧ A), then K∗  A[y/∞].
Proof.
1. We use induction on the number of free variables of A. If A is a sentence, then since it is
an existential sentence, and N is a classical substructure of N∗, we get N∗ |= A. If xy is
the sequence of variables free in A, then by induction hypothesis, for every b ∈ N we have
N
∗ |= A[y/b]. This shows that for every a ∈ N∗, {b ∈ N|N∗ |= A[x/a][y/b]} = N. Thus by
Lemma 3.13 we have N∗ |= A.
2. By Proposition 3.2 we have N |= ∃y (y > x ∧ A∃). By item 1 we get N∗ |= ∃y (y > x ∧ A∃),
which shows that N∗ |= A∃[y/∞], and thus K∗  A∃[y/∞]. Since K∗ consists of just one
irreflexive node, we have K∗  A∃ ⇔ A, which yields what is desired.
⊣
Definition 3.16 A set A ⊆ N is provably decidable in a theory T if χA, i.e. its characteristic
function is provably recursive in T.
Theorem 3.17 The provably decidable sets of BA are exactly the sets A ⊆ N that are either finite
or co-finite (i.e. Ac is finite).
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Proof. Let A be a provably decidable set in BA, so χA is a provably recursive function in BA.
Then there exists a ∃+1 formula A(x, y) such that
• BA ⊢ E(A),
• BA ⊢ U(A),
• N |= A(a, χA(a)), for every a ∈ N.
Let B(x, y) ≡ ∃z (A(x, z) ∧ ((z = 0 ∧ y = 0) ∨ (z > 0 ∧ y = 1))), then we have
• BA ⊢ E(B),
• BA ⊢ U(B),
• N |= B(a, χA(a)), for every a ∈ N.
If both A and Ac are infinite, we have
• N |= ∃y (y > x ∧B(x, 0))
• N |= ∃y (y > x ∧B(x, 1)).
Then by Lemma 3.15, K∗  B(∞, 0) and K∗  B(∞, 1), which show that BA 0 U(B) and this
leads to a contradiction. Hence either A or Ac is finite.
Now suppose A ⊆ N is finite. Then A has an upper bound, say M . Define the formula A(x, y) ≡
(x > M ∧ y = 0) ∧
M∧
i=0
(x = i∧ y = χA(i)). It’s easy to see that A(x, y) defines χA in N and it’s also
provably recursive in BA. A similar argument works when Ac is finite. ⊣
Remark 3.18 Consider the primitive recursive function Even(n) =
{
1 n = 2k
0 n = 2k + 1
. If it is prov-
ably recursive in BA, then A = {a ∈ N|Even(a) = 1} is a provably decidable set in BA. Then by
Theorem 3.17, A is either finite or co-finite, which leads to a contradiction in either case. Hence
Even(n) is not provably recursive in BA, which shows that PR(BA) 6= PR.
One of the most important consequences of Theorem 3.17 is that given any (definable) coding
function, the decoding function is not provably recursive in BA. Let C(x, y, z) and D(x, y) be two
formulas defining the graphs of a pairing function and projection on the first entry, respectively. We
have the following corollary.
Corollary 3.19 There are no formulas C(x, y, z) and D(x, y) with presented free variables such
that:
1. N |= ∃z C(x, y, z),
2. N |= C(x, u, z) ∧C(x, v, z)⇒ u = v,
3. N |= C(x, y, z)⇒ D(z, x),
4. BA ⊢ E(D),
5. BA ⊢ U(D).
Proof. Let An = {a ∈ N|N |= D(a, n)}. By (1) and (3) A0 and A1 are not empty and because of
(2) they are infinite. Define B(x, y) ≡ ∃z (D(x, z) ∧ ((z = 0 ∧ y = 1) ∨ (z > 0 ∧ y = 0))). Then by
(4) and (5) we have:
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• BA ⊢ E(B),
• BA ⊢ U(B),
• N |= B(a, χA0(a)), for every a ∈ N.
That means by theorem 3.9 A0 is a provably decidable set in BA, and then by Theorem 3.17, A0
is either finite or co-finite. But A0 and A1 ⊆ A
c
0 are infinite which leads to a contradiction. ⊣
Corollary 3.20 The cut-off function with the following definition x ∸ y =
{
0 x < y
x− y x ≥ y
is not
provably recursive in BA.
Proof. Suppose the cut-off function x ∸ y is definable in BA with a positive formula A(x, y, z). By
definition of the cut-off function we have:
• N |= ∃y(y > x ∧A(y, y, 0)),
• N |= ∃y(y > x ∧A(Sy, y, 1)).
Hence by Lemma 3.15, K∗  A(∞,∞, 0) and also K∗  A(S∞,∞, 1). By the fact that K∗  S∞ =
∞, we haveK∗ 6 U(A) which shows BA 6⊢ U(A) and this leads to a contradiction. Hence the cut-off
function is not provably recursive in BA. ⊣
Corollary 3.21 Suppose P (x) is a formula that defines prime numbers (or even an infinite subset
of prime numbers). Then BA 6⊢ P (x) ∧ y|x⇒ y = 1 ∨ y = x.
Proof. Because N |= ∃y(y > x∧P (y)), by Lemma 3.15, we have K∗  P (∞). Moreover,K∗  2|∞,
and hence K∗ 6 P (∞) ∧ 2|∞ ⇒ 2 = 1 ∨ 2 =∞. Thus BA 6⊢ P (x) ∧ y|x⇒ y = 1 ∨ y = x. ⊣
Remark 3.22 The uniqueness sequent related to a formula A can be defined in different ways
which are equivalent in HA or PA; but not necessarily equivalent in BA. Some of them are in the
following list.
• A[y/u] ∧ A[y/v]⇒ u = v
• ⊤ ⇒ ∀zuv(A[y/u] ∧ A[y/v]→ u = v)
• ⊤ ⇒ A[y/u] ∧A[y/v]→ u = v
• A[y/u]⇒ A[y/v]→ u = v
• A[y/u] ∧ A[y/v]⇒ ⊤→ (⊤ → u = v)
• ¬u = v ⇒ ¬A[y/u] ∨ ¬A[y/v]
By faithfulness of BA (Corollay 2.3), the first two definitions are equivalent, if every free variable
appearing after ∀zuv is bound. We can also prove some similar statements about the provably
recursive functions if we take the third definition, and we will do that. However, the other definitions
may need different treatments.
The importance of taking the third definition comes from the fact that the cut-off function
becomes provably recursive in BA, by the defining formula A(x, y, z) ≡ (x < y ∧ z = 0)∨ x = y+ z.
To prove it, we first use induction rule to show that BA ⊢ y + u = y + v → u = v, noting that
BA ⊢ 0+ u = 0+ v → u = v and BA ⊢ y+ u = y+ v → u = v ⇒ Sy+ u = Sy+ v → u = v. Then,
we use induction rule to show that BA ⊢ ¬x < x, which together with the previous result, implies
that BA ⊢ A(x, y, u) ∧ A(x, y, v) → u = v. Finally, by using the fact that BA ⊢ x < y ∨ y ≤ x, we
get BA ⊢ ∃zA(x, y, z).
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Definition 3.23 For a formula A, the semi-positive part of A is denoted by A∀ and is defined
recursively as follows:
• A∀ ≡ A if A is atomic,
• A∀ ≡ A′∀ ◦A′′∀ if A is of the form A′ ◦A′′ and ◦ is ∨ or ∧,
• A∀ ≡ ∃uA′∀ if A is of the form ∃uA′,
• A∀ ≡ ∀u(A′∃ → A′′∃) if A is of the form ∀u(A′ → A′′).
Proposition 3.24 For any formula A, BA ⊢ A∀ ⇒ A∃.
Proof. Straightforward by induction on complexity of A. ⊣
Proposition 3.25 If BA+ Γ∃ ⊢ A⇒ B, then BA+ Γ∃ ⊢ A∀ ⇒ B∀.
Proof. We prove the claim by induction on the height of the proof-tree of A⇒ B. If A⇒ B is an
axiom, then A∀ ⇒ B∀ is also an axiom. If A⇒ B ∈ Γ∃, then A and B are positive and so are equal
to their semi-positive parts, and then A∀ ⇒ B∀ ∈ Γ∃. Thus the base case is proved. Now suppose
that A⇒ B is proved by rule 19. Then B is of the form ∀x(C → D) and BA + Γ∃ ⊢ A ∧ C ⇒ D.
So by Proposition 3.4, BA + Γ∃ ⊢ A∃ ∧ C∃ ⇒ D∃ and by applying rule 19, BA + Γ∃ ⊢ A∃ ⇒ B∀.
Then by Proposition 3.24, BA+Γ∃ ⊢ A∀ ⇒ B∀. If A⇒ B is obtained by any other rule, A∀ ⇒ B∀
can be obtained by the same rule, since if we replace any formula appearing in the rule with its
semi-positive part, we will get a valid rule of the same form. ⊣
Corollary 3.26 If BA ⊢ A[y/u] ∧ A[y/v]→ u = v then BA ⊢ A∃[y/u] ∧ A∃[y/v]→ u = v.
Proof. Straightforward by Proposition 3.25. ⊣
3.2 Provably Recursive Functions of Extensions of BA
In the last section, we showed that the provably recursive functions of BA are primitive recursive,
however there are some primitive recursive functions that are not provably recursive in BA. In
this section, we consider three extensions of BA that their provably recursive functions are exactly
primitive recursive functions. The first extension is by adding the cancellation law to BA, the second
one is obtained by adding a symbol for the cut-off function to the language of BA, and the third
one is the theory EBA, introduced in [1]. As is known, the cut-off function is a primitive recursive
function, and it turns out that adding a symbol for it to the language of BA, and its properties as
additional axioms, will result then that the provably recursive functions of this extension captures
all primitive recursive functions. We show that the first two extensions of BA coincide in some
sense, see Theorem 3.42. The theory EBA that is an extension of BA by adding the sequent axiom
⊤ → ⊥ ⇒ ⊥, is a stronger theory than the previous two extensions of BA, and is very close to
HA in some respects, however still weaker than that. For more details on motivations and some
properties of EBA, that we will use in this paper, see [1].
Definition 3.27 The axiom U is x+ z = y + z ⇒ x = y.
Definition 3.28 For a quantifier free formula A, the positive equivalent and the positive negation
of A are respectively denoted by A+ and A¬, and are defined recursively as follows:
• ⊤+ ≡ ⊤ and ⊤¬ ≡ ⊥,
• ⊥+ ≡ ⊥ and ⊥¬ ≡ ⊤,
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• (s = t)+ ≡ s = t and (s = t)¬ ≡ s < t ∨ t < s, if s and t are terms,
• (s < t)+ ≡ s < t and (s < t)¬ ≡ s = t ∨ t < s, if s and t are terms,
• A+ ≡ A′+ ∧ A′′+ and A¬ ≡ A′¬ ∨ A′′¬, if A is of the form A′ ∧ A′′,
• A+ ≡ A′+ ∨ A′′+ and A¬ ≡ A′¬ ∧ A′′¬, if A is of the form A′ ∨ A′′,
• A+ ≡ A′¬ ∨ A′′+ and A¬ ≡ A′+ ∧ A′′¬, if A is of the form A′ → A′′.
Lemma 3.29 For every quantifier free formula A, A+ and A¬ are positive formulas such that
I∃+1 +U ⊢ A⇔ A
+ and I∃+1 +U ⊢ ¬A⇔ A
¬.
Proof. The first part of the lemma is obvious. For the second part, we first note that I∃+1 ⊢ x <
y ∨ x = y ∨ y < x. Now we prove the lemma by induction on complexity of A.
• If A is of the form s = t, for some terms s and t, then A¬ is s < t ∨ t < s. Hence I∃+1 ⊢ ¬(s =
t)⇒ s < t ∨ t < s. On the other hand, I∃+1 +U ⊢ x < x⇒ ⊥, so I∃
+
1 +U ⊢ s < t ∨ t < s⇒
¬(s = t).
• If A is of the form s < t, for some terms s and t, then A¬ is s = t ∨ t < s. Hence I∃+1 ⊢ ¬(s <
t)⇒ s = t∨ t < s. On the other hand, since I∃+1 +U ⊢ x < x⇒ ⊥ and I∃
+
1 +U ⊢ x < y∧y <
x⇒ ⊥, we get I∃+1 +U ⊢ s = t ∨ t < s⇒ ¬(s < t).
• If A is of the form A′ → A′′, then I∃+1 +U ⊢ A
′ → A′′ ⇔ ¬A′ ∨ A′′ and I∃+1 +U ⊢ ¬(A
′ →
A′′) ⇔ A′ ∧ ¬A′′. By the induction hypothesis, I∃+1 + U ⊢ A
′ → A′′ ⇔ A′¬ ∨ A′′+ and
I∃+1 +U ⊢ ¬(A
′ → A′′)⇔ A′+ ∧ A′′¬.
It’s routine to check the other cases for A. ⊣
Remark 3.30 Note that I∃+1 0 ¬(x = y)⇔ (x = y)
¬ and I∃+1 0 ¬(x = y)⇔ (¬(x = y))
+, for the
following reason. By Lemma 3.14, N∗ is a model of I∃+1 such that N
∗ |= ∞ =∞, N∗ |= (∞ = ∞)¬
and N∗ |= (¬(∞ =∞))+. So the axiom U is necessary for the proof of Lemma 3.29.
Lemma 3.31 For every ∃1 formula A, there exists a ∃
+
1 formula B with the same free variables as
A, such that I∃+1 +U ⊢ A⇔ B.
Proof. Since A is ∃1, we have I∃
+
1 +U ⊢ A⇔ ∃yC for some quantifier free formula C. If we define
B := ∃yC+, then by Lemma 3.29, I∃+1 +U ⊢ A⇔ B. ⊣
Theorem 3.32 (MRDP Theorem) For every Σ1 formula A, there exists a ∃
+
1 formula B with the
same free variables as A, such that I∃+1 +U ⊢ A⇔ B.
Proof. Let a Σ1 formula A is given. By Corollary 4.11 in [7], there exists a ∃1 formula C with the
same free variables as A, such that I∃1 ⊢ A⇔ C. By Lemma 3.31, for every ∃1 formula A(x,y) there
exists formula ∃+1 formula B(x,y) such that I∃
+
1 +U ⊢ A ⇔ B. Also I∃
+
1 +U ⊢ ∀xy (B(x,y) →
B(Sx,y))⇒ ∀xy (B(0,y)→ B(x,y)), so I∃+1 +U ⊢ ∀x,y(A(x,y) → A(Sx,y))⇒ ∀x,y(A(0,y) →
A(x,y)). Then I∃+1 +U ⊢ I∃1. Hence I∃
+
1 +U ⊢ A ⇔ C. Also By Lemma 3.31, there exists a ∃
+
1
formula B with the same free variables as C such that I∃+1 +U ⊢ C ⇔ B. Hence I∃
+
1 +U ⊢ A⇔ B.
⊣
Corollary 3.33 I∃+1 +U ⊣⊢ IΣ1
Proof. By Theorem 3.32, I∃+1 +U ⊢ IΣ1. Also IΣ1 ⊢ U, so IΣ1 ⊢ I∃
+
1 +U. ⊣
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Corollary 3.34 Provably recursive functions of I∃+1 +U are exactly primitive recursive functions,
i.e. PR(I∃+1 +U) = PR. Furthermore these functions are ∃
+
1 -definable in I∃
+
1 +U.
Proof. Combine Corollary 3.33 and Theorems 3.10 and 3.32. ⊣
Theorem 3.35 Provably recursive functions of BA +U are exactly primitive recursive functions,
i.e. PR(BA+U) = PR. Furthermore these functions are ∃+1 -definable in BA+U.
Proof. If a function f : Nn → N is provably recursive in BA+U, then by Theorem 3.9 there exists
a ∃+1 formula A(x, y) such that:
• BA+U ⊢ E(A),
• BA+U ⊢ U(A),
• N |= A(a, f(a)), for every a ∈ Nn.
Then by Lemma 3.7:
• I∃+1 +U ⊢ E(A),
• I∃+1 +U ⊢ U(A).
So f is provably recursive in I∃+1 + U and by Corollary 3.34, f is primitive recursive. Therefore
PR(BA+U) ⊆ PR. Now suppose g : Nm → N is a primitive recursive function. Then by Corollary
3.34, there exists a ∃+1 formula B(x, y) such that:
• I∃+1 +U ⊢ E(B),
• I∃+1 +U ⊢ U(B),
• N |= B(b, g(b)), for every b ∈ Nm.
Thus by Lemma 3.7,
• BA+U ⊢ E(B),
• BA+U ⊢ U(B),
and hence PR ⊆ PR(BA+U). ⊣
Theorem 3.36 Provably recursive functions of I∃+1 are exactly primitive recursive functions, i.e.
PR(I∃+1 ) = PR.
Proof. The idea of the proof is essentially due to [5]. Let f : Nn → N be a primitive recursive
function. By 3.34, there is a positive open formula A(x, y, z) such that f is definable in I∃+1 +U by
the formula ∃zA(x, y, z), where z = (z1, . . . , zm). Without loss of generality, we can assume that z is
nonempty, because we can consider A(x, y, z)∧z = z instead of A(x, y, z). Suppose x, y′, y′′, z′1, . . . ,
z′m, z
′′
1 , . . . , z
′′
m, u, v and w are pairwise distinct fresh variables, z
′ = (z′1, . . . , z
′
m), z
′′ = (z′′1 , . . . , z
′′
m),
t ≡ y + z1 · · ·+ zm, t
′ ≡ y′ + z′1 · · ·+ z
′
m and t
′′ ≡ y′′ + z′′1 · · ·+ z
′′
m, and let:
U(x) ≡ ∀uvw(u + v + w ≤ x ∧ u+ w = v + w → u = v),
B(x, y, z) ≡ U(t) ∧ A(x, y, z) ∧ ∀y′z′(t′ ≤ t ∧ A(x, y′, z′)→ y = y′),
C(x, y, z) ≡ ¬U(t) ∧ y = 0 ∧ ∀y′z′(t′ ≤ t→ ¬B(x, y′, z′)),
D(x, y) ≡ ∃z(B(x, y, z) ∨ C(x, y, z)).
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It’s easy to see that U(x), B(x, y, z) and C(x, y, z) are ∆0 formulas, and thus D(x, y) is a Σ1 formula.
Since I∃+1 +U ⊢ U(∃zA(x, y, z)), we have I∃
+
1 +U ⊢ A(x, y, z)⇒ ∀y
′z′(A(x, y′, z′)→ y = y′), and
because I∃+1 +U ⊢ E(∃zA(x, y, z)), we get I∃
+
1 ⊢ ∀uvw(u + w = v + w → u = v)⇒ ∃y∃zB(x, y, z).
Hence I∃+1 ⊢ ∀yz¬B(x, y, z)⇒ ∃x¬U(x). Now, we note that
I∃+1 ⊢ ¬U(x) ∧ y = 0 ∧ z1 = 0 ∧ · · · ∧ zm−1 = 0 ∧ zm = x⇒ ¬U(t) ∧ y = 0,
which together with the previous result, yields I∃+1 ⊢ ∀yz¬B(x, y, z) ⇒ ∃y∃zC(x, y, z). As I∃
+
1 ⊢
∀yz¬B(x, y, z) ∨ ∃y∃zB(x, y, z), we get I∃+1 ⊢ E(D).
Now we show that I∃+1 ⊢ U(D). For this purpose, we argue as follows.
1. We first show I∃+1 ⊢ B(x, y, z) ∧ C(x, y
′′, z′′) ⇒ ⊥. This can be proven using I∃+1 ⊢ t ≤
t′′ ∨ t′′ ≤ t, I∃+1 ⊢ t ≤ t
′′ ∧ C(x, y′′, z′′) ⇒ ¬B(x, y, z) (by definition of C(x, y′′, z′′)) and
I∃+1 ⊢ t
′′ ≤ t ∧B(x, y, z)⇒ U(t′′) (by definitions of B(x, y, z) and U(t′′)).
2. Then, we show that I∃+1 ⊢ B(x, y, z) ∧B(x, y
′′, z′′)⇒ y = y′′. This is true because I∃+1 ⊢ t ≤
t′′ ∨ t′′ ≤ t, I∃+1 ⊢ t ≤ t
′′ ∧ B(x, y′′, z′′) ∧ A(x, y, z) ⇒ y = y′′ (by definition of B(x, y′′, z′′))
and I∃+1 ⊢ t
′′ ≤ t ∧B(x, y, z) ∧ A(x, y′′, z′′)⇒ y = y′′ (for a similar reason).
3. At last, it’s easy to see that I∃+1 ⊢ C(x, y, z)∧C(x, y
′′, z′′)⇒ y = y′′, since I∃+1 ⊢ C(x, y, z)⇒
y = 0 and I∃+1 ⊢ C(x, y
′′, z′′)⇒ y′′ = 0.
Combining these three facts, we get what was claimed.
Finally, as I∃+1 +U ⊢ A(x, y, z) ⇔ B(x, y, z) and I∃
+
1 +U ⊢ C(x, y, z) ⇒ ⊥, we get I∃
+
1 +U ⊢
∃zA(x, y, z) ⇔ D(x, y). As N |= I∃+1 +U, we see that D(x, y) defines f in N. Thus f is definable
by a Σ1 formula in I∃
+
1 . Consequently PR ⊆ PR(I∃
+
1 ).
For the other way around, i.e. PR(I∃+1 ) ⊆ PR, it is enough to note that IΣ1 ⊢ I∃
+
1 and use
Theorem 3.10. ⊣
Corollary 3.37 MRDP theorem does not hold in I∃+1 , i.e. there is a Σ1 formula A with no positive
formula B such that I∃+1 ⊢ A⇔ B.
Proof. The cut-off function is primitive recursive, and thus by Theorem 3.36, it is provably recursive
in I∃+1 . Let A be a Σ1 formula that defines the cut-off function in I∃
+
1 . If there is a positive formula
B such that I∃+1 ⊢ A ⇔ B, then I∃
+
1 proves existence and uniqueness sequents of B. By Lemma
3.7, BA proves these sequents as well. This contradicts with Corollary 3.20. ⊣
Now we consider another extension of BA. In this new extension, we augment a primitive
recursive function, the cut-off function symbol to the language, and its related axioms to to the
theory. It turns out that this extension of BA coincides with BA+U.
Let BAc be a new theory in the language Lc = L ∪ {∸} consisting of the following rules and
axioms:
1. BQC for Lc-formulas,
2. non-logical axioms of BA,
3. rule of induction and induction axiom schema for Lc-formulas,
4. x ≤ y ⇒ x ∸ y = 0,
5. y ≤ x⇒ Sx ∸ y = S(x ∸ y).
As we saw, by the last two axioms of BAc, the intended meaning of ∸ is the cut-off function. Note
that by Corollary 3.20, the cut-off function is not provably recursive in BA, hence BAc is probably
stronger than BA. The next theorem states that it is indeed the case, by showing that BAc and
BA +U prove the same L-sentences. We need the following definitions and lemmas to prove the
theorem.
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Definition 3.38 Let A, B and C be formulas. The new formula A[B/C] is constructed by simulta-
neously replacing every occurence of B in A with C if no bound variable of C is used in A, otherwise
A[B/C] is A.
Lemma 3.39 For every Kripke model K, every formulas A, B and C, if K  B ⇔ C, then
K  A⇔ A[B/C].
Proof. By induction on complexity of A. ⊣
Definition 3.40 Let ≺ be a total well-order on Lc-formulas. For every Lc-formula A, define the
formula An recursively as follows:
1. A0 ≡ A,
2. If there is a ≺-least sub-formula of An+1 such that it is of the form of B(t ∸ s) for some terms
s and t, then let An+1 be An[B(s∸ t)/C] such that C ≡ ∃z(((t < s∧ z = 0)∨ t = s+ z)∧B(z))
for a new variable z, otherwise let An+1 be An.
For every Lc-formula A, Let A
∗ be An for some n with An = An+1.
Note that because ≺ is a total well-order and every Lc-formula A is a finite string, A
∗ is well-defined
and it is a L-formula.
Lemma 3.41 BAc ⊢ U.
Proof. We will show that BAc ⊢ (x + y) ∸ y = x by induction rule of BAc on the formula
(x+y)∸y = x with x as induction variable. Let K  BAc. It is easy to see that K  (0+y)∸y = 0.
To prove the induction step, let k ∈ K and a, b ∈ D(k) be such that k  (a+ b) ∸ b = a. Note that
k  b < Sa+ b, hence k  (Sa+ b) ∸ b = S((a+ b) ∸ b) which implies k  (Sa+ b) ∸ b = Sa. This
completes the induction step, hence by completeness theorem, BAc ⊢ (x + y) ∸ y = x. Using this
fact, it is easy to prove the Lemma. ⊣
Theorem 3.42 For every Lc-formulas A and B, BAc ⊢ A⇒ B iff BA+U ⊢ A
∗ ⇒ B∗.
Proof. We only prove the left to right statement. The proof the opposite direction is similar using
Lemma 3.41. Suppose BAc ⊢ A ⇒ B for some Lc-formulas A and B, and suppose K is a Kripke
model of BA +U. Define C(x, y, z) ≡ (x < y ∧ z = 0) ∨ x = y + z. Note that BA +U ⊢ E(C)
and by the axiom U, BA+U ⊢ U(C). Also, for every natural numbers a and b, N |= C(a, b, a ∸ b).
Hence C(x, y, z) defines the cut-off function in BA+U. LetK′ be a Kripke model defined by adding
a binary function to every node k of K interpreting the symbol ∸, the graph of which is equal to
the set {(a, b, c) ∈ D(k)3|k  C(a, b, c)}. By what was just discussed, K′ forces the two axioms of
BAc that define the cut-off function. Now, we can see that the rule and the axiom of induction for
L-formulas are forced in K′. Also, using Lemma 3.39 and the way that the ∸ is interpreted in K′,
it can be proved that for every Lc-formula A, K
′
 A⇔ A∗. Thus, K′ forces the axiom and rule of
induction for Lc-formulas, which shows K
′
 BAc. This implies that K
′
 A⇒ B, so by the above
explanation K′  A∗ ⇒ B∗. By the way that K′ is defined, K and K′ force the same L-formulas.
Therefore K  A∗ ⇒ B∗, and hence by completeness theorem, the statement is proved. ⊣
Corollary 3.43 Provably recursive functions of BAc are exactly primitive recursive functions, i.e.
PR(BAc) = PR. Furthermore they are definable in BAc by ∃
+
1 formulas in the language L.
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Proof. Straightforward by Theorems 3.35 and 3.42. ⊣
Now we consider the third extension of BA, i.e., EBA = BA + ⊤ → ⊥ ⇒ ⊥, introduced in
[1]. To find out the the provably recursive functions of EBA, we use a result form [9], in which the
author introduced the notion of primitive recursive realizability for the language of BA, and showed
that its provably recursive functions are primitive recursive. The following definition is from [9].
Definition 3.44 (Primitive Recursive Realizablity) Let ϕn be the n-th partial recursive function,
pi1 and pi2 be the primitive recursive projections of a fixed primitive recursive pairing function 〈·, ·〉,
and PR(x) be a formula such that N |= PR(n) implies ϕn ∈ PR. For a sequence x = (x1, . . . , xm),
ϕn(x) is understood as ϕn(〈x1, 〈x2, . . . , 〈xm−1, xm〉〉〉). For a formula A, x q
PRA is defined by
induction on complexity of A:
• x qPRA ≡ A, for atomic A.
• x qPR(B ∧ C) ≡ (pi1(x)q
PRB) ∧ (pi2(x)q
PRC).
• x qPR(B ∨ C) ≡ (pi1(x) = 0 ∧ pi2(x) q
PRB) ∨ (pi1(x) 6= 0 ∧ pi2(x) q
PRC).
• x qPR ∃yB(y) ≡ pi2(x) q
PRB(pi1(x)).
• xqPR∀z(B(z)→ C(z)) ≡ PR(x)∧∀yz (yqPRB(z)→ ϕx(y, z)q
PRC(z))∧∀z(B(z) → C(z)).
For a sequent A ⇒ B, x qPR(A ⇒ B) ≡ PR(x) ∧ ∀yz (y qPRA → ϕx(y, z) q
PRB) ∧ (A → B),
where z = (z1, . . . , zn) is the sequence of all free variables in A⇒ B in the appearing order.
Theorem 3.45 For all sequents A ⇒ B, if EBA ⊢ A ⇒ B, then N |= n qPR(A ⇒ B) for some
natural number n.
Proof. Suppose ϕn is the zero function, then N |= n q
PR(⊤ → ⊥ ⇒ ⊥). The rest of the proof is
similar to the proof of Theorem 4.4 in [9]. ⊣
Corollary 3.46 For every formula A(x, y) with the presented free variables, if EBA ⊢ ∃y A(x, y),
then there is a (unary) primitive recursive function f such that N |= A(a, f(a)) for all a ∈ Nn, where
f(a) for a sequence a = (a1, . . . , an) means f(〈a1, 〈a2, . . . , 〈an−1, an〉〉 . . . 〉).
Proof. Similar to the proof of Corollary 4.5 in [9]. ⊣
Theorem 3.47 Provably recursive functions of EBA are exactly primitive recursive functions, i.e.
PR(EBA) = PR. Furthermore these functions are ∃+1 -definable in EBA.
Proof. By Corollary 3.46, provably recursive functions ofEBA are primitive recursive, i.e. PR(EBA) ⊆
PR. On the other hand, EBA ⊢ U, so by Theorem 3.35, all primitive recursive functions are defined
by ∃+1 formulas in EBA, and thus PR ⊆ PR(EBA). ⊣
4 MRDP theorem in BA and some of its extensions
In this section we consider the well-known MRDP theorem in BA and its extensions defined in
the last section. We show that in BA and in two of its extensions, i.e., BA augmented by the
cancellation law and also BA augmented by the cut-off function, the MRDP theorem does not hold.
However, EBA is strong enough to have the MRDP theorem.
In the last part of this section, we will have a closer look at EBA, and obtain some of its nice
properties with relation to some classical fragments of PA.
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Notation 4.1 Let T be a theory. Then:
• T ⊢ MRDP means that for every Σ1 formula A there exists a ∃
+
1 formula B with the same
free vraiables as A such that T ⊢ A⇔ B,
• T ⊢ MRDP means that for every Σ1 formula A there exists a ∃
+
1 formula B with the same
free vraiables as A such that T ⊢ A↔ B.
Theorem 4.2 If HA+ Γ∃ 0 ⊥, then BA+ Γ∃ 0MRDPw.
Proof. Let A be the Σ1 formula defined as A ≡ ⊤ → ⊥. Suppose that BA+Γ
∃ ⊢MRDPw. Then
there exists a ∃+1 formula B such that BA + Γ
∃ ⊢ A ↔ B. Then, in particular, BA + Γ∃ ⊢ (⊤ →
⊥) → B. Hence by Proposition 3.25, BA + Γ∃ ⊢ ⊤ → B. So HA + Γ∃ ⊢ A. Then HA+ Γ∃ ⊢ ⊥,
which leads to a contradiction. ⊣
Corollary 4.3 Neither MRDPw nor MRDP can be proved in BA, BA+U or BAc.
Proof. For BA and BA+U, the proof is straightforward by Theorem 4.2. For BAc, we note that
for every positive formula A in the language Lc, A
∗ is a positive formula in the language L, and
thus by Theorem 3.42, the claim is reduced to that of BA+U. ⊣
Definition 4.4 EB∆0 is formalized by the axioms and rules of EBA, except that axiom and rule
of induction are restricted to ∆0 formulas.
Definition 4.5 For a ∆0 formula A, the bounded negation of A is denoted by A
¬∆0 and is defined
recursively as follows:
• ⊤¬∆0 ≡ ⊥,
• ⊥¬∆0 ≡ ⊤,
• (s = t)¬∆0 ≡ t < s ∨ s < t, if s and t are terms,
• (s < t)¬∆0 ≡ t < s ∨ s = t, if s and t are terms,
• A¬∆0 ≡ B¬∆0 ∨C¬∆0 if A is of the form B ∧ C,
• A¬∆0 ≡ B¬∆0 ∧C¬∆0 if A is of the form B ∨ C,
• A¬∆0 ≡ B ∧C¬∆0 if A is of the form B → C,
• A¬∆0 ≡ ∀x(x < t→ B(x)¬∆0) if A is of the form ∃x(x < t ∧B(x)),
• A¬∆0 ≡ ∃x(x < t ∧B(x)¬∆0) if A is of the form ∀x(x < t→ B(x)).
Lemma 4.6 For every ∆0 formula A, EB∆0 ⊢ A ∨ A
¬∆0 .
Proof. We use induction on complexity of A. If A is of the form s = t or s < t, then A ∨ A¬∆0 is
equivalent to s = t∨ s < t∨ t < s, and this can be proved similar to Proposition 2.6 in [1]. Suppose
that A ≡ ∃x(x < s ∧ B(x)). Define C(y) ≡ ∃x(x < y ∧ B(x)) ∨ ∀x(x < y → B(x)¬∆0), where
y doesn’t occur in A(x). From the induction hypothesis EB∆0 ⊢ B(y) ∨ B(y)
¬∆0 , it can easily
be derived that EB∆0 ⊢ C(y) ⇒ C(Sy). So by the induction rule, EB∆0 ⊢ C(0) ⇒ C(y). Also
from EB∆0 ⊢ x < 0 ⇒ ⊥, we have EB∆0 ⊢ x < 0 ⇒ B(x)
¬∆0 , and thus EB∆0 ⊢ C(0). Hence
EB∆0 ⊢ C(y) and EB∆0 ⊢ C(s). The same argument works for the case where A is of the form
∀x(x < t→ B(x)). The other cases are easy to verify. ⊣
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Lemma 4.7 For every ∆0 formulas A and B, the following hold:
1. EB∆0 ⊢ A
¬∆0 ⇔ ¬A
2. EB∆0 ⊢ A ∨ ¬A
3. EB∆0 ⊢ ⊤ → A⇔ A
4. EB∆0 ⊢ A⇔ ¬¬A
5. EB∆0 ⊢ A→ B ⇔ ¬A ∨B
Proof.
1. Use induction on complexity of A, Lemma 4.6 and the fact that EB∆0 ⊢ ⊤ → ⊥⇒ ⊥.
2. Straightforward by Lemma 4.6 and item 1.
3. Use item 2 and the fact that EB∆0 ⊢ ⊤ → ⊥⇒ ⊥.
4. Use item 2 and the fact that EB∆0 ⊢ ⊤ → ⊥⇒ ⊥.
5. Use item 2 for A and item 3 for B.
⊣
The following Lemma shows that EBA proves the least number principle for ∆0 formulas.
Lemma 4.8 For every ∆0 formula A(x), EB∆0 ⊢ ∃xA(x)⇒ ∃x(A(x) ∧ ∀y(y < x→ ¬A(x))).
Proof. Define B(x) ≡ ∀y(y < x→ ¬A(y))∨∃y(y < x∧A(y)∧∀z(z < y → ¬A(z))), where x doesn’t
occur in A(y). we have:
• EB∆0 ⊢ ∀y(y < x→ ¬A(y)) ∧ ¬A(x)⇒ ∀y(y < Sx→ ¬A(y)),
• EB∆0 ⊢ ∀y(y < x→ ¬A(y)) ∧ A(x)⇒ ∃y(y < Sx ∧ A(y) ∧ ∀z(z < y → ¬A(z))),
• EB∆0 ⊢ ∃y(y < x ∧A(y) ∧ ∀z(z < y → ¬A(z)))⇒ ∃y(y < Sx ∧ A(y) ∧ ∀z(z < y → ¬A(z))).
By Lemma 4.7, EB∆0 ⊢ A(x) ∨ ¬A(x). By the above items we have EB∆0 ⊢ B(x) ⇒ B(Sx), and
by the induction rule, EB∆0 ⊢ B(0)⇒ B(x). We also have EB∆0 ⊢ B(0), and thus EB∆0 ⊢ B(x).
Lemma 4.7 implies that EB∆0 ⊢ ∀y(y < x → ¬A(y)) ∧ ∃y(y < x ∧ A(y)) ⇒ ⊥. Therefore
EB∆0 ⊢ ∃y(y < x∧A(y))⇒ ∃y(y < x∧A(y)∧∀z(z < y → ¬A(z))), and hence EB∆0 ⊢ ∃yA(y)⇒
∃y(A(y) ∧ ∀z(z < y → ¬A(z))). ⊣
Lemma 4.9 For every Kripke model K such that K  EB∆0 and a node k and a ∆0 formula A(x)
in L(k), if k  A(x) then Mk |= A(x).
Proof. We prove the Lemma by induction on complexity of A(x). If A(x) is of the form ∀i(i <
t(x)→ C(x, i)), then for every a ∈ D(k), k  ∀i(i < t(a)→ C(a, i)). This means that
for every a ∈ D(k), every k′ ≻ k, and every c ∈ D(k′), if k′  c < t(a) then k′  C(a, c).
Then by Lemma 4.7, for every a, c ∈ D(k), if k  c < t(a) then k  C(a, c). So for every a, c ∈Mk,
if Mk |= c < t(a) then Mk |= C(a, c). Hence Mk |= A(x). It’s easy to check the cases where A(x)
is of other forms. ⊣
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Lemma 4.10 For every Kripke model K such that K  EB∆0 and a node k and a ∆0 formula
A(x) in L(k), for every a ∈ D(k) if Mk |= A(a) then k  A(a).
Proof. By Lemma 4.7, k  A(a) ∨ ¬A(a). Then either k  A(a) or k  ¬A(a). If k 1 A(a), then
k  ¬A(a), and by Lemma 4.9, Mk |= ¬A(a) which leads to a contradiction. Hence k  A(a). ⊣
Corollary 4.11 For every Kripke model K such that K  EB∆0 and a node k and every Σ1
formulas A(x) and B(x) in L(k), for every a ∈ D(k), Mk |= A(a)⇒ B(a) iff k  A(a)⇒ B(a).
Proof. Straightforward by Lemmas 4.9 and 4.10. ⊣
Theorem 4.12 For every Kripke model K such that K  EB∆0 and a node k, Mk |= I∆0.
Proof. We show that ∆0 induction holds in Mk, the other axioms and rules are easy to check. Let
A(x) be a ∆0 formula. By Lemma 4.8, EB∆0 ⊢ ∃x¬A(x)⇒ ∃x(¬A(x) ∧ ∀y(y < x→ A(x))). Then
by Corollary 4.11, Mk |= ∃x¬A(x) ⇒ ∃x(¬A(x) ∧ ∀y(y < x→ A(x))). If Mk |= A(0) ∧ ∀x(A(x) →
A(Sx)) and Mk |= ∃x¬A(x), then there exist c ∈ Mk such that Mk |= ¬A(c) ∧ ∀y(y < c → A(y))
which leads to a contradiction. ⊣
Theorem 4.13 For every Σ1 formulas A(x) and B(x), if I∆0 ⊢ A(x) ⇒ B(x), then EB∆0 ⊢
A(x)⇒ B(x).
Proof. Suppose that EB∆0 0 A(x) ⇒ B(x). Then there exists a Kripke model of EB∆0 and a
node k and a ∈ D(k) such that k 1 A(a) ⇒ B(a). So by Corollary 4.11, Mk 6|= A(a) ⇒ B(a). On
the other hand, by Theorem 4.12 Mk |= I∆0, and this leads to a contradiction ⊣
Theorem 4.14 There exists a ∆0 formula Aexp(x, y, z) such that:
• I∆0 ⊢ Aexp(x, 0, 1)
• I∆0 ⊢ y > 0⇒ Aexp(0, y, 0)
• I∆0 ⊢ Aexp(x, y, z) ∧ Aexp(x, y, w)⇒ z = w
• I∆0 ⊢ Aexp(x, y, z)⇒ Aexp(x, Sy, x · z)
Proof. See appendix in [4]. ⊣
Definition 4.15 The axiom EXP is ⊤ ⇒ ∃zAexp(x, y, z).
Lemma 4.16 EBA ⊢ EXP
Proof. By Theorems 4.13 and 4.14, we have EBA ⊢ Aexp(x, y, z)⇒ Aexp(x, Sy, x·z). Then EBA ⊢
∃zAexp(x, y, z)⇒ ∃zAexp(x, Sy, z) and so by the induction rule, we have EBA ⊢ ∃zAexp(x, 0, z)⇒
∃zAexp(x, y, z). Also by Theorems 4.13 and 4.14, we have EBA ⊢ Aexp(x, 0, 1). Hence EBA ⊢
EXP. ⊣
Theorem 4.17 For every Kripke model K such that K  EB∆0 + EXP and a node k, Mk |=
I∆0 +EXP
Proof. By Theorem 4.12 Mk |= I∆0. Also by Corollary 4.11, Mk |= EXP, since k  EXP. Hence
Mk |= I∆0 +EXP. ⊣
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Theorem 4.18 For every Σ1 formulas A(x) and B(x), if I∆0 + EXP ⊢ A(x) ⇒ B(x), then
EB∆0 +EXP ⊢ A(x)⇒ B(x).
Proof. The proof is similar to the proof of Theorem 4.13 by using Theorem 4.17. ⊣
Theorem 4.19 I∆0 + EXP ⊢MRDP.
Proof. See section 4 in [4]. ⊣
Theorem 4.20 EB∆0 +EXP ⊢MRDP.
Proof. Straightforward by Theorem 4.19 and Corollary 4.18. ⊣
Corollary 4.21 EBA ⊢MRDP.
Proof. By Lemma 4.16, EBA ⊢ EB∆0+EXP. Hence by Theorem 4.20, we have EBA ⊢MRDP.
⊣
Theorem 4.22
1. For every Σ1 formulas A(x) and B(x), if IΣ1 ⊢ A(x)⇒ B(x), then EBA ⊢ A(x)⇒ B(x).
2. For every ∆0 formulas A(x) and B(x), if PA ⊢ A(x)⇒ B(x), then EBA ⊢ A(x)⇒ B(x).
Proof.
1. Suppose that IΣ1 ⊢ A(x)⇒ B(x). By Theorem 4.19:
• I∆0 +EXP ⊢ A(x)⇔ C(x) for some ∃
+
1 formula C(x),
• I∆0 +EXP ⊢ B(x)⇔ D(x) for some ∃
+
1 formula D(x).
Since IΣ1 ⊢ I∆0 + EXP, we have IΣ1 ⊢ C(x) ⇒ D(x). By Corollary 3.33, I∃
+
1 + U ⊢
C(x) ⇒ D(x). So by Lemma 3.7, BA + U ⊢ C(x) ⇒ D(x). Since EBA ⊢ U, we get
EBA ⊢ C(x)⇒ D(x). On the other hand, by Theorem 4.18:
• EBA ⊢ A(x)⇔ C(x),
• EBA ⊢ B(x)⇔ D(x).
Hence EBA ⊢ A(x)⇒ B(x).
2. Suppose that PA ⊢ A(x)⇒ B(x), hence by Theorem 3.14 of [1] and the second item of Lemma
4.7 EBA ⊢ A(x)⇒ B(x).
⊣
Corollary 4.23
1. IΣ1 is Π2-conservative over EBA.
2. PA is Π1-conservative over EBA.
Proof. Straightforward by Theorem 4.22. ⊣
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Remark 4.24 It is worth mentioning that every Kripke model of HA is I∆0 +ThΠ2(PA)-normal
(see Theorem 3.1 in [12]) and also HA is complete with respect to PA-normal Kripke models (see
Theorem 6 in [3]). Having theses facts, we have the following results.
Theorem 4.25
1. Every Kripke model of EBA is I∆0 +ThΠ2(IΣ1) +ThΠ1(PA)-normal.
2. There exists a Kripke model of EBA which is not ThΠ2(PA)-normal.
3. EBA is not complete with respect to PA-normal Kripke models.
Proof.
1. Straightforward by Lemma 4.9, Theorem 4.12 and Corollary 4.23.
2. By combination of Theorem 4.19 of this paper and Theorem 3.5 in ([6], Chapter IV), there
exists a ∃+1 formula B(x, y, z) such that
• PA ⊢ E(B),
• PA ⊢ U(B),
• N |= B(a, b,Ψ(a, b)), for every a, b ∈ N,
where Ψ(n,m) is the Ackermann function. If for every Kripke model K  EBA and every
node k, we have Mk |= ThΠ2(PA), then EBA ⊢ E(B). So by Corollary 3.46, there exists a
unary primitive recursive function f such that N |= ∀xy B(x, y, f(〈x, y〉)). Since PA ⊢ U(B),
we have f(〈n,m〉) = Ψ(n,m), which leads to a contradiction, since the Ackermann function is
not primitive recursive. Hence there exists a Kripke modelK  EBA which is not ThΠ2(PA)-
normal.
3. For every PA-normal Kripke model K, we have K  E(B). Suppose that EBA is com-
plete with respect to PA-normal Kripke models. Then EBA ⊢ E(B), which by the above
explanation in item 2, leads to a contradiction.
⊣
We know that for every natural number n, there is a Σ1 formula ProvIΣn(x, y), encoding prova-
bality relation of IΣn in the language of arthmetic (see Section 4 of Chapter I in [6]). Consistency
of IΣn can be encoded by ConIΣn ≡ ∀x¬ProvIΣn(x, p⊥q). In fact, by the MRDP theorem, we can
assume that ProvIΣn(x, y) is of the form ∃z sn(z, x, y) = tn(z, x, y), over any theory in which MRDP
theorem holds, in particular EBA. Note that Iopen proves s = s
′ ∨ t = t′ ⇔ s · t+ s′ · t′ = s · t′+ s′ · t
and s = s′ ∧ t = t′ ⇔ s2 + s′2 + t2 + t′2 = 2s · s′ + 2t · t′, and hence over any strong enough theory,
every ∃+1 formula is provably equivalent to a formula consisting of a block of existential quantifiers
followed by an equality of two terms.
Lemma 4.26 EBA ⊢ ConIΣn .
Proof. By Corollary 4.34 of Chapter I in [6], IΣn+1 ⊢ ConIΣn , and thus PA ⊢ ∀xz¬sn(z, x, p⊥q) =
tn(z, x, p⊥q). By Theorem 3.14 of [1] and Corollary 3.5 of the same paper, EBA ⊢ ConIΣn . ⊣
Corollary 4.27 If IΣn is consistent, there is no translation (·)
t from the set of formulas of arith-
metic to itself such that:
• for every terms t1 and t2, IΣn ⊢ (¬t1 = t2)
t ⇔ ¬t1 = t2,
• for every formulas A and B, if EBA ⊢ A⇒ B then IΣn ⊢ A
t ⇒ Bt.
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Proof. By lemma 4.26, we have EBA ⊢ ¬sn(z, x, p⊥q) = tn(z, x, p⊥q). If such a translation exists,
we mush have IΣn ⊢ ¬sn(z, x, p⊥q) = tn(z, x, p⊥q) and hence IΣn ⊢ ConIΣn , which contradicts
Go¨del’s second incompleteness theorem. ⊣
We note that corollary 4.27 implies that a proposition similar to Proposition 3.4 cannot be proved
for EBA. Thus to find an upper bound on the class of provably recursive functions of EBA, we
cannot use the techniques similar to those we used for BA and BA+U.
5 Final Remarks
We have proved that provably recursive functions of BA are primitive recursive and definable by
positive formulas in BA. Our attempt to characterize provably recursive functions of BA was not
successful, however we could do it for some extensions of BA. We introduced an alternative version
of uniqueness sequent in Remark 3.22(the third one in the list), for which we also proved the positive
definability of provably recursive functions. However, the method used in the proof of Theorem 3.11
cannot be applied of finding an upper bound for the class of provably recursive functions of BA in
this sense. It is worth mentioning that the primitive recursive relizability technique introduced in
[9] (see Definition 3.44), that we also applied it for EBA (see Theorem 3.45), is used to analyze
the provability of existence sequents. Therefore, regardless of which definition we choose for the
uniqueness sequent, the primitive recursive upper bound can be proven to exist for the class provably
recursive functions of BA.
One may expect that taking the alternative definition for uniquness sequents mentioned above,
characterizing the class of provably recursive functions of BA reduces to that of BA +U for the
following reason. The formula x+y = x+z → y = z, which is provable inBA, is actually a weakening
of the axiomU. We just note that such a reduction may not be a straightforward procedure, because
there are sequents consisting of positive formulas provable in BA + U, such that the weakened
conditional formula is not provable in BA. This may mean that for the mentioned reduction, we can
neither use arguments based on proof trees containing only positive formulas, nor arguments based
on local analysis of Kripke models. As an example, note that BA+U ⊢ ∃x(x+ y = x+ z)⇒ y = z,
but BA 0 ∃x(x+ y = x+ z)→ y = z, since the formula is refuted in the Kripke model consisting of
two irreflexive nodes, the below one with the structure N and the above one with the structure N∗.
We can not reduce the characterization of provably recursive functions of BA to that of I∃+1 , as
we did between BA +U and I∃+1 + U. The reason is that the MRDP theorem does not hold in
I∃+1 (see Corollary 3.37), and thus the definig formulas of its provably recursive functions may not
be equivalent to any positive formulas, and so we lose the benefits of Lemma 3.7.
And lastly, the realizability technique used in [10] to find a bound on provably recursive functions
of BA leads to no satisfactory result. To show this, we define the notion of D-bounded recursive
realizability, which is a generalization of the notion defined in Definition 3.4 of [10]. It is worth
mentioning that the main results of [10] are already disproved in [2], by presenting an explicit
sequent which is a counterexample to the soundness of BAw (BA without induction rule) with
respect to the D-bounded recursive realizability, when D(n,m) = nm +m.
Definition 5.1 Let ϕn be the n-th partial recursive function, pi1 and pi2 be the projections of the
Cantor pairing function 〈x, y〉 = 12 (x + y)(x + y + 1) + y, and D : N
2 → N be a primitive recursive
function. For a sequence x = (x1, . . . , xm), ϕn(x) is understood as ϕn(〈x1, 〈x2, . . . , 〈xm−1, xm〉〉〉).
Let BD(n) ≡ ∀x(ϕpi1(n)(x) ≤ D(x, pi2(n))), and define xq
DA by induction on complexity of a formula
A:
• x qDA ≡ A, for atomic A.
• x qD(B ∧C) ≡ (pi1(x)q
DB) ∧ (pi2(x)q
DC).
• x qD(B ∨C) ≡ (pi1(x) = 0 ∧ pi2(x) q
DB) ∨ (pi1(x) 6= 0 ∧ pi2(x) q
DC).
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• x qD ∃yB(y) ≡ pi2(x) q
DB(pi1(x)).
• x qD ∀z(B(z)→ C(z)) ≡ BD(x) ∧ ∀yz (y q
DB(z)→ ϕpi1(x)(y, z) q
DC(z)) ∧ ∀z (B(z)→ C(z)).
For a sequent A ⇒ B, x qD(A ⇒ B) ≡ BD(x) ∧ ∀yz (y q
DA → ϕpi1(x)(y, z) q
DB) ∧ (A → B),
where z = (z1, . . . , zn) is the sequence of all free variables in A⇒ B in the appearing order.
The following theorem shows that BAw is not sound with respect to the D-bounded recursive
realizability for any primitive recursive function D. Then we may conclude the mentioned result for
BA by the following two facts:
1. For every sequent A ⇒ B, if BA ⊢ A ⇒ B, then there exists a sequence of variables x such
that BAw ⊢ ⊤ ⇒ ∀x(A→ B) ([10], Theorem 2.2),
2. For every sequent A⇒ B, N |= ∃n(n qD(A⇒ B)) iff N |= ∃n(n qD(⊤ ⇒ ∀x(A→ B))).
Theorem 5.2 For every primitive recursive function D : N2 → N, there exists a sequent A ⇒ B
such that BA ⊢ A⇒ B, but N 6|= ∃n(n qD(A⇒ B)).
Proof. Let h(n,m) be the following primitive recursive function:
h(n,m) := max
i≤n,j≤m
{D(i, j)}+ n+m+ 1.
It is easy to see that for every m,n ∈ N, D(n,m) < h(n,m). By Theorem 3.35 there is a ∃+1 formula
A(x, y) that defines the function g(n) = h(〈0, n〉 , n) in N, and also BA+U ⊢ ⊤ ⇒ ∃yA(x, y), hence
by Corollary2.3
BA ⊢ ∀xyz(x+ z = y + z → x = y)⇒ ∀x(⊤ → ∃yA(x, y)).
Let the constant zero function be the s-th partial recursive function, then we have N |= tqD∀xyz(x+
z = y + z → x = y) for t = 〈s, 0〉. Suppose there exists a natural number n such that N |=
n qD(∀x, y, z(x + z = y + z → x = y) ⇒ ∀x(⊤ → ∃yA(x, y))). Then, by definition of D-bounded
recursive realizability, we have
1. N |= BD(n) ∧ ∀a(a q
D∀xyz(x+ z = y + z → x = y)→ ϕpi1(n)(a) q
D∀x(⊤ → ∃yA(x, y))),
2. then N |= u qD∀x(⊤ → ∃yA(x, y)) for u = ϕpi1(n)(t),
3. so N |= BD(u) ∧ ∀ab(a q
D⊤ → ϕpi1(u)(a, b) q
D∃yA(b, y)),
4. hence N |= BD(u) ∧ ∀b(ϕpi1(u)(0, b) q
D∃yA(b, y)).
Note that by definition of the realizability, we have N |= ∀b(pi2ϕpi1(u)(0, b) q
DA(b, pi1ϕpi1(u)(0, b)))),
so N |= ∀bA(b, pi1ϕpi1(u)(0, b)) and hence g(b) = pi1ϕpi1(u)(0, b). This implies that g(b) ≤ ϕpi1(u)(0, b).
Since BD(u) is true, for all b we have
g(b) ≤ ϕpi1(u)(0, b) ≤ D(〈0, b〉 , pi2(u)) < h(〈0, b〉 , pi2(u))
Let b = pi2(u), then
g(pi2(u)) = h(〈0, pi2(u)〉 , pi2(u)) < h(〈0, pi2(u)〉 , pi2(u)),
which leads to a contradiction. Hence our assumption is false. ⊣
Our final remark in this paper is a proposal for axiomatization of BA. It is a relatively standard
tradition that one axiomatizes an arithmetcal theory by the usual Peano axioms. This tradition
is applied, for instance, to the intuitionistic arithmetical theory, well-known as Heyting arithmetic,
and also to the theory based on basic predicate logic, called basic arithmetic [8]. We suggest the
axiom schema U to be added to the list of axioms and rules of BA. Our motive is twofold. On one
hand, as we have seen in the previous sections, BA+U is an arithmetical theory stronger than BA
with remarkable mathematical properties, and on the other hand, it is still a constructive theory in
the sense of [8].
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6 Appendix
Definition 6.1 • The system LK(see §2 of [11]) is a sequent calculus formed by the following
axioms and rules: (Here, ∆, ∆′, ∆′′ and ∆′′′ are finite lists of formulas)
Structural Axiom:
(Ax) A⇒ A
Structural Rules:
(Ex⇒)
∆, A,B,∆′ ⇒ ∆′′
∆, B,A,∆′ ⇒ ∆′′
(⇒Ex)
∆⇒ ∆′, A,B,∆′′
∆⇒ ∆′, B,A,∆′′
(W⇒)
∆⇒ ∆′
∆, A⇒ ∆′
(⇒W)
∆⇒ ∆′
∆⇒ A,∆′
(C⇒)
∆, A,A⇒ ∆′
∆, A⇒ ∆′
(⇒C)
∆⇒ A,A,∆′
∆⇒ A,∆′
(Cut)
∆⇒ A,∆′′ ∆′, A⇒ ∆′′′
∆,∆′ ⇒ ∆′′,∆′′′
Logical Axioms:
(⇒ ⊤) ⇒ ⊤
(⊥ ⇒) ⊥ ⇒
Logical Rules:
(¬ ⇒)
∆⇒ A,∆′
∆,¬A⇒ ∆′
(⇒ ¬)
∆, A⇒ ∆′
∆⇒ ¬A,∆′
(∧ ⇒)
∆, A⇒ ∆′
∆, A ∧B ⇒ ∆′
∆, B ⇒ ∆′
∆, A ∧B ⇒ ∆′
(⇒ ∧)
∆⇒ A,∆′′ ∆′ ⇒ B,∆′′′
∆,∆′ ⇒ A ∧B,∆′′,∆′′′
(∨ ⇒)
∆, A⇒ ∆′′ ∆′, B ⇒ ∆′′′
∆,∆′, A ∨B ⇒ ∆′′,∆′′′
(⇒ ∨)
∆⇒ A,∆′
∆⇒ A ∨B,∆′
∆⇒ B,∆′
∆⇒ A ∨B,∆′
(→⇒)
∆, A⇒ ∆′′ ∆′, B ⇒ ∆′′′
∆,∆′, A→ B ⇒ ∆′′,∆′′′
(⇒→)
∆, A⇒ B,∆′
∆⇒ A→ B,∆′
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(∃ ⇒)
∆, A[x/y]⇒ ∆′
∆, ∃xA⇒ ∆′
, where no free occurence of x in A is bound by a quantifier with variable
y, and y is not free in ∆,∆′
(⇒ ∃)
∆⇒ A[x/t],∆′
∆⇒ ∃xA,∆′
, where no free occurence of x in A is bound by a quantifier with a
variable in t
(∀ ⇒)
∆, A[x/t]⇒ ∆′
∆, ∀xA⇒ ∆′
, where no free occurence of x in A is bound by a quantifier with a
variable in t
(⇒ ∀)
∆⇒ A[x/y],∆′
∆⇒ ∀xA,∆′
, where no free occurence of x in A is bound by a quantifier with variable
y, and y is not free in ∆,∆′
In each rule, the formulas appearing in ∆, ∆′, ∆′′ or ∆′′′, are called context. Other formulas
which appear over the inference line, are called active formulas, and those which appear below
the inference line are called principal formulas. The active formula of the rule (Cut) is called
the cut formula.
• The equality axioms are the following (see §7 of [11]):
(=-ref) ⇒ s = s
(=-eqv) s = t, s′ = t′, s = s′ ⇒ t = t′
(S-fnc) s = t⇒ Ss = St
(+-fnc) s = t, s′ = t′ ⇒ s+ t = s′ + t′
(·-fnc) s = t, s′ = t′ ⇒ s · t = s′ · t′
(<-rel) s = t, s′ = t′, s < s′ ⇒ t < t′
• The arithmetical axioms are the following (see §9 of [11]):
(S-pos) Ss = 0⇒
(S-inj) Ss = St⇒ s = t
(+-0) ⇒ s+ 0 = s
(+-S) ⇒ s+ St = S(s+ t)
(·-0) ⇒ s · 0 = 0
(·-S) ⇒ s · St = s · t+ s
• The induction rule is the following (see §9 of [11]):
(ind)
∆, A⇒ A[x/Sx],∆′
∆, A[x/0]⇒ A[x/t],∆′
, where no free occurence of x in A is bound by a quantifier with
a variable in t, and x is not free in ∆,∆′
If the induction formula A is restricted to a class C of formulas, the rule is called the C-induction
rule.
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