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1. Introduction
The importance of systems of Volterra integral equations of the second kind in the study of problems arising from the real
world, as well as the increasing success with which their numerical methods have been used to model concrete situations,
have made them an important research topic in Numerical Analysis. The progress achieved in this area and the related
approaches and techniques are extensive, as reflected by an ample body of literature (see, for instance, [1–9]). In this work,
we extend the numerical approximation given in [10], for the solution of a nonlinear Volterra integral equation of the second
kind, to systems of such equations.
In order to describe more precisely the numerical method established here, let us consider the system of nonlinear
Volterra integral equations of the second kind
X(t) = Y0(t)+
∫ t
α
K(t, s,X(s))ds, t ∈ [α, α + β], (1)
where, for all t, s ∈ [α, α + β] and u ∈ Rn,
X(t) = [x1(t), . . . , xn(t)]T ,
Y0(t) = [y01(t), . . . , y0n(t)]T ,
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and
K(t, s,u) = [K1(t, s,u), . . . , Kn(t, s,u)]T .
In this system, the given functions Y0 and K are assumed to be continuous; and we also suppose that K satisfies a global
Lipschitz condition in its third variable; that is, there existsM > 0 such that
t, s ∈ R and u, v ∈ Rn ⇒ ‖K(t, s,u)− K(t, s, v)‖∞ ≤ M‖u− v‖∞. (2)
A typical example of such a situation is the linear case, where, for all t, s ∈ [α, α+β] and for all u = [u1, . . . , un]T ∈ Rn,
we have that
K(t, s,u) =
K11(t, s) · · · K1n(t, s)... . . . ...
Kn1(t, s) · · · Knn(t, s)

u1...
un
 ,
for some continuous functions Kij : [α, α + β]2 −→ R, and thus the system adopts the form
xi(t) = y0i(t)+
n−
j=1
∫ t
α
Kij(t, s)xj(s)ds, t ∈ [α, α + β], i = 1, . . . , n.
Denoting by C([α, α+β],Rn) the Banach space of all continuous andRn-valued functions defined on [α, α+β], equipped
with its usual sup–sup norm,
‖X‖ = max
t∈[α,α+β]
‖X(t)‖∞, X ∈ C([α, α + β],Rn),
the operator V : C([α, α + β],Rn) −→ C([α, α + β],Rn), given for each X by
V(X)(·) := Y0(·)+
∫ (·)
α
K(·, s,X(s))ds, (3)
is well defined, since Y0 and K are continuous, and obviously X is a solution of system (1) if, and only if, X is a fixed point of
V . The Lipschitz condition assumed on K and (a generalized version of) the classical Banach fixed-point theorem allow us to
establish the existence of one and only one fixed point of the operator V . This is done in Section 2, together with recalling
the notion of biorthogonal system in a Banach space and the properties of a concrete one in the Banach space C([α, α+β]2)
(usual sup norm). This kind of analytical tools will be needed in order to develop our numerical method for approximating
the unique solution of system (1). Section 3 deals specificallywith this topic. Finally, in Section 4,we illustrate the theoretical
results with some systems of linear and nonlinear Volterra integral equations of the second kind.
For the sake of simplicity we will assume the Banach spaces to be real, although the results are clearly likewise valid in
the complex case.
2. Analytical preliminaries
Since most systems of nonlinear Volterra integral equations of the second kind cannot be solved analytically,
computational methods play a fundamental role. In order to establish our numerical method for solving them, we first
need to review some results of a theoretical nature: biorthogonal systems in Banach spaces and fixed-point theory.
Let E be a real Banach space and let us denote by E∗ its (topological) dual space. A family {(xi, x∗i )}i∈I in E × E∗ is said to
be a biorthogonal system in E (see [11]) provided that, for all i, j ∈ I, x∗i (xi) = 1 and x∗i (xj) = 0 if i ≠ j. In addition, if the
biorthogonal system satisfies
x ∈ E and for all i ∈ I x∗i (x) = 0⇒ x = 0
and span{xi : i ∈ I} is dense in E, then we say that the biorthogonal system is complete. When I is countable, a complete
biorthogonal sequence is also referred to as aMarkoushevitch basis. For our purposes, it suffices to consider a particular type
of Markoushevitch basis, the so-called Schauder basis: a sequence {xi}i≥1 in E is called a Schauder basis of E if, for all x ∈ E,
there is a unique sequence {λi}i≥1 of real numbers such that x = ∑i≥1 λixi. The ith biorthogonal functional x∗i is defined
at such an x as x∗i (x) = λi, and the ith projection Pi by Pi(x) =
∑i
j=1 λjxj. The biorthogonal functionals (equivalently the
projections) are always linear and continuous.
We now evoke the construction of the usual Schauder basis {Bi}i≥1 for the Banach space C([α, α + β]2), endowed with
its usual sup norm. It is a tensor basis obtained from the usual Schauder basis {bi}i≥1 in C([α, α+ β]), starting from a dense
sequence {ti}i≥1 of distinct points in [α, α + β] such that t1 = α and t2 = α + β: we define b1(t) := 1 for t ∈ [α, α + β],
and for i ≥ 1, we let bi be the piecewise linear continuous function on [α, α + β] with nodes at {tj : 1 ≤ j ≤ i}, uniquely
determined by the relations bi(ti) = 1 and bi(tj) = 0 for j < i. For the respective sequence of biorthogonal systems {b∗i }i≥1
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and each y ∈ C([α, α + β]), the equalities
b∗1(y) = y(t1)
and
b∗i (y) = y(ti)−
i−1
j=1
b∗j (y)bj(ti), for i ≥ 2
are valid (see [12]). As a consequence, the sequence of associated projections {Pi}i≥1 satisfies the following interpolation
property:
y ∈ C([α, α + β]), i ≥ 1 and j ≤ i ⇒ Pi(y)(tj) = y(tj).
We can now build the announced tensor Schauder basis {Bi}i≥1 for C([α, α + β]2) (see [13,12]). If, for a real number a, [a]
denotes its integer part, and σ : N −→ N× N is the bijective mapping given by
σ(i) :=

(
√
i,
√
i), if [√i] = √i
(i− [√i]2, [√i] + 1), if 0 < i− [√i]2 ≤ [√i]
([√i] + 1, i− [√i]2 − [√i]), if [√i] < i− [√i]2,
then it suffices to define
Bi(t, s) := bp(t)bq(s), t, s ∈ [α, α + β],
whenever σ(i) = (p, q). Let {B∗i }i≥1 and {Qi}i≥1 stand for the corresponding sequences of biorthogonal functionals and
projections, respectively.
Remark 2.1. The Schauder basis {Bi}i≥1 has similar properties to those of the one-dimensional basis {bi}i≥1:
(i) B1 = 1 and
i ≥ 2⇒ Bi(tp, tq) =

1, if σ(i) = (p, q)
0, if σ−1(p, q) < i.
(ii) If z ∈ C([α, α + β]2), then B∗1(z) = z(t1, t1), and, for all i ≥ 2,
B∗i (z) = z(tp, tq)−
i−1
j=1
B∗j (z)Bj(tp, tq),
where σ(i) = (p, q).
(iii) For each i, p, q ∈ N, with σ−1(p, q) ≤ i and each z ∈ C([α, α + β]2), we have that
Qi(z)(tp, tq) = z(tp, tq).
(iv) It is a monotone Schauder basis; that is,
sup
i≥1
‖Qi‖ = 1.
Remark 2.2. Wewill make use of the Schauder basis above for simplicity in the exposition, although the numerical method
given in Section 3 equally works by replacing it with any complete biorthogonal system in C([α, α + β]2). Let us also note
that the use of Schauder bases in the numerical study of integral and differential equations has been previously considered
in some works, such as [2,14,15] or [16].
We conclude this section by studying the existence of a unique solution for the system of Volterra integral equations (1).
As outlined above, the existence of one and only one solution of system (1) is clearly equivalent to that of the unique fixed
point of the corresponding Volterra integral operator V : C([α, α + β],Rn) −→ C([α, α + β],Rn) defined as (3). First,
we enunciate the following version of the Banach fixed-point theorem (see [17]). Let E be a real Banach space, let f be a
self-mapping in E and let {µi}i≥1 be a sequence of nonnegative real numbers such that the series∑i≥1 µi is convergent, and
for all x1, x2 ∈ X and for all i ≥ 1, ‖f i(x1)− f i(x2)‖ ≤ µi‖x1 − x2‖. Then f has a unique fixed point x ∈ E. In addition, if x is
any element in E, then we have that, for all i ≥ 1,
‖f i(x)− x‖ ≤ ‖f (x)− x‖
∞−
j=i
µj.
In particular, x = limi≥1 f i(x).
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Proposition 2.3. Assume that Y0 : [α, α + β] −→ Rn and K : [α, α + β]2 × Rn −→ Rn are continuous and that K satisfies
the Lipschitz condition (2). Then the integral operator V defined by (3) admits a unique fixed point X ∈ C([α, α + β],Rn). In
addition, for each X ∈ C([α, α + β],Rn), the sequence {V i(X)}i≥1 in C([α, α + β],Rn) converges to the unique fixed point X,
and, for all i ≥ 1,
‖V i(X)− X‖ ≤ (Mβ)
i
i! e
Mβ‖V(X)− X‖. (4)
Proof. Given X1,X2 ∈ C([α, α + β],Rn) and t ∈ [α, α + β], we have that
‖V(X1)(t)− V(X2)(t)‖∞ ≤
∫ t
α
‖K(t, s,X1(s))− K(t, s,X2(s))‖∞ds
≤ M(t − α)‖X1 − X2‖.
If i ≥ 1, by repeating this easy argument inductively, we arrive at
‖V i(X1)(t)− V i(X2)(t)‖∞ ≤ M
i
i! (t − α)
i‖X1 − X2‖,
and thus it follows that
‖V i(X1)− V i(X2)‖ ≤ (Mβ)
i
i! ‖X1 − X2‖. (5)
This inequality, the convergence for any β and M of the series of real numbers
∑
i≥1
(Mβ)i
i! , and the Banach fixed point
theorem, imply the existence of one and only one fixed point of the operator V , as well as the estimation (4). 
3. The numerical method
Our goal is to make use of the previous analytical results in order to arrive at a numerical method for approximating the
solution of a Volterra integral equation system of the second kind. First of all, let us recall that Y0 : [α, α + β] −→ Rn
and K : [α, α + β]2 × Rn −→ Rn are continuous functions such that K satisfies the Lipschitz condition (2), and that
V : C([α, α + β],Rn) −→ C([α, α + β],Rn) is the operator given by (3). In view of Proposition 2.3, we can calculate
iteratively, at least in a theoretical way, the unique fixed point X of V , that is, the solution of the system of Volterra integral
equations of the second kind (1). From a practical viewpoint, in general these calculations are not possible explicitly, since
they are infinite sums. The idea of our numerical method is to truncate them by means of the projections of the Schauder
basis {Bi}i≥1 and approximate the solution in this way. In order to go into details, let X ∈ C([α, α+ β],Rn), {i1, i2, . . .} ⊂ N
and let us define the continuous functions
Z0(t) := X(t), t ∈ [α, α + β], (6)
and, for r ∈ N,
Zr(t) := Y0(t)+
[∫ t
α
Qi2r (Lr−1,1(t, s))ds, . . . ,
∫ t
α
Qi2r (Lr−1,n(t, s))ds
]T
, t ∈ [α, α + β], (7)
where
Lr−1(t, s) := K(t, s, Zr−1(s)) t, s ∈ [α, α + β] (8)
and
Lr−1 = [Lr−1,1, . . . , Lr−1,n]T .
We will show that the sequence {Zr}r≥1 approximates the solution of system (1). To this end, let us introduce some
notation. For a dense subset {ti}i≥1 of distinct points in [α, α+ β], considered in the definition of the Schauder basis {Bi}i≥1,
let Ti be the set {tj, 1 ≤ j ≤ i} ordered in an increasing way for i ≥ 2. Let 1Ti denote the maximum distance between two
consecutive points of Ti.
Proposition 3.1. Let Y0 ∈ C1([α, α + β],Rn) and let K = (K1, . . . , Kn) ∈ C1([α, α + β]2 × R,Rn) such that K and ∂Kj∂t ,
∂Kj
∂s and
∂Kj
∂uk
, for each j, k = 1, . . . , n, satisfy a global Lipschitz condition in their third variables. Then, maintaining the notation
above, the sequences

∂Lr−1,j
∂t

r≥1
,

∂Lr−1,j
∂s

r≥1
, with j = 1, . . . , n, are bounded.
Proof. Let us fix j = 1, . . . , n, and write
∂Kj
∂u
=
[
∂Kj
∂u1
, . . . ,
∂Kj
∂un
]T
.
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Making use of definition (8), it follows that, for all r ≥ 1,
∂Lr−1,j
∂t
(t, s) = ∂Kj
∂t
(t, s, Zr−1(s))
and
∂Lr−1,j
∂s
(t, s) = ∂Kj
∂s
(t, s, Zr−1(s))+ ∂Kj
∂u
(t, s, Zr−1(s)) · Z′r−1(s),
where ‘‘·’’ stands for the usual inner product in Rn. In view of these identities, in order to state the announced result, we
shall prove that the sequences

∂Kj
∂t (t, s, Zr−1(s))

r≥1
,

∂Kj
∂s (t, s, Zr−1(s))

r≥1
,

∂Kj
∂u (t, s, Zr−1(s))

r≥1
and

Z′r−1(s)

r≥1 are
bounded.
Let us first check that the sequence {Zr}r≥1 is bounded. IfM is the Lipschitz constant for K and
R := max
(t,s)∈[α,α+β]2
‖K(t, s, 0)‖,
then we have, for all r ≥ 1 and t, s ∈ [α, α + β], that
‖Lr−1(t, s)‖ ≤ ‖K(t, s, Zr−1(s))− K(t, s, 0)‖ + ‖K(t, s, 0)‖
≤ M‖Zr−1(s)‖ + R. (9)
The recursive application of this inequality and the following one, deduced from the monotonicity of the Schauder basis
{Bi}i≥1,
‖Zr(t)‖ ≤ ‖Y0‖ +
∫ t
α
‖Lr−1(t, t1)‖dt1,
leads us to
‖Zr(t)‖ ≤ ‖Y0‖ +
∫ t
α
(M‖Zr−1(t1)‖ + R)dt1
≤ ‖Y0‖ +
∫ t
α

M

‖Y0‖ +
∫ t1
α
‖Lr−2(t1, t2)‖dt2

+ R

dt1
= ‖Y0‖

1+M
∫ t
α
dt1

+ R
∫ t
α
dt1 +M
∫ t
α
∫ t1
α
‖Lr−2(t1, t2)‖dt2dt1,
and applying it inductively and using Fubini’s theorem, we arrive at
‖Zr(t)‖ ≤ ‖Y0‖ + ‖Y0‖
r−1
k=1
Mk(t − α)k
k! + R
r−1
k=1
Mk−1(t − α)k
k! +M
r−1 (t − α)r
r! ‖L0(tr−1, tr)‖.
Thus, for all r ≥ 1 and t, s ∈ [α, α + β],
‖Zr‖ ≤ ‖Y0‖ +

‖Y0‖ + RM
 r−1
k=1
(βM)k
k! +
‖L0(tr−1, tr)‖
M
(βM)r
r!
and therefore the sequence {Zr}r≥1 is bounded.
Meanwhile, ifM1j is the Lipschitz constant for
∂Kj
∂t and we write
Sj := max
(t,s)∈[α,α+β]2
∂Kj∂t (t, s, 0)
 ,
then ∂Kj∂t (t, s, Zr−1(s))
 ≤ ∂Kj∂t (t, s, Zr−1(s))− ∂Kj∂t (t, s, 0)
+ ∂Kj∂t (t, s, 0)

≤ M1j‖Zr−1(s)‖ + Sj,
and thus

∂Kj
∂t (t, s, Zr−1(s))

r≥1
is bounded, because {Zr−1(s)}r≥1 is too. In a similar way, we deduce that∂Kj∂s (t, s, Zr−1(s))
 ≤ M2j‖Zr−1(s)‖ + Tj,
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where
Tj := max
(t,s)∈[α,α+β]2
∂Kj∂s (t, s, 0)

andM2j is the Lipschitz constant of
∂Kj
∂s (t, s, Zr−1(s)), so the sequence

∂Kj
∂s (t, s, Zr−1(s))

r≥1
is also bounded. Finally, if
Uj =: max
k=1,...,n
max
(t,s)∈[α,α+β]2
 ∂Kj∂uk (t, s, 0)

andM3j is the maximum of the Lipschitz constants for each
∂Kj
∂uk
, k = 1, . . . , n, then∂Kj∂u (t, s, Zr−1(s))
 ≤ M3j‖Zr−1(s)‖ + Uj,
and

∂Kj
∂u (t, s, Zr−1(s))

r≥1
is bounded.
In order to complete the proof, we just have to demonstrate that the sequence

Z′r−1

r≥1 is also bounded. Given r ≥ 1,
taking into account the definition of Zr (see (7)), we have that
Z′r(t) = Y′0(t)+

Qi2r (Lr−1,1(t, t)), . . . ,Qi2r (Lr−1,n(t, t))
T
+
[∫ t
α
∂Qi2r (Lr−1,1)
∂t
(t, s)ds, . . . ,
∫ t
α
∂Qi2r (Lr−1,n)
∂t
(t, s)ds
]T
, t ∈ [α, α + β].
Then, in view of the boundedness of the sequence {Lr}r≥1, themonotonicity of the Schauder basis {Bi}i≥1 and the fact that
z ∈ C1([α, α + β]2) and i ≥ 2⇒
∂Qi2(z)∂t (t, s)
 ≤ ∂z∂t
 ,
its boundedness follows. 
Theorem 3.2. With the previous notation, let X ∈ C([α, α+β],Rn), Y0 ∈ C1([α, α+β],Rn) andK ∈ C1([α, α+β]2×R,Rn)
in such a way that K and ∂Kj
∂t ,
∂Kj
∂s and
∂Kj
∂uk
, for each j, k = 1, . . . , n, satisfy a global Lipschitz condition in their third variables.
Then, there is ρ > 0 such that, for all r ≥ 1 and ir ≥ 2,Lr−1,1 − Qir 2(Lr−1,1), . . . , Lr−1,n − Qir 2(Lr−1,n)T∞ ≤ ρ1Tir .
Proof. The interpolation property in Remark 2.1(iii) and the mean value theorem imply that
z ∈ C1([α, α + β]2) and i ≥ 2⇒ ‖z − Qi2(z)‖ ≤ 4max
∂z∂t
 , ∂z∂s
1Ti.
Now the announced estimation follows by applying Proposition 3.1. 
In the result below we show that the sequence defined in (6) and (7) approximates the solution of (1), as well as giving
an estimation of the error committed.
Theorem 3.3. Let Y0 : [α, α + β] −→ Rn and K : [α, α + β]2 × Rn −→ Rn be continuous and let K satisfy the Lipschitz
condition (2). Suppose that V : C([α, α+β],Rn) −→ C([α, α+β],Rn) is the integral operator (3),X ∈ C([α, α+β],Rn) and
that {Zr}r≥1 is the sequence defined by (6) and (7). Let us also assume that m ≥ 1 and that certain positive numbers ε1, . . . , εm
satisfy
r = 1, . . . ,m ⇒ ‖V(Zr−1)− Zr‖ < εr .
Then
‖X− Zm‖ ≤ (Mβ)
m
m! e
Mβ‖V(X)− X‖ +
m−
r=1
εr
(Mβ)m−r
(m− r)! ,
with X being the exact solution of the system of Volterra integral equations (1).
Proof. On the one hand, we have in view of Proposition 2.3 that
‖Vm(X)− X‖ ≤ (Mβ)
m
m! e
Mβ‖V(X)− X‖. (10)
M.I. Berenguer et al. / Journal of Computational and Applied Mathematics 235 (2011) 1875–1883 1881
Table 1
Absolute errors for Example 4.1.
j = 9 Z4 = [z41, z42]T j = 17 Z4 = [z41, z42]T j = 33 Z4 = [z41, z42]T
t |z41(t)− x1(t)| |z42(t)− x2(t)| |z41(t)− x1(t)| |z42(t)− x2(t)| |z41(t)− x1(t)| |z41(t)−x2(t)|
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.1 6.01E−4 6.24E−5 1.85E−4 2.52E−5 3.64E−5 5.78E−6
0.2 1.67E−3 4.56E−4 3.31E−4 1.04E−4 1.04E−4 3.08E−5
0.3 2.81E−3 1.26E−3 5.51E−4 2.29E−4 1.75E−4 7.52E−5
0.4 3.29E−3 2.03E−3 1.04E−3 6.04E−4 2.03E−4 1.15E−4
0.5 1.96E−3 1.46E−3 4.90E−4 3.66E−4 1.22E−4 9.17E−5
0.6 5.73E−3 4.70E−3 1.86E−3 1.56E−3 3.65E−4 3.15E−4
0.7 9.36E−3 9.12E−3 1.85E−3 1.86E−3 5.91E−4 5.82E−4
0.8 1.16E−2 1.32E−2 2.24E−3 2.49E−3 7.27E−4 8.09E−4
0.9 1.11E−2 1.43E−2 3.53E−3 4.44E−3 6.82E−4 8.53E−4
1 5.57E−3 8.00E−3 1.39E−3 2.00E−3 3.48E−4 5.01E−4
On the other hand, thanks to (5), for each r = 1, . . . ,m,
‖Vm−r+1(Zr−1)− Vm−r(Zr)‖ ≤ (Mβ)
m−r
(m− r)! ‖V(Zr−1)− Zr‖,
and therefore
‖Vm(X)− Zm‖ = ‖Vm(Z0)− Zm‖
≤
m−
r=1
‖Vm−r+1(Zr−1)− Vm−r(Zr)‖ (11)
≤
m−
r=1
εr
(Mβ)m−r
(m− r)! .
Finally, (10), (11) and the triangular inequality give the announced estimation. 
Remark 3.4. Under the hypotheses of Theorem 3.2, ‖V(Zr−1)− Zr‖ can be estimated as follows. There is ρ > 0 such that,
for all r ≥ 1 and ir ≥ 2,
‖V(Zr−1)− Zr‖ ≤ β
Lr−1,1 − Qir 2(Lr−1,1), . . . , Lr−1,n − Qir 2(Lr−1,n)T∞
≤ βρ1Tir .
Hence, given certain ε1, . . . , εm > 0, we can find m positive integers n1, . . . , nm such that ‖V(Zr−1) − Zr‖ < εr , and by
Theorem 3.3 we can state an estimation of the error.
4. Numerical examples
We now turn our attention to show four numerical performance results. For each example, we have fixed the interval
[α, α + β] = [0, 1] and the subset {ti}i≥1 chosen for constructing the Schauder basis {Bi}i≥1 in C([0, 1]2), specifically,
t1 = 0, t2 = 1, and for n ∈ N ∪ {0}, ti+1 = 2k+12n+1 if i = 2n + k + 1, where 0 ≤ k < 2n are integers. To define the sequence{Zr}r≥1, we take Z0(t) = Y0(t) and ir = j (for all r ≥ 1). In addition, we include for each a table exhibiting, for j = 9, 17
and 33, the absolute errors committed in ten representative points (ti) of [0, 1] when we approximate the exact solution
X = [x1(t), x2(t)]T by the iteration Zk(t) = [zk1(t), zk2(t)]T , where k is shown in each table. The algorithms associated with
the numerical method were performed using Mathematica 7.
Example 4.1 (Example 1, [6]). For the first example, we consider the following system with the exact solution X(t) =
[t2 + 1, 1− t3 + t]T .
x1(t) = 1+ t2 − t
3
3
− t
4
3
+
∫ t
0

(t − s)3x1(s)+ (t − s)2x2(s)

ds, t ∈ [0, 1]
x2(t) = 1− t − t3 − t
4
4
− t
5
4
− t
7
420
+
∫ t
0

(t − s)4x1(s)+ (t − s)3x2(s)

ds, t ∈ [0, 1].
Its numerical results are given in Table 1.
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Table 2
Absolute errors for Example 4.2.
j = 9 Z6 = [z61, z62]T j = 17 Z6 = [z61, z62]T j = 33 Z6 = [z61, z62]T
t |z61(t)− x1(t)| |z62(t)− x2(t)| |z61(t)− x1(t)| |z62(t)− x2(t)| |z61(t)− x1(t)| |z61(t)−x2(t)|
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.1 1.58E−4 4.44E−4 3.89E−5 1.02E−4 9.32E−6 2.41E−5
0.2 3.37E−4 8.33E−4 8.24E−5 1.97E−4 2.14E−5 5.04E−5
0.3 5.36E−4 1.22E−3 1.30E−4 3.18E−4 3.36E−5 7.87E−5
0.4 7.06E−4 1.66E−3 1.83E−4 4.26E−4 4.08E−5 1.09E−4
0.5 7.53E−4 2.19E−3 1.80E−4 5.57E−4 3.45E−5 1.46E−4
0.6 9.48E−4 2.76E−3 2.29E−4 7.08E−4 2.22E−5 1.98E−4
0.7 1.10E−3 3.33E−3 1.84E−4 8.84E−4 2.87E−5 2.80E−4
0.8 1.13E−3 3.97E−3 7.48E−5 1.13E−3 1.50E−4 4.11E−4
0.9 9.34E−4 4.75E−3 9.65E−5 1.45E−3 3.91E−4 6.26E−4
1 2.83E−4 5.76E−3 6.03E−4 1.93E−3 8.27E−4 9.72E−4
Table 3
Absolute errors for Example 4.3.
j = 9 Z7 = [z71, z72]T j = 17 Z7 = [z71, z72]T j = 33 Z7 = [z71, z72]T
t |z71(t)− x1(t)| |z72(t)− x2(t)| |z71(t)− x1(t)| |z72(t)− x2(t)| |z71(t)− x1(t)| |z71(t)−x2(t)|
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.1 6.48E−4 9.70E−5 1.67E−4 4.26E−5 3.73E−5 6.52E−6
0.2 1.25E−3 2.71E−4 2.85E−4 3.37E−5 7.82E−5 1.77E−5
0.3 1.77E−3 2.85E−4 4.17E−4 3.81E−6 1.12E−4 1.74E−5
0.4 2.15E−3 2.16E−4 5.78E−4 3.47E−5 1.36E−4 1.37E−5
0.5 2.36E−3 1.73E−3 5.97E−4 4.17E−4 1.62E−4 8.60E−5
0.6 3.50E−3 1.17E−3 9.88E−4 1.48E−6 3.17E−4 8.54E−5
0.7 5.35E−3 4.00E−4 1.64E−3 5.16E−4 8.21E−4 8.84E−4
0.8 9.63E−3 6.12E−3 3.89E−3 4.29E−3 2.63E−3 4.40E−3
0.9 2.11E−2 2.72E−2 1.11E−2 2.00E−2 8.80E−3 1.82E−2
1 5.39E−2 1.02E−1 3.28E−2 7.30E−2 2.81E−2 6.71E−2
Example 4.2 (Example 2, [6]). Now we study the following system of Volterra integral equations of the second kind:
x1(t) = −1− t cos2(t)+ sin(t)− 12 t sin(t)+ cos(t)(2+ sin(t))
+  t0 ((sin(t − s)− 1)x1(s)+ (1− s cos(t))x2(s)) ds, t ∈ [0, 1]
x2(t) = −t + sin(t)+
∫ t
0
(x1(s)+ (t − s)x2(s)) ds, t ∈ [0, 1],
whose exact solution is X(t) = [cos(t), sin(t)]T . The numerical results appear in Table 2.
Example 4.3 (Example 1, [3]). Consider now the following linear system of integral equations with the exact solution
X(t) = [e−t , 2 sin(t)]T .
x1(t) = cosh(t)+ t sin(t)+
∫ t
0
−et−sx1(s)− cos(s− t)x2(s) ds, t ∈ [0, 1]
x2(t) = 2 sin(t)+ t(sin2(t)+ et)+
∫ t
0
−es+tx1(s)ds− t cos(s)x2(s) ds, t ∈ [0, 1].
The numerical results are given in Table 3.
Example 4.4. Finally, let us solve the following nonlinear system of two Volterra integral equations of the second kind:
x1(t) = t2 + 16
−3− 4t4 + 3 cos(t2)+ ∫ t
0
(s sin(x1(s))+ 2stx2(s)) ds, t ∈ [0, 1]
x2(t) = t − t2

2 sin(t)+ t sin(t2)+ ∫ t
0

st2 cos(x1(s))+ t cos(x2(s))

ds, t ∈ [0, 1].
Its exact solution is X(t) = [t2, t]T , and the numerical results appear in Table 4.
Remark 4.5. (i) When more points are used the accuracy improves significantly, unlike the number of iterations.
(ii) The concrete choice for Z0 turns out to be irrelevant, since after some iterations its influence in the approximations
disappears completely.
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Table 4
Absolute errors for Example 4.4.
j = 9 Z5 = [z51, z52]T j = 17 Z5 = [z51, z52]T j = 33 Z5 = [z51, z52]T
t |z51(t)− x1(t)| |z52(t)− x2(t)| |z51(t)− x1(t)| |z52(t)− x2(t)| |z51(t)− x1(t)| |z51(t)−x2(t)|
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.1 1.12E−4 2.04E−6 2.45E−5 1.34E−6 5.48E−6 6.86E−9
0.2 3.95E−4 2.15E−5 8.84E−5 7.46E−8 2.27E−5 1.47E−6
0.3 8.26E−4 5.35E−5 2.15E−4 1.80E−6 5.26E−5 3.17E−6
0.4 1.45E−3 7.78E−6 3.73E−4 2.16E−5 9.50E−5 1.03E−6
0.5 2.28E−3 3.58E−4 5.95E−4 8.95E−5 1.48E−4 2.23E−5
0.6 3.54E−3 1.72E−4 8.69E−4 1.60E−5 2.14E−4 9.02E−6
0.7 4.74E−3 1.31E−4 1.16E−3 9.48E−5 2.92E−4 5.97E−6
0.8 5.95E−3 5.38E−4 1.51E−3 2.35E−4 3.75E−4 3.40E−5
0.9 7.11E−3 1.83E−3 1.79E−3 3.57E−4 4.52E−4 1.19E−4
1 7.91E−3 4.59E−3 1.99E−3 1.15E−3 5.04E−4 2.91E−4
(iii) Our numericalmethod has the advantage of being very easy to implement. The approximating functions Zk = [zk1, zk2]T
are the sum of a known function, Y0, and integrals of piecewise bivariate polynomials of degree 2. As immediately
follows from Remark 2.1(ii), the calculation of the coefficients of such polynomials just requires linear combinations of
several evaluations of the basic functions at adequate points.
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