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Abstract
The construction of an ε-free nondeterministic finite automaton (NFA) from a given NFA is a basic step in the development of
compilers and computer systems. The standard conversion may produce an ε-free NFA with up to Ω(n2 · |Σ |) transitions for an
NFA with n states and alphabet Σ . To determine the largest asymptotic gap between the minimal number of transitions of NFAs
and their equivalent ε-free NFAs has been a longstanding open problem. We show that there exist regular languages Ln that can
be recognized by NFAs with O(n log2 n) transitions, but ε-free NFAs need Ω(n2) transitions to accept Ln . Hence the standard
conversion cannot be improved drastically. However, Ln requires an alphabet of size n, but we also construct regular languages Kn
over {0, 1} with NFAs of size O(n log2 n), whereas ε-free NFAs require size n · 2c·
√
log2 n for every c < 1/2.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
One of the central tasks on the border between formal language theory and complexity theory is to describe
infinite objects such as languages by finite formalisms such as automata, grammars, expressions, etc. and to
investigate the descriptive complexity and capabilities of these formalisms. Here we consider regular expressions
and nondeterministic finite automata (NFAs), where the descriptive complexity of an expression is its length and the
descriptive complexity of an NFA is its number of transitions. Our goal is a comparison of the size of a minimal NFA
and the size of an equivalent minimal NFA without ε-transitions.
A typical application in lexicographical analysis starts with a regular expression that has to be converted into an
ε-free nondeterministic finite automaton. All classical conversions [1,3,4,9,12] produce ε-free NFAs with worst-case
size quadratic in the length of the given regular expression and for some time this was assumed to be optimal [11].
But then Seibert et. al. [5] constructed ε-free NFAs with just O(n log22 n) transitions for regular expressions of length
n. For alphabets of fixed size, Geffert [2] extended the upper bound by constructing ε-free NFAs of size at most
O(n · log2 n) and Schnitger [10] showed that even almost linear size is sufficient.
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A first lower bound was also given in [5], who showed that the regular expression
En = (1 + ε) ◦ (2 + ε) ◦ · · · ◦ (n + ε)
requires NFAs of size at least Ω(n · log2 n). The lower bound for En was first improved by Lifshits [8] to
Ω(n(log2 n)2/ log2 log2 n) and subsequently to Θ(n log22 n) in [10]. For alphabets of constant size we do not know
any superlinear lower bound.
In contrast to translating regular expressions into ε-free NFAs, no subquadratic transformation from NFAs into
ε-free NFAs is known. Since any regular expression of length n can be recognized by unrestricted NFAs with O(n)
transitions, ε-free NFAs of size at least Ω(n log22 n) are required for given NFAs of size n. We considerably improve
this lower bound and show an almost quadratic increase in size.
Theorem 1. Sequences {Ln}∞n=1, {Kn}∞n=1 of regular languages exist, where Ln is defined over the alphabet {0, 1}n
and Kn is defined over the alphabet {0, 1}. Moreover
(i) Ln and Kn can be accepted by NFAs with O(n · 2n) transitions,
(ii) every ε-free NFA accepting Ln has at least Ω(22n) transitions and
(iii) every ε-free NFA accepting Kn has at least Ω(2n+c
√
n) transitions for every constant c < 1/2.
Hence, for m = 2n , Ln and Kn can be accepted by NFAs with O(m log2 m) transitions, but every ε-free NFA for
Ln has at least Ω(m2) transitions, whereas Kn requires ε-free NFAs of size O(m · 2c·
√
log2 m) for every c < 1/2.
Thus ε-free NFAs for Ln require almost quadratically more transitions than unrestricted NFAs for Ln and the obvious
transformation from NFAs to ε-free NFAs cannot be drastically improved. The provable gap for binary alphabets is
smaller, but still a far larger than polylogarithmic gap is required. Moreover we show in Lemma 5 that the lower bound
of Theorem 1(iv) is almost optimal for a large class of NFAs.
The exact maximal gap between nfa(L), the minimal number of transitions of NFAs for L, and nfaε(L), the minimal
number of transitions of ε-free NFA for L, remains the fundamental open problem. All we knew previously was a
possibly quadratic blowup in size, i.e.
nfaε(L) ≤ s(L)2 · |Σ (L)| ≤ nfa(L)2 · |Σ (L)|,
where Σ (L) is the alphabet of L and s(L) is the minimal number of states for NFAs for L. As a consequence of
Theorem 1 we have
nfaε(L) = Ω
(
nfa(L)2
log22 nfa(L)
)
for languages L for which |Σ (L)| almost coincides asymptotically with nfa(L). For the binary alphabet our bound is
nfaε(L) = nfa(L) · 2Ω
(√
log2 nfa(L)
)
,
showing that a poly-logarithmic blowup is far from sufficient. At least for alphabets of fixed size a substantial
improvement of these results, however, seems to require new ideas, since we show in Lemma 5 that the lower bound
of Theorem 1(iii) is tight for a large class of “apparently hard” NFAs with ε-transitions. In this context it would also
be important to determine whether regular expressions over fixed-size alphabets can be recognized by ε-free NFAs of
linear size.
We use methods from communication complexity. However, communication arguments can be applied to ε-
free NFAs and NFAs alike and hence we have to carefully mix communication arguments with graph-theoretical
arguments.
The rest of this paper is organized as follows: in Section 2 we describe the languages Ln which are hard for
ε-free NFAs. Lower bounds for large and small alphabets are presented in Sections 3 and 4.Conclusions are stated in
Section 5.
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Fig. 1. The network G2: source u is connected with sink v iff 〈u, v〉 = 0 and u is connected with sink v iff 〈u, v〉 = 1.
2. Hard languages for ε-free NFAs
Our goal is to construct a sequence {Ln}∞n=1 of regular languages that is considerably harder for ε-free NFAs than
for NFAs. The idea of our construction and especially of our lower bound proofs is based on the communication
complexity theory [6,7]. Since the basic component of our construction of Ln is the Hadamard matrix Hn, we start
by describing its properties. Hn is a 1/-1 matrix with 2n rows and columns. Hn is defined recursively by setting
H0[1, 1] = 1 and
Hn+1 =
[
Hn Hn
Hn −Hn
]
.
An inductive argument shows that the columns of Hn are pairwise orthogonal, and that every column (resp. row) of
Hn, except for the first which consists of 1s only, has the same number of 1s and −1s.
Hn has the following crucial property: if a submatrix of Hn with row set X and column set Y covers only 1-entries,
then
|X | · |Y | ≤ 2n. (1)
To show this fact replace any 1 (resp. −1) by a 0 (resp. 1) and call the resulting matrix Hn . Another inductive
argument verifies that Hn is the matrix of inner products modulo two: we may label rows and columns by vectors
u, v ∈ Zn2 such that Hn[u, v] = 〈u, v〉 mod 2. If the sets X, Y ⊆ Zn2 define a 0-chromatic submatrix of Hn , then
we may close X and Y under addition to obtain vector spaces X and Y (with X ⊆ X and Y ⊆ Y ) which still define
a 0-chromatic submatrix. Thus X and Y are orthogonal vector spaces and dim(X)+ dim(Y ) ≤ n follows. Hence
|X | · |Y | ≤ 2n .
The language Ln is defined over the alphabet Σn = {0, 1}n and we set
Ln = {ε} ∪Σn ∪
⋃
k≥2
Ln,k, where (2)
Ln,k = {u1 · · · uk ∈ Σ kn | Hn[ui , ui+1] = 1 for all i < k}. (3)
Thus a sequence of letters from {0, 1}n belongs to Ln iff the sequence has at most one letter or if the inner product of
any two successive letters is zero.
Proposition 1. There is an NFA which accepts Ln with O(n · 2n) transitions.
Proof. We first construct a directed acyclic, layered graph Gn with n +2 layers. All layers have size O(2n). Moreover
Gn has 2n sources in layer zero and 2n+1 sinks in layer n + 1 of which 2n sinks are distinguished. All sources and
all distinguished sinks are labelled by symbols from Σn . Finally Gn acts as a switching circuit, namely Gn has a path
from source u ∈ Σn to a distinguished sink v ∈ Σn if and only if the inner product 〈u, v〉 is zero over Z2.
We next transform Gn into an NFA Nn for Ln as follows:
– Insert an additional vertex q0, the initial state, into Gn .
– For each source u of Gn introduce new vertices tail(u), head(u) and replace u by the edge e(u) = (tail(u), head(u))
with label u. Moreover, we insert the ε-transition (q0, tail(u)) and replace any edge (u, x) of Gn by the new edge
(head(u), x).
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Fig. 2. NFA Nn constructed from G2 in Fig. 1.
Fig. 3. The recursive construction of Gn+1.
– For each distinguished sink u of Gn introduce the new vertex tail∗(u) and replace u by the edge e∗(u) =
(tail∗(u), head(u)) with label u. Moreover, we replace any edge (r, u) of Gn by the new edge (r, tail∗(u)).
– All remaining edges of Gn become ε-transitions.
– q0 and the vertices head(u) are the only accepting states of Nn .
Since q0 is accepting, Nn accepts the empty word. Moreover Nn accepts all words of length one, since the vertices
head(u) are accepting as well. Thus the switching property of Gn , namely to provide a path between source u and
distinguished sink v iff 〈u, v〉 = 0 mod 2, guarantees that Nn accepts Ln . The claim of Proposition 1 follows, since
the n + 2 layers of Gn have size O(2n) each.
We include the construction of Gn for the sake of completeness. We proceed in a “butterfly manner”. The 2n
sources of Gn are labelled by symbols from Σn and its 2n+1 sinks are labelled by symbols from 0Σn ∪ 1Σn . Finally
we require that for b ∈ {0, 1}
there is a path from source u to sink (b, v) ⇔ 〈u, v〉 = b mod 2. (4)
We then distinguish the sinks in {0} × {0, 1}n and, after renaming the sinks, i.e. dropping the initial 0-bit, we have
reached our goal.
The recursive construction of Gn starts with the graph G0 consisting of the three vertices ε, 0 and 1. We only
introduce the directed edge (ε, 0) and G0 has property (4).
To define Gn+1 we use two copies Gn,0 and Gn,1 of Gn (Fig. 3). We first rename vertices:
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– If an old source u ∈ Sn belongs to Gn,α , then its new name will be αu;
– If an old sink βv with β ∈ {0, 1} belongs to Gn,α , then its new name is αβv.
We add vertices with names in 0Σn+1 ∪ 1Σn+1 as sinks of Gn+1 and connect the old sinks to the new sinks as
follows (Fig. 3).
– The old sink 0βv is connected to the new sinks β0v and β1v;
– The old sink 10v is connected to the new sinks 00v and 11v;
– The old sink 11v is connected to the new sinks 01v and 10v.
Proposition 1 is now a consequence of
Proposition 2. Gn is a directed acyclic graph, layered graph with n + 2 layers and O(n · 2n) edges. Finally there is
a path from source u to the sink bv iff 〈u, v〉 = 0 mod 2.
Proof. Gn is a directed ayclic, layered graph with n + 2 layers, since G0 consists of two layers and any additional
iteration introduces one more layer. Finally, when constructing Gn from Gn−1 we introduce 2n+1 new sinks and hence
all layers of Gn are bounded in size by 2n+1. Since the out-degree of Gn is two, Gn has O(n · 2n) edges. It remains to
show for arbitrary α, β, γ ∈ {0, 1} that
there is a path in Gn+1 from γ u to βαv ⇔ (−1)β Hn+1[γ u, αv] = 1
holds. Observe that a new source 0u cannot reach old sinks of Gn,1 and hence it can only reach old sinks 0βv. By
induction, property (4) guarantees that source 0u reaches 0βv iff (−1)β Hn[u, v] = 1. We have inserted edges such
that the old sink 0βv can reach exactly the new sinks β0v and β1v. Hence, utilizing the recursive definition of Hn+1,
we obtain that there is a path in Gn+1 from source 0u to sink βαv iff 1 = (−1)β Hn[u, v] = (−1)β Hn+1[0u, αv].
The new source 1u can only reach the old sinks 1βv of Gn,1. We consider the case β = 0 first. We obtain by
induction that there is a path from source 1u to sink 10v iff Hn[u, v] = 1. The old sink 10v reaches exactly the
new sinks 00v and 11v. Hence there is a path in Gn+1 from source 1u to sink 00v (resp. 11v) iff 1 = Hn[u, v] =
(−1)0Hn+1[1u, 0v] (resp. iff 1 = Hn[u, v] = (−1)1 Hn+1[1u, 1v]).
For β = 1 observe that the old sink 11v reaches exactly the new sinks 01v and 10v. We again obtain by induction
that there is a path in Gn+1 from source 1u to sink 11v iff Hn[u, v] = −1. Hence there is a path from source 1u to
sink 01v (resp. 10v) iff 1 = −Hn[u, v] = (−1)0 Hn+1[1u, 1v] (resp. iff 1 = −Hn[u, v] = (−1)1 Hn+1[1u, 0v]). 
3. Arbitrary alphabets
We first show in Section 3.1 that Ln,k has surprisingly small ε-free NFA for small values of k. Therefore our
argument investigates Ln,k for large values of k. We describe the proof of Theorem 1(ii) in Section 3.2.
3.1. ε-free NFA for Ln,k
We show that ε-free NFA are surprisingly powerful by showing that
Ln,k = {u1 · · · uk ∈ Σ kn | Hn[ui , ui+1] = 1 for all i < k}
has relatively small ε-free NFA’s for small values of k. As a consequence, our argument has to concentrate on Ln,k for
large values of k.
Lemma 1. Ln,k is recognizable by ε-free NFA’s of size at most O(k · 22n− nk ).
Proof. For the idea of the construction see Figs. 1 and 2. Let V be a subspace of Zn2 of dimension l and let W = V ⊥
be its orthogonal space of dimension n − l. For w ∈ W , resp. for v ∈ V , and b ∈ {0, 1} let
Vv,b = {u ∈ V | 〈u, v〉 = b}, resp. Ww,b = {u ∈ W | 〈u, w〉 = b}.
Observe that Ln,2, the set of all pairs (x, y) ∈ Zn2 × Zn2 with inner product equal to zero, coincides with⋃
v∈V ,w∈W
(w + Vv,0) × (v + Ww,0) ∪
⋃
v∈V ,w∈W
(w + Vv,1) × (v + Ww,1). (5)
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Fig. 4. The NFA N .
The representation (5) implicitly defines an NFA N for Ln,2 with initial state q0, at most 2 · 2l · 2n−l = 2n+1 states
(w, v, 0) and (w, v, 1) of depth one and a final state q f [see Fig. 4]. We insert 2l−1 transitions from q0 to (w, v, 0)
with label set w + Vv,0 as well as 2l−1 transitions from q0 to (w, v, 1) with label set w + Vv,1. Analogously 2n−l−1
transitions from (w, v, 0) to q f with label set v + Ww,0 as well as 2n−l−1 transitions from (w, v, 1) to q f with label
set v + Ww,1 are introduced.
The NFA N recognizes Ln,2 and has the following properties.
– N has 2n+1 vertices in layer 1. Each vertex of layer 1 is connected to q0 with multiplicity 2l−1 and to q f with
multiplicity 2n−l−1.
– The number of transitions starting in q0 is bounded by 2n+1 · 2l−1 = 2n+l . Analogously, the number of transitions
ending in q f is bounded by 2n+1 · 2n−l−1 = 22n−l .
– Any letter w + u (for u ∈ V and w ∈ W ) appears for any v ∈ V as label of an edge connecting q0 with (w, v, 0)
or (w, v, 1). Hence w + u appears 2l times as label of an edge incident with q0. Analogously, w + u appears 2n−l
times as label of an edge incident with q f .
– For each xy ∈ Ln,2 with x = wx+ux , y = wy+uy we have 0 = 〈x, y〉 = 〈wx+ux , wy+uy〉 = 〈wx , wy〉+〈ux , uy〉
and hence 〈wx , wy〉 = 〈ux , uy〉 = b. Therefore xy has the accepting path q0 wx+ux→ (wx , uy, b) wy+uy→ q f in N .
Since x and y have unique decompositions, this path is also unique.
By setting l = n − l = n/2 we have found an NFA for Ln,2 with O(23n/2) transitions. We build an NFA N
for Ln,k+1 from arbitrary spaces V1, . . . , Vk , where Vi is a subspace of Zn2 of dimension di = k+1−ik+1 · n. The graph
structure of N is a directed acyclic, layered graph with k + 2 layers. Layer zero consists of the initial state q0, layer
k + 1 consists of the only accepting state q f .
We define layer one by the subspace V1 and its orthogonal space as described above: we insert the at most 2n+d1
edges incident with q0 as described above as well as the at most 22n−d1 edges leaving a depth-one vertex. However
we do not direct these edges into q f and instead define their heads with the help of subspace V2 which defines layer
two: xy ∈ Ln,2 has a unique accepting path, whereas layer two requires frequency 2d2 to allow for accepting paths of
xyz ∈ Ln,3. Hence we additionally introduce 2d2 copies of each edge leaving a depth-one vertex and use V2 to define
their heads.
We continue this procedure also for layer i , which we define by Vi ; again we introduce 2di+1 copies of leaving edges
to enable the construction of the next layer. All in all we have inserted at most 2n+d1 edges between layers zero and
one, 22n−di ·2di+1 edges between layers i and i +1 (1 ≤ i < k) and 22n−dk edges between layers k and k +1. Observe
that n +d1 = n + k+1−1k+1 ·n = 2n − 1k+1 ·n. Moreover 2n −di +di+1 = 2n − k+1−ik+1 ·n + k+1−(i+1)k+1 ·n = 2n − 1k+1 ·n
holds as well as 2n − dk = 2n − k+1−kk+1 · n = 2n − 1k+1 · n. The claim follows. 
3.2. The lower bound
We now begin with the lower bound for Ln and fix an NFA An without ε-transitions which recognizes Ln . Let
k be an arbitrary integer. We first observe that An implicitly also recognizes Ln,k . To show this we first unravel the
transition diagram of An into a layered directed acyclic graph Fn,k with k + 1 layers:
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(1) Layer V0 consists only of the initial state q0. Layer Vi (for 1 ≤ i ≤ k) consists of all vertices (x, i) such that x is
a vertex of the transition diagram of An and x is endpoint of a path of An which starts in q0 and traverses i edges.
We insert an edge ((x, i), (y, i + 1)) with label a ∈ {0, 1}n into Fn,k iff (x, y) is an edge of An with label a.
(2) Next we remove all vertices of Fn,k which are not traversed by an accepting path starting in q0 and ending in a
vertex of the last layer Vk .
(3) Finally we replace all vertices of Vk by the new vertex q f and insert an edge from (u, k − 1) ∈ Vk−1 to q f with
label a, provided there was an a-transition from (u, k − 1) to an accepting vertex of Vk .
Step (1) describes the transformation of An into a layered graph such that paths of An , which start in q0, traverse
i edges and end in a vertex x , uniquely corresponds to paths of Fn,k which now end in the vertex (x, i). Step (2)
removes redundant vertices and step (3) replaces the accepting states of An by the unique accepting state q f . If Fn,k
is the resulting labelled graph, then Fn,k and An are equivalent on words of length k:
Proposition 3. (a) Fn,k is a layered acyclic graph with k + 1 layers.
(b) Fn,k has a path q0 ∗→ q f with label sequence (u1, . . . , uk) iff u1 · · · uk ∈ Ln.
(c) For any i , the number of edges between vertices in Vi and Vi+1 is bounded by the number of edges of the transition
diagram of An.
Our goal is to show that there are successive layers Vi and Vi+1 such that the number of edges between Vi and Vi+1
has to be large, provided the total number k + 1 of layers is sufficiently large.
We associate with an inner vertex x the set fanin(x) (resp. fanout(x)) of labels for edges entering (resp. leaving) x .
In both sets we disregard multiple copies of the same label and hence we also introduce the multisets fanin∗(x) and
fanout∗(x), where all labels of edges entering resp. leaving x are collected according to their true multiplicity. We
observe the following crucial property:
Lemma 2. Let u and v be arbitrary labels with u ∈ fanin(x) and v ∈ fanout(x). Then there is an accepting path
which traverses x by an edge with label u entering and an edge with label v leaving x.
In particular, x defines a 1-chromatic submatrix of Hn with fanin(x) as the set of rows and fanout(x) as the set of
columns.
The lemma follows, since we may join a path starting in q0 and ending in x with a path starting in x and ending in q f
to obtain an accepting path.
We now use the fact that the Hadamard matrix Hn has only monochromatic submatrices of size at most 2n (see (1))
and obtain
|fanin(x)| · |fanout(x)| ≤ 2n (6)
as a consequence.
We now give a proof sketch which we start by considering the first non-trivial case of k = 2. Fn,2 is a graph with
the three layers V0 = {q0}, V1 and V2 = {q f }. How large is V1? Any accepting path has to traverse a vertex of V1 and
hence the submatrices defined by the vertices in V1 cover all the ones of Hn . Since Hn has at least 22n−1 ones we are
lead to the optimization problem
minimize
∑
x
|fanin(x)| + |fanout(x)| such that
∀x : |fanin(x)| · |fanout(x)| ≤ 2n and
∑
x
|fanin(x)| · |fanout(x)| ≥ 22n−1,
which has an optimal solution for |fanin(x)| = |fanout(x)| = 2n/2 and 2n−1 states x . Hence Ω(23n/2) transitions are
required.
Now let us consider the situation for k = 3. Intuitively speaking, for any fixed label v many transitions connecting
vertices in V1 and V2 are required to provide paths with label sequence (u, v) for all labels u with (u, v) ∈ Ln,2. But
then, from the perspective of vertices in V2, any pair (v,w) ∈ Ln,2 is to be covered not just once, but multiple times
to support all triples (u, v,w) ∈ Ln,3.
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To carry out this proof sketch we consider an arbitrary set K ⊆ {0, 1}n of labels. Again, as a consequence of (1)
we obtain∑
x∈Vi
|fanin(x) ∩ K | · |fanout(x)| ≥ |K | · 2n−1. (7)
We say that vertex x ∈ V1 covers the 1-entry (u, v) of Hn with multiplicity mx(u, v) = a·b, if u occurs in fanin(x) with
multiplicity a and v occurs in fanout∗(x) with multiplicity b. Finally we say that (u, v) is covered with multiplicity
m(u, v) =∑x∈V1 mx (u, v).
For a given set K ⊆ {0, 1}n of labels we define Ln,k(K ) as the subset of Ln consisting of all words of length k
beginning with a letter in K . Finally let Fn,k(K ) be the subgraph of Fn,k obtained by removing all edges between
q0 and V1 with label outside of K . We say that a graph G recognizes Ln,k(K ), if G is a layered directed acyclic
graph with k + 1 layers V0, . . . , Vk . Moreover V0 and Vk consist of exactly one state each and exactly the words from
Ln,k(K ) appear as label sequences of paths starting in V0 and ending in Vk . Observe that Proposition 3 implies that
Fn,k(K ) recognizes Ln,k(K ).
Assume that graph G recognizes Ln,k(K ). We show that G has many edges incident with vertices in V1, provided
many 1-entries have to be covered often.
Lemma 3. Let K ⊆ {0, 1}n be an arbitrary subset of at least 2n−1 labels. Assume that the graph G recognizes
Ln,k(K ) and that∑
x∈V1
|fanin(x)| = a1 · 2n and
∑
x∈V1
|fanout∗(x)| = a2 · 2n
holds for layer V1 of G. If at least |K | · 2n−2 1-entries from K × {0, 1}n are covered with multiplicity at least b, then
a1 · a2 ≥ b · 2n−8.
Proof. We say that vertex x ∈ V1 is large, if |fanin(x)| ≥ 24·a1, and small otherwise. Since∑x∈V1 |fanin(x)| = a1·2n ,
there are at most 2n−4 large vertices. But according to (6) the submatrix fanin(x) × fanout(x) of a vertex x ∈ V1
covers at most 2n 1-entries and hence fanin(x) × fanout∗(x) also covers at most 2n 1-entries, since no new 1-entries
are introduced. Therefore at most 2n−4 · 2n = 22n−4 1-entries of Hn are covered by large vertices.
By assumption at least |K | · 2n−2 ≥ 22n−3 1-entries from K × {0, 1}n are covered with multiplicity at least b. But
then at least 22n−3 −22n−4 = 22n−4 1-entries from K ×{0, 1}n have to be covered with multiplicity at least b by small
vertices only. We have
b · 22n−4 ≤
∑
x∈V1,x small
|fanin(x)| · |fanout∗(x)|
≤
∑
x∈V1
24 · a1 · |fanout∗(x)| = 24 · a1 · a2 · 2n
and the claim follows. 
We now remove the first layer of Fn,k(K ). Our goal is to find a large set K ′ of labels and relatively few new
transitions connecting the initial state to vertices of the old second layer such that the resulting graph accepts
Ln,k−1(K ′).
Lemma 4. Let K ⊆ {0, 1}n be an arbitrary subset of at least 2n−1 labels. Assume that the graph G recognizes
Ln,k(K ) and that∑
x∈V1
|fanin(x)| = a1 · 2n and
∑
x∈V1
|fanout∗(x)| = a2 · 2n
holds for layer V1 of G. Then there is a subset K ′ ⊆ {0, 1}n of size 2n−1 and a graph G′ which accepts exactly all
words in Ln,k−1(K ′). G′ results from G by removing the first layer of G and introducing at most 29 · a1 · a2 new edges
from the starting state to the new first layer.
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Proof. Set b = a1 · a2/2n−9. We first observe that less than |K | · 2n−2 pairs from K × {0, 1}n are covered with
multiplicity at least b, since otherwise a1 · a2/2n−8 < b = a1 · a2/2n−9 follows with Lemma 3.
For every label v select a label u = u(v) ∈ K such that the multiplicity m(u, v) is minimal among all labels u
with Hn[u, v] = 1. Thus, if m(u(v), v) ≥ b, then all |K | pairs K × {v} are covered with multiplicity at least b.
As a consequence, m(u(v), v) ≥ b holds for less than 2n−2 labels v ∈ {0, 1}n. Thus we find a set K ′ of more than
2n − 2n−2 ≥ 2n−1 labels v with m(u(v), v) ≤ b.
We say that an edge e leaving a vertex of layer V1 belongs to K ′ if e is traversed by an accepting path for some
input with prefix u(v)v for v ∈ K ′. Any label v ∈ K ′ appears on at most b different prefixes u(v)v of accepting paths
and hence at most b · |K ′| edges belong to K ′.
In order to construct G′ from G we remove all vertices of layer V1 and insert an edge (q0, x) (with label v ∈ K ′)
from q0 to a vertex x ∈ V2 iff there is an accepting path from q0 to x with prefix u(v)v. The number of layers decreases
from k + 1 to k after insertion of at most b · |K ′| ≤ b · 2n edges. The new graph G′ recognizes Ln,k−1(K ′). We are
done, since b · 2n = (a1a2/2n−9) · 2n = 29 · a1a2. 
We now conclude the argument. Let us assume that Fn,k has ai · 2n edges ending in a vertex of Vi . We apply
Lemma 4 and obtain a graph Fn,k−1 as well as a subset K1 of at least 2n−1 labels such that Fn,k−1 accepts Ln,k−1(K1).
We set
a
(0)
1 = a1 and a(i)1 =
29 · a(i−1)1 · ai+1
2n
.
Thus, instead of a(0)1 · 2n edges between layers V0 and V1 we now have at most a(1)1 · 2n = 29 · a(0)1 · a2 edges between
layer zero and the new layer one. We repeat this procedure i times and obtain a graph Fn,k−i as well as a set Ki of at
least 2n−1 labels such that Fn,k−i recognizes Ln,k−i (Ki ) with at most
29·a(i−1)1 ·ai+1
2n · 2n = a(i)1 · 2n edges between layer
zero and the new layer one. Hence we obtain
a
(k−2)
1 =
29 · a(k−3)1 · ak−1
2n
= · · · = 2
9(k−2) · a1 · · · ak−1
2(k−2)·n
.
We apply Lemma 3 to G = Fn,k−(k−2) = Fn,2 for b = 1 and obtain
a
(k−2)
1 · ak =
29(k−2) · a1 · · · ak
2(k−2)·n
≥ 2n−8.
Thus a1 · · · ak ≥ 2(k−2)·n+n−8/29(k−2) = 2(k−1)·n/29(k−2)+8 ≥ 2(k−1)·n/29(k−1) and we have to solve the optimization
problem
minimize max{a1 · 2n, . . . , ak · 2n} subject to a1 · · · ak ≥ 2(k−1)·n/29(k−1).
The optimal solution is obtained for a1 = · · · = ak and hence we obtain
max{a1 · 2n, . . . , ak · 2n} ≥ 2n+ k−1k ·n/29(k−1)/k ≥ 22n− nk /29.
Theorem 1 follows, if we set k = n. Observe that we have also shown that the construction of Lemma 1 is almost
optimal. 
4. The binary alphabet
We first show an upper bound in Section 4.1 for NFAs without ε-transitions over the binary alphabet. In Section 4.2
we investigate a family of languages over {0, 1} which is hard for ε-free NFAs. The argument concludes in Section 4.3.
4.1. An upper bound
We have seen in Proposition 1 that the regular language Ln,2 is recognizable by an NFA whose transition diagram
consists of a layered acyclic graph with 2n sources, 2n sinks and O(n) layers. Sources and sinks have to be expanded
into edges labelled by letters from the alphabet {0, 1}n. What happens, if we work with the binary alphabet instead
and expand sources and sinks into 0–1 labelled paths of length n? We call the corresponding class of NFAs “n-partite”
NFAs.
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Definition 1. An NFA N is called n-partite iff its transition diagram G is a layered acyclic graph with 2n sources and
2n sinks. Each source (resp. sink) is starting point (resp. endpoint) of its own 0–1 labelled path of length n; the paths
are node-disjoint. The endpoints of source paths and the starting points of sink paths are connected by n layers of 2n
vertices each. (The endpoints of source paths define layer one and the starting points of sink paths define layer n.)
All edges between two layers are ε-transitions. The 2n sources are the only initial states and the 2n sinks are the only
accepting states.
The advantage of ε-transition decreases for the binary alphabet in comparison to large alphabets as the following
observation shows.
Lemma 5. If N is an n-partite NFA whose transition diagram has bounded fan-out, then there is an equivalent ε-free
NFA with at most 2O(
√
n) · 2n transitions. (Observe that N has at most O(n · 2n) transitions.)
Proof. Let G be the transition diagram of N . Then, besides the source and sink paths, G consists of n layers. We fix
k ≤ n and build an ε-free NFA Nk with transition diagram Gk .
Gk is a layered acyclic graph with exactly 2 · n + 1 layers. Layer zero consists only of the initial state q0. Layers
1, . . . , n − k are defined by exactly 2n 0–1 labelled paths of length n − k which are vertex-disjoint except for their
common starting point q0, which is also the initial state of Gk . Moreover exactly 2k paths have label sequence x for
every x ∈ {0, 1}n−k and we denote their endpoints by (x, y) for y ∈ {0, 1}k .
Vertices of layer n − k + i of Gk correspond, for i = 1, . . . , k, to vertices of layer i · nk of G. In particular, each
vertex vi of layer i · nk of G and each y ∈ {0, 1}k define the 2k vertices (vi , y) of layer n − k + i of Gk . Observe that
the vertices vk are starting points of sink paths in G.
We connect an endpoint (x, y) to vertex (v1, y) by a transition with label y1 ∈ {0, 1} iff there is a path in G from
source xy to vertex v1. Moreover we connect vertices (vi , y) and (vi+1, y) by a transition with label yi+1 ∈ {0, 1} iff
there is a path in G from vi to vi+1. Observe that all paths of Gk starting in q0 and ending in a vertex (vk, y) have the
form
q0
x→ (x, y) y1→ (v1, y) y2→ (v2, y) · · · yk→ (vk, y)
and such a path exists in Gk if and only if
q0
xy→ (x, y) ∗→ v1 ∗→ v2 · · · ∗→ vk
is a path in G. Thus Gk uses the last k bits of xy to simulate ε-paths of G; it first guesses these k bits through the
suffix y and subsequently verifies its guess by matching input bits against y.
Finally we identify (vk, y) with the initial vertex of the sink path of vk in G and define the endpoints of sink paths
as the (only) accepting states. As a consequence, G and Gk are equivalent.
There are at most O(n ·2n) transitions between layers 0, . . . , n − k as well as at most O(n ·2n) transitions between
layers n, . . . , 2n of Gk . If the fan-out of G is at most c, then a vertex of G can reach up to cn/k other vertices by paths
of length n/k. Thus there are at most O(cn/k · 2k · 2n) transitions between layers n − k + i and n − k + i + 1 for i ≥ 1
and at most O(cn/k · 2n) transitions between layers n − k and n − k + 1. Therefore Gk has at most O(n · cn/k · 2k · 2n)
transitions. By letting k = √n, we get the claimed bound of at most n · 2O(√n) · 2n = 2O(√n) · 2n transitions. 
Observe that we do not obtain asymptotically larger bounds, if arbitrary sequences of n-bit strings, as in the
language Ln , have to be accepted: it suffices to provide transitions from a sink path back to the corresponding source
path.
4.2. A family of hard languages
We now introduce languages which turn out to be hard for ε-free NFAs.
Definition 2. Let f : {0, 1}n → {0, 1}n be given. Then we define
Ln( f ) = {u1u2 | u1, u2 ∈ {0, 1}n, Hn[ f (u1), f (u2)] = 1}
as a language over the binary alphabet.
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We first show that Ln( f ) can be recognized by a relatively small NFA, if ε-transitions are allowed.
Proposition 4. For any f : {0, 1}n → {0, 1}n there is an NFA with O(n · 2n) transitions recognizing Ln( f ).
Proof. We proceed as in the proof of Proposition 1, when recognizing Ln,2. In particular, for any input (u, v) ∈
{0, 1}n × {0, 1}n, our NFA first verifies that u is presented by traversing the path for u. Then we treat the sink of this
u-path as the sink of the f (u)-path and provide ε-transitions correspondingly. (Observe that pairwise different strings
u1, . . . , ur ∈ {0, 1}n may have identical f -values, i.e. f (u1) = · · · = f (ur ). In this case we have all ui -paths ending
in the same sink which plays the role of f (u1).) So far we can reach a v-path from a u-path iff 〈 f (u), v〉 = 0 mod 2.
All that remains to be done is to replace the v-path by the collection of all v′-paths with f (v′) = v. 
Our goal is to show that Ln( f ) requires ε-free NFAs with 2n+Ω(
√
n) transitions, provided f is chosen at random.
We fix a function f and investigate an arbitrary ε-free NFA An( f ) for Ln( f ). We unravel the transition diagram of
An( f ) to obtain a layered, directed acyclic graph Fn( f ) such that Fn( f ) has 2n +1 layers and O(n · t ( f )) transitions,
where t ( f ) is the number of transitions of An( f ). Moreover, all edges of Fn( f ) are traversed by accepting paths of
length 2n and Fn( f ) has a path with label sequence u1u2 ∈ {0, 1}2n iff u1u2 ∈ Ln( f ).
Let Vi be the set of vertices of Fn( f ) in layer i . For a vertex u ∈ ⋃ni=0 Vi we define fanin′(u) as the set of label
sequences of paths starting in the source of Fn( f ) and ending in u. The set fanout′(u) consists of all label sequences
of paths starting in u and ending in a vertex of Vn .
To simplify our argument, we assume that f −1(0n) = ∅. We will construct a function f in Proposition 5 with
| f −1(0n)| ≤ 2√n and our argument remains valid, if we disregard the at most 2√n · 2n input strings 0nx, x0n.
According to this assumption the vector space (over Z2) spanned by fanin′(v) has dimension at most n − 1 for all
v ∈ Vn . We now make the crucial observation that, for f chosen at random, fanin′(u) can only be large, if fanout′(u)
is small. The basic idea for this fanin–fanout restriction, which we verify in part (c) of the next proposition, is as
follows.
If u is traversed by a set P of many different prefixes (of length i ) and by a set E of many different extensions of
length n − i , then there is e ∈ E such that the vector space spanned by P × {e} has maximal dimension n. Here
we utilize the randomness of f . Thus, contrary to the construction of Fn( f ), no accepting path can traverse u
and then produce label sequence e.
The next proposition exploits the randomness of f to verify the fanin–fanout restriction in part (c) by applying the
observation of part (b).
Proposition 5. For sufficiently large n there is a function f such that
(a) | f −1(y)| ≤ 2 · √n for all y ∈ {0, 1}n.
(b) For any l ≤ n, w ∈ {0, 1}l and subspace V ⊆ Zn2 with dim(V ) ≥ l,
|{x ∈ {0, 1}n−l | f (xw) ∈ V }| ≤ 2n · |V |
2l
.
(c) If Fn( f ) has at most 22n vertices, then
|fanin′(u)| ≤ 7 · n or |fanout′(u)| ≤ 5 · n
for any vertex u ∈⋃ni=0 Vi .
Proof. It suffices to show that any property (a), (b) or (c) does not hold with probability at most 14 , provided n is
sufficiently large.
(a) We interpret a function f as the result of 2n independent random trials x fixing the value f (x). For any
x, y ∈ {0, 1}n we have f (x) = y with probability 2−n and hence the expected size of f −1(y) is one. We apply the
Chernoff inequality and obtain
prob[| f −1(y)| > 1 + β] ≤ e−β2/3.
Hence size 2 · √n is exceeded with probability bounded by e−(2√n−1)2/3 ≤ 2−n−2 for large n and, with probability at
most 14 , | f −1(y)| > 2 ·
√
n for some y.
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(b) We fix l and w ∈ {0, 1}l and again interpret f , restricted to Suffix(w) = {0, 1}n−lw, as the result of 2n−l random
trials. f (y) ∈ V happens with probability p = |V |2n and hence the expected size of {x ∈ {0, 1}n−l | f (xw) ∈ V } is
2n−l · p = |V |2l . We again apply the Chernoff inequality and obtain
prob
[
|{x ∈ {0, 1}n−l | f (xw) ∈ V }| > (1 + β) · |V |
2l
]
≤ e−β2·|V |/(3·2l) ≤ e−β2/3,
since dim(V ) ≥ l. There are at most n · 2n ways to fix the pair (l, w) and there are at most 2n2 subspaces V . We set
β = 2 · n − 1 and property (b) fails with probability at most n · 2n+n2 · e−(2n−1)2/3 < 1/4 for sufficiently large n.
(c) Assume that |fanin′(u)| = s and |fanout′(u)| = t . Hence s · t label sequences xi y j (1 ≤ i ≤ s, 1 ≤ j ≤ t)
have paths travelling through u and ending in vertices of Vn . The f -values of those label sequences, which end in the
same vertex of Vn , induce a space of dimension at most n − 1. Thus there are vectors z1, . . . , zt ∈ {0, 1}n with the
restriction 〈 f (xi y j ), z j 〉 = 0 mod 2. We fix xi , y j , z j for all i, j and the s · t restrictions hold with probability 2−s·t .
There are at most 2n·s · 2n·t · 2n·t = 2n(s+2t) ways to fix xi , y j , z j for all i, j . But 2n(s+2t) < 2s·t−2n/4, provided
s ≥ 7 · n and t ≥ 5 · n. (If 2t ≤ s, then n · (s + 2t) ≤ n · 2s ≤ 5n · s − 2n − 2 ≤ s · t − 2n − 2. If s < 2t , then
n · (s + 2t) < n · 4t ≤ 7n · t − 2n − 2 ≤ s · t − 2n − 2.) Thus, since we assume that Fn( f ) has at most 22n vertices,
some vertex u with too large fanin′ and fanout′ sets exists with probability at most
22n · 2n(s+2t) · 2−s·t ≤ 22n · 2
s·t−2n
4
· 2−s·t = 1
4
. 
4.3. The lower bound
We fix a function f as guaranteed by Proposition 5 and have to show that the ε-free NFA Fn( f ) is large. Let
l = c · √n, where c < 1/2 is arbitrary, and define the set
X = {u | u ∈ Vn−l and |fanin′(u)| ≥ 2
√
n}
of high fanin vertices in layer Vn−l of Fn( f ). As a consequence of the fanin–fanout restriction, we have fanout′(u) ≤
5n for all u ∈ X .
We say that string s ∈ {0, 1}2n hits vertex u of Fn( f ) iff there is an accepting path with label sequence s which
traverses u. If a linear proportion of all words, i.e., if Ω(22n) strings hit vertices in X , then we show in Lemma 6 that
X has to have Ω(2n+l/poly(n)) vertices and we are done.
Therefore we may assume that only “low fanin” vertices in Vn−l “count”. But then Lemma 7 shows that the
fanin′ sets increase only gradually in size between layers Vn−l and Vn , if Fn( f ) is small and if we disregard a few
“exceptional” vertices. Moreover, the situation is similar for vertices in Vn+l , if we now consider fanout sets instead.
The argument then concludes with Lemma 8, which shows that the overall fanin or the overall fanout of vertices in
Vn has to be large: Vn has to be large to achieve a large overall fanin or fanout from a small individual fanin or fanout.
We begin by showing that X has to be large, if X is hit by many strings. Here we show first that each vertex in X
is hit by at most poly(n) · 2n−l strings from {0, 1}n−l · w · {0, 1}n for each w ∈ {0, 1}l . But fanout′(u) ≤ 5n for any
vertex u ∈ X and consequently vertex u is hit by at most poly(n) · 2n−l strings from {0, 1}2n.
Lemma 6. Let α > 0 be arbitrary. If at least α · 22n strings hit vertices in X, then |X | ≥ α · 2n+l20n5/2 .
Proof. We pick an arbitrary vertex u ∈ X . Since |fanin′(u)| ≥ 2√n , there are exactly t (u) ≥ 2√n strings
α1, . . . , αt (u) ∈ {0, 1}n−l which appear as label sequences of paths starting in the initial state and ending in u. Now
assume that u is traversed by an accepting path which produces the label sequence w after leaving u ∈ Vn−l and before
reaching a vertex in Vn . We fix u and w for the moment and determine how many strings from {0, 1}n−l · w · {0, 1}n
hit u.
Define Vu(w) as the vector space over Z2 spanned by f (α1w), . . . , f (αt (u)w) and observe that Vu(w) has
dimension at least
√
n ≥ c · √n = l, since t ≥ 2√n . Hence we may apply Proposition 5(b) and obtain
|{x ∈ {0, 1}n−l | f (xw) ∈ Vu(w)}| ≤ 2n · |Vu(w)|2l .
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If u is hit by a string αiwβ with β ∈ {0, 1}n, then 〈 f (αiw), f (β)〉 = 0 mod 2 for all i and hence f (β) belongs
to the orthogonal space Vu(w)⊥. Moreover, with Proposition 5(a) we have | f −1(y)| ≤ 2√n. But then at most
2n · |Vu (w)|2l · 2
√
n · 2n|Vu(w)| = 4n3/2 · 2n−l strings from {0, 1}n−l · w · {0, 1}n hit vertex u.
If s(w) is the number of strings from {0, 1}n−l ·w · {0, 1}n hitting a vertex of X , then X (w) has to consist of at least
s(w)
4n3/2·2n−l vertices. We observe as a consequence of Proposition 5(c) that any vertex u ∈ X satisfies |fanout′(u)| ≤ 5n
and hence u appears in at most 5n sets X (w). But
∑
w s(w) ≥ α · 22n by assumption and therefore
|X | ≥
∑
w
|X (w)|
5n
≥
∑
w
1
5n
· s(w)
4n3/2 · 2n−l
≥
∑
w
s(w)
20n5/2 · 2n−l ≥ α
22n
20n5/2 · 2n−l = α
2n+l
20n5/2
.
The claim follows. 
The same result holds if we consider vertices u of depth n + c · √n. In particular, if l = c · √n, then define fanin′′(u)
(resp. fanout′′(u)) as the set of all l-bit (resp. n − l-bit) label sequences of paths from a vertex in Vn to u (resp. of paths
from u to the sink of Fn( f )). We introduce the set
X ′ = {u | u ∈ Vn+l and |fanout′′(u)| ≥ 2
√
n}
and obtain |X ′| ≥ α · 2n+l20n5/2 , provided at least α · 22n strings hit vertices in X ′. Since our goal is to show that ε-free
NFAs have size 2n+Ω(l), we only have to deal with the situation that vertices in X as well as vertices in X ′ are hit by
too few strings.
We remove X and X ′ and observe that only accepting paths for a set S of at most 2α · 22n different label sequences
are lost. But now all vertices u ∈ Vn−c·√n and v ∈ Vn+c·√n have small fanin (i.e., |fanin′(u)| ≤ 2
√
n) and small fanout
(i.e., |fanout′′(v)| ≤ 2√n) respectively. If Fn( f ) has few edges, then we show next that fanins increase only gradually
in the intermediate c · √n layers. The situation for fanouts is analogous. Thus we are done, if we can also show that
vertices in Vn have to have a large fanin, respectively fanout.
We now set α = 1/16 and hence at most 22n/8 different label sequences are lost after removing all vertices in
X ∪ X ′.
Lemma 7. Remove X and X ′. If Fn( f ) has at most 2n+
√
n/(320 ·n2) edges, then there is a subset V ∗n ⊆ Vn of vertices
v with |fanin′(v)|, |fanout′′(v)| ≤ 2√n+c·n and V ′ is hit by at least 22n/4 strings.
Proof. Let t0 = n − c · √n . For t0 ≤ t < n let et be the number of edges between vertices in Vt and Vt+1.
For the parameter β to be fixed later, we call a vertex u ∈ Vt+1 fat, if it receives more than β · et/2n edges and if
|fanin′(u)| > 7n. Observe that there are at most 2n
β
fat vertices in Vt for some fixed t and at most c
√
n · 2n
β
fat vertices
in
⋃
t0≤t≤n Vt .
We claim that not too many strings hit a fat vertex u ∈ Vt for some t with t0 ≤ t < n. To see why, we first observe
that |fanout′(u)| ≤ 5n holds due to the fanin–fanout restriction. Hence there are at most 5n strings w ∈ {0, 1}n−t
which appear as a label sequence of a path starting in u and ending in a vertex of Vn . Any string xy hitting u must
possess such a string w as a suffix of x and hence there are at most 5n vector spaces V1 ×V ⊥1 , . . . , V5n ×V ⊥5n such that
( f (x), f (y)) belongs to one of the spaces. Since |Vi × V ⊥i | = 2n and since at most 2
√
n strings in {0, 1}n have the
same f -image, at most 5n · (2√n)2 · 2n = 20n2 · 2n strings hit u and at most (c√n · 2n
β
) · (20n2 · 2n) = 20c · n5/2 · 22n
β
strings hit fat vertices. Set β = 320c · n5/2 and at most 22n/16 strings hit fat vertices. We remove all fat vertices and
thus destroy accepting paths for at most 22n/16 strings.
An inductive argument shows that |fanin′(u)| ≤ 2√n · Π t−1τ=t0(βeτ /2n) for all vertices u ∈ Vt for t0 ≤ t < n. (A
non-fat vertex u may receive more than β · et/2n edges. But then |fanin′(u)| ≤ 7n.) The product Π t−1τ=t0(βeτ /2n) is
maximized, if all terms are of same size. Hence, since e = ∑tτ=t0 eτ ≤ 2n+√n/(320 · n2) by assumption, the size of
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all fanin′ sets is bounded by
2
√
n ·
(
β · e
c
√
n · 2n
)c·√n
= 2
√
n ·
(
320 · n2 · e
2n
)c·√n
≤ 2
√
n ·
(
320 · n2 · 2
n+√n/(320 · n2)
2n
)c·√n
≤ 2
√
n · 2c·n.
We repeat this procedure, but now utilize the fanout restrictions. (Instead of considering vertices in Vt for t0 ≤ t < n,
consider now vertices in Vt for n < t ≤ t1, where t1 = n + c · √n.) We remove a new set of fat vertices
and lose additionally 22n/16 strings. Counting also the strings lost by removing X ∪ X ′, we have lost at most
22n/8 + 2 · 22n/16 = 22n/4 strings and at least 22n/4 strings are still “alive”. 
Hence, if Fn( f ) is not too large, then at least 22n/4 strings hit vertices in Vn with small fanin and small fanout.
However we now show that the overall fanin or the overall fanout of V ∗n has to be large, where V ∗n is specified in
Lemma 7.
Lemma 8. Remove X and X ′. Then∑
v∈V ∗n
|fanin′(v)| ≥ 23n/2/(16√n) or
∑
v∈V ∗n
|fanout′′(v)| ≥ 23n/2/(16√n).
Proof. Remove all vertices in X and X ′. According to Lemma 7 the vertices v ∈ V ∗n define a cover of at least 22n−2
ones of Hn , if we associate the submatrix fanin′(v) × fanout′′(v) with v. We observe, with Proposition 5(a) and
inequality (1), that vertex v is hit by at most (2√n)2 · 2n = 4n · 2n different strings u1u2 ∈ Ln( f ). Assume that the
claim is false and we obtain the restrictions∑
v∈V ∗n
|fanin′(v)|,
∑
v∈V ∗n
|fanout′′(v)| ≤ 2
3n/2
16
√
n
as well as (8)
|fanin′(v)| · |fanout′′(v)| ≤ 4n · 2n. (9)
When maximizing
∑
v∈V ∗n |fanin′(v)| · |fanout′′(v)| subject to restrictions (8) and (9), it is optimal to choose
|fanin′(v)| = |fanout′′(v)| = √4n · 2n for all v ∈ V ∗n . But then
∑
v∈V ∗n |fanin′(v)| = |V ∗n | ·
√
4n · 2n ≤ 23n/216√n
and hence∑
v∈V ∗n
|fanin′(v)| · |fanout′′(v)| = |V ∗n | · 4n · 2n
≤ 2
3n/2
16
√
n
√
4n · 2n · (4n · 2
n) = 22n−3,
whereas at least 22n−2 1-entries have to be covered. 
Proof of Theorem 1(iv). If X or X ′ is hit by sufficiently many strings, then, according to Lemma 6, Fn( f ) consists
of at least α · 2n+l20n5/2 = Ω( 2
n+l
n5/2
) vertices, where l = c ·√n. Otherwise we have to differentiate two cases. Firstly Fn( f )
has at least 2n+
√
n/(320 · n2) = Ω(2n+√n/n2) edges and we are done.
Secondly Fn( f ) has fewer edges and we may apply Lemma 7: we obtain a subset V ∗n ⊆ Vn of vertices with
individual fanin and fanout bounded by 2
√
n+c·n such that V ∗n is hit by at least 22n/4 strings. But then Lemma 8
requires an overall fanin or an overall fanout of at least Ω(23n/2/
√
n) and hence asymptotically at least
23n/2√
n · 2√n+c·n =
2(3/2−c)n√
n · 2√n
vertices are required. Thus, for any constant c < 1/2, the graph Fn( f ) has size at least Ω(2n+c·
√
n). 
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5. Conclusions
We have shown an almost quadratic gap between the descriptive complexity of NFAs and ε-free NFAs.
Our approach is based on communication complexity: “inner” vertices of an NFA recognizing {xy | x, y ∈
{0, 1}n, (x, y) ∈ L} define a cover of the communication matrix of L. Additional graph-theoretical arguments are
required to obtain a separation of NFA and ε-free NFA.
Whereas Theorem 1 shows for large alphabets that the obvious transformation from NFAs to ε-free NFAs cannot
be improved drastically, considerable improvements for small alphabets are not ruled out. Observe, however, that
improvements of our lower bound require new ideas, since our analysis of “n-partite NFAs” is close to optimal
according to Lemma 5.
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