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Abstract—Structure determination is key to understanding
protein function at a molecular level. Whilst significant advances
have been made in predicting structure and function from
amino acid sequence, researchers must still rely on expensive,
time-consuming analytical methods to visualise detailed protein
conformation. In this study, we demonstrate that it is possible
to make accurate predictions of protein fold taxonomy from
structures determined at low (>3A˚) resolution, using a deep con-
volutional neural network trained on high-resolution structures
(≤3A˚). Thus, we provide proof of concept for high-speed, low-
cost protein structure classification at low resolution. We explore
the relationship between the information content of the input
image and the predictive power of the model, achieving state of
the art performance on homologous superfamily prediction with
maps of interatomic distance. Our findings contribute further
evidence that inclusion of both amino acid alpha and beta carbon
geometry in these maps improves classification performance
over purely alpha carbon representations, and show that side-
chain information may not be necessary for fine-grained struc-
ture predictions. Finally, we confirm that high-resolution, low-
resolution and NMR-determined structures inhabit a common
feature space, and thus provide a theoretical basis for mapping
between domains to boost resolution.
Index Terms—transfer learning, protein distance maps, protein
structure classification
I. INTRODUCTION
Proteins are large biological molecules consisting of chains
of amino acids that are of particular interest to life science
research, as they perform a wide variety of essential functions
in the cell [1]. Functional characterisation of proteins can be
arduous, and as such structural biologists can rely on the close
relationship between structure and function to predict activity
from structure given a known taxonomy of well-characterised
protein folds [2], to complement sequence alignment studies
[3]. Broadly speaking, the greater the resolution of a solved
structure (typically given in A˚ngstrms, 10−10m), the more
information can be derived from it: individual atoms can be
resolved below 1A˚, the polypeptide backbone and amino acid
side-chains under 3A˚, and protein backbone conformation at
over 3A˚ [4]. The need for atomic resolution is reflected in
publication bias, with structures determined at ≤3A˚ currently
making up 93% of the Protein Data Bank (PDB) [4].
Unfortunately, high-resolution structure solving is challeng-
ing and represents a fundamental bottleneck in research: to
date, more than 120 million amino acid sequences have been
determined, but only 160,000 solved structures have been
published via PDB [4], [5]. X-Ray Crystallography (XRC)
has historically been the most commonly used technique in
protein structure determination, but is time-consuming and
expensive: competition for access to facilities is fierce, and
costs can reach $100,000 per structure [6]. The requirement
for crystallisation also excludes certain protein groups of
interest to researchers, including some large transmembrane
assemblies [7]. Nuclear Magnetic Resonance (NMR) can yield
information not only on topology but on dynamics, but have
historically been limited to small soluble proteins [8]. The
advent of cryo-Electron Microscopy (cryo-EM) has permitted
the visualisation of proteins in near-native conformations at
under 2A˚, but the technique remains prohibitively expensive
[9], [10].
The holy grail of structural biology has therefore become
the accurate prediction of protein structure from amino acid
sequence alone [11]. Recent years have seen huge progress in
the field, but there remains room for improvement: the best
predictors of the most recent Critical Assessment of Struc-
ture Prediction competition (CASP13) achieving not more
than 80% accuracy in ab initio backbone placement for the
most challenging structures [12]–[14]. Furthermore, common
metrics of predictive accuracy - such as precision of contact
prediction and GDT TS - do not take account amino acid
side-chain placement, which is crucial to understanding the
interactions between proteins and their substrates [13], [15].
Therefore, before and if sequence-based structure prediction
is solved and/or low-cost, high-resolution imaging becomes
widely available to the scientific community, the ability to
make accurate predictions of protein structure and function
from low-resolution data could feasibly accelerate the pace
of protein characterisation and thus the discovery of new
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medicines and vaccines.
II. AIMS
Building on previous work [16], this project sets out to
identify whether the features learned by convolutional neural
networks (CNNs) trained on 2D representations of high-
resolution structures (defined as ≤3A˚) can be used accurately
to classify fine-grained protein fold topology from structures
determined at low (>3A˚) resolution. Secondly, we seek to
understand the impact of atom selection on accuracy of
structure classification, comparing selections representative of
low (alpha carbon), medium (backbone) and high (heavy atom)
information content.
III. CONTRIBUTION
We show for the first time that it is feasible to make
accurate (∼80%) predictions of class and architecture from
structures determined at low resolution, including those de-
termined with NMR. In this way, we provide a theoretical
basis for mapping between low and high-resolution structures.
We find that the best predictors are those trained on Cα,
Cβ , oxygen and nitrogen distance matrices, outperforming
heavy atom selections, and so demonstrate the importance of
selecting a representation appropriate to the task. Finally, we
achieve benchmark classification performance (89% accuracy)
on prediction of homologous superfamily from over 5,150
possible categories, using a four-component ensemble of deep
CNNs.
IV. BACKGROUND
A. Artificial neural networks (ANNs)
ANNs are a family of machine learning algorithms whose
architecture is loosely analogous to the neurons of the mam-
malian brain, and which have been shown to be powerful
predictive tools in disciplines including computer vision, nat-
ural language processing and gaming [17]–[19]. ANNs are
composed of sequential layers of simple computational units
(nodes), in which the output of any node is an elementwise
combination of its inputs passed through some non-linear ac-
tivation function [20]. Given sufficient data, the parameters of
these models may be learned via backpropagation in response
to a training signal [21], enabling ANNs to learn arbitrarily
complex predictive functions. The more intermediate layers
to a network (deep ANNs having two or more such hidden
layers), the more complex the function it can learn - at the
cost of greater computational complexity.
B. Convolution for image classification and transfer learning
Convolutional neural networks (CNNs) are ANNs contain-
ing one or more convolutional layers and which are applied
to data with a known grid-like topology, such as images and
videos [20]. The convolution operation allows a model to
scan over its input matrix with a sliding window of stacked
nodes (kernels), storing the strongest node outputs in an output
activation map via a pooling operation [22]. The power of
CNNs in image classification and object detection has long
been recognised: from Yann Lecuns work on recognising
handwritten digits, to the use of deeper networks and inno-
vative model architectures to label images from the ImageNet
repository [17], [22]–[26]. Subsequent work showed that the
discriminatory features learned by these models in one image
domain (the source) can be transferred to classify data in
a separate, noisier or more challenging domain (the target).
Examples of such transfer learning approaches include pre-
training a network on an image classification task and fine-
tuning on a separate object detection task [27], and simulta-
neous learning between paired high- and low-quality images
[28].
C. Representing proteins as images: protein distance maps
Computational biologists have profited from these advances
by converting publicly available three-dimensional protein
structures into two-dimensional protein distance maps (here-
after, PDMs): symmetric matrices encoding the pairwise dis-
tances between atoms i and j (ai, aj) of a solved structure [29],
[30]. These maps have the advantage over 3D representations
of reducing both computational load and sensitivity to feature
rotation or translation [16]. PDMs are generally presented in
one of two common forms (Fig. 1). Contact maps are binary
matrices wherein two atoms are identified as being in contact
if they fall within a set distance of one another, typically 7-8A˚
[31]. Distance maps directly encode the Euclidean distances
between atoms of the protein [32] [33]. The patterns that
appear in these maps correspond to characteristic structural
elements, for example alpha helices and beta sheets, as pic-
tured in Fig. 1. PDMs may be generated from the distances
between different selections of atoms, commonly the alpha
(Cα) and/or beta (Cβ) carbons of the polypeptide backbone,
or the heavy (non-hydrogen) atoms of the backbone and side-
chains. The relative merits of different representations remain
disputed: a 2010 study [31] concluded that a combination of
Cα and Cβ atoms outperforms individual components (and
particularly Cα) when reconstructing 3D protein structures
from contact maps, whilst Cα maps performed better than
side-chain geometric centres for enzyme class prediction in
[34], and heavy atom representations outperformed other rep-
resentations in more recent publications [12], [35].
D. Related work: Protein structure classification
Protein structure classification (PSC) is the task of assign-
ing a candidate structure to one of a set of discrete three-
dimensional patterns (folds) containing the same arrangement
and topology of secondary structural elements [35]–[37]. Com-
mon reference taxonomies include the class, fold, superfam-
ily and family hierarchies of the structural classification of
proteins (SCOP) dataset, and the class, architecture, fold and
homologous superfamily classifications of CATH [38], [39].
A review of the literature was conducted to identify historic
approaches to PSC, summarised in Table 1 and detailed in Ap-
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TABLE I
STATE OF THE ART IN PROTEIN STRUCTURAL CLASSIFICATION
Model Representation N Task Performance
Traditional machine learning approaches
Pires et al (2010):
KNN / Random Forest
Cut-off Scanning Matrix
+ SVD from Cα distance
maps
EC P :
566 Enzyme superfamily (6) 99%
55,475 Enzyme subfamily (7) 95%
SCOP∗
110,799 Class 95%
108,332 Fold 92%
106,657 Superfamily 93%
102,100 Family 94%
Deep CNNs
Sikosek 2019:
Pre-trained DenseNet121
Heavy atom distances +
NB + ANM 20,798
CATH Acc :
C (4) 99%
A (40) 95%
T (1364) 92%
H (2714) 87%
Ensembles
Newaz et al 2020:
Logistic regression
Protein structure
networks (heavy atoms
≤6A˚) + sequence + GIT
(Concatenate)
9,440
CATH Acc :
C (3) 94%
A (10) 87%-90%
T (14) 88%-99%
H (5) 93%-100%
This study:
DenseNet121 ensemble
Backbone atom distances
+ NB + ANM 15,116-17,048
CATH Acc :
C (4) 96%
A (37) 93%
T (1276) 92%
H (5150) 89%
Prediction from sequence
Xia et al (2017):
Ensemble of SVM
+ HMM
Amino acid sequence 6,451
SCOP Acc :
Fold (184) 91%
Abbreviations. Methods: ANM: Anisotropic Network Model; GIT: tuned Gauss Intervals; KNN: K-Nearest Neighbour;
NB: Non-bonded energy; SVD, Single Value Decomposition; N: total size of dataset. Datasets: CATH: Class, Architecture, Topology
Homolgous superfamily; EC: Enzyme Classification; SCOP: structural classification of proteins. Metrics: Acc: Accuracy; P:
precision.∗Number of categories per class not stated, reference database contains 6, 7, 8 and 24 categories for each level of the
SCOP hierarchy
TABLE II
SUMMARY STATISTICS FOR HIGH-RESOLUTION (HR), LOW-RESOLUTION (LR) AND NMR DATASETS
Atom selection Instances Classes Res.
∗ Length∗∗ Length∗∗ Size∗∗
Ntotal Ntrain Nval Ntest NCC NCA NCT NCH NCH<10 (A˚) (atoms) (residues) (Kb)
High-Resolution (≤3A˚)
HRCA 2,8188 15,222 10,148 2,819 4 41 1,276 5,129 91% 2 (1,3) 159 161 35HRBB 28,412 15,342 10,228 2,841 4 41 1,276 5,150 91% 635 161 167
HRHEAVY 25,192 13,604 9,069 2,519 4 41 1,269 5,002 92% 1234 106 765
Low-Resolution (>3A˚)
LRCA 1,663 1,663 4 28 375 885 98%
3 (3,4)
151 153 176
LRBB 1,585 N/A 1,585 4 28 369 859 98% 603 153 176
LRHEAVY 1,633 1,633 4 28 370 873 98% 1,173 153 817
NMR
NMRCA 2,902 2,902 4 26 397 1,045 96%
999 (4,999)
94 92 6
NMRBB 2,872 N/A 2,872 4 26 396 1,039 96% 375 92 52
NMRHEAVY 2,875 2,875 4 26 395 1,036 96% 735 92 238
Abbreviations: CA: alpha carbon; BB: backbone; N: Number of instances; NC: Number of classes; %H<10: Proportion of H classes having fewer than
ten instances.∗Mean over all instances of the dataset, (min,max), ∗∗ Mean length before pre-processing
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pendix Table A1. Three broad methodologies were encoun-
tered: those in which traditional machine learning algorithms
were applied to features extracted from PDMs [40]–[42]; a
second set training deep CNNs directly on large datasets of
maps [16], [43]; and ensemble models combining different
approaches [35], [44], [45]. Studies relying on features derived
from amino acid sequence alone are not listed exhaustively,
however state of the art is included in Tables 1 and A1 for
completeness [46], [47].
Many early PSC studies extracted features from subsets of
non-redundant structures labelled according to SCOP class and
fold, mining secondary structural features from distance maps
using hand-crafted algorithms [40], [42]. The best-performing
of these [41] extracted frequency statistics of Cα distances
and applied K-Nearest Neighbour classifier or Random Forest
classifiers to these features, achieving 94% on prediction of
SCOP family.
Among the best results in PSC have been those achieved
using deep CNNs [16], [43]. A modified version of
DenseNet121, capable of simultaneous multi-class, multi-label
prediction of CATH categories, demonstrated up to 87%
accuracy on the most challenging task, being prediction of
homologous superfamily from over 2000 possible classes
[16]. This model was trained on heavy atom distance maps
augmented with measures of intrinsic molecular motion and
non-bonded energy, as described in [16], illustrated in Fig. 1
(bottom row) and detailed below. The resultant model was
subsequently used to produce protein fingerprints, efficient
feature vectors produced by the penultimate layer of the
trained CNN (Fig. 2) and used in a subsequent step as the
input to a random forest prediction of a secondary task: small
molecule binding activity as measured by ChEMBL.
Raphael Eguchi and Possu Huang deployed a six-layer CNN
with up-sampling and deconvolution for semantic segmenta-
tion (pixelwise labelling) of Cα distance maps [43]. Applying
their model to a CATH non-redundant dataset augmented with
cropping and sub-sampled to balance class representation,
this group achieved up to 88% per structure accuracy of
architecture prediction. It is important to note that the primary
aim of the study was not accurate structure-level classification,
but rather labelling individual amino acids according to CATH
architecture, achieving an impressive average accuracy of
91%.
Some of the best results have been observed by combin-
ing approaches into ensembles. A recent publication [35]
described the distances between heavy atoms in a protein
structure as ordered sub-graphs (graphlets), whose statistics
then served as an input feature for logistic regression. This
study reported 93%-100% per-class accuracy on CATH ho-
mologous superfamily prediction when combining graphlet,
sequence and Tuned Gaussian Interval (GIT) representations
[35]. It is important to note that only those classes and sub-
classes with thirty or more instances were included in the
analysis. This permitted a statistically meaningful comparison
of different feature inputs and methods; however, the resultant
accuracies may not be representative of performance across
the universe of possible folds.
Fig. 1. Representing proteins in two dimensions. Top left: Maps may be
constructed from distances between the alpha carbon (Cα), beta carbon (Cβ ),
polypeptide backbone (thick black line) or heavy atoms (all non-Hydrogen
atoms) of a protein.Adapted from [57]. Illustrative secondary structure shown
from CATH domain 3.30.70.380 [38]. Top right: Example contact map.
Bottom row (from left to right): Distance map, anisotropic network model
(ANM) and non-bonded (NB) energy matrices. [16].
V. METHODS
A stepwise approach was taken to characterise the impact
of atom selection, representation and model architecture on
performance of deep CNNs trained on high-resolution data,
before assessing the ability of the best trained models to make
predictions from low-resolution and NMR datasets.
A. Datasets
Protein domains from the CATH non-redundant domain set
(v4.2) [38] were assigned to one of three groups according to
resolution: High-resolution (HR, ≤3A˚), Low-Resolution (LR,
>3A˚) and NMR (characterised using solution or solid-state
NMR), summarised in Table 2. All model optimisation and
configuration studies were performed on HR datasets, with
the aim of maximising performance on the most challenging
classification task: prediction of homologous superfamily.
B. Pre-processing
Domain structures from CATH were represented as a stack
of distance map, anisotropic network model (ANM) and non-
bonded energy (NB) matrices, following [16]. In this way,
each image passed to the network encoded information relat-
ing to spatial positioning, flexibility and non-bonded energy
potentials between each atom of the matrix, respectively.
Protein distance, ANM cross-correlation and NB matrices
were extracted from PDB files for each domain with ProDy
[48], using either alpha carbon (CA), backbone (BB) or heavy
atom (HEAVY) selections (see Fig. 1 and Algorithm 1).
These atom selections are taken to be representative of low,
medium and high information content, respectively: CA maps
included the distances between Cα atoms only; BB selections
including information from Cα, Cβ , oxygen and nitrogen, and
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heavy atom selections including distances between all non-
hydrogen atoms, inclusive of side-chains. Summary statistics
for each dataset are provided in Table 2. Distance matrices
were clipped at a maximum distance of 50A˚ (three standard
deviations from the mean distance across all maps), and ANM
matrices between -1 and +1, before rescaling in the range
(-100,100) for memory-efficient storage. Non-bonded (NB)
energy representations were generated for each of the three
atom selections following [16]. Briefly, PDB structures were
parsed with PDB2PQR [49] using an AMBER forcefield,
before computation of pairwise non-bonded energy terms as
described in [16] and rescaling in the range (0,1000). Dis-
tance map, ANM and NB representations were reshaped with
bicubic interpolation and stacked to give a set of 255x255x3-
dimensional matrices, comparable to the three channels of
RGB colour images. 10% of each high-resolution dataset
was extracted for use as a test set in assessment of model
performance. Unlike in previous studies, instances were not
excluded on the basis of chain length or a minimum per
class frequency, in order to expose the models to as many
representative folds as possible. This variance is reflected in
the small differences in frequency of T and H classes between
datasets (Table 2). The impact of class imbalance on model
performance is discussed in Sections 5A and 7).
Algorithm 1 Pre-processing
1: procedure PARSE(.pdb, atomgroup)
2: struct ← parsePDB(.pdb)
3: charges ← getCharges(pdb2Pqr(.pdb))
4: ANM ← ANM(crossCorrelate(struct))
5: atoms = selectAtoms(struct,atomgroup)
6: for i in range len(atoms) do
7: for j in range len(atoms) do
8: dist[i,j] = Euclidean(atoms[i], atoms[j])
9: NB[i,j] = getNB(charges[i,j], atoms[i,j])
10: end for
11: end for
12: dist ← Rescale(Clip(dist,0,50),(255,255)*100)
13: ANM ← Rescale(Clip(ANM,-1,1),(255,255)*100)
14: NB ← Rescale(NB,(255,255)*1000)
15: return [dist,ANM,NB]
16: end procedure
C. Training
Predictive accuracy was evaluated for models trained on
one of the high-resolution CA, BB or heavy datasets (HRCA,
HRBB, or HRHEAVY) using an adapted version of pre-trained
DenseNet121 from Keras [50], as depicted in Fig. 2. All mod-
els were initialised with weights learned from pre-training on
ImageNet. The final layer of the imported model was replaced
with a single Dense layer of 512 dimensions, followed by
batch normalisation and dropout layers for regularisation of
learned features. The output of these layers was then passed
to four parallel softmax activation layers corresponding to
the 4 (Class), 41 (Architecture), 1391 (Topology) and 6070
(Homologous Superfamily) possible categories of the non-
redundant dataset. This framework was adopted with deploy-
ment in mind; however, it should be noted that a maximum of
1276/1391 T and 5150/6070 H classes were included in the
training set (Table 2). All models were trained to minimise
validation loss for a maximum of 150 epochs on a single
NVIDIA Tesla T4 GPU using a categorical cross entropy
optimisation function, 40% validation ratio, shuffled batches
of 32 instances and 25% dropout. The initial learning rate was
set at 0.001, and learning rate reduction of 20% enabled after
a plateau of 5 epochs, to a minimum of 0.0001.
Fig. 2. Architecture of the model. Abbreviations. DIST: distance matrix;
ANM: anisotropic network model; NB: non-bonded energy; CNN: convolu-
tional neural network; PFP: protein fingerprint; BN: batch normalisation.
D. Evaluation
Accuracy of trained models was assessed on held-out test
data from the corresponding high-resolution test set, such
that a model trained on a high-resolution backbone (HRBB)
training set would be evaluated on the HRBB test set. The
performance of the best of these models was then evaluated
on the high-resolution test sets from other atom selections
(e.g. HRCA, HRHEAVY in this case) and on the entire low-
resolution and NMR datasets (LRCA, LRBB, LRHEAVY,
NMRCA, NMRBB and NMRHEAVY). All analyses included
both accuracy and F1: a harmonic mean of precision and recall
that takes account of per-class performance.
The quality of feature vectors extracted from the protein
fingerprint (PFP) layer of trained models (see Fig. 2) was
assessed using the PFP homogeneity metric proposed in [16],
clustering instances with K-means [51] according to k possible
classes for a given task, and comparing the overlap of actual
and best predicted label clusters using the homogeneity score
functionality of scikit-learn [52]. Best clusters were identified
after 10 iterations following initialisation with kmeans++.
VI. RESULTS
Model performance was inspected first on HR datasets,
comparing accuracy and F1 measure for each of the CA
(HRCA), BB (HRBB) and heavy (HRHEAVY) representa-
tions. Next, the relative contribution of the distance matrix,
ANM and NB layers was evaluated through ablation studies
using the best performing model setup (HRBB) from the first
step. The results of these analyses are presented in Fig. 3 and
Table A2. Performance of the HRBB model was then tested
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on held-out HR, LR and NMR test sets for all three atom
selections (Table A3). Finally, the best models from each atom
selection (HRCA, HRBB and HRHEAVY) were combined
into an ensemble, giving each component an equally weighted
vote and assigning the most confident weighted prediction as
the predicted label, evaluating on all test sets (Tables A4 and
A5).
A. Impact of atom selection on classification performance
Fig. 3 and Table A2 compare average test results obtained
with models trained on HR data using CA, BB and heavy atom
selections. Performance overall correlates with complexity of
the task for all atom selections. On the most challenging (H)
task, models trained on BB maps outperform those trained
on CA and heavy atom selections (67%, p<0.05). Average
accuracy was numerically lower for heavy atom (61%) than
CA (63%) atom selections, but not significantly so. F1 scores
(Table A2) followed a similar trend, but were consistently
lower than accuracy scores (64% to 96% for the BB dataset),
indicating an adverse impact on model performance of class
imbalance.
When evaluating trained models on held-out high-resolution
data (Table 3), the best (HRBB) trained model performed
better on the CA dataset (84% for the H task) than on BB
data (81%), and was unable to make predictions from heavy
atom selections (<1%). These figures compare well with
87% accuracy in the benchmark study [16], despite having
markedly more classes to choose from (5150 vs 2714, Table
1). PFP homogeneity correlated broadly with accuracy and F1
scores for the high-resolution test sets: learned embeddings
produced by the HRBB model form clusters close to their
true labels when provided with inputs from CA (84% homo-
geneity for task C) and BB (83%) datasets, but not for the
heavy atom selections (0%) (Table A3). PFP homogeneity
was consistently lower for the present study when compared
with benchmark experiments [16], but followed a similar
trend across C, A, T and H tasks (Table A3). Application
of a random forest classifier to the 512-dimensional protein
fingerprints produced by HRBB from each test set did not
improve classification performance compared to DenseNet121
alone (Table A6).
B. Ablation experiments
To assess the contribution of ANM and NB layers to
model performance, a model was trained on a modified
HRBB dataset comprising triplicate stacks of distance matrices
(BB dist only, Fig. 3 and Table A2). Whilst some improve-
ment was observed for these distance-only representations
(69% vs. 67%), this difference was not found to be statistically
significant.
C. Performance of trained models on low-resolution and NMR
datasets
The best-performing single model (HRBB) is able to make
predictions of over 91%, 79%, 61% and 46% for class,
Fig. 3. Accuracy of models trained on HRCA, HRBB, or HRHEAVY datasets
when evaluated on 10 held-out data from the same dataset. CA: Alpha carbon;
BB: Backbone; BB dist only: triplicate stack of distance matrices;HEAVY:
heavy atom selection.
architecture, topology and homologous superfamily across LR
and NMR datasets (Table 3). Predictions were consistently
better for LR than for NMR datasets across all test sets. As
for HR test sets, performance of HRBB was better for CA
than for BB data, and was very poor (<1%) for heavy atom
selections. Accuracy and F1 scores corresponded very closely
for these analyses, and PFP homogeneity scores followed a
similar trend to those observed for tests on HR data (Table
A3).
D. Ensemble models
A mixed ensemble of models trained on high-resolution CA,
BB and heavy atom selections (model E1) is able to make
predictions from HR, LR and NMR data that are similar to
or better than the best BB-only model across all classes and
atom selections (Table 3 and Table A4). Unlike the best single
model (HRBB), this ensemble was also able to make predic-
tions from heavy atom selections (with up to 53% accuracy on
LR and 47% on NMR data). Inclusion of both mixed (distance,
ANM and NB) and distance-only representations (model E2,
Tables 3 and A5) improved performance on the HR dataset -
up to 89% accuracy (87% F1) - but damaged predictions on the
LR and NMR test sets when compared with E1 (33%-39%).
VII. DISCUSSION
A. Models trained on backbone selections outperform those
trained on alpha carbon or heavy atoms
An adapted DenseNet121 model trained on the HRBB
dataset achieved up to 84% accuracy in homologous super-
family prediction on high-resolution test sets (Table 3). This
compares well not only with benchmark CATH prediction ac-
curacy from distance maps (87%, over fewer classes), but with
sequence-dependent prediction algorithms such as DeepSF,
which achieved 75.3% test accuracy on the 1175 folds of
SCOP1.75 [47] (Table A1).
Models trained on BB atom selections performed better than
CA or heavy atom equivalents (Fig. 3 and Table A2) when
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TABLE III
TEST SET PERFORMANCE OF HRBB AND ENSEMBLES E1E2
Atom selection Ntest
HRBB E1 E2
C A T H C A T H C A T H
High-Resolution (≤3A˚)
HRCA 2,360 98% 92% 89% 84% 98% 92% 88% 84% 96% 92% 90% 84%
HRBB 2,818 96% 86% 79% 81% 96% 85% 77% 65% 96% 93% 92% 89%
HRHEAVY 2,519 56% 26% 16% 1% 40% 11% 4% 0% 94% 76% 63% 58%
Low-Resolution (>3A˚)
LRCA 1,663 93% 80% 67% 51% 93% 80% 67% 51% 81% 54% 44% 39%
LRBB 1,585 92% 79% 64% 48% 92% 79% 64% 46% 79% 52% 42% 37%
LRHEAVY 1,634 38% 13% 9% 1% 21% 3% 2% 0% 29% 3% 40% 40%
NMR
NMRCA 3,047 91% 79% 63% 46% 91% 91% 63% 46% 78% 56% 39% 33%
NMRBB 3,017 91% 79% 61% 44% 90% 90% 61% 44% 83% 57% 41% 34%
NMRHEAVY 3,109 38% 7% 3% 1% 21% 21% 0% 0% 28% 6% 38% 32%
BENCHMARK [19] 12,479 99% 95% 92 % 87%
testing on held-out data from the same high-resolution dataset.
This is unsurprising when comparing backbone representations
with the more compact Cα representations, and falls in line
with the findings of [31]. One might expect models trained
on heavy atom selections to perform better than CA or BB,
as they contain additional information on the relative spatial
orientation of side-chain atoms in addition to the carbon,
oxygen and nitrogen atoms of the polypeptide backbone (Fig.
1). However, this information is not necessarily required for
CATH classification, which is defined using secondary struc-
tural characterisation (topology of the backbone), combined
with functional annotation using SwissProt [38]. Not only do
backbone representations improve the predictive power of the
trained model when compared with the heavy atom training
sets, but they occupy less memory before pre-processing
(Table 2).
The comparative reduction in performance between BB and
heavy datasets could possibly be attributed to loss of repre-
sentative images during parsing from PDB source structures
(the dataset containing 1,932 fewer training instances). An
alternative explanation is information loss during rescaling,
the average matrix containing 1,234 atoms for heavy and
635 atoms for BB datasets (Table 2). Reshaping matrices to
255x255 therefore imposes a 23- and 6-fold reduction in area,
respectively, compared with a 3-fold upscale for CA instances.
B. Complex representations may not be required for accurate
fold classification
Replacing the ANM and NB layers of the input represen-
tation with copies of the distance matrix did not significantly
impact the point accuracy of predictions made when compared
with a distance-ANM-NB stack, but did increase the variance
of both accuracy and F1 (Table A2). This implies that the
distance matrix plays a dominant role in model training,
but that a more varied input may result in improvements to
the diversity (and so robustness) of learned features. This is
illustrated in Fig. 4, which compares the top five strongest ac-
tivations (left) and associated superfamily architectures (right)
for each of the distance, ANM and NB channels of the first
convolutional layer. In this illustrative snapshot, each layer
seems to respond maximally to different features and domain
families. One exception is superfamily 3.40.50.300 (P-loop
containing nucleoside triphosphatases), which appears twice
for the NB layer and once for the ANM layer, but not for
the distance layer. The presence of nucleotide binding activity
(nucleic acid being visible as black helices) in the top five
activations for all three layers warrants further investigation.
C. The best model performs best on alpha carbon test sets
Interestingly, a model trained on BB representations is able
to make more accurate predictions from CA than from BB data
(84% vs. 81%, Table 3). This suggests a shared feature space
between the two datasets, presumably the relative position
of the alpha carbons in the Cα, Cβ , O, N repeating unit of
the polypeptide backbone. This signifies that one can train
the classifier using (BB) representations of intermediate com-
plexity, and deploy on compact (CA) representations whilst
simultaneously improving performance. The same is not true
of heavy atom selections, where performance of HRBB drops
to 1%, possibly as the inclusion of side-chain distances masks
the distinctive signals between Cα and Cβ atoms. Whilst side-
chain information might not be required for accurate CATH
classification, it may be useful where learned embeddings
are transferred to some secondary task such as prediction of
functional site location [53], small molecule binding affinity
[16] or quality of structure prediction [43], [54]. Heavy atom
selections should consequently not be discounted until the
relationship between the input representation and the training
objective is fully understood.
D. Models trained on HR data can be used to make fold
predictions from LR and NMR data
As expected from results with high-resolution data, HRBB
performance is better for C, A and T than for H tasks for
both low-resolution (93%, 80%, 67% and 51%) and NMR
(91%, 79%, 63% and 46%) datasets. For C and A tasks in
particular, accuracies are only marginally worse than seen
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Fig. 4. Strongest activation maps (left) and corresponding superfamily architectures (right) for distance, ANM and NB layers. Top five activations maps
(maximum summed intensity) were extracted for the LRCA dataset from the first layer of a pre-trained HRBB model. CATH classifications are shown beneath
each activation in the format C.A.T.H.
Fig. 5. Co-localisation of cluster centroids for HR, LR and NMR datasets
for the HR test sets (98%, 92%). Whilst one might expect
reasonably accurate predictions from structures determined at
3-4A˚ as in the LR dataset (Table 2), the performance of
the classifier on NMR structures is more surprising where,
as a non-diffraction method, resolution is commonly low
(>4A˚) or unspecified (999A˚) [4]. The ability of the trained
model accurately to predict protein class and architecture
from LR and NMR test sets is likely due to the HR, LR
and NMR datasets occupying a common feature space, hav-
ing patterns of interatomic distances (structural features) in
common. To test this hypothesis, 512-dimensional protein
fingerprints produced by the HRBB model were compared for
HRCA, LRCA and NMRCA test sets, by computing cluster
centroids (class-specific representative averages) using the K-
means algorithm [51], and transforming the resultant vectors
into two dimensions with t-SNE (Fig. 5) [55]. Comparing
the distribution of transformed embeddings (dots, all datasets
combined) and centroids (stars, cluster averages for individual
datasets) shows that HR, LR and NMR centroids co-localise
for classes 1-3 (mainly α, mainly β, and α-β) but not for
class 4 (few secondary structures). For the dominant classes
(1-3), HR (purple) and LR (brown) centroids are generally
closer together, and NMR centroids (pink) are close to but
generally separate from HR/LR equivalents. The latter may
reflect the different methodology for structure determination
by NMR, or the composition of proteins suitable for this
technique, being generally small (an average of 94 residues,
Table 2) and soluble [56]. Class 4 instances (shown in red) are
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underrepresented and exhibit significant overlap with classes
1-3: The K-means algorithm therefore fails to identify them
as a discrete cluster (centroids in black circles). This is
perhaps unsurprising as the minor class is made up of irregular
domains with little secondary structure [38]. Class imbalance
and overlap for class 4 is reflected in weighted average F1
scores across the four classes at the level of both class and
architecture (Table A7).
E. 6.5 A multi-model ensemble achieves benchmark perfor-
mance on high-resolution datasets
A weighted ensemble (E2) of models is able not only to
outperform single model-equivalents (Table 3), but achieves
84%-89% accuracy (87% F1) on class H prediction from
HR data, a marginal improvement on the benchmark [16].
This ensemble is robust to atom selection, enabling prediction
from either CA (84%), BB (89%) or heavy (58%) inputs.
Comparing the results achieved for E1 and E2 illustrates that
ensemble components can be tuned to perform on different
tasks and input representations (Table 3).
VIII. LIMITATIONS AND FURTHER WORK
Class imbalance is a well-established challenge in protein
structure classification [42]. In previous studies, datasets have
been carefully trimmed in order to balance representation, for
example by including only those classes with thirty or more
representative structures [35]. This approach was deliberately
avoided in the present study, training on all available instances
from the CATH non-redundant dataset in order to maximise
coverage of the universe of possible classes. As a result, many
categories of superfamily are represented by a single domain,
and the vast majority (92-98%) of superfamilies contain fewer
than ten instances (Table 2). This imbalance generates a risk
that trained models not be able correctly to classify new
unseen minority class instances, which could be assessed
in future studies by testing model performance using other
datasets such as SCOP [39]. Possible techniques to counteract
class imbalance include boosting minority representation in
the training set with additional structures drawn from PDB,
synthetic minority oversampling (SMOTE) as in [35], [42],
[43], or sub-cropping [43], [57]. Other possible avenues to
explore include objective function re-weighting [43], weighted
ensembles of class-specific models, and minority class incre-
mental rectification [58].
The present study has shown that side-chain information
may not be required for accurate prediction of homologous
superfamily. However, a crucial extension is to assess the
impact of including side-chain information on prediction of
function (such as enzyme classification) either as a separate or
a concurrent task, and to investigate the integration of sequence
and structural information as in [35].
We have shown that it is possible to make accurate predic-
tions of protein class and architecture from low-resolution and
even NMR data, but that performance drops significantly for
the more challenging topology and homologous superfamily
tasks. One possible extension of the present work is to combine
structures obtained for members of the same class using
different experimental methods into individual instances, an
example of multi-view learning [59].
Finally, the evidence presented confirms that low-resolution
and NMR structures inhabit a common feature space with
high-resolution data, and so provides a theoretical basis for
mapping between the domains using techniques such as single
image super-resolution [60]. Such a mapping, if possible,
could help to overcome the bottleneck in obtaining high-
resolution structures and so accelerate the pace of discovery
into proteins and other macromolecules in human health and
disease.
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APPENDIX
Table A I
PRIOR ART IN PROTEIN STRUCTURAL CLASSIFICATION
Model Representation N Task Performance
Traditional machine learning approaches
Shi & Zhang (2009):
SVM
Secondary structure
features mined from Cα
distance maps
313
SCOP Acc :
Class (4) 91%
Fold (27) 51%-75%
Pires et al (2010):
KNN / Random Forest
Cut-off Scanning Matrix
+ SVD from Cα distance
maps
EC P :
566 Enzyme superfamily (6) 99%
55,475 Enzyme subfamily (7) 95%
SCOP∗
110,799 Class 95%
108,332 Fold 92%
106,657 Superfamily 93%
102,100 Family 94%
Taewijit & Waiyamai
(2010): SVM
HMM sequence
embeddings + SCCP
mined from Cα contact
maps
2,640 Enzyme subfamily (16) Acc : 73%-79%
Vani & Kumar (2017):
C4.5 Decision Tree +
SMOTE
Secondary structure
features mined from Cα
distance maps
330 SCOP fold (27) F1 : 72%
Deep CNNs
Sikosek 2019:
Pre-trained DenseNet121
Heavy atom distances +
NB + ANM 20,798
CATH Acc :
C(4) 99%
A(40) 95%
T(1364) 92%
H(2714) 87%
Eguchi & Huang 2020:
6-layer CNN with pixel
shuffle and deconvolution
Cα distance maps 126,069 CATH: A (40) Acc : 88%
Ensembles
Zacharaki (2017): Deep
CNN ensemble +
SVM/KNN
Amino acid torsion
angles + Cα distance
maps
44,661 Enzyme superfamily (6) Acc : 90%
Newaz et al 2020:
Logistic regression
Protein structure
networks (heavy atoms
≤6A˚) + sequence + GIT
(Concatenate)
9,440
CATH Acc :
C(3) 94%
A(10) 87%-90%
T(14) 88%-99%
H(5) 93%-100%
This study:
DenseNet121 ensemble
Backbone atom distances
+ NB + ANM 15,116-17,048
CATH Acc :
C(4) 96%
A(37) 93%
T(1276) 92%
H(5150) 89%
Prediction from sequence
Xia et al (2017):
Ensemble of SVM
+ HMM
Amino acid sequence 6,451
SCOP
Acc : 91%Fold(184)
Hou et al (2018):
Deep 1D CNN Amino acid sequence 15,956
SCOP
Acc : 75%Fold(1,195)
Abbreviations. Methods: ANM: Anisotropic Network Model; GIT: tuned Gauss Intervals; HMM: Hidden Markov Model
KNN: K-Nearest Neighbour; NB: Non-bonded energy; SCCP: Sub-Structural Contact Pattern; SMOTE: Synthetic Majority
Oversampling Technique SVD, Single Value Decomposition; SVM, Support Vector Machine; N: total size of dataset. Datasets: CATH:
Class, Architecture, Topology, Homolgous superfamily; EC: Enzyme Classification; SCOP: structural classification of proteins. Metrics:
Acc: Accuracy; F1: F1-score; P: precision.∗Number of categories per class not stated, reference database contains 6, 7, 8 and 24
categories for each level of the SCOP hierarchy
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Table A II
IMPACT OF ATOM SELECTION ON MODEL PERFORMANCE
Representation Ntrain Ntest
Test Accuracy
C A T H
HRCA 16,913 2,360 94 ± 0.4% 82% ± 0.6% 75% ± 2.6% 63% ± 2.2%
HRBB 17,048 2,818 96 ± 1.5% 86% ± 2.4% 79% ± 1.3% 67% ± 1.7%
HRBB DIST ONLY 17,396 2899 96 ± 1.2% 87% ± 4.2% 80% ± 2.0% 69% ± 2.4%
HRHEAVY 15,116 2,519 96 ± 1.1% 85% ± 0.6% 77% ± 0.5% 61% ± 1.0%
Benchmark [19] 12,479 8,319 99% 95% 92% 87%
Representation Ntrain Ntest
F1-score
C A T H
HRCA 16,913 2,360 94 ± 0.5% 82% ± 0.5% 73% ± 3.1% 59% ± 2.3%
HRBB 17,048 2,818 96 ± 1.6% 86% ± 2.6% 77% ± 1.4% 64% ± 2.0%
HRBB DIST ONLY 17,396 2899 96 ± 1.3% 87% ± 4.5% 80% ± 2.9% 68% ± 4.6%
HRHEAVY 15,116 2,519 95 ± 1.2% 85% ± 0.5% 75% ± 0.5% 59% ± 1.0%
Table A III
HRBB PERFORMANCE ACROSS TEST SETS
Representation Ntest
Test Accuracy
C A T H
High-Resolution (≤3A˚)
HRCA 2,360 98% 92% 89% 84%
HRBB 2,818 96% 86% 79% 81%
HRHEAVY 2,519 56% 26% 16% 1%
Low-Resolution (>3A˚)
HRCA 1,663 93% 80% 67% 51%
HRBB 1,585 92% 79% 64% 48%
HRHEAVY 1,634 38% 13% 9% 1%
NMR
HRCA 3,047 91% 79% 63% 46%
HRBB 3,017 91% 79% 61% 44%
HRHEAVY 3,019 38% 7% 3% 1%
Benchmark [19] 8,319 99% 95% 92% 87%
Representation Ntest
F1-score
C A T H
High-Resolution (≤3A˚)
HRCA 2,360 98% 92% 88% 84%
HRBB 2,818 96% 85% 77% 65%
HRHEAVY 2,519 40% 11% 4% 0%
Low-Resolution (>3A˚)
LRCA 1,663 93% 80% 67% 51%
LRBB 1,585 92% 79% 64% 46%
LRHEAVY 1,634 21% 3% 2% 0%
NMR
NMRCA 3,047 91% 79% 63% 46%
NMRBB 3,017 90% 78% 61% 44%
NMRHEAVY 3,019 21% 1% 0% 0%
Representation Ntest
PFP homogeneity
C A T H
High-Resolution (≤3A˚)
HRCA 2,360 84% 68% 90% 94%
HRBB 2,818 83% 70% 87% 92%
HRHEAVY 2,519 0% 0% 0% 0%
Low-Resolution (>3A˚)
LRCA 1,663 55% 57% 85% 93%
LRBB 1,585 44% 58% 85% 94%
LRHEAVY 1,634 0% 0% 0% 0%
NMR
NMRCA 3,047 50% 61% 82% 90%
NMRBB 3,017 52% 60% 82% 90%
NMRHEAVY 1,634 0% 0% 0% 0%
Benchmark [19] 8,319 93% 89% 95% 97%
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Table A IV
TEST SET PERFORMANCE OF ENSEMBLE E1
Atom selection Ntest
Accuracy F1-score
C A T H C A T H
High-Resolution (≤3A˚)
HRCA 2,360 96% 92% 90% 84% 96% 92% 89% 82%
HRBB 2,818 94% 90% 86% 80% 94% 90% 86% 77%
HRHEAVY 2,519 94% 76% 63% 58% 93% 76% 61% 57%
Low-Resolution (>3A˚)
LRCA 1,663 90% 80% 69% 53% 90% 81% 69% 51%
LRBB 1,585 87% 78% 66% 49% 87% 79% 66% 47%
LRHEAVY 1,634 89% 64% 50% 43% 89% 66% 50% 44%
NMR
NMRCA 3,047 88% 80% 65% 47% 87% 81% 65% 47%
NMRBB 3,017 86% 79% 62% 44% 85% 79% 62% 43%
NMRHEAVY 3,019 88% 64% 46% 36% 87% 69% 51% 39%
BENCHMARK [19] 12,479 99% 95% 92 % 87%
Table A V
TEST SET PERFORMANCE OF ENSEMBLE E2
Atom selection Ntest
Accuracy F1-score
C A T H C A T H
High-Resolution (≤3A˚)
HRCA 2,360 96% 92% 90% 84% 96% 92% 89% 82%
HRBB 2,818 96% 93% 92% 89% 96% 94% 92% 87%
HRHEAVY 2,519 94% 76% 63% 58% 93% 76% 61% 57%
Low-Resolution (>3A˚)
LRCA 1,663 81% 54% 44% 39% 81% 57% 52% 42%
LRBB 1,585 79% 52% 42% 37% 79% 54% 51% 39%
LRHEAVY 1,634 29% 3% 40% 40% 13% 4% 47% 42%
NMR
NMRCA 3,047 78% 56% 39% 33% 78% 57% 47% 37%
NMRBB 3,017 83% 57% 41% 34% 82% 56% 48% 37%
NMRHEAVY 3,019 28% 6% 38% 32% 12% 5% 45% 36%
BENCHMARK [19] 12,479 99% 95% 92 % 87%
Table A VI
APPLYING RANDOM FOREST ENSEMBLE TO PROTEIN FINGERPRINTS
Training set Test set Ntest
Accuracy
C A T H
HRCA HRCA 2,360 95% 82% 66% 47%
HRBB DIST ONLY HRBB DIST ONLY 2,899 97% 87% 70% 52%
HR HEAVY HRHEAVY 2,519 95% 82% 65% 43%
HRBB
HRCA 2,360 98% 88% 72% 52%
HRBB 2,818 96% 85% 68% 48%
HRHEAVY 2,519 56% 26% 16% 2%
LRCA 1,663 93% 79% 61% 41%
LRBB 1,585 92% 78% 61% 40%
LRHEAVY 1,634 38% 17% 10% 6%
NMRCA 3,047 91% 81% 66% 51%
NMRBB 3,017 92% 80% 65% 49%
NMRHEAVY 3,019 38% 23% 7% 4%
HRBB (DenseNet121) HRBB 2,360 96% 92% 90% 84%
Feature vectors were extracted for each test set using a model pre-trained on CA, BB
(3-part representation), BB (distance only), or heavy atom HR training sets. A Random Forest
model from the scikit-learn ensembles module was then trained and evaluated on each
set using 10-fold cross-validation.
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Table A VII
PER CATEGORY PERFROMANCE OF HRBB MODEL ON HRBB TEST SET
CATH label Description Precision Recall F1-score Support
Class
1 Mainly alpha 97% 96% 97% 655
2 Mainly beta 94% 94% 94% 589
3 Alpha - beta 97% 97% 97% 1554
4 Few secondary structures 50% 55% 52% 20
Architecture
1.10 Orthogonal bundle 86% 90 88 389
1.20 Up-down bundle 82% 74% 78% 206
1.25 Alpha horseshoe 88% 88% 88% 49
1.40 Alpha solenoid 100% 100% 100% 1
1.50 Alpha / alpha barrel 91% 100% 95% 10
2.10 Ribbon 64% 80% 71% 20
2.20 Single sheet 47% 38% 42% 24
2.30 Roll 83% 75% 79% 73
2.40 Beta barrel 84% 86% 85% 137
2.50 Clam 100% 50% 67% 2
2.60 Sandwich 98% 94% 96% 250
2.70 Distorted sandwich 73% 92% 81% 12
2.80 Trefoil 92% 100% 96% 12
2.90 Orthogonal prism 100% 100% 100% 2
2.100 Aligned prism 100% 67% 80% 3
2.102 3-layer sandwich 50% 100% 67% 1
2.105 3 propeller 0% 0% 0% 0
2.110 4 propeller 0% 0% 0% 0
2.115 5 propeller 67% 100% 80% 4
2.120 6 propeller 100% 83% 91% 6
2.130 7 propeller 100% 100% 100% 14
2.140 8 propeller 100% 100% 100% 1
2.150 2 solenoid 100% 100% 100% 1
2.160 3 solenoid 100% 93% 96% 14
2.170 Beta complex 47% 62% 53% 13
2.180 Shell 0% 0% 0% 0
3.10 Roll 76% 70% 73% 105
3.15 Super roll 100% 100% 100% 3
3.20 Alpha-beta barrel 93% 51% 66% 128
3.30 2-layer sandwich 83% 86% 84% 399
3.40 3-layer (aba) sandwich 89% 97% 93% 702
3.50 3-layer (bba) sandwich 100% 89% 94% 28
3.55 3-layer (bab) sandwich 100% 100% 100% 2
3.60 4-layer sandwich 96% 72% 82% 32
3.65 Alpha-beta prism 100% 100% 100% 2
3.70 Box 100% 100% 100% 3
3.75 5-stranded propeller 100% 100% 100% 2
3.80 Alpha-beta horseshoe 100% 91% 95% 11
3.90 Alpha-beta complex 77% 79% 78% 137
3.100 Ribosomal protein L15 0% 0% 0% 0
4.10 Irregular 41 55 47 20
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