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ABSTRACT
A key challenge when studying human-agent interaction is the
evaluation of user’s experience. In virtual reality, this question is ad-
dressed by studying the sense of “presence” and“co-presence”, gen-
erally assessed thanks to well-grounded subjective post-experience
questionnaires. In this article, we aim at exploring behavioral mea-
sures of presence and co-presence by analyzing multimodal cues
produced during an interaction both by the user and the virtual
agent. In our study, we started from a corpus of human-agent inter-
action collected in a task-oriented context: a virtual environment
aiming at training doctors to break bad news to a patient (played by
a virtual agent). Based on this corpus, we have used machine learn-
ing algorithms to explore the possibility of predicting user’s sense
of presence and co-presence. In particular, we have applied and com-
pared two techniques, Random forest and SVM, both showing very
good results in predicting the level of presence and co-presence.
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1 INTRODUCTION
A key challenge when studying human-agent interaction, is the
evaluation of user’s experience. Most of existing methods make
use of subjective evaluations based on questionnaires filled by the
users after their interaction with the virtual agent [2, 17, 18]. These
questionnaires are used to assess the perception by the user of
the virtual agent, the task, the virtual environment, her/his global
satisfaction, engagement, etc. In the virtual reality domain, user’s
experience is usually evaluated through the measure of the sense of
presence, in other words the feeling of being present in the virtual
environment. Besides this notion, when the virtual environment is
populated by virtual agent or avatars, the sense of co-presence (also
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commonly designated as social presence), can be evaluated to assess
“the sense of being and acting with others in a virtual space” [13]1.
However, in spite of their interest, questionnaires are faced with
an important drawback: the subjectivity of the approach consisting
in asking users to self-report their feeling. Previous works have
tried to find objective measures by hypothesizing that different
levels of the sense of presence and co-presence may be correlated
with different verbal and non-verbal users’ behaviors [6, 7]. As
highlighted in [12], we can distinguish “subjective presence” from
“behavioral presence”, subjective presence being measured trough a
questionnaire and “behavioral presence” corresponding to bodily
responses.In this article, we focus on behavioral measures of
presence. Only few works have been conducted on the behavioral
measures of presence and even less for co-presence. Moreover, most
of studies have focused on a particular user’s behavior related to the
task (for instance the navigation path [16]), or on specific behavioral
cues such as the interpersonal distance with a virtual agent [1] or
the body movements [12, 14]. We propose to analyze a range of
behavioral measures of presence and co-presence by studying both
verbal and non-verbal behavioral cues simultaneously.
In this paper, we have exploredmultimodal behavioral mea-
sures of presence and co-presence. In order to analyze precisely
this aspect but also to automatically predict the sense of presence
and co-presence, we have used machine learning techniques on a
human-agent interaction corpus. To this aim, we have used differ-
ent tools to annotate automatically verbal and non-verbal behavior
of the user and the agent. Moreover, we have collected question-
naires assessing the sense of presence and co-presence of the user
after the interaction. Technically, different virtual reality displays -
known to generate different degrees of immersion - have been used
to collect different experiences in terms of sense of presence (the
corpus is described in more details in [9]). Starting from this data-
set, we have learned different models to analyze the importance of
verbal and non-verbal cues as features to predict different levels of
presence and co-presence. The accuracy of the model shows that
multimodal cues of the user but also of the agent can be used to
predict presence and co-presence.
2 PREDICTION OF THE SENSE OF PRESENCE
BASED ON MULTIMODAL CUES
The corpus has been collected in the context of a project aiming at
developing a virtual reality environment to train doctors to break
bad news to a virtual patient (for details on the project, see [10]).
A platform has been developed with a virtual patient with which
the doctors can interact in natural language. In total, the corpus is
composed of interactions of 38 persons (28 males, 10 females) with
1Note that no consensus exists on the notion of co-presence. A detailed discussion on
the different definitions can be found in [2]
a mean age of 29 years (SD:10.5), each of them interacting three
times in three different environment (PC, VR headset, and CAVE)
(for more details on the collected corpus see [9]). Each interaction
is described by a set of features characterizing user’s and agent’s
verbal and non-verbal cues and described in details in [8].
Our goal is to predict automatically users’ sense of presence and
co-presence based on behavioral cues. In our context, we consider
two classification problems making it possible to predict separately
the level of the sense of presence and that of co-presence. For each
interaction, these levels have been assessed through two question-
naires [2, 11]. The resulting values are continuous in [0, 5]. We
propose to approach this question as a multi-class problem by
clustering the scores into three classes representing: a low level
of presence and co-presence for the values ranging in [1; 2, 5], a
medium level for values in ]2, 5; 3, 5[ and a high level for values in
[3, 5; 5]. Each human-agent interaction is then associated to a value
indicating the level of presence and co-presence to predict.
Practically, we compared two machine learning techniques: SVM
and Random Forest. These methods, among the best classifiers [4],
have the advantage, compared with other statistical models such as
RNN, to handle high-dimensional data with a high generalization
power [5, 15]. In the present work, Random Forest (RF) and SVM
classifiers models are learned on two tasks, one for each notion.
In both cases, we predict the class corresponding to the level of
presence or co-presence (low, medium, high). In order to avoid
the prediction classification problem due to unbalanced data-set,
we have done over-sampling on minority classes by duplicating
unbalanced samples to obtain equivalent number of samples in
each class, that finally contains 35 samples.
Concerning the random forest algorithm, in order to minimize
the generalization error to avoid over-fitting [3], we have evaluated
beforehand the optimal number of decision trees on the presence
prediction task by considering the performance of the classifiers
(F-score, Precision, Recall) and the out-of-bag (OOB) estimated
accuracy expected to provide a relevant cue on generalization per-
formances of the RF. Based on the results, we used 300 trees (few
improvements is observed with a larger number of trees). For the
SVM and the RF, the following methodology has been applied: (1)
we first performed tuning of hyper-parameters of each classifier, on
each task (prediction of presence and co-presence from a given set
of features) (using GridSearchCV from sklearn); (2) with the identi-
fied best hyper-parameters, we performed a k-Fold cross-validation
(with k=10). As a consequence, the entire data was split into ten
parts and performance metrics were evaluated ten times, each time
considering one part as the test set and the other nine as the train-
ing set; (3) to reduce variance in results given the size of data-set,
we repeated the k-Fold cross-validation ten times: resulting scores
values are the average over these hundred tests (10 x 10 folds).
To determine the optimal hyper-parameters, we considered those
maximizing the F1-Score.
In order to evaluate the importance of user’s and agent’s behav-
ior to predict presence and co-presence, we have compared the
performance of different models learned on different set of features:
(1) user’s multimodal cues only, (2) agent’s multimodal cues only,
(3) both of them, jointly. Multimodal cues correspond to the features
characterizing the verbal behavior (i.e. lexical richness, linguistic
complexity, average sentence length) and the non-verbal one (i.e.
Presence F-Score Precision Recall
Doctor
Low RF 0.90 0.86 0.97SVM 0.93 1 0.88
Medium RF 0.70 0.69 0.75SVM 0.78 1 0.68
High RF 0.70 0.82 0.82SVM 0.82 0.70 0.70
Macro-avg.
RF 0.77 0.79 0.79
SVM 0.85 0.90 0.86
Agent
Low RF 0.89 0.85 0.97SVM 0.94 1 0.9
Medium RF 0.71 0.7 0.76SVM 0.78 0.9 0.72
High RF 0.51 0.68 0.46SVM 0.86 0.78 1
Macro-avg.
RF 0.71 0.74 0.73
SVM 0.86 0.89 0.87
Doctor
+
Agent
Low RF 0.94 0.92 0.97SVM 0.95 1 0.92
Medium RF 0.79 0.77 0.84SVM 0.82 0.97 0.76
High RF 0.69 0.82 0.62SVM 0.86 0.78 0.97
Macro-avg.
RF 0.81 0.84 0.81
SVM 0.88 0.91 0.88
Table 1: Performancemetrics of the RandomForest (RF) and
System Vector Machine (SVM) for the prediction of the pres-
ence level considering only the doctor’s multimodal cues, or
only the virtual patient’s multimodal cues or both of them.
entropy of the head and the arms movements). The duration is a
common feature of the models and the expertise of the participant
is considered as a feature of the doctor (details on the set of features
described in
Globally, the performance measures reveal an accurate capacity
of the models to predict the sense of presence of the user based on
multimodal cues. The results show that both the doctor’s and the
agent’s multimodal cues have to be considered for predicting of
presence. Indeed, the the classifiers (SVM and RF) perform better
when taking into account the features characterizing the verbal
and non-verbal behavior of the virtual patient and the doctor than
considering only the doctor’s or the agent’s behavior. The SVM
generally appears as a better classifier on this task compared to the
random forest, though it seems to overfit in some cases (precision
equalling one). Comparatively, random forest probably provide
more accurate estimations of the generalization capabilities of our
models. The performances for each class (low, medium, average
level of presence) are slightly different with better performance
for the low level compared to the medium and high level. This
result may be explained by the unbalanced data-set with a larger
number of interactions rated with a low level of presence in the
initial data-set before the oversampling.
Concerning the co-presence, the results show that this notion can
be predicted accurately based on multimodal cues. Interestingly, the
comparison of the performancemetrics shows that the classification
Co-presence F-Score Precision Recall
Doctor
Low RF 0.92 0.97 0.92SVM 1 1 1
Medium RF 0.65 0.64 0.69SVM 0.86 077 1
High RF 0.68 0.73 0.66SVM 0.77 1 0.66
Macro-avg.
RF 0.75 0.78 0.76
SVM 0.88 0.92 0.89
Agent
Low RF 0.97 0.95 1SVM 1 1 1
Medium RF 0.68 0.82 0.62SVM 0.89 0.82 1
High RF 0.74 0.71 0.8SVM 0.83 1 0.74
Macro-avg.
RF 0.80 0.82 0.80
SVM 0.90 0.94 0.91
Doctor
+
Agent
Low RF 0.95 0.92 1SVM 0.99 1 0.97
Medium RF 0.69 0.72 0.69SVM 0.85 0.74 1
High RF 0.72 0.79 0.69SVM 0.77 1 0.65
Macro-avg.
RF 0.79 0.81 0.79
SVM 0.87 0.91 0.87
Table 2: Performance metrics of the Random Forest (RF)
and System Vector Machine (SVM) for the prediction of the
co-presence level considering only the doctor’s multimodal
cues, or only the virtual patient’s multimodal cues or both
of them.
provides better results considering only the agent’s multimodal cues
than only the doctor’s multimodal cues or both of them. This result
confirms that co-presence is strongly related to the virtual agent
behavior compared to the sense of presence. The same remarks
concerning the performance of the classifier (SVM versus random
forest) and the difference of performances for each class can be
applied for co-presence as for presence.
3 CONCLUSION
In this article, we have explored SVM and random forest algorithms
to automatically predict the sense of presence and co-presence of
users based on objective multimodal behavioral measures. The al-
gorithms has been trained and tested on a human-agent interaction
corpus collected in the specific context of a virtual environment
developed to train doctors to break bad news to a virtual patient.
Specific verbal and non-verbal behavioral cues have been computed.
We have defined high-level features to characterize the user’s mul-
timodal behavior. These features describe the frequency of head
and arms movements of the user as well the lexical richness and
the linguistic complexity of her/his verbal behavior. To analyze the
relevancy of the features as behavioral measures of presence and
co-presence, they have been correlated, based on machine learning
methods, to the sense of presence and co-presence assessed by users
at the end of her interaction with the virtual agent with specific
subjective questionnaires.
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