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This paper considers the relations between various properties of parallel maps of 
tessellation automata. The properties considered are injectivity, surjectivity, period- 
preservability, Poisson stability, finite orderedness, and so on for various subsets of 
configurations. In addition, Sears' result on the denseness of injective maps is extended to 
multidimensional tessellation spaces. 
1. INTRODUCTION 
The tessellation automata have been discussed by many authors, Moore [7], Myhill 
[8], Amoroso and Cooper [1], Yamada and Amoroso [14-16], Richardson [11], Amoroso 
and Patt [2], Maruoka and Kimura [6], Nasu [9], and Nasu and Honda [10]. Richardson 
proved the relation shown in Fig. 1, using the Garden of Eden Theorem and the com- 
pactness of product topology. 
injectivity for C ~ surjectivity for C F 
surjeativity for C ~@==> injectivity for C F 
FIG. I. Richardson's result. 
In a different approach, Hedlund [4], Sears [13], and Ryan [12] defined the shift 
dynamical system and investigated the properties of the continuous transformations 
which commute with the shift transformations, and showed many interesting results 
in one-dimensional tessellation spaces. 
Hedlund conjectured that in some sense, the set A of all parallel maps which are 
injective on the set C of all configurations i relatively sparse in the set E of all parallel 
maps which are surjective on C. Sears showed that A is nowhere dense in E under 
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the pointwise topology in one-dimensional spaces. In fact, Amoroso and Patt demonstrated 
the existence of nontrivial injective parallel maps which appeared to be quite rare. 
In this paper, we define a metric on multidimensional tessellation spaces, extending 
the metric given by Hedlund, and investigate the properties of parallel maps. The 
properties considered are injectivity, surjectivity, period-preservability, Poisson stability, 
finite orderedness, and so on for various subsets of configurations. Our results refine 
Richardson's results in detail. 
In Section 2, notation and definitions are given. In  Section 3, we define the set Cp 
of all periodic configurations and period-preserving parallel maps, and show that if a 
parallel map is injective on Cp, then it is surjective on C e . As to one-dimensional 
spaces, it is shown that injectivity for C, injectivity for C e , period-preservability for C, 
and period-preservability for Cp are all equivalent properties. 
In Section 4, we define Poisson stable and strongly Poisson stable parallel maps, 
and show that a local map f has R-property if and only if the parallel map f~ of f is 
Poisson stable on CF. In  addition, we define the finite orderedness of parallel maps 
and investigate the relations between these properties. 
In Section 5, we extend the Sears result on the denseness of injective maps to multi- 
dimensional spaces. Also we show that, in one-dimensional spaces, the set of all parallel 
maps which are surjective on Cr is nowhere dense in E under the pointwise topology. 
As a corollary, it follows that the set of all strongly C F Poisson stable parallel maps 
is nowhere dense in E under the pointwise topology. 
Finally, in Section 6, we give examples of various classes of parallel maps which 
show nonequivalence b tween these classes. 
2. PRELIMINARIES 
Let No, N, and Z denote respectively the set of all nonnegative integers, the set 
of all positive integers, and the set of all integers. Let s E N and let Q be a set with 
I Q I = s where [ Q I means the cardinal of Q. A convenient choice of Q is the set 
{0, 1,..., s -- 1}. Usually 0 is designated as the quiescent symbol. 
A configuration over Q is a function from z n to Q where n ~ N. The set of all configura- 
tions over Q is denoted by C(Q) or simply C if it is clear which Q is involved. The quiescent 
configuration is defined to be the configuration whose values are all 0 and is denoted 
by 0. Similarly, ~ denotes the configuration whose values are all a where a ~ Q. 
A pattern is a function from Z n to Q which is defined at finitely many points on Z n. 
Let m = (m 1 ..... ran) e N ~. An m-pattern is a function from D,,.t to Q, where 
D,,.~ ={(r  1,...,rn) Lti ~ ri ~ ti + m~ -- 1, 1 <~ i ~ n} 
for some t == (q ..... t~) ~ Z ~. 
An *m-pattern (m*-pattern) is a function from *D r ~ m.,t m,,1 to O, where 
*D~., : D~., -- {(t~ .... , t.)}, 
D* ( .... t =Dm. ,  --  {(tl + ml - -  1 ..... t, § mn -- 1)}), 
for some t e Z% 
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Especially, an m-pattern on D,,,. o is called an mo-pattern. An *too-pattern (mo*-pattern) 
is similarly defined. 
For x ~ C, let F,,,x denote an m0-pattern which is the restriction of x to D , ,  o , and 
. let/ ' ,~*x denote an mo*-pattern which is the restriction of x to Din, 0 . Let k be a non- 
negative integer. For x ~ C, let Fkx denote a pattern which is the restriction of x to D e 
where 
D~ = {(r 1 ,..., r,~) l ] r~ ] ~ k, 1 ~ i ~ n}. 
These notations will be used to describe the concepts of parallel maps in this section, 
R-properties in Section 4, rearranged patterns in Section 5, and so on. 
Let f be a mapping from Q~ to Q such that f (0  m) = 0 where Q~' denotes the set 
of all mo-patterns and 0 " denotes the m0-pattern whose values are all 0. The set of all 
such maps for a given m E N ~ and a given symbol set Q is denoted by F(Q, m) or simply 
F(m) if it is clear which Q is involved. An element of F(Q, m) is called a local map. 
For each i (1 ~ i ~ n), the shift transformation or simply the shift ~ is a mapping 
from C to C defined by 
[~(x) ] ( rx  .... , r .~ ,  r~,  r ,+,  .... , r . )  
= x(rl , . . . ,  r i -1,  r~ + 1, r ,~ , . . . ,  r,). 
Let f ~ F(m). For f, we define a map f~ from C to C as 
[f~(x)](r) ~- f [-P~ar(x)], 
where x~C,  r = @1 .... , r~)~Z% and ar =a~. . .an~.  Let l be any element of Z ~ 
and let r == a)c  . r will he called a parallel map or a global map. 
Now we define a metric d on C. Let x and y be any element in C. If x = y, define 
d(x, y) = O. I f  x ~ y, let k be the least nonnegative integer such that Fkx ~ Fky and 
define d(x, y) = (1 + k) L I t  is easily verified that d is a metric of C and that the metric 
topology induced by d coincides with the product topology induced by the discrete 
topology of Q [4]. 
In the remaining part of this section, we summarize the known definitions and proposi- 
tions on the metric space which will be used through this paper. 
DEFINITION 2.1. Let (X ,d )  be a metric space. Let x6X and M_CX. A point x 
is an accumulating point of M if for any E > 0, U (x, ~) (~ (M --  {x}) ~ ~,  where 
U(x ,e )  ={y]y~Xandd(x ,y )  <~}. 
DEFINITION 2.2. A metric space (X, d) is compact if either X is a finite set or every 
infinite subset of X has at least an accumulating point. 
PROPOSITION 2.1 [4, 11]. (C, d) is a compact metric space. 
PROPOSITION 2.2 [4, 11]. A map ~b from C to C is a parallel map if and only if (i) ~b 
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is continuous, (ii) for each i (1 ~ i ~ n), ~rd, - -  $crg, and (iii) ~b(O) = O, where n is the 
dimension of the tessellation space. 
PROFOSITION 2.3 [5]. Let (x, d) be a compact metric space and let f and g be continuous 
maps front X to X. 
(1) For any subset M of X, f (M)  = f (M)  where M and f (M)  mean the closures 
of M and f (~VI), respectively. 
(2) f (X )  is a compact metric space. 
(3) Any compact subset of X is closed. 
(4) the set E = {x ] x e X and f (x)  .... g(x)} is a closed subset of X. 
(5) I f  f is a bijective map, then f - i  is also a continuous map where f -1  means the 
inverse map off.  
3. PERIOD-PRESERVABILITY OF PARALLEL ~IAPS 
First, we give the definitions of periodic configurations, period-preservability, and 
Poisson stability of parallel maps. 
DEFINITION 3.1. Let n be the dimension of a tessellation space and let x ~ C(Q). 
We define the period vector of x, denoted by r 6 (N  <9 {oo}) ~, as follows: For each i 
(1 -%" i :~ n), let co~(x) = r~ if there exists the least positive integer r~ such that ~r~(x) = x 
and oJi(x ) = c~ if not. Then Lo(x) = (wl(x) ..... r A configuration x E C(Q) is 
n 
called a periodic configuration if ~i=1 r176 < ~ and the set of all periodic configurations 
is denoted by Cp(Q) or simply Ce. 
DEFINITION 3.2. Let ~b be a parallel map. 
(1) ,~ is called period-preserving on C if for all x ~ C, ~o[~b(x)] = w(x). 
(2) ~b is called period-preserving on C e if for all x ~ Cp,  co[~b(x)] = w(x). 
(3) Let M C C. ~b is called surjective on M if ~b(M) = M. ~b is called injective 
on M if for all x,-v ~ M, 5b(x) = ~b(y) implies x = y. 
Remark 3.1. Cp is a countable dense subset of C. 
Remark 3.2. Let x ~ Ce and ~b be a parallel map. Then aJ,[$(x)] 1 co~(x) for each i 
(1 -<. i -~-~ it) where a l b means that a divides b. 
DEEIMTION 3.3. Let x 6 C and ~b be a parallel map. x is called Poisson stable w.r.t. ~b if 
there exists a sequence of nonnegative integers na < n 2 < -" such that limi+~ ~n*(x) = x. 
Let M ~ C. ~b is called M Poisson stable if any point in M is Poisson stable w.r.t. $. 
Also, x is called strongly Poisson stable w.r.t. ~b if there exists nz ~ N such that 
~b'~(x) =- x. (n, may depend on x.) ~b is called strongly m Poisson stable if any point in M 
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is strongly Poisson stable w.r.t. ~b. By definition, strongly M Poisson stability implies 
M Poisson stability. The concept of Poisson stability is introduced in dynamical systems 
[3]. Intuitively, Poisson stability means that the sequence of configurations ~bn(x)'s 
(n = 0, 1,...) enters infinitely many times in arbitrary neighborhoods of x, i.e., for any 
E > 0, U (x, E) n {~bt(x) [ l e N} # ~.  Poisson stability and strongly Poisson stability 
are properties concerned with the dynamical behavior of tessellation automata. 
In the following, the relations among injectivity, surjectivity, period-preservability, 
and (strongly) Poisson stability are considered. The results are summarized in Proposi- 
tion 3.1 and Fig. 2. 
in jeceiv i ty  for C 
strongly Cp Poisson stability period-preservability for C 
Cp Poisson stability ~==> injectivity for Cp 
surjectivity for Cp period-preservability for C 9 
surjectivity for C 
FIG. 2. Summary of the results in Section 3. 
LEMMA 3.1. Let ~ be a parallel map. ~ is h~eetive on C~ if and only if ~b is period- 
preserving and surjective on Cp. 
Proof. Let ~b be injective on Cp. Suppose that there exists x e Cp such that 
co[~b(x)] % ~o(x). Let E, = {y [y e Cp and ~oi(y ) ] coi(x) for each i (1 ~< i ~ n)}. The 
set E, is of finite cardinality. Hence it follows from Remark 3.2 that ~b is not injective 
on E 1 _C Cp. Thus injeetivity for Cp implies period-preservability for Cp. 
Let Ex = {u ] u e Cp and oJ(x) = o~(u)}. Since E~ is of finite cardinality for any x e Ce, 
there exists nx e N such that q~"-(x) = x. Thus ~b is surjective on Ce. 
Conversely, let ~b be period-preserving and surjective on Cp. Suppose that ~b is not 
injective on Cp. Since ~b is period-preserving on Cp, it contradicts the assumption 
that ~b is surjective on Cp . 
LEMMA 3.2. Let r be a parallel map. Then the following statements are equivalent. 
(1) ~b is injective on Cp. 
(2) ~ is strongly Ce Poisson stable. 
(3) ~ is Ce Poisson stable. 
Proof. Proofs for (1) --~ (2) and (2) -+ (3) are obvious. It is sufficient o show that 
(3) implies (1). Suppose that ~b is not injective on C e . Then it follows from Lemma 3.1 
that r is not period-preserving or not snrjective on Ce 9 Clearly ~b is not Cp Poisson stable. 
PROPOSITION 3.1. Let r be a parallel map. The relations hown in Fig. 2 hold. In Fig. 2, 
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::> means implication, which holds for multidimensional tessellation spaces, whereas ~ means 
implication, which holds for one-dimensional spaces, and ~ means nonimplication. 
Proof. (1) Relations for multidimensional spaces. It  is easy to show that if ~b is injective 
on C, then ~b is period-preserving on C. Suppose that @ is period-preserving on C and 
not injective on Cp. Then for some x, y e Cp (x :# y), ~b(x) ~ ~b(y), and oJ(x) = o~[~(x)] = 
~[~b(y)] --~ oJ(y). Let Ex be the subset of Cp given in Lemma 3.1. Since [ E~ ] < 0% 
~b is not surjective on C. By the Garden of Eden Theorem, there exist mutually erasable 
patterns A 1 and B 1 . Let A 2 (B~) be a pattern obtained by surrounding A 1 (B1) with 
layers of 0 symbols. A S and B~ are m-patterns for some m e N ~. Let u be a periodic 
configuration obtained by periodically continuing A~. Let D be a pattern constructed 
from A 2 and B 2 as shown in Fig. 3, and let v be a periodic configuration obtained by 
periodically continuing D. Clearly ~o(u) :# w(v) but ~b(u) = @(v). This contradicts the 
assumption that ~b is period-preserving on C. This proof also implies that if @ is period- 
preserving on Cp, then @ is surjective on C. 
A 2 B 2 
B 2 B 2 
FIG. 3. Construction of D from A2 and B2 9 
Next, we show that surjectivity for Cp implies surjectivity for C. By the hypothesis, 
~h(Cp) = C e . By Proposition 2.3(1), ~b(Ce) = ~(Ce). Since Cp = C, it follows that 
C =- Ce ~ ~b(Ce) -~ ~(Cp) ~ ~(C). Hence with Lemmas 3.1 and 3.2, the relations => 
in Fig. 2 are proved to hold. 
(2) Relations for one-dimensional spaces. Nasu and Honda [10] proved that in 
one-dimensional spaces, ~b is injective on C if and only if @ is surjective on C and injective 
on Cp. Then it follows from (1) that @ is injective on C if and only if ~h is injective on 
Cp. Hedlund [4] showed that if @ is surjective on C, then for x e Cp, @-l(x) is a subset 
of C e . Then it follows from Lemma 3.1 that period-preservability for C e implies 
injectivity for Ce.  
In one-dimensional spaces, it is well known that there exists a parallel map which 
is surjective on C but not injective on C. 
Thus the relations -+ and ~ in Fig. 2 are proved to hold. 
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4. POISSON STABILITY OF PARALLEL MAPS 
This section is concerned with Poisson stability (strongly Poisson stability) and finite 
orderedness of parallel maps. Especially, the relations between these properties of 
parallel maps and R-property of local maps are considered. 
DEHNITION 4.1. For any a ,b~ Q, we define po(a, b) as follows: I f  a ~ b then 
po(a, b) = 1, else po(a, b) = O. For any x, y ~ C, let p(x, y) = ~rez, po(x(r), y(r)). Then 
the set CF of all finite configurations i defined to be {x ] x ~ C and p(x, O) ~ ~).  For a 
parallel map ~b, let fix ~ ----- {x ] x ~ C and ~(x) = x} and Cr(~b) ~ (x ] x ~ C, y E fix ~b and 
p(x, y) < oo}. Fix ~ is the set of all fixedpoints of~, and CF(~) is the set of all configurations 
which differ from some fixed point of ~ at finitely many points. I f  0 is the only fixed point 
of ~b, then CF(~b) = CF. Properties of parallel maps on CF and CF(~b) will be considered. 
Remark 4.1. C~ and CF(~b) are dense subsets of C. 
PROPOSITION 4.1. Let ~ be a parallel map and let M be a dense subset of C. I f  ~ is M 
Poisson stable, then ~b is surjective on C. 
Proof. Suppose that ~ is not surjective, that is, ~(C) ~ C. ~5(C) is a compact subset 
of C by Proposition 2.3(2) and then a closed subset by Proposition 2.3(3). Hence 
C -- ~(C) is an open subset of C. Let x ~ C -- ~b(C). There exists 3 > 0 such that 
[J (x, 3) C C - -  ~b(C). Since M = C by the assumption, there exist y ~ M and E ~ 0 
such that U (Y, E) C [J (x, 3). Since ~b is M Poisson stable, there exists ni ~ N such that 
~(y)  e 0 (Y, E). Thus ~(y)  ~ C --  ~b(C). This is a contradiction. 
Next, we consider the relation between R-property of a local map and Poisson stability 
of the corresponding parallel map. 
DEFINITION 4.2. For fEF(Q,  m), f is  said to have R-property if, for any *m0-pattern A 
and any a, b ~ Q,f(a[ A) = f(b-] A) implies a = b where a[ A is the m0-pattern consisting 
of A and a as shown in Fig. 4. 
A 
a 
Fw.. 4. a] A consisting of A and a. 
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LEMMA 4. l. Let f e F(Q, m) have R-property.Let t ~ N and Ai  ~ Qm-t for i = 1,2,..., t. 
We consider a sequence of too-patterns shown in (1). 
a~l ) .~ l ,  a~l)A2 ..... a(1)At , a(2)A1 ..... a(2)At , a(a)A 1 ..... (1) 
where a~ ~ ~ O are defined as" 
(~) r (~) zl ~ (2 <~ i <~ tand j>/  1), ai == dk i--t~i--1) 
a~ j) = f(a~J-X)At) ( j  ~ 2), 
and a~ ~ #given. Then a(aX~Ax appears at a period of at most st (s = ] Q l) in the sequence (1). 
Proof. Consider the sequence of symbols Ul-H)' u 1-{r a l~(j} "". Since Q is a finite set, 
there exist positive integers 3"1 and je (1-~<jt <J2) such that a~th)= a~ z). Then 
f(a~h-l~A~) = Jteea(J"-l)a~t " ~tj. By the R-property of f, a~ h-l) = a~ h-l). This process can 
be continued to obtain a[ 1) = "i-(J) for some positive integer j > 1. Clearly j ~< s + 1. 
Since A t appears at a period of t in (1), all)At appears at a period of at most st in (1). 
THEOREM 4.1. 
(1) 
(2) 
(3) 
Proof. 
Let f e F(Q, m). Then the .following statements are equivalent. 
f has R-property. 
f~o is C e Poisson stable. 
f ,  # CF(f~ ) Poisson stable. 
First, we prove that (1) implies (2). We show that for given x ~ C~ and E > 0, 
there exists l e N such that f| a U (x, E). 
For simplicity, we first consider one-dimensional spaces. Without loss of generality, 
we can assume that x(i) = 0 for i >~ 0 and x(--1) =A 0. It is sufficient o show that, 
for any n ~ N, there exists l ~ N such that x(i) ~ xt(i) for - -n  ~< i ~< -- 1 where fo](x) 
is abbreviated as x t. 
We apply Lemma 4.1 to x(- -n)  "" x(--1) 0r where Or means that the symbols in the 
right semi-infinite space from (--1) are all zero. Let Ai+l = x(~ "'" x")(m -- 2) for 
i />  0 and let a~ II .... x(-- 1). Since f (0  ~) -- 0 and x(--1) va 0, A 1 appears at a period of 1 
and x(--1) 0r appears at a period of at most s --  1. Next, let Ai+l = x(i)(--l) x"J(0) "" 
xU~(m - -  3) for i ) 0, and let a~l 1) = x(--2). Then x(--2) x(--1) Or appears at a period 
of at most s(s -- l ). Similarly x(--n)  "" x( - -  1) 0r appears at a period of at most s~-l(s -- 1). 
Next we consider two-dimensional spaces. Let x ~ CF. We can assume that x(q ,  r2) = 0 
for r 1 >/0  or r~ >~ 0. By an argument similar to that for one-dimensional spaces, it is 
shown that an m-pattern defined on D~_, ,  appears at a period of at most sm~m2-a(s -- 1), 
where m -- (m t , m2). Thus any (m a , m2)-pattern will be regenerated within W~2-X(s --  1) 
steps. The proofs for spaces of more than two dimensions are similar. 
The above arguments are similarly applied for CF(fo~ ). Hence R-property implies 
C v Poisson stability and CF(f~) Poisson stability. Clearly Cp(foo) Poisson stability implies 
CF Poisson stability. Then the proof will be completed by showing that Cr Poisson 
stability implies R-property. 
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We prove that (2) implies (1). For  simplicity, we consider one-dimensional  spaces. 
The  proofs for mult id imensional  spaces are similar. Suppose that f E (Q, m) does not 
have R-property,  that is, there exist A ~ Q,,-1 and a, b E Q (a =/=- b) such that f(aA) = 
f(bA). Let  
P~ = {A ]A ~ Q'~-~ andf(aA) =f (bA)  for some a, b ~ Q (a ~ b)}. 
We assign a degree to each element of Pa as follows. Let A E P1 9 I f  A - -  0 ~-1, then 
the degree of A is m --  1. I f  A = a 1 "- a~0 ~"-l-t (a, @ 0), then the degree of A is 
m - -  1 - -  1. Let A 1 be an element with the greatest degree in PI  9 Let  
A1 - -  al  "'" ak0 m-l-k = AI ( I )  "'" Al(k) 0 fa-l-lc (a,r =~ 0), 
and (2) 
f(aA1) == f(bA1) for a =/= b. 
We consider semi-infinite spaces D(j) = {i ] i ~ Z and i />  ]} for some j ~ Z and semi- 
infinite configurations defined on D(j). Let  f~- be the restriction of f~ on the set of semi- 
infinite configurations defined on D(j). Let  A10 r be a semi-infinite configuration on D( I )  
and let 
.f~a(A10r) -= A~+a0 ,. = A i+I ( I )  a i+ l (2 )  .. .  3 i+1(k  ) O'~-l-kOr. 
Since A~:+1(2)-'-Ai+l(k)Om-~(s P1 by the definition of A1, AIO r appears periodical ly 
in the sequence of Ai~10~'s (i = 0, 1 .... ). Let  its period be t. Then  for any l~No,  
We define a~ jl as 
A~ = A~+~ (1 ~< i ,<. t). 
a~ l) = a or b, 
a} ~) = f(a~lA~_a) (j ~ 1, 2 ~ i ~ t), 
= ( j  1). 
Then by operating f~-0 successively to u I ~l--r  , we obtain a sequence of semi-infinite 
configurations 
a~ 0 (')~ ~ (OA ~ a~2)AlO~ a~2)A,Or a~3)AlO ....... (3) 
By virtue of (2), at least one of the terms aA 1 and bA 1 is never regenerated in sequence 
(3). Thus f~o is not CF Poisson stable. 
COROLLARY 4.1. Let m, I ~ N n and let f ~F(m), g EF(l). 
(1) I f  both of f~ and g~o are CF Poisson stable, then the composite map f~ogo~ is also 
C~ Poisson stable. 
(2) I f  f~ is CF(f~ ) Poisson stable and goo is Ce(g~ ) Poisson stable, then flog| is 
Cr(fo~g,~) Poisson stable. 
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Proof. It  follows from Theorem 4.1 that both of the local maps f and g have R- 
property. I t  is easily shown that the composite map fg  belongs to F(m + l - -  e) where 
e = (1 .... ,1 )eN"  and has R-property. (It was proved by Hedlund [4] for one- 
dimensional spaces.) Noting that (fg)~o = f~g~,  the statements are easily proved. 
We next consider the Poisson stability for the reflection and the inverse maps of 
parallel maps. 
DEFINITION 4.3. 
defined as 
[ . , (x ) ] ( r~ .... , r~_~,  r~,  r,+~ ..... r . )  
= x(r 1 ,..., ri_l , - - r i  , ri+l ~.,.~ rn). 
zi(X) is the reflection of x along the ith axis around the origin. 
Clearly, Ti  2 I . Hence ~'i is a homeomorphism from C onto C. 
Property 4.1. ~ia~ = aj~i for i v~j (1 ~ i , j  ~ n), and ~iai = f f - i i T  i . 
For each i (1 ~ i ~ n), the reflection function ri from C to C is 
(4)  
LEMMA 4.2. For each i (1 ~ i ~ n) and for  any feF (m) ,  there exists g eF(m)  such 
that (r~('~'-l)g~ = ~'if~Ti , where m = (m 1 .... , m i ,..., m,) .  
Proof. Let 0~ denote the reverse function along the ith axis from Q~ to Q,*. For 
example, Oa(a 1 "" a,~) = a~ "'  a I in one-dimensional spaces. Then it is easily shown 
that for any x E C, 
OiI~ml77(mi--1}(X) = / ' rmTi (X  ) .  (5 )  
Let g - -  fO i . For any r = (r 1 ..... r i .... , rn) ~ Z ~ and x e C, 
b-#~-~(x)](r) 
= [f~Ti(X)](r I .... , - - r  i .... , rn) 
= f [P,~a~%i(x)] 
S[r,.~i~(x)] 
r r - (m~- l ) z  xl ~- gb,,~ (ri kX)l 
= [g~,~/(" ' -~)(x)] ( r ) .  
by (4) 
( r '  = ( r  I . . . . .  - - r  i . . . . .  rm)  
by Property (4.1) 
by (5) 
Hence ~i f  ~ri = g~e~ "~i-1). 
LEMMA 4.3. Let  f be a local map and let J l ..... j~ be any positive integers such that 
1 ~ Jt ~< n (1 ~ t ~ l) and the j , 's  (t = 1 ..... l) are distinct f rom each other. Then 
(1) rq, j~ "" "rqf~'ra, "'" ,q  rq  is C v Poisson stable i f  and only i f  f|  is CF Poisson stable; 
(2) -cq-O ... ,qfr  ... TiT q is C v ('rq~j "" "rqf~o*h "" ~'~Tq) Poisson stable i f  and 
only i f  fo~ is Cs ( f~ ) Poisson stable. 
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Proof. Let % denote ~-~r G ".' ~ .  Assume thatfo~ is C F Poisson stable. Then for any 
x ~ CF, there exists a sequence of nonnegative integers n~ < n~ < .-. such that 
l im~f~(x)  x. Since ro is a bijective map on CF, there exists y e Ce such that 
ro(y ) = x. Hence l im~.~f~ro(y  ) = %(y). Since % is continuous and ~0 z =/ ,  
1.im (~of~r0)~'(y) = r o l im f~.ro(y) ~- ro%(y ) = y. 
Thus %f .% is C F Poisson stable. The converse is similarly shown. 
The proof for statement (2) is similar to the proof for (1). 
THEOREM 4.2. Let f aF(m) where m = (rn I .... , m~) and let Jl ..... j~ be any positive 
integers imilar to those in Lemma 4.3. The following statements are equivalent. 
(1) f has R-property. 
(2) ~.-(%-1) ... - ,%-1) i f  0 ... h h ~s'J~ Oj~)~ is C~ Poisson stable. 
(3) ~ "'" ~7~ (~h-1)(fO~, "'" O~t)~ is CF(TI "'" rtf| "" rl) Poisson stable. 
Proof. By Lemma 4.2, it is shown that 
_ . _ ... a_(~h-a)tfO . . . .  Oh) ~ = rh f~r  h ... r h (7jl(mjx 1) a~ ~a'  ~z r j l  " ' "  " 
Then the theorem follows from Lemma 4.3 and Theorem 4.1. 
PROPOSITION 4.2. Let f be a local map such that fo~ is injective on C. Then i f  fo~ is 
Cr(Cv(fo~)) Poisson stable, then f ~o 1 is also CF(C~(f~)) Poisson stable. 
Proof. Let x ~ C F and let x ~ denote J~i(x) for i ~ Z. Without loss of generality, we 
can assume that x(r) is nonquiescent only on D = {(r 1 .... , r , ) [  rl < 0 ..... r ,  < 0}. 
For any keN,  let ke ~-(k, . . . ,  k )eN ~ and let us observe k-patterns on Dee._ke = 
{(r 1 ,..., r ,)  I - -k  ~ r 1 ~ --1,..., - - k  ~ r,~ ~ - - l}  which are the restriction of xi's on 
D~e,_~. Let Ai  denote the restriction of x ~ on Dk,.-k, 9 
Since f~ is CF Poisson stable~'there exists l ~ N such that A 0 = A t . I t  is clear that 
the sequence A 0 , A~, A2 ,... is h perlo&c sequence with period l. Moreover, it is easily 
seen that the x-*'s (i = 1, 2,...) are Poisson stable w.r.t, f ,  and x-i(r)'s are nonquiescent 
only on D. Thus the sequence ..., A_ i ,..., A_  1 , A o , A 1 ,..., A~ ,... is a periodic sequence 
with period 1. Since k is an arbitrary positive integer, we conclude that there exists a 
sequence of nonnegative integers n 1 < n2 < "'" such that limi.~f~on~(x) = x. Since 
x is an arbitrary element of CF, f~ l  is Cp Poisson stable. The statement for Ce(f~o ) 
Poisson stability is similarly proved. 
Next, we give the definition of finite orderedness of parallel maps and consider the 
relation between finite orderedness and Poisson stability. 
DEFINITION 4.4. Let r be a parallel map. r is said to have finite order if there exists 
a positive integer l such that ~b z ~- I where I denotes the identity map. The least such 
positive integer l is called the order of ~b. r is said to have infinite order if ~b is injective 
on C and for any l 6 N, r =/= I. 
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Let M _C C. ~b is said to have finite order on M if Sz I M = I [ M for some I e N where 
bz [ M and I I M denote respectively the restriction of # and I on M. 
LEMMA 4.4. Let ~b be a parallel map and let M be a subset of C such that M ~ C. 
Then ~b ~ = I if and only if ~b ~ I M = I I M. 
Proof. The "only if" part is obvious. We prove the "if" part. Suppose that Sz [ M = 
I [ M. Then fix ~ ~_ M. It  follows from Proposition 2.3(4) that fix Sz is closed. Then 
fix ~b ~ = fix ~b~ D M = C. Hence ~b ~ = I. 
LEMMA 4.5. Let ~ be a parallel map. 
(1) ~b is strongly Cr Poisson stable if and only if ~b is Cv Poisson stable and, for any 
x ~ Cv, there exists P~ ~ N such that p(~b~(x), O) ~ P~ for all l ~ O. 
(2) ~ is strongly Cv(~b) Poisson stable if and only if 4' is C~($) Poisson stable and, 
for any x E C(~b), there exist y E fix ~b and P(~,u) e N such that p($Z(x), y) ~ P(~,~) for 
all l ~ O. 
Proof. (1) The "only if" part is obvious. We prove the "if" part. Let x be any 
element in Cv. By the hypothesis, there exists P~ ~ N such that P~ = max,> 0 p($~(x), 0). 
Let l~ ~ N such that P~ = p(~b~(x), 0) and let u = ~bZ,(x)~ Cv. There exists k E N 
such that u(r) =: 0 for any r 6 D k . Since ~ is Ce Poisson stable, there exists n ~ N such 
that ~b"(u) ~ U (u, 1/(1 + k)), that is, [~b"(u)](r) = u(r) for r ~ De. Since p(u, O) 
~(~-(u), 0), [~"(u)](r)= 0 for ~ r D~. Thus ~(u)= u a~a hence ~-+"(x)= ~'-(x). 
Since ~b is injective on CF, ~bn(x) = x. Thus (l) is proved. Statement (2) is proved 
similarly. 
THEOREM 4.3. Let 4J be a parallel map. The following statements are equivalent. 
(1) ~ has finite order. 
(2) ~b has finite order on C~. 
(3) 4~ has finite order on C r . 
(4) ~b has finite order on Cv(~b). 
(5) 4~ is strongly C Poisson stable. 
Proof. By Lemma 4.4, statements (1) to (4) are all equivalent. Then it is sufficient 
to show that (5) implies (1). Hedlund [4] showed the existence of positively transitive 
points of C for one-dimensional spaces. A point z E C is called positively transitive if, for 
any x ~ C, there exists a sequence of integers m a < m2 < "" such that lim~.~ a~J(z) = x. 
The definition and the existence of positively transitive points are similarly extended 
to multidimensional spaces. 
For simplicity, we consider one-dimensional spaces. Let z be a positively transitive 
point. By the assumption, there exists n~ ~ N such that ~bn~(z) = z. Since ~b is continuous, 
~b"~(x) = ~b"~(lim a~(z)) = lira ~b":~'(z) = lim a~J~bn~(z) = x. 
Thus ~b has finite order. 
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Finally, some closure properties of the classes of parallel maps are given. 
PROPOSITION 4.3. Let r be a parallel map. Each class of paraIM maps of finite order, 
strongly CF($) Poisson stability, CF(~b) Poisson stability, strongly C~ Poisson stability, 
and CF Poisson stability has the following properties. 
(1) Each class is not closed under composition. 
(2) Let A be a parallel map which is injective on C. Let A a be an operation on the set 
of parallel maps such that 
Then each class is closed under A a . 
Proof. (1) By definition, we have the relations shown in Fig. 5. Then  it is sufficient 
to show that there exist 41 and ~b 2 such that both of ~b 1 and ~b 2 have finite order but  ~b~b 1 
is not Cv Poisson stable. 
finite orderedness 
strongly CF(O ) Poisson stability 
strongly C F P~isson stability CF(~) P~isson stability 
C F Poissen s tab i l i ty  
FIG. 5. Relations between Poisson stability and finite orderedness. 
Let  f l  and f2 be the local maps in F({0, 1, 2}, 2) given in Table  I and let r = f l~ 
and ~b 2 = a~af2o~. Clearly ~bx2 = I and ~b2Z = I .  Let  x = 0,10r e CF .  It  is easy to show 
that x is not Poisson stable w.r.t. ~bor 1 . 
TABLE I 
Local Maps f l  andf~ 
A A 
00 0 0 
01 2 2 
02 0 1 
10 1 0 
11 1 1 
12 l 2 
20 2 0 
21 0 1 
22 2 2 
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(2) The proof is given for the class of Cv(r Poisson stability. The proofs for 
other classes are similar. For any x ~ CF(~), there exists a sequence of nonnegative 
integers n~ < n2 < "'" such that lim~,~ r = x. Let y ~ fix @ such that p(x, y) < oo. 
Let z = A(x). Since ~ is bijective on C, x = A-~(z). Hence l im i~ Cn*(A-l(z)) = ~t-l(z). 
Since A is continuous, 
z == )d - l ( z )  = A ~im r  = l im A~b~2-1(z) = l im (~t -1 ) " i ( z ) ,  
i-~ ~ i-~ zo 
Thus Ar -1 is A(CF(r Poisson stable. 
Now, it is easily seen that y 6 fix ~b if and only if A(y)~ fix h~bA -1. Clearly p(A(x), 
A(y)) < ~.  Then A(CF(r = CF(ACA-1). Thus ACA -1 is Cv(;~r -1) Poisson stable. 
5. SPARSENESS OF THE SET OF INJECTIVE MAPS 
Let A(Q) denote the set of all parallel maps which are injective on C(Q) and E(Q) 
denote the set of all parallel maps which are surjective on C(Q). A(Q) and E(Q) are simply 
written as A and E, respectively, if it is clear which Q is involved. This section shows 
that A is nowhere dense in E under the pointwise topology (Theorem 5.1) and thus 
extends Sears' result to multidimensional spaces as a corollary (Corollary 5.2). 
m 
DEFINITION 5.I. A subset M of a topological space is said to be nowhere dense if M 
has empty interior. 
The next proposition is a known result and will be used in the sequel. 
PROPOSITION 5.1 [5]. A set M is nowhere dense if and only if every nonempty open 
set has a nonempty open subset disjoint from M. 
Let m = (ml ..... m,) ~ N n and let 
Cp(m) = {x I x E Ce and wi(x) [ ml for each 1 ~< i ~< n}. 
The cyclic shift Sj is defined to be a map from Q"  to Qm such that the diagram in Fig. 6 
is commutative. 
F 
m 
( f t .  
3 Cp (m) > Cp (m) 
I rm [ 
S. qm 3 >Qm 
Fro. 6. The  cyclic shift Si 9 
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Let  A, B ~ Qm. We say that A is a rearranged pattern of B if A = S~ . . . .  S~,B for 
some i 1 ..... in ~ )~o . 
LEMMA 5.1. Let p be a prime number and let m = (p,..., p). Let a, b E Q and A ]a, 
A Ib__ ~ Q'~. A la is shown in Fig. 7 and A is an mo*-pattern. I f  A ]a = s~. . .  s~,A tb, then 
a =- bwhereO~r j~p- -  1(1 ~ j~<n) .  
A 
FIG. 7. A la consisting of M and a. 
Proof. Let  r = ( r  I . . . . .  rn )  and e ---- (1 ..... 1) ~ N ~. Without  loss of generality, we 
can assume that r va (0 ..... 0). Let  S * = S~1 .-. S~-. By hypothesis A ]a = SrA lb. Then  
A ]b(r - -  e) = a. For  a vector t = (q ..... t,), let t Iv) = (t(xm,..., t ?  )) mean the vector 
such that for each i (I ~ i ~ n) t~ m = ti (mod p) and 0 ~ t~ m <: p. Clearly A la(r - -  e) ---- 
A ]b((2r - -  e)C~)). Proceeding inductively, we obtain 
a = .4 Ib(r - e) =- A [b_(CZr --  e) '~,) -- -- A b~((kr --  e)(~'). 
There exist k 1 and k s e N (1 ~ k 1 < ks) such that (klr --  e) (~ = (k~r --  e) (pl. Then 
there exists k e N such that (kr) ~'m ---- (0,..., 0). Let  k 0 be the least such positive integer. 
Since 0 ~ r i < p, we conclude that k 0 = p. Then  .g Ib((pr - e) I~)) = b. Hence a = b. 
LEMMA 5.2. Let x 1 ..... xk be points in C. Then for a sufficiently large integer m, we 
can find two (me)o-patterns M 1 and M2 such that 
(1) for each a ~ Q, (I'*~xj) la is not equal to any rearranged pattern of either M a 
or Mz wherej  = 1 .... , k; 
(2) i f  a rearranged pattern of M 1 is 3~ ]a, then no rearranged pattern of M2 is M ]b 
for any b e Q. 
Proof. There are at most skin n rearranged patterns of (I'*,xi)la's. Since [ Qm,[ = 
I Q Im', the number  of me-patterns atisfying (1) is at least [Q  [ '~" - IQ lhm '~ for 
sufficiently large m. Let  M 1 be an me-pattern satisfying (1). Let  the rearranged patterns of 
57Ili5/2-2 
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M 1 be xk+ 1 , xk+z ,..., xk+~- 9 Using the same argument as that above for x x , x 2 ,..., xk+~,,, 
we can choose M 2 satisfying (2). 
PaOt'OSlTION 5.2. The subset of E(Q) consisting of all noninjective maps on Ce(Q) 
is dense in. E(Q) under the pointwise topology. Here the pointwise topology means the 
topology based on the neighborhoods 
[,.) (r Xl xk, e) = {h e E(Q) [ max d(~(xi) , A(xi) < e} (E > 0). 
~'" '  l~ i~k  
Proof. Let ~b = eqfo~ where fEF(ml)  and q e Z". Let Yl ,--., Ys be arbitrary elements 
of C and e > 0. We show that, for some m e ~ N ~, there exists g EF(m2) such that go~ 
is surjective on C, noninjective on Cp,  and crqg~o ~U (4 j, Yl ..... y.~, e). Choose an integer t
such that (1 -k t) -~ < e. Now, consider the set 
{a~+~v~ l j  = 1 ..... s, r = (r~ ..... r,),  and ri e{- - ( t  - -  1) ..... 0,..., (t - -  1)}} 
and denote the points in this set by x I ,..., x~. Then  there exists l E N such that if 
F*xi = F*x~ (i @ j), then xi(r) = xj(r) for all r e D, and if F*xi = 0 (~)* (i = 1,..., k), 
then xi(r) -- 0 for all r e D where D = {(q ..... r , )  ] r 1 >/0  ..... rn >/0} and 0 (~e)* denotes 
the (le)*-pattern whose values are all 0. 
We apply Lemma 5.2 to x x ..... xk 9 Choosing a prime p such that p /> max{/, m}, 
we have two pc-patterns M 1 and M~. of the lemma. 
We define a map g E F(pe) as 
gF~.xj == fF~lx ~ 
g(S~Ma) -- g(S~M=) = a, 
g(O ~) = O. 
for j 1 ..... h, 
where a is an arbitrary element of Q 
fo r re{( r  1 .... , r , ) ]0  ~<r i ~p- -  1}, 
The above equations define g on (2p '~ + k + 1) pc-patterns. By the choice of M 1 
and 3//2, and by Lemma 5.1, the above pc-patterns have the form B ]a such that for 
any pair Bi [ai and Bj ]aj if Bi = B~, then ai = aj. We can extend the domain of g 
to Q~e as follows. For any (pe)*-pattern M, g(M ]a) = g(M ]b) implies a = b. Since 
gO1 "'" On has R-property, go~ is surjective on C. 
Let u and v be periodic configurations obtained periodically cont inuing M1 and M 2 , 
respectively. Then  g~(u) = go~(v) (u =~ v). We now show that ~qg~o ~(~, Yl ..... Ys , E). 
It  is sufficient o show that 
[eqgoo(yj)](r) = [~b(y~.)](r), 
or equivalently 
[go~(y~)](q + r) = [f~(yj)](q -k r) 
for j = 1 ..... s, and r ~ {(r 1 ,..., r , )  [ ri E {--(t -- 1),..., 0,..., (t - -  1)}}. 
We have 
[g~(y~)](r q- q) = g[F~e~r+q35] == g[I'~exl] 
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and 
[f~(yj)](r  + q) = f[F,,crr~qyj] : :  f[F~x;] 
for some l e {1, 2 ..... k}. F rom the definition of g, 
g[r'~,x,] = .f[/',o x~]. 
Then  the proof  is completed. 
THEOREM 5.1. A is nowhere dense in E under the pointwise topology. 
Proof. From Proposit ion 5.1, it is sufficient to show that every map defined in 
Proposi t ion 5.2 has a neighborhood isjoint from A.  Let  A be one of these maps and let 
x, y E Cp such that h(x) =+ A(y). Let  coCx) = (%(x) ..... e%(y)) and co(y) = (cot(y) ..... c%(y)) 
be the period vectors of x and y, respectively, and let l be the least common mult iple 
of cot(x) .... , e%(x), cot(Y),..., co+(Y). Then  0.,+(x) = x and 0.++(y) = y for i = 1,..., n. 
Now we consider I J (h, x, y, (1 q- l )q) .  I f  r ~ ~) (h, x, y,  (1 -[- I)-1), then F+A(x) 
/'~r and /~a(y) ::= F+r Hence h(x) =~ r and A(y) = r Since A(x) ~ a(y), 
r = r The proof  is completed. 
In the remainder of this section, we consider one-dimensional spaces. Let  Ep denote 
the set of all surjective parallel maps on C F . I t  will be shown that Ep is nowhere dense 
in E under  the pointwise topology. 
PROPOSITION 5.3. Let G be a set of local maps such that g ~ G if and only if both 
g and gO 1 have R-property.  Then {alvg ] p ~ Z andg ~ G} is dense in E under the pointwise 
topology. 
Proof. Let  r be eq' f ,  where f~F(n) .  Let  ym,.,.,y~8~ be arbitrary elements of C 
and e be any positive number.  We show that there exists g ~F(2m + 1) ~ G such that 
alvgoo ~ U (~, ym ..... yl.,~, e) for some p ~ Z. Let  t be an integer such that (1 + t) -1 < e. 
We form the set of configurations 
{0.~'"y(J) ] j  - 1,..., s and r = - - ( t  - -  1),..., 0 ..... t - -  l) 
and denote the points in this set as xCl),..., x I~). Then  there exists m ~ N such that if 
F, ,~_lXl i} = F , , _ lX~J )  , i.e., x(~)(l) = x~J)(1) for l = - - (m - -  1) ..... 0 ..... (m - -  1), then 
xUJ(l) = xO)(l) for all l eZ ,  and if x~i~(l)==0 for l == - - (m - -1) , . . . ,  0,..., (m - 1), 
then x~O(l) === 0 for all l ~ Z. For  simplicity, we denote xCi)(l) by x~ i) in the fol lowing. 
We now define a local map g ~F(2m + 1) as 
, (i) (i) (i)~ == f(x~O ..... x(i) 
g(x  m , " ' ,  XO ~ ' " ,  Xm ) ~ n - - l ]  
for each i = l ..... k. We can extend the domain of g to Q2m+a so as for g and gO a to have 
R-property.  Then  it is easy to see that 
~ ~ U ( ~ ,y"l,...,yt,,), ~) 
where p - -  q - -  m. 
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THEOREM 5.2. Er is nowhere dense in E under the pointwise topology. 
Proof. I t  is sufficient o show that every mapping al~goo defined in Proposition 5.3 
has a neighborhood isjoint from EF. Let A be one of these maps. Then h is a many- 
to-one map from C onto C [4, Theorem 17.2]. Hence, there exists x c Cp (x v~ 0) such 
that A(x) = 0. Let l be the period of x. Now we consider ~) (A, x, (1 4- l)-1). I f  ~b 
U (A, x, (1 + l)-1), then 1-'z)t(x ) = F~b(x). Hence, A(x) -- ~b(x) = 0. Then ~b is not 
surjective on C F [9, Corollary 1.1]. 
COROLLARY 5.1. The set of all strongly CF Poisson stable parallel maps is nowhere 
dense in E under the pointwise topology. 
Proof. The set of all strongly C F Poisson stable parallel maps is included in E F . 
COROLLARY 5.2. A is nowhere dense in E under the pointwise topology [13]. 
6. EXAMPLES OF MAPS WITH VARIOUS PROPERTIES 
This section gives examples of maps with various properties. These examples are 
used to show nonequivalence between various properties. 
First we give an algorithm to obtain the set of all fixed points of a parallel map. Let 
f3 ~ F({0, 1, 2}, 3) be a local map given in Table II.  ai-lf3~ is used as an example for 
obtaining the set of all fixed points. 
TABLE II 
A, A, f, 
000 0 100 0 200 0 
001 2 101 2 201 2 
002 0 102 0 202 0 
010 l 110 2 210 2 
011 1 111 2 211 2 
012 l 112 0 212 0 
020 2 120 1 220 1 
021 2 121 I 221 1 
022 0 122 1 222 I 
ALGORITHM FOR fiX ffl-lfia~ . Le t  
N(a~lf~c~) ~:- {abc If3(abc) ~ b where a, b, c ~ O}, 
and 
p = {ab [ abE" E N(o" 1 ~f3~o)} U {bc 1 abc c N(a~lfa~)}, 
q = {(ab, bc) I abc ~ N(cr~-'f,~o~)}. 
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Generally, if we consider f~F(Q,  m) and a~kf~ for h ~ 0, then we put 
N(O' lk f~)  ~ {a  1 ' ' '  a m l f (a l  ' ' ,  ak+ 1 "'" am) = alc+l where a 1 ,..., am a O}, 
and 
P ~ {al"'" a,,-1 I al"'" a~ ~ N((r~-~f~)} U {a2 ... a,,, [ al""  a~ ~ N(a l~) f~},  
q = {(ai "'" am-l, a2"" am) I al"'" am ~ N(elkf~)} 9 
Let M(a~-lf3o~) = (p,  q) be the directed graph where the set of all nodes of M is p 
and the set of all directed branches of M is q. M(a~lfa~) is shown in Fig. 8. 
FIG. 8. Graph of M(oTif3~). 
Let M'(ai-~.~ ) be the graph obtained from M(ai-lfaoo) by removing all nodes and 
branches which do not form cycles. M'(a~lf3,) is shown in Fig. 9. Then fix ~i-xfz~ is 
obtained from the set of all infinite pathes on M'(a-Zlfz~o). 
O0 
FIc. 9. Graph of M'(aTlfao~). 
140 SATO AND HONDA 
PROPOSITION 6.1. There exists a parallel map which has infinite order and is strongly 
Ce(~b) Poisson stable. 
Proof. a~lf3~ has the desired properties. We first show that cr~lf3~ is strongly 
Cr(a~afzo~) Poisson stable. It is easily shown that %qfz~ is injective on C. By Lemma 
4.5(2), it is sufficient o show that, for any y ~ Cr(a~lfs~), there exist x ~ fix a-~Ifa~ and 
P~.u) ~ N such that p((a~lfao~)Z(y), x  ~ P(~,~) for all 1 >/0 .  
Let y E CF(a~-lfz~). By definition, there exists x ~ fix a11fz~ such that p(x,y) < ~.  
Therefore, without loss of generality, we can assume that there exists t ~ N such that 
x(i) = y(i) for i ~ 0 or i > t. Denot ing x(1) "" x(t) by A and y(1) ""y(t) by B, x and y 
are written as 
x . . . .  x ( -2 )  x ( - l )  x(O) Ax(t + 1) x(t + 2) x(t + 3) -.-, 
y . . . .  x(- -2) x ( - -1 )x (0)Bx( t  + 1)x(t + 2)x(t  + 3)"" .  
F rom Fig. 9, we have the following five possible cases for x(--2) x(--1)x(O) and 
x(t + 1) x(t + 2) x(t + 3): 
(1) 000, (2) 002, (3) 020, (4) 200, (5) 202. 
Let  (a~fa~o)Z(x) and (a~fa~)~(y) be abbreviated as x z and y ,  respectively. 
Cases 1 and 2. 
y =- -" 000B "-', or y . . . .  002B "", 
y . . . . .  B000 "-, or y = "- B002 "-'. 
F rom Table  I I ,  it is easily seen that y ( - -2 )  = 0 and y~(--1) = 0 for all 1 ) 0. Thus  
y~(i) = x~(i) for all l ) 0 and all i ~ - -1.  Similarly, it is shown that y~(t + 1) ~- 0 
and y~(t + 2) -~- 0 for all l > /0  and thus y~(i) = x~(i) for all l ) 0 and all i ) t + 1. 
Case 3. 
y . . . . .  020B -" or y . . . .  B020 --'. 
F rom Fig. 9, it is seen that y ( - -3 )  ~ 0 or y ( - -3 )  = 2. The former case is reduced 
to Case 2 and the latter is reduced to Case 5. Similarly, y(t 4- 4) = 0 or y(t + 4) = 2. 
The  former is reduced to Case 4 and the latter is reduced to Case 5. 
Case 4. 
y = ' "  200B "- or y . . . .  B200 -". 
F rom Fig. 9, it is seen that y ( - -3 )  = 0. This  case is reduced to Case 3. Similarly, 
y(t 4- 4) = 0 or y(t + 4) = 2. The  former is reduced to Case 1 and the latter is reduced 
to Case 2. 
Case 5. 
y .... "'" 202B "" or y . . . . .  B202 "". 
F rom Table I I ,  it is seen that y*( - 1) = 0,y~(--2) = 2, y'(t 4- 2) = 0, and yt(t q- 3) = 2 
for all I >/0 .  Thusy~( i )  = xZ(i) for all 1/> 0 and all i ~ --1 or i ~ t 4- 2. 
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Then it follows from Lemma 4.5(2) that ~r~-~r3~ is strongly Cr(a~-~3oo ) Poisson stable. 
We now show that a-~lf3~o has infinite order. 
Let x ~ CF for which 
x ( i )=0 for i~0  or i>n ,  
x ( i ) - -  1 for 1 ~<i~<n.  
x is expressed as Otl"O,.. Since o~-~fa~o is strongly C F Poisson stable, (ai-~f3,)n'(x) = x 
for some n~ r N. It is sufficient o show that nz is not bounded. It  is seen that 
(~f~)~(0~l-0~) = 0~1Ol--~0~, 
and 
(cr]-~ra.)4(0z(10) k 1 ~ 0~) = 0,(10) k+l l~-~Or (k ~ 1). 
Then it is easily shown that 
--1 4t  - -  n - -  (al 73~o) (0zl Or) = 0t(10) t 1 n-~t 0r 
for any t e N such that n --  2t > 0. Thus, it is proved that n, is not bounded. 
PROPOSITION 6.2. There exists a parallel map ~b which is strongly CF(~b ) Poisson stable 
but not injective on C. 
Proof. Let f4 ~F({0, 1, 2}, 3) be the local map given in Table I I I .  We show that 
f4~o has the desired properties. Since f4 has R-property, f4~ is C~(f4o~ ) Poisson stable. 
It is seen that fix f4| = {0}. Using methods similar to those used in proving Proposi- 
tion 6.1, it can be shown that f4~ is strongly C~(f4o~ ) Poisson stable. Since 
f4oo("" 1212 "") = f4 , ( " '  212l "-') = T, f4oo is not injective on C. 
TABLE III 
000 0 100 2 200 1 
001 0 10! 2 201 1 
002 0 102 2 202 I 
010 0 110 2 210 1 
011 0 111 2 211 1 
012 0 112 2 212 1 
020 0 120 2 220 1 
021 0 121 1 221 2 
022 0 122 2 222 1 
PROPOSITION 6.3. There exists a parallel map ~b which is strongly C v Poisson stable 
but not surjective on C~(~b). 
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Proof. Let f~ c F({0, 1, 2), 3) be the local map given in Table IV. We show that 
fs~o has the desired properties. From Table IV, it is easily shown that f~ has R-property 
and then fs| is strongly C~ Poisson stable. It  is seen that f i x f~ = {0, 1, 2}. Let x = 
1L2Tr 9 Then x ~ CF(f5~o). I t  is easy to show that (fso~)-X(x) ~ CF(fs~o ). Thus f~o is not 
surjective on Cv(fs~o ).
TABLE IV 
f5 f5 f5 
000 0 100 2 200 1 
011 0 101 2 201 1 
002 0 102 2 202 1 
010 0 110 2 210 1 
011 0 111 1 211 2 
012 0 112 2 212 1 
020 0 120 2 220 1 
021 0 121 2 221 1 
022 0 122 1 222 2 
PROPOSITION 6.4. (1) There exists a parallel map ~ which is strongly CF Poisson stable 
but not Cv(~b) Poisson stable. 
(2) Conversely, there exists a parallel map ~b which is CF($) Poisson stable but not 
strongly CF Poisson stable. 
Proof. Let fn e F({0, 1, 2}, 3) be the local map given in Table V. We show that 
a-~lf6| has the properties of (1). I t  is seen that ai-af6oo is injective on C. Using methods 
similar to those used in proving Proposition 6.1, it is shown that atlf6~o is strongly C• 
Poisson stable. 
TABLE V 
f6 f6 fo 
000 0 100 2 200 0 
001 0 101 2 201 0 
002 1 102 2 202 1 
010 0 110 0 210 0 
011 1 111 1 211 1 
012 1 112 1 212 1 
020 2 120 0 220 2 
021 2 121 0 221 2 
022 2 122 1 222 2 
Let x = lt01~. It  is easily shown that x is not Poisson stable w.r.t, a~lf6~. 
Let f7 EF({0, 1}, 3) be the local map given in Table VI. We show that fToo has the 
properties of (2). Since f7 has R-property, fT~ is Cp(fTo~ ) Poisson stable. SincefT(001 ) = 1, 
it is shown that fT~ is not strongly C F Poisson stable. 
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TABLE VI 
A 
000 0 
001 1 
010 1 
011 0 
100 1 
101 0 
110 0 
111 I 
PROPOSITION 6.5. There exists a parallel map which is injective on C but not Cv Poisson 
stable. 
Proof. ~1 is a parallel map. cr I is injective on C but not Cv Poisson stable. 
PROPOSITION 6.6. There exists a parallel map @ which is CF(~b ) Poisson stable but not 
surjective on C~. 
Proof. Let fs  be the local map given in Table VI I .  We show that f8 . has the desired 
properties. Since fs has R-property, fs~ is Cv(fs~o ) Poisson stable. Let x = 0zl0~. It  is 
seen that f~(x )  6_ Cv and hence f s ,  is not surjective on C~. 
TABLE VII 
A 
00 0 
01 1 
10 1 
11 0 
THEOREM 6.1. The relations between properties of parallel maps shown in Fig. 10 hold. 
J ~ ~ I ~ ~l:derednen~ 
inject ivity for C sLrougly CF(,~) Poisson st,ability 
surjectivity for CF(@) strongly C F Poisson stability CF(~) Poisson stability 
sur3ectivity for C F C F Poisson stability 
surjectivity for C 4==~ infectivity for CF(}) 
FIG. 10. Summary of the results in Section 6. 
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Proof. Let r be a parallel map. By definition, strongly Cr Poisson stability implies 
surjectivity for CF and strongly CF(@) Poisson stability implies surjectivity for CF(@). 
And if @ is injective on C, then r is surjective on Ce(@) because of fix @ = fix r By 
the Garden of Eden Theorem, it is shown that ~b is surjective on C if and only if r is 
injective on CF(r Then by Propositions 6.1-6.6 and the relations in Fig. 5, we obtain 
the relations shown in Fig. 10. 
Summarizing the results obtained so far, we show the relations among the various 
properties of parallel maps in Fig. 11. 
~trcngly C ~ finite ord~rednes~ ~==> flnlt~ ordoredness 
Poisson stabi] ]ty for Cp for C 
ii1j ect [vity ......... 
stron,][y Cp period-preservabi] [ty ~--~ 
Polsson stability for C 
Cp Po[sson injectivity surjectivity strongly C F 
st~bil[ty ~.b  for Cp for CF(@) PoJ sson stability 
surj ec t ivi ty per iod-preservabil it)" surj ectivity 
for Cp for Cp for C F 
surjectivity for C ~ injectivity for C F ~.~ 
FIG. l I. 
fJ ni to ordero, lness  
[or CF (,~) 
~inite orderedness 
fo~ C F 
strongly Cf(~) 
Poisson stability 
CF(~) Poisson 
stability 
C F Poisson 
stability 
injectivity for 
CF(*) 
Relations among properties of parallel maps of tessellation automata. 
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