for arbitrary v ∈ V(G), see [12] .
A polynomial n k=0 a k x k with nonnegative coefficients is called unimodal if there is some m, such that a 0 ≤ a 1 ≤ · · · ≤ a m−1 ≤ a m ≥ a m+1 ≥ · · · ≥ a n ;
it is called symmetric if a k = a n−k for 0 ≤ k ≤ ⌊n/2⌋; it is called log-concave if a 2 k
it is strictly log-concave if a 2 k > a k−1 a k+1 for all 1 ≤ k ≤ n − 1. It is known that a log-concave polynomial with positive coefficients is unimodal. A basic approach to unimodality problems is to use Newton's inequalities: Let a 0 , a 1 , . . . , a n be a sequence of nonnegative numbers. Suppose that the polynomial n k=0 a k x k has only real zeros. Then
and the sequence is therefore log-concave and unimodal (see Hardy, Littlewood and Pólya [14, p. 104] ).
Unimodality problems arise naturally in many branches of mathematics and have been extensively investigated. See Stanley's survey [30] and Brenti's supplement [5] for known results and open problems on log-concavity and unimodality arising in algebra, combinatorics and geometry.
Unimodality problems of independence polynomials have attracted researchers' great interest, see [1, 7, 8, 10, 20, 21, 32, 33] for instance. Alavi, Malde, Schwenk, Erdős [1] found that independence polynomials are not unimodal in general and conjectured the following.
Conjecture 1.1. The independence polynomial of any tree or forest is unimodal.
This conjecture is still open. In general, the independence polynomial of a graph may be neither log-concave nor unimodal, as evidenced by the graph G = 3K 4 + K 37 with I(G; x) = 1 + 49x + 48x 2 + 64x 3 .
Recently, Mandrescu and Miricȃ [27] found for every integer 2 ≤ α 3 there is a forest F consisting of at most two non-trivial trees, whose α(F) = α, and I(F; x) is symmetric and has only real zeros. They further proposed the following problem. In this paper, we also answer this problem by finding a connected bipartite graph.
Lexicographic product of graphs
To simplify our proof, we need the next result, which is very useful in solving unimodality problems for polynomials. substituting a copy of G 2 for every vertex of G 1 . In [7] , it was proved that
Motivated by (2.1), we prove the following general result, which can be well applied to the independence polynomial of the lexicographic product of graphs. We refer readers to [9, 24, 31] for some similar results. 
is log-concave;
) is unimodal. In particular, if the sequence a n is increasing in n and
(i) Note that it is trivial for n = 0. In the following, we will prove (i) by induction on n. If n = 1, then
By the hypothesis, its log-concavity follows from a ≥ a 1 a 0 b 2 . So we proceed to the inductive step.
) is log-concave by Lemma 2.1 (i). Thus c 1 , c 2 , . . . , c mn is log-concave. To show the log-concavity of f (g(x)), it suffices to check c 2 1 ≥ c 0 c 2 , which follows from the hypothesis since c 0 = a 0 ,
(ii) Similarly, we will prove (ii) by induction on n. If n = 1, then
Since g(x) is log-concave, we have
is unimodal. So we proceed to the inductive step.
) is unimodal by Lemma 2.1 (ii). Thus c 1 , c 2 , . . . , c mn is unimodal. To show the unimodality of f (g(x)), it suffices to check c 1 ≥ c 0 , which follows from the hypothesis since c 0 = a 0 and
This completes the proof.
By Theorem 2.1 and (2.1), we have the next result for the independence polynomial of graphs. 
Theorem 2.2. For two vertex disjoint graphs G
1 and G 2 , let I(G 1 ; x) = α(G 1 ) i=0 a i x i and I(G 2 ; x) = α(G 2 ) i=0 b i x i . (i) Assume that I(G 1 ; x) and I(G 2 ; x) are log-concave. If (a 2 i − a i−1 a i+1 )b 2 1 ≥ a i a i−1 b 2 for all 1 ≤ i ≤ α(G 1 ), then I(G 1 [G 2 ]; x) is log-concave; (ii) Assume that I(G 2 ; x) is log-concave. If a i−1 ≤ b 1 a i for 1 ≤ i ≤ α(G 1 ), then I(G 1 [G 2 ]; x)
Complete Multipartite Graphs
Denote the complete k-partite graph by K n 1 ,n 2 ,...,n k . Then its independence polynomial is
Note that unimodality or log-concavity of
then it is easy to obtain that (1
is log-concave by Lemma 2.1 (i). It follows that
is log-concave. In general, we have the following result. is log-concave then so is the [17] . (ii) follows from the next fact. 
The proof of Fact 3.1:
increasing, we can assume d n 0. We will show this fact by induction on n. If n = 1, then it is trivial
. So we proceed to the inductive steps (n ≥ 2).
By the induction hypothesis, F(1 + x) is unimodal. So (1 + x)F(1 + x) is unimodal by Lemma 2.1 (ii). Thus c 1 , c 2 , . . . , c n is unimodal. On the other hand, note that 
Rooted Product of Graphs
and H be a rooted graph with the root u. The rooted product G•H of the graphs G and H with respect to the "root" u is defined as follows: take n copies of H, and for every vertex v i of G, identify v i with the root u of the ith copy of H, see Godsil and MacKay [11] for instance.
Let P 2 and P 3 with the root v, respectively, see Figure 1 . For a graph G, if I(G; x) has only real zeros, then so do I(G•P 2 ; x) and I(G•P 3 ; x), see Levit and Mandrescu [23] and Mandrescu [26] , respectively. 
(i) I(G•T; x) has only real zeros for v ∈ {1, 2, 3} and I(G•T; x) is log-concave for v = 4;
(ii) I(G•T 1 ; x) is log-concave for v ∈ {1, 2, 3, 4}.
Proof. Since the proofs are similar, for brevity we only prove (i) for the root being 1 or 4. Recall the formula for independence polynomials of the rooted product of graphs, see [13, 29] for instance: If G is a graph of order n and H is a graph with the root v, then
Since I(G; x has only real zeroes, we can assume that
where
It is also easy to confirm that 1 + (3 + 2a i )x + 2a i x 2 has only real zeros for a i > 0. Hence I(G•T; x) has only real zeros by (4.2) and Lemma 2.1 (iii).
So, it is easy to obtain the log-concavity of (1 + x) 3 + x and we claim that for any positive r,
is log-concave. Actually, it suffices to prove the inequalities
Thus it follows from (4.3) and Lemma 2.1 (i) that I(G•T; x) is log-concave. This completes the proof. On the other hand, our results can be generalized to another operation of graphs called the clique cover product, see Zhu [33] .
An Affirmative Answer to Problem 1.2
In this section, we answer the Problem 1.2 by finding a bipartite graph. Define H n and G n be the graphs in Figure 1 , where The following result is a special case of Corollary 2.4 in Liu and Wang [25] .
Lemma 5.1. Let {Q n (x)} n≥0 be a sequence of polynomials with nonnegative coefficients such that
If c n (x) ≤ 0 whenever x ≤ 0, then {Q n (x)} has only real zeros. Furthermore, the zeros of Q n (x) are separated by the zeros of Q n−1 (x).
The next result gives an answer to Problem 1.2.
Theorem 5.1. Let G n be the graph in Figure 3 . Then I(G n ; x) is symmetric and has only real zeros.
Proof. Let H n be the graph in Figure 3 . Then
for n ≥ 2. Note that I(G 0 ; x) = 1 + x and I(G 1 ; x) = 1 + 3x + x 2 . In fact, we can set I(G −1 ; x) = 1, which is well-defined extension by (5.1). Thus, by Lemma 5.1, I(G n ; x) has only real zeros. It is not hard to find that the degree of I(G n ; x) is n + 1, i.e., α(G n ) = n + 1.
In the following, we will show that I(G n ; x) is symmetric by induction n. It is obvious for n = 0, 1.
Assume that I(G k ; x) is symmetric for k ≤ n − 1.
To prove the symmetry of I(G n ; x), it suffices to show x n+1 I(G n ; 1/x) = I(G n ; x). By (4.1) and the induction hypothesis, it follows that = I(G n ; x).
Thus I(G n ; x) is symmetric. This completes the proof. Noting that reality of zeros and symmetry of polynomials is closed under the product of polynomials, respectively, it clearly follows from (5.2) that I(G n ; x) is symmetric and has only real zeros.
