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A mesterséges neurális hálózatok egyre nagyobb jelentőséggel bírnak napjainkban. Az 
említett modell kimagasló eredményeket ért el olyan problémák megoldásában, melyek 
egy gép számára évekkel ezelőtt megoldhatatlannak tűntek. Például GO-t játszó szoftver 
(AlphaGo).  
A Google DeepMind egy mesterséges intelligenciával foglalkozó vállalat. Fő céljuk, 
hogy általános célú mesterséges intelligenciát készítsenek el. Jelenleg neurális hálózatok 
alkalmazásával próbálják céljaikat elérni.  
Már 2013-ban sikerült olyan, Atari játékokat játszó szoftvert készíteniük, mely képes volt 
felvenni a versenyt olyan játékosokkal, akik az említett játékokat professzionális szinten 
űzték. A modell különlegessége az volt, hogy az egyes játékokat úgy tanulta meg, hogy 
semmilyen kezdeti tudással nem szerelték fel a gépi játékost. Lényegében az összes 
információja a játékról a pillanatnyi játékállás képi formátumban, illetve az aktuális 
összpontszám volt. Ha belegondolunk egy ember is csak ezeket az információkat látja a 
játék során. 
A játékok megtanulását teljesen véletlenszerű lépésekkel kezdte és játéktól függően 
körülbelül néhány száz epizód után a gépi játékos már – az esetek többségében – 
professzionális szinten űzte őket. Ami ennél talán még nagyobb eredmény, hogy a 
különböző játékok megtanulása során a neurális hálózat architektúráján és a hozzá tartozó 
hyperparamétereken semmit nem változtattak, tehát elmondható, hogy sikerült egy olyan 
általános modellt megalkotniuk, mely az emberhez hasonlóan önmagától volt képes 
különböző Atari játékokat magas szinten elsajátítania úgy, hogy semmilyen külső 
segítséget nem kapott.  
A szakdolgozatom fő célja annak az algoritmusnak és modellnek az újra implementálása, 
mely képes a semmiből megtanulni az említett Atari játékokkal játszani úgy, hogy – a 
DeepMind megoldásához hasonlóan – a játék szabályairól semmit nem mondunk el a 
tanuló algoritmusnak. 
Mivel nem volt lehetőségem az összes Atari játékra kipróbálni a modellt, ezért 
választásom a Breakout nevezetű egyszemélyes játékra esett. A szakdolgozatom két, 
egyértelműen szétválasztható komponensből áll. Az első maga az emulátor, mely egy 
olyan környzetet biztosít, amelyen el tudjuk végezni a mesterséges intelligencától kapott 
műveleteket. A második pedig egy olyan algoritmus, mely a Breakout nevezetű játékot 
elsajátítja. Mivel a két különálló programnak tudnia kell kommunikálnia, ezért készült 
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egy köztes kommunikációs réteg is. A fejlesztői dokumentációban az említett réteg 
működésére is kitérek. 
Úgy gondolom, hogy már itt szükséges megemlíteni a gépi erőforrásokat is, mely a 
kutatott témában szűk keresztmetszetnek számít. Mivel nem állt rendelkezésemre olyan 
mély tanulásra fejlesztett számítógép, mely nagymértékben felgyorsította volna a tanulási 
folyamatot, ezért nem volt lehetőségem olyan különböző módszerbeli változtatásokat 
kipróbálnom, melyek további kimutatható javulást eredményezhettek volna. 
Ennek ellenére úgy gondolom, hogy sikerült egy olyan tanuló algoritmust készíteni, mely 
megüti egy átlagos emberi játékos szintjét.  
Különböző grafikonok segítségével mutatom be a gépi intelligencia által elért mérhető 
eredményeket a lejátszott epizódok számának függvényében.  
Emellett, minden jelentősebb résznél kifejtem azokat a fontosabb elméleti részeket is, 
melyekről úgy gondolom, hogy elengedhetetlenek a mesterséges intelligencia 




A felhasználói dokumentációban illusztrációk segítségével ismertetem a Breakout 
nevezetű egyszemélyes játékot, illetve azoknak az elérhető funkcióknak a használatát, 
melyeket a szoftver megírása alatt implementáltam. Emellett bemutatom azt is, hogy 
hogyan tudjuk alkalmazni az elkészített gépi intelligenciát a játék önálló játszásához, 
illetve tanulásához.  
Végül ismertetem azokat a rendszerkövetelményeket és szükséges állományokat, melyek 
elengedhetetlenek a szoftver használata szempontjából. 
Breakout ismertető 
A Breakout egy olyan – 1976-ban az Atari vállalat által készített – egyszemélyes játék, 
melynek célja, hogy egy folyamatosan mozgásban lévő golyó, illetve egy általunk 
mozgatható ütő segítségével lebontsuk a pályán található összes téglát.  
 
1. ábra: Kezdő állapot 
A játékot három élettel kezdjük és akkor ér véget, ha sikerült leütni az összes téglát, vagy 
elveszítettük az összes életünket. Az első ábrán látható, hogy a játék során pontokat is 
tudunk gyűjteni. Itt érdemes megemlíteni azt, hogy mit jelentenek a téglák színei. A 
játékot nyolcsornyi téglával kezdjük, melyek négy különböző színre vannak osztva az 
ábrán látható módon.  
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Minden tégla leütésekor pontokat kapunk. A kapott pontok mértéke attól függ, hogy 
milyen színű téglát találtunk el. Az alábbi táblázat ismerteti, hogy adott színű tégla 







Vegyük észre, hogy minél feljebb lévő téglát találunk el annál több pontot kapunk. Ennek 
elsődleges oka az, hogy nehezebb elérni azokat a téglákat, melyek a játéktér fentebbi 
területein vannak, hiszen ahhoz hogy ezeket a téglákat leüthessük, át kell törni a lentebb 
lévőket. A következő állapot-átmenet sorozat bemutatja, hogy hogyan néz ki egy tégla 
leütése játék közben. 
   
Látható, hogy narancssárga színű téglát találtunk el, így a kezdeti tizenegy ponthoz kettőt 
adunk. 
Következő fontos esemény az, amikor a golyó eltalálja az általunk irányítható ütőt. Míg 
a téglák esetében a golyó ugyanolyan szögben pattan vissza a tégláról, mint amilyenben 
jött, addig az ütőről való pattanás teljesen sajátos. Attól függően, hogy a golyó melyik 
pontban találta el az ütőt más és más szögben pattan róla vissza. Egy lineáris függvény 
segítségével könnyen leírható a labda visszapattanási szöge a találati pont függvényében. 
 𝑓(𝑋) = − 150𝑊 ∗ (𝑋 − 𝑘) + 90 
Jelmagyarázat: 
 W: ütő hossza 








Tehát a függvény azt mondja meg, hogy adott találati pontnál (legyen X a találati pont x 
koordinátája), mi lesz a visszapattanási szög (f(X)). Szemléletesen ez azt jelenti, hogy ha 
az ütő közepét találjuk el, akkor éppen 90 fokban pattan vissza, míg minél jobban az ütő 
bal szélét találjuk el, annál nagyobb, míg minél jobban az ütő jobb szélét, annál kisebb 
visszapattanási szöget kapunk. 
 
 
   
 
2. ábra: Visszapattanási szögek néhány nevezetes találati pontban 
 
A nyilak között a további szögek a függvénybe való behelyettesítéssel kiszámolhatóak. 
A találat detektálásának algoritmusáról a fejlesztői dokumentációban lesz bővebben szó. 
Úgy gondolom, hogy szót kell ejteni arról is, hogy mi történik akkor, amikor a golyót 
nem sikerül visszaütni. Ha a golyó leesik, akkor elvesztünk egy életet. A képernyőn 
található életszámláló ilyenkor eggyel csökken. Ha a számláló eléri a nullát, akkor a játék 
véget ér.  
 
Az ábrán látható, hogy a bal felső sarokban lévő életszámláló értéke csökkent eggyel. Ha 
egy életet elvesztünk, de a játéknak még nincs vége, akkor a golyó az ütő közepéről indul 
el egy teljesen véletlenszerű irányba. 
  
8 
A játék végén kapunk egy felugró információs ablakot, mely segítségével a felhasználó 
megtudhatja az epizód alatt elért összpontszámát, illetve azt, hogy hány másodpercig 
tartott a játék.  
 
3. ábra: A játék végén látható információs ablak 
Felhasználói felület 
A továbbiakban bemutatom a Breakout szoftverhez tartozó felhasználói felületet, illetve 
ismertetem a különböző elérhető funkciók használatát. 
 
4. ábra: Felhasználói felület 
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Az ábrán látható, hogy a szoftver felhasználói felülete két, egyértelműen szétválasztható 
részre oszlik szét. Az ábra bal oldalán maga a játék látható, a jobb oldalán pedig azok a 
gombok, melyek vezérlik a program működését. A gombok három további csoportra 
oszthatók szét. Minden gomb egy-egy, a felhasználó által elérhető funkciót vezérel. A 
következő alfejezetekben ezeknek a funkcióknak használatát írom le. 
Play 
A gomb lenyomása után a felület bal oldalán látható játékpályán automatikusan elindul 
egy epizód. A Breakout ismertető alfejezetben már bemutatott módon folyik a játék. 
Amit ezen a ponton még fontos megemlíteni, hogy amint elindul az epizód a 
felhasználónak lehetősége van irányítani a képernyő alján található ütőt a billentyűzet 
balra, illetve jobbra billentyűivel. Ekkor tíz pixellel balra, illetve jobbra mozog az ütő. 
Természetesen nem engedjük, hogy kimenjen a pályáról.   
Játék közben az „Exit” gomb kivételével az összes gombot letiltjuk, mivel nem 
szeretnénk, ha az ütő irányítása összekeveredne a gépi intelligenciáéval.  
A mesterséges intelligencia alkalmazása 
A felületen található következő négy gomb (Start server, AI plays, Start training, 
Continue training) a gépi intelligencia működéséhez kapcsolódik. Mivel a már elkészült 
mesterséges intelligencia nem része ennek a szoftvernek, ezért szükséges egy 
kommunikációs réteget felhúzni, bárminemű gépi intelligencia használat előtt. A „Start 
server” gomb feladata az, hogy a jelenlegi programra a gomb lenyomása után már egy 
szerverként is működjön. 
Ehhez a szerverhez fog kapcsolódni egy olyan kliensprogram, mely a játék során a 
kommunikációs réteg segítségével képes elküldeni a szervernek azokat a műveleteket, 
melyeket az adott játékállapotokban a gépi intelligencia javasol. 
A kliensprogram használati szempontból jóval egyszerűbb. A megfelelő könyvtárak 
megléte esetén annyi a dolgunk, hogy a programot elindítsuk egy parancssori 
értelmezőben az alábbi paranccsal. 
 
5. ábra: A kliensprogram indítási parancsa 
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Fontos, hogy a kliensprogramot csak azután indítsuk el, miután a Start server gombot 
megnyomtuk, mivel ellenkező esetben a kliensprogram nem lesz képes csatlakozni a 
szerverhez. Ha sikerült a kapcsolódás, akkor ezt mind a játékprogram, mind a 
kliensprogram tudatja velünk egy egyszerű konzolos ablakban. 
6. ábra: Szerverprogram üzenete sikeres csatlakozás esetén 
7. ábra: Kliensprogram üzenete sikeres csatlakozás esetén 
 
Amint felállt a kapcsolat, elérhetővé válik másik három gomb is. Az „AI plays” feliratú 
gomb megnyomása után a felhasználói játékhoz hasonlóan automatikusan elindul egy 
epizód és végig követhető, ahogyan egy, a semmiből önállóan tanult mesterséges 
intelligencia a kommunikációs réteget használva játssza a játékot. Játék közben láthatjuk, 
hogy mi történik a mesterséges intelligencia „agyában”. 
 
8. ábra: Játék közben a gépi intelligencia javaslatai 
 
A neurális hálózatok képesek arra, hogy képi bemeneteket egy N-elemű vektorrá 
képezzenek. Esetünkben N = 3. A három onnan jön, hogy három elvégezhető műveletet 
hajthatunk végre, melyek rendre a balra, jobbra lépés illetve az egy helyben maradás. A 
vektor első eleméhez rendeljük hozzá a balra lépést (LEFT), második eleméhez az egy 
helyben maradást (NO-OPERATION) és utolsó eleméhez pedig a jobbra lépést (RIGHT).  
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A vektor adott pozícióján lévő érték azt mondja meg, hogy vélhetően mennyi lesz a játék 





 (111.10195111.40114110.93098)  NO-OPERATION 
 
 
9. ábra: a gépi intelligencia „agyában” történő események 
 
A mesterséges intelligencia tesztelése közben a háromelemű vektor értékei közül 
értelemszerűen mindig azt választjuk ki, amelyek a három érték közül a legmagasabb, 
majd a hozzárendelés szerint kiválasztjuk az ezen elemhez tartozó műveletet. Végül a 
kapott műveletet végrehajtjuk az emulátorban. 
 A maradék két gomb a mesterséges intelligencia tanításával kapcsolatos. A 
felhasználónak lehetősége van a saját gépi intelligenciáját megalkotni.  
Ezen két funkciót is csak akkor érheti el a felhasználó, ha már a két program közötti 
kapcsolat fenn áll. A „Start training” gomb lenyomása után automatikusan elindul a 
tanulási fázis. Minden tizedik epizód után történik egy mentés a kliensprogram 
könyvtárában található log mappában. A tanulási folyamat bármikor leállítható, illetve 
folytatható. A „Continue training” gomb lenyomásával a már elmentett neurális hálót tölti 
be a rendszer és ezen a modellen folytatódik a tanulási folyamat. Ha nincs mentés, de 
mégis a „Continue training” gombra kattintunk, akkor egy új tanulási folyamat indul el 
automatikusan. 
Tanulás közben a konzolos ablakban nyomon követhető néhány tanulással kapcsolatos 
információ, melyekről bővebben a fejlesztői dokumentációban fogok írni. 
Exit 
A gombra bármikor rákattinthatunk. Ilyenkor minden működő folyamat leáll, és a 
program bezáródik. Ezzel egy időben a kliensprogram is le fog állni. Ha újra szeretnénk 
indítani, akkor minden indítási folyamatot elölről kell kezdeni. 
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Tensorflow GPU verzió esetén 
Rendszerkövetelmények 
A mesterséges neurális hálózatok tanításához használt számítógép soha nem lehet elég 
nagy teljesítményű. Minél erősebb egy számítógép, annál jobb gépi intelligenciát 
készíthetünk adott idő alatt.  
A következők hardver elemekkel értem el a szakdolgozatban ismertetett eredményeket. 
Ennél kisebb teljesítményű hardverrel nem javasolom a használatot. 
 legalább 16 GB memória 
 CPU: Intel Core i5-6600, 3.3 GHZ 
 GPU: NVIDIA GeForce GTX 1060 6 GB 
 
Szoftverkörnyezet 
A programokhoz nem készült külön telepítőcsomag, a következő eszközcsomagokat 
külön-külön kell telepíteni Windows 10 rendszeren.  
 .Net Framework 4.6.1 
 Python 3.6.5 
 Tensorflow python modul (CPU vagy GPU verzió) 
 Keras python modul 
 Matplotlib python modul 
 CV2 python modul 
 Numpy python modul 
 CUDA 10.0 







A fejlesztői dokumentációban ismertetem a megoldandó feladat specifikációját, melyben 
kifejtem a programozandó feladatot, illetve az implementálandó funkciókat. Ezt követően 
leírom azt a megoldási tervet, mely a specifikációs részben megadott feladatot megoldja, 
majd ismertetem a programok logikai és fizikai szerkezeteit illusztrációk segítségével. 
Végül készítek egy tesztelési tervet és ismertetem a tesztelés eredményeit. A mesterséges 
intelligencia eredményeit szintén a tesztelési részben fejtem ki, különböző grafikonok 
segítségével. 
Feladat specifikációja 
A szakdolgozatom fő feladata egy olyan gépi intelligencia alkotása, mely képes 
önmagától megtanulni a Breakout nevezetű Atari játékot. Ehhez készítenünk kell egy 
olyan szerverprogramot, mely grafikus eszközök segítségével megvalósítja az 
egyszemélyes játékot, illetve egy olyan kliensprogramot, mely képes a szerver által 
biztosított játékállapotra megmondani, hogy melyik műveletet hajtsa végre a szerver. 
Mivel két különálló szoftverről van szó, ezért szükséges implementálnunk egy köztes 
kommunikációs réteget is. Továbbá a két programnak meg is kell érteniük egymást, így 
ki kell találnunk egy egyszerű kommunikációs protokollt is. 
A szerverprogramtól elvárjuk azt is, hogy egy olyan környezetet biztosítson, melyen a 
felhasználó – könnyen eligazodva – tudja alkalmazni a szoftver által kínált funkciókat. A 
felhasználónak lehetősége van egyrészt az egyszemélyes játék játszására, másrészt a 
köztes kapcsolat felállítása után a mesterséges intelligencia alkalmazására. Az említett 
intelligenciát a felhasználó kétféleképpen tudja alkalmazni. Lehetősége van betölteni egy 
olyan – általam készített – gépi játékost, mely a játékot közel 250 epizódon át tanulta. 
Továbbá elindíthatja saját tanítási folyamatát is. Természetesen lehetőséget adunk az 
utolsó mentéstől kezdve a tanítási folyamat folytatására is. 
A kliensprogramnak biztosítania kell egy olyan eszközrendszert, mely segítségével 
képesek leszünk elkészíteni azt a tanuló algoritmust, amely a szerverprogram által küldött 




Ahhoz, hogy teljes egészében megérthessük a játszó gépi intelligenciát, meg kell 
ismernünk a mesterséges neurális hálózatok működését is. Neurális hálózatok 
A mesterséges neurális hálózat az agy egyszerűsített matematikai modellje. Erre a 
modellre gondolhatunk úgy, mint egy függvény approximátorra, melyet tanuló adatok 
segítségével optimalizálhatunk.  
 
10. ábra: egy egyszerű neurális hálózat felépítése 
Látható, hogy a modell rétegekre van felosztva. Az első réteget bemeneti, az utolsó 
réteget kimeneti rétegnek, míg a köztes rétegeket rejtett rétegeknek hívjuk. A bemeneti 
réteg az a réteg, mely „látja” a világot. A számolási műveletek a köztes rétegekben 
történnek végül a kimeneti réteg eredménye a teljes hálózat kimenete. Ha belegondolunk, 
ez tényleg hasonlít az emberi agyra. A szemünk a bemeneti réteg, az agyunkban történő 
különböző események megfeleltethetők a rejtett rétegekben folyó számításoknak, végül 
a kimeneti réteg eredménye az agyunk által alkotott eredmény. A hálózatok alapelve, 
hogy a számításokat a bennük található neuronok végzik. 
 
11. ábra: mesterséges neuron 
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Az ábrán az látható, hogy a neuron minden bemenetéhez hozzá van rendelve egy súly. A 
neuronok kimenete a következő formában áll elő. 
 
𝑘𝑖𝑚𝑒𝑛𝑒𝑡 = 𝑓 ((∑ 𝑊𝑘 ∗ 𝑖𝑘𝑛𝑘=1 ) + 𝐵𝑖𝑎𝑠) 
 
A kapott szummához hozzáadunk még egy „Bias” nevezetű konstanst is, illetve a teljes 
eredményre alkalmazunk egy aktivációs függvényt is. Végül ez a kimenet lesz majd egy 
másik neuron egyik bemenete, feltéve hogy az adott réteg nem a kimeneti réteg. Kimeneti 
réteg esetén a kapott érték a neurális hálózat kimenete. A gyakorlatban a kimenet nem 
csak egyetlen neuronból állhat, hanem akár több is alkothatja. 
Célunk egy olyan leképezés előállítása neurális hálózat segítségével, mely bemenetként 
a játék állapotát kapja, és kimenetként azt adja meg, hogy a három lépés közül melyik 
lesz a legsikeresebb. Ahhoz, hogy ezt a leképzést előállíthassuk, a modellt 
optimalizálnunk kell. Ezt az optimalizációs folyamatot tanulásnak is szokás hívni. A 
neuronok súlyai állítható paraméterek, melyek az optimalizációs folyamat alapját adják. 
A következő alfejezetekben a szakdolgozat szempontjából releváns, két tanítási módszert 
ismertetem  Felügyelt tanulás 
Tegyük fel, hogy rendelkezésünkre áll több ezer olyan kép, melyek a tanulandó játékról 
készültek, illetve minden képhez mellékelve van, hogy a három választható művelet 
közül melyik lenne a legjobb az adott játékállapotban. Tehát a hálózatunk kimenete egy 
háromelemű vektor és a vektor egyes elemei – például – azt mondják meg, hogy hány 
százalékos valószínűséggel vezet a legtöbb ponthoz az adott művelet.  Egy tanulási lépés 
a következő lépésekből áll. Megnézzük, hogy az adott bemeneti képre mit ad ki a neurális 
hálózatunk eredményként, majd a képhez mellékelt művelet és egy hibafüggvény 
segítségével egy skalár számot állítunk elő, amely azt mondja meg, hogy mekkora a hiba 
a kapott és az elvárt eredmények között. Feladatunk tehát, hogy a neurális háló súlyait 
úgy változtassuk meg, hogy az optimalizációs lépés után a hiba a lehető legkisebb legyen.  
Vagyis a feladat átfogalmazva: 
min ∑(𝑥𝑖 − 𝑦𝑖)23𝑖=1   
 
16 
Ahol x vektor a neurális háló által előállított vektor, y vektor pedig a célvektor, melyet a 
tanulóadatból állítottunk elő. A hiba a vektorelemek különbségeinek négyzeteként írható 
fel. A súlyok állítása a hiba minimalizálása érdekében hiba-visszaterjesztéssel kombinált 
gradiensereszkedéssel történik, melynek elmélete nem része ennek a szakdolgozatnak. 
Ha az ismertetett tanulási folyamatot az összes tanulóképre elvégezzük, akkor várhatóan 
előállt egy olyan leképezés, mely az adott játékképhez képes lesz mondani egy olyan 
műveletet, mely várhatóan a legtöbb pontot eredményezi majd a játék során. 
Viszont a szakdolgozat fő problémáját az jelenti, hogy nem áll rendelkezésünkre ilyen 
típusú adat, ezért más tanulási folyamatot kellett alkalmaznunk. Mély megerősítéses tanulás 
A DeepMind vállalat kutatói ezt a módszert alkalmazták Atari játékok megtanulására. Az 
ő publikációjukat dolgoztam fel az implementáció előtt. A módszert úgy ismertetem, 
hogy közben az is kiderüljön, hogy a jelenlegi problémát hogyan oldjuk meg vele. A 
felügyelt és a mély megerősítéses tanulási módszerek között sok párhuzamosságot 
fedezhetünk majd fel. 
A neurális hálózatok ismertetésénél említettem, hogy a modellre tekinthetünk úgy, mint 
egy függvény approximátor. Azaz, ha fel tudunk írni egy olyan célfüggvényt, melyet 
neurális hálózat alkalmazásával sikerül megközelíteni, akkor kapunk egy olyan modellt, 
mely képes lesz az általunk készített játékot játszani. 
Elsődleges célunk, hogy olyan gépi intelligenciát alkossunk, amely az adott játékállapotra 
azt a műveletet választja, mely a termináló állapotig a lehető legtöbb jutalmat fogja 
eredményezni. Ennek az információnak a segítségével felírható egy kétargumentumú 
függvény a következő alakban: Q∗(𝑠, a) = r + 𝛄maxa′ Q∗(𝑠′, a′) 
A függvény rekurzív. A függvény éppen azt mondja meg, hogy adott állapotban adott 
műveletet végrehajtva mennyi azonnali jutalmat eredményez. Majd hozzáadjuk, hogy a 
következő állapottól kezdve mennyi a jutalmak összege a játék végéig, ha minden 
állapotban úgy választjuk meg a végrehajtandó műveletet, hogy az a legmagasabb 
jutalomösszeget eredményezze. A függvényre mostantól célfüggvényként tekintünk.  
A „jövőbeli” jutalom összeget megszorozzuk egy [0,1] intervallumból felvett konstanssal 
is, ezzel csökkentve annak értékét. Ennek oka az, hogy ami a „jövőben” történik, annak 
jóval kisebb hatása van a „jelenre”. 
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neurális hálózat használata 
Már csak az a kérdés, hogy hogyan érjük el azt, hogy a neurális háló közelítse a megfelelő Q∗(𝑠, a) értéket. A neurális háló bemenete négy, az emulátor által küldött egymás utáni 
kép, míg a kimenet egy olyan háromelemű vektor, melynek elemei a Q∗ függvény 
közelítései az adott műveletekkel. Azért van szükség négy képre, mert egy kép alapján 
még nem lehet megmondani, hogy a golyó éppen melyik irányba tart. A következő ábra 
megmutatja a háromelemű vektor előállításának lépéseit. 
 
A tanulási folyamat közben az emulátortól kapott állapotokat a memóriába is eltároljuk 
és később már a felügyelt tanulásnál látott módon használjuk fel.  
A tanulási folyamat a következő módon valósul meg. Tegyük fel, hogy M epizódon 
keresztül szeretnénk tanulni. Ekkor minden epizód elején elkérjük a kezdő állapotot, ami 
négy képet tartalmaz. Majd ciklikusan a következő lépéseket végezzük el addig, amíg az 
M darab epizód véget nem ér. ε valószínűséggel választunk egy véletlenszerű műveletet 
(legyen ez 𝑎𝑡), egyébként: at = argmaxa Q(st, at; θ) 
A formula jelentése az, hogy használjuk a neurális hálót θ súlyrendszerrel és válasszuk 
ki azt az indexet, amelyikhez a vektor értéke a legnagyobb volt. A tanulás előre haladtával 
ε értékét lineárisan csökkentjük 100%-ról 1%-ra. A készített emulátorban hajtsuk végre 
a választott műveletet, majd kérjük el a kapott jutalmat és a művelet végrehajtása után 
előállt új képet. Mentsük el a memóriába a (st, at, 𝑟t, st+1) állapot átmenetet. Válasszunk 
32 példányt véletlenszerűen a mentett állapot átmenetek közül és használjuk őket tanuló 
adatoknak a már felügyelt tanulásban ismertetett módon. Ez azért célszerű, hogy a gépi 




Mind a 32 memóriaelemre egyenként hajtsuk végre a következő lépéseket. Legyen a 
célvektor az a vektor, mely megegyezik azzal, amit akkor kaptunk, amikor kiválasztottuk 
a végrehajtandó műveletet annyi változtatással, hogy a műveletnek megfelelő indexű 
értéket a következő módon változtassuk meg:  
 y[aj] = { rjrj + 𝛄maxa′ Q(𝑠j+1, a′; θ) 
Ahol j az éppen feldolgozandó memóriaelemhez tartozó index. Vegyük észre, hogy az 
eredeti célfüggvényünk mintájára írjuk át az adott értéket úgy, hogy a jelenlegi neurális 
hálózatot alkalmazzuk közelítésre. Ekkor a már ismertett módon számoljuk ki a hibát. 
Végül a hiba minimalizálása érdekében hajtsunk végre egy optimalizációs lépést a 
neurális hálózat súlyain. Összegzésképp elmondható, hogy ezzel a módszerrel bármiféle 
előkészített tanuló adat nélkül képes a rendszer „önmagát” fejleszteni olyan szintre, amely 
megüti egy átlagos emberi játékos szintjét.  
  
 ha az epizód véget ér a következő állapotban 
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Fejlesztői környezet  
A játék és az ezt megtanuló program is Windows 10 alatt készült. A szerverprogram 
Visual Studio 2017 használatával C# nyelven, .Net keretrendszert használva, míg a gépi 
intelligencia szoftvere Visual Studio Code használatával Python nyelven, számos külső 
könyvtár segítségével íródott.  
Megoldási terv 
A specifikált feladat kettő jól elkülöníthető részfeladatra osztható szét, melyek 
megfeleltethetőek két különálló programnak. Így a két megoldási tervet két külön 
alfejezetben fejtem ki. Az emulátor megoldási terve 
A játékot egyablakos asztali alkalmazásként Windows Forms grafikus felülettel 
valósítjuk meg. Kétrétegű MV architektúrát alkalmazunk a megoldás során, melynek 
lényege, hogy a játék logikáját elkülönítsük a kinézettől. Ennek megfelelően a Model 
csomag nem is tartalmazza a View csomag egyik komponensét sem. A használt 
architektúráról még megemlíthető az is, hogy mivel a modell nem függ a nézettől, ezért 
tetszőleges kinézetet lehet illeszteni a játékhoz, mivel mindig a modell jelenlegi állapotát 
jeleníti meg. A programhoz tartozó csomagdiagram a 11. ábrán látható. 
 Modell: 
o A játék logikáját a BreakoutModel osztály valósítja meg. 
o A játékot egy StepGame nevű visszatérési érték nélküli függvény vezérli. 
A függvény feladata az, hogy léptessen egyet a játékon, olyan módon, 
hogy beállítja a golyó új helyét és az esetleges ütközéseket észlelje és 
kezelje. További feladata, hogy a játék történéseinek megfelelően a játék 
logikájához tartozó változókat beállítsa (Pl: _gameLife) 
o Az osztály tartalmaz egy BitmapCreator nevű függvényt is. Feladata, 
hogy elkészítse azt a Bitmap formátumú képet, melyet a View ki tud 
rajzolni a Formra. Ugyan ez megsérti az architektúrát, de az 
alkalmazásának technikai okai vannak, melyekre kitérek a dokumentáció 
későbbi szakaszában. 
o Az osztály többi függvényéről a Model osztály részletesebb kifejtésekor 
lesz szó. 
o Az osztály három eseményt is definiál. Egyiket akkor küldjük, amikor meg 
változott a játék állapota, a másik kettőt pedig amikor a játék véget ért. 
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 Nézet: 
o A játék kinézetét a BreakoutForm osztály biztosítja, amely tárolja a 
modell egy példányát. 
o A nézethez tartozik továbbá egy GamePanel nevezetű osztály is. Ez a 
Panel fogja megjeleníteni a játék jelenegi játékállását, melyet a modell állít 
elő. 
o A Windows Form két részre osztható. Bal oldalán az előbb említett Panel, 
jobb oldalán pedig különböző gombok helyezkednek el, melyek 
segítségével a felhasználó vezérelheti a program működését.  
o A modell három eseményét hozzákötjük a Nézetosztály megfelelő 
függvényeihez 
 
 12. ábra: A játékprogram csomagdiagramja 
Az ábrán látható, hogy egy Socket csomagot is tartalmaz a program. A csomag feladata, 
hogy kommunikáljon a mesterséges intelligenciát implementáló szoftverrel. 
Működéséről a fejlesztői dokumentáció későbbi szakaszában lesz szó. 
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A gépi intelligencia megoldási terve 
Az elméleti háttérben kifejtett, mély megerősítéses tanuló algoritmust valósítjuk meg. 
Ehhez egy konzolos alkalmazást készítünk, mely képes kommunikálni a 
játékprogrammal. Négy osztályt valósítunk meg, melyek egy eszközkészletet 
biztosítanak ahhoz a tanuló algoritmushoz, mely a tanulás végeztével magas szinten képes 
játszani az emulátor által biztosított játékot.  
A megoldásunkban egy három rejtett réteget tartalmazó konvolúciós neurális hálózatot 
alkalmazunk. Ezen típusú neurális hálózat használatának több oka is van. Egyik fő oka 
az, hogy képi bemenettel dolgozik és konvolúciós rejtett rétegek segítségével, önmaga 
állít elő egy reprezentációt a játékállásról. Mivel az emulátor segítségével könnyen elő 
tudok állítani képi bemeneteket, ezért használata kézenfekvő. Bemenetként négy, az 
emulátor által küldött előfeldolgozott képet használunk, melyet leképezünk egy 
háromelemű vektorba, vagyis a kimeneti rétegben három neuron található, melyek 
közelítései a már kifejtett Q∗(𝑠, a) rekurzív függvénynek. Az említett előfeldolgozási 
lépéseket később fejtem ki.  
Készítünk egy olyan osztályt, mely a memória kezelésével foglalkozik. Statikus 
memóriafoglalást alkalmazunk, hiszen szeretnénk, ha megoldásunk a lehető 
legoptimálisabb lenne sebesség szempontjából. 
Végül egy Agent nevezetű osztályban alkalmazzuk a készített segédosztályokat és 
segítségükkel elkészítjük a már említett tanuló algoritmust.  
A neurális hálózat tanítása, illetve használata közben a konzolos ablakban nyomon 
követhetőek a modell „agyában” történő események. Látható az adott játékállapotra 
készített háromelemű vektor, és a segítségével kiválasztott művelet is. Tanulási folyamat 
esetében még az epszilon értékét, illetve a memória telítettségével kapcsolatos 
információkat is nyomon követhetjük. Ezen információkat mind az elkészített osztályok 
segítségével állítjuk elő. 
A megoldás során több külső könyvtárat is alkalmazunk, ezek közül is a legfontosabb a 
Tensorflow backendet használó, Keras nevezetű mesterséges intelligencia könyvtár. A 
könyvtár által kínált eszközök segítségével könnyen tudunk neurális hálózatot tanítani, 
menteni illetve betölteni. A számítási folyamatokat a Keras hátterében működő – a 
Google által készített – Tensorflow nevű könyvtár végzi. A számítógép legoptimálisabb 
használata érdekében az említett könyvtár GPU-n is működő verzióját telepítettük.  
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 A két program kommunikációja 
Mivel az alapvetően két programnak tudnia kell kommunikálnia, ezért egy TCP/IP alapú 
kommunikációs kapcsolatot alkalmazunk, ahol a szerver a játék emulátor, míg a kliens a 
konzolos gépi intelligencia program. A kommunikáció localhoston működik. A szervert 
a felhasználó indíthatja el a „Start server” gomb lenyomásával. Majd a kliensprogram 
elindítása után a szoftver automatikusan kapcsolódik a szerverhez, amely a kapcsolódási 
kérelmet azonnal elfogadja. A kliensprogram attól függően áll be tanuló, vagy tesztelő 
üzemmódba, hogy a felhasználó – a kapcsolat felállítása után – melyik funkciót választja. 
A kétoldali kommunikáció egy egyszerű általam készített protokollon alapszik. A 
következő táblázat bemutatja a működő protokoll fő üzenetváltásit. 
 
Klienskérés Szerverválasz Megjegyzés 
START A 4 kezdőkép küldése 
A képek előállításához a modell 
StepGame függvényét hívjuk. 
ACTION 
A küldött művelet végrehajtása 
után a jutalom küldése. 
A játék léptetése a modell 
Execute_Action függvény 
segítségével történik.  
GETSTATE 
A következő játékkép és annak 
az információnak a küldése, 
hogy a játék véget ért-e.  
Az előbbi művelet végrehajtása 
után előállt képet küldjük. 
 
Ezen fő üzeneteken kívül még számos üzenettel találkozunk a működés során. A 
mesterséges intelligencia alkalmazása előtt át kell küldenünk a működési módot (Train, 
Test, Continue), illetve a végrehajtandó epizódszámot. A kliens ACTION üzenetének 
átküldése után el kell küldenünk azt is, hogy melyik típusú műveletet kell végrehajtani. 
Az üzenetek többségére nyugtázó üzenetet is várunk, melyhez a RECEIVE szó küldését 
alkalmazzuk. 
Míg szerver oldalon a DeepEyeSocket nevű osztály, addig kliens oldalon a mySocket 
nevű osztály valósítja meg a fent kifejtett kommunikációs réteget. 
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A játékprogram megvalósítása 
Osztálydiagram segítségével mutatom be az osztályok közötti kapcsolatokat, majd 
egyesével jellemezzük a megjelenített osztályokat fontosabb függvények és eseményeik 
segítségével. 
 
13. ábra: A játékprogram osztálydiagramja 
A diagrammon látható, hogy a View csomagban megtalálható BreakoutForm nevű 
osztály fogja össze a többi készített osztályt. Továbbá a DeepEyeSocket osztály tud a 
Modellről, ez elsősorban azért fontos, mert a mesterséges intelligencia alkalmazásánál 




Az osztály feladata, hogy implementálja az elvárt játéklogikát. Ezt számos függvény 
segítségével, továbbá az osztályhoz tartozó változók manipulálásával érjük el. A 
továbbiakban bemutatom a használt típusokat és a különböző függvények működését. 
ObjectDatas struktúra 
Az alábbi struktúrának öt adattagja van. Az adott objektum koordinátái (x_coord, 
y_coord), magassága (height), szélessége (width) és egy ecset (brush), amely 
segítségével tudjuk majd színezni az adott objektumot. Ezt a struktúrát a játékban 
megtalálható objektumok készítésénél használjuk fel, hiszen a golyónak az ütőnek és a 
tégláknak is vannak ilyen attribútumai. 
GameRectangle struktúra 
A struktúra egy tégla típust valósít meg, egy ObjectDatas adattag mellett azt is tároljuk 
egy Boolean változóban, hogy a tégla játékban van e még (is_in_game). 
GameBall, GamePaddle struktúrák 
Mivel sem az ütőnek, sem a labdának nincs szüksége az ObjectDatas-on kívül további 
attribútumokra, ezért ezek csak ezt az egy adattagot hordozzák. 
BreakoutModel(Int32, Int32)  
Ez a modell konstruktora. Feladata, hogy a paraméterben kapott két egészt elmentse a 
FormWidth és a FormHeight változókba. Ezen változók azt tárolják, hogy mekkora a 
játéktér mérete pixelben. Továbbá készítünk, egy State nevű listát, melyek a négy utolsó 
játékképet fogják tárolni. Ezen lista a mesterséges intelligencia használata szempontjából 
lesz fontos. Elkészítjük azt a Bitmap típusú változót is (BackBuffer), melyre grafikus 
eszközök segítségével rajzoljuk ki a játék jelenlegi állását. Elkészítjük a téglalapokat 
tároló Rectangles nevű 112 elemű tömböt is. Végül létrehozzuk azt az időzítőt is 
(_timer), mely 10ms időközönként a Timer_Tick() függvényt meghívja. 
OnGameTable_Adjustment() 
Feladata, hogy a GameTable_Adjustment nevű eseményt elküldje, erre akkor lehet 
szükség, amikor megváltozott a játék képe és szeretnénk ezt tudatni a Nézetosztállyal is, 
amely ennek hatására újra rajzolja a Játékpanelt. 
OnAIGameOver() 
Feladata, hogy az AI_GameOver nevű eseményt elküldje akkor amikor, a játék véget ért 
(gépi játék esetén). Játék vége történhet akkor, amikor nyertünk (leütöttük az összes 









Feladata, hogy a GameOver nevű eseményt elküldje akkor amikor, a játék véget ért 
(felhasználói játék esetén). Játék vége történhet akkor, amikor nyertünk (leütöttük az 
összes téglát), vagy amikor vesztettünk (nem maradt több életünk).  
BitmapCreator() : Void 
Ezen függvénnyel tudunk grafikus eszközök segítségével olyan bitmapet előállítani 
(BackBuffer), melyet felhasználva a nézetosztály ki tudja rajzolni a játék képét a panelra. 
Továbbá az elkészült Bitmapet hozzáadjuk a State nevű tömbhöz és elemet veszünk ki 
belőle, ha szükséges. Futás közben lockoljuk a BackBuffer elérését a nézetosztályból, 
mivel nem szeretnénk, ha a modell és a nézet egyszerre érné el az adott memóriaterületet. 
Először fekete hátteret adunk a képnek, majd felrajzoljuk a téglákat. Az ütőt és a labdát 
is felhelyezzük. Végül felírjuk az életek számát és a játékban elért pontot is. A játéktéren 
elhelyezünk egy logót is, azonban a logót csak az után tesszük fel, hogy a State tömbbe 
elmentettük a képet. Ennek oka az, hogy nem szeretnénk, ha a neurális hálózat olyan képi 
bemeneteket kapna, melyen a logó rajta van. A logót Keserű Benjámin készítette. 
Step_Game(): Void 
Ez a játékprogram legfontosabb függvénye. Feladata, hogy léptessen egyet a játékon. 
Léptetéskor a golyó pozícióját változtatja meg, figyelembe véve az esetleges ütközéseket. 
Ahhoz, hogy megértsük a golyó ütközés detektálásának algoritmusát, egy rövid elméleti 
áttekintést kell tennünk. 
Feladatunk, hogy adott pillanatban megkeressük azt a golyóhoz legközelebbi képkockát, 
mellyel – ha adott irányban halad – ütközni fog. A golyó ütközhet az ütő tetejével, a 
játékpálya szélével, vagy a téglák bármelyik oldalával. Ahhoz, hogy az adott feladatot 
megoldhassuk, egyenes és kör metszéspontjainak meghatározását alkalmazzuk, melyet a 




A B C 
Az ábrán az látszik, hogy a golyó közelíti a tégla bal szélét. Rajzoljunk egy olyan 
egyenest, mely átmegy a (p,q) ponton és iránya megegyezik a golyó haladási irányával. 
Ha az egyenesnek, van metszéspontja a golyó körvonalával, akkor azt mondhatjuk, hogy 
golyó idővel neki fog ütközni a (p,q) pontnak. Előfordulha, hogy egy másik ponthoz 
hamarabb ér oda a golyó. Ezt úgy tudjuk ellenőrizni, hogy megnézzük (p1,q1) pont és a 
közelebbi metszéspont közti távolságot (legyen ez d1), illetve (p2,q2) és a közelebbi 
metszéspont távolságát (legyen ez d2). Ha d1 < d2, akkor az mondható, hogy a (p1,q1) 
ponthoz hamarabb ér a golyó, mint (p2,q2)-höz.  
Az Intersection() nevű segédfüggvény éppen azt adja vissza az egyenes felírása után, 
hogy mennyi a távolság a paraméterben kapott (p,q) pont és a körrel vett közelebbi 
metszéspont között. Ha nincs metszéspont, akkor a float maximum értéket adjuk vissza.  
Egyenes felírása: 
 Tudjuk, hogy (p,q) ponton át kell mennie és iránya megegyezik a labda 
 irányával (legyen ez move_x és move_y). 
 Az egyenest y = ax + b alakban keressük. A meredekség (a) felírható move−𝑦move−𝑥 
 alakban, b pedig (p,q) pont behelyettesítés után: b = q − ap 
A kör és egyenes metszéspontjainak kiszámolása: 
 (u,v) középpontú kör egyenlete: (𝑥 − 𝑢)2 + (𝑦 − 𝑣)2 = 𝑅2. 
 Egyenes egyenlete: y = ax + b. A kör egyenletébe behelyettesíthető az egyenes 
 egyenlete következőképpen:  (𝑥 − 𝑢)2 + (𝑎𝑥 + (𝑏 − 𝑣))2 = 𝑅2 
 
 𝑥2(1 + 𝑎2) + 2(𝑎(𝑏 − 𝑣) − 𝑢)𝑥 + 𝑢2 − 𝑅2 + (𝑏 − 𝑣)2 = 0 
 
 
Tehát kaptunk egy 𝐴𝑥2 + 𝐵𝑥 + 𝐶 = 0 alakú másodfokú egyenletet. Ha a megoldás során 
a diszkrimináns negatív, akkor nincs metszéspont. Ellenkező esetben az egyenletet 
megoldva megkapjuk a metszéspontok x koordinátáit. Az egyenes egyenletébe való 
behelyettesítéssel megkapható a metszéspontok y koordinátái is.  Végül el kell 
döntenünk, hogy melyik metszéspont van közelebb a (p,q) ponthoz. Ehhez egyszerű 
Pitagorasz-tételt alkalmazunk. A számításhoz szükséges konstansokat paraméterként 
adjuk át a segédfüggvénynek.  
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Fontos megemlíteni, hogy a fent ismertetett egyenletek a Descartes-féle koordináta-
rendszerben működnek, míg esetünkben a koordináta rendszer origója a bal felső sarok. 
Ahhoz, hogy mégis Descartes-féle koordináta rendszert használhassunk, a függőleges 
irányú értékét transzformálnunk kell.  
Már csak azt kell eldöntenünk, hogy melyik az a (p,q) pont a játéktér összes lehetséges 
ütközési pontja közül, melyikre a legkisebb a kiszámított távolság. A felmerülő problémát 
egy minimumkereséssel oldjuk meg. A keresést az összes téglán végrehajtjuk. A tégla bal 
szélén kezdjük, majd elmentjük a minimum hosszt és a (p,q) koordinátát. Ugyanezt a 
műveletet elvégezzük a jobb szélén, majd a tetején illetve az alján. Végül eldöntjük, hogy 
a tégla melyik pontjába ütközne a leghamarabb a golyó, majd ha szükséges az abszolút 
minimumot is megváltoztatjuk. Így megkaphatjuk azt, hogy melyik tégla melyik pontjába 
ütköznénk leghamarabb. Továbbá eldöntjük, hogy a játéktér valamelyik szélével  nem 
ütköznénk e hamarabb, mert ha igen akkor változtatnunk kell az abszolút minimumon. A 
játéktér széleire ugyanúgy tekintünk mint egy téglára annyi különbséggel, hogy a 
minimum távolságot és pontot a játéktér alsó szélén nem kell megkeresnünk. Végül 
ugyanezt a műveletet elvégezzük az ütő tetejére is és az említett minimumértéket 
megváltoztatjuk, ha szükséges.  
Fontos megemlíteni, hogy az esetek nagy részében a golyó nincs olyan közel az 
objektumokhoz, hogy egy lépésben megérintse őket. Ezekben az esetekben, a move_x, 
move_y változók segítségével megváltoztatjuk a labda helyét. Ellenkező esetben az ütés 
irányától függően meg kell változtatnunk a labda mozgásának irányát is.  
Eldöntjük, hogy téglának ütközik-e a golyó, mert ha igen akkor le kell vennünk a pályáról 
az eltalált téglát. Ellenőrizzük, hogy tégla leütése esetén nem ért e véget a játék, illetve 
módosítjuk a játékban elért pontot és az életek számát, ha szükséges. Amennyiben a játék 
véget ért eseményt küldünk. Felhasználói játék esetén GameOver(), míg gépi játék 
esetén AI_GameOver() eseményt küldünk. 
Amennyiben az ütőt találtuk el, a golyó visszapattanás szögét a felhasználói 
dokumentációban ismertetett módon számoljuk ki. Végül készítünk egy Bitmapet a 
BitmapCreator() függvény segítségével az új játékképről, majd küldünk egy 
GameTable_Adjustment eseményt. 
Timer_Tick(Object, EventArgs): Void 
Ez a függvény az időzítő függvénye. Feladata, hogy a StepGame() segítségével léptessen 




A függvény hívásával egy új játék indul. Beállítjuk a játék objektumainak attribútumait, 
illetve a játékhoz tartozó változók értékét is a kezdőállapotba. A labda kezdőirányát 
véletlenszerűre állítjuk 45 és 135 fok között. Az időzítőt csak akkor kell elindítanunk, 
hogyha nem a mesterséges intelligencia fogja játszani a játékot. Ezt az információt a 
paraméterben érkező Boolean típusú változó tárolja. Végül készítünk egy Bitmapet a 
BitmapCreator() függvény segítségével az új játékképről, majd küldünk egy 
GameTableAdjustment eseményt. 
StepLeft(): Void 
Segítségével tudjuk mozgatni az ütőt balra tíz pixellel, de legfeljebb a pálya széléig. 
StepRight(): Void 
Segítségével tudjuk mozgatni az ütőt jobbra tíz pixellel, de legfeljebb a pálya széléig.  
Get_State(): Tuple<Bitmap, Boolean> 
A függvény azonnal visszatér két értékkel. Az első eleme a jelenlegi játékkép, melyet a 
BitmapCreator()-ral állítottunk elő, a másik pedig egy olyan változó, melyben azt 
tároljuk, hogy a játék véget ért e. Használatára a mesterséges intelligencia alkalmazásakor 
van szükség. 
ExecuteAction(Int32): Double 
A paraméterben kapott végrehajtandó műveletet végzi el. A paraméternek három értéke 
lehet. Jelentésük a következő: 
Paraméter értéke Művelet 
-1 Balra lépés            StepLeft() 
0 Egy helyben maradás 
1 Jobbra lépés            StepRight() 
 
Végül visszaadunk egy jutalmat a művelet végrehajtásáért. A jutalom annál nagyobb, 
minél közelebb van a golyó az ütő közepéhez, viszont ha nincs elég közel, akkor a jutalom 
automatikusan -1. Azt szeretnénk elérni, hogy a mesterséges intelligencia ezt a jutalmat 




Az osztály feladata, hogy megvalósítsa a szerveroldali kommunikációs réteget. Az 
osztály használatára csak akkor van szükség, ha a felhasználó a mesterséges intelligenciát 
szeretné használni. 
DeepEyeSocket(BreakoutModel)  
Az osztály konstruktorának feladata, hogy a nézetmodelltől kapott modellt a _model 
változóba mentse. Így hozzáférést nyer a publikus függvényeihez és változóihoz, 
melyekre a gépi intelligencia használata során szükség is lesz. 
ToByteArray(Bitmap, ImageFormat): Byte[] 
A függvény feladata, hogy a paraméterben kapott Bitmapet a megadott ImageFormattá 
konvertálja, majd byte tömbként visszaadja a konvertált képet. A függvényre azért van 
szükség, mert a socketen csak byte tömb típusú objektumokat tudunk küldeni, továbbá ha 
Bitmap formátumban hagynánk a képeket, akkor túl sok ideig tartana míg egy képet el 
küldenénk a kliensnek. 
StartListening(): Void 
A függvény akkor fut le, amikor a felhasználó „Start server” gombra klikkel. Ekkor 
localhoston a 11000-es porton a szerver elkezd hallgatni és várja a kliensprogramtól 
érkező csatlakozási kérelmet, melyet azonnal elfogadunk. Tehát a függvény terminálása 
után a kapcsolat már felállt. 
DataStreaming(Object): Void 
A függvény külön szálon fut, erre azért van szükség, mert ellenkező esetben a 
nézetosztály műveletei nem működnének (Pl.: játékkép frissítés). A függvényt szintén 
felhasználói eseményre hívjuk meg a nézetosztályból. A bejövő paraméter azt mondja 
meg, hogy milyen üzemmódban kell a gépi intelligenciának működnie. Ezen információt 
tovább küldjük a kliensnek, majd elküldjük a lejátszandó epizódszámot is. A szükséges 
információk megosztása után elindul a játék közbeni kommunikáció. „Start” klienskérés 
esetén kiürítjük a modell State tömbjét, és új játékot indítunk. Majd 3 StepGame()-el 
előállítjuk a kezdőállapotot, melyet át küldünk a kliensnek. „Action” kérés esetén 
megvárjuk, míg a kliens átküldi a végrehajtandó művelet indexét. Ekkor a modell 
Execute_Action(Int32) függvényét hívva végrehajtjuk a műveletet, végül a kapott 
jutalmat visszaküldjük a kliensnek. „GETSTATE” kérés esetén lekérjük a modelltől az 
előállt legújabb játékképet a Get_State() függvény segítségével. Az így kapott képet és 
a terminálást jelző Boolean változó értékét átküldjük a kliensnek. Tesztelési folyamat 
végeztével termináljuk a szál futását. 
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BreakoutForm osztály 
A nézetosztály felel a felhasználói eseménykezelésért és a nézet megvalósításáért. 
BreakoutForm() 
Az osztály konstruktora beállítja a form, és a formon megtalálható gombok attribútumait, 
illetve megadja eseménykezelő függvényeit a beépített InitializeComponent() függvény 
segítségével. 
BreakoutLoad(Object, EventArgs): Void 
A form betöltésekor lefutó függvény. Feladata, hogy példányosítsa azt az általam készített 
GamePanel osztályt, mely a Panel osztályból származik. A GamePanel egy olyan Panel, 
mely támogatja a DoubleBufferinget. Majd a példányosított Panelt feltesszük a formra is. 
Ezen a Panelen fog látszódni a játék képe is. Példányosítjuk a BreakoutModel osztályt is 
és a már ismertetett két eseményét hozzákötjük két eseménykezelő függvényhez. Végül 
elkészítjük a DeepEyeSocket példányát is, melynek átadjuk paraméterként a modellt. 
Game_GameTable_Adjustment(Object, EventArgs): Void  
A GameTable_Adjusment eseménykezelő függvénye. Feladata annyi, hogy jelzést adjon 
arról, hogy a GamePanel tartalmát frissíteni kell, hiszen megváltozott a játékkép. 
AI_GameOver(Object, EventArgs): Void 
Az AI_GameOver eseménykezelő függvénye. Feladata, hogy kiadja az OnAI_GameOver 
függvény végrehajtási parancsát aszinkron módon.  
OnAI_GameOver(): Void 
Feladata, hogy visszaállítsa a megfelelő gombok tiltását. 
Game_GameOver(Object, EventArgs): Void 
A GameOver eseménykezelő függvénye. Feladata, hogy egy felugró információs ablakot 
nyisson meg, melyen a felhasználó megtekintheti elért pontjait és azt, hogy hány 
másodpercig tartott a játék. 
GamePanel_Paint(Object, EventArgs): Void  
A GamePanel rajzoló függvénye. A második paraméterben egy olyan objektumot kapunk, 
melyet használva könnyen tudunk rajzolni a Panelra. Ha elérhető állapotban van a modell 
osztály BackBuffer változója, akkor annyit teszünk, hogy képként feltesszük a Panelra a 
változó tartalmát. Furcsa lehet, hogy nem a nézetosztály állítja elő a képet a modell 
alapján. Ez azért van így, mert a State tömböt folyamatosan naprakészen kell tartani. Az 
eseménykezelések nem az esemény küldése után azonnal hajtódnak végre, ami azt 
eredményezné, hogy akár 10-11 új játékkép is előállna mire mi az elsőt kirajzoljuk. Mivel 
31 
a State tömböt csak a kép előállításakor tudjuk változtatni, ezért lehet, hogy több kép is 
kimaradna az állapotsorozatokból, ami a mesterséges intelligencia romlásához vezetne. 
ProcessCmdKey(Message&, Keys): Boolean 
Feladata, hogy a balra, illetve jobbra billentyűgombok megnyomása esetén meghívja a 
modell osztály megfelelő függvényét. 
Connect_Click(Object, EventArgs): Void 
Feladata, annyi hogy a „Start server” gomb lenyomása után elindítsa a szerverosztály 
StartListening() függvényét. 
AI_Click(Object, EventArgs): Void 
Feladata, annyi hogy az „AI plays” gomb lenyomása után elindítsa a szerverosztály 
DataStreaming() függvényét, egy külön szálban „Test” paraméterrel. 
StartTraining_Click(Object, EventArgs): Void 
Feladata, annyi hogy a „StartTraining” gomb lenyomása után elindítsa a szerverosztály 
DataStreaming() függvényét, egy külön szálban „Train” paraméterrel. 
ContinueTraining_Click(Object, EventArgs): Void 
Feladata, annyi hogy a „ContinueTraining” gomb lenyomása után elindítsa a 
szerverosztály DataStreaming() függvényét, egy külön szálban „Continue” 
paraméterrel. 
Play_Click(Object, EventArgs): Void 
Feladata, annyi hogy a „Play” gomb lenyomása után elindítsa a modellosztály 
NewGame() függvényét „true” paraméterrel. 
Exit_Click(Object, EventArgs): Void 
Az „Exit” gomb lenyomása után a program kilép. Program osztály 
Az osztályban megtalálható main függvény a fő belépési pontja a programnak. Feladata, 




A mesterséges intelligencia megvalósítása 
A program megvalósítását hasonló módon mutatom be, mint a játékprogramét. 
 
14. ábra: A kliensprogram osztálydiagramja 
Az ábrán látszik, hogy a gépi intelligencia programját négy osztály segítségével valósítjuk 
meg. A három alsó osztály (mySocket, DQN, experienceReplay), egy eszközkészletet  
biztosít az Agent osztálynak, mely megvalósítja a már ismertetett tanuló algoritmust. mySocket osztály 
Feladata a kommunikáció kliensoldali megvalósítása. 
__init__(self)  
Az osztály konstruktorának feladata, hogy készítsen egy socket objektumot (client), és 
egy olyan üres listát (state), melyben később a játékképeket fogjuk tárolni. Erre a két 
változóra osztályváltozókként is tekinthetünk. 
Connect(self): Void 
Feladata, hogy a már létrehozott socket objektumot alkalmazva csatlakozzon a 
szerverprogramhoz. A csatlakozási kérelmet a szerverprogram automatikusan elfogadja. 
Get_Type(self): String 
Lekérdezi a szervertől, hogy milyen üzemmódban fusson a mesterséges intelligencia. 
Get_Episode_Size(self): Int 
Lekérdezi a szervertől, hogy hány epizódon keresztül fusson a mesterséges intelligencia. 
Send_Recv(self): Byte[] 
A függvényt akkor használjuk, amikor a szervertől egy kép fog érkezni. Előbb 
lekérdezzük, hogy hány bájtos lesz a kép, majd amíg meg nem érkezett az említett 
mennyiség, addig folyamatosan olvassuk az adatokat a socketről. 
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Preprocessing(self, Image): Image 
Feladata, hogy a képet elő feldolgozza olyan módon, hogy az megfeleljen a neurális 
hálózattól várt bemenetnek. Először szürkeskálássá alakítjuk a képet, majd átméretezzük 
84x84-esre. 
Get_First_State(self): Image[] 
Lekérdezi a szervertől a kezdőállapotot, mely a játék első négy játékképe. Majd a képeket 
a state listába menti. 
Get_State(self): Tuple<Image[],Boolean> 
Lekérdezi a szervertől az előállt új játékképet, illetve azt, hogy véget ért-e a játék. A state 
lista legrégebbi elemét, kitöröljük és az új képet pedig beszúrjuk a lista végére, így előállt 
egy új bemenet a neurális hálózat számára. 
Execute_Action(self, Int): Double 
Feladata, hogy elküldje a szervernek a végrehajtandó művelet indexét, és lekérdezze a 
művelet végrehajtásáért kapott jutalmat. experienceReplay osztály 
Az osztály feladata egy olyan tömbnek a kezelése, melyet használva a neurális hálózat 
tanuló adatokat készíthet magának.  
__init__(self, Int) 
A konstruktor allokál egy memorySize méretű tömböt a memóriában, illetve a size nevű 
osztályváltozót nullára állítja. Ez a változó tárolja a tömb feltöltött elemeinek a számát. 
Add(self, Int, Image[], Int, Double, Image[], Boolean): Void 
Feladata, hogy a tömb adott indexére szúrjon be egy új elemet. A tömbbe a már említett (s𝑡 , at , 𝑟t, st+1) átmenetet mentjük el. A rendezett négyesbe még azt az információt is 
betesszük, hogy az epizód véget ért-e az adott lépésben. Végül növeljük a size 
osztályváltozó értékét. 
Change_At(self, Int, Image[], Int, Double, Image[], Boolean): Void 
Működése teljesen hasonló, de a size értékét már nem növeljük, hiszen ezt a függvényt 
már csak akkor fogjuk meghívni, ha a tömb tele van. 
Is_Full(self): Boolean 
A függvény visszatér azzal az informácival, hogy a tömb már tele van e. 
Get_Length(self): Int 




Visszaadja a tömb méretét. 
Sample_Training_Data(self, Int): Tuple<Image[], Int, Double, Image[], Boolean>[] 
A függvény feladata tanuló adat készítése. A memória feltöltött elemei közül választunk 
véletlenszerűen a paraméterben megadott elemnyit. DQN osztály 
Az osztály segítségével tudunk neurális hálózatokat inicializálni és végrehajtandó 
műveleteket választani. 
__init__(self, Int) 
A végrehajtható műveletek számát (num_actions) paraméterben kapjuk meg, amit 
elmentünk egy osztályváltozóba. 
Build_Network(self): Keras.Models 
Feladata, hogy a már ismertetett architektúrájú neurális hálózatot készítsen. A modell egy 
konvolúciós neurális hálózat, melynek bemenete egy 4 darab 84x84-es kép. Található 
továbbá két konvolúciós réteg, majd egy 512 neuronból álló teljesen kapcsolt réteg. A 
bementi és a rejtett rétegek is mind „relu” aktivációs függvényt alkamaznak. Végül a 
kimeneti réteg három neuronból áll és szintén teljesen kapcsolt. A modell súlyait „Adam” 
optimalizáló segítségével optimalizáljuk, és a hibát a négyzetes hibák összegeként írjuk 
fel. 
Model_Setup(self, Boolean): Void 
Ha a tanulási folyamat még csak most indulna, akkor epszilon értékét beállítjuk a kezdeti 
értékre (100) és véletlenszerű súlyokkal inicializált modelleket hozunk létre. Ellenkező 
esetben a „log” mappában található modelleket töltjük be. Azért használunk két neurális 
hálózatot, hogy a tanulási folyamat optimálisabb legyen. Tanulás közben meghatározott 
időközönként a target modell súlyait beállítjuk az action-value modell súlyaival 
megegyezőre. Azért van szükség két neurális hálózatra, hogy megelőzzük a Q(𝑠, a) értékek túlbecslését. 
Set_Target_Weights(self): Void 
Segítségével tudjuk beállítani a target modell súlyait az action-value modell súlyaival 
megegyezőre. 
Max_Q_Value(self, Image[]): Double 
Feladata, hogy adott bemenetre a target modell segítségével visszaadja a maximum Q(𝑠, a)  értéket. 
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Set_Epsilon(self, Boolean, Int): Void 
A függvény az epszilon értékének beállítására szolgál. Csak akkor állítjuk át epszilon 
értékét, ha a tanulási folyamat még csak most kezdődött, egyébként automatikusan egyre 
állítjuk. Ha át kell állítani, akkor ezt egy lineáris függvény segítségével tehetjük meg, 
ahol a függvény a memória telítettségétől függ, melyet a „value” paraméter tárol.  𝑓(𝑥) = (−1 ∗ 0,000825 ∗ 𝑥) + 100,000825 
Minél telítettebb a memória, annál kisebb az epszilon értéke. Lineárisan csökken egyhez, 
melyet pontosan akkor ér el, amikor a memória megtelik. 
Get_Action(self, Image[],Boolean): Int 
Feladata, hogy adott állapotra epszilon valószínűséggel válasszon egy véletlenszerű 
végrehajtandó műveletet, vagy (1-epszilon) valószínűséggel, válassza az action-value 
modell által javasoltat. Epszilon hatását csak akkor vegyük figyelembe, ha tanulási 
fázisban vagyunk. Agent osztály 
Az osztály feladata, hogy összeillessze a három ismertetett osztályt és használatuk 
segítségével implementálja azt a tanuló algoritmust, mely képes megtanulni az emulátor 
által biztosított játékot. Továbbá lehetőségünk van egy általam – több napon át tanított – 
modell tesztelésére, illetve az elmentett modell tanításának folytatására is.  
__init__(self) 
Az osztály konstruktora példányosítja a készített osztályokat a megfelelő paraméterekkel, 
majd csatlakozik a szerverprogramhoz. A Get_Type() nevű osztályfüggvény segítségével 
elindítjuk a működést. 
Get_Type(self): Void 
Feladata, hogy lekérdezze a szervertől a használat típusát, majd típustól függően beállítja 
a DQN osztály által biztosított két neurális hálózatot a Model_Setup() nevű függvény 
segítségével. Végül elindítja a megfelelő folyamatot.  
Testing(self, Int): Void 
Feladata a tesztelési folyamat megvalósítása, majd betöltjük action-value modellként az 
általam készített neurális hálózatot. Elkérjük a kezdőállapotot, majd amíg az epizód véget 
nem ér elvégezzük a következő műveleteket. Választunk egy végrehajtandó műveletet, 
melyet az emulátorban végre is hajtunk, majd elkérjük a következő állapotot. A tesztelési 
folyamat végén meghívjuk a Get_Type() függvényt. Ez azért szükséges, mert így új 
folyamatot kezdeni a rendszer. 
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Training(self, Int): Void 
Feladata a tanulási folyamat megvalósítása. Beállítjuk a target modell súlyait, majd 
epizódonként elkérjük a kezdőállapotot, és amíg az epizód véget nem ér elvégezzük a 
következő műveleteket. Választunk egy végrehajtandó műveletet az action-value modell 
segítségével. Az emulátorban végre is hajtjuk a választott műveletet és a reward 
változóba elmentjük a szervertől érkező jutalmat. Lekérdezzük a szervertől a következő 
állapotot. A memória megfelelő indexébe beszúrjuk az új elemet. Ha betelt a memória 
5%-a vagy éppen tanulás folytatása állapotban vagyunk, akkor választunk 32 tanuló 
adatot. A tanuló adatok és a target modell segítségével előállítjuk a célvektorokat, majd 
optimalizáljuk az action-value modell súlyait. Ha szükséges akkor a target modell 
súlyait beállítjuk az action-value modell súlyaival megegyezőre. A tanulási folyamat 
végén meghívjuk a Get_Type() függvényt. Ez azért szükséges, mert így új folyamatot 
kezdeni a rendszer. Main függvény 
Feladata, hogy példányosítsa az Agent osztályt. Ha a „log” mappa még nincsen 




Először a játékprogram, majd a mesterséges intelligencia programjának tesztelési tervét 
írjuk le tesztesetek segítségével. Végül a megfogalmazott optimalizációs feladat esetén 
különböző grafikonok segítségével elemzem a program eredményének helyességét. 
 A játékprogram tesztesetei 
Esemény: Program indulása 
Elvárt viselkedés: A „Play”, „Start server”, „Exit” gombok aktívak. 
 
Esemény: „Play” gombra kattintás 
Elvárt viselkedés: Automatikusan indul egy felhasználói játék, továbbá letiltódnak a 
gombok az „Exit” gomb kivételével. 
 
Esemény: Balra gomb lenyomása a billentyűzeten. 
Elvárt viselkedés: Ha az ütő nem menne ki a pályáról, akkor elmozdul balra tíz pixellel. 
 
Esemény: Jobbra gomb lenyomása a billentyűzeten. 
Elvárt viselkedés: Ha az ütő nem menne ki a pályáról, akkor elmozdul jobbra tíz pixellel. 
 
Esemény: Oldalfallal való érintkezés 
Elvárt viselkedés: A találat után a golyónak olyan szögben kell visszapattannia 
amilyenben érkezett. 
 
Esemény: Tégla eltalálása 
Elvárt viselkedés: Az eltalált tégla eltűnik a pályáról és a pontszámláló nő a megfelelő 
értékkel. A találat után a golyónak olyan szögben kell visszapattannia amilyenben 
érkezett. 
 
Esemény: Ütővel való érintkezés 





Esemény: Labda leesése 
Elvárt viselkedés: Az életszámláló csökken eggyel. Ha az életszámláló nullára csökken, 
akkor a játéknak véget kell érnie, amiről egy információs ablakban értesítést kapunk a 
szerzett pontról és a játékidőről. Végül a megfelelő gombok újra elérhetővé válnak. 
 
Esemény: Összes tégla leütése 
Elvárt viselkedés: Egy információs ablakban értesítést kapunk a szerzett pontról és a 
játékidőről. Végül a megfelelő gombok újra elérhetővé válnak. 
 
Esemény: „Start server” gombra kattintás 
Elvárt viselkedés: A program várakozik a kliens csatlakozására. A sikeres csatlakozásról 
a szerverprogramhoz tartozó konzolos ablak segítségével is tájékozódhatunk. Ekkor 
elérhetővé válnak a program mesterséges intelligenciával kapcsolatos funkciói. 
 
Esemény: „AI plays” gombra kattintás 
Elvárt viselkedés: Automatikusan elindul egy játék, melyet a mesterséges intelligencia 
vezérel a köztes kommunikációs réteg segítségével. Játék közben az „Exit” gomb 
kivételével az összes gomb le van tiltva. 
 
Esemény: „Start training” gombra kattintás 
Elvárt viselkedés: Automatikusan elindul egy 100 epizódból álló tanulási folyamat. 
Minden tizedik epizód után történik egy mentés a program könyvtárban található „log” 
mappába. Tanulás közben az „Exit” gomb kivételével az összes gomb le van tiltva. 
 
Esemény: „Continue training” gombra kattintás 
Elvárt viselkedés: A program könyvtárban található „log” mappában elmentett neurális 
hálózat tanítása folytatódik automatikusan. Ha nem volt mentés, akkor egy új tanulási 
folyamat indul. 
 
Esemény: „Exit” gombra kattintás 
Elvárt viselkedés: A program leáll.  
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A mesterséges intelligencia programjának tesztesetei 
Esemény: Program indítása, ha a szerverprogram várja a csatlakozást 
Elvárt viselkedés: A kliens sikeresen csatlakozik a szerverprogramhoz, majd várja, hogy 
milyen üzemmódban kell majd működnie. A csatlakozás sikerességéről a konzolos 
ablakban tájékozódhatunk. 
 
Esemény: Program indítása, ha a szerverprogram még nem várja a csatlakozást 
Elvárt viselkedés: A program leáll egy hibaüzenettel. A hibaüzenet tartalmazza, hogy a 
felhasználónak mit kell tennie ahhoz, hogy a kapcsolatot sikeresen felállítsa. 
 
Esemény: Az üzemmód típust váró állapotban a felhasználó a „AI plays” gombra kattint 
az emulátorban. 
Elvárt viselkedés: A megfelelő neurális hálózat betöltése után automatikusan indul egy 
tesztelő folyamat. Játék közben a konzolos ablakban nyomon követhetjük a neurális 
hálózat agyában történő eseményeket. 
 
Esemény: Epizód vége tesztelés esetén 
Elvárt viselkedés: A kliensprogram újra várja, hogy milyen üzemmódban kell majd 
működnie. 
 
Esemény: Az üzemmód típust váró állapotban a felhasználó a „Start training” gombra 
kattint az emulátorban. 
Elvárt viselkedés: Egy teljesen új neurális hálózat betöltése után elindul a tanulási 
folyamat. A felhasználó nyomon követheti a tanulással kapcsolatos információkat a 
konzolos ablak segítségével. 
 
Esemény: Az üzemmód típust váró állapotban a felhasználó a „Continue training” gombra 
kattint az emulátorban. 
Elvárt viselkedés: Ha már volt mentés, akkor a mentett neurális hálózatot betöltve 
folytatódik a tanulási folyamat. Ellenkező esetben egy teljesen új modell segítségével 
kezdjük el a folyamatot. Hasonló módon itt is nyomon követhetőek a tanulással 
kapcsolatos információk a konzolos ablakban. 
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Esemény: Minden tizedik epizód kezdete tanulási folyamat esetén 
Elvárt viselkedés: A program könyvtárában található „log” mappába elmentjük a neurális 
hálózatot. 
 
Esemény: Tanulási folyamat vége 
Elvárt viselkedés: A kliensprogram újra várja, hogy milyen üzemmódban kell majd 
működnie. 
 
Esemény: Az üzemmód típust váró állapotban a felhasználó az „Exit” gombra kattint az 
emulátorban. 
Elvárt esemény: A program leáll. 
 
Esemény: Tesztelés vagy tanítás közben a felhasználó az „Exit” gombra kattint az 
emulátorban. 












A mesterséges intelligencia javaslatainak helyessége 
A helyesség ellenőrzését két grafikon segítségével kívánom bemutatni. Mindkét grafikon 
a tanulási folyamat közben kinyert adatokat jelenít meg. A lejátszott epizódok száma 
függvényében különböző értékeket tekinthetünk meg. Mivel 220 epizódon át tanítottam, 
ezért a grafikonok x tengelye is 220-ig tart majd. 
 
 
15. ábra: A kapott jutalmak száma az adott epizódokban 
A grafikonról az olvasható le, hogy körülbelül 50 epizódon keresztül a kapott jutalomban 
nem volt növekedés. Ez annak tudható be, hogy a tanulási folyamat elején epszilon értéke 
magas annak érdekében, hogy minél több játékállást felfedezzen a gépi intelligencia. 
50-100 epizódok között már látszik a fejlődés. Epszilon értéke egyre jobban csökken, 
emiatt a rendszer elkezdi saját javaslatait jóval gyakrabban használni, ami a kapott 
jutalom növekedéséhez vezet. A 100. epizódtól kezdve már csak 1%-os valószínűséggel 
választunk véletlen műveletet, ennek köszönhető a jelentős növekedés, melyet a 
grafikonon is láthatunk. A grafikonon néha nagy eséseket láthatunk. Ez azzal 
magyarázható, hogy az esés előtti néhány epizód során, a rendszer sok pontot szerzett, 
így olyan tanulóadatok gyűltek, melyekkel a rendszer még nem találkozott. Ezeket is 
figyelembe véve úgy változhattak meg a neurális hálózat súlyai, hogy az a régebben „már 
megtanult” események „elfelejtéséhez” vezetett. Ezen a problémán a rendszer átlendül, 












16. ábra: Az ütések száma az adott epizódokban 
Látható, hogy a grafikon nagyon hasonlít az előzőre. A magyarázat a kapott jutalom 
számolásában keresendő. Egy adott lépésben a jutalom annál nagyobb minél közelebb 
van a labda az ütő közepéhez. Mivel a modell ezt az értéket próbálja maximalizálni, ezért 
ahogy nő a kapott jutalom úgy nő az ütések száma is. 
 Tesztelés összegzése 
Tesztelési terv készítése közben számos olyan rendszerhibába futottam bele, melyek a 
program elszállásához vezettek (PL. tanulás közben „Exit” gombra kattintás). Ezeket a 
problémákat segített kijavítani a tesztelési folyamat. 
Összességében elmondható, hogy itthoni keretek között sikerült egy olyan rendszert 
alkotni, mely az emulátor által biztosított játékot úgy tanulja meg játszani, hogy az ütőt 
folyamatosan a labda alatt próbálja tartani. Mivel nem állt rendelkezésemre egy jóval 
hatékonyabb, mély tanulásra alkalmas számítógép, ezért csak 220 epizódig tartott a 
tanulási folyamat.  
A készített kliensprogram jól skálázható, hiszen jobb erőforrásokat a rendszer hatékonyan 
ki tudna használni. Ezt azzal lehet magyarázni, hogy a tanulási idő nagy részét a Keras 
könyvtárban megtalálható fit nevű függvény használja fel. Erősebb gépek segítségével le 




További fejlesztési lehetőségek 
A további fejlesztések fő irányvonalát a hardverek és a tanuló algoritmus fejlesztése 
jelentené. Már az erőforrások fejlesztésével nagy minőségbeli fejlődést tudnánk elérni, 
egyszerűen azért, mert ugyanannyi idő alatt több tanulólépést tudna tenni a rendszer. A 
memória mérete is befolyásoló tényező, hiszen minél több a tanulóadat annál okosabb a 
rendszer. Az én megoldásomban 110000 tanuló adat fért el a memóriában, de ez közel 
sem optimális (ez ~10%-a annak a méretnek amit a DeepMind használt).  
Továbbá tekinthetünk úgy a készített tanuló algoritmusra úgy, hogy a rendszer azt a 
viselkedést próbálja meg tökéletesíteni, amit a jutalom osztásánál megfogalmaztunk (ez 
jelenleg az, hogy próbálja meg az ütőt a labda alatt tartani). Egy jobb jutalom rendszerrel 
ugyanezt az erőforrást használva jobb eredmények lennének elérhetők. Például a jutalom 
megegyezhetne a játékban elért pontokkal. Ebben az esetben egy adott játékállapotra és 
a hozzá tartozó végrehajtott műveletre nem lehet azonnal megfelelő jutalmat osztani, 
hiszen egy jó pattintásnak időben csak később van hatása a játékban szerzett pontokra. 
Használhatnánk az úgynevezett késleltetett jutalomosztást, ahol mindig akkor osztjuk ki 
a jutalmakat, amikor a golyó újra az ütőhöz ért.  
Ami az emulátort illeti, úgy gondolom, hogy megfelelően megoldja azokat a feladatokat, 
melyeket egy emulátornak kell. Biztosít egy játékot, felhasználói interakciót felhasználói 
felület segítségével, illetve egy konzolos ablakot is, így ennek továbbfejlesztésére a 
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