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В данной работе показано, что подбор ядровой функции в методе реле-
вантных векторов (RVM) требует расширения семейства классификато-
ров. В новой модели интегрирование по апостериорной плотности рас-
пределения становится вычислительно трудоемким, поэтому использу-
ется её точечное оценивание. Предложен метод локальной аппроксима-
ции обоснованности, которая позволяет установить компромисс между
точностью классификатора и его устойчивостью.
In the paper we show that RBF kernel selection in relevance vector machines
(RVM) classiﬁer requires extension of classiﬁers model. In new model integ-
ration over posterior probability becomes computationally unavailable. We
propose a method of local evidence estimation which establishes a compro-
mise between accuracy and stability of classiﬁer.
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1. Введение
Рассматривается следующая задача классификации с двумя классами. Дано
множество из m входных объектов {~xi}mi=1 и соответствующие им метки классов
{ti}mi=1. Для удобства ti принимает значения из множества {−1, 1}. Требуется, ис-
пользуя данную обучающую информацию, построить алгоритм для точного опре-
деления классов новых объектов. Одним из широко известных методов решения
такой задачи классификации является метод опорных векторов (Support Vector




wiK(x, xi) + w0) (1)
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где {wi}mi=0 - множество действительных переменных, «весов» прецедентов, аK(·, ·)
- двухместная ядровая функция, обладающая свойствами симметричности и неот-
рицательной определенности.
SVM показал высокое качество работы на многих задачах [1]. Главные причины
его успеха состоят в следующем. Идея Вапника о построении оптимальной разде-
ляющей гиперплоскости привела к принципу максимизации «зазора» (margin) [2],
который обеспечивает лучшую обобщающую способность. Вместе с этим, исполь-
зование ядровых функций («kernel-trick» позволяет) применять линейные методы
машинного обучения для построения нелинейных поверхностей. Успешное при-
менение SVM требует адекватного выбора ядровой функции, а также константы
регуляризации C, ограничивающей абсолютные значения весов при решении опти-
мизационной задачи. Различные значения C и формы ядровой функции приводят
к существенно различным поведениям SVM в конкретных задачах.
Обычно параметры ядровых функций и коэффициент C определяются с ис-
пользованием процедуры кросс-валидации (скользящий контроль), которая может
быть слишком трудоемка с вычислительной точки зрения. Более того, оценка ка-
чества с помощью кросс-валидации, хотя и является несмещенной [2], может иметь
большую дисперсию из-за ограниченности обучающей выборки.
Задача подбора ядровой функции вызывает острый интерес многих исследова-
телей. Вапник и его единомышленники предполагают проводить подбор ядер тео-
ретически, получая выражения для верхней границы ошибки на скользящем кон-
троле. В частности, группой Вапника получены так называемый критерий R2W 2
[3] и оценка, основанная на понятии «разброса опорных векторов» (span of support
vectors) [4]. В [5] используется эволюционная стратегия настройки параметров с
помощью процедуры дискретного поиска, которая требует больших временных
затрат.
Одним из путей решения исследуемой задачи является использование Байесов-
ского похода к обучению и предложенного Маккаем принципа максимума обос-
нованности (evidence) [6]. В этом случае, как правило, предлагается некоторая
вероятностная интерпретация алгоритма распознавания.
М. Типпингом был предложен «метод релевантных векторов» (Relevance Vector
Machine, RVM), также основанный на модели (1) и использующий Байесовскую
регуляризацию для подбора весов алгоритма [7]. В данном алгоритме веса так
называемых «релевантных» векторов интерпретируются как нормально распреде-
ленные случайные величины с нулевыми математическими ожиданиями. Пред-
лагаемый подход не требует подбора коэффициента регуляризации C, ограничи-
вающего значения весов, т.к. большие веса автоматически штрафуются во время
обучения. Тем не менее, проблема подбора ядровой функции остается открытой.
В данной работе предлагается метод подбора ядровой функции для RVM. Рас-
сматривается наиболее популярное семейство ядровых функций - гауссовские по-
тенциальные функции (RBF, Radial Basis Functions) и задача подбора параметра
σ, отвечающего за ширину гауссианы. Ниже показывается, что применение Бай-
есовского подхода к поставленной задаче требует расширения модели классифи-
каторов, а именно, включения центров ядровых функций в параметры алгорит-
мов. При таком определении модели интегрирование по всему апостериорному
распределению становится вычислительно сложным, а используемая в подобных
ситуациях аппроксимация Лапласа (аппроксимация функции гауссианой в точ-
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ке ее максимума) неадекватна в силу многоэкстремальности апостериорного рас-
пределения. Более того, нахождение ее максимума также является чрезвычайно
трудоемкой процедурой из-за высокой размерности пространства оптимизации. В
работе предлагается метод оценки локальной обоснованности, учитывающий ука-
занные особенности задачи и приводящий к компромиссу между устойчивостью и
точностью классификатора.
В главах 2 и 3 части 1 кратко описаны идеи Байесовского обучения, принципа
максимума обоснованности и классификации методом релевантных векторов. В
главе 4 части 1 изложен предлагаемый подход, а также показано, почему принцип
максимума обоснованности не может быть напрямую использован для подбора
ядровой функции. В главе 1 части 2 описан алгоритм подбора ядровой функ-
ции разработанный на основе введенного принципа устойчивости. Глава 2 части 2
содержит результаты экспериментов по применению предложенного подхода для
модельных и реальных задач. В последней главе части 2 приведены заключение
и выводы.
2. Байесовское обучение и принцип максимума обоснованности
Определение 1. Вероятностноймоделью алгоритмов распознавания назовем трой-
ку 〈W,P (D|~w), P (~w)〉, гдеW = {~w} - множество алгоритмов распознавания, P (D|~w)
- функция правдоподобия выборки D при фиксированном алгоритме распознава-
ния ~w и P (~w) - априорное распределение на W .
Предположим, что имеется параметрическое семейство вероятностных моделей
{〈W (~α), P (D|~w, ~α), P (~w|~α), ~α ∈ A〉}, с заданным на нем априорным распределени-
ем P (~α).












P (Dtest|~w)P (~w|~α,Dtrain)P (~α|Dtrain)d~wd~α,
где
P (~α|Dtrain) = 1
Z
P (Dtrain|~α)P (~α), Z − выражение, независящее от ~α.
Интегрирование по A обычно затруднительно, поэтому P (~α|Dtrain) часто ап-
проксимируется δ( ~αMP ), где ~αMP = argmax
~α




W ( ~αMP )
P (Dtest|~w)P (~w| ~αMP , Dtrain)d~w. (3)
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P (Dtrain|~w)P (~w|~α)d~w (4)
Заметим, что в случае отсутствия априорных предположений на ~α, верно
argmax
~α
P (~α|Dtrain) = argmax
~α
P (Dtrain|~α)P (~α) = argmax
~α
P (Dtrain|~α).
Итак, процедура обучения сводится к поиску такой модели (то есть такого
вектора ~α), для которой значение величины P (Dtrain|~α), то есть обоснованности,
максимально.
3. Метод релевантных векторов
Рассмотрим идею применения Байесовского подхода к методам потенциальных
функций, предложенную Типпингом [7]. Рассматривается задача классификации
с двумя классами. Пусть Dtrain = {~x,~t} = {xi, ti}mi=1 - обучающая выборка, где
xi = (x
1
i , . . . , x
n
i ) векторы из n-мерного вещественного признакового пространства,







wiK(xnew , xi) + w0) = sign(h(xnew , ~w))
}
.
Зададим параметрическое семейство моделей классификаторов
{〈W (~α), P (D|~w, ~α), P (~w|~α), ~α ∈ A〉} .
Положим W (~α) =W,A = Rm+1. Установим априорную вероятность на веса
P (wi|αi) ∼ N(0, α−1i ), i = 1, ...,m+ 1.
Определим правдоподобие обучающей выборки как




1 + exp(−tih(xi, ~w))
Обоснованность модели задается выражением (4). Наша цель состоит в нахож-
дении ~α, максимизирующего обоснованность, и в последующем получении апо-
стериорного распределения P (~w|~α,Dtrain). Обозначим для краткости Q~α(~w) =
P (Dtrain|~w)P (~w|~α). Т.к. прямое вычисление (4) затруднительно, Типпинг исполь-
зовал аппроксимацию Лапласа, раскладывая L~α(~w) = logQ~α(~w) по ~w в ряд Тей-
лора в точке максимума ~wMP и аппроксимируя ее квадратичной функцией. По-
лученная функция может быть проинтегрирована аналитически.
P (Dtrain|~α) ≈ Q~α( ~wMP ) | Σ |1/2, (5)
О ДОСТИЖЕНИИ КОМПРОМИССА МЕЖДУ ТОЧНОСТЬЮ... 49
Σ = (−∇~w∇~wL~α(~w) |~w= ~wMP )−1 = (−∇~w∇~w log(P (Dtrain | ~w))−A)−1 (6)
где A = diag(α1, . . . , αm). Дифференцируя последнее выражение по ~α и прирав-





γi = 1− αoldi Σii (8)
Здесь γi - это так называемый эффективный вес i-ого параметра, показывающий,
насколько его значение ограничено коэффициентом регуляризации αi, определя-
ющей априорное распределение параметра. Легко показать, что γi ∈ [0, 1]. Если αi
близко к нулю, то априорное распределение практически не влияет на значение
wi, и γi стремится к единице. Напротив, в случае больших αi соответствующий
параметр близок к нулю и не зависит от обучающей информации, т.е. его эффек-
тивный вес стремится к нулю.
Процедура обучения RVM состоит из трех итеративныхшагов. Сначала ищется
точка максимума ~wMP функции L(~w). Затем по схеме (5) проводится аппроксима-
ция и, используя (7), находятся новые значения параметров ~α. Шаги повторяются
до тех пор, пока процесс не сойдется.
После окончания обучения, интеграл (3) может быть заменен точечной оцен-
кой. Полагая P (~w|Dtrain, ~α) ≈ δ( ~wMP ) получаем выражение
P (Dtest|Dtrain) = P (Dtest| ~wMP ) (9)
В [7] показано, что RVM обладает примерно таким же качеством, как и SVM со
значением параметра C, выбранным с помощью процедуры скользящего контро-
ля, при этом не требуя ручной установки параметров регуляризации. Более того,
оказалось, что RVM является намного более разреженным, т.е. число ненулевых
весов (релевантных векторов) значительно меньше количества опорных векторов.
Это происходит вследствие того, что большинство объектов оказываются нереле-
вантными, и соответствующие α стремятся к бесконечности.
4. Подбор ядровой функции для RVM
Хотя принцип максимальной обоснованности сформулирован полностью в ве-
роятностных терминах, для него можно предложить иную интерпретацию. Выра-
жение (5) может быть рассмотрено как компромисс между точностью алгоритма
на обучающей выборке (значение Q~α( ~wMP )) и устойчивостью относительно ма-
лых изменений параметров (выраженной корнем обратной величины определите-
ля гессиана log(Q~α( ~wMP ))). Используя данные понятия, можно сформулировать
принцип устойчивости: обобщающая способность классификатора тем выше, чем
он более "устойчив". В данном случае термин устойчивость понимается довольно
неформально. Различные его определения рассматривались многими исследовате-
лями [8], [9]. Применительно к Байесовскому обучению устойчивость понимается
как способность сохранять высокое правдоподобие (или более точно Q~α(~w)) при
изменении параметров алгоритма в точке максимума. Такой взгляд позволяет из-
менить концепцию Байесовской регуляризации в тех случаях, когда прямое ее
применение невозможно или бессмысленно.
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Выбор модели с помощью принципа максимума обоснованности позволяет из-
бежать прямой установки ограничений на веса в RVM. Тем не менее, вопрос о
выборе подходящей ядровой функции остается открытым. Далее будем рассмат-
ривать популярное семейство ядровых функций K(x, z) = exp(− ||x−z||22σ2 ). Наша
цель состоит в нахождении наилучшего значения параметра σ без трудоемкой
процедуры скользящего контроля, используя принцип устойчивости.
Будем интерпретировать тип ядровой функции как параметр модели и исполь-
зовать принцип устойчивости для его выбора. Учитывая, что параметры σ связаны
с устойчивостью относительно сдвига центров ядровых функций, для подбора зна-
чений σ необходимо расширить модель (1), включив в нее, в качестве параметров,
центры ядровых функций: hE(xnew , ~w, ~z) = sign(
∑m
i=1 wiK(xnew , zi)+w0). В новой
модели прямое вычисление обоснованности (4) становится невозможным. Для ис-
пользования аппроксимации Лапласа требуется оптимизация положения центров
ядровых функций zi
Lσ,~α(~w, ~z) = log(P (Dtrain|~w, ~z)P (~w|~α)P (~z))→ max
~w,~z
(10)
К сожалению, оптимизация Lσ,~α(~w, ~z) по ~z затруднительна вследствие высокой
размерности пространства оптимизации, т.к. ~z ∈ Rmn. Кроме того, Lσ,~α(~w, ~z) мно-
гоэкстремально по ~z. По этой причине вместо разложения Lσ,~α(~w, ~z) в ряд Тейлора
в точке максимума (~wMP , ~zMP ) (для аппроксимации Лапласа) будем использо-
вать разложение в точке (~wMP , ~z), где ~wMP - точка максимума Lσ,~α(~w, ~z) при




|zi=xi 6= 0, и, таким образом, первая и вторая производные
становятся важны для определения меры устойчивости относительно гипотетиче-
ских перемещений центров ядровых функций. Введем локальный аналог аналог
обоснованности, на основе которого будем проводить выбор модели. Для этого
обобщим выражение (5) на случай многоэкстремального функционала (10) и точ-
ки, не являющейся экстремумом.
Будем оценивать устойчивость уже обученного классификатора относительно
сдвига центров ядровых функций. Следовательно, можно считать веса ~wMP кон-
стантами, не зависящими от ~z. В качестве априорного распределения на располо-
жение центров возьмем несобственное равномерное распределение P (~z) = const.
Далее перепишем выражение (10) в виде:
Lσ,~α(~w, ~z) = log(P (Dtrain|~w, ~z)) + Ψ(~w, ~α) (11)
где Ψ(~w, ~α) не зависит от ~z и, следовательно, может быть опущено при дифферен-
цировании.
Обозначим через Ai устойчивость P (Dtrain| ~wMP , ~z) по отношению к положе-
нию центра zi. Далее, предположим, что она может быть разложена так, как если





где Aij выражает устойчивость классификатора относительно малых изменений
j-ой координаты i-ого центра. Для определения Aij аппроксимируем log(P (Dtrain|
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Рис. 1: Пример модели с высокой обоснованностью, но низкой обобщающей спо-
собностью наилучшего (в смысле регуляризованного правдоподобия) алгоритма.
Высокое значение обоснованности модели не имеет смысла при использовании
единственного алгоритма (~w, ~z) = ( ~wMP , ~zMP ). В то же время, локальные ха-
рактеристики точки ( ~wMP , ~zMP ), такие как ∇w,z∇w,zQ(~w, ~z) |(~w,~z)=( ~wMP , ~zMP ) по-
нижают локальную обоснованность данного алгоритма.























∂ log(P (Dtrain| ~wMP , ~z))
∂zji
b = −∂
2 log(P (Dtrain| ~wMP , ~z))
(∂zji )
2
Смысл выражения (12) показан на фигуре . Сначала аппроксимируем лога-
рифм функции f(zji ) = P (Dtrain| ~wMP , ~z) параболой (с отрицательным коэффи-
циентом при квадрате), или прямой (если вторая производная не отрицательна).
Аппроксимацию проводим в точке zji = x
j
i . Получается приближение убывающей
части Q(~w, ~z) гауссианой или экспонентой. Далее проводим интегрирование для
того, чтобы получить меру устойчивости в терминах производных. Отметим, что
эти действия проводятся по аналогии с (5). Если xji была бы точкой экстремума
f(zji ), тогда Aij с точностью до константного множителя совпало бы со значением
приближения Лапласа функции Q(~w, ~z) по координате xji .
Далее можно объединить устойчивость и точность в одном выражении. Для
этого рассмотрим вес каждого центра ядровой функции. Если вес центра близок
к нулю, то его устойчивость не должна играть роли. Ясно, что нулевые веса wi
соответствуют тому случаю, когда в zi отсутствует центр. Рассматривая эффек-
тивные веса (8) каждого центра γi, изменяющиеся от 0 до 1, получаем выражение
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Рис. 2: Оптимизация в пространстве центров ~z затруднительна, поэтому цен-
тры ядровых функций помещены в объектах обучающей выборки, т.е. ~z = ~x.
Это может привести к ненулевому значению градиента ∇~zQ(~w, ~z). Для то-
го, чтобы установить компромисс между точностью данного алгоритма и его
способностью сохранять свое качество при изменении параметров, достаточ-
но проинтегрировать убывающую часть лапласовского приближения функции
Q(~w, ~z) (серая область). Получаем выражение, сочетающее локальную точность
алгоритма (значение Q(~w, ~z)) и его устойчивость (значения производных).














Последнее условие эквивалентно взвешенной сумме при взятии логарифма
Теорема 1. Выражение (13) определено корректно в смысле добавления или уда-
ления ядер с нулевым весом.







При обучении RVM максимизируется обоснованность (5). Если w1 = 0, то можно
показать, что значение α1 стремится к бесконечности. В противном случае, вес w1
хотя бы немного настроился на данные. Эффективный вес выражается следующей
формулой: γ1 = 1− α1Σ11, где Σ11 - первый элемент обратного Гессиана (6)
Σ = (−∇~w∇~wL~α(~w) |~w= ~wMP )−1
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Это означает, что можно добавлять или удалять произвольное число центров с
нулевым весом, не меняя при этом выражение для устойчивости. Теорема доказа-
на.
Определение 3. Перемножая устойчивость алгоритма Z и значение правдопо-
добия в точке ~wMP , получаем значение для коэффициента ядровой пригодности
KV = P (Dtrain| ~wMP , ~z)Z (14)
Таким образом, при интерпретации обоснованности как соотношения между
точностью и устойчивостью классификатора (4), можно получить аналогичное
выражение для более общего случая. Итак, в качестве итоговой ядровой функции
для данной задачи обучения предлагается взять функцию, которой соответствует
наибольшее значение коэффициента ядровой пригодности.
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