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Abstract—Traditional hierarchical text clustering methods
assume that the documents are represented only by “technical
information”, i.e., keywords, phrases, expressions and named
entities that can be directly extracted from the texts. However, in
many scenarios there is an additional and valuable information
about the documents which is usually disregarded during the
clustering task, such as user-validated tags, annotations and
comments from experts, dictionaries and domain ontologies.
Recently, Vapnik introduced a new learning paradigm, called
LUPI - Learning Using Privileged Information, which allows the
incorporation of this additional (privileged) information in a
supervised learning setting. We investigated the incorporation
of privileged information in unsupervised setting. The key idea
in our proposed approach is to extract important relationships
among documents represented in the privileged information
dimensional space to learn a more accurate metric for text
clustering in the technical information space. A thorough exper-
imental evaluation indicates that the incorporation of privileged
information through metric learning signiﬁcantly improves the
hierarchical clustering accuracy.
I. INTRODUCTION
Hierarchical clustering methods are very popular for pat-
tern recognition and knowledge extraction from textual docu-
ments [1]. In these methods, the documents are organized into
a “knowledge tree”, in which the document clusters allocated
near the tree root represent a more general knowledge while
subclusters represent more speciﬁc knowledge. Thus, users
can visualize and explore the knowledge extracted from texts
considering different levels of abstraction [2].
Traditional hierarchical clustering methods assume that the
documents are represented only by “technical information”,
i.e., keywords, phrases, expressions and named entities that
can be directly extracted from the texts. However, in many
scenarios there is an additional and valuable information about
a subset of the documents which is usually disregarded during
the clustering task [3]. Unlike technical information, this
additional information are domain-speciﬁc features and are
not explicitly available in textual documents [4]. High-level
features such as user-validated tags metadata, annotations and
comments from experts, dictionaries and domain ontologies are
common examples of this additional information. Due to the
high cost (computational and human resources) to manage this
information, as well as their availability to only a (small) subset
of documents, this additional information has been named in
the literature as “privileged information” [5], [6], [7], [8].
Recently, Vapnik [5] introduced a new learning paradigm
called LUPI - Learning Using Privileged Information, which
allows to incorporate privileged information on classiﬁcation
tasks by using an extension of the support vector machine
(called SVM+) [5], [6]. In this case, the privileged information
is used to reﬁne the classiﬁcation model during the training
phase, thereby improving the decision space derived from the
technical information. The model is used in a testing phase to
classify new examples which, in general, are represented only
by the technical information. While classiﬁcation problems
have obtained promising results through the LUPI paradigm,
such as medicine [5] and economics [9], the use of privileged
information for clustering tasks is an underexplored aspect.
The main question related to the LUPI paradigm is: how
can we effectively incorporate privileged information during
the model learning? The ﬁrst initiatives in unsupervised set-
tings are based on clustering ensembles [3], [4], which aim
to combine multiple partitions from technical and privileged
information into a single clustering solution. However, in this
work we are interested in a promising strategy based on metric
learning [8], which is frequently used in supervised settings.
In this case, the privileged information is used to learn a new
metric that deﬁnes more precisely the distance between exam-
ples in the dimensional space of the technical information. We
believe that the use of metric learning to incorporate privileged
information into clustering algorithms is potentially useful for
the following reason: if the privileged information can be used
to derive a new metric between examples in unsupervised
settings, then any distance-based clustering algorithm can be
used to explore LUPI-based problems.
In this paper, we introduce an approach based on metric
learning to incorporate privileged information into hierarchical
document clustering. In our approach, the main cluster struc-
tures in the privileged information feature space are analyzed
and transformed into a set of “must-link” constraints, thereby
indicating pairs of documents that should be allocated in
the same cluster. The key idea is to use these constraints
to reﬁne/improve the distance concept between documents in
the technical information feature space, i.e., a new metric is
learned considering the must-link constraints. We propose and
evaluate two algorithms for hierarchical document clustering
with metric learning: IPIML-GLOBAL and IPIML-LOCAL.
The ﬁrst uses privileged information to learn a single global
metric used throughout the clustering process. The second
learns different metrics for each subcluster of the hierarchy,
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thereby allowing to learn a more specif metric according to
the level of detail. We carried out an experimental evaluation
using ten benchmark textual datasets and the results indicate
that the IPIML-GLOBAL and IPIML-LOCAL are promising
algorithms for the LUPI paradigm in unsupervised settings.
In particular, IPIML-LOCAL obtains superior results in most
scenarios.
II. INCORPORATING PRIVILEGED INFORMATION BY
METRIC LEARNING
The quality of a document cluster solution is very depen-
dent on the metric that is used to deﬁne a similarity between
documents [10]. In fact, clustering algorithms will always ﬁnd
clusters in the data and, if the metric used is not adequate, then
the clusters generated will not meet the users’ expectations.
Therefore, several studies related to metric learning have
been proposed aiming to incorporate an external information
when calculating the similarity between documents, thereby
reﬂecting important relationships between the data [11].
Among the existing strategies for metric learning, methods
based on set of constraints have received great attention in the
literature [11]. In this case, the metric is learned satisfying
must-link constraints (documents that must be allocated in
the same cluster) and cannot-link constraints (documents that
should not be allocated in the same cluster), usually deﬁned by
users. In hierarchical clustering, cannot-link restrictions may
interrupt prematurely the clustering process, thereby obtaining
an infeasible solution. Thus, we use only must-link constraints
in this work. Unlike existing methods, in which users need
to deﬁne the set of constraints, we introduce a strategy to
extract must-link constraints directly from privileged informa-
tion. Thus, the most important relationships from privileged
information are incorporated into the technical information in
the form of constraints.
A. Extracting Must-Link Constraints from Privileged Informa-
tion
Consider a set of m documents X =
{(x1, x∗1), ..., (xm, x∗m)}, xi ∈ χ, x∗i ∈ χ∗, where χ is
the feature space of the technical information and χ∗ is the
feature space of the privileged information. A must-link (ML)
constraint is deﬁned as cij and indicates that the documents i
and j should be allocated in the same cluster. A partition with
k clusters is deﬁned as P = {Gr}ki=1, where Gr ∩ Gs = ∅,∀i = j. The number of documents in a cluster Gr is deﬁned
as |Gr|. The distance between two documents from χ∗ feature
space is calculated by the squared euclidean distance, i.e.,
d∗pri(i, j) = ‖x∗i − x∗j‖2 = (x∗i − x∗j )T (x∗i − x∗j ), where T
denotes the transposed matrix.
The extraction of a constraint set M is directly dependent
on the clustering structure within privileged information. Thus,
initially a partitional clustering algorithm is applied in the
documents {x∗i }mi=1 to obtain k =
√
m clusters. The number k
of clusters is overestimated to identify different regions of high
density in feature space χ∗. Let L(i) a function that returns
the cluster label (1...k) of the document x∗i , we can extract the
ML constraints according to Eq. 1:
M = { cij | L(i) = L(j) and d∗pri(i, j) < y}, ∀i = j (1)
where y is a threshold of minimum distance that deﬁnes
whether two documents allocated in the same cluster are
relevant to form a new must-link constraint. In general, the
threshold value y depends on the properties of the dataset,
and we use the Eq. 2 to automatically calculate this threshold:
y =
1
k
k∑
r=1
∑
i,j
2× d∗pri(i, j)
(|Gr|)(|Gr| − 1) , ∀i = j, L(i) = r, L(j) = r
(2)


Fig. 1. Example of extracting must-links constraints according to the
clustering structure. In the graph, two datapoints are connected if the distance
between them is considered signiﬁcantly low.
The threshold value y is calculated according to the average
of the distances between all possible pairs of documents, since
these document pairs are allocated in the same cluster. In
practice, we are selecting pairs of documents that have a
signiﬁcant proximity value. Fig. 1 illustrates the concept of
the ML constraints extraction. In this case, a two-dimensional
projection of a dataset with 150 objects and three classes
is presented in Fig. 1A. In 1B, the extracted constraints are
represented by a graph, where the objects are the vertices
and edges indicates must-link constraints. This graph visually
indicates that must-link constraints were created only between
the most similar documents. However, it is possible to note that
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some constraints are created between documents of different
classes (invalid constraints). Thus it is important to allow the
violation of certain constraints during metric learning.
B. Metric Learning for Hierarchical Document Clustering
We have adopted the metric learning approach introduced
in [11], which uses a set of constraints to learn a new metric.
The advantage of this approach is the possibility of violating
the noisy constraints during metric learning process. Specif-
ically, the learned metric is represented by a positive semi-
deﬁnite matrix A which parameterizes the euclidean distance
from technical information space: dtec(i, j) = ‖xi − xj‖A =√
(xi − xj)TA(xi − xj).
The problem of metric learning is then reduced to the
task of obtaining the matrix A. If A is an identity matrix,
then we have the traditional euclidean distance, meaning that
the privileged information was not incorporated. On the other
hand, ifA is a diagonal matrix, then the privileged information
is incorporated in the form of feature weights to the technical
information. As proposed in [12], we formulate the problem
of metric learning according to the following optimization
problem:
Min
A
∑
cij∈M
‖xi − xj‖2A
subject to
∑
c¯ij
‖xi − yj‖A ≥ 1, (3)
A 
 0.
This optimization problem is convex, i.e., can be solved
by local-minima-free algorithms. In this case, the constraint∑
c¯ij
‖xi−yj‖A ≥ 1 was inserted only to ensure that A does
not transform the textual collection into a single point, where
c¯ij represents pair of documents not in M.
Algorithm 1: IPIML-GLOBAL
Input: X = {(x1, x∗1), ..., (xm, x∗m)}: document set
Output: hierarchical clustering (dendrogram)
1 allocate all documents in a single cluster;
2 deﬁne the set of documents with privileged information
Xpri = {x∗i }mi=1;
3 extract the set of constraints M from Xpri;
4 learn the metric (matrix A) by using M;
5 repeat
6 select the next cluster to be divided;
7 split this cluster into two subclusters by using a partitional
clustering algorithm (k = 2) and the learned metric;
8 until until obtain singleton clusters (unitary clusters);
Now we introduce a hierarchical clustering algorithm with
metric learning from privileged information. Algorithm 1
presents a top-down hierarchical clustering strategy, inspired
by the bisecting k-means algorithm [2]. The clustering strategy
is as follows: initially, all documents are allocated in a single
cluster. A cluster to split is chosen, for instance, by selecting
the largest cluster. The cluster splitting is then repeated until
stopping criterion is met. The metric is learned only once, early
in the process, and is used throughout the clustering process.
Therefore, this algorithm is called IPIML-GLOBAL, where
IPIML means “Incorporating Privileged Information by Metric
Learning”.
Algorithm 2: IPIML-LOCAL
Input: X = {(x1, x∗1), ..., (xm, x∗m)}: document set
Output: hierarchical clustering (dendrogram)
1 allocate all documents in a single cluster;
2 repeat
3 select the next cluster Gr to be divided;
4 deﬁne the set of documents with privileged information
Xpri = {x∗i }mi=1, ∀L(i) = r;
5 extract the set of constraints M from Xpri;
6 learn the metric (matrix A) by using M;
7 split this cluster into two subclusters by using a partitional
clustering algorithm (k = 2) and the learned metric;
8 until until obtain singleton clusters (unitary clusters);
On the other hand, one of the main advantages of hier-
archical clustering is the possibility to explore the data at
various levels of granularity. Thus, metric learning can also
be repeated (or reﬁned) for each subcluster, thereby producing
more appropriate metrics for each tree level. Algorithm 2
describes this strategy, called IPIML-LOCAL, since the metric
is locally learned considering only documents in a subcluster.
III. EXPERIMENTAL EVALUATION
We carried out an experimental evaluation to compare the
cluster accuracy improvement by incorporating privileged in-
formation through metric learning. The IPIML-GLOBAL and
IPIML-LOCAL algorithms were compared with a strategy of
hierarchical clustering without inside information (traditional
approach). Ten benchmarking datasets (textual collections)
were used in the experimental evaluation. Details of the
datasets are described in Table I.
TABLE I. DETAILS OF THE DATASETS USED IN THE EXPERIMENTAL
EVALUATION.
Technical Information Privileged Information
Dataset #Docs #Features #Docs #Features Classes
20ng 18828 18146 2421 150 20
ACM 3498 3034 783 149 40
Hitech 2301 3742 340 142 6
LATimes 6279 5911 797 149 6
NSF 10524 3861 1421 150 16
Ohsumed400 9200 8300 1351 150 23
PubMed-Cancer 15588 7805 1931 150 12
Re8 7674 5235 984 140 8
Reviews 4069 5628 533 128 5
WebACE 3900 5895 683 135 21
The datasets are represented by technical information and
privileged information. Technical information consists of the
keywords extracted from texts (bag-of-words model). Priv-
ileged information consists of a set of domain features of
each dataset. The extraction of privileged information was
performed by using the AL2FIC approach [13] that allows
domain experts to extract high-level features from frequent
itemsets (Figure 2). In addition, the documents are organized
into categories of reference. These can be used as ground
truth categories to evaluate the performance of the hierarchical
clustering algorithms.
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Fig. 2. An overview of AL2FIC approach used to support the extraction of
privileged information (high-level features) from document collections.
A. Experiment Setup and Evaluation Criteria
We used a cross-validation strategy for data clustering.
Initially, a subset S0 that contains documents represented by
both technical information and privileged information is used
to construct an initial model of hierarchical clustering. The
remaining documents (represented by only technical informa-
tion) are divided into ten disjoint subsets S1, S2, ..., S10,
which are inserted incrementally in the initial clustering model.
The incremental clustering is based on the concept of nearest
neighbor, i.e., a new document is inserted in the most similar
subcluster by using the metric learned. Thus, we can effectively
compare the global and local metric learning approach.
The partitional clustering algorithm used in IPIML-
GLOBAL and IPIML-LOCAL was the k-means with euclidean
distance. The feature vectors that represent the documents in
the m-dimensional space were normalized to unit vectors [2].
Therefore, the euclidean distance operates analogously to the
cosine dissimilarity, which is the most suitable for text data.
We use the software provided by [11] for metric learning.
The clustering process was repeated 100 times to reduce the
random effect of the k-means initializations. So, we present
the average of FSCORE values with its standard deviation.
The FSCORE measure [2] was used to assess the hierarchi-
cal clustering accuracy. This measure is based on the concepts
of precision and recall, often used in text clustering tasks. In
this case, the closer to 1, the better the quality of the clustering
solution in relation to the reference classes. Otherwise, the
FSCORE measure value is close to 0.
B. Results and Discussion
Figure 3 illustrates a comparative analysis between IPIML-
GLOBAL and IPIML-LOCAL for each dataset. The ﬁrst graph
(left) presents the accuracy (FSCORE) for each stage of the
clustering process. In this case, S0 represents the initial model,
where metric learning is performed. No statistically signiﬁcant
difference was observed between the IPIML-GLOBAL and
IPIML-LOCAL algorithms in relation to the construction of
the initial model. On the other hand, as new documents are
inserted in the model, the IPIML-LOCAL algorithm presents
an improvement in the clustering accuracy. At the end of the
clustering process (S10), IPIML-LOCAL presents statistically
superior results (Wilcoxon test with 95 % conﬁdence).
The improvement in clustering accuracy obtained by
IPIML-LOCAL can be explained by analyzing the metrics
learned for each level of the hierarchy. In the graphs of Fig.
3, the graph on the right shows (1) the percentage of incorrect
constraints extracted per cluster and (2) the average number of
constraints per cluster. A constraint cij is incorrect when the
documents i and j belong to different classes. The abscissa axis
shows the tree level. When the tree level is equal to zero, then
the IPIML-LOCAL is similar to IPIML-GLOBAL, because
they use the same document set for metric learning.
The datasets that show great improvement with the use of
the IPIML-LOCAL are 20ng, ACM, and Ohsumed400. We
observed that these datasets have a large overlap between the
classes, creating a signiﬁcant number of incorrect constraints.
One practical consequence is that privileged information is not
effectively incorporated when using a global metric (level tree
= 0). On the other hand, as new local metrics are learned
in accordance with the level tree, the number of incorrect
constraints is drastically reduced, thereby resulting in better
metrics. When the percentage of invalid constraints is low, then
a single global metric is sufﬁcient to incorporate privileged
information into hierarchical clustering, as can be observed in
LATimes, PubMed-Cancer, Re8, and Reviews datasets.
In real applications involving hierarchical document clus-
tering, we do not know a priori the document classes. Thus,
we speculate that the use of IPIML-LOCAL algorithm is more
recommended to incorporate privileged information with the
use of metric learning, due to its ability to remove noisy
constraints at deeper levels.
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Fig. 4. Percentage of improvement for the clustering accuracy of the
IPIML-GLOBAL and IPIML-LOCAL algorithms compared to a hierarchical
clustering method without use of privileged information.
Finally, Fig. 4 presents the percentage of improvement for
accuracy of the ﬁnal clustering solution (S10) when compared
with a hierarchical clustering method without use of privileged
information. In particular, the IPIML-LOCAL algorithm ob-
tains the highest percentage of improvement.
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(b) ACM Dataset
     



 









	





	











































       	    
    !    "  
#

#

#

#

#

#
#
#
#
$$%&'(&)*+& $$%&'&),+&
$,
-
 



(c) Hitech Dataset
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(d) LATimes Dataset
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(e) NSF Dataset
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(f) Ohsumed400 Dataset
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(g) PubMed-Cancer Dataset
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(h) Re8 Dataset
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(i) Reviews Dataset
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(j) WebACE Dataset
Fig. 3. Comparative analysis of clustering accuracy between IPIML-GLOBAL and IPIML-LOCAL (left graph) for each dataset. Analysis of the percentage of
incorrect constraints and number of constraints according to the tree level (right graph) for each dataset.
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IV. CONCLUDING REMARKS
We introduced an approach to incorporate privileged infor-
mation in hierarchical document clustering. In our approach,
must-link constraints are extracted from the clustering structure
of the privileged information. Constraints are used for learning
a new metric between documents represented by technical
information. We presented two algorithms: IPIML-GLOBAL
and IPIML-LOCAL. The ﬁrst is an adaptation of the well-
known bisecting k-means by using a single learned metric
throughout the clustering process. The second is a more
signiﬁcant contribution, in which the hierarchical clustering
structure is explored to learn local metrics for each subcluster.
The IPIML-LOCAL and IPIML-GLOBAL algorithms, as well
as the datasets used in the experimental evaluation are available
online at http://sites.labic.icmc.usp.br/torch/icpr2014.
Although IPIML-LOCAL algorithm involves a greater
number of calculations for learning local metrics, this process
does not affect signiﬁcantly the computational time of the
clustering process. This behavior is explained due to the char-
acteristic of hierarchical clustering, where the “problem size”
is also reduced at each level. Thus, in addition to obtaining
superior results related to clustering accuracy, the IPIML-
LOCAL is also competitive with respect to computational cost.
Some well-known challenges, such as (i) strategies for
extraction of cannot-link constraints from privileged informa-
tion and (ii) the effective use of cannot-link constraints to
incorporate privileged information into hierarchical clustering,
are directions for future work to advance the state of the art
in LUPI-based clustering methods.
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