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QUANTUM STEENROD SQUARES AND THE EQUIVARIANT
PAIR-OF-PANTS IN SYMPLECTIC COHOMOLOGY
NICHOLAS WILKINS
Abstract. We relate the quantum Steenrod square to Seidel’s equivariant pair-
of-pants product for open convex symplectic manifolds that are either monotone or
exact, using an equivariant version of the PSS isomorphism. We proceed similarly
for Z/2-equivariant symplectic cohomology, using an equivariant version of the
continuation and c∗-maps. We prove a symplectic Cartan relation, pointing out
the difficulties in stating it. We give a nonvanishing result for the equivariant pair-
of-pants product for some elements of SH∗(T ∗Sn). We finish by calculating the
symplectic square for the negative line bundles M = Tot(O(−1)→ CPm), proving
an equivariant version of a result due to Ritter.
1. Introduction
Throughout, the term “equivariant” will refer to Z/2-equivariance. All cohomology
will have Z/2-coefficients. We will also interchangeably use Morse cohomology and
singular cohomology in all of our constructions.
In this paper we discuss the relationship between the construction of the quantum
Steenrod square in [18] and the equivariant pair-of-pants product due to Seidel. They
are both generalisations of the Steenrod square on a topological space M , which is
an additive homomorphism
Sq : Hn(M)→ H2neq (M) := (H•(M)[[h]])2n,
where h is a variable of degree 1. The quantum Steenrod square was defined for
closed monotone symplectic manifolds in [18], but a modified definition may be viable
more generally any time quantum cohomology is well defined, i.e. weakly monotone
symplectic manifolds. That being said, in this paper we restrict to the case when
M is either monotone or exact, and convex at infinity. The equivariant pair-of-pants
product was defined for exact symplectomorphisms of Liouville domains by Seidel in
[15], but here we use the identity symplectomorphism and a more general symplectic
manifold, i.e. open convex symplectic manifolds as in Definition 2.10.
We begin with a fairly detailed preliminary section, which brings together the
important background material that will be used. We will define the quantum co-
homology in Section 2.3, recalling that for a general weakly monotone symplectic
manifold M the quantum cohomology QH∗(M,ω) = H∗(M,Λ) as a vector space,
using a Novikov ring Λ. The cup product is deformed by quantum contributions from
counting 3-pointed genus zero Gromov-Witten invariants, i.e. counting certain J-
holomorphic spheres in M where J is an almost complex structure on M compatible
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2 NICHOLAS WILKINS
with ω. We will denote this product ∗. We introduce in Section 2.4 the quantum
Steenrod square, which is an operation
QS : QH∗(M) = H∗(M)[t]→ H∗(M)[t][[h]] = QH∗(M)[[h]].
Throughout we will denote QH∗eq(M) := (QH•(M)[[h]])∗, to adhere to the notation of
[15]. The quantum Steenrod square differs from the classical Steenrod square because
it is not a ring morphism: specifically, the obvious analogue of the Cartan relation
Sq(x ∪ y) = Sq(x) ∪ Sq(y) (1)
does not hold. However, there is a correction term that can be computed, yielding a
quantum Cartan relation
QS(x ∗ y) = QS(x) ∗QS(y) +
∑
i,j
qi,j(W0 ×Di,+)(x, y)hi,
for a correction term qi,j as in [18, Theorem 1.2]. We will also recall in Section 2.1
the notion of equivariant Floer cohomology HF ∗eq(H) for a Hamiltonian H : M → R,
from [15], which is a way of generalising the Z/2-equivariant cohomology to Floer
theory. In the same paper Seidel defined a generalisation of the Steenrod square,
which throughout we call the symplectic square:
PS : HF ∗(H)→ HF ∗eq(2 ·H).
We describe this in Section 2.2. In Section 2.7 we give a sketch of how the standard
gluing and compactness arguments generalise to the equivariant case.
In Section 3, we will define the equivariant continuation maps φeq,H,H′ , which are
homomorphisms HF ∗eq(2 · H) → HF ∗eq(2 · H ′). Our convex symplectic manifolds M
are split into a compact symplectic manifold C, with dimC = dimM such that ∂C
is contact, and a collar neighbourhood symplectomorphic to ∂C × [1,∞). To be
radial at infinity is to say that there is some R ≥ 1 such that H(z, r) = λH · r for
(z, r) ∈ ∂C × [1,∞) and r ≥ R. The equivariant continuation maps are defined when
H,H ′ are radial at infinity with λH ≤ λH′ .
We recall in Section 2.5 the ring isomorphism due to Piunikhin-Salamon-Schwarz
[7], denoted Ψ : QH∗(M)
∼=−→ HF ∗(H) is a homomorphism from quantum cohomology
to Floer cohomology. The PSS isomorphism Ψ is defined for a small Hamiltonian H,
where “small” will be made precise in the referenced section. In Section 4 we will
construct an equivariant version of the PSS-isomorphism,
Ψeq : QH
∗
eq(M)→ HF ∗eq(2 ·H),
where 2 ·H is “small”. In Section 5 we will prove the main result of this paper:
Theorem 1.1. Let M be a convex symplectic manifold, and H : M → R a C2-small
Hamiltonian. Then the following diagram commutes:
QH∗(M)
QS
//
∼=Ψ

QH∗eq(M)
∼=Ψeq

HF ∗(H) PS // HF ∗eq(2 ·H)
(2)
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In Section 6, we will use the continuation maps from Section 3 to define the equi-
variant symplectic cohomology SH∗eq(M) as the direct limit of HF ∗eq(2 · H) over
all H that are radial at infinity, using the maps φeq,H,H′ . Composing the equi-
variant PSS isomorphism QH∗eq(M)
∼=−→ HF ∗eq(2 · H) for a C2-small Morse func-
tion H with the map HF ∗eq(2 · H) → SH∗eq(M) to the direct limit, there is a map
c∗eq : QH∗eq(M) → SH∗eq(M). We observe that the symplectic square commutes with
the equivariant continuation maps:
Lemma 1.2.
φeq,H,H′ ◦ PS = PS ◦ φH,H′ .
This lemma allows us to define a symplectic square PS : SH∗(M) → SH∗eq(M),
and from the previous results obtain the following corollary:
Corollary 1.3. The following diagram commutes:
QH∗(M)
QS
//
c∗

QH∗eq(M)
c∗eq

SH∗(M) PS // SH∗eq(M)
(3)
In Section 7 we discuss an attempt to construct a symplectic version of the Car-
tan relation. At the beginning of the referenced section we see that an immediate
generalisation of the Cartan relation does not make sense because there is no obvi-
ous pair-of-pants type product on SH∗eq(M). This is because the pair-of-pants is too
rigid to have a holomorphic involution that rotates each of the three cylindrical ends
halfway. This is disappointing because the classical version of the Cartan relation is
a very useful computational tool, as is the quantum Cartan relation. We are partially
saved because while SH∗eq(M) is not a ring, it is a module over SH∗(M), which is
encoded in an operation
PS ′ : SH∗(M)⊗ SH∗eq(M)→ SH∗eq(M),
and we can prove:
Theorem 1.4 (Symplectic Cartan relation).
PS(x ∗ y) = PS ′(x;PS(y)).
Here ∗ denotes the pair-of-pants product on SH∗(M). We can see that this is of a
similar form to the classical Cartan relation (in fact, one could rephrase the classical
Cartan relation in terms of Theorem 1.4). Indeed, this shows that in fact PS is
completely determined by PS(1) and the operation PS ′, using that PS(x ∗ y) =
PS ′(x ∗ y, PS(1)). In practise computing PS ′ is as difficult as computing PS.
In Section 7.2 we will demonstrate the nonvanishing of PS(a) for half of the additive
generators a ∈ SH∗(T ∗Sn).
We finish this paper by considering M being the total space of a negative line bun-
dle over a closed symplectic manifold. The specific case will be M = Tot(O(−1) →
CPm). We begin with the work of Ritter in [10] and modify to the case of equi-
variant cohomology. In the given case, Ritter proved that the c∗-map induces an
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isomorphism c∗ : QH∗(M)/ ker rk
∼=−→ SH∗(M) for a particular linear homomorphism
r : QH∗(M) → QH∗(M). We will use Diagram (3) to show that c∗eq descends to a
map
c∗eq : QH
∗
eq(M)/(QS(ker rk))→ SH∗eq(M)
in this case. It is immediate from Corollary 1.3 that
PS = c∗eq ◦QS ◦ (c∗)−1, (4)
and we will prove (where Λ is an appropriate Novikov field) that
Theorem 1.5. Let M = Tot(O(−1)→ CPm), and x generates QH∗(M), where T is
the quantum variable with |T | = 2m. Then:
c∗eq : QH
∗
eq(M)/QS(xm + T ) · Λ[[h]]→ SH∗eq(M)
is an isomorphism.
Together with Equation 3, this yields the following commutative diagram:
QH∗(M)/(xm + T ) · Λ QS //
∼=c∗

QH∗eq(M)/QS(xm + T ) · Λ[[h]]
c∗eq ∼=

SH∗(M) PS // SH∗eq(M)
(5)
This will allow us to calculate the symplectic square in terms of the quantum
Steenrod square. For M = Tot(O(−n) → CPm) we can use the quantum Cartan
relation, [18, Theorem 1.2], to calculate the quantum Steenrod squares for M similarly
to in [18, Section 6.1]. Using Equations (4) and the calculation of the quantum
Steenrod square, we can then calculate the symplectic square.
Acknowledgements. I thank my supervisor Alexander Ritter for his guidance and
support and I thank Paul Seidel for suggesting this project, for helpful conversations
and for funding me during revisions to this paper. I thank Dominic Joyce and Ivan
Smith for their helpful comments on my thesis (and therefore on this paper).
This work forms part of my Ph.D. thesis.
2. Preliminaries
2.1. Equivariant Floer cohomology. A full treatment of this due to Seidel can
be found in [15, Section (4b)]. The cited paper focuses on the case where M is
a Liouville domain, with [15, Section 7] discussing the nonexact case. We will be
considering the specific case where our symplectic manifold is either monotone or
exact (we use this to deal with bubbling). We are only interested in the cases where
the symplectomorphism is Hamiltonian. For a Hamiltonian symplectomorphism φH ,
we rephrase the definition in terms of Hamiltonian rather than fixed point Floer
cohomology.
Recall that the fixed-point Floer cohomology HF ∗(φH1 ) for a Hamiltonian sym-
plectomorphism, φH1 , was defined in [2]. Using an unwrapping isomorphism one can
show that the fixed-point and Hamiltonian Floer cohomologies are the same, i.e.
HF ∗(φH1 ) ∼= HF ∗(H). Specifically, given a 1-periodic Hamiltonian H = Ht, let
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φt = φ
H
t be the time t flow of Ht. By this we mean the unique symplectomorphism
(φt)t∈[0,1] such that φ0 = id and ∂φt/∂t = −∇Ht. Suppose that a is a fixed point
of φ1. Then b(t) = φt(a) is a Hamiltonian loop with respect to Ht. Further, if
v : R × R → M is a φ1-twisted J-holomorphic strip, i.e. v is J-holomorphic and
v(s, t + 1) = φ1v(s, t), then let u(s, t) = φ
−1
t v(s, t) for (s, t) ∈ R × R. Then u(s, t)
descends to a map u : R× R/Z→M that satisfies
∂u
∂s
+ J
(
∂u
∂t
−XH
)
= 0. (6)
Hence the generators and differentials of the two Floer cohomologies correspond bi-
jectively, hence they are isomorphic.
Let H be a Hamiltonian. Let
L = {x : R/2Z→M |x˙ = XH}
be the space of 2-periodic Hamiltonian loops with respect to the Hamiltonian H.
Recall that x(t) is a 2−periodic Hamiltonian loop for H if and only if x(2t) is a 1-
periodic Hamiltonian loop for 2·H. We think of the generators of CF ∗(2·H) (working
over the Novikov ring Λ) as being 2-periodic Hamiltonian loops for H, as this will be
more useful for the definition of the symplectic square in Section 2.2. Define
J = {(Jt) : (Jt) is an almost compex structure on M with Jt+ = Jt}.
There is a Z/2 action ρ∗ on J2, with (ρ∗J)t = Jt+1. The fixed set of ρ∗ is J1 ⊂ J2.
The map ρ∗ is induced by a map ρ on L, where (ρx)(t) = x(t + 1). This induces
an involution on the abelian group CF ∗(2 · H) by action on the basis elements, i.e.
2-periodic Hamiltonian loops with respect to H. However, this involution is not
compatible with the Floer differential.
More concretely, transversality may fail if we chose J ∈ J1, and hence we cannot
ensure that ρ∗ fixes J . In the Floer differential we count Floer trajectories, which are
smooth maps satisfying Equation (6); observe this equation depends upon a choice
of J . So our differential d = dJ depends upon our almost complex structure, and
hence is not fixed by ρ∗. When ρ∗ acts on the abelian groups CF ∗(2 ·H), the almost
complex structure J ∈ J2 changes to ρ∗J . So ρ induces an isomorphism of chain
complexes
ρ : (CF ∗(2 ·H), dρ∗J) ∼= (CF ∗(2 ·H), dJ)
but ρ is not a chain involution itself. Precomposing this with a continuation map
Φ : (CF ∗(2 ·H), dJ)→ (CF ∗(2 ·H), dρ∗J)
yields a chain map
ρ ◦ Φ : (CF ∗(2 ·H), dJ)→ (CF ∗(2 ·H), dJ).
We notice that ρ ◦ Φ is a chain map, but not an involution. However, it induces an
involution on homology. This gives a partial reason behind the difficulties in Section
7. We contrast with the quantum equivariant cohomology case, where the Z/2-action
on chains is trivial, hence QH∗eq(M) = QH∗(M)[[h]].
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We now construct HF ∗eq(2 ·H). Given coordinates xi for i = 0, 1, 2, ... on S∞, so
S∞ =
{
(x0, x1, ...)
∣∣∣∣∑x2i = 1 and only finitely many xi are nonzero} ,
define a Morse function
g : S∞ → R, g(x) =
∑
k
kx2k (7)
on S∞ using the round metric, with critical points vi,± of index i. The {vi,+} are the
standard Euclidean basis in R∞ and vi,− = −vi,+. Fix an almost complex structure
J ∈ J2 on M . For each v ∈ S∞ pick Jeq,v ∈ J2 such that:
(1) Jeq,−v = ρ∗Jeq,v
(2) In a neighbourhood of vi,+ for any i, the almost complex structure Jeq,v is
independent of v and equal to J .
(3) Jeq,τ(v) = Jeq,v for τ : S
∞ → S∞ the shift map, i.e. τ(x0, x1, ...) = (0, x0, x1, ...).
Given a negative gradient flowline w : R → S∞ of g above, with w(−∞) = vi,±
and w(∞) = v0,+, we define a domain dependent almost complex structure on M ,
parametrised by (s, t) ∈ R× R/2Z,
Jws,t = Jeq,w(s),t. (8)
Using Jws,t we define a Cauchy Riemann Equation, for x, y being 2-periodic Hamilton-
ian loops with respect to H:
u : R× (R/2Z)→M
∂su+ J
w
s,t∂tu = −∇H
lim
s→−∞u(s, t) = y(t) if w(−∞) = v
i,+
lim
s→−∞u(s, t) = y(t+ 1) if w(−∞) = v
i,−
lim
s→+∞u(s, t) = x(t)
(9)
There is an R action simultanously translating the s for both w and u. Quotienting
by this gives a moduli space of (R-equivalence classes of) pairs,
Mi,σeq (y, x) = {[w, u] : the conditions in (9) hold, and w(−∞) = vi,σ}
Definition 2.1. Define the equivariant differential
deq = dJ +
∑
i≥1
hi(di,+eq + d
i,−
eq )
where dJ is the differential on Hamiltonian Floer Cohomology (with almost complex
structure J), and
di,σeq (x) =
∑
y
#Mi,σeq (y, x)y
Here # is the count of isolated solutions in the parametrised moduli space.
It is shown in [15, Definition 4.4] that deq is a differential on
CF ∗eq(2 ·H) := CF ∗(2 ·H)[[h]].
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Let HF ∗eq(2 · H) be the cohomology of (CF ∗eq(2 · H), deq). Consider HF ∗eq(2 · H) for
2 · H a C2-small, time independent Morse function. The elements of Mi,σeq (y, x)
become negative gradient flowlines of H, and HF ∗eq(2 · H) becomes HM∗Z/2(M,H),
the equivariant Morse cohomology of M (with the trivial Z/2-action).
Remark 2.2. (1) In practise we need a time dependent perturbation H = Ht,
although we choose this such that Ht = Ht+1 (even though the Hamiltonian
loops we consider are 2-periodic). In this case (2 ·H)t := 2H2t.
(2) We cannot choose J ∈ J1 because our moduli spaces are not guaranteed to be
regular.
(3) We will discuss compactification and gluing in Section 2.7.
2.2. The symplectic square and equivariant pair-of-pants product. The con-
struction of the symplectic square (which is a specific case of the equivariant pair-
of-pants product due to Seidel) follows that given in [15, Section (4c)], although we
work specifically in the case of a Hamiltonian symplectomorphism. The symplectic
square will be a homomorphism:
PS : HF ∗(H)→ HF 2∗eq (2 ·H).
Let S be a 2-to-1 branched cover of the cylinder R × R/Z, with covering map pi.
Specifically, there is a left-hand region parametrised by
+ : (−∞,−1]× R/2Z→ S
and two right hand regions parametrised by
δ± : [1,∞)× R/Z→ S.
Let −(s, t) = +(s, t+ 1). The covering involution γ on S swaps ±, and swaps δ±.
Choose Jleft,v,s,t ∈ J2 for s < 1, v ∈ S∞ such that:
(1) Jleft,−v,s,t = Jleft,v,s,t+1
(2) Jleft,v,s,t ∈ J1 for s ≥ −1
(3) Jleft,v,s,t = Jeq,v,t for s ≤ −2
(4) Jleft,τv,s,t = Jleft,v,s,t
Further, choose J±right,v,s,t ∈ J1 for s > −1 such that:
(1) J±right,−v,s,t = J
∓
right,v,s,t
(2) J±right,v,s,t is independent of v, s for s ≥ 2
(3) J±right,v,s,t = Jleft,v,s,t for s ≤ 1
(4) J±right,τv,s,t = J
±
right,v,s,t
Let w : R → S∞ be a negative gradient flowline of f . Define Jwz for z ∈ S, with
Jwz illustrated in Figure 1.
(1) Jwz = Jleft,w(s),s,t = J
±
right,w(s),s,t if pi(z) = (s, t) with − 1 ≤ s ≤ 1
(2) if z = +(s, t) then Jwz = Jleft,w(s),s,t
(3) if z = δ±(s, t) then Jwz = J
±
right,w(s),s,t
For a fixed complex structure j on S, given a family of almost complex structures Jwz
as above, x being a 1-periodic Hamiltonian loop for H and y a 2-periodic Hamiltonian
loop for H, consider the pair-of-pants equation:
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J+right,v,s,t
Jleft,v,s,t
J−right,v,s,t = J
+
right,−v,s,t
Figure 1. J for the symplectic square.

u : S →M
(du−XH ⊗ β + Y ) ◦ j = Jwz (du−XH ⊗ β + Y )
lim
s→−∞u(
+(s, t)) =
{
y(t) if w(−∞) = vi,+
y(t+ 1) if w(−∞) = vi,−
lim
s→+∞u(δ
±(s, t)) = x(t)
(10)
where XH is the Hamiltonian vector field of H, and β is a 1-form on S with dβ = 0
such that β = dt near the cylindrical ends of S. The holomorphicity equation in (10)
is perturbed by a small Hamiltonian perturbation Y , e.g. with support restricted to
δ±((1, 2)×R/Z), where Y is invariant under γ, to ensure that there are no solutions
that are constant at Hamiltonian loops of H.
The moduli space Mi,σprod(y, x) consists of rigid pairs (w, u) with w : R → S∞ a
negative gradient flowline of g such that w(−∞) = vi,σ and w(∞) = v0,+, and u
being a solution to equation (10).
Definition 2.3 (Symplectic square).
PSi,σ : CH∗(H)→ (CF •(2 ·H))2∗−i, PSi,σ(x) =
∑
y∈L
#Mi,σprod(y, x)y
where # counts isolated solutions.
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PS(x) :=
∑
i≥0
(PSi,+(x) + PSi,−(x))hi,
which descends to a map on cohomology as shown in Section 2.2.1.
2.2.1. The symplectic square is a map on cohomology. Recall that given a chain com-
plex (C, d) with a chain involution ι, the Z/2-equivariant cohomology of (C, d, ι) is
H∗Z/2(C) := H
∗(CZ/2, dZ/2),
where
CZ/2 = C[[h]], dZ/2 = d+ (id+ ι)h.
In particular, for C = CF ∗(H)⊗CF ∗(H) with ι defined on generators by ι(x⊗ y) =
y ⊗ x, we obtain dZ/2(x ⊗ y) = d(x ⊗ y) + (x ⊗ y + y ⊗ x)h, where d is the Floer
differential. In [15], Seidel constructs a map, the equivariant pair-of-pants product,
defining:
Pi,σ : (CF ∗(H)⊗ CF ∗(H))[[h]]→ CF ∗eq(2 ·H),
the definition of which is identical to that of PS in Definition 2.3 except that to
calculate the coefficient of y in Pi,σ(x+(t) ⊗ x−(t)), we replace x(t) by x±(t) in the
last line of Equation (10). Seidel shows in [15, Equation (4.100)] that P satisfies:∑
j+k=i
djeq ◦ Pk(x⊗ y) = Pi(d(x⊗ y)) + Pi−1(x⊗ y + y ⊗ x), (11)
where d is the standard Floer differential, dieq = d
i,+
eq + d
i,−
eq , Pi = Pi,+ + Pi,− and
P = ∑i≥0 hiPi (this uses the compactification in Section 2.7). Hence P is a chain
map. One can also define the doubling map
η : CF ∗(H)→ (CF ∗(H)⊗ CF ∗(H))[[h]], α 7→ α⊗ α,
and it is immediate that PS = P ◦ η. It is also immediate that η descends to a map
η : HF ∗(H)→ H2∗Z/2(CF ∗(H)⊗CF ∗(H)) using the involution that swaps the factors
on the right hand side. Hence PS is well defined on cohomology.
Remark 2.4. The operation P will contain more information than PS exactly in the
instances that P does not vanish on the complement of Im(η).
Remark 2.5. If w : R → S∞ is a negative gradient flowline for g, with w(−∞) =
vi,σ
′
and w(∞) = vj,σ with j > 0 and σ, σ′ ∈ {±}, then w corresponds to στ jw′,
where w′(−∞) = vi−j,σσ′ and w′(∞) = v0,+. It is important that the Jw satisfy the
conditions at the beginning of Section 2.2, because they mean that:
(1) Jτwz = J
w
z ,
(2) J−wz = Jwγz.
This is used when compactifying the moduli spaces, which is discussed in Section
2.7: given any negative gradient flowline w of g as above, (w, u) satisfies the equi-
variant Floer equation (10) exactly when{
(τ jw, u) does, if σ = +
(−τ jw, u ◦ γ) does, if σ = −
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It is necessary here that γ is holomorphic, as repeated at the beginning of Section
7, so that u ◦ γ is holomorphic.
2.3. Quantum cohomology. For more details on the quantum cup product, see [4,
Chapter 9.2] whose exposition we follow. Throughout, PD refers to the Poincare´
duality operation over Z/2 coefficients. In the case of an open manifold X, Poincare´
duality states that PD : H∗(X) ∼= H lfdimX−∗(X). The open manifolds we will consider
have a conical end, so they deformation retract along the fibres of the conical end to
a manifold with boundary (C, ∂C) of the same dimension. We interchangeably use
PD : H∗(C) ∼= HdimX−∗(C, ∂C). The notation A∨ denotes the intersection dual of A
(after fixing a basis) with respect to either the pairing H∗(M)⊗H lf∗ (M)→ Z/2 (for
an open manifold M) or H∗(C) ⊗ H∗(C, ∂C) → Z/2 (for a compact manifold with
boundary C).
Definition 2.6. A symplectic manifold M is weakly monotone if for every spherical
A ∈ H2(M,Z) (i.e. A in the image of the Hurewicz homomorphism) such that ω(A) >
0 and c1(A) ≥ 3−m, then c1(A) ≥ 0, where dim(M) = 2m.
Let (M,ω) be a weakly monotone symplectic manifold of dimension n, with a fixed
almost complex structure J compatible with ω. As an abelian group, QH∗(M) =
H∗(M) ⊗ Λ, where Λ is the Novikov ring associated to ω as in [4, Chapter 9.2].
Specifically, if Γ is the image of the Hurewicz homomorphism then ω : Γ → Z is a
homomorphism, and
Λ =
{
λ =
∑
A∈Γ
λA · qA
∣∣∣∣ λA ∈ Z/2, such that for all c > 0 there areonly finitely many λA 6= 0 with ω(A) ≤ c
}
.
There is a natural grading given by |qA| = 2c1(A).
As an important note, we denote the quantum cochains
QC∗(M) := C∗(M)⊗Z/2 Λ.
Then QH∗(M) = H∗(QC∗(M), d ⊗ idΛ), where d is the differential on C∗(M). The
quantum product below will be defined at the chain level, and then descend to maps
on (co)homology. The definition is as in [5, Section 11.1].
Definition 2.7 (Quantum Product). For a, b ∈ H∗(M),
a ∗ b :=
∑
A∈H2(M)
(a ∗ b)AqA
where (a∗b)A is characterized by
∫
Z(a∗b)A∪c = GWMA,3(a, b, c) for all c ∈ H lf|a|+|b|−2c1(A)(M),
where GWMA,3 are the 3-pointed genus 0 Gromov-Witten invariants, using notation as
in [5, Chapter 7]. This descends to a well defined map on homology, H∗(M) ⊗
H∗(M)→ QH∗(M). Extending Λ-bilinearly defines ∗ on QH∗(M).
Notice that ∗ is compatible with the grading, using |qA| = 2c1(A). If A = 0, the
intersection is a point and this recovers the classical intersection product. We will
not recap the technical issues of bubbling, multiply covered curves and so on that are
covered in [4, Sections 3-6]. We interchangeably use Morse theory for (C, ∂C), which
is elaborated on in the next section.
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2.4. The quantum Steenrod square. We will follow the author’s previous work in
[18], and give two definitions of the quantum Steenrod square: the first will use Morse
theory and the second will involve intersections of chains. These are equivalent, as
shown in the cited paper.
Henceforth we will consider symplectic manifolds (M,ω) that are monotone or
exact (however, see Remark 2.16 for a note about a definition in the case of a general
weakly monotone symplectic manifolds).
Definition 2.8. A symplectic manifold (M,ω) is monotone if there exists a constant
λ > 0 such that every map u : S2 →M satisfies
c1(u∗([S2])) = λ · E(u)
where E(u) =
∫
S2 u
∗ω ≥ 0 is the symplectic energy of u, and c1 = c1(TM).
Definition 2.9. A symplectic manifold (M,ω) is exact if the 2-form ω is exact.
Further, we will require our manifold be open and convex at infinity. All of the
results in this paper extend to the case where M is closed. The convex at infinity
condition, which we will shorten to convex, implies among other things that M sat-
isfies the conditions of the previous section. Such symplectic manifolds, specifically
their symplectic cohomology, were first studied by Ritter in [9, Section 3], where the
technical machinery is proven in depth. The definition we use is from [10, Section
3.1].
Definition 2.10. A symplectic manifold (M,ω) is convex if
M = C ∪∂C (∂C × [1,∞)), (12)
for some compact symplectic manifold C with contact-type boundary (∂C, θ), such
that (M − C,ω|M−C) ∼= (∂C × [1,∞), d(erθ)), where r ∈ [0,∞) denotes the radial
coordinate.
Examples of such symplectic manifolds are (the completion of) Liouville domains.
Note that one can think of a closed symplectic manifold to be defined as in (12), but
with ∂C = ∅.
Recall that S∞ has subsets Si such that each
Si = {(x0, x1, . . . , xi, 0, 0, . . .) ∈ R∞ :
∑
i
x2i = 1},
is an antipodally invariant equator, and
⋃
i≥0 S
i = S∞. We fix a generic almost
complex structure J on M compatible with ω, and then perturb this to a choice
of almost complex structure Jv,z on M for each v ∈ S∞ and z ∈ S2, satisfying
Jv,z = Jv,z/(z−1). For brevity if a pair v ∈ S∞ and u : S2 →M satisfies
du|z ◦ j|z = Jv,z|u(z) ◦ du|z (13)
for all z ∈ S2, then we say that u is Jv,z-holomorphic.
We will use Morse theory for (C, ∂C), as detailed in [3]. Choosing a Morse function
f such that ∇f t ∂C and f is both minimised and constant on ∂C, we obtain a Morse
complex whose homology HM∗(C, ∂C) recovers H∗(C, ∂C) in the same way as Morse
homology for closed manifolds. Suppose that we pick a choice of perturbations fv,s
for v ∈ S∞ and s ∈ [0,∞) such that:
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(1) fv,s = f for s ≥ 1.
(2) fv,0 are generic, to make all of the moduli spaces transverse (see Remark 2.14).
(3) fτv,s = fv,s for all v, s.
We ensure that fv,s are C
2-close to f for all v, s: as the Morse-Smale condition is
open and dense in the space consisting of pairs of a smooth function with a metrics,
we can assume the fv,s are all Morse-Smale. We fix that fv,s|∂C is independent of
v, s. Then there are two equivalent definitions of the Morse quantum Steenrod square,
depending on whether we use singular or Morse homology on our parameter space
RP∞ = S∞/(Z/2). Specifically, recall g : S∞ → R in Equation (7), and let Y be
S2 with three half-lines attached. There is one incoming edge e1 parametrized by
(−∞, 0] and two outgoing edges e2, e3 parametrized by [0,∞) The edges are attached
at 0, 1,∞ respectively. Let:
• MSing,i,A(x, y) consists of pairs (v, u) where v ∈ Si and u : Y →M such that
d
dt
(u|e1)(s) = −∇f(u|e1(s)),
d
dt
(u|e2)(s) = −∇fv,s(u|e2(s)) and
d
dt
(u|e3)(s) =
−∇f−v,s(u|e3(s)). The maps u|S2 are Jv,z-holomorphic and represent the ho-
mology class A ∈ H2(M). Asymptotic conditions are given in point (2) below.
• MMorse,i,A(x, y) consists of pairs (w, u) where w : R → Si, w˙ = −∇g and u :
Y →M such that d
dt
(u|e1)(s) = −∇f(u|e1(s)),
d
dt
(u|e2)(s) = −∇fw(s),s(u|e2(s))
and
d
dt
(u|e3)(s) = −∇f−w(s),s(u|e3(s)). The maps u|S2 are Jw(0),z-holomorphic
and represent the homology class A ∈ H2(M). Asymptotic conditions are
given in points (1) and (2) below.
(1) w(−∞) = vi,σ1 , w(∞) = v0,σ2 for σ1, σ2 ∈ {±}.
(2) u|ei(s)→
{
y for i = 1 and s→ −∞
x for i = 2, 3 and s→∞
For a generic choice of Jv,z and fv,s, the moduli spaces above will be smooth
manifolds (see Remark 2.14).
Definition 2.11 (The Morse Quantum Steenrod Square). For i ∈ Z, A ∈ H2(M)
and x, y ∈ crit(f) such that |y| = 2|x| − i − 2c1(A), the coefficient of y · hi · qA in
QS(x) ∈ QH∗eq(M) is #M•,i,A(x, y)/(Z/2), where • = Morse or Sing and the Z/2
action is −1 × r∗, where r∗u = u ◦ r, and r : Y → Y acts by fixing e1, swapping e2
and e3 (without changing the parametrisation) and acting by z 7→ 1/z on S2.
The fact that these two definitions are equivalent follows from the isomorphism be-
tween singular and Morse cohomology, as in [13]. Note that as we are always working
in some finite submanifold Si ⊂ S∞, and the −∇g-flowlines preserve these subman-
ifolds, so the resulting equivalence of the definitions is a straightforward application
of this isomorphism (i.e. we do not need to take into account problems involving the
infinite-dimensional S∞).
Further, the proof that QS is a chain map is proved identically to Section 2.2.1,
except that one replaces P by Q and the left hand side of Equation (11) with d ◦
Qi(x⊗ y) (which corresponds to the fact that, unlike equivariant Hamiltonian Floer
cohomlology, the equivariant quantum cohomology uses the trivial Z/2-action).
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We give in Definition 2.12 an alternative description of the quantum Steenrod
square involving pseudocycles. Using the pseudocycles arising from Morse theory
(see [13]), one can show that Definition 2.11 is a particular case of Definition 2.12.
The following definition of the quantum Steenrod square will be used strictly for
computational purposes.
Recall that for a manifold with boundary (C, ∂C), a homology class α ∈ H∗(C, ∂C)
is realizable if there is a manifold with boundary A and µ : (A, ∂A) → (C, ∂C)
with µ∗([A]) = α. Thom proved in [16] (for ∂C = ∅) that all homology classes
over Z/2 coefficients are realizable. A slight modification of the constructive proof
by Buoncristiano-Hacon in [1, Theorem B] yields that all elements of H∗(C, ∂C) are
realisable. Hence, we associate a homology class α interchangeably with a pair (A,µ).
The conditions we placed on M allow us to pick representatives of x ∈ H lf∗ (M) to be
contained in H∗(C, ∂C).
Fix a basis {b} ∈ B ofH∗(M). Denote by β∨ : Yb →M a pseudocycle representative
of PD(b∨), and by β∨ × β∨ : Yb → M × M the map such that β∨ × β∨(y) =
(β∨(y), β∨(y)). Observe that there is an involution
ι = idM × (−idS∞) : M × S∞ →M × S∞.
We fix x ∈ H∗(M). To calculate QS(x), we begin by choosing a sequence of pairs
(χ, µi : χi → M × Si)∞i=0 where χ is a smooth manifold, χi = χ × Si and µi is a
smooth map. The µi : χi →M × Si satisfy:
(1) For pi2 : M×Si → Si the second projection, pi2(µi(x, v)) = v for all (x, v) ∈ χi.
(2) The restriction µi|χj = µj for j ≤ i.
(3) For pi1 : M × Si →M the first projection, for any v ∈ Si then
µv := pi1 ◦ µ|χ×{v} : χv := χ× {v} →M (14)
is a pseudocycle representative of A in M (and is well defined by (2) above).
(4) For b ∈ B, the intersection
(β∨ × β∨)(Yb)× Si) ∩W(χi) (15)
is transverse in M ×M ×Si, where W : χ×χ×Si → (M ×M)×Si is defined
by (x, x′, v) 7→ (µi(x, v), µi(x′,−v), v).
The previous construction using Morse flowlines in fact demonstrates that it is
possible to choose such pseudocycles. Fixing i ≥ 0, A ∈ Γ, x ∈ H∗(C), and Y ∈
H∗(C, ∂C), we choose Xv := µv(v, χ) as above, and define a moduli space:
Definition 2.12.
Mi,A(x, Y ) =
(v, u)
∣∣∣∣∣ v ∈ S
i, u : S2 → C, u∗[S2] = A,
u is Jv,z-holomorphic, u(0) ∈ Y,
u(1) ∈ Xv, u(∞) ∈ X−v
 .
For generic choices of data, if |Y | = 2|x| − i − 2c1(A) then Mi,A(x, Y ) is a
0-dimensional manifold. Define QSi,A(x) ∈ H2|x|−i−2c1(A)(C) by
∫
Y QSi,A(x) =
#Mi,A(x, Y ) for all Y ∈ H2|x|−i−2c1(A)(C, ∂C).
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Definition 2.13 (The Quantum Steenrod Square).
QS : H∗(C)→ QH2∗(C)[[h]], QS(x) =
∑
i≥0, A∈Γ
QSi,A(x)hiqA.
We extend this over Λ by requiring
QS
(∑
A∈Γ
xAq
A
)
=
∑
A∈Γ
QS(xA)q2A.
For a ∈ H∗(M),
QSi,0(a) = Sq|a|−i(a) and
∑
A∈H2(M)
QS0,A(a)qA = a ∗ a. (16)
Remark 2.14 (Transversality of moduli spaces). Suppose that the space Mi(A, Jv,z)
of pairs (v, u) is defined by v ∈ Si, the map u : S2 → M is simple and Jv,z-
holomorphic, and u∗[S2] = A. Assume for now that Mi(A, Jv,z) is a smooth man-
ifold. Recall that there are evaluation maps evz, evaluating u at z, and a forgetful
map piS∞ mapping to the v factor. Then the evaluation map ev0× ev1× ev∞× piS∞ :
Mi(A, Jv,z)→M ×M ×M ×Si descends to a map on the quotient by Z/2 (which is
induced by the composition with the map z 7→ z/(z − 1) on Mi(A, Jv,z)) and further
defines a pseudocycle, as in the classical case in [5, Theorem 6.6.1]. Suppose that
a, b ∈ crit(f) are critical points of a fixed Morse function. For the coefficient of bhi
in QS(a), we count the intersection number of ev0 × ev1 × ev∞ × piS∞ with another
pseudocycle landing in M × ((M ×M)×Z/2 Si), which is the quotient by Z/2 of the
following Z/2-equivariant pseudocycle:
Wi(a, b) : W u(b, f)×W s(a, f)×W s(a, f)× Si →M × ((M ×M)× Si),
where W u(b, f) is the compactification of the unstable manifold of b for the Morse
function f (similarly W s denotes the stable manifold). Details of this construction
are in [13, Lemma 4.5]. There is further an evaluation map E : W u(b, f)→M , such
that E is a pseudocycle. Let φv,t be the 1-parameter family of diffeomorphisms defined
for v ∈ Si and t ≥ 0 by
dφv,t
dt
(s) = −∇f2v,s and φv,0 = id.
Then
Wi(a, b)(y, x, x′, v) := (E(y), φ−1v,1E(x), φ
−1
−v,1E(x
′), v),
where the evaluation maps are all abusively denoted E. This encodes the Z/2-equivariant
incidence data associated to the Morse flowlines of fv,s (alternatively, the directly de-
fined pseudocycles µi can be used in place of the evaluation maps). This is then a clas-
sical transversality problem, requiring us to make a generic choice of f·,0 : Si×M → R,
to ensure that our moduli spaces are cut out transversely as we required. It is imme-
diate that this is an unconstrained transversality problem (i.e. not a Z/2-equivariant
one) because we observe that Z/2-equivariant transversality for v ∈ Si is achieved
when we ascertain nonequivariant transversality for v ∈ Di,+, the upper i-dimensional
hemisphere.
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Hence it remains to determine whether the space Mi(A, Jv,z) is cut out trans-
versely. One follows the proof of [5, Proposition 6.7.7], replacing J l = {{Jz}} by
J li = {{Jv,z}} (these being Banach spaces of almost complex structures on M of class
C l). Observe that the universal moduli space also has an extra factor that is Si. This,
being a finite dimensional manifold, does not affect the analytic outcome of the proof,
hence one can find such a Jv,z for each i ∈ Z≥0. However, in general we wish to
choose a single Jv,z (v ∈ S∞) that is sufficient for all i simultaneously. To do this,
observe that J li+1 ⊂ J li for each i. In fact given any {Jv,z} ∈ J li , we may extend
piecewise C l to some {Jv,z} for v ∈ Si+1 (we pick a C l nullhomotopy of {Jv,z} in
J l, and use this to extend to a {Jv,z} that is C l everywhere except perhaps along
the “equator” Si ⊂ Si+1). Using a C l approximation of this, we see that J li+1 ⊂ J li
is in fact dense. Hence, using the Banach property of each J li , we observe that the
intersection of these nested sets is also dense in each J li , as required.
Remark 2.15. In Definition 2.11, we could use either of the two moduli spaces
listed because these correspond to singular and Morse cohomology of RP∞ respectively.
Using an appropriate Morse function g, these two definitions are equivalent in the
same way as for finite dimensional manifolds, and we will use them interchangeably.
Remark 2.16. For general weakly monotone symplectic manifolds, there may be
problems arising from multiply covered curves (this is avoided in the monotone case
because such curves arise in families of codimension at least 2, and in the exact case
because there are no holomorphic curves). In light of this, one would need to add an
inhomogeneous term to the equation du ◦ j = J ◦ du, resulting in something of the
form
(du− Yv,z) ◦ j = J ◦ (du− Yv,z),
where v ∈ S∞, z ∈ S2 and Yv,z = Y−v,z/(z−1).
2.5. The PSS isomorphism. Recall that for some H : M → R where H is C2-small
and Morse, there is an isomorphism of rings due to Piunikhin, Salamon and Schwarz
[7, Example 3.3],
Ψ : QH∗(M)→ HF ∗(H). (17)
We pick an almost complex structure J on M and an interpolation Hs for s ∈ R,
such that Hs = H for s near −∞ and Hs = 0 for s ≥ 0. Consider C as a disc with
a cylindrical end: we begin with C∗ parametrised as the cylinder with logarithmic
coordinates,
(s, t) ∈ R× S1 → e−2pi(s+it) ∈ C∗.
Suppose u : C∗ → M satisfies (18) (using logarithmic coordinates). We define the
geometric energy of u to be E(u) =
∫
C∗ |∂Su|2Jdsdt, where | · |J is defined using the
metric ω(−, J−) induced by the symplectic form ω of M and the compatible almost-
complex structure J . Using removal of singularities, u is finite energy exactly when it
extends to a smooth map u : C→M satisfying a perturbed J-holomorphic equation
(18), such that lim
s→−∞u(s, t) is a Hamiltonian loop, and u is J-holomorphic on the unit
disc.
Let
L1 = {y : R/Z→M |y˙ = XH(y)}.
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Hs = H Hs = 0
y J PD(x)
Figure 2. Spiked discs.
If y ∈ L1 then the coefficient of y in Ψ(x) is the number of “spiked discs” asymptoting
to y and intersecting x. These spiked discs are smooth maps
u : C→M
where we parametrise C as above, satisfying
∂su+ J(∂tu−XHs) = 0 (18)
and u is J-holomorphic on the unit disc, with lim
s→−∞u(s, t) = y(t), and u(0) ∈ PD(x):
the notation means that we have fixed a generic chain representative X of PD(x)
and require u(0) ∈ X. See Figure 2. Alternatively, having fixed a Morse function f
(abusing notation where here we let x ∈ crit(f)) we require that u(0) ∈W s(x, f), the
stable manifold of x using f .
Definition 2.17 (The PSS Map). The PSS map Ψ : QC∗(M) → CF ∗(H,J) is
defined by
Ψ(x) =
∑
y∈L1
ny,x · y
where ny,x is the count of “spiked discs” as above, with fixed parametrisation. This
map induces a well-defined map on cohomology, and there is an inverse map (counting
J-holomorphic discs parametrised by (s, t) 7→ e2pi(s+it)).
Remark 2.18. For Liouville domains, exactness implies QH∗(M) ∼= H∗(M). Hence
in this case Ψ : H∗(M)→ HF ∗(H).
Remark 2.19. The Hamiltonian boundary condition in the definition of spiked discs
can be thought of as an infinite dimensional analogue to the result in Morse theory,
that (on a closed manifold), given a Morse flowline u : R→M , the limits of u(s) as
s→ ±∞ are Morse critical points.
2.6. The c∗-map. A Hamiltonian H is radial at infinity if on the conical end (i.e.
the region ∂C × [1,∞)), there is some R such that H(z, r) = λH · r, where (z, r)
are the coordinates on the conical end, and r > R. Let H,H ′ be Hamiltonians
that are radial at infinity with λH < λH′ . There exist continuation maps ΦH,H′ :
HF ∗(H) → HF ∗(H ′), as in Section 3 (nonequivariant continuation maps in this
section correspond to the (i = 0)-term). We define
SH∗(M) := lim−→
H
HF ∗(H),
where the direct limit is taken over Hamiltonians that are radial at infinity. For a
C2-small H0, there exists the PSS isomorphism from Definition 2.17, Ψ : QH
∗(M)→
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HF ∗(H0). There is also a natural map ξ : HF ∗(H0)→ SH∗(M) to the direct limit.
This allows the following definition:
Definition 2.20.
c∗ := ξ ◦Ψ : QH∗(M)→ SH∗(M).
2.7. Equivariant compactness, gluing and bubbling. We will describe equivari-
ant compactness, and include some words about equivariant gluing. For a more de-
tailed description of the parameter space and the various breakings of Morse flowlines
on S∞, refer to Section 3 and Section (4b) after Addendum 4.6 of [15]
We denote by Pi,σ the space of w : R→ S∞ such that w(−∞) = vi,σ and w(∞) =
v0,+ (recalling the Morse function g and the critical points vi,σ from Section 2.1).
These spaces may be compactified to P
i,σ
by adding broken Morse trajectories, i.e.
tuples ([w0], ..., [wj−1], wj , [wj+1], ..., [wl]) such that:
• wp : R→ S∞ for p = 0, ..., l, such that ∂wn/∂t|t′ = −∇g(wn(t′))
• wp(∞) = wp+1(−∞) for all p = 0, 1, . . . l − 1.
• [wp] = wp/R ∈ Qi,σ := Pi,σ/R for p 6= j are unparametrised trajectories
obtained by quotienting by the translation in R.
In particular, exactly one of the resulting “pieces” of the broken Morse trajectory is
parametrised. Note that it is possible for one of the wp to be constant at a critical
point of g, assuming that this is the flowline that is parametrised. Observe also that
the Qi,σ have similar compactifications Q
i,σ
where all of the limiting flowlines are
unparametrised.
In general, given a sequence [wk, uk] ∈ Mi,σeq (y, x) (in which case we are using
unparametrized flowlines on S∞, hence use parameter spaces Qi,σ), there is a “forget-
ful” map Mi,σeq (y, x) → Qi,σ. One adds limit points in such a way as to respect the
compactification. In particular, we add limit points in the following way:
• some subsequence of the wk converges to the limit w∞ = (w0, . . . , wl) on
compact subsets, as previously detailed.
• some subsequence of the uk converges to a broken Floer trajectory u∞ =
(u0, ..., ul) with respect to the complex structure Jv,z, with un corresponding
to (i.e. satisfying Equation (8) with respect to) the Jwns,t . There may also be
legitimate (i.e. nonequivariant) Floer trajectories between un and un+1 for
some n.
This defines a compactification Mi,σeq (y, x). One can proceed similarly for a se-
quence (wk, uk) ∈Mi,σprod(y, x), defining the compactificationMi,σprod(y, x) ofMi,σprod(y, x)
in such a way as to respect the compactification Pi,± of Pi,±. Instead of giving a full
description, we will note below the cases that we will use. However, it should perhaps
be noted that this is a parametrised version of the standard pair-of-pants breaking as
in [12], consisting of a pair-of-pants with some collection of Floer trajectories attached
at each infinite cyclindrical end. The parametrised element wj of ([w0], . . . [wl]) is then
the flowline that is used for defining Equation (10) of the central pair-of-pants.
The important situations that we consider in the compactification of the equivariant
pair-of-pants case are the following: for the isolated points of Mi,σprod(y, x), there is
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a finite count. In the one-dimensional case, the limit points may only occur in the
following ways:
• the sequence of pairs converges in Mi,σprod(y, x), so no new limit points are
added.
• there is convergence in Pi,σ of the wk component (under the forgetful map),
so a new Floer trajectory appears.
• there is convergence in Pi,σ, and for degree reasons l = 2 above and no new
Floer trajectories appear.
This shows that P
i,σ
is a chain map: cf Equation (11). Likewise, the compactification
of Mi,σeq (y, x) yields that ∑
j+k=i
djeq ◦ dkeq = 0,
where dieq = d
i,+
eq + d
i,−
eq , and hence deq is a differential.
We will not repeat the standard gluing argument. The equivariant gluing theorem
involves two different gluing theorems working together. Consider a “broken solu-
tion”, in Mi,σprod (where we have fixed some x, y and omit from the notation). This
is a pair consisting of a broken Morse flowline w∞ ∈ P i,σ, alongside some u∞ such
that [w∞, u∞] ∈Mi,σprod −Mi,σprod. Observe the following: one first defines an approx-
imate glued solution nearby to w∞ in the parameter space Pi,σ. Recall that there
is a classical gluing theorem that one can apply for the parameter space of Morse
flowlines P
i,σ
in Si. Then one can define an approximate parametrised pair-of-pants
using this new, glued parameter: see the end of Section (4b) in [15], with reference
given to the continuation maps in [11, Lemma 3.12]. It remains possible to define a
bounded right inverse, and one can still apply the contraction mapping theorem in
the usual sense when the gluing parameter is sufficiently large (although the bound on
the gluing parameter for the parametrised Floer trajectory will of course depend on a
choice of glued flowline in P
i,σ
, which itself is subject to choosing a sufficiently large
gluing parameter). Note that in this case, in general there are two gluing parameters:
one assigned to the approximate Morse flowline in Si and one to the approximate
parametrised pair-of-pants. For the particular cases as given above (i.e. the elements
of the compactified moduli space as given in the bullet points), we can see that we in
fact only obtain a single gluing parameter. In particular,
• in the first case the gluing is unecessary (as we are not considering a broken
solution),
• in the second case one does not need to consider a gluing for the parame-
ter space, because the flowline is not broken, so one obtains an approximate
parametrised pair-of-pants. One then uses the contraction mapping theo-
rem applied to the pair consisting of the honest Morse flowline in Si and
the approximate parametrised pair-of-pants to deduce that there is an actual
solution nearby.
• in the third case there are no broken parametrised pair-of-pants, but there is
a broken Morse flowline. Hence one defines an approximate glued flowline in
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P
i,σ
. Then one uses the contraction mapping theorem, where the subtlety is
that the pair now consists of an approximate glued flowline in Si and an ap-
proximate parametrised pair-of-pants, (which is only an approximate solution
because the parameter that we are using has changed, and hence the new pair-
of-pants may not exactly satisfy the required equation using the approximate
Morse flowline).
All other cases are of codimension strictly greater than 1, hence do not appear in
moduli spaces of dimension at most 1. Thus we observe that in all three cases there
is exactly one gluing parameter, yielding the one-dimensional family of solutions.
To give a brief note on bubbling, one deals with bubbling in the same way as one
does classically. In the exact case there is no problem because there do not exist
any J-holomorphic spheres. In the monotone case, solutions involving bubbles arise
in families of codimension at least 2. As we only consider zero and one dimensional
moduli spaces in our applications (we either count the number of elements of a zero
dimensional moduli space to define an operation, or we consider the endpoints of a
1-dimensional moduli space to show that two operations are the same), for generic
choices such bubbling solutions cannot appear.
3. Equivariant continuation maps
Recall that for H ≤ H ′ being radial at infinity, there exist continuation maps
ΦH,H′ : HF
∗(H) → HF ∗(H ′). See [11, Section 3.4] for the case of a compact sym-
plectic manifold, and [8, Section 2.9] for the case where M is open and convex at
infinity. These satisfy three conditions:
(1) A generic homotopy of the data relative to the endpoints induces a chain
homotopy on CF ∗(H).
(2) ΦH,H′ = ΦH′′,H′ ◦ ΦH,H′′ for any H ≤ H ′′ ≤ H ′.
(3) ΦH,H = id.
These continuation maps are constructed by counting s-perturbed Floer trajecto-
ries. The s-perturbation changes the dimension of the moduli space that we consider
(there is no longer an R-action by translating s). It is important that H ≤ H ′ for
these continuation maps to exist in general, although for closed monotone symplectic
manifolds there are continuation maps between any two Hamiltonians.
Let H ≤ H ′ be radial at infinity. Pick Hs for s ∈ (−∞,∞) and S0 ∈ R>0 such that
Hs = H
′ for s ≤ −S0 and Hs = H for s ≥ S0, where there is some R ≥ 1 such that
∂sHs(r,m) ≤ 0 for r ≥ R on the conical collar of M . Let i ∈ Z≥0, and x ∈ CF ∗(2 ·H)
and y ∈ CF ∗(2 · H ′). Define Mi,σcont(y, x) to be the set of pairs (w, u) where w is a
−∇g flowline on S∞ with w(−∞) = vi,σ and w(∞) = v0,+ and u : R × R/2Z → M
satisfying
∂su+ Jeq,w(s),t∂tu = −∇Hs,
with u(s, t)→ x(t) as s→∞ and
u(s, t)→
{
y(t) if σ = +
y(t+ 1) if σ = − as s→ −∞,
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Definition 3.1 (Equivariant continuation maps).
Φi,σeq,H,H′ : HF
∗
eq(2 ·H)→ HF ∗−ieq (2 ·H ′),
Φi,σeq,H,H′
∑
j≥0
xjh
j
 = ∑
j≥0
∑
y∈L
#Mi,σcont(xj , y) · y · hj .
Yielding
Φeq,H,H′ : HF
∗
eq(2 ·H)→ HF ∗eq(2 ·H ′), Φeq,H,H′ =
∑
i,σ
hiΦi,σeq,H,H′ .
The fact that this is well defined needs the equivariant compactness and gluing
theorem as in Section 2.7, to deduce that∑
k=i+j, σ1·σ2=+
φi,σ1eq,H,H′ ◦ dj,σ2eq =
∑
k=i+j, σ1·σ2=+
di,σ1eq ◦ φj,σ2eq,H,H′ ,
for all k ∈ Z≥0, and similarly for σ1 · σ2 = −.
Lemma 3.2. As with nonequivariant continuation maps:
(1) A generic homotopy of the data, subject to Jws,t satisfying conditions (1), (2)
and (3) in Section 2.1, induces a chain homotopy on CF ∗eq(2 ·H).
(2) Φeq,H,H′ = Φeq,H′′,H′ ◦ Φeq,H,H′′ for any H ≤ H ′′ ≤ H ′.
(3) Φeq,H,H = id.
Proof. The proof of (1) is the same as in the nonequivariant case: see [11, Lemma
3.12]. For (2) we use equivariant gluing for the right hand side of the equality, as
in Section 2.7, using as our data associated to a sufficiently large gluing parameter
λ > S0 being (for v ∈ S∞ and (s, t) ∈ R× R/Z):
• Jv,s,t = Jeq,v,t.
• Hs,λ = H1s+λ for s ≤ 0 and Hs,λ = H2s−λ for s ≥ 0, where H1s is the s-
dependent Hamiltonian used for Φeq,H′′,H′ and H
2
s is the s-dependent Hamil-
tonian used for Φeq,H,H′′ .
This is well defined and Hs,λ is smooth because λ > S0. We then appeal to (1) to
allow a different choice of equivariant data on the left hand side of the equality.
To prove (3) we use (1) and note that we may choose Hs ≡ H, and then solutions
that are not constant at a Hamiltonian loop come in an R-family by translating in s,
hence are nonisolated. 
Remark 3.3 (Equivariant Auxiliary Data). When constructing quantum cohomol-
ogy, there are auxiliary data in the form of the almost complex structure J and the
(perturbed) Morse functions fps for p = 1, 2, 3. When constructing Floer cohomology
the auxiliary data comprises of an almost complex structure J and the Hamiltonian
H, along with a small perturbation of H. To make these concepts equivariant, we
need to introduce a dependency of this data on v ∈ S∞. However, this dependency
may not need to be applied to all of the ancillary data. All that one requires is that
“sufficiently much” of the data is chosen with a v-dependence, and the choices we
make are generic.
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4. The Equivariant PSS isomorphism
The PSS isomorphism Ψ of Definition 2.17 extends to an isomorphism
Ψeq : QH
∗(M)[[h]]→ HF ∗eq(2 ·H)
when H is C2-small. Recall the spiked discs used in the definition of Ψ. We will
replace these with “i-equivariant spiked discs”. We parametrize C away from 0 by
logarithmic coordinates e−pi(2s+it) for (s, t) ∈ (−∞,∞)×R/2Z as in Section 2.5 (note
we use piit because our cylinder has circumference 2). Fixing an almost complex
structure J on M , for (v, z) ∈ S∞ × C, pick almost complex structures JΨv,z on M
with the conditions that:
(1) JΨv,s,t = J
Ψ
v,s,t+2.
(2) JΨv,s,t = J for s ≥ 0.
(3) JΨ−v,s,t = JΨv,s,t+1.
(4) There is S0 > 0 such that J
Ψ
v,s,t = Jeq,v,t for s ≤ −S0.
Given a flowline w of −∇g on S∞, we define JwΨ,s,t = JΨw(s),s,t. Pick an interpolation
Hs for s ∈ R such that Hs = H for s near −∞ and Hs = 0 for s ≥ 0. As in the
discussion in Remark 3.3, we need not put any v dependence on the Hs assuming
that the Jv are generic.
Definition 4.1 (i-equivariant spiked discs). Given x ∈ crit(f) and y ∈ L, an i-
equivariant spiked disc from x to y is a triple (w, u, α) where w : R→ S∞ is a −∇g
flowline from vi,σ to v0,+ on S∞, the map
u : C→M
is smooth, and α : [0,∞)→M is smooth, with:
• lim
s→−∞u(s, t) =
{
y(t) if σ = +
y(t+ 1) if σ = −
• ∂su+ JwΨ,s,t(∂tu−XHs) = 0 on C,
• α˙(t) = −∇f(α(t)) and α(∞) = x.
• u(0) = α(0).
Definition 4.2. Ψeq,i : QC
∗(M)[[h]]→ CF ∗(2 ·H)[[h]] is defined by
Ψeq,i
∑
j≥0
xjh
j
 = ∑
j≥0
∑
y∈L
ny,xj ,i · y · hj
where ny,x,i counts isolated i-equivariant spiked discs from x to y as above, with fixed
parametrisation. Define
Ψeq(x) =
∑
i≥0
Ψeq,i(x) · hi.
We will use this for the proof of Theorem 1.1 in Section 5. Using gluing and com-
pactness arguments as in Section 2.7 and [15, End of Section 4] yields the equations∑
j+k=i
dkeq ◦Ψeq,j(x) = Ψeq,i(dx)
22 NICHOLAS WILKINS
for isolated solutions, which shows that Ψeq descends to a map on equivariant coho-
mology.
Recall a classical lemma:
Lemma 4.3. Let Λ be a ring. An element
∑
i≥0 λih
i of Λ[[h]] is invertible when λ0
is invertible.
Proof. We write ∑
i≥0
λih
i = λ0
1 +∑
i≥1
λ−10 λih
i
 ,
and a Taylor expansion of (1 + b)−1 exists, where b =
∑
i≥1 λ
−1
0 λih
i. 
Lemma 4.4. Ψeq is an isomorphism.
Proof. Note Ψeq,0 = Ψ which is an isomorphism. Use Lemma 4.3. 
One can also construct the inverse map Ψ−1eq directly, using reversed spiked discs
as in Figure 3(I). Specifically, we require almost complex structures JRΨv,z ∈ J2 on M
with the conditions that:
(1) JRΨv,s,t = J for s ≤ 0.
(2) JRΨ−v,s,t = JRΨv,s,t+1.
(3) There is S0 > 0 such that, J
RΨ
v,s,t = Jeq,v,t for s ≥ S0.
We can likewise define JwRΨ,s,t = J
RΨ
w(s),s,t, and the definition of the reversed i-equivariant
spiked discs is as in Definition 4.2, i.e. for x ∈ L and y ∈ crit(f), a reversed i-
equivariant spiked disc is a triple (w, u, α) where w : R→ S∞ is a −∇g flowline from
vi,± to v0,+, and there are smooth maps u : C → M and α : (−∞, 0] → M . The
map α satisfies α˙(t) = −∇f(α(t)) and α(−∞) = y. Now we parametrise C− {0} as
(s, t) ∈ R× R/2Z 7→ epi(2s+it), and u satisfies:
• ∂su+ JwRΨ,s,t(∂tu−XHs) = 0 on C,
• u(0) = α(0),
• lim
s→∞u(s, t) =
{
x(t) if σ = +
x(t+ 1) if σ = −
To prove that the map A counting reversed i-equivariant spiked discs as in Figure
3(I) gives an inverse for Ψeq, use equivariant gluing to give setups as in Figure 3(II)-
(III) and argue as in the nonequivariant case.
Lemma 4.5. A = Ψ−1eq .
Proof. We argue as in [7, Theorem 4.1]. After equivariant gluing, A ◦Ψeq is counted
by setups as in Figure 3(II). A dimension argument, as in the nonequivariant case
for weakly monotone symplectic manifolds, shows that there are not any nontrivial
spheres. Specifically, for the coefficient of y in the image of x under the operation in
(II), we count perturbed J-holomorphic spheres (i.e. the almost complex structure
J = Jv,z depends on v ∈ Si and z ∈ S2, and the equation that u satisfies is perturbed
by a Hamiltonian). In particular, we count the number of perturbed holomorphic
spheres intersecting the unstable manifold of x and the stable manifold of y. However,
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(II)
w
Jv,z
w(∞)w(−∞) w(0)
(I)
−∇f
w
x y
JRΨv,z
(III)
Jeq JeqJ
Figure 3. Reversed i-equivariant spiked discs and gluing.
after gluing we may homotope the Jv,z (for z ∈ S2) so that J is independent of v.
Neglecting transversality concerns momentarily, now we decouple the Floer theory on
M and the Morse theory on S∞. By the dimension argument as in [4, 8.1.4(ii)], we
see that generically there are no such spheres (and as the set is empty, this data is
trivially transverse even in the equivariant case).
After gluing, Ψeq ◦A is counted by setups as in Figure 3(III). This is the equivariant
continuation map from H0 to H0, hence the identity. The figures in (III) correspond
to:
• taking a homotopy from the finite length Morse trajectory to a point,
• gluing the two discs to give a cylinder,
• homotoping the data so that the glued almost complex structure becomes
Jv,s,t = Jeq,t for all s.
For the homotopy in the third bullet point, we want to choose Jv,s,t,η for η ∈ [0, 1]
such that Jv,s,t,0 = Jv,s,t and Jv,s,t,1 = (Jeq,v)t such that J−v,s,t+1,η = Jv,s,t,η for all η.
We prove that we can do this, in the same way as Lemma 5.1. Specifically, let J1 ⊂ J
be the space of such allowable homotopies inside the space of all homotopies from
Jv,s,t to Jeq,v. If ρ∗ is the action on J induced from J2 then as J1 and ρ∗J1 are open
and dense in J, so is their intersection. Choose a homotopy from this intersection. 
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Remark 4.6. The argument in [4, 8.1.4(ii)], as referenced in Lemma 4.5 for the
gluing in (II), is a rigorous proof of the intuitive argument that “a pseudoholomor-
phic sphere with two marked points is unstable, even for a domain dependent almost
complex structure”.
Remark 4.7. To choose a JΨv,z as above, we must choose a smooth nullhomotopy J
λ
v,t
for λ ∈ [−S0 − 1, 1] from Jeq,v,t to J , satisfying Jλv,z = Jeq,v,t for λ ∈ [−S0 − 1,−S0]
and Jλv,z = J for λ ∈ [0, 1]. Then we can define JΨv,s,t = Jsv,t for s ∈ [−S0 − 1, 1], and
extend appropriately. One can proceed iteratively, because the map v ∈ Si 7→ (Jeq,v,t)
is an element of pii of the space of compatible J , which is contractible. Thus we get
a filling disc for each such v ∈ Si 7→ (Jeq,v,t), and the radial coordinate of this filling
disc provides the λ coordinate of the homotopy Jλv,t (with radius 0 corresponding to
λ = 0). Then one perturbs this so that JΨv,z depends smoothly on its factors.
5. QS and the Equivariant pair-of-pants for a C2-small Hamiltonian
Proof of Theorem 1.1. For x± ∈ crit(f), then the coefficient of y ∈ crit(f) in Ψ−1eq ◦
P (Ψ(x+) ⊗ Ψ(x−)) is calculated using setups as in the top of Figure 4. Specifically,
for each i ≥ 0 we require sextuples (wL, wM , uL, uM , uR,+, uL,+) such that:
• wL is a −∇g flowline from vi,σ1 to vj,σ2 , for some 0 ≤ j ≤ i and σ1, σ2 ∈ {±1}.
• wM is a −∇g flowline from vj,σ2 to v0,+,
• uL is a reversed (i− j)-equivariant spiked disc, as in Section 4,
• uM satisfies Equation (10) with respect to wM ,
• uR,+ and uR,− are spiked discs, both using the same J,Hs and choice of f2s
perturbing the Morse function f , for s ∈ [0,∞) (where f2s = f for s 0).
•
lim
s→−∞uR,±(s, t) = lims→∞uM (δ±(s, t)).
•
lim
s→∞uL(s, t) = lims→−∞uM (+(s, t)).
We use the equivariant gluing argument, specifically as at the end of Section 2.7,
on the right hand side: observe that near the right hand cylindrical ends of the pair
of pants used for uM , we have that J
+
right,v,s,t = J
−
right,v,s,t = Jt for some Jt, and
on the left hand cylindrical ends of the 0-equivariant spiked discs uR,±, we use the
data Jws,t = Jt for the same Jt. This is true for a sufficiently large gluing parameter.
After gluing, we see that the coefficient of y in Ψ−1eq ◦P (Ψ(x+)⊗Ψ(x−)) is calculated
using domains as in the middle figure of 4. We may also use the equivariant gluing
theorem for the left hand broken equivariant Floer trajectory. Hence one in fact
counts configurations as in the bottom of Figure 4.
Concretely, let S˜ consist of a pair-of-pants (with finite ends) truncated to the region
s ∈ [−λ, λ], with a 1pi log(2λ) radius reversed spiked disc DL attached on the left and
two 1pi log(2λ) radius spiked discs D
±
R attached on the right hand ends. For λ > 0
sufficiently large, and for w : R → S∞ a −∇g flowline, we may define Jwz for z ∈ S˜
as:
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M
S∞
M
S∞
M
S∞
vi,± vj,± v0,+
vj,±vi,±
v0,+
v0,+
v0,+vi,±
s = 3λs = λs = −λs = −3λ
Figure 4. Gluing of spiked disks onto equivariant pair of pants. Dou-
ble headed arrows denote that the Hamiltonian loops are the same.
• Jwz = JwRΨ,s′,t′ for z ∈ DL parametrised using logarithmic coordinates on the
left capping disc (s′, t′) 7→ exp(2pi(s′ + it′)),
• Jwz satisfies the conditions in Section 2.2 for z in the region s ∈ [−λ, λ],
• Jwz = JwΨ,s′,t′ for z ∈ D±R using logarithmic coordinates on the right hand
capping discs (s′, t′) 7→ exp(−2pi(s′ + it′)).
If the gluing parameter λ is sufficiently large then this is well defined, i.e. Jwz = Jt in
some neighbourhood of s = ±λ. We conclude that the coefficient of y ∈ H∗(M) in
Ψ−1eq,i−k ◦ PSk ◦Ψ(x) for x ∈ H∗(M) is the number of isolated pairs (w, u) such that:
• w is a −∇g flowline on S∞ from vi,± to v0,+,
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• u : S˜ →M ,
• (du−XH ⊗ β + Y ) ◦ j = Jwz (du−XH ⊗ β + Y ),
• defining αL as the restriction of u to the negative halfline in S˜, then αL :
(−∞,−3λ]→M satisfies α˙L(s) = −∇f(αL(s)) and lims→−∞ αL(s) = y.
• defining αR,± as the restrictions of u to the two respective positive halflines
in S˜, then αR,± : [3λ,∞) → M satisfies ˙αR,±(s) = −∇f2s (αR,±(s)) and
lims→∞ αR,±(s) = x±.
This is a transverse setup for us to use the same Morse function f2s for both of the
right-hand Morse flows as we have picked a generic choice of Jv,z and constant spheres
may not appear due to the Hamiltonian perturbation.
Lemma 5.1. The number of these glued solutions (as in the bottom of Figure 4) for
the coefficient of y in Ψ−1eq ◦ P(Ψ(x)⊗Ψ(x)) is the coefficient of y in QS(x).
Proof. Choose f2v,s as for the Morse quantum Steenrod square, see Section 2.4. We
seek a homotopy f2v,s,η for η ∈ [0, 1] with f2v,s,0 = f2 and f2v,s,1 = f2v,s. Let f3s := f2s .
Given a homotopy f2v,s,η, let f
3
v,s,η := f
2−v,s,η. It is not immediate that generically if
f2v,s,η is an allowable homotopy from f
2 to f2v,s then f
2−v,s,η is an allowable homotopy
from f2 to f2−v,s.
Let F λ,iv,s = (1−λ)f is+λf iv,s for i = 2, 3. This is some homotopy between the original
choice of f i and f is,v, which is Z/2-equivariant. In general we may need to perturb this
homotopy for transversality. Let B be the space of allowable perturbations of F λ =
F λ,2v,s . Let Bi be allowable perturbations of the Morse functions for the upper/lower
leg, for i = 2, 3 respectively, of the setup as in the bottom of Figure 4. These Bi are
Baire sets in B. There is an involution ι of B induced by v 7→ −v. As Bi is Baire for
i = 2, 3, so too is B2∩ι(B3). Choose any F ′λv,s as the homotopy for f2 and F ′λ−v,s = ιF ′λv,s
as the homotopy for f3: this is an appropriate perturbation as B2 ∩ ι(B3) is Baire.
We use the homotopies F λ,2v,s for αR,+ and F
λ,2
−v,s for αR,− to assume that f2s to be
v-dependent. That is, we require after homotopy that the respective flowlines on the
right hand side satisfy α˙R,±(t) = −∇fs,±w(s)(αR,±(t)) for s ∈ [3λ,∞) (and similarly
on the left hand side). We then homotope Yz and β to 0. After translating in s we
may assume αR,± : [0,∞) → M and αL : (∞, 0] → M , along with the relevant s-
translation in f2v,s. This is Definition 2.11 (usingMMorse,i,A) of the quantum Steenrod
square, as the Jv,z that we obtain after gluing satisfies
Jv,z = J−v,z/(z−1),
by construction (see Remark 5.2). 
Recall that PS(Ψ(x)) = P(Ψ(x) ⊗ Ψ(x)). This concludes the proof of Theorem
1.1. 
Remark 5.2. (1) There is a Z/2 action on the broken solutions (top of Figure
4), induced from the action of γ on the pair-of-pants and the left capping disc,
and swapping the two right hand capping discs (along with a half-rotation for
both of them). This action induces an action on the glued solutions. Moreover
it induces the same Z/2 action as in the definition of QS, by triple transitivity
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of PSL(2,C). The induced Z/2 action on glued solutions must be the same
action as in the QS case, as it is a biholomorphism and its action on three
points is known. The Z/2 action in the symplectic square case is not explicitly
stated in [15], but can be deduced from Addendum 4.12 (or by inspection). It
is that solutions (w, u) biject with (−w, u◦γ), where γ : S → S is the covering
involution of S → R/Z.
(2) Our sphere S˜ in the proof of Theorem 1.1 can be thought of as a conformal
rescaling of the sphere S2, in an annulus near each of the three points. Specif-
ically, pick three points z1, z2, z3 ∈ S2, and 0 <  < ′ such that the ′ balls
around the zi are pairwise distinct. We can think of the finite length cylindrical
edges in S˜ as taking logarithmic coordinates on the annulus B′(zi)− B˚(zi).
6. QS and the symplectic square for equivariant symplectic
cohomology
6.1. Equivariant Symplectic Cohomology. Symplectic cohomology is formed as
the direct limit of Floer cohomologies using continuation maps φH,H′ : HF
∗(H) →
HF ∗(H ′) where H,H ′ are radial at infinity with λH ≤ λH′ . Specifically,
SH∗(M) := lim−→
H
HF ∗(H),
where the direct limit is taken over all Hamiltonians H that are radial at infinity.
We want to modify this to define SH∗eq(M). There are different ways of doing this
in general, but we work as suggested in [15, Equation (2.50)]. Specifically we use the
equivariant continuation maps we defined in Section 3 to define the direct limit of the
directed set {HF ∗eq(2 ·H)}, where the H are radial at infinity, so
SH∗eq(M) := lim−→
H
HF ∗eq(2 ·H).
We will define a symplectic square
PS : SH∗(M)→ SH2∗eq (M) (19)
induced by the symplectic square on Floer cohomology. In order to be well defined,
this requires Lemma 1.2:
Proof of Lemma 1.2. Using Figure 5, apply the equivariant gluing theorem on the
left hand cylinder of the lower setup, and the two right hand legs of the upper setup.
The proof follows by invariance under Z/2-equivariant homotopies of the choice of
J (which for an appropriate choice of J and gluing parameter may be a constant
homotopy), and the other auxiliary data. The flowline from vi,± to vj,σ (for j ≤ i)
in the lower part of Figure 5 could be rephrased as a solution for the asymptotics
vi−j,±σ and v0,+, as in Remark 2.5. 
Lemma 1.2 allows us to define PS in (19) as the direct limit of the Hamiltonian
Floer case. Let ξeq : HF
∗
eq(2 ·H)→ SH∗eq(M) be the natural map to the direct limit.
Definition 6.1 (The equivariant c∗-map). c∗eq := ξeq ◦Ψeq.
Proof of Corollary 1.3. Use Theorem 1.1 and descend to the direct limit. 
28 NICHOLAS WILKINS
P φH,H′
φH,H′
2H
φeq,H,H′
H ′
H ′
2H ′
P
2H ′
H
H
H
H
vi,± v0,+
vi,± v0,+ v0,+
v0,+
Figure 5. Broken solutions for PS ◦ φH,H′ and φeq,H,H′ ◦ PS respectively.
7. The symplectic Cartan relation
There is no immediate analogue of the (quantum) Cartan relation for the symplectic
square. This is because there is no obvious product ∗eq on SH∗eq(M). A symplectic
Cartan relation might have been expected to take the form
PS(x ∗ y) = PS(x) ∗eq PS(y) + q(x, y),
for an appropriate product ∗eq on SH∗eq(M) and a correction term q : SH∗(M) ⊗
SH∗(M) → SH∗eq(M) as in [18, Theorem 1.2]. A product is not an issue in the
quantum and classical cases because for example QH∗eq(M) = QH∗(M)[[h]], which
has an obvious product. This is not true for SH∗eq(M).
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Recall in Remark 2.5 that it was important for defining the symplectic square that
we use an almost complex structure Jwz such that J
w
z = J
−w
γz , where γ is an involutary
biholomorphism of the pair-of-pants S. Specifically, we require that if u : S → M
is Jw-holomorphic then u ◦ γ : S → M is J−w-holomorphic, and the two solutions
are related by a Z/2 action. Attempting to do the same for ∗eq fails because we
would need to choose Jwz for z ∈ S such that near infinity, on the cylindrical ends,
Jwz = (Jeq,w(s))t for z = (s, t) in cylindrical coordinates. This is to ensure that
we are constructing a chain map (consider for example what one must obtain in a
compactification of the moduli space). Suppose for a contradiction that J−wz = Jwγ′z
for some involutary biholomorphic γ′ : S → S. Then γ′ would have to be a half-
rotation near each of the three cylindrical ends. As we may view the pair-of-pants
as a three punctured sphere (using logarithmic coordinates), we may consider γ′ to
be a biholomorphism of the 3-punctured sphere. The condition that γ′ must be a
half-rotation near the cylindrical ends means that γ′ is bounded near each of the
punctures, so it extends to a biholomorphism γ′ : S2 → S2, which fixes each of the
three points that were removable singularities. A biholomorphism of S2 that fixes
three points is the identity, giving a contradiction, so no such γ′ exists.
7.1. The symplectic Cartan relation. In this section we will define some almost
complex structures Jpv,s,t where (s, t) parametrises a half-cylinder as given below,
v ∈ S∞ and p is an edge label. We give some important terminology to save on
repeating ourselves:
(1) Jpv,s,t is incoming if s ∈ (−∞, 0] and outgoing if s ∈ [0,∞).
(2) Jpv,s,t is equivariant if t ∈ R/2Z and nonequivariant if t ∈ R/Z.
(3) (Jpv,s,t, J
q
v,s,t) are symmetric if J
p
v,s,t = J
q
−v,s,t.
Further:
(1) If Jpv,s,t is equivariant then it satisfies J
p
v,s,t = J
p
−v,s,t+1 for all (v, s, t).
(2) If Jpv,s,t is equivariant then J
p
v,s,t = Jeq,v,t for |s|  1.
(3) If Jpv,s,t is nonequivariant then J
p
v,s,t = Jt for |s|  1, where Jt = J±right,v,2,t as
in Section 2.2.
(4) For all p, the Jpv,s,t = J for 0 ≤ |s| ≤ 1 for some fixed almost complex structure
J on M .
We choose almost complex structures:
• (JLLv,s,t, JLRv,s,t) to be outgoing, nonequivariant and symmetric.
• (JULv,s,t, JURv,s,t) to be outgoing, nonequivariant and symmetric.
• JDv,s,t to be incoming and equivariant.
As we work with cohomology, “outgoing” ends correspond to inputs and “incoming”
ends correspond to outputs. For each R ∈ (1,∞) and p ∈ {LL,LR,UL,UR,D}, let
Zp ∈ S2 such that:
ZLL = 0, ZLR =∞, ZD = 1, ZUL = −1/R, ZUR = −R.
For p ∈ {LL,LR,UL,UR,D} pick θp(R) ∈ STZpS2, the unit circle bundle of S2
at Zp, such that θLL = i
∗θLR and θUL = i∗θUR, where i(z) = 1/z. Pick smooth
functions rp : (1,∞) → R>0 such that the discs Brp(R)(Zp) are pairwise distinct for
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Jeq
Figure 6. The almost complex structure Jwz . The labels 0, 1, 2 next
to the edges indicate which wi is being used in that situation.
dw0
dt
(s) = −∇g0,s
dw2
dt
(s) = −∇g2,s
dw1
dt
(s) = −∇g1,s
Figure 7. Flowlines on S∞.
each R, and rp(R) = rp′(R) for (p, p
′) = (UL,UR), (LL,LR). We let mR be the
associated Riemann surface using logarithmic coordinates on Brp(R)(Zp)−{Zp}. The
parametrisation of the cylindrical ends for each p are determined by the relevant
descriptors “outgoing, incoming” etc for the corresponding Jp above.
Let w = (w0, w1, w2) be flowlines on S
∞ with respect to perturbations g0,s, g1,s, g2,s
of the Morse function g, defined for s ∈ (−∞, 0] for g0,s and s ∈ [0,∞) for g1,s, g2,s.
This is illustrated in Figure 7. These g must be chosen to satisfy:
• Each gq,s = g for |s|  0,
• the gq,0 are generic, to ensure transverse moduli spaces,
• gq,s(τx) = gq,s(x) + constant, so that τ i induces a bijection of flowlines with
endpoints vi,+ and v0,+ as in Remark 2.5,
• gq,s(−x) = gq,s(x), so that they descend to functions on RP∞.
One should think of these gq,s as being used analogously to calculating the cup
product on RP∞ using Morse theory (and is equal to this when restricting to each
RPi). An example of such gi,s is:
• g0,s = g1,s = g for all s,
• Let g(x0, x1, . . .) = g(x0, x1, . . .) + 
∑
j≥0 x2jx2j+1 for some small . Then let
g2,s(v) = g(v)+(1−β(s))g(v) where β : [0,∞)→ R is smooth, nonincreasing,
and β(s) = 1 for s ≥ 1 and β(s) = 0 for s ≤ 1/2. This satisfies all of the
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conditions above: crucially, it ensures the moduli spaces that we count will
be transverse.
We define Jwz for z ∈ mR such that
Jws,t = Jp,wq(s),s,t (20)
for z = (s, t) on the cylindrical end ep associated to Zp, and Jz = J away from the
cylindrical ends, and for pairs
(p, q) = (D, 0), (UL, 1), (UR, 1), (LL, 2), (LR, 2).
We see that Jwz = J
−w
1/z .
Given x, y, z ∈ SC∗(M), i ∈ Z and R ∈ (1,∞), let Mi,R(z;x, y) consist of pairs
(w, u) such that w is a triple of flowlines as in Figure 7, with w0(−∞) = vi,σ, w1(∞) =
v0,+, w2(∞) = v0,± for σ ∈ {±}, and u : mR →M such that lim
s→∞u|ep(s, t) = α(t) for
(p, α) = (D, z), (UL, y), (UR, y), (LL, x), (LR, x),
for σ = +. For σ = −, replace z(t) by z(t+ 1). Then u satisfies
(du−XH ⊗ β + Y ) ◦ j = Jwz ◦ (du−XH ⊗ β + Y ) (21)
as in the standard Floer equation where XH is the Hamiltonian vector field associated
to H and β is a 1-form on mR with dβ = 0, and β = b1dt on eLL, eLR where
x ∈ CF ∗(b1H), similarly β = b2dt on eUL, eUR and β = (b1 + b2)dt on eD, where
b1, b2 ∈ Z>0 (where β varies smoothly with R). We generally have to perturb using a
Hamiltonian Y , invariant under z 7→ 1/z and supported only on a compact subset of
the cylindrical ends (in order to prevent constant solutions).
Definition 7.1. For generic R ∈ (1,∞), i ≥ 0
q(R)i : SC∗(M)⊗ SC∗(M)→ SC∗(M), q(R)i(x, y) =
∑
z∈L
#Mi,R(z;x, y) · z
where # counts isolated solutions. Then
x⊗ y 7→
∑
i≥0
hiq(R)i(x, y)
descends to a well defined map q(R) : SH∗(M)⊗SH∗(M)→ SH∗eq(M), with a similar
proof as in Section 2.2.1.
The 1-cobordism associated to R ∈ (1,∞) is illustrated in Figure 8. Its boundary
consists of operations corresponding to m1 and m∞ (given in Figure 8).
For m1, two new special points are introduced, ZUU , ZLU . These points correspond
to cylindrical ends, and one must make a consistent choice of θ and radius for each
end. We choose JUUv,s,t to be incoming and equivariant and J
LU
v,s,t to be outgoing and
equivariant. In this case, for isolated solutions we use quartets of flowlines on S∞
denoted w = (w0, w1, w2, w3) as in Figure 9(I), and our almost complex structure Jz
for z ∈ m1 satisfies Equation (20) for
(p, q) = (D, 0), (LU, 1), (LR, 2), (LL, 2), (UU, 3), (UL, 3), (UR, 3).
For m∞, there are four new edges that appear, which are labelled a, b, c, d as in
Figure 8. We choose almost complex structures such that:
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zUL = −1/R
zUR = −R
zLR =∞zLL = 0
zD = 1
R→∞
zUU = 1
zLU = −1
R→ 1
m1 :
y
x x
m∞ :
zLRzDzLL
zUL
a b c
zUR
d
x
y
y
y
x
y
x x
JLU
JUU
Ja J b J c Jd
y
Figure 8. The 1-dimensional moduli space linking m1 and m∞. The
double-headed arrows denote Z/2 symmetry. For simplicity we omit
the S∞ data from this picture.
• (Jav,s,t, Jdv,s,t) are incoming, nonequivariant and symmetric.
• (Jbv,s,t, Jcv,s,t) are outgoing, nonequivariant and symmetric.
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(III)
w0
w2
w1
(I)
dw3
dt (s) = −∇g
dw2
dt (s) = −∇g2,s
dw1
dt (s) = −∇g1,s
dw0
dt (s) = −∇g0,s
(II)
w0
w1
w2
w3
dw4
dt (s) = −∇g
Figure 9. Flowline setups used in S∞.
In this case we use quintets of flowlines on S∞, denoted w = (w1, w2, w3, w4, w5)
as in Figure 9(II). After homotoping the data as in Lemma 7.2, the only isolated
solutions will be for w3 and w4 being constant flowlines at v
0,+ and v0,±. So this
really reduces to the setup of Figure 9(III).
The points inMi,1(z;x, y)unionsqMi,∞(z;x, y) form the boundary of the 1-dimensional
cobordism
⊔
R∈[1,∞]Mi,R(z;x, y), hence #Mi,1(z;x, y) = #Mi,∞(z;x, y) and so q(1)i =
q(∞)i.
Lemma 7.2.
∑
i q(∞)i(x, y)hi = PS(x ∗ y) where ∗ is the pair-of-pants product.
Proof. Consider Figure 8, specifically the m∞ endpoint. Homotope the data (i.e. the
almost complex structures) on the left and right spheres Z/2-equivariantly, as we did
for the Morse function in Lemma 5.1, so that they are independent of v. It is then
immediate that q(∞)i(x, y) = PSi(x ∗ y). 
Let S˜ be the domain m1, but removing the sphere with edges ZUL, ZUU , ZUR, see
Figure 10. Thus, S˜ is a Riemann surface with 1+3 cyclindrical ends. Keep all almost
complex structures and other conditions the same as for m1.
Definition 7.3. Using the same edge labels and almost complex structures for S˜ as
for m, define
PS ′i : CF j(b1H)⊗ CF keq(2 · b2H)→ CF 2j+k−ieq (2 · (b1 + b2)H),
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x x
JLR
JD
JLU y
JLL
a
Figure 10. Configurations for the coefficient of a in the operation
PS ′(x; y).
PS ′i(x; yhl) =
∑
a
nx,y,a,l,i · a
where nx,y,a,l,i counts the number of pairs (w, u) where w is a setup as in Figure
9(III) with w0(−∞) = vi+l,σ0 , w1(∞) = vl,σ1 , w2(∞) = v0,+ and u : S˜ →M satisfies
Equation (21) on S˜ with:
lim
s→−∞u|eD =
{
a(t) if σ0 = +
a(t+ 1) if σ0 = −
lim
s→∞u|eLU =
{
y(t) if σ1 = +
y(t+ 1) if σ0 = −
lim
s→∞u|ek = x(t) for k = LR,LL.
(22)
Define PS ′(x; yhl) := ∑i≥0 PS ′i(x; yhl)hl+i.
Note that PS ′ descends to a map on cohomology as in Section 2.2.1: first we
construct
P ′ : (CF ∗(b1H)⊗ CF ∗(b1H))⊗ CF ∗eq(2 · b2H)→ CF ∗eq(2 · (b1 + b2)H),
where for P ′(xLL, xLR, y) we consider u satisfying Equations (21) and (22), changing
x(t) to xk(t) in (22). We extend h-linearly to
P ′ : C∗Z/2(CF ∗(b1H)⊗ CF ∗(b1H))⊗ CF ∗eq(2 · b2H)→ CF ∗eq(2 · (b1 + b2)H).
We then analyse the different possible ways in which the cylindrical ends may break.
This shows that P ′ is a chain map, hence PS ′ = P ′ ◦ (η ⊗ id) is a well-defined map
on cohomology.
It is immediate that PS ′0(x; yhi) is a chain representative of x2yhi and PS ′i(x; 1) is
a chain representative of PSi(x).
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R→ 0
1
−1−R− 1R
0 ∞
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x
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R→ 1
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z
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wywzwx wy
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only trivial setups survive for rigid solutions
Figure 11. For the lower row, single arrows represent Floer trajecto-
ries for inputs from SH∗(M). Double arrows represent trajectories for
inputs/outputs from SH∗eq(M). Arrows split by an orthogonal line are
broken trajectories. The upper row demonstrates the relevant flowlines
on S∞, labelled accordingly.
Remark 7.4. Using the 1-dimensional cobordism illustrated in Figure 11 for R ∈
[1,∞], arguing as in Lemma 7.2 it can be shown that
PS ′(x ∗ z; y) = PS ′(x;PS ′(z, y))
or rather that PS ′ defines a SH∗(M)-module structure on SH∗eq(M). This seems to
be the best we can do with the given approach, considering there is no obvious product
structure on SH∗eq(M).
Lemma 7.5. ∑
i
q(1)i(x, y)hi = PS ′(x;PS(y)).
Proof. This is immediate, given the definition of PS ′. 
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Proof of Theorem 1.4. Use Lemmas 7.5 and Lemma 7.2. 
Remark 7.6 (A sketch of the comparison to the quantum Cartan relation). Consider
the methods in [18, Section 5], when proving the quantum Cartan relation. The
operations
(x, y) 7→
{
QS(x) ∗QS(y)
QS(x ∗ y)
correspond to two different configurations of five marked points on nodal spheres.
To identify these two operations would have required a Z/2-invariant homotopy be-
tween these two point configurations, and it can be shown that such a homotopy does
not exist. Here, the Z/2-action acts by as (12)(34) if the marked points are labelled
z0, z1, z2, z3, z4.
In the referenced section of the paper, these configurations were embedded as points
in a four-dimensional space of domains, and it was observed that while there was
no Z/2-invariant homotopy connecting these configurations, we could do the next
best thing and find a Z/2-equivariant cycle (i.e. an element of the Z/2-equivariant
homology of the space of domains) that allowed us to construct a correction term in the
quantum Cartan relation. Attempting to do this in the symplectic case involves a much
more complicated moduli space. Broadly, one has (at least) five punctures as opposed
to marked points, along with the information of an asymptotic point at each puncture.
The addition of the asymptotic point means that, under the compactification, some
points in the moduli space the quantum case are replaced by copies of S1 (because
the induced asymptotic point on the limiting configuration may well depend on the
direction at which it is approached). Depending on the choice of parametrisation, the
point “corresponding” to the operation (x, y) 7→ QS(x)∗QS(y) is replaced by a copy of
S1. This prevents us from defining the product of the symplectic squares. Moreover,
one might consider using this entire copy of S1 to define an operation, but as it is the
boundary of a 2-disc in the moduli space the induced operation will be 0.
7.2. Cotangent bundles for n-spheres. Seeliger in [14] calculates H∗(LSn;Z) :=
H∗+n(LSn;Z) using the Serre fibration ΩSn ↪−→ LSn → Sn, where ΩSn is the based
loop space of Sn and LSn = C∞(S1, Sn) is the free loop space of Sn. We can take a
tensor product of the spectral sequence with Z/2 to show that with Z/2 coefficients:
H∗(LSn) ∼= H∗(Sn)⊗H∗(ΩSn)
as rings, where H∗(Sn) = H∗+n(Sn). The ring structure uses the Chas-Sullivan loop
product, the intersection product and the Pontrjagin product respectively. Then
H∗(LSn) ∼= Z2 [x]/(x2)⊗ Z2 [y],
where |x| = −n and |y| = n− 1.
The Viterbo isomorphism states that SH∗(T ∗Sn) ∼= H−∗(LSn) as rings, see [17], so
these x, y ∈ H∗(LSn) correspond (abusively) to |x| = n and |y| = 1−n in SH∗(T ∗Sn).
For example, for odd n we may use as representatives of the generators of H∗(LSn)
embedded submanifolds as given by Oancea [6, Section 7], for n > 1.
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By Theorem 1.4, to calculate PS(xyi) we may calculate:
r∑
k=0
PS ′r−k(yi;PSk(x)) for all r.
By considering H∗(LSn), we see that x = c∗(xn) where xn ∈ Hn(Sn) is the gener-
ator. Using Corollary 1.3,
PS ◦ c∗(xn) = c∗eq ◦ Sq(xn)
and classically Sq(xn) = xnh
n. Recall that c∗eq = c∗ + h(. . .), so PS(x) = xhn +
hn+1(. . .). Specifically there is a representative of PS(x) such that PSn(x) represents
x and PSr(x) = 0 for r < n. This implies that for r = n:
PSn(xyi) =
n∑
k=0
PS ′n−k(yi;PSk(x)) = PS ′0(yi;x) = xy2i,
and for r < n,
PSr(xyi) =
r∑
k=0
PS ′r−k(yi;PSk(x)) = 0.
This is as much as we may prove for these specific representatives of the generators
(in fact, we have not even shown that PS(xyi) 6= 0, because we have not ruled out
xyihn + hn+1(. . .) being exact).
The other generators of SH∗(T ∗Sn) correspond to yi (for i ∈ N). Recall that
PS0(yi) is a chain representative of yi ∗ yi = y2i. Hence PS(yi) = y2i + h(. . .),
abusively denoting by y2i our chain level representative of y2i. From this we can
prove slightly more, specifically that:
Lemma 7.7. PS(yi) 6= 0.
Proof. Suppose for a contradiction that PS(yi) = y2i + h(. . .) is a boundary, so
y2i + h(. . .) = deq(A0 + A1h
1 + . . .). This implies that y2i = d(A0) (d here being the
nonequivariant differential), hence y2i is exact. This is a contradiction from the ring
structure of SH∗(T ∗Sn). 
Remark 7.8. It should be reiterated that PSi and PS ′j are defined on the chain level.
They are not in general maps on homology, even though PS and PS ′ are well defined
on homology.
8. The Equivariant Pair-of-Pants for Negative Line Bundles
In this section we extend the work by Ritter in [10] to the Z/2-equivariant setting.
Specifically, we are interested in the total space of a negative line bundle E over a
closed symplectic manifold B, which we denote M = Tot(E → B). We are interested
in the case where M is monotone, and we use a Novikov field Λ = Z/2((T )), where
|T | = 2N . The minimal Chern numberN in such a case is defined by c1(pi2(M)) = NZ
for N > 0. We will only repeat immediately relevant technical details of the cited
paper, in order to minimise repitition.
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8.1. The relation between the quantum Steenrod square and the symplectic
square. We recall that Ritter proved in [10, Theorem 1, see Section 1.3], with M as
above, that there is a particular linear homomorphism r : QH∗(M) → QH∗+2(M)
such that
QH∗(M)/(ker rk)
∼=−→ SH∗(M), (23)
for k  0, with the isomorphism being induced by the c∗ map. Indeed, ker rk = ker c∗
and we denote K = ker rk.
For the case of Z/2-equivariant Floer theory, starting with the commuting square
in Equation (3), we may write down the following commutative diagram:
QH∗(M)/K · Λ QS //
∼=c∗

QH∗eq(M)/QS(K) · Λ[[h]]
c∗eq

SH∗(M) PS // SH∗eq(M)
(24)
The fact that QS descends to the top horizontal map of Equation (24) is by linear
algebra. The fact that c∗eq descends to the right hand vertical map of Equation (24)
comes from the commutativity of (3), i.e.
c∗eq(QS(k)) = PS(c∗(k)) = 0, (25)
for any k ∈ K. In general we do not know any more about the homomorphism c∗eq,
but we will discuss the setup of the problem. In the next section we will prove that
c∗eq is an isomorphism for Tot(O(−1)→ CPn).
We proceed as in [10], we choose a loop of Hamiltonian symplectomorphisms gt :
M → M for t ∈ R/Z such that gt is multiplication by e2piit (rotation of the fibre C
of E). The gt are generated by the Hamiltonian H1 = H1(R) = (1 + )R for some
0 <  1 depending on the choice of symplectic form. Here R is the radial coordinate
of the line bundle. Let Hk(R) = k(1 + )R. Define for t ∈ R/2Z
g∗Hk = Hk ◦ gt −H1 ◦ gt = Hk−1, (26)
as gt preserves R, and
(g∗Jeq,v)t = d(gt)−1 ◦ Jeq,v,t ◦ d(gt), (27)
which still satisfies the conditions of Section 2.1, remaining regular as in [10, Theorem
18]. Notice that gt is 1-periodic, so for t ∈ R/2Z it is twice wrapped. In particular,
(27) ensures that (g∗Jeq,−v)t+1 = (g∗Jeq,v)t. There is a choice of lift of gt to g˜, an
action on the cover L˜0M → L0M , where L0M consists of contractible free loops on
M and L˜0M consists of pairs (v, x) where x ∈ L0M and v : D2 →M with ∂v = x, up
to a relation ∼ where (v1, x1) ∼ (v2, x2) exactly when x1 = x2 and ω, c1 both vanish
on v1#v2. In the case of this specific gt we choose g˜t as in [10, Section 7.8], such that
g˜ · (cx, x) = (cx, x) where x ∈ L0M is a constant loop in the zero section of M and
cx : D
2 →M is the constant map at x.
We define
Seqg˜ : CF
∗
eq(2 ·H,Jeq)→ CF ∗+4eq (2 · g∗H, g∗Jeq), c 7→ g˜−1c.
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Specifically, let c = (x, x˜) ∈ CF ∗(2 ·H), where we consider x as being 2-periodic with
respect to H (Section 2.1) and x˜ is a filling disc for x. Then g˜−1(x, x˜) = (y, y˜) where
y˜(t) = g˜−1t (x˜(r, t)), using polar coordinates on the disc for t ∈ R/2Z. The grading
shift ∗ 7→ ∗ + 4 comes from the Maslov index of (g2, g˜2): see [10, Section 3.1 and
Lemma 48]. Further, this commutes with the equivariant continuation maps using
the equivariant gluing arguments as have appeared throughout this paper, so
Seqg˜ ◦ Φeq,H,H′ = Φeq,g∗H,g∗H′ ◦ Seqg˜ . (28)
Observe that, for req defined by the composition
req = Ψ
−1
eq ◦ Φeq,H−1,H0 ◦ Seqg˜ ◦Ψeq,
the following diagram commutes:
SH∗eq(M) = lim−→
H
(
HF ∗eq(H0)
Φeq,H0,H1 // HF ∗eq(H1)
Φeq,H1,H2 // HF ∗eq(H2)
Φeq,H2,H3// . . .)
= lim−→
H
(
QH∗eq(M) req
//
∼= Ψeq
OO
QH∗+4eq (M) req
//
∼= (Seqg˜ )−1◦Ψeq
OO
QH∗+8eq (M) req
//
∼= (Seqg˜ )−2◦Ψeq
OO
. . .)
(29)
Hence we may determine SH∗eq(M) using the lower row. Compare to [10, Section
3, Section 4.2], where the map
Sg˜ : HF
∗(H,J)→ HF ∗+2(g∗H, g∗J), c 7→ g−1c,
was similarly defined, where c is a 1-periodic Hamiltonian loop for H and (gc)(t) =
gt · c(t). As 1-periodic loops were used in [10], the index change is 2, the Maslov
index of (g, g˜). Likewise the map r : QH∗(M) → QH∗+2(M) was defined by the
composition
r = Ψ−1 ◦ ΦH−1,H0 ◦ Sg˜ ◦Ψ. (30)
Ritter then showed that there is some k > 0 such that r|Im rk : Im rk → Im rk+1 is an
isomorphism, hence c∗ : QH∗(M)/ ker rk
∼=−→ SH∗(M). Unfortunately, the methods
in that paper do not apply imediately, because QH∗eq(M) is not a finite dimensional
Λ-module.
Lemma 8.1. req ◦QS = QS ◦ r.
Proof.
QS ◦ r = QS ◦Ψ−1 ◦ ΦH−1,H0 ◦ Sg˜ ◦Ψ
= Ψ−1eq ◦ PS ◦ ΦH−1,H0 ◦ Sg˜ ◦Ψ
= Ψ−1eq ◦ Φeq,H−1,H0 ◦ PS ◦ Sg˜ ◦Ψ
(31)
using respectively Theorem 1.1 and Lemma 3.2. To see that
PS ◦ Sg˜ = Seqg˜ ◦ PS,
observe that if we count the coefficient of y in Seqg˜ ◦ PS(x) then we count u : S →M
satisfying (10) except that we replace the conditions y(t) and y(t + 1) by gt · y(t)
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and gt · y(t + 1) respectively. Similarly for x(t) being replaced by gtx(t) in (10) for
PS ◦ Sg˜(x).
Let (g∗u)(z) = g−1pi2zu(z) , where the 2 to 1 branched cover S → R× R/Z uses the
projection map pi = pi1 × pi2. Then there is a bijective correspondence between pairs
(w, u) that one counts for the coefficient of y in Seqg˜ ◦ PS(x) and solutions (w, g∗u)
counted for the coefficient of y in PS ◦ Sg˜(x). Here, if we use the data (H,Jwz , Y ) for
Seqg˜ ◦ PS then we use the data (g∗H, g∗Jwz , g∗Y ) for PS ◦ Seqg˜ , where
g∗Jwz := d(gpi2z)
−1 ◦ Jwz ◦ dgpi2z
satisfies the relevant conditions in Section 2.2. 
Remark 8.2. The Maslov index above uses g2, because gt wraps twice for t ∈ R/2Z.
We recall that in the space of based loops in a Lie group, the product induced by the
group action is homotopic to the product induced by composition of loops.
Remark 8.3. By Lemma 8.1 above, we see that
QS(ker rk) ⊂ ker rkeq.
This gives another proof that (25) holds.
8.2. The symplectic square for M = Tot(O(−1) → CPm). Observe first that
M = Tot(O(−1) → CPm) deformation retracts onto CPm, hence they have the
same cohomology. Therefore, all that is strictly different between the quantum coho-
mologies of M and CPm is the interaction with J-holomorphic spheres. Recall that
|T | = 2m, where T is the quantum variable.
We state but do not reprove from [10, Theorem 61] that
QH∗(M) = Λ[ωQ]/(ωm+1Q + T · ωQ), (32)
where ωQ is the symplectic form on CPm. We will distinguish by ωi and ωiQ taking
ω∪ ...∪ω and ω ∗ ... ∗ω, respectively the i-th power for the cup and the quantum cup
products. Hence in this notation ω = ω1 = ω1Q.
We will give a way to iteratively compute QS, in the same way as was used in [18,
Section 6]. We refer the reader to the aforementioned section for more details. We
use the quantum Cartan relation from [18, Theorem 1.2] to show that
QS(ωi+1Q ) = QS(ωiQ) ∗QS(ωQ) +
∑
j,k
qj,k(W0 ×Dj−2,+)(ωiQ, ωQ)hj .
Using that QS(ωQ) = ωQ ∗ ωQ + ωQh2 (which follows from a combination of basic
properties of the Quantum Steenrod square), it is sufficient to calculate qj,k(W0 ×
Dj−2,+)(ωiQ, ωQ) for each i, j, k such that 0 ≤ i ≤ m, and use the quantum Cartan
relation.
In [18, Lemma 5.6], it was proved that qj,0 = 0. For degree reasons qj,k = 0 when
both k > 1 and i < m. Hence, for i < m we only need to consider k = 1, i.e. a
degree 1 J-holomorphic sphere. This corresponds to setups of the form of Figure 12
(see [18, Section 5] for justification). In the figure, the intersection conditions with
“PD(ωiQ)v” is shorthand for the conditions of evaluating the holomorphic sphere at
some chosen pseudocycle representatives of PD(ωiQ)v as in Definition 2.12. One can
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show that because codim PD(ωQ) = 2 which is the dimension of the J-holomorphic
sphere, the intersection conditions with ωQ are unnecessary except for fixing marked
points. Thus, the calculation of the coefficient of ωlQ ·T in qj,1(W0×Dj−2,+)(ωiQ, ωQ)
is counting how many degree 1 J-holomorphic spheres there are intersecting some
generic pseudocycle representatives of PD(Sqj(ωiQ)) ∈ H∗(D, ∂D) and PD(ωlQ)∨ ∈
H∗(D), where ∨ is the intersection duality. For degree reasons there can only be
solutions for (j, l) = (2(m − i), 2), (2(m − 1 − i), 0). By moving the CP0 (i.e. the
point representing PD(ωlQ)
∨) in the l = 0 case to infinity (see [10, Theorem 61]) we
see the only possibly non-zero term occurs for (j, l) = (2(m− i), 2). Hence∑
j,k
qj,k(W0 ×Dj−2,+)(ωiQ, ωQ)hj =
(
i
m− i
)
ωQTh
2+4i−2m, (33)
where
(
i
m−i
)
is the coefficient of ωmQ in Sq
m−i(ωiQ) (the classical Steenrod square is
a homotopy invariant, and we know the answer for CPm). For i = m, all of the
previous holds for k = 1, but there is also the possibility of k = 2. If k = 2 then
j = 2, and recall that j = 2 corresponds to using D0,+ (a point) as the parameter
space. Hence this is the T 2 term in the standard quantum product ωmQ ∗ωmQ ∗ωQh2 (it
is not ωmQ ∗ωmQ ∗ωQ ∗ωQ, because the final intersection of the holomorphic sphere with
the hypersurface PD(ω1Q) fixes the marked point associated to varying our domains
in W0), giving that∑
j,k
qj,k(W0 ×Dj−2,+)(ωmQ , ωQ)hj = ωQTh2+2m + ωQT 2h2.
These can be used to calculate all of the quantum Steenrod squares for any m.
Example 8.4. We let x = ωQ, and M = Tot(O(−1)→ CP4).
QS(x) = x2 + xh2,
QS(x2) = QS(x) ∗QS(x) + (13)xTh−2
= (x2 + xh2)2 = x4 + x2h4,
QS(x3) = QS(x2) ∗QS(x) + (22)xTh2
= (x2 + xh2) ∗ (x4 + x2h4) + xTh2
= x2T + x4h4 + x3h6,
QS(x4) = QS(x3) ∗QS(x) + xTh6
= x4T + x3Th2 + x2Th4 + xTh6 + x4h8,
QS(x5) = QS(x4) ∗QS(x) + xTh10 + xT 2h2
= (x2 + xh2)T 2 = QS(xT ),
remembering that in this case there is the extra correction term xT 2h2.
For this choice of M , the linear map r is multiplication by the symplectic form x
(see e.g. [10, Lemma 60]). In general it is multiplication by the Seidel element. Then
ker r = xn + T , and r|Im r : Im r → Im r2 is an isomorphism. We denote
req =
∑
i≥0
h2iri, (34)
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Figure 12. Setups for the correction term in calculating QS for M .
where ri : QH
∗(M) → QH∗+4−2i(M). Observe that r0 uses constant flowlines on
S∞, hence r0 = r2 where r is as in Equation (30).
We note that:
• we have calculated the correction terms of the quantum Cartan relation above,
• we can show that QS(xm) = xmh2m+ . . . (lower order in h), because QS(x) =
xh2 + x2, then we use the quantum Cartan relation and induction to show
QS(xi) = xih2i + . . . (lower order in h), (35)
for each i = 0, ...,m.
• from Equation (32), we know that xm+1 = xT
• hence QS(xm+1) = QS(xT ) = (x2 + xh2)T 2,
we can deduce, using the quantum Cartan relation, the points above and dividing
QS(xm+1) + xTh2m+2 + xT 2h2 by QS(x) = x2 + xh2, that
QS(xm) = xmh2m + T
(
m∑
i=1
xih2m−2i
)
. (36)
Proof of Theorem 1.5. We must prove two lemmas.
Lemma 8.5.
req|Im req : Im req → Im r2eq
is an isomorphism.
Proof. The Λ vector space QH∗(M) is generated by {x, . . . , xm, xm+T}. The additive
group Im r = r(QH∗(M)) = x ∗ QH∗(M) is generated by {x, . . . , xm}, and xm + T
generates K = ker r. We will prove that ri(QH
∗(M)) ⊂ Im r for all i. Observe that
for x ∈ H∗(M), we have ri(x) =
∑
j≥0 ri,j(x)T
j , where ri,j(x) ∈ H∗+4−2i−2jN (M).
As the cohomology is bounded below by degree 0 we see that ri = 0 for 2i > dimM+4,
hence only a finite number of ri are nonzero.
There are five classes of cases to check (all other ri must land in Im r for degree
reasons: specifically, ri(x
n) may land in Im r only if |ri(xn)| is divisible by m. These
cases are:
(1) r0(x
m−2),
(2) r2(1),
(3) ri+2(x
i) for i = 1, ...,m,
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(4) r2(x
m),
(5) r1(x
m−1).
Case (1) is immediate, as r0 = r
2. For Case (2), Lemma 8.1 implies that
req(1) = req(QS(1)) = QS(r(1)) = QS(x) = x2 + xh2.
Hence r2(1) = 0. For Case (3), we use downwards induction. For the base case,
Lemma 8.1 implies that
req(QS(xm + T )) = QS(r(xm + T )) = 0. (37)
Using Equation (36), the h4m+4 term of the left hand side of Equation (37) is
rm+2(x
m). The h4m+4 term of the right hand side is 0, hence
rm+2(x
m) = 0.
For the induction step we proceed similarly. Lemma 8.1 implies that
req(QS(xi)) = QS(xi+1). (38)
We rewrite Equation (35) as:
QS(xi) = xih2i +
m−i∑
j=1
jx
i+jh2i−2j + δTh4i−2m +
∑
j≥1
ηjTx
jh4i−2m−2j , (39)
for some j , δ, ηj ∈ Z/2. Hence the h4i+4 term on the left hand side is
ri+2(x
i) +
m−i∑
j=1
jri+j+2(x
i+j) + δTrm+2(1) +
∑
j≥1
Trm+2+j(x
j). (40)
Using Equation (34), as m ≥ 1, for degree reasons rm+2+j(xj) = 0 for all j ≥ 0. By
the induction hypothesis, we assume that ri+j+2(x
i+j) = 0 for all 1 ≤ j ≤ m − i.
Hence the expression in (40) reduces to ri+2(x
i). We also note that the h4i+4 term
on the right hand side of Equation (38) is 0 using Equation (39). Hence by induction
ri+2(x
i) = 0.
For Case (4), using Equation (36) to expand the h2m+4 term of (37) implies that
r2(x
m) + T
m∑
i=1
ri+2(x
i) + T 2rm+2(1) = 0. (41)
We know from the previous cases that all of the terms except r2(x
m) on the left hand
side of (41) vanish, hence r2(x
m) = 0.
For the final case, consideration of the h4 term of (37) implies that
T (r2(x
m + T ) + r1(x
m−1) + r0(xm−2)) = 0.
We know that r2(x
m + T ) = 0 from cases (2) and (4), hence
r1(x
m−1) = r0(xm−2) = r2(xm−2) = xm.
Knowing that r|Im r : Im r
∼=−→ Im r2 ⊂ Im r is an isomorphism, there exists
a : Im r2 = Im r → Im r such that ar2 = r. Use an argument as in Lemma 4.3 to
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iteratively construct some aeq : r(QH
∗(M))[[h]]→ r(QH∗(M))[[h]], of the form
aeq = a
2 + h2a2r1a
2 +
∑
i≥2
h2iai,
such that the
ai : Im r
2 = Im r → Im r
are written as compositions of a and the ri, and aeqr
2
eq = req. We required that
ri(QH
∗(M)) ⊂ r(QH∗(M)) = r2(QH∗(M)) for all i so that aeq is well defined (specif-
ically, it ensures that akrkri = ri). 
Lemma 8.6.
ker req = QS(xn + T ) · Λ[[h]].
Proof. Suppose x =
∑
i≥0 xih
i 6= 0 is some element of ker req. Let j be minimal
such that xj 6= 0. Observe that req(x) = 0, which implies that r2(xj) = 0, i.e.
xj ∈ ker r2 = 〈xn + T 〉. Hence
xj = λj · (xn + T ),
for λj ∈ Λ. Replace x by x− hjλjT−1QS(xn + T ) and note that the coefficient of hi
in x− hjλjT−1QS(xn + T ) is zero for i ≤ j. We then iterate. This yields that
x =
T−1∑
i≥0
λih
i
QS(xn + T ),
for some λi ∈ Λ. 
Using an argument as in [10, Section 4.2] and the diagram 29, by Lemma 8.5 we
deduce that
c∗eq : QH
∗
eq(M)/ ker req
∼=−→ SH∗eq(M).
Then Theorem 1.5 follows by Lemma 8.6. 
We finish by calculating PS for the same case as Example 8.4, using Equation
(24), and observing by the work earlier in this subsection that we can do a similar
calculation for all Tot(O(−1)→ CPn). Recall that in general SH∗eq(M) does not have
an obvious ring structure, but in this case it inherits one from QH∗eq(M).
Example 8.7. We let x = ωQ, and M = Tot(O(−1) → CP4), using Theorem 1.5,
we know that
SH∗eq(M) ∼= Λ[x][[h]]/QS(x4 + T ) · Λ[[h]].
Then using Example 8.4 we calculate:
PS(x) = x2 + xh2 ,
PS(x2) = x4 + x2h4
= T + x3h2 + xh6 +
∑
i≥0
h8iT−i(T + x3h2 + x2h4 + xh6),
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PS(x3) = x2T + x4h4 + x3h6
= x2T + Th4 + x2h8 + xh10 +
∑
i≥0
h4+8iT−i(T + x3h2 + x2h4 + xh6),
PS(x4) = x4T + x3Th2 + x2Th4 + xTh6 + x4h8
= T 2 = PS(T ),
Remark 8.8. Lemma 8.6 works more generally for
M = Tot(O(−k)→ CPm),
when k ≤ (m+ 1)/2 is odd. That is because in this case,
QH∗(M) ∼= Λ[x]/(xm+1 + Txk),
r is quantum product with x and
(xm−k+1 + T ) = ker rk.
For the given range of k, we have that (xm−k+1 + T )2 = T (xm−k+1 + T ), hence it
generates ker rk. That is the key idea in the proof of the lemma.
It should also be reasonable that Lemma 8.5 works for the given range of k, although
this has not been proven. More generally, there is no guarantee that either lemma holds
more generally for the total space of a negative line bundle over a closed symplectic
manifold, or even for odd k > (m + 1)/2. For even k the symplectic cohomology is
trivial.
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