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HOPF-THEORETIC APPROACH TO MOTIVES OF TWISTED FLAG
VARIETIES
VICTOR PETROV AND NIKITA SEMENOV
Abstract. Let G be a split semisimple algebraic group over a field and let A∗ be an
oriented cohomology theory in the sense of Levine–Morel. We provide a uniform approach
to the A∗-motives of geometrically cellular smooth projective G-varieties based on the
Hopf algebra structure of A∗(G). Using this approach we provide various applications
to the structure of motives of twisted flag varieties.
1. Introduction
1.1 (Overview of motives). Chow motives were introduced by Alexander Grothendieck in
the 1960s, and they have since become a fundamental tool for investigating the structure of
algebraic varieties. Computing Chow motives has also proved to be valuable for addressing
questions on other topics. For example, Voevodsky’s proof of the Milnor conjecture relies
on Rost’s computation of the motive of a Pfister quadric. More generally, the structure
of the Chow motives of norm varieties plays a crucial role in the proof of the Bloch–Kato
conjecture by Rost and Voevodsky.
Applications of Chow motives include among others results on higher Witt indices of
quadratic forms [Ka03], structure of the powers of the fundamental ideal in the Witt ring
[Ka04], cohomological invariants of algebraic groups [GPS16], [S16], Kaplansky’s problem
on the u-invariants of fields [Vi07], and isotropy of involutions [KaZ13].
Chernousov, Gille, Merkurjev and Brosnan established the structure of the Chow
motives of twisted flag varieties which are homogeneous under an isotropic group G (see
[CGM05] and [Br05]). Petrov, Semenov, and Zainoulline established the structure of the
Chow motives of generically split twisted flag varieties and introduced an invariant of
algebraic groups, called the J-invariant (see [PSZ08], [PS10], [PS12], and in the case
of quadratic forms [Vi05]). This invariant allowed, in particular, to construct a new
cohomological invariant for groups of type E8 and to solve a problem of Serre about
groups of type E8 and its finite subgroups (see [GS10] and [S16]).
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Besides, Garibaldi, Petrov and Semenov used decompositions of Chow motives to relate
the rationality of some parabolic subgroups of groups of type E7 with the Rost invariant
proving a conjecture of Rost and solving a question of Springer in [GPS16].
Chow theory is an example of an oriented cohomology theory in the sense of Levine–
Morel [LM]. There exist also applications of motives with respect to other oriented
cohomology theories to algebraic groups. For example, Panin related in [Pa94] the K0-
motives of twisted flag varieties and Tits algebras of algebraic groups generalizing some
result of Quillen and Swan.
More recently, Sechin and Semenov used Morava motives to obtain new estimates on
torsion in the Chow groups of quadrics (see [SeS18]).
We provide now an overview of results of the present article.
1.2 (Unification of motives for different oriented cohomology theories). Let A∗ be an
oriented cohomology theory in the sense of Levine–Morel [LM], let G be a split semisimple
algebraic groups over a field F , let B be a Borel subgroup of G, let W be the Weyl group
of G, and let E be a G-torsor over F .
In this article we provide a uniform approach to the A∗-motives of twisted flag varieties
based on the Hopf algebra structure of A∗(G).
For example, it is known that the Chow motive of E/B modulo a prime number p is
a direct sum of Tate twists of the same indecomposable motive Rp(E), whose structure
is described in [PSZ08] in terms of the J-invariant of E (see Section 3.4). The rank of
Rp(E) can be also expressed in terms of the J-invariant and is usually big.
On the other hand, the K0-motive of E/B is a direct sum of |W | indecomposable
motives, which in general are not Tate twists of each other. These motives are related to
the Tits algebras of E as described in [Pa94] and all of them have rank one.
In the context of the algebraic cobordism of Levine–Morel both the Chow theory and
K0 are free oriented cohomology theories arising from the same construction with respect
to an additive or a multiplicative formal group law. Therefore at first glance it seems
very surprising that the structure of the Chow motives and of K0-motives of E/B are so
different.
We provide an explanation of this phenomenon in terms of the coproduct structure of
A∗(G). Note that the coproduct structures of K0(G) and of CH∗(G) are different even
for groups of small rank, like PGL2.
Moreover, our approach allows to give a definition of the J-invariant for an arbitrary
oriented cohomology theory A∗ satisfying certain axioms. We define the J-invariant as a
quotient of the bialgebra A∗(G) by a certain concrete bi-ideal, which depends on the torsor
E (see Definition 4.6). For example, this bi-ideal is zero, if the torsor E is generic. In the
case of the Chow motives this definition is equivalent to the old one given in [PSZ08].
Furthermore, it turns out that the motivic decomposition of E/B with respect to a
theory A∗ has two layers. The first layer is determined by the J-invariant and the second
layer is determined by the structure of finitely generated projective modules over the dual
algebra (in the sense of Hopf algebras) of the J-invariant. This second layer is empty for
the Chow motives (and therefore remained hidden), but, for example, it is not empty for
the K0-motives. This provides a conceptual explanation, why opposite to the case of the
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Chow motives there can be substantially different isomorphism classes of indecomposable
direct summands of the K0-motive of E/B.
Note that the most of our results can be also applied to arbitrary twisted flag varieties,
not necessarily of the form E/B and some our results can be applied more generally to
twisted forms of arbitrary cellular varieties equipped with an action of the group G (see
e.g. Theorem 4.14).
1.3 (Applications to Chow motives).
a) Excellent connections of Vishik.
In his celebrated article [Vi11] Vishik shows that the Chow motive of an arbitrary
anisotropic quadric Q of dimension n over a field F decomposes at least as much as the
motive of an anisotropic excellent quadric P of the same dimension as Q. More precisely,
Vishik defines an invariant of Q called the motivic decomposition type. Namely, the Chow
motive of Q splits over F as a direct sum of Tate motives M(Q) ≃ ⊕λ∈Λ(Q)Z{λ}, where
Λ(Q) = {0, 1, . . . , [n/2]} ⊔ {n− [n/2], . . . , n− 1, n}.
If N is a direct summand of the Chow motiveM(Q) over F , then the motive N splits over
F as ⊕i∈Λ(N)Z{i} for some Λ(N) ⊂ Λ(Q), and one says that λ, µ ∈ Λ(Q) are connected,
if for every direct summand N of the Chow motive M(Q) over F one has that either both
λ, µ ∈ Λ(N) or both λ, µ 6∈ Λ(N).
Vishik shows in [Vi11] that if λ, µ are connected in the Chow motive of an anisotropic
excellent quadric P of dimension n, then they are connected in the Chow motive of every
anisotropic n-dimensional quadric over F . Since the motivic decompositions of excellent
quadrics are known, this provides explicit restrictions on the motivic decomposition type
of quadrics. This result has further applications discussed in [Vi11].
In the present article using our approach we provide new connections in the Chow
motives of quadrics which were previously unknown (see Theorem 7.7). Our connections
are usually complementary to Vishik’s excellent connections and thus, combining both of
them one gets stronger restrictions on the motivic decomposition type of quadrics. Note
that Vishik’s approach to excellent connections relies on the Steenrod operations. Thus,
one can view the coproduct structure as a complementary tool to Steenrod operations.
b) J-invariant, motivic decompositions and rational cycles for the Chow
theory.
In the case of the Chow motives our approach to the J-invariant is more conceptual
than in [PSZ08] and, in our opinion, the proof of the motivic decomposition of E/B
(Corollary 5.11) is more simple than the original proof given in [PSZ08].
We show that the realizations of rational cycles respect the coproduct structure of the
J-invariant, and using this we provide new motivic decompositions of Chow motives of
(not necessarily generically split) twisted flag varieties including all varieties of type E8
at the prime 3, and we obtain new restrictions on rational cycles and on the J-invariant
(see Section 8).
In fact, using the method of the present article one can give a simplified proof of the Rost
conjecture for groups of type E7 mentioned in Section 1.1 above. The crucial point in the
proof of this conjecture was Lemma 10.8 of [GPS16], where we did extensive computations
using Steenrod operations. This lemma was used once in [GPS16] to compute the Chow
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motives of some E7-varieties. We do not reprove Rost’s conjecture in this article (since
it is already proved in [GPS16]), but as an illustration we prove Proposition 8.7 which
contains one of the motivic decompositions needed for the proof of Rost’s conjecture.
Other necessary motivic decompositions can be obtained in a similar manner avoiding
the use of Lemma 10.8 of [GPS16].
c) Applications to upper motives.
In [Ka13] Karpenko introduced the notion of upper motives and proved that any
indecomposable direct summand of the Chow motive of a twisted flag variety of inner
type is isomorphic to a Tate twist of the upper motive of another twisted flag variety.
Thus, the study of motivic decompositions of twisted flag varieties is reduced to the study
of the upper motives.
In Theorem 6.4 we provide a necessary and sufficient criterion when the Chow motive
of a twisted flag variety contains as a direct summand the upper motive of the variety of
Borel subgroups. We also use this criterion in Section 8 to compute the Chow motives of
some exceptional varieties.
1.4 (Coproduct structure of the Chow theory of algebraic groups). There exists an
extensive literature mostly of a Japanese mathematical school devoted to computations
of the coproduct structure on H∗(G) for a split semisimple complex group G (see e.g.
[IKT76], [KM77], [MT78], [MZ77]).
In this article we provide in Section 6.1 a new method to compute the coproduct
structure for CH∗(G), where G is a split semisimple group over an arbitrary field (of an
arbitrary characteristic).
Namely, in Sections 6, 7 and 8 we get formulae for the coproduct using motivic
decompositions of twisted flag varieties which are homogeneous under an isotropic
group. Motivic decompositions in this situation are given in [CGM05] and [Br05]. For
computations we use graphical interpretation of these decompositions based on cutting
the Hasse diagrams along edges described in [Se07]. Various Hasse diagrams are provided
in the Appendix of [PSV98].
1.5 (Applications to Morava motives). The K0-motives of twisted flag varieties were
computed by Panin in [Pa94] generalizing previous results of Quillen [Qui73, Section 8]
and Swan [Sw85, Theorem 1]. In Section 9 we recover decompositions of the K0-motives
of some twisted flag varieties using the method of the present article.
Finally, we illustrate in Section 9 the methods developed in this article by calculating the
Morava motives of some twisted flag varieties for which this computation was previously
not possible.
In summary, main results of the present article are Theorem 4.14, Theorem 5.7,
Theorem 6.4, and Theorem 7.7.
2. Background on oriented cohomology theories and motives
Consider a generalized oriented cohomology theory A∗ in the sense of Levine–Morel
over a field F (see [LM]). Throughout the article we assume that the theory A∗ is
generically constant (see [LM, Definition 4.4.1]) and satisfies the localization property
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[LM, Definition 4.4.6]. Moreover, we assume in the article that charF = 0 except when
A∗ is the Chow theory in which case the characteristic of F can be arbitrary.
If charF = 0, we consider the algebraic cobordism Ω∗ of Levine–Morel. By [LM,
Theorem 1.2.6] the algebraic cobordism is a universal oriented cohomology theory, i.e.
for every oriented cohomology theory A∗ over F there is a (unique) morphism of theories
Ω∗ → A∗.
Each oriented cohomology theory A∗ is equipped with a 1-dimensional commutative
formal group law. For example, for the Chow theory CH∗ this is the additive formal
group law, for Grothendieck’s K0[β, β−1] this is the multiplicative formal group law and
for Ω∗ the universal formal group law.
We denote by L = Ω∗(pt) the Lazard ring. It is well known that L ≃ Z[t1, t2, . . .] with
deg ti = −i.
Definition 2.1 (Levine–Morel, [LM, Remark 2.4.14(2)]). Let S be a commutative ring
and let L → S be a ring morphism classifying a formal group law FS over S. Then
Ω∗⊗L S is a generalized oriented cohomology theory which is called a free theory. Its ring
of coefficients is S, and its associated formal group law is FS.
For example, the Chow theory andK0[β, β−1] are free theories (see [LM, Theorem 1.2.18
and 1.2.19]).
2.2 (Morava K-theory). If charF = 0, we consider for a prime number p and a natural
number n the n-th Morava K-theory K(n)∗ with respect to p. Notice that we do not
include p in the notation. We define this theory as a free theory with the coefficient ring
Fp[vn, v
−1
n ] where deg vn = −(p
n − 1) and with a formal group law of height n.
If n = 1, there exists a functorial (with respect to pullbacks) isomorphism of algebras
K(1)∗(−)/(v1−1) ≃ K
0(−)⊗Fp, which can be obtained with the help of the Artin–Hasse
exponent.
By [Ra, Appendix 2] there is a split surjective graded ring homomorphism
ϕ : L(p) → Z(p)[v1, v2, . . .]
with deg vi = −(p
i − 1) which classifies the formal group laws which are p-typical. In
particular, one can consider vi as an element in L(p). Moreover, the composition
L(p)
ϕ
−→ Z(p)[v1, v2, . . .]→ Fp[vn, v
−1
n ],
where the second map is the canonical projection followed by a localization, defines the
formal group law for the Morava K-theory (sometimes also called the Honda formal group
law).
2.3 (Motives). For a theory A∗ we consider the category of A∗-motives which is defined
exactly in the same way as the category of Grothendieck’s Chow motives with CH∗
replaced by A∗ (see [Ma68], [EKM]). In particular, the morphisms between two smooth
projective irreducible varieties X and Y over F are given by AdimY (X × Y ).
We denote the motive of a smooth projective variety X over a field F by M(X), and
we write A∗(pt) for the motive of pt = SpecF . For a motive M we denote its Tate twists
by M{m}.
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2.4 (Rost Nilpotence). Let A∗ be an oriented cohomology theory and consider the category
of A∗-motives over F . Let M be an A∗-motive over F . We say that the Rost nilpotence
principle holds for M , if the kernel of the restriction homomorphism
End(M)→ End(ME)
consists of nilpotent correspondences for all field extensions E/F .
By [CGM05, Section 8] Rost nilpotence holds for the Chow motives of all twisted flag
varieties and by [GiV18, Corollary 3.5] Rost nilpotence holds for the A∗-motives of all
twisted flag varieties for every free oriented cohomology theory A∗.
2.5 (Cellular varieties). In this article we consider smooth projective cellular varieties
over a field F . We say that a smooth projective variety X is cellular, if it is a disjoint
union of its subvarieties Xi such that Xi ≃ A
ni for some ni ≥ 0.
Let A∗ be an oriented cohomology theory satisfying the localization axiom. Then the
A∗-motive of X is a direct sum of Tate motives (see [NZ06]). Moreover, the Ku¨nneth
formula holds for X . Namely, if Y is an arbitrary smooth variety, then
A∗(X × Y ) ≃ A∗(X)⊗A∗(pt) A
∗(Y ).
3. Hopf-theoretic background
Let G be a split semisimple algebraic group over a field F , let T be a split maximal
torus of G, let B be a Borel subgroup of G containing T and let A∗ be an oriented
cohomology theory. It is well-known that the multiplication in G induces the structure of
a commutative, graded Hopf algebra on A∗(G) over A∗(pt).
3.1 (Ring A∗(G)). If A∗ is a free theory, there exists an algorithm to compute the ring
structures of A∗(G) and of A∗(G/B). Indeed, it suffices to determine the ring structure
for A∗ = Ω∗.
First of all, since the variety G/B is cellular, Ω∗(G/B) is a free L-module. Its free
generators can be parametrized by the elements of the Weyl group W of G. More
precisely, for each w ∈ W one fixes its reduced word decomposition and associates with
it a certain class Zw ∈ Ω
l(w)(G/B), where l(w) denotes the length of w, which is a Bott–
Samelson resolution of singularities of a Schubert subvariety of G/B corresponding to w
(see [CPZ13]). The class Zw depends on a particular choice of a reduced decomposition
of w, but abusing notation we omit it in our notation. Then Zw, w ∈ W , form a free basis
of Ω∗(G/B).
Let BT denote the classifying space of T . There is a characteristic map
c : Ω∗(BT )→ Ω∗(G/B)(3.2)
which is a ring homomorphism. Besides, the pullback of the canonical projection
G→ G/B induces a ring homomorphism pi : Ω∗(G/B)→ Ω∗(G).
It follows from [Kr12, Theorem 3.4] that the sequence
Ω∗(BT )
c
−→ Ω∗(G/B)
π
−→ Ω∗(G)
of graded rings is right exact (i.e. pi is surjective and its kernel is the ideal of Ω∗(G/B)
generated by the elements of positive degrees in the image of c). Then the explicit
HOPF-THEORETIC APPROACH TO MOTIVES 7
combinatorial description of the map c given in [CPZ13] allows to compute explicitly the
ring structure of Ω∗(G).
In particular, since Ω∗(G/B) has finite rank over L (namely, the rank equals |W |),
the module Ω∗(G) is finitely generated over L (and hence A∗(G) is a finitely generated
A∗(pt)-module for every free oriented cohomology theory A∗).
We remark, however, that the existing algorithms are not feasible for explicit
computations for groups of a big rank.
Nevertheless, one can find in the literature an explicit description of the ring structure
of A∗(G) for some oriented cohomology theories A∗ and some groups G. For example,
Merkurjev computes in [Me97] K0(G) for all split semisimple groups G, and Yagita
provides some computations of algebraic cobordism in [Ya05] (see Section 9 below for
some concrete examples).
3.3 (Structure of Hopf algebras). A celebrated theorem of Borel asserts that every
commutative, graded (by the non-negative integers) connected finite dimensional
bialgebra over a finite field Fp is isomorphic as an algebra to Fp[e1, . . . , er]/(e
pk1
1 , . . . , e
pkr
r )
for some integers r, ki and some homogeneous generators ei (see [MM65, Theorem 7.11
and Proposition 7.8]).
For example, if A∗ = Ch∗ := CH∗⊗Fp is the Chow ring modulo p, then this agrees with
formulae for Ch∗(G) from [Kac85].
3.4 (J-invariant for Chow motives). For a fixed prime p we denote by Ch∗ := CH∗⊗Fp
the Chow ring modulo p. Let G be a split semisimple algebraic group over a field F , B a
Borel subgroup of G and E a G-torsor over F . Then
Ch∗(G) ≃ Fp[e1, . . . , er]/(e
pk1
1 , . . . , e
pkr
r )
for some integers r, ki and with deg ei =: di.
We introduce an order on the set of additive generators of Ch∗(G), i.e., on the monomials
em11 . . . e
mr
r . To simplify the notation, we denote the monomial e
m1
1 . . . e
mr
r by e
M , where
M is an r-tuple of integers (m1, . . . , mr). The codimension (in the Chow ring) of e
M is
denoted by |M |. Observe that |M | =
∑r
i=1 dimi.
Given two r-tuples M = (m1, . . . , mr) and N = (n1, . . . , nr) we say e
M ≤ eN (or
equivalently M ≤ N) if either |M | < |N |, or |M | = |N | and mi ≤ ni for the greatest i
such that mi 6= ni. This gives a well-ordering on the set of all monomials (r-tuples).
Definition 3.5 ([PSZ08, Definition 4.6]). Denote as Ch
∗
(G) the image of the composite
map
Ch∗(E/B)
res
−→ Ch∗(G/B)
π
−→ Ch∗(G),
where pi is the pullback of the canonical projection G/B → G and res is the scalar
extension to a splitting field of the torsor E.
For each 1 ≤ i ≤ r set ji to be the smallest non-negative integer such that the subring
Ch
∗
(G) contains an element a with the greatest monomial xp
ji
i with respect to the order
on Ch∗(G) as above, i.e., of the form
a = xp
ji
i +
∑
xMxp
ji
i
cMx
M , cM ∈ Fp.
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The r-tuple of integers (j1, . . . , jr) is called the J-invariant of E modulo p and is denoted
by J(E) or Jp(E). Note that ji ≤ ki for all i.
By [PSZ08] the Chow motive of E/B with coefficients in Fp decomposes in a direct
sum of Tate twists of an indecomposable motive Rp(E), and the Poincare´ polynomial of
Rp(E) over a splitting field of E equals
(3.6)
r∏
i=1
tdip
ji − 1
tdi − 1
,
where (j1, . . . , jr) is the J-invariant of E.
In the case of quadratic forms, i.e. when G is a special orthogonal group and E
is a G-torsor, there is an equivalent notion of the J-invariant introduced by Vishik
in [Vi05]. Namely, the torsor E corresponds to a non-degenerate quadratic form q
with trivial discriminant of dimension 2m + 1 or 2m + 2. The maximal orthogonal
Grassmannian OGr(max, q¯) of the quadratic form q¯ = q ×F F has for p = 2 certain
concrete generators zk ∈ Ch
k(OGr(max, q¯)), k = 0, . . . , m, and the J-invariant J(q)
of q is defined as the set of those k ∈ {0, . . . , m} such that zk are rational, and
0 6∈ J(q), if dim q is odd (see [Vi05, Definition 5.11], [EKM, §88]). Besides, one has
J(q) =
{
{1, . . . , m} \ J ′, if dim q = 2m+ 1,
{0, . . . , m} \ J ′, if dim q = 2m+ 2,
where J ′ = {2ldi | i = 1, . . . , r; 0 ≤ l ≤ ji − 1} with di = 2i − 1, r = [
m+1
2
] and
J2(E) = (j1, . . . , jr). These formulae allow to switch between different definitions of the
J-invariant in the case of quadratic forms.
3.7 (Demazure operators). In this section we follow [CPZ13] (cf. [De73], [De74]). Let
E be a G-torsor over SpecF . For each simple root αi consider the natural projection
pii : E/B → E/P{i}, where P{i} is the parabolic subgroup corresponding to the root αi.
Set κi = G(xαi , x−αi) ∈ A
∗(pt), where
G(x, y) =
x+ y − FA(x, y)
xy
,
FA is the formal group law of the theory A
∗, and xα is the image of the generator of
A1(BGm) under the map
A∗(BGm)→ A
∗(BT )→ A∗T (E) ≃ A
∗(E/B),
where the first map is induced by α.
Define the operator Ci on A
∗(E/B) to be the composition pi∗i (pii)∗ and ∆i by the formula
∆i(x) = κix− Ci(x). Denote by ε˜ the pushforward map A
∗(E/B)→ A∗(pt).
In the particular case of a trivial torsor we have the following results.
Lemma 3.8. The operators si = id − xαi∆i are ring homomorphisms defining a
representation of the Weyl group on A∗(G/B) over A∗(pt), and the following Leibniz
rule holds:
∆i(uv) = ∆i(u)v + si(u)∆i(v).
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Proof. It suffices to show the formula for the algebraic cobordism, and moreover, since
Ω∗(G/B) is torsion free, for A∗ = Ω∗ ⊗Z Z[t
−1], where t is the torsion index of G. In this
situation the characteristic map
(3.9) c : A∗(BT ) ≃ A∗T (pt)→ A
∗
T (G) ≃ A
∗(G/B)
is surjective (see [CPZ13, Corollary 13.10]), and it is enough to verify the formula at
the level of A∗(BT ). But the action of si’s on A
∗(BT ) coincides with the usual Weyl
group action (cf. [CPZ13, Definition 3.5]), and the formula is verified in [CPZ13,
Proposition 3.8]. 
The operators si from the above lemma are called simple reflections.
Lemma 3.10. Let x be an element from A∗(G/B). If for every sequence i1, . . . , in we
have
ε˜ ◦∆i1 . . . ◦∆in(x) = 0,
then x = 0.
Proof. For every w ∈ W fix its reduced decomposition Iw = (i1, . . . , il(w)) such
that w = si1 . . . sil(w) . Set ∆Iw = ∆i1 . . . ◦ ∆il(w) . By [CPZ13, Proposition 5.4 and
Theorem 13.13] there is a basis ζw in Ω
∗(G/B) over Ω∗(pt) such that ε˜ ◦∆Iw(ζv) = δvw.
Since Ω∗ is universal, a basis with the same properties exists for every A∗, and the claim
follows. 
4. General Hopf-theoretic statement
Let G be a split semisimple algebraic group over a field F , T a split maximal torus of
G over F and B a Borel subgroup of G over F containing T .
Lemma 4.1. Let E be a right T -torsor over a smooth variety X. Then
A∗(E) ≃ A∗(X)⊗A∗(BT ) A
∗(pt).
Proof. See [Kr12, Theorem 3.4] (the proof is valid for any oriented cohomology theory
satisfying the localization axiom). 
Corollary 4.2. Let E be a right G-torsor over a smooth variety X. Then
A∗(E) ≃ A∗(E/B)⊗A∗(BT ) A
∗(pt).
Proof. Indeed, E is a T -torsor over E/T , and the natural map E/T → E/B is an
affine bundle, hence gives an isomorphism A∗(E/B) ≃ A∗(E/T ), and it remains to apply
Lemma 4.1. 
Lemma 4.3. Let X be a smooth variety. Then
A∗(X ×G) ≃ A∗(X)⊗A∗(pt) A
∗(G).
Proof. Since X ×G is a trivial G-torsor over X , we have
A∗(X ×G) ≃ A∗(X ×G/B)⊗A∗(BT ) A
∗(pt) by Corollary 4.2
≃ A∗(X)⊗A∗(pt) A
∗(G/B)⊗A∗(BT ) A
∗(pt) since G/B is cellular
≃ A∗(X)⊗A∗(pt) A
∗(G) by Corollary 4.2.

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In general, for a variety X (in this article we consider either geometrically cellular
varieties X or X = E) we denote by X the extension of scalars to a splitting field of X
and by res : A∗(X) → A∗(X) the restriction homomorphism. For α ∈ A∗(X) we denote
by α¯ the image of α under res.
Let E be a right G-torsor over F . We denote by ∆ the coproduct homomorphism.
Then the diagram
(4.4) A∗(E) //
res

A∗(E)⊗A∗(pt) A
∗(G)
res⊗id

A∗(G)
∆
// A∗(G)⊗A∗(pt) A
∗(G)
commutes.
Lemma 4.5. The ideal J in the algebra A∗(G) generated by
Im(A∗(E)
res
−→ A∗(G)) ∩Ker(A∗(G)
ε
−→ A∗(pt)),
where ε is the counit, is a two-sided bi-ideal in the bialgebra A∗(G).
Proof. By definition J is contained in Ker ε. Take any element e¯ from
Im(A∗(E)
res
−→ A∗(G)) ∩Ker(A∗(G)
ε
−→ A∗(pt)).
By diagram (4.4) we can write ∆(e¯) = 1⊗ e¯+
∑
e¯i ⊗ ai with e¯i from
Im(A∗(E)
res
−→ A∗(G)) ∩Ker(A∗(G)
ε
−→ A∗(pt))
and ai from A
∗(G). But this sum belongs to A∗(G)⊗A∗(pt) J + J ⊗A∗(pt) A
∗(G). Since ∆
is a ring homomorphism, the lemma follows. 
Definition 4.6. Define the bialgebra H∗ := A∗(G)/J . We call H∗ the J-invariant of E
with respect to the theory A∗.
Example 4.7. If E is a standard generic torsor (see [PS17, Section 3]), then
A∗(E) = A∗(pt) for every free theory A∗ (cf. [PS17, Lemma 3.1]). Therefore in this
case H∗ = A∗(G).
Remark 4.8. Let us show that in the case of the Chow theory modulo a prime p the
bialgebra H∗ contains essentially the same information as the tuple of integers (j1, . . . , jr)
from Definition 3.5.
Factorization modulo J is a surjective algebra homomorphism
(4.9) ϕ : Ch∗(G) ≃ Fp[e1, . . . , er]/(e
pk1
1 , . . . , e
pkr
r )→ H
∗ ≃ Fp[f1, . . . , fs]/(f
pl1
1 , . . . , f
pls
s )
(see Subsection 3.3). We may assume l1 ≥ l2 ≥ . . . ≥ ls > 0. The map ϕ induces a
surjective linear map of vector spaces
ϕ+ : Ch>0(G)/(Ch>0(G))2 ≃ 〈e1, . . . , er〉 → H
>0/(H>0)2 ≃ 〈f1, . . . fs〉.
Note that a homogeneous linear upper triangular substitutions of generators of H∗
does not change the relations: for example, if codim f1 = codim f2, then we still have
(f1 + f2)
pl1 = 0 and f p
l2
2 = 0. On the other hand, a homogeneous linear lower triangular
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substitution of generators of Ch∗(G) does not change the value of the J-invariant from
Definition 3.5.
We claim that one can recover the presentation of H∗ as in formula (4.9) from the
J-invariant of E (in the sense of Definition 3.5) and, conversely, one can recover the J-
invariant of E of Definition 3.5 from the homomorphism ϕ. Note that this is immediate,
if the codimensions of the generators ei are pairwise distinct.
By [Mal10, Section 3] every matrix over a field has a LEU-decomposition, which can be
seen as a generalized version of the Bruhat decomposition. Namely, every matrix can be
written in the form LEU , where L is a lower triangular matrix, U is an upper triangular
matrix and E is a truncated permutation matrix.
Applying this decomposition to the matrix of ϕ+ we can thus adjust the generators
ei, fj in such a way that ϕ
+ sends each ei to either 0 or fmi for some mi. Since ϕ
+ is
surjective, lmi ’s are determined by ji’s . Conversely, we can restore the value of ji as 0 or
lmi respectively.
Definition 4.10. Let X be a smooth projective cellular variety over F equipped with a
left action of G. Define the structure of a right H∗-comodule on A∗(X) as the composition
ρ : A∗(X)→ A∗(G×X)→ A∗(G)⊗A∗(pt) A
∗(X)→ H∗ ⊗A∗(pt) A
∗(X),
where the first map is the pullback of the action of G on X .
Note that ρ preserves multiplication, as all intermediate maps do.
Lemma 4.11. The H∗-comodule structure is compatible with pullbacks and pushforwards
along equivariant projective morphisms.
Proof. For pullbacks the claim is obvious, for ρ is defined in terms of pullbacks. For a
projective morphism f : X → Y we have a Cartesian square
G×X //
id×f¯

X
f¯

G× Y // // Y ,
whose horizontal maps are flat. It induces the following commutative diagram in
cohomology:
A∗(G×X)
(id×f¯)∗

A∗(X)ρ
oo
f¯∗

A∗(G× Y ) A∗(Y )ρ
oo
and the claim follows. 
Lemma 4.12. Let α be an element from A∗(EX). Then α¯ is a coinvariant element, i.e.
ρ(α¯) = 1⊗ α¯ in H∗ ⊗A∗(pt) A
∗(X).
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Proof. Consider the natural projection map E ×X → EX . Then the following diagram
commutes:
A∗(EX) //
res

A∗(E)⊗A∗(pt) A
∗(X)
res⊗id

A∗(X) // A∗(G)⊗A∗(pt) A
∗(X).
Now we can write ρ(α¯) = 1⊗ α¯ +
∑
e¯i ⊗ ai with e¯i from
Im(A∗(E)
res
−→ A∗(G)) ∩Ker(A∗(G)
ε
−→ A∗(pt))
and ai from A
∗(X), and the claim follows. 
Definition 4.13. Any element α from A∗(X × Y ) defines the realization map
α⋆ = (prY )∗ ◦ µα ◦ pr
∗
X : A
∗(X)→ A∗(Y ),
where µα stands for the multiplication by α.
Theorem 4.14. Let X, Y be smooth projective cellular G-varieties over F . Let EX, EY
be the respective twisted forms of X and Y . Let α be a correspondence from A∗(EX×EY ).
Then α¯⋆ : A
∗(X)→ A∗(Y ) is a homomorphism of H∗-comodules.
Proof. We have to show that the diagram
A∗(X)
ρ
//
α¯⋆

H∗ ⊗A∗(pt) A
∗(X)
id⊗α¯⋆

A∗(Y )
ρ
// H∗ ⊗A∗(pt) A
∗(Y )
commutes. We have
ρ ◦ α¯⋆ = ρ ◦ (prY¯ )∗ ◦ µα¯ ◦ pr
∗
X¯ by Definition 4.13
= (id⊗ (prY¯ )∗) ◦ µρ(α¯) ◦ (id⊗ pr
∗
X¯) ◦ ρ by Lemma 4.11
= (id⊗ (prY¯ )∗) ◦ (id⊗ µα¯) ◦ (id⊗ pr
∗
X¯) ◦ ρ by Lemma 4.12
= (id⊗ α¯⋆) ◦ ρ.

Remark 4.15. Theorem 4.14 means that there is a “realization” functor from the
category of motives of E-twisted forms of cellular G-varieties to the category of graded
H∗-comodules. It is easy to see that the functor preserves the tensor product structure,
where as usual the tensor product of comodules is considered as a comodule via the
multiplication map:
ρM⊗N = mult ◦
(
ρM ⊗ ρN
)
.
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5. Generically split twisted flag varieties
Assumption 5.1. Starting from this section we assume that every finitely generated
graded A∗(pt)-module is projective.
For example, this assumption holds for Chow groups modulo p and for the Morava
K-theory modulo p.
Let E be a right G-torsor over F . Define the subring of “rational cycles”
R∗ = Im
(
A∗(E/B)
res
−→ A∗(G/B)
)
.
Furthermore, define the ideal
I = R∗ ∩Ker(A∗(G/B)
ε˜
−→ A∗(pt))
in R∗, where ε˜ is the augmentation map.
Lemma 5.2. The ideal I is nilpotent.
Proof. Consider the expansion of an element a from Ker(A∗(G/B)
ε˜
−→ A∗(pt)) in the
standard basis Zw (see Section 3.1). Then ε˜(a) = 0 is the coefficient at 1, and all
other elements from the standard basis are of positive codimension and hence nilpotent.
Therefore the ideal I nilpotent. 
Lemma 5.3. A∗(G/B)/IA∗(G/B) ≃ H∗ as A∗(pt)-algebras.
Proof. We have
A∗(G) ≃ A∗(G/B)⊗A∗(BT ) A
∗(pt) by Corollary 4.2
≃ A∗(G/B)⊗A∗(E/B)
(
A∗(E/B)⊗A∗(BT ) A
∗(pt)
)
≃ A∗(G/B)⊗A∗(E/B) A
∗(E) by Corollary 4.2.
It follows that
A∗(G)⊗A∗(E) A
∗(pt) ≃ A∗(G/B)⊗A∗(E/B) A
∗(pt),
where the right-hand side is A∗(G/B)/IA∗(G/B), and the left-hand side is H∗. 
By Assumption 5.1 there exists a section
σ : H∗ → A∗(G/B)
of the canonical homomorphism A∗(G/B)→ H∗ of A∗(pt)-modules.
Lemma 5.4. The map
θ : H∗ ⊗A∗(pt) R
∗ → A∗(G/B)
x⊗ y 7→ σ(x)y
is an isomorphism of R∗-modules.
Proof. Indeed, by Lemma 5.3 the map θ becomes an isomorphism after tensoring with
A∗(pt) over R∗. But this tensoring is the same as taking the quotient modulo the ideal I.
So, the cokernel M of θ satisfies MI =M , and I is nilpotent by Lemma 5.2, so M = 0.
To prove the injectivity of θ we localize the coefficient ring A∗(pt) at a prime ideal and
so assume that H∗ is free. Choose a basis e1, . . . en of H
∗.
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Note that R∗ is stable under the Demazure operators ∆i (see Section 3.7) because
they are defined on A∗(E/B). Consider the filtration on R∗ whose k-th term R(k) is the
intersection of the kernels of all linear functions of the form ε˜◦A1 ◦ . . .◦Al such that each
Aj is either ∆ij or sij , and ∆’s appear at most k times.
By Lemma 3.10 it suffices to show that if a ∈ H∗ ⊗ R(k) lies in the kernel of θ, then
a ∈ H∗ ⊗ R(k+1). Write a as
∑
ei ⊗ yi with yi ∈ R
(k). Now applying D = A1 ◦ . . . ◦ Al
containing k+1 ∆’s to the image of a, using Lemma 3.8 l times and collecting the leftmost
summands of each sum separately we get an expression of the form∑
i
w(σ(ei))D(yi) +
∑
i,j
D′j(σ(ei))Dj(yi),
where each Dj contains at most k ∆’s, D
′
j are of the same form as D, i.e., a composition of
Demazure operators and simple reflections, and w is a product of some simple reflections.
On the other hand, this expression must be zero. Taking it modulo I and applying w−1
we see that each D(yi) belongs to I and so yi belongs to R
(k+1). 
Lemma 5.5. A∗(G/B) ≃ H∗ ⊗A∗(pt) R
∗ as H∗-comodules.
Proof. Lemma 4.12 implies that the I-adic filtration on A∗(G/B) is compatible with the
coaction by H∗. There is an isomorphism
H∗ ⊗A∗(pt)
(
IkR∗/Ik+1R∗
)
→ IkA∗(G/B)/Ik+1A∗(G/B)
induced by the map θ of Lemma 5.4. It is compatible with the coaction (where the
left-hand side is considered as a cofree H∗-comodule), since the diagram
A∗(G/B) //

A∗(G)⊗A∗(pt) A
∗(G/B)

A∗(G) //

A∗(G)⊗A∗(pt) A
∗(G)

H∗ // H∗ ⊗A∗(pt) H
∗
commutes, and the kernel of the composite vertical map on the left is generated by I by
Lemma 5.3. Since the quotients of the filtration are cofree, it (non-canonically) splits, so
we have an isomorphism of comodules
A∗(G/B) ≃ H∗ ⊗A∗(pt)
(⊕
k≥0
IkR∗/Ik+1R∗
)
.
But by Assumption 5.1 R∗ ≃
⊕
k≥0 I
kR∗/Ik+1R∗ as A∗(pt)-modules, and the claim
follows. 
Lemma 5.6. We have the following ring isomorphism:
Im
(
A∗(E/B × E/B)
res
−→ A∗(G/B ×G/B)
)
≃ H∨ ⊗A∗(pt) EndA∗(pt)R
∗,
where the multiplication in the ring on the left-hand side is given by the composition
product and H∨ is the A∗(pt)-algebra dual to H∗.
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Proof. Theorem 4.14 implies that the image of A∗(E/B × E/B) in
A∗(G/B ×G/B) ≃ EndA∗(pt)(G/B)
actually lies in EndH∗ A
∗(G/B). The latter is isomorphic to H∨ ⊗A∗(pt) EndA∗(pt)R
∗ by
Lemma 5.5, and since by Assumption 5.1 all A∗(pt)-modules are projective, it remains to
compare the ranks over A∗(pt). But it follows from [CM06] and [NZ06] that
A∗(E/B × E/B) ≃ A∗(E/B)⊗A∗(pt) A
∗(G/B)
as A∗(E/B)-modules, and the isomorphism is compatible with the restriction map. So
the rank of the image is equal to
rkA∗(pt)R
∗ · rkA∗(pt)A
∗(G/B) = (rkA∗(pt)R
∗)2 · rkA∗(pt)H
∗ by Lemma 5.4,
which is the same as the rank of H∨ ⊗A∗(pt) EndA∗(pt)R
∗. 
Theorem 5.7 (Two layers of motivic decompositions). In the above notation assume
additionally that the theory A∗ is free. Then there is a one-to-one correspondence
between motivic decompositions of the A∗-motive of E/B and direct sum decompositions
of A∗(G/B) as an H∨-module.
Assume further that R∗ is graded free as an A∗(pt)-module:
(5.8) R∗ ≃
⊕
i∈I
A∗(pt)(i)
for some multiset of non-negative integers I. Then there exists an A∗-motive R such that
the A∗-motive of E/B decomposes as follows:
(5.9) M(E/B) ≃
⊕
i∈I
R{i}.
There is a one-to-one correspondence between motivic decompositions of R in the
category of A∗-motives and direct sum decompositions of H∨ as a module over itself.
Moreover, A∗(R) ≃ H∗ as H∗-comodules.
Proof. By Rost Nilpotence (see Subsection 2.4) motivic decompositions of M(E/B)
correspond to full systems of mutually orthogonal idempotents in
Im
(
A∗(E/B ×E/B)
res
−→ A∗(G/B ×G/B)
)
.
Applying Lemma 5.6 and the Morita equivalence we see that these decompositions
correspond to direct sum decompositions of H∗ ⊗A∗(pt) R
∗ ≃ A∗(G/B) as an H∨-module.
The second claim is clear now: decomposition (5.8) of R∗ as an A∗(pt)-module
implies the respective decomposition of A∗(G/B) as an H∨-module and hence
decomposition (5.9). Since H∗ is finitely generated projective over A∗(pt), the structure
of an H∨-module determines the structure of an H∗-comodule and vice versa. So,
decompositions of H∗ as an H∨-module correspond to decompositions of H∨ as a module
over itself. Finally, A∗(R) is isomorphic to H∗ as an H∨-module, so it is isomorphic to
H∗ as an H∗-comodule. 
Remark 5.10. By Lemma 5.5 Condition (5.8) is satisfied, if all graded modules of
constant rank over A∗(pt) are free and H∗ is also free over A∗(pt).
Finally, we give a Hopf-theoretic proof of [PSZ08, Theorem 5.13].
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Corollary 5.11. Let p be a prime number and A∗ = CH∗⊗Fp.
Then the respective motive R from Theorem 5.7 is indecomposable and its Poincare´
polynomial over a splitting field of E is given by formula (3.6).
Proof. We have H0 = Fp, so there are no non-trivial decompositions of H
∨ as an H∨-
module. By the last assertion of Theorem 5.7 we see that the Poincare´ polynomial of R
is the same as the Poincare´ polynomial of H∗, which in view of Remark 4.8 is given by
formula (3.6). 
6. Applications to Chow motives: generalities
6.1 (Computing coaction). We use the following method for computing the coaction of
CH∗(G) on CH∗(G/P ) for a parabolic subgroup P of G. Choose a parabolic subgroup Q
in G and denote the commutator of its Levi subgroup by C. By [PS12, Lemma 3 and
Lemma 4] CH∗(C) is a quotient of CH∗(G). More precisely, we have the following result.
Lemma 6.2. CH∗(C) ≃ CH∗(G)⊗CH∗(G/Q) Z.
Proof. By [EG97, Proposition 1] applied to the map G/B → G/Q we have
CH∗(G/B) ≃ CH∗(G/Q)⊗Z CH
∗(Q/B)
as CH∗(G/Q)-modules, so
CH∗(Q/B) ≃ Z⊗CH∗(G/Q) CH
∗(G/B).
Tensoring with Z over CH∗(BT ) and using Corollary 4.2 and [PS12, Lemma 3] we obtain
the result. 
Consider a generic C-torsor E (in the sense that CH∗(E) = Z; cf. [PS17, Lemma 3.1])
and the respective variety E(G/P ), where G/P is considered as a C-variety. Note that
the group EG is isotropic. Then by [CGM05] and [Br05] the Chow motive of E(G/P )
decomposes as a direct sum of Tate twists of motives of projective homogeneous C-varie-
ties, and by Theorem 4.14 this decomposition is compatible with the coaction
CH∗(G/P )→ CH∗(C)⊗ CH∗(G/P ),
so we can compute the coaction modulo the kernel of the natural map CH∗(G)→ CH∗(C)
once we know the coaction for projective C-homogeneous varieties. Since the rank of C
is strictly smaller than the rank of G, this gives an inductive procedure to compute the
coaction. We will illustrate this method in the proofs of Lemmas 7.2, 8.3 and 8.10 below.
6.3. Recall that for a fixed prime p we write Ch∗ instead of CH∗⊗Fp. By Corollary 5.11
the Chow motive of E/B modulo p decomposes into a direct sum of indecomposable
motives which are isomorphic to non-negative Tate twists of an indecomposable motive
which we denote by Rp(E) (see also Section 3.4). We also have
H∗ ≃ Fp[e1, . . . , er]/(e
pj1
1 , . . . , e
pjr
r ),
where (j1, . . . , jr) is the J-invariant of E.
If P is a parabolic subgroup, the Chow motive of E/P modulo p can contain a summand
isomorphic to a Tate twist of Rp(E) as well. Now we give a combinatorial criterion when
this happens.
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Theorem 6.4. Let P be a parabolic subgroup of a split semisimple algebraic group G over
a field F and let E be a G-torsor over F . Denote by ρ the coaction of H∗ on Ch∗(G/P ).
Every summand of the Chow motiveM(E/P ) with coefficients Fp which is isomorphic to
a Tate twist of Rp(E) has a generic point α ∈ Ch
∗(G/P ) such that for some β ∈ Ch∗(G/P )
we have
ρ(β) = EJ ⊗ α +
∑
ai ⊗ bi
for some ai, bi with codim ai < codimEJ , where EJ = e
pj1−1
1 · · · e
pjr−1
r .
Conversely, for every β of this form there is a summand of the Chow motive M(E/P )
with coefficients Fp which is isomorphic to a Tate twist of Rp(E) and whose generic point
is α.
Proof. Assume that the motive Rp(E){m} is a direct summand of the motiveM(E/P ) for
some integer m. Consider the following diagram which is commutative by Theorem 4.14
Ch∗(Rp(E))
ι

// H∗ ⊗ Ch∗(Rp(E))
id⊗ι

Ch∗(M(G/P ){−m})
ρ
// H∗ ⊗ Ch∗(M(G/P ){−m})
where ι is induced by the embedding of the motivic summand Rp(E)→M(E/P ){−m}.
By the last assertion of Theorem 5.7 we can identify H∗ ≃ Ch∗(Rp(E)).
We can take α to be the image of 1 and β to be the image of EJ under the comodule
map H∗
ι
−→ Ch∗(M(G/P ){−m}). This implies the first claim.
To prove the converse statement consider the following commutative diagram:
Ch∗T (G/P )
pr∗
G/P
//

Ch∗T (E ×G/P )
// Ch∗T (E ×E/P ) ≃ Ch
∗(E/B × E/P )

Ch∗(G/P ) Ch∗(E ×E/P )
res

Ch∗(G/P )
(S⊗id)◦ρ˜
// Ch∗(G)⊗Fp Ch
∗(G/P ).
The second map in the top row is induced by the isomorphism E × G/P → E × E/P
sending (e, gP ) to (e, egP ). The bottom map is induced by the map G × G/P → G/P
sending (h, gP ) to h−1gP , and so coincides with (S ⊗ id) ◦ ρ˜, where S is the antipode in
the Hopf algebra Ch∗(G) and ρ˜ is the coaction map.
Recall that in Section 5 we denoted by σ : H∗ → Ch∗(G/B) the section of the canonical
homomorphism Ch∗(G/B) → H∗. By Lemma 5.4 we can write the class of a rational
point [pt] in Ch∗(G/B) as γσ(EJ) for some rational γ ∈ R
∗ of the maximal possible
degree (in particular, γδ = 0 for every δ ∈ R>0). Note that by dimensional reasons S(EJ)
is a scalar multiple of EJ . It follows that there is a cycle x in Ch
∗(E/B×E/P ) such that
x¯ = σ(EJ)× α +
∑
a′i × bi +
∑
δici × di
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with δi ∈ R
>0 (and some cycles a′i, bi, ci, di). Then
f = (γ × 1)x¯ = [pt]× α +
∑
a′′i × bi
with codim a′′i < dimG/B is a rational cycle in Ch
∗(G/B ×G/P ).
Denote by α∨ a Poincare´ dual to α, meaning that deg(αα∨) = 1. Using [EG97,
Proposition 1] applied to the projection map E/B × E/P → E/B (or the same
commutative diagram as above) we see that there is a rational cycle in Ch∗(G/P ×G/B)
of the form
g = α∨ × 1 +
∑
lj ×mj
with codimmj > 0.
Now we have
f ◦ g = α∨ × α +
∑
i,j
deg(a′′imj)lj × bi;
g ◦ f = [pt]× 1 +
∑
i,j
deg(libj)a
′′
i ×mj.
Since Ch∗(G/B × G/B) and Ch∗(G/P × G/P ) are finite, there is a positive integer
M such that (f ◦ g)◦M and (g ◦ f)◦M are idempotents, and g ◦ (f ◦ g)◦(M−1) and f
are rational isomorphisms between the corresponding summands. Applying the Rost
Nilpotence principle (see Section 2.4) we get the result. 
7. Applications to Chow motives: quadrics
Consider the projective quadric Q corresponding to a non-degenerate quadratic form
q of rank n = 2m + 2 or 2m + 1 with trivial discriminant. Then Q ≃ SOn /P1, where
P1 is the maximal parabolic subgroup corresponding to the subset {2, . . . , m} of the
Dynkin diagram of the respective group (in fact, the results of this section (Lemma 7.1,
Lemma 7.2 and Theorem 7.7) hold for fields of an arbitrary characteristic, i.e., one can
write O+n instead of SOn). The enumeration of simple roots follows Bourbaki.
Lemma 7.1. CH∗(SOn)⊗ F2 ≃ F2[e1, . . . , em]/(e
2
i = e2i) with codim ei = i if i ≤ m and
ei = 0 if i > m.
Proof. Follows from [Kac85, Table II], cf. [Vi05, Proposition 3.1]. 
We denote by h the generator in Ch1(Q) and by l the generator in Chm(Q) (or one of
two generators distinct from hm in the even-dimensional case).
We denote by ρ the map defining the comodule structure on Ch∗(Q).
Lemma 7.2. ρ(l) =
∑m
i=1 ei ⊗ h
m−i + 1⊗ l.
Proof. We use the method described in Section 6.1. We proceed by induction on m. The
base m = 1 is clear: SOn /P1 is either the projective line or the product of two projective
lines. If m > 1 consider the parabolic subgroup Q = P1. Let E be a generic C-torsor,
where C is the commutator subgroup of the Levi subgroup of P1. Then the Chow motive
of E(SOn /P1) decomposes as follows (see [Ro98, Proposition 2]):
M(E(SOn /P1)) = F2 ⊕M(E(SOn−2 /P1)){1} ⊕ F2{n− 2},
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where the middle summand is a quadric of smaller dimension (in this summand P1 stands
for the maximal parabolic subgroup of SOn−2 of type 1). By the induction hypothesis we
have
(7.3) ρ(l) =
m−1∑
i=1
ei ⊗ h
m−i + 1⊗ l mod (em)⊗ Ch
∗(SOn /P1),
where (em) is the ideal of Ch
∗(SOn) generated by em.
We have a commutative diagram
(7.4) Ch∗(SOn /P1)
π

ρ
// Ch∗(SOn)⊗ Ch
∗(SOn /P1)
id⊗π

Ch∗(SOn)
∆
// Ch∗(SOn)⊗ Ch
∗(SOn)
The image of l in Ch∗(SOn) is em, so
(7.5) ρ(l) = em ⊗ 1 + 1⊗ l mod Ch
∗(SOn)⊗Ker pi.
Moreover, Ker pi = (h). It remains to combine formulae (7.3) and (7.5) together. 
Definition 7.6. Following [Vi04, §4] and [Vi11] we set Λ(Q) = {0, . . . , n− 2}, if n is odd
and Λ(Q) = {0, . . . , n− 2}
∐
{m′}, if n is even.
For a direct summand N of the Chow motive M(Q) we define Λ(N) to be the subset
of Λ(Q) consisting of all i such that N over a splitting field of Q contains as a direct
summand the Tate motive F2{i}. In the case i = m and n even we say that Λ(N)
contains m′, if the realization of N over a splitting field of X contains hm and that Λ(N)
contains m, if the realization of N over a splitting field contains l or l + hm.
Finally, we say that M(Q) has a connection i and j, if for every indecomposable direct
summand N ofM(Q) such that Λ(N) contains i, it also contains j. This is an equivalence
relation that defines a partition of Λ(Q).
The main result of [Vi11] says that every anisotropic quadric has at least the same
connections as an anisotropic excellent quadric of the same dimension. Now we state
some new restrictions depending on the J-invariant J(q), where J(q) stands for Vishik’s
J-invariant (see Section 3.4).
Theorem 7.7. If j 6∈ J(q), then the Chow motive of Q has connections m − j and m,
m− j + 1 and m+ 1, . . . , m− 1 and m+ j − 1, and, if n is even, m′ and m+ j.
Proof. The condition j 6∈ J(q) means that the generator ej of the orthogonal group is not
zero in the bialgebra H∗ corresponding to q.
Consider an indecomposable summand N of the motive M(Q) whose realization
contains l or l + hm. By Theorem 4.14 the realization of N is a subcomodule of CH∗(Q)
under the coaction of H∗, so Lemma 7.2 implies that the realization contains hm−j . This
means that there is a connection m − j and m. The other connections can be obtained
similarly considering the cycles hkl, k = 1, . . . , m, and using the identity ρ(hk) = 1 ⊗ hk
(see Lemma 4.12). 
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We illustrate the above theorem by several small-dimensional examples (cf. [Vi04,
Section 7]). As before we denote by q a quadratic form and by Q the respective projective
quadric. For simplicity we assume that charF 6= 2.
Example 7.8. Consider an anisotropic quadricQ of dimension 6 with trivial discriminant.
If 1 ∈ J(q), then by [PS10, Proposition 4.2] Q has trivial Clifford invariant, hence is a
Pfister quadric. Otherwise by Theorem 7.7 there are connections 2 and 3, 3′ and 4, and
by [Vi11] there are connections 0 and 3, 1 and 4, 2 and 5 and 3′ and 6. So there are at
most two indecomposable summands shown in the following diagram:
3
0 1 2 4 5 6
3′
If, moreover, 2 6∈ J(q), the motive is indecomposable.
Example 7.9. Consider an anisotropic quadricQ of dimension 8 with trivial discriminant.
It is known that Q has non-trivial Clifford invariant, so 1 6∈ J(q), and by Theorem 7.7
there are connections 3 and 4, 4′ and 5. On the other hand, by [Vi11] there are connections
0 and 7, 1 and 8, 2 and 5, 3 and 6, 4 and 4′. So there are at most three indecomposable
summands as follows:
4
0 1 2 3 5 6 7 8
4′
If, moreover, 3 6∈ J(q), the motive is indecomposable.
Example 7.10. Consider an anisotropic quadric Q of dimension 10 with trivial
discriminant and trivial Clifford invariant. If 3 ∈ J(q), then by the action of the Steenrod
algebra ([Vi05, Proposition 5.12], [PSZ08, Last column of Table 4.13]) 5 ∈ J(q) and hence
J(q) is trivial, a contradiction. So 3 6∈ J(q), and by Theorem 7.7 there are connections 2
and 5, 3 and 6, 4 and 7, 5′ and 8. By [Vi11] there are also connections 0 and 7, 1 and 8, 2
and 9, 3 and 10, 4 and 5, 5′ and 6. So there are at most two indecomposable summands,
as shown in the diagram:
5
0 1 2 3 4 6 7 8 9 10
5′
Actually by [Vi04, Theorem 4.13] there are exactly two (isomorphic up to a Tate twist),
for it is known that the first Witt index of q is 2.
8. Applications to Chow motives: exceptional varieties
For a split group G we denote by Pi the maximal parabolic subgroup of type i. The
enumeration of simple roots follows Bourbaki. We denote by ρ the coaction of Ch∗(G) on
Ch∗(G/Pi).
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8.1 (Variety E7/P7, p = 2). We denote by E
sc
7 the split simple simply connected group of
type E7.
Lemma 8.2. The Chow ring of Esc7 together with the action of Steenrod operations
1 is as
follows:
CH∗(Esc7 )⊗ F2 ≃ F2[e3, e5, e9]/(e
2
3, e
2
5, e
2
9);
S2(e3) = e5; S
4(e5) = e9;
codim ei = i.
Proof. The description of the Chow ring follows from [Kac85, Table II], and the Steenrod
algebra action is described in [IKT76, Proposition 5.1]. 
Lemma 8.3. CH∗(Esc7 /P7) ⊗ F2 ≃ F2[h, x5, x9]/(h
14, x25, x
2
9) with codimh = 1 and
codim xi = i, and the coaction is given by
ρ(h) = 1⊗ h;(8.4)
ρ(x5) = e5 ⊗ 1 + e3 ⊗ h
2 + 1⊗ x5;(8.5)
ρ(x9) = e9 ⊗ 1 + e5 ⊗ h
4 + 1⊗ x9.(8.6)
Proof. The multiplicative structure is described in [DuZ10, Theorem 5]. (Alternatively
one can compute the multiplicative structure using the algorithm described in [PS10,
Section 2] or using the equivariant algorithm described in [GPS16, Section 5]).
By Lemma 6.2 the generator x5 goes to e5 and x9 goes to e9 under the natural map
Ch∗(Esc7 /P7)→ Ch
∗(Esc7 ). Note that we can adjust x9 by adding x5h
4 if necessary so that
S4(x5) = x9.
Formula (8.4) follows from the fact that h is a rational cycle and from Lemma 4.12.
To prove formula (8.5) we use the method described in Section 6.1. Consider the
parabolic subgroup Q = P1 of our split group of type E7. Then the commutator subgroup
C of the Levi part of Q is the group Spin12 of type D6, and by [Kac85, Table II]
Ch∗(C) = F2[e3, e5]/(e
2
3, e
2
5).
Let E be a generic C-torsor over F . The Chow motive of E(E
sc
7 /P7) decomposes by [Br05]
as follows:
M(E(E
sc
7 /P7)) =M(E(D6/P1))⊕M(E(D6/P1)){17}
⊕M(E(D6/P6)){6} ⊕M(E(D6/P5)){11},
where Pi’s on the right-hand side denote the respective maximal parabolic subgroups for
the split group of type D6 (the enumeration of simple roots follows Bourbaki).
By Lemma 7.2 there is an element y5 ∈ Ch
5(D6/P1) such that
ρ(y5) = e5 ⊗ 1 + e3 ⊗ h
2 + 1⊗ y5,
and under the decomposition above y5 corresponds to either x5 or x5 + h
5. In both cases
formula (8.5) holds.
Finally, formula (8.6) follows from formula (8.5) by applying the Steenrod opera-
tion S4. 
1For Steenrod operations in arbitrary characteristic see [Pr19].
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Proposition 8.7. Let E be an Esc7 -torsor over SpecF with J2(E) = (1, 1, 1). Then the
Chow motive M(E/P7) with coefficients F2 decomposes as U(E/P7)⊕U(E/P7){1}, where
the motive U(E/P7) is indecomposable.
Proof. By [Ka13, Theorem 3.5] the only possible summands ofM(E/P7) up to Tate twists
are the upper motive U(E/P7) and the motive R2(E) (see Section 3.4). However, using
Theorem 6.4 and Lemma 8.3 we see that there are no summands of type R2(E).
We are going to apply the shell technique from [GPS16, Section 4]. To this end we need
to compute the first shell. We have already established that E/P7 is not generically split
(see [PS10, Theorem 5.7]), so passing to its function field we get J2(EF (E/P7)) = (1, 0, 0).
Using Lemma 8.3 we see that the only cycles over F (E/P7) satisfying the relation
ρ(x) = 1 ⊗ x are spanned by hi, x9h
i, x5h
12, x5h
13, x5x9h
12, x5x9h
13. On the other
hand, it follows from the algorithm of [CGM05] that the motive of E/P7 contains over
F (E/P7) exactly eight Tate motives, namely
F2, F2{1}, F2{9}, F2{10}, F2{17},F2{18}, F2{26}, F2{27}.
By the same arguments the only rational over F cycles in Ch9(Esc7 /P7) are spanned by h
9,
and this cycle is not Poincare´ dual (we say that two cycles α and β are Poincare´ dual, if
deg(αβ) = 1) to any of rational over F (E/P7) cycles in the dual codimension 18, namely
0, x9h
9, x5h
13 or x9h
9+x5h
13. Therefore h9 does not belong to the first shell, i.e., the Tate
motive F2{9} from the list above is not a generic point of a direct summand of M(E/P7)
over F . It remains to apply [GPS16, Theorem 4.10] with b = 1, α = h. 
8.8 (Variety E8/P8, p = 3). We denote by E8 the split group of the respective type.
Lemma 8.9. CH∗(E8)⊗ F3 ≃ F3[e4, e10]/(e
3
4, e
3
10).
Proof. Follows form [Kac85, Table II]. 
Lemma 8.10. CH∗(E8/P8) ⊗ F3 ≃ F3[h, x6, x10]/(x
4
6 + h
24, x36h
2, x310 + h
24x6) with
codimh = 1 and codim xi = i, and the coaction is given by
ρ(h) = 1⊗ h;(8.11)
ρ(x6) = e4 ⊗ h
2 + 1⊗ x6;(8.12)
ρ(x10) = e10 ⊗ 1 + e
2
4 ⊗ h
2 − e4 ⊗ x6 + 1⊗ x10.(8.13)
Proof. We proceed similar as in the proof of Lemma 8.3. The multiplicative structure is
described in [DuZ10, Theorem 7]. Formula (8.11) follows from Lemma 4.12.
Consider now the parabolic subgroup Q = P7,8 corresponding to the subset
{1, 2, 3, 4, 5, 6} of the Dynkin diagram of type E8. Then the commutator subgroup C
of the Levi part of Q is of type Esc6 , and by [Kac85, Table II]
Ch∗(C) = F3[e4]/(e
3
4).
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Let E be a generic C-torsor over F . The Chow motive of E(E
sc
8 /P8) decomposes by [Br05]
and [CGM05] as follows:
(8.14)
M(E(E8/P8)) = F2 ⊕ F2{1} ⊕ F2{28} ⊕ F2{29}
⊕ F2{56} ⊕ F2{57} ⊕M(E(E
sc
6 /P6)){2}
⊕M(E(E
sc
6 /P6)){29} ⊕M(E(E
sc
6 /P6)){30} ⊕M(E(E
sc
6 /P1)){11}
⊕M(E(E
sc
6 /P1)){12} ⊕M(E(E
sc
6 /P1)){39} ⊕M(E(E
sc
6 /P2)){18}.
By Lemma 6.2 there is an element y4 ∈ Ch
4(Esc6 /P6) mapping to e4, so
ρ(y4) = e4 ⊗ 1 + 1⊗ y4.
Under the decomposition above 1 corresponds to h2 and y4 corresponds to either x6 or to
x6 ± h
6. In both cases formula (8.12) holds.
Furthermore, we have
ρ(y24) = e
2
4 ⊗ 1− e4 ⊗ y4 + 1⊗ y
2
4.
Under the decomposition above y24 corresponds to x10+αx6h
4+ βh10 for some α, β ∈ F3.
We have
ρ(x10) = e
2
4 ⊗ h
2 − e4 ⊗ x6 + 1⊗ x10 + γe4 ⊗ h
6 mod (e10)⊗ Ch
∗(E8/P8)
for some γ ∈ F3, where (e10) denotes the ideal of Ch
∗(E8) generated by e10. Changing x10
to x10 − γx6h
4 (this does not affect the relations) we get formula (8.13). 
Proposition 8.15. Let E be an E8-torsor over SpecF with J3(E) = (1, 1). Then the
Chow motive M(E/P8) with coefficients F3 decomposes as
U(E/P8)⊕ U(E/P8){1} ⊕
25⊕
i=4
R3(E){i},
where the motive U(E/P8) is indecomposable and R3(E) is the upper motive of E/B.
Proof. We proceed similar as in the proof of Proposition 8.7. By [Ka13, Theorem 3.5] the
only possible summands of M(E/P8) up to Tate twists are the upper motive U(E/P8)
and the motive R3(E).
Using Lemma 8.10 we see that in Theorem 6.4 all possible β’s are of the form x26x
2
10h
j ,
while the corresponding α’s are hj+4. This allows to split off the summands R3(E) as in
the statements of the proposition.
Note that the motivic decomposition of E/P8 over its function field is exactly the same
as decomposition (8.14). In particular, there are six Tate motives in this decomposition.
Since the rank of every motivic direct summand of E/P8 is divisible by p = 3, it remains
to apply [GPS16, Theorem 4.10] with b = 1, α = h. 
Remark 8.16. Let P be a parabolic subgroup of a split group of type E8. It follows
immediately from the classification of the Tits indices for groups of type E8 that the
motives R3(E) and U(E/P8) from the proposition above are (up to Tate twists) the only
possible indecomposable motivic summands of every twisted flag variety of the form E/P
at the prime 3, when J3(E) = (1, 1).
For the case J3(E) = (1, 0) see [GPS16, Section 10c].
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8.17 (Case E8, p = 2).
Lemma 8.18. We have CH∗(E8) ⊗ F2 ≃ F2[e3, e5, e9, e15]/(e
8
3, e
4
5, e
2
9, e
2
15), where
codim ei = i, e3, e5 and e9 are primitive while
(8.19) ∆(e15) = e15 ⊗ 1 + e9 ⊗ e
2
3 + e5 ⊗ e
2
5 + e3 ⊗ e
4
3 + 1⊗ e15.
Proof. See [MT78, Theorem 6.32]. Alternatively one can consider a commutative diagram
analogous to diagram (7.4) with the group E8 instead of SOn and with E8/P8 instead of
SOn /P1. Then the respective homomorphism pi is surjective, and one can recover the
formulae for the coproduct ∆ using this diagram and formulae for the coaction ρ, which
can be obtained similar as in Lemma 8.10. 
Proposition 8.20. If J2(E) = (∗, ∗, ∗, 0), then J2(E) ≤ (1, 1, 1, 0) or J2(E) ≤ (2, 1, 0, 0)
component-wisely.
Proof. The condition on J2(E) means that there is a rational element in Ch
∗(E8/B)
mapping to x = e15 + αe
3
5 + βe
5
3 + γe
2
3e9 ∈ Ch
∗(E8) for some α, β, γ ∈ F2. We have
∆(x) = x⊗ 1 + 1⊗ e15 + αe
2
5 ⊗ e5 + (1 + α)e5 ⊗ e
2
5 + α⊗ e
3
5
+ βe43 ⊗ e3 + (1 + β)e3 ⊗ e
4
3 + β ⊗ e
5
3
+ γe23 ⊗ e9 + (1 + γ)e9 ⊗ e
2
3 + γ ⊗ e
2
3e9.
Since J is a bi-ideal by Lemma 4.5, it follows that e25, e
4
3 and either e
2
3 or e9 belong to J ,
as claimed. 
9. Applications to other cohomology theories
Let M be a Chow motive and let A∗ be an oriented cohomology theory. By [VY07,
Section 2] there is a unique lift of the motive M to the category of Ω∗-motives and, since
Ω∗ is the universal oriented cohomology theory, there is a respective motive in the category
of A∗-motives. This allows to consider every Chow motive M also as an A∗-motive for an
arbitrary oriented cohomology theory A∗.
In the following examples we will, in particular, compare the behaviour of A∗-motives
with Chow motives for different oriented cohomology theories A∗.
In all our examples all graded modules of constant rank over A∗(pt) are free. Moreover,
H∗ are also free over A∗(pt). Thus, by Lemma 5.5 the second assumption of Theorem 5.7
is satisfied.
Example 9.1. Let p be a prime number. By [Me97, Corollary 5.11] one has the following
isomorphism of rings
K0[β, β−1](PGLp)⊗ Fp ≃ Fp[β, β
−1][x]/(xp) =: H∗
with deg x = 1. The coproduct structure is given by ∆(x) = x⊗ 1 + 1⊗ x− βx⊗ x.
In particular, the dual algebra H∨ is isomorphic to Fp[β, β
−1][y]/(yp − βp−1y). Since
yp − βp−1y =
∏p−1
j=0(y − jβ) and the polynomials y − jβ are coprime, we get that there
are exactly p non-isomorphic types of indecomposable direct summands of the K0-motive
of the respective generically split varieties.
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Besides, if we denote byMj theH
∨-module corresponding to the j-th polynomial y−jβ,
then we have an isomorphism of H∨-modules Mi ⊗Fp[β,β−1] Mj ≃ Mi+j mod p. Moreover,
the module M0 corresponds to the Tate motive.
This agrees with the result of Quillen with a computation of the K-theory of Severi–
Brauer varieties (see [Qui73, Section 8], see also [Pa94]). We remark also that contrary
to the K0-case the Chow motive modulo p of the Severi–Brauer variety SB(A), where A
is a central simple division algebra of degree p, is indecomposable.
Example 9.2. Let G be a split semisimple simply-connected algebraic group and p a
prime number. Then by [Me97] we have K0[β, β−1](G)⊗ Fp = Fp[β, β
−1]. In particular,
for every G-torsor E the respective bialgebra H∗ = Fp[β, β
−1]. Therefore the K0-motive
of E/B is a direct sum of Tate motives. This agrees with [Pa94].
Example 9.3. Let (G, p) be from the following list: (G2, 2), (F4, 2), (E6, 2), (F4, 3),
(Esc6 , 3), (E7, 3), or (E8, 5), where sc stands for the split simply connected group (in the
cases (E6, 2) and (E7, 3) one can choose an arbitrary split group of the respective type).
For the localized at p algebraic cobordism one has by [Ya05, Theorem 5.1] the following
isomorphism of rings
Ω∗(p)(G) ≃ L(p)[xp+1]/(pxp+1, v1xp+1, x
p
p+1)
with deg xp+1 = p+ 1.
In particular, the second Morava K-theory modulo p equals
K(2)∗(G) ≃ Fp[v2, v
−1
2 ][xp+1]/(x
p
p+1) =: H
∗.
In fact, by dimensional reasons (since deg v2 = −(p
2− 1) and deg xp+1 = p+1) and by
the coassociativity of the coproduct, the coproduct structure on H∗ must be given by
∆(xp+1) = xp+1 ⊗ 1 + 1⊗ xp+1 + αv2
p−1∑
i=1
1
p
(
p
i
)
xip+1 ⊗ x
p−i
p+1(9.4)
for some scalar α ∈ Fp (note that the coefficients
1
p
(
p
i
)
are integers).
Note that for Chow groups modulo p one has Ch∗(G) ≃ Fp[xp+1]/(x
p
p+1), where the
generator xp+1 is a primitive element. The respective indecomposable Chow motives are
the generalized Rost motives (see [PSZ08, Section 7]). On the other hand, by [SeS18,
Proposition 6.2] these Rost motives are decomposable with respect to K(2)∗. Therefore
the scalar α must be non-zero.
The dual algebra H∨ is isomorphic to Fp[v2, v
−1
2 ][y]/(y
p − αv2y). In particular, since
yp − αv2y = y(y
p−1 − αv2) the respective Rost motive for K(2)
∗ modulo p decomposes
into a direct sum of two non-isomorphic indecomposable motives, one of which is the Tate
motive (this motive corresponds to the H∨-module Fp[v2, v
−1
2 ][y]/(y)). This agrees with
[SeS18, Proposition 6.2].
Remark 9.5. In Example 9.3 we do not use the full generality of [SeS18, Proposition 6.2],
but just the fact that the respective generalized Rost motives are decomposable with
respect to the second Morava K-theory. But this can be seen directly. Indeed, if X
is a norm variety (see [S16, Definition 4.1]) of dimension p2 − 1, then the projector
v−12 · (1 × 1) ∈ K(2)
∗(X × X) defines a direct summand of the respective generalized
Rost motive. This direct summand is isomorphic to the Tate motive.
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Example 9.6 (Rost motives). Let p = 2 and consider the n-th Morava K-theory K(n).
We consider the group G = SO2n+1 and a G-torsor E corresponding to an anisotropic
(n + 1)-fold Pfister form q.
Then the respective indecomposable Chow motive is the Rost motive associated with
q, and as in Example 9.3 we have H∗ ≃ F2[vn, v
−1
n ][x]/(x
2) with deg x = 2n − 1. The
coproduct is given by ∆(x) = x⊗ 1 + 1⊗ x+ vnx⊗ x and the dual algebra
H∨ ≃ F2[vn, v
−1
n ][y]/(y
2 + vny).
In particular, since y2 + vny = y(y + vn) the respective Rost motive for the n-th Morava
K-theory is a direct sum of two non-isomorphic motives, one of which is the Tate motive.
This agrees with [SeS18, Proposition 6.2].
Example 9.7. For the localized at p = 3 algebraic cobordism one has by [Ya05,
Theorem 5.2] the following isomorphism of rings
Ω∗(E8)(3) ≃ L(3)[x4, x10]/(3x4, 3x10, x
3
4, x
3
10, v1x4 + v2x10, v1x10)
with deg xi = i. In particular, the second Morava K-theory of E8 modulo p = 3 equals
K(2)∗(E8) ≃ F3[v2, v
−1
2 ][x4]/(x
3
4) =: H
∗.
The coproduct structure is given again by formula (9.4), and the scalar α is non-zero,
since it follows from [PS10, Theorem 5.7] that there exists a field extension of the base
field over which our variety of Borel subgroups of type E8 decomposes into a direct sum
of generalized Rost motives modulo 3.
Note that the respective indecomposable Chow motive modulo 3 has Poincare´
polynomial
t12 − 1
t4 − 1
·
t30 − 1
t10 − 1
and, in particular, rank 9. Contrary to this, the respective
K(2)∗-motive has rank 3.
As in Example 9.3 the dual algebra is isomorphic to Fp[v2, v
−1
2 ][y]/(y
3 − αv2y), and
the respective K(2)∗-motive decomposes further as a direct sum of two non-isomorphic
indecomposable motives, one of which is the Tate motive.
Remark 9.8. Motivic decompositions which we considered in this article were usually
with modulo p coefficients. Nevertheless, there is a standard technique to lift motivic
isomorphisms and motivic decompositions from Fp- to Z(p)- or Zp-coefficients (see e.g.
[SZ15]).
Remark 9.9. Let A∗ → B∗ be a morphism between two oriented cohomology theories.
Vishik and Yagita provide in [VY07, Section 2] a criterion under what conditions there
is a one-to-one correspondence between the isomorphism classes of A∗-motives and the
isomorphism classes of B∗-motives. This allows to extend our results to a bigger class of
oriented cohomology theories.
Remark 9.10. Let G be a split semisimple algebraic group, E a generic G-torsor and
P a special parabolic subgroup of G. Let A∗ be a free oriented cohomology theory. Due
to nilpotency results [CNZ16, Section 5] (cf. [PS17, Theorem 5.5], [NPSZ18]) one can
lift motivic decompositions of the A∗-motives of twisted flag varieties E/P to a motivic
decomposition of the G-equivariant A∗-motive of G/P .
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In particular, the results of the present article provide new motivic decompositions for
equivariant motives.
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