Abstract-We present an estimation of the Geophysical Model Function (GMF) of the QSCAT scatterometer done by using neural network methodology. This GMF which is denoted QSCAT-NN was calibrated with collocated IECMWF wind vectors and QSCAT a. measurements. Several elementary tests show the good quality of QSCAT-NN. Since the f r e quency of QSCAT is the same as this of NSCAT, we also tested the validity of a Neural Network NSCAT GMF (NSCAT-"-2) for representing the QSCAT GMF. It is found that NSCAT-NN-2 also is a good estimate of the GMF of QSCAT. Besides we have estimated a specific neural network for determining the conditional variance of QSCAT measurements following the previous works on NSCAT measurements.
INTRODUCTION
The wind vector on the ocean surface can be determined from measurements of radar backscatter (NRCS or 0'0) of the ocean by using spaceborne scatterometers. Their global coverage and frequent sampling are unique with respect to m e ntional measurements. The SeaWinds scatterometer instrument of the QuikSCAT mission (NASA) was launched in June 19. 1999 to fill the gap created by the loss of data from NASA Scatterometer (NSCAT), when the ADEOS-1 satellite: failed in June 1997. QuikSCAT is a Ku-band radar as NSCAT. Its antenna is rotating and has two beams at two elevation angles giving a conical scan (concentric circles on the surface). It acquires measurements in vertical (W-pol) and horizointal (HH- pol) polarizations of a. .
Most of the algorithms which have been proposed to compute the wind vectors from scamxometer measurements are based on the inversion of a Geophysical Model Function (GhG) which is a transfer function giving the scatterometer signal (ao) with respect to the wind vector. The determination of an accurate GMF is then of a fundamental interest. Ruthermore the GMFs give useful information on the physical behavior of the scatterometer. Owing to the complexity of the relationship between wind, sea surface geometry and electromagnetic backscattering, empirical approach has thus been widely used. The aim is to statistically reproduce the relation between the a. measurements and the wind vectors. The methodology is based on collacations between QSCAT 00 and wind measurements. In the present study we relate the backscatter measurements to collocated wind vector provided by European Centre for Medium-Range Weather Forecasts (ECIMWF) model winds. The backscatter depends on the wind speed, wind direction and incidence angle. Moreover other geophysical parameters may also affect 00 such as the wave height, the wave direction, the sea surface temperature and the rain since they modify the sea surface response to the wind action. These parameters, which are thought to act at second order, are not be taken into account in the present study.
Wind retrieval methodology bawd on GMF inversion implies an accurate estimate of the cro m o r s . The challenge of scatterometry thus include development of robust Geophysical Model Function and accuratecharactexizatim of measuremeut error statistics. This is done in the present paper by using multilayer perceptrons, a particular class of neural networks. 
NON-LINEAR REGRESSION BY NEURAL NETWORKS
Our approach is to determine an empirical function which models a0 for each polarization with respect to the incidence angle 8, the wind speed U and the azimuth direction x. Due to the significant nonlinearity in the function, we choose an empirical model able to deal with nonlinear regression. In the following, we use a particular Neural Network (NN) methodology which has been used with success for modeling complex functions [l, 21, the Multi-Layer Percept" (W). NN provides empirical statistical nonlinear models estimated from observations in the form of a continuous function [3] which in this case is expressed by a functional equation of the form :
(1)
We assume that each observation aoi is the sum of the true and a Gaussian noise ei with zero mean, and varisignal ance var(ei):
Thus as stated in neural networks theory, F ( 8 , U, x) gives an estimate of the conditional mean of the measurements:
The knowledge of var(ei) gives useful information on the response of the scatterometer and the accuracy of the GMF. We assume that the variance of the observed 80 is a function of the true g o * . the wind speed U, the azimuth direction x and the incidence angle 8. To compute this variable, we use a maximum likelihood estimation. This approach is also based on neural networks and described in [4]. We have determined two M e r e n t neural networks for estimating the two GMFs (one for the vertical and one for the horizontal polarization) denoted QSCAT-NN-V and QSCAT-NN-H respectively. The input of the neural networks are the wind speed, the cosines of the wind azimuth, the cosines of 2*(wind azimuth) and the difference between the actual and the theoretical incidence.
The output is the sigma-0. Similarly we have determined two different neural networks for estimating the variance denoted VAR-QSCAT-NN-V and VAR-QSCAT-NN-H. The input are the wind speed, the Cosines of the wind azimuth, the cosines of 2*(wind azimuth), the Merence between the actual and the theoretical incidence angle and the estimated 00 by QSCAT-NN-V or QSCAT-NN-H. The output is the variance.
RESULTS
Since results are very similar for the two polarizations, we present those for the vertical polarization only. The scatter diagram of the 00 estimated by QSCAT-NN-V versus the observed a0 (not shown) shows that the data fit the diagonal which means that QSCN-NN-V is a good estimate of the QSCAT GMF. The correlation coefficients R2 is of 0.93. Since the frequency of QSCAT is the same as this of previous scatterometer, NSCAT, we also tested the validity of a neural network NSCAT GMF (NSCN-"-2) for representing the QSCAT GMF. Similar results are obtained for NSCAT-"-2 meaning that it also is a good estimate of the QSCAT GMF. Fig. 1 shows that NSCAT-"-2 and QSCAT-NN-V models are slightly different for the very low values of 00. It is noticed that these very low values of QSCAT 00 are betta estimated by QSCAT-NN-V than by NSCAT-"-2.
We obtained a RMS error of 3.08 and of 3.16 dB respectively and a bias of -0.03 dB for QSCAT-NN-V versus a value of 0.41 dB for NSCAT-"-2. This function has a quadratic form whose coefficients determined by performing a least squares fit are close to these found for NSCAT [41. QSCAT-NN-V and only in 35% for NSCAT-"-2.
CONCLUSION
The QSCAT neural network GMFs were determined by using collocated backscatter measurement and ECMWF analysis winds. Several statistical tests show that they are good estimate of the true QSCAT GMF. Since the frequency of QSCPT is the same as this of NSCAT. we also tested the validity of a Neural Network NSCAT GMF (NSCAT-"-2) for represating the QSCAT GMF. It is found that NSCAT-NN-2 also is a good estimate of the GMF of QSCAT. The VAR-QSCPiT-NN models providing the variance of QSCAT will be very useful for improving the wind retrieval procedure via a Bayesian approach. Such a procedure is under development by using more sophis- 
