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Die kontext-freien Sprachen sind ein wichtiges Gebiet sowohl 
der thaoretischen als auch der praktischen Informatik. Be-
sondere Aufmerksamkeit wurde der KomplexitKt von Analyse-
algorithmen gewidmet. 
Lewis, Hartmanis und Stearns {2) erzielten die ersten Resultate: 
Jeda kontext-freie Sprache kann mit Speicheraufwand o (10g2n) auf 
einer deterministischen Turingmaschine analysiert werden, es gibt 
kontext-freie Sprachen, die mit O(log log n) erkannt werden kOnnen 
und O(log log n) Speicherplatz ist zum Erkennen einer jeden nicht-
regulKren Sprache nOtig. Neuere Resultate von Sudborough [9] und 
Monien (8] lassen vermuten, daB die obere Schranke von 0(log2n), 
wenn Uberhaupt, dann nur sehr schwer zu verbessern ist. Sie 
zeigten, daB aus der Existenz eines allgemeinen deterministischen 
Analysealgorithmus der SpeicherkomplexitKt O(log n) die Gleich-
heit der deterministischen und nichtdeterministischen kontext-
.en.itiven Sprachen folgt, also eine LOsung fUr Myhill's berUhmtes 
lba-Problem. 
Allerdings ist es denkbar, daB groBe Teilklassen der kontext-
freien Sprachen, z.B. die deterministischen Sprachen, mit loga-
rithm1schem Platzaufwand erkennbar sind. Erste Resultate in dieser 
Richtung wurden von Hotz und Messerschmidt (5) und Mehlhorn [6] 
erzielt. Sie zeigen, daB Dycksprachen bzw. Klammersprachen Band-
komplexitKt log n hahen. 
In dieser Arbeit befassen wi r uns mit unteren Schranken fUr die 
BandkomplexitKt von determini stischen Sprachen • Die von Lewis, 
Hartmanis und Stearns angegebene kontext-freie Sprache der 
BandkomplaxitKt O(log log n) ist nKmlich inherent nichtdeter-
~inistisch. Wir e rhaltan folgande Resultate. 
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Definition: Eine kontext-freie Spz'ache L heiBt 
stark nicht-regu11l.r, falls es worte u,v,w,x,y gibt, 
so daB L " uv" wx" y nicht regulllr ist. 
Hauptsatzl Das Wortproblem einer jeden stark nicht-regu11l.ren 
kontext-freien Sprache ben6tigt O(log n) Speicherplatz unendlich 
oft. 
FUr einige Familien von eindeutigen kontext-freien Sprachen 
k6nnen wir zeigen, daB jede nicht-regu11l.re Sprache sogar 
.tark nicht-regulllr ist. So erhalten wir: 
* .. lorollar: Sei L ~ a b kontext-frei aber nicht regu11l.r. Dann 
hat das wortproblem fUr L die Bandkomplexit1l.t O(log n). 
In die.am Fall ist 109 n sowohl eine untere ala auch obare 
Schranke fUr die Bandkomplexit1l.t. Die obere Schranke folgt aus 
dam Satz von Parikh. FUr die Klasse der strikten Realzeit-
sprachen (strict realtime languages von Harrison und Havel [3] 
erhalten wir nur eine untere Schranke. 
~orollar: Sei L eine nicht-regu11l.re .trikte Realzeit.prache. 
Dann hat das Wort problem fUr L mindestens die Bandkomplexit1l.t 
O(logn). 
Diese Resultate weisen auf einen Antagonismus im Konzept 
"Einfachheit" hin. Einfache Erzeugungsalgorithmen (strikt Real-
zeit) k6nnen keine ganz einfachen (Bandkomplexitllt O(log log n» 
Sprachen erzeugen.Dies hat f olopnden Grund: Die Funktion 109 n 
ist die am schw1l.chsten wachsende band-konstruierbare Funktion; 
Sprachen "qeringerer Bandkomplexit1l.t mUssen also die erkennende 
Ma.chine bei der Benutzung des Bandes leiten, urn zu hohen Ver-
brauch zu vermeiden. Diese Steuerfunktion verlanqt eine Aus-
druckskraft, die von den einfachsten Generierungssystemen nicht 
gelei.tet werden kann. 
Wir m6chten den Herren Prof. G. Hotz und J. Messerschmidt fUr 
viele nUtzliche Diskussionen danken. 
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2 . Vorbetrachtunqen 
Wenn wir im folgenden von 'Turingmaschine' reden, meinen 
wir damit eine deterministische Turingmaschine mit einem 
Eingabeband, auf dem sie nur lesen darf,und beliebigem 
Speicher (z.B. eine k-Band Turingmaschine, eine TM mit 
mehrdimenaionalem Speicher, eine RAM oder einen Ballon-
automaten). Sei L: IN + ~ eine Abbildung. Wir sagen, 
eine Turingmaschine hat die Bandkomplexit~t L, falls bei 
Keiner Eingabe der L~nge n die Anzahl der im Speicher be-
nutzten Zellen L(n) Ubersteigt. 
Sei I daa Eingabealphabet einer Turingmaschine M. Wir sagen, 
M erkennt Tel *, wenn M zu jeder Eingabe W' I*" ent-
acheidet,ob w ~ T oder ni cht. 
Ea aei L : ~ + IN eine Abbildung. Wir nennen eine formale 
Sprache T L-erkennbar, wenn ea eine Turingmaschine der 
Bandkomplexitlt L(n) gibt, die T erkennt. 
Wir beachrlnken uns zunlchst auf kontext-freie nicht-regullre 
Teilmengen von {a}* . {b}*, wobei {a,b} ein zweielementigea 
Alphabet iat, und zeigen , daS man zum Erkennen einer aolchen 
Sprache mindeatens O(log n) Speicherplatz ben5tigt. 
Ea gilt also der folgende Satz: 
Satz: Ea aei {a,b} ein zweielementiges Alphabet. L: IN + .IN sei , , 
.~ne Abbildung mit 
Ali sup l~ftl a o. Dann ist jede L-erkennbare kontext-freie 
Tellmenge von {a}* • {b}* regular . 
Ferner iBt jede kontext-fr eie Teilmenge von fa! tbf in 0 (log n) 
Platz erkennbar. 
Eine Verallgemeinerung des Satzes ist das folgende Korollar: 
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* ~orollar. Bs sei rein Alphabet, L C L sei kontext-frei 
und 8S gebe W6rter u,v,w,x,y € rIO mit: T:- {u}'{ vt·{ w}. 
{x},.·{ y} II L iat nicht regulllr. Dann benlltigt man zum 
Brkennen von T mindestens 0(10'1 n) Speicherplatz. 
Beveis. Bs ist klar, daS T als Durchschnitteiner kontext-freien 
mit einer regularen Sprache wieder kontext-frei ist. Damit ist 
auch T' • {aib j luv1,..x j y /!. T} kontext-frei und nicht regulllr. 
Zum Brkennen von T' braucht man also nach unaerem Satz mindeatens 
0(109 n) Speieherplatz. Es sei nun Meine Turingmaaehine,die T 
erkennt. Nun konstruieren wir eine Turingmaschine M' fUr T': 
if * Zunllchst UberprUft M', ob die Eingabe aus {a} • {b} ist. Da dies 
eine reguU,re Menge ist, wird dafilr kein Speicherplatz benlltigt.Liest 
nun M' das erste a, so verhlllt aie sieh wie M bei der Bingabe von 
u und bleibt auf a atehen. FUr jedes weitere a simuliert M' M bei 
dar Bingaba von v. Beim ersten b verhalt sieh M' wie M bei der 
Eingabe von w, bleibt auf b stehen, dann wird bei jedem b M bei 
dar Eingabe von x simuliert. Am Ende des Wortes verhalt sieh M' wie 
M bei der Eingabe von y. Es ist klar, daS die Simulation von M 
in dar endlichen Kontrolle 'gesteuert' werden kann und daher keinen 
weiteren Speicherplatz verbraucht. M hat also den gleiehen Speicher-
bedarf Wi8 M' und damit aueh mindestens 0(10'1 n). 
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3. D.finition, H1lfssKtze 
W1r fUhr.n den Bewe1s des Satzes Uber Lemmata. d1e b1s auf 
das erste Aussagen Uber gew1sse Te1lmengen von ~~ s1nd. 
D. w1r 1m tolgenden nur formale Sprachen betrachten. d1e Te1l-
* .. mengen von {a} • {b} a1nd. 1dent1fiz1eren wir e1ne solche 
Sprache L m1t {(n,m) I anbm E L} C IN~ • D1ese Zuordnung 1at 
offena1chtlich eindeut1g. W1r beschKft1gen uns also mit Te1l-
mengen vonm~ und Ub.rtsa9~41e Begr1ffe "formale Sprachen", 
"kontext-fre1"."regulKr" usw. auf d1.ae Te1lmengen. 
ZunKchat ben~t1gen w1r e1n1ge Def1n1t10nen: 
Det.l: S.1en a.BlI ••• ,BkE IN~ (n C IN) end11ch v1ele Vektoren. 
Dw w1re! L (a ;B1 , ... , Bk ) c. IN~ def1n1ert durch 
T.1lmeng.n vonlN~ d1eser Art heiBen l1neare Mengen. end11che 
Vere1n1gungen davon halblineare Mengen. 
W1r 1ntereaa1eren una 1m folgenden nur fUr den Fall n ~ 2. 
D.f. 2: E1ne l1neare Te1lmenge heHt 
x-(y·)regulKz:. falls es e1n rEIN gibt mit (r,o)e {B 1 .... ,Bk } 
( (o, r) E { B l' ••• , Bk }) • 




he1Bt G1tt.r und w1rd auch mi t G(a; r,s) bezeichnet. 
Bemerkung& Da e1n G1tter G«a1.a2);r,a) offenbar der Sprache 
a .. a 2 * {. 1} • {.r} • { b } . {bS } entapJ:1cb1l, jet j .... G1tter reguUr. 
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Oef. 3: 
c1 ,c2 r 
m1 S m2 
Eine Teilmenge K c 'N~ 
fl und m1 ,1U2 E 41+ v { -} 
und 
heiBt Kegel, falls es 
gibt (1+ - {x Ii 41 I x ~ a}) lUit 
K heiSt entartet, falls 
x-regullir , falls lUI - 0 
y-reguUr falls . .. 
2 Die Geraden gi - { (x,y) E 41+ I y = lUi x+ci } (i=I,2) heiBen 
Begrenzungageraden von K. 
PUr a.81 ,82 E rn! bezeichnen wir lUit K(a;6 1 ,82) den Kegel, des sen 
Begrenzungsgeraden durch a verlaufen und die die Richtung von 61 
bzw. 62 haben. 
Ea sei T eine lineare Menge. Dann bezeichnen wir mit K(T) den 
kleinsten T enthaltenden Kegel. 
Wie man leicht sieht ist 
K(L(a;6 1 , ••• ,6k » = K(a;6 i ,6j) wobe1 ~~ 
der Vektor aus { 61 , ••• ,6k } mit der stlirksten und 6 j der mit der 
achwlichsten Steigung ist. 
Es ist also auch K(T) genau dann x-(y-)regullir, wenn dies fUr T gilt. 
T - L(a;6 1 , ••• ,6k ) 
(x-regullir) 
Die Beweisidee zu unserem Satz ist folgende: 
Ist L eine kontex-freie Teilrnenge von rn~ , so 
dem Satz von Parikh lineare Mengen T1 , ••• ,Tn 
existieren nach 
n 
mit L = UTi. 
i-I 
De wir zeigen, daB aIle sowohl x- ala euch y-regulliren 
linearen Mengen regullir sind, kBnnen wir diese o.w.E. aus 
T1 ,··.,Tn ausschlieBen. Aus den restlichen konstruieren wir 
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einen x-regulKren Kegel K1 und e i nen y-regul~ren K2 mit: 
Es gibt Gitter G11 .···.G1s • G21 ••••• G2s 1 2 
mit 
und L " 11:2 - (G21 v ••• u G2s ) " K2 2 
Dabei wird 1I:1 (K2) so gewKhlt. daB die Steigung seiner oberen 
(unteren) Begrenzungegeraden gl(g2) hachstens die des Vektors 
aus der Vereinigung der ' ErzeugendensystemeI von T1 ••••• Tn ist. 
der die kleinste (graBte) Steigung + 0 (fo") hat. Zu K1 1'1 L (K2 " L) 
liefern also nur noch die x-(v-)regulKren Mengen aus T1 •••.• Tn 
einen Beitrag und fUr diese l~Bt sich zeigen. daB sie .~ wesent-
lichen" nur aus einem Kegel geschnitten mit endlich vielen 
Gittern beatehen. Sei nun G 
Gist offenbar regulKr. Aus 
- GIl"" ."G1s1 U G21,,·· ."G2s2.· 
der Nichtregul.rit~t von L folgt 
die von G "L oder L" G. Beide Mengen liegen 'im wesentlichen I 
zwischen den beiden Geraden gl und g2 und aus einer Turing-
mas chine M. die L erkennt. lKBt sich eine Turingmaschine M' mit 
gleichem Platzbedarf konatruieren. die G '\.L bzw. L '\. G erkennt. 
Ist der Platzbedarf von M und damit der von M' kleiner als 
0(109 n). so liegt aber ein ganzes Gitter in der von H' erkannten 
Sprache. wie man aus Lemma 1 sieht. G"L und L"G kannen aber beide 
kein Gitter mehr enthalten. da beide keine Elemente mit K1 oder 
K2 gemeinsam haben. Somit mu6 der Platzbedarf von H mindestens 
0(109 n) sein. 
Wir beweisen zun~chst ein Lemma Uber Sprachen C /N 2 • die mit 
o 
weniger ala 0(10g n) P1atzbedarf erkennbar sind. 
Lemma I: Es sei T C fi~ und es existiere eine Turingmaschine M 
der Bandkomplex1tKt L. die T (d.h. (a~ml (n.m), T}) erkennt. woba1 
ft1m !~:) n • O. 
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Dann gibt es fUr alle 0 < c 1 S c 2 (c1 ,02 € 0+) ein N € IN, so daS fUr 
alle (n,m) E T mit c1n S m S c 2n und n ~ N gilt: 
&aweis: 1m folgenden wollen wir unt.r einem Maschinenzustand 
von M ein Paar aus S<K verstehen, wobei S die Menge der ZustKnde 
und K d1. dar Spe1cherkonf1gurat1onen 1st. E1ne Konf1gurat1on 
von M 1st also vollst3nd1g beschrieben durch Angabe des Ma-
sch1nenzustands und der Stellung des Lesekopfes. 
Die Masch1ne akzept1ere nun e1ne Eingabe a~m. 
Bah. 1: 1st die Anzahl der Maschinenzust3nde,d1e M nach der 
E1ngabe von a~m ann1mmt kle1ner als m1n(n,m), so w1rd auch 
n+k1 nl m+k2ml a b fUr all. k1,k2~INo akzept1ert. 
Bewe1s (informal): W1r geben der Maschine a~m e1n. Mit a-Lauf 
bezeichnen w1r einen Lauf des Lesekopfes zwischen Wortanfang 
und Grenze zwischen a's und b's (gleich in welcher R1chtung), 
ohne daS eine Begrenzung (Wortanfang, Grenze a's - b's) mehrfach 
Uberlaufen w1rd. 
Bap. : 
-- 't-' ~. If '. .. .. 't)\.1t+"\.. •• ~+""'- •• 
~~~~~~----------------~~r---------~~ 
. ..... "' . 0..1' ~ • • ., '10.. bl • • • ·!b! \ 
.. _-._" _ .. ,.. .. ~ ... 
) 
(------"'" ) (C _____ + ... 
'IJIi~. olE', Lu<> k.trf-~ 
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Bah. la. Bei Eingabe von a~m beg1nne ein a-Lauf mit dam 
Maschinenzustand zl und ende mit dam Maschinenzustand z2' 
Dann fUhrt die Maschine auch einen im Zustand z2 enden4en a-Lauf 
aus, wenn man den Lesekopf 1m Zustand -1 am Anfang des Wortes 
n+k nl 
a 1 bm I;teginnen lI8t (k1 E INo beliebig). 
, , , 
Hew.isl Da .s mehr a's als Ma~ 
Ichlnenzustande gibt, wird bei 
.inem a-Lau£ mindestens ein Zu-
stand z an verschiedenen Stellen 
angenommen, etwa an der i-ten 
und (i+k)-t.n Stelle. 
. ~ :0." 0..-"'-" 11. .... I , 
~v .,·. ·· -1: 
-
- . -. 
, 
~. ") 








Wir Uberlegen uns nun, da8 fUr jedes s E INo die Maschine einen 
im Zustand 22 endenden a-Lauf ausfUhrt, wenn man den Lesekopf 
an den Anfang des Wortes an+skbm setzt, wah rend die Masch1ne 
8ich im Zustandl!l befindet. 
S ""'-0..(., (i,+,k) - +e. 
.,.. 4t'" .. • _. 'If 5>.\1 .. 
0.' Ii"' 0.0: • • • . a." (A.~-" h .... I 






. ' - ' -!S . . 
I" 'to 
" . -
. . ~ . . ~ 
. . . , 
~ , - -~ ' . ~ 
" 
Von der (1+sk)-ten Stelle 1st nun der Lauf des Lesekopfes b1s 
zur Grenze zwischen den a's und b's wieder der gleiche und es 
werden auch dieselben Zustande von der Masch1ne angenommen. 







Mit crosaing sequence zwiachen zwei Stellen i,i+l des 
Lesebandes wollen wir, Ihnlich wie in [4] , die Folge 
der Maachinenzustlnde,in die die Maachine be1m Uberschreiten 
dieser Grenze jeweils Uberqeht. Nur betrachten wir hier nicht 
nur Zuatlnde der endlichen Kontrolle, aondern Paare aus SxK. 
Beh. lb. M erzeugt 
b's fUr alle klE1No 
n+k1nl bei a bm an der Grenze zwischen a's und 
die gleiche croasing sequence. 
Beweis: Wir zeigen zunlchst, daB die eraten Glieder der crossing 
sequences Ubereinstimmen. 
Die Grenze zwischen a's und b's wird am Ende des ersten a-Laufs 
zum ersten Mal erreicht. (Es ist klar, daB sie Uberhaupt einaal 
erreicht wird, denn aonst wUrden mit a~m auch alle Worte aus 
an • { a,b}" akzeptiert.) 
Vor Beginn des ersten a-Laufa verhllt aich die Maschine offenbar 
bei allen Eingaben gleich, da der Lea.kopf noch nicht Uber eine 
gewisse Stelle k sn hinausgekommen iat. Zu Beginn dea eraten 
a-Laufs iat die Maschine also bei allen Eingaben obiger Form 1m 
gleichen Zustand und aus Beh. la folgt, daB sie es dann auch 
am Ende dieses a-Laufs iat. 
Ala nlchates zeigen wir: 
Stimmen bei allen Eingaben die i-ten Glieder der betrachteten 
crossing sequences Uberein, so stirnmen auch die (i+l)-ten 
Uberein. 
Ea k~nnen bei Eingabe von a~m die folgenden Fille auftreten: 
A. .2. 












0.. .... _b .... \ 
: f ~, 
: . 000 
I ....... 
! , • ~ 
~ ..... 
l- \ ... ~ , 
: , . , 
, : 
In den Fallen 1 und 2 v.rhalt 
Wortende nlcht erreicht wird, 
gleich . 
. 
0."'- b- \ 
~ 
.. . 
1 ; :'-l 




sich M offensichtlich, da das 
n ... k 1nl bei allen Eingaben a bm 
Im Fall 3 ebenfalls,da nur b ' s gelesen werden, deren Anzahl 
bei beiden Eingaben glelch 1st. 1m Fall 4 findet bei Eingabe 
n+k nl 
von a 1 bm(~l& IN) nach Beh. la ein a-Lauf statt und am Anfang 
.. des Wortes wird ebenfalls der Zustand 8 errelcht. Bei dam 
N darauf folgenden mit z beglnnenden a-Lauf In umgekehrter Rlchtung 
wird ebenfalls 8 i +1 erreicht (Beh. la). 
Demit st1mmen also die ceossing sequences bei allen Eingaben 
n+k1nl 
a bm «berein. 
Sei 8 der Maschinenzustand, bei dam der Lesekopf diese Grenze 
zum letzten Mal Uberschreitet (Eingabe: a~m). 
Drei Falle sind nun m6g1ich: 
:4. ' , , 
" 0.. ... ~- t 
. ~"" b- I : 









. ' " '~' 
........, . .~ 
. . 











- .. . 
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In den FKllen 2 und 3 folgt aus obigen Uberlegungen, im 
Fall 1 aus Beh. la, da8 die Maschine bai Eingabe von 
n+k nl 
a 1 bm gleichen Endzustand h~lt und mit a~m auch 
n+k1DI m 
a b akzeptiert fUr alle kl E INo • Dabei werden 
ebensoviele Maschinenzustande angenommen 
von a~m also auch weniger als m. Analoq 
zeigt man nun, daB fUr jedes k2 e 1N0 auch 
akzeptiert wird. 




Zum Beweis von Lemma 1 iat nun noch zu zeigen: 
Bah. 2: Sind die Vorauasetzungen von Lemma 1 erfUllt, so 
gibt es ein N E. IN mit: 
FUr alle n ~ N und m € IN mit c 1m S n S c'2m nillU1lt die Maachine 
bei Eingabe von a~m weniger a1s min(n,m) verschiedene Maschinen-
zustll.nde An. 
Bewei.: Da a*i l~Jn~ • 0 iat, gibt as zu jedem k > 0 ain K E IN 
'mit k·L(n) < log n ~n ~ K. 
Nun gibt e. bei einer Eingabe der Lange t offenbar hOchstens 
S·L<t)q • rL(t) verschiedene Maschinenzustll.nde, wobei 
s • Anzahl der inneren Zuetll.nde von M 
q - Anzahl der KOpfe von M auf dam Arbeitsapeicher 
r z M~chtigkeit des Alphabets von M. 
Soll Beh. 2 nicht galten, ao rouS es eine komponentenweiae gegen ~ 
2 
atrebende Folge «ni ,mi » i€ IN auf 1N0 geben mit c Imj S nj S c 2mj 
n m 't j E IN , 
und zu jedem jE IN einen a jb j akzeptierenden Lauf von M, bei 
dam mehr ala min(nj,mj ) verachiedene Zustll.nde angenomrnan werden. 
Al.o 
\fj , IN 
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) fUr e - min gilt: 
¥j E IN 
Da lim 
j+-
lj A - muB auch gel ten: 
wenn die ungleichung fUr alle j E IN 
gel ten soll. 
~ es gibt also ein c' >0 mit 
10" . L (lj) ~ log lj fUr hinreichend groBe j E IN 
und somit ist 
lim .up LH:ll ~--!. > a 
j.- log tj c' 
d.h. es gibt eine nicht gagen a konvergierende Teilfolge von 
L (i) 
log i i e IN 
im Widerspruch zur Voraussetzung. 
Wir haben im Beweis von Lemma 1 eine deterministische Tu.ing-
maschine verwendet. Es geht aber aus dem Beweis hervor, daB 
diese Voraus.etzung nicht erforderlich i.t. Gibt es nlmlich einen 
a~m akzeptierenden Lauf einer nichtdecerministi.chen Turing-
ma.chine,fUr die die Vorau •• etzungen von Lemma 1 gelten, so gibt 
n+k1nl m+k2ml e. auch einen a b akzeptierenden Lauf fUr alle 
k 1 ,k 2 E IN. 
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Wir .ehen au8ardem am Bawa1s, daB weder d1e Art des 
Spe1cher. noch d1e de. Zugr1ffs auf den Spe1cher von Be-
deutung e1nd, eondern lediglich die Anaahl der mOg11chen 
Spa1cherzustKnda. Das Lemma 1 und dem1t der Satz gel ten 
daher fUr Masch1nen mit be11ab1gem Speichar , w1e z.B. 
k-Band-Tur1nqrnasch1nen, Tur1nqrn.schine m1t mehrd1mens1onalem 
Spe1cher, Pushdown-Automaten (auch 2-Weg) oder Random-
Access-Hasch1nen (dabe1 w1rd Spe1cherbedarf defin1ert als 
max. Anzahl der benutzten Reg1ster • log (grOSte 1n e1nem 
Reg1ster vorkommende Zahl) . 
Lemma 1 ist fUr den Bewei. des Satzes eehr wesent11ch. H1ndest-
Platzbedarf O(log n) eogar fUr nichtdeterm1nist1sche Tur1nqrnaachine n 
zum Erkennen 11nearer n1chtregularer Teilmengen vonlN~ lKSt sich 
schon aus Lemma 1 folgern . Also z.B. fUr 
oder 
Zum Beweis des Satzes fUr beliebige kontext- freie n1chtregulare 
Teilmengen von lN~ benOtigen w1r noch e1n1ge H11fssatze Uber 
l1neare Te11mengen von m~: 
Lemma 2: FUr e1ne x-(y-)regulare n1chtentartete 11neare Menge 
2 T c mo gilt: 
Es g1bt e1nen x-(y-)regularen n1chtentarteten Kegel K und G1tter 
G1 , • • • ,Gp m1t K n T a K n (G1U .•• VGp ). 
Bewe1s: (fUr x-regulares T). 
Se1 T - L(o;Sl, ••• ,Sn). Sl - (b1 ,b2) se1 der erzeugande Vektor 
m1t der grOSten Ste 1gung. S2 = (bi,O) ee1 a1ner m1t Ste1gung o. 
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Wir zeigen aunKchst: 
Deh. 1: Es gibt ein Gitter G mit T (\ G - K (T) ('I G. 
, , 
~e!s~ Wir wahlen G - G(O;b1b1 , b 2b 1 ) 
, 
falls b1 + 0 ist, andernfalls G ~ (O;b1 ,b2). 
K (T) " GeT 
Sei a180 6 -(d1 ,d2 ).,K(T) " G. 
i> 1) J n1 ,n2 € INo mit 6 - o+n1 Y 1 + n2 Y 2 
, 
wobei Y1 - (b1'b1,o) 
und 
Au 1) folgt. 
Au. 2) folgt somit: 
s 
Wie man leicht sieht,ist 
, 
6 ~ 0 + n 2b 1S1 + (n1 - n 2) b 1S2 
und da n2bi 'INo und nach dam vorhedgen (n1-n2 )b1 E INo' 
1st 6 E T. 
Wir wollen 1m folgenden einen Vektor 61 E IN~ von 62 E IN~ aus 
erre10hbar nennen, wenn e. n l ,n2 • INo gibt mit 62 • 61 + nlB l + n 2B2 , 
a180 wenn 6 2 E L(6 1 ,S1 ,11 2), 
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, 
Se1 nun r:- blbl 
l'I1r u,v E INo aa1 
Pu,v :- (a l + ur, a 2 + va) 
(Alao Pu,v e G 
Se1 Iu,v der Inhalt der "Maache" von G mit dar 11nken unteren 
Bcke Pu,v 
; I . , 
~-... -. ~ I » 
" ~~).s : 
_ " - I 
- --' _. -, .. .., .. 
, 
Ba ae1 Iu,v • (Iu,v " T) - Pu,v C (olr])( Coos] 
Man Uber~eqt s1ch le1cht: 
Bah. 2: Ist p. u' ,v' von p u,v aua erra1chbar, so 1st 
l~,V C lU' ,v' 
fUr alla U,vE INo mit : 
Pu,v 1st von P aus arre1chbar . uo,vo 
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Denn gabe •• sin .olch •• (uo'Vo ) nicht, .0 k6nnte man durch 
Induktion mit Hilfe von B.h. 2 eine unsndliche Kette 
Da !!ber I~,v C [o:r] " [o:s] 
a180 Tsilmengen e1ner endlichen Menge sind, ist dies nicht 
m6gl1ch. 
Seien al.o uo'vo mit obiger Eigenschaft gewKhlt. 
Wir setzen nun K a K(pu V;61 ,62)· 0' 0 
Beh. 3. Sei X € K. Dann gibt es u,v e INo mit x E Iu,v und 
Pu,v 4: K. 
~e!s~ Sei x - (x1 ,x2)· 
Zun&chst Uberlegt man sich leicht, da8 
xeIU',v' 
Dann zeigen wir: 
1st fi1r ein u,v E 1N0 Pu,vE'eK, (-Komplement von K), 
80 ist Iu,v '\ ( Pu+1,V} C 'fK 
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P E '€X ',) da 8 2 + vs ~ gilt Y!!. > 
s 
U,V a2 , ur r 
d.h. v > u 
) v + 1 > u 
v + 1 > u + 1 
v ~ u + 1 
d.h. von den vier Eaken von I V kann h6chatena die linke u, 
untere auf dam Rand von X liegen. 
Man Uberlegt 8ich leicht, da8 dann 
Iu,v"'{ Pu+1,J' c 'eX 
Liegt also x in X A Iu,v mit Pu,v ~ X 
80 ist x - PU+1,v e X also x e I u+1 ,v. 
Wir kommen Bun zum eiqentlichen Bewei8 von Lemma 2: 
SeiI' -{x1, ••• ,xp } uo,vo 
Wir setzen fUr i ~ 1, ••• ,p : 
Gi :- G(p v + xi: r,a) uo ' 0 
!e~e!s.!. 
C: Sei x E Tn K 
(u,v)-e IN0
2 mit p E X u,v 
P E K von p v au. 
u,V uo ' 0 
aus erreichbar ist (Beh. 
Dann gibt ea nach Beh. 3 ein 
und x E I • Nun ist aber j edes u ,v 
e r reichbar (da jedea p, ,E X(T) von a u ,v 
1) und K nur eine Verschiebung von K(T) 
ua den Vektor (uor,vos) ist). 
Nun ist aber I' = I' 
u,v ui:j 'vo 
-~ 3 i e {l, •• .,p }mi t 
x - Pu,v • xi 
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Also: x - xi + Pu,v • Pu + xi * «u-uo)r,(v-vo)s) o,vo 
also x E G1 • 
:>: Se1 x E Gj n K fUr e1n j £ {1, ••• ,p} 





DOl Pu,v von P aus erre1chbar: 
uo,vo 
mit 
x z Alao Pu v + Xj + Pu v - P 0' 0 ., uo,vo 
- a + (n1+ni)B 1 + (n2+n2)6 2 + n363 + •.• + nk6k 
Also x £ T. 
E1ne Verallgeme1nerung von Lemma 21st 
Lemma 3: Se1 LC IN; kontext-frei und nicht-regullir. Dann gibt es 
e1nen x-regulliren n1chtentarteten Kegel K1 und e1nen y-regulliren 
n1chtentarteten Kegel K2 und Gitter G11 ,···,G18 , G21 , ••• ,G2S 1 2 
(1=1,2). 
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Deweis: (Wir konstruieren Kl'K2 wird analog konstruiert) 
Sei L m Tl V •.. U Tn die Zerlegung von L in lineare Teilmengen. 
(Nach dem Satz von Parikh laSt 8ich jede kontext-freie Teil-
mange von ~~ 80 zerlegan). 
T 1 ••••• T i 
T i +1 • • ••• T j 
Tj +1••·•• Tn 
(x-regulllr 
tnichtentartet 
(~-regulllr &ber nicht 
tx-regulllr 
{Weder x- noch y-regulllr oder x-regulllr und entartet 
Offenber enthillt der Durch8chnitt zweier nichten~arteter 




__ -..? It' 
_ - ./ "So 
~- - 7"""""- - - - - - - - - - - --L _______________ ~
Eben80 enthillt das Komplement eine8 nicht x-regullren Kege18 K 
oder das eine8 entarteten x-regullren Kegel. einen nichte~­
arteten x-regullren Kegel K'. 
• p - -
. • • •• ..£. 
. I 
. .. ~- . . .. -. .. 
,- , 




Aus beidem folgt durch Induktion: 
Der Durobschnitt endlich vieler Teilmengen von ~~, die entweder 
n.e. x-regul!re Kegel oder Komplemente nicht x-regul!rer Kegel 




'" K(Tr ) 
(K(T
r
) sei dabei der nach Lemma 2 zu Tr konstruierte Kegel) 
Kl sei ein solcher darin enthaltener nichtentarteter x-regul!rer 
Kegel. 
(r) (r) N Seien Gl ••• Gj die nach Lemma 1 zu K(Tr ) geh6rigen Gitter r 
(r-l, ••• ,i). 
Sei 
-
.£.!. Sei a e L" Kl 
nach Konstruktion existiert ein p e { 1, ••• ,i} mit x e Tp 
'" Au8erdem ist x e K (Tp) 
=~> 31 S r S jp mit 
Lemma 2 





aul!erdem : x E K (Tp) 
Analog z.1gt man L n K2 - (G21 V ••• UG2s ) n 
W1r ze1gen nun noch: 2 
Lemma 4: Es se1 L C ~~ kontext-fre1 und n1cht-regul~r. 
Dann g1bt es e1ne komponentenwe1se gegen ~ strebende Folge 
Bewe1s: Se1 L - T 1 U ••• \j Tk e1ne Zerlegung von L nach dam 
Satz von Par1kh 1n 11neare Te1lmengen. Da L n1cht-regul~r 1st, 
ex1st1ert .1n 1 E. { 1, ••• ,k} m1t:T1 1st n1cht-regulKr. Dann 
kOnnen &ber n1cht alle erzeugenden Vektoren von T1 d1e Ste1gung 0 
oder ~ hahen, d.nn sonst w~re T1 e1ne Vere1n1gung von G1ttern. 
Se1 also a - (b1 ,b2) e1n erzeugender V.ktor von Ti mit 
b 1 




a + 16 Vi E. IN 
und b 
c 1 ,c 2 E Cl bel. mit 0 < c <2 < e < ... 
1 b 2 • 
1 
Man Uberlegt sieh leicht, dal! «ni,mi»it IN komponentenw.ise 
gegen ~ strebt und dal! von einem bestimmten Index k an gilt: 
, nj S mj S C2nj • 
Diese Teilfolge bezeichnen wir mit «ni,mi»ie IN. 
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8ie erfUllt offenbar die Bah. von Lemma 4. 
3. Dar Beweis das Satzas 
Sei also nun L c: IN~ kontaxt-frei und nicht-reguU.r und wir 
nehman an, L warde mit weniger als O(log n) Platzbedarf erkannt. 
Seian Kl und K2 , Gll , ···,Gls , ••• ,Gls 1 2 
Kegel und Gitter mit dan 
in Lemma 3 'baschriabenen Eigenschaften. Es seien 
Zunlichst nehmen wir an, 
.s~ G
2j G2 :- U 
') Ll ist nicht-regullir, da L = (G '\Ll ) U L2 nicht-regu13r ist. 
Ll ist &bar nach Korollar 5.6.2 S. 182 in [1] kontext-frei. 
Lemma 4 
mit den in Lemma 4 beschriebenen Eiqanschaften . 
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Ea seien fUr i - 1' ... '-1 
und fUr j - 1, ••• ,8 2 
Wir wll.hlen nun k E IN ao groB, daB 
1. 
2. mk ~ max a2j j=1, ... ,82 
3. nk ~ 1. Komponente der Punkte auf der linken 
Begrenzungsgeraden von K2 
4. mk a 2. Komponente der Punkte auf der rechten Be-
grenzungsgeraden von Kl 
s. ~ ~ N, wobei N nach Lemma 1 die zu Ll geh6rige Xonatante 
ist. Wird nlmlich L mit weniger als O(log n) Platz-
bedarf erkannt, so gilt dies auch fUr das Komplement 
von Lund auch ~Ur Ll ala Durchschnitt von 'fL mit 
einer regulliren Menge. 
2. (nk'~) E Xl " -eG1 
3. (nk ,~) E X2 ("\ tG2 
AuBerdem exiatiert ein Gja mit j E {1,2} , a E l' ••• 'Sj 
und (nk ,~) E Gjs • 
zu 1.) 
zu 2.) 
=9 3k E IN mit 'it 
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• a + ls 
Oa nk ~ r 1s nach Vor., gilt: r 1S I 'it I 
also ist auch (nk + tnkl, ~) ~ G1s 
\It ~ INo 
(Lemma 1) 
Oa ~ gr68er als die untere Begrenzung von K1 ist, 
kOnnen wir durch hinreichend gr08es t erreichen, da8 
(nk + tnk I , mk) E K1 
- - - - -- -
~--;------- . ... -- . -
...--- ---
Es gibt also ein t E IN mit: 
(nk + tnk I ,mk) E L1 (\ K1 (\ G1S 
Widerspruchl 
B) j=2 : analoger Schlu8 mit der 2. Komponenten. 
(nk,mk) E G1 ,>(nk'~) E G" G1 a G2 
nun zu Fall 1. ) analoger Schlu8 mit der 
2. Komponenten 
zu 3.) Wie 2.) mit 1 . Komponente • 
Wir erhalten also in jedem Fall einen Widerapruch, L2 kann alao 
nicht regul~r sein, wenn die Annahme, daS L mit weniger a18 
O(log n) Platzbedarf erkannt wird, richtig sein 8011. 
Es glbt nun in L2 eine Folge «nl'm1» i E IN und c1 ,c2 € QI mit 
den Eigenschaften aus Lemma 4. 
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Wllhlen wir k I: IN hinreichend groB, 80 llBt Bich mit Lemma 1 
'" BchlieBen, daB daB Gitter G - «~'~)Inkl,mkl) Teilmenge 
von L2 iBt. 
EB ist &ber der DurchBchnitt eineB nichtentarteten Gitters 




Dies ist ein W1derspruch und die Annahme, L ben~tige weniger 
als 0(10'1 n) Speicherplatz, 1st falsch, wom1t unser Satz 
bew1esen wllre. 
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5. Anwendung auf Famili.n von deterroini.ti.chen Sprachen 
In dieaem Abachnitt wenden wir unaere Ergebnisse auf Familien 
von deterroiniatischen Sprachen an. Die Notation wird von 
Valiant ~oJ Ubernommen. 
Definition: Rl ist die Menge, der in Realzeit mit leerem 
Speicher akzeptierbaren Mengen, d.h. L e Rl ' falls es einen 
deterroinistischen Kellerautomaten gibt, der keine E-zUge 
macht und L mit leerem Speicher akzeptlert. 
Harrison und Havel [3J untersuchten dle Klassen der Realzeit 
und strlkten Realzeltspr.chen. Ole Kla.ae Rl llegt zwischen 
dieaen beiden Famlllen. 
Satz: Sei L e Rl nlcht-regular . Dann ben~tlgt das Wortproblem 
fUr L unendlich oft logarithmischen Speicherplatz. 
Bawela: Sei also L E Rl nicht-regular . Wlr werden zeigen, daB 
L dann aogar stark nicht-regular lat. 
Sel A ein determlnistischer Kellerautomat, der L mit leerem 
Spelcher akzeptlert und keine E- ZUge macht. Wlr k~nnen o.B.d.A. 
annehmen, daB A bei jedem Ubergang h~chatens 1 Zeichen schreibt 
[~o] • Sei m 2 I 1511 • II rl I , wo 5 die Zustandsmenge von A 
und r daa Kelleralphabet von A ist. Da L nlcht-regular 1st, glbt 
ea ein Wort z £ L, so daB die maximale Lange des Keller, dle 
wahrend der Rechnung von A -auf z auf tritt, m2 Ubersteigt. 
Wir k~nnen z schrelben als z - zl z2 z3 mit: 
(1) z2 ., £ 
(2) Der Keller von A i8t leer,wenn A zl bzw. z l z2 geleaen hat. 
( 3) Der Keller von A i8t niemala leer, wenn A in z2 He.t und 
dle Lange des Keller. erreicht n ) m2 , wah rend A in 82 H .. t. 
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(i) - der llng8te Prlfix u von z1z2 mit 
1) nachdem A u eingelesen hat, betrlgt 
die Llnge des Xellers i 
2) die Llnge des Xellers erreicht n, bevor 
sie wieder i annimmt. 
- die kUrzeste eahte Verllngerung t von 
z8chreibend (i) mit: 
nachdem A t gelesen hat, betrlgt die Llnge 
des Xellers i • 
Sei nun 8schreibend (i) (~schreibend (i» der Zustand von A 
(das oberste Xellerzeichen), nachdem A zschreibend (i) gelesen hat. 
sl68chend (i) und ~l6schend (i) sind analog definiert. Wegen 





... aChreibend (i) 
-
A achreibend (j) 
aUlachend (i) 
-
a 16achend (j) 
,t16achend (i) 
-
Z 16achend (j) 
"" 
Wlhle nun u,v,w,x,y so, daB gilt: 
U _ zschreibend (i) , 
Zschreibend (j) 
-
zschreibend (1) v , 
z16schend(j) 
-
zschreibend (j) w, 
z16schend(1) 
-
z 16schend (j) x und 
z 
-
z16achend (i) y 
Wir betrachten A auf den W6rtern der Gestalt uvPwxqy. 
Sei L' - uv*wX*y "L. 
Beobachtunq 1: FUr jedes P E IN gilt : uvPwxPy E: L. 
Beobachtunq 2: FUr jedea q E IN existiert ein POE IN, 
daB fUr alle P~ Po gilt: uvPwxqy ~ L. 
so 
BeWeis: Sei p) q. und setze A auf uvPwxCl an. Nachdem A 
uvpwxq gelesen hat, betrlgt die Llnge des Kellers 
i + (j - i) • ( P - q). Oa A keine (-ZUge vornimmt, kann es die 
Llnge des Kellers durch Lesen von y h6chatens um Iyl Symbole ver-
kUrzen. Also ist uvPwxqy ~ L, falls i + (j - i) • (p - q) > Iyl. 
Beobachtunq 3: L' iat nicht-regullr. 
Seweia: Sei L" -(aPbq , uvPwxqy E L'l • Ea iat leicht zu aehen, 
daB mit L' auch L" regullr wire. L" ist &ber wegen 1) und 2) n1cht-
regulllr. 
- 30 -
Wir haben also nun gezeigt, daB L stark nicht-regular ist. 
Also ben6tigt das Wortproblem von L unendlich oft 109a-
rithmischen Speicher. 
Mit einea ahnlichen Argument kann man z.igen, daB das Wort-
problem fUr jede nicht-regulKre strikt deterministische 
Zahlersprache logarithmische Platzkomplexitat hat. Die 
strikt deterministischen ZKhlersprachen sind Sprachen, die 
durch einen determiniatischen Zlhlerautomaten akzeptiert 
werden, der stehen bleibt, falls der Speicher einmal leer wird. 
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6. Schwach wachsende Band-konstruierbare Funktionen 
Im vorherqehenden Abschnitt •• 1gten w1r, da8 das Wort-
problem fUr nicht-regulare strikte Realzeitsprachen 
mindestens logarithmische Bandkomplexitat hat. Harrison 
und Havel [3] gaben aine einfache grammatikaliBche 
Charakterisierung dieser Sprachklasse an. Die erzeugen-
den Grammatiken sind eine Teilmenge der kontext-freien. 
Unser ReBultat liefert alBo folgendes Paradox: Um eine 
ganz einfache Sprache (- eine Sprache der Bandkomplexitat 
log log n) erzeugen zu kennen, benetigt man einen relativ 
Btarken ErzeugungBmechaniBmus . 
:J .... .I-
k' ...... l'h~ '.~~~ . 
,lor 
ei", f c>cL. s k ... 
"ie-\.4 
~vi.J...... 1"J" 
Sf'''' e \. .. 
Co .... 1./CI . 
JefAl' i ./-;v 
Wir wollen im folgenden verBuchen, diesen Antagonimus aufzuklaren. 
Prinzipiell sind bei einer platzbeBchrankten TM zwei Arbeits-
weisen denkbar. 
(1) Die GreSe des ArbeitsBpe1chers wird am An£ang der Rechnung in 
Abhangigkeit von der LKnge der Eingabe beBt1mmt. FUr Worte gleicher 
Lange ist dar Speicherbadarf also gleich, die Ban40mplaxitat ist 
durch aina band-konstruiarbare Funktion gagaben. 
(2) Der Speicherbereich wird in Abhangigkeit Yom bisherigen Verleuf 
der Rechnung dynamiBch erweitert. DaB Eingabewort steuert also die 
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dynami*che Brweiterung d.s Spaicherb.reichs. Wir wollen diese 
Strategi. an .inem Beispi.l erl~utern. 
Beispiel. 
W -:{ 0(1) It a(2) It a(3) •••• la(n).; n natl1r11che Zahl }; 
dabei ist P (i) die Bin~rdarstellung der natl1rlichen Zahl i. 
W kann mit O(log log n) Speicherplatz akzeptiert werden: Oazu 
liberprlift man sequentiell von links nach rechts, ob die Zeichen-
reihen zwischen den Markierungen aufeinander folgende BinKrzahlen 
sind. Oazu braucht man die beiden Worte nur Bitweise vergleichen; 
in einem Zahler (in Bin~rdarstellung) speichert man die Position 
des Bits, das gerade verglichen wird. Jedesmal wenn die Lange des 
ZKhlers nicht mehr ausreicht, verl~ngert man ihn um ein Bit. 
Oas Eingabewort steuert also die dynamische VerlKngerung des 
Z~hlers. 
Im ersten rall ist die Bandkomplexitlt durch eine band-konstruier-
bare Funktion gageben. 
Oef.: Eine Funktion f : IN -t IN hei8t band-konstruierbar, wenn es eine 
eine off-line deterministische TM gibt, die an der Eingabe on ge-
nau fIn) Speicherzellen benutzt. 
Es gilt nun der folgende Satz: 
Satz: Sei f band-konstruierbar und sei 11m inf f -~--->o. 
n +~ log log n 
Oann gilt sogar lim inf f >0. 
B!!eil.1 
Wir b.nutzen ein Lemma von Jan Messerschmidt!7) 
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Lemma: Ea g1bt e1ne natUr11che Zahl M, so da8 fUr aIle 
n,m, IN g1lt 
n + m <mod k) 
fUr aIle k S 4 log (n+m) 
Beweisl Se1 n. m (mod k) fUr aIle k S 4 log (n+m). 
Oann 1at n5 m(mod PI, wo P das Produkt aller Primzahlen 
S 4 log (n+m) 1st. 
Naoh deJa Satz von Gauaa f1bt es ungefKhr ~Og s Pr1mzahlen Sa . 
Alao gilt: 




2 (~ log .).ilog a - - lOg 2 log a) 
fUr h1nre1ehend groBe s. M1t a • 4 log (n+m) erhalten w1r P :!: n+m 
Se1 alao nun f band-konatru1erbar m1t lim 1nf f(n~ .0>0. log log n 
W1r def1n1eren e1ne Sprache L f a~~der Bandkomplex1tKt f. 
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Eingabe a~m 
(1) Grenze den Arbeitsbe~ich der LKnge Z ~ f(n+m) 
auf dam Band ab. 
(2) Teste, ob fUr alle 
n =: m (mod k). 
r1/c] Z 
k s ~ 
(3) Falls ja, dann akzeptiere anbm• 
gilt: 
Sei M so gewKhlt, daB f(n+m) ~ c • log log(n+m) fUr 
n+m~ M. Dann gilt fUr n+m~ max(M,2 4) r l/clf (n+m) a~m E L ) n .. m (mod k) fUr aUe k:S ~ J 
) n =- m (mod k) fUr aUe k S G l/j c·log log (n+m) 
;> n .. m (mod k) fUr aUe k S 4 • log (n+m) 
Demnach ist L im wesentlichen die Sprache anbn • 





/log n > o. 
log n hat. Also gilt 
An diesem Beweis si&ht man folgendes. Um die Sprache 
a (log (n+m»2 
{ a~n; n f: IN} zu erkennen, braucht man bei der Eingabe a~m 
nur n iE. m (mod k) fUr aUe k S 4 • log (n+m) nachzuprUfen. 
Dies wird man so durchfUhren, daB man aukzessive grtlBere Werte 
von k durchprobiert und auch sukzessive den Speicher erweitert. 
FaUs n + mist, wird man n $. m(mod k) fUr ein k S 4 • log (n+m) 
feststellen. In diesem Fall kommt man also mit einam Speicher-
platz dar Gr6Be O(log log{n+m» aua. Wenn allerdings n a m 
ist, dann bastaht daa Paar (n,m) sKmtliche Teste dar Form 
n E m (mod k). Man muB also auch ein Abbruchkriterium voraehen. 
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Die BandkomplexitKt dieses Abbruckkriteriuma ist 
0(109 (n+m». 
Da dar Loqarithmus eine band-konstruierbare Funktion ist, 
erreicht man die BandkomplexitKt O(109(n+m» auch mit der 
er.ten Strateqie. In die.em Fall brinqt al.o die Strateqie 
der dynami.chen Erweiterunq de. Speicher. keine Varrinqerunq 
dar BandkomplexitKt: Die Struktur de. Eingabeworts anbm 
ist zu einfach, um die dynamische Erwaiterunq des Speicher. 
effizient zu steuern. 
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7. Elne Spraah. d.r BandkOllpl.xl tilt 0 (log log n) Uber 
eln.. elnelementlqen Alphabet 
In dlea.m Abachnltt unt.rauch.n vlr dle Frage, ob, dle Aua-
a.g.n In d.n vorherg.henden Abachnltten beat mOgllch alnd. 
Wlr z.lg.n, d.S man In unaerem Hauptaatz dle Vorauaaetzung 
"L kont.xttrel" nleht w.gl •••• n k.nn. 
S.l L • (an, dl. kl.lnat. Z&hl q, dle n nlcht tel1t, 1at 
.1n. zwelerpotenz} . 
FUr n E m a.l q(n) dle kl.1nate Z&hl, dle n nlcht tel1t. Nach 
dam Lemma In Abachnltt 6 g11t: q(n) .0(109 n). Der folgende 
A1gorlthmua akzeptlert L. 
q_l, 
"peat q~ q+l, II~ n iliad q until II + 0 J 
1f q lat e1n. Zwe1erpot.nz then accept 
elae reject. 
FUr featea q kann d1e Repeat-Anve1aung In Platz O(log q) aua-
g.fUhrt werden. Da q(n) der maxlmale q W.rt lat und q(n) • 0(109 n) , 
genUgt .lao 0(109 log n) Platz, um L zu erkennen. 
Ea blelbt zu aelgen, daS L n1cht regular 1at. D1e Menge der 
Z&hlen IIIlt q(.) • 2k lat durch 
gegaben, YO ~ daa kle1nate gemelnaame Vlelfache der Zahlen 
k 1, ••• ,2 -1 1at. Dann 1st L • Ux,.. 
H.hman wlr nun .n, d.S L 
von perlodlaeh.n M.ng.nl 
ragular lat. Dann 1at L andllche Vere1nlgung 
L· U a1+tllf fUr J endl1ch. FUr 
leJ 
hlnreichend groSea k wlrd ~ von j.d.m t1 g.tel1t. Sel alao k ge-
nUgend groS. Wegen mk ~ L gilt auch ~ If ai+tl,N fUr eln 1 E J. 
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wegen til~ gilt al.o auch ~ E si+ti,N ~ L. FUr unendlich 
viele k gibt e. aber Priazahlen zwi.chen 2k und 2k+1, fUr 
.olche k i.t 2~ ,L. Wider.pruch. 
Sats, L • fan, die klein.te Zabl q, die n nicht teilt, i.t eine 
IweierpotensJ i.t eine nicht-regulare Menge der Platzkoaplexitat 
0(109 log n). 
FUr unendlich viele n i.t natUrlich q(n) .ehr klein, etwa .(n) • 2 
fUr alle ungeraden n. Die Bandkomplexitat der L erkennenden Prozedur 
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