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RICCI CURVATURE TYPE LOWER BOUNDS FOR
SUB-RIEMANNIAN STRUCTURES ON SASAKIAN
MANIFOLDS
PAUL W. Y. LEE, CHENGBO LI, AND IGOR ZELENKO
Abstract. Measure contraction properties are generalizations of
the notion of Ricci curvature lower bounds in Riemannian geom-
etry to more general metric measure spaces. In this paper, we
give sufficient conditions for a Sasakian manifold equipped with a
natural sub-Riemannian distance to satisfy these properties. More-
over, the sufficient conditions are defined by the Tanaka-Webster
curvature. This generalizes the earlier work in [2] for the three di-
mensional case and in [19] for the Heisenberg group. To obtain our
results we use the intrinsic Jacobi equations along sub-Riemannian
extremals, coming from the theory of canonical moving frames for
curves in Lagrangian Grassmannians [24, 25]. The crucial new
tool here is a certain decoupling of the corresponding matrix Ric-
cati equation. It is also worth pointing out that our method leads
to exact formulas for the measure contraction in the case of the
corresponding homogeneous models in the considered class of sub-
Riemannian structures.
1. Introduction
In recent years, there are lots of efforts in generalizing the notion of
Ricci curvature lower bounds in Riemannian geometry and its conse-
quences to more general metric measure spaces. One of them is the
work of [27, 28, 34, 35] where a notion of synthetic Ricci curvature
lower bound was introduced using the theory of optimal transportation.
These conditions are generalizations of Ricci curvature lower bounds
(and curvature-dimension conditions introduced in [7]) to length spaces
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equipped with a measure (length spaces are metric spaces on which the
notion of geodesics is defined). In [31], it was shown that this synthetic
Ricci curvature lower bound coincides with the pre-existing notion of
Ricci curvature lower bounds in the case of Finsler manifolds.
On the contrary, it was shown in [19] that this synthetic Ricci cur-
vature lower bound defined using the theory of optimal transportation
are not satisfied on the Heisenberg group, the simplest sub-Riemannian
manifold (Note however that a type of curvature-dimension conditions
were defined in [8, 9] using a sub-Riemannian version of the Bochner
formula). It was also shown in [19] that the Heisenberg group satisfies
another generalization of Ricci curvature lower bounds to length spaces
called measure contraction properties [34, 35, 30].
Measure contraction properties are essentially defined by the rate of
contraction of volume along geodesics inspired by the classical Bishop
volume comparison theorem. For the Riemannian manifold of dimen-
sion n, the measure contraction property MCP(k, n) is equivalent
to the conditions that the Ricci curvature is bounded below by k.
In [19], it was shown that the left-invariant sub-Riemannian metric
on the Heisenberg group of dimension 2n + 1 satisfies the condition
MCP(0, 2n+3). Such sub-Riemannian metrics can be regarded as the
flat one among all sub-Riemannian metrics on Sasakian manifolds of
the same dimension.
The next natural task is to study the measure contraction prop-
erty for general (curved) sub-Riemannian metrics on Sasakian mani-
folds and, in particular, to understand what differential invariants of
such metrics are important for their measure contraction property. A
natural way of doing this is to analyze the Jacobi equation along a
sub-Riemannian extremal. In order to write the Jacobi equation in-
trinsically one needs first to construct a connection canonically asso-
ciated with a geometric structure. The construction of such connec-
tion is known in several classical cases such as the Levi-Civita con-
nection for Riemannian metrics, the Tanaka-Webster connection for a
special class of sub-Riemannian contact metrics associated with CR
structures ([36, 40]) or its generalization, the Tanno connection, to
more general class of sub-Riemannian contact metrics associated with
(non-integrable) almost CR structures ([37]). However, these construc-
tions use specific properties of the geometric structures under consid-
eration and it is not clear how to generalize them to more general
sub-Riemannian structures.
An alternative approach for obtaining intrinsic Jacobi equation with-
out preliminary construction of a canonical connection was initiated in
[1] and further developed in [5, 24, 25]. In this approach one replaces
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the Jacobi equation along an extremal by a special and a priori intrinsic
curve of Lagrangian subspaces in a linear symplectic space, i.e. a curve
in a Lagrangian Grassmannian. This curve is defined up to the natural
action of the linear symplectic group. It contains all information about
the space of Jacobi fields along the extremal and therefore it is called
the Jacobi curve of the extremal.
By analogy with the classical Frenet-Serret frame for a curve in an
Euclidean space, one can construct a bundle of canonical moving sym-
plectic frames for a curve in a Lagrangian Grassmannian satisfying very
general assumptions [24, 25]. The structure equations for these mov-
ing frames can be considered as the intrinsic Jacobi equations, while
the nontrivial entries in the matrices of these structure equations give
the invariants of the original geometric structures. These invariants
can be used in principal for obtaining various comparison type results
including the measure contraction properties. Although the construc-
tion of these invariants is algorithmic, to express them explicitly in
terms of the original geometric structure is not an easy task already
for sub-Riemannian contact case ([2, 26, 21]). Besides, in contrast to
the Riemannian case, the level sets of a sub-Riemannian Hamiltonian
are not compact. Therefore, to control the bounds for the symplectic
invariants of the Jacobi curves along extremals, additional assumptions
have to be imposed.
For the first time the scheme based on the geometry of Jacobi curves
was used in the study of the measure contraction properties in [2]
(see also [17, 13, 3] for closely related results), where general three
dimensional contact sub-Riemannian manifolds were treated. In par-
ticular, it was shown there that the measure contraction properties
MCP(0, 5) are characterized by the Tanaka-Webster sectional curva-
ture of the planes which are the fibers of the contact distribution. More
precisely, the sub-Riemannian metric naturally associated with a three-
dimensional Sasakian manifold satisfies MCP(0, 5) if and only if the
corresponding Tanaka-Webster sectional curvature is bounded below
by 0.
Moreover, the generalized measure contraction propertiesMCP(k; 2, 3)
were defined there. It was shown that the sub-Riemannian metric nat-
urally associated with a three-dimensional Sasakian manifold satisfies
this condition if and only if the aforementioned Tanaka-Webster sec-
tional curvature is bounded below by k. The reason for appearance of
(2, 3) in the notation MCP(k; 2, 3) is to emphasize that this property
holds for a class of sub-Riemannian metrics on rank 2 distributions in
3-dimensional manifolds.
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In this paper, we generalize the results in [19, 2] on sub-Riemannian
metrics naturally associated with a three-dimensional Sasakian man-
ifold to sub-Riemannian metrics associated with Sasakian manifolds
of arbitrary (odd) dimension. We introduce new generalized measure
contraction properties MCP(k1, k2;N − 1, N) (see Definition 1 below)
which are motivated by the measure contraction of the sub-Riemannian
space forms (see Propositions 2.1, 2.2, and 2.3) and discuss when a
Sasakian manifold equipped with the sub-Riemannian structure men-
tioned above satisfies them. The reason for appearance of (N−1, N) in
the notationMCP(k1, k2;N −1, N) is to emphasize that this property
holds for a class of sub-Riemannian metrics on distributions of rank
N − 1 in N -dimensional manifolds (with odd N ≥ 3). Note that for
N = 3 the propertyMCP(k1, k2;N −1, N) does not depend on k2 and
coincides with the property MCP(k1; 2, 3) of [2].
To obtain these results we analyze the matrix Riccati equation as-
sociated with the structure equation for the canonical moving frame
of the Jacobi curves (Lemma 4.3 and section 5 below) on the basis of
comparison theorems for matrix Riccati equations ([32, 23]) and use
the expressions for the symplectic invariants of the Jacobi curves (see
section 5 below) based on the calculation in [21].
The key new observation, which was first appeared in an earlier
version of this paper, is the decoupling of these equations after tak-
ing the traces of appropriate blocks (as in the proof of Lemma 5.5
below): the coupled equations after taking the traces yields to decou-
pled inequalities, which leads to the desired estimates, involving the
Tanaka-Webster curvature of the manifold. Surprisingly, the passage
from equations to inequalities does not affect the fact that we get exact
formulas for the measure contraction in the case of the corresponding
homogeneous models in the considered class of sub-Riemannian struc-
tures. (see Propositions 2.1, 2.2, and 2.3 below).
Next, we state the condition MCP(k1, k2;N − 1, N) and the main
results in more detail. Let M be a sub-Riemannian manifold (see
Section 2 for a discussion on some basic notions in sub-Riemannian
geometry). For simplicity, we assume that M satisfies the following
property: given any point x0 in M , there is a subset of full measure on
M (i.e a complement to a set of Lebesgue measure zero) such that any
point of this subset is connected to x0 by a unique length minimizing
sub-Riemannian geodesic. By [11], this property holds for all contact
sub-Riemannian metrics due to the lack of abnormal extremals (see
Lemma 4.1 of section (4)).
For any point x in this subset of full measure let t 7→ ϕt(x) be
the unique geodesic starting from x and ending at x0. This defines a
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1-parameter family of Borel maps ϕt. Let d be the sub-Riemannian
distance and let µ be a Borel measure. The following is the original
measure contraction property studied in [34, 35, 30]:
A metric measure space (M, d, µ) satisfies MCP(0, N) if
µ(ϕt(U)) ≥ (1− t)Nµ(U)
for each point x0, each Borel set U , and for all t in the interval [0, 1].
Definition 1. A metric measure space (M, d, µ) satisfiesMCP(k1, k2;N−
1, N) if, for each point x0, each Borel set U , and each t in the interval
[0, 1],
µ(ϕt(U)) ≥
∫
U
(1− t)N+2M1(k1d2(x, x0), t)MN−32 (k2d2(x, x0), t)
M1(k1d2(x, x0), 0)MN−32 (k2d2(x, x0), 0)
dµ(x),
where D(k, t) =
√|k|(1− t),
M1(k, t) =

2−2 cos(D(k,t))−D(k,t) sin(D(k,t))
D(k,t)4
if k > 0
1
12
if k = 0
2−2 cosh(D(k,t))+D(k,t) sinh(D(k,t))
D(k,t)4
if k < 0,
and
M2(k, t) =

sin(D(k,t))
D(k,t)
if k > 0
1 if k = 0
sinh(D(k,t))
D(k,t)
if k < 0.
Note, in particular, thatMCP(0, 0;N−1, N) is the same asMCP(0, N+
2). If k1 ≥ 0 and k2 ≥ 0, thenMCP(k1, k2;N−1, N) impliesMCP(0, N+
2). The reason for the notations in the conditions MCP(k1, k2;N −
1, N) is clarified by Theorem 1.1 below.
Next, we state a simple consequence of the main results. For this, let
M be a Sasakian manifold of dimension 2n+1 equipped with a contact
form α0 and a Riemannian metric 〈·, ·〉 (see the next section for a detail
discussion of Sasakian manifold and the corresponding sub-Riemannian
structure). Let µ be the corresponding Riemannian volume form and
let dCC be the sub-Riemannian distance. Here the distribution is de-
fined by D = kerα0 and the sub-Riemannian metric is given by the
restriction of the Riemannian one on D.
Theorem 1.1. Assume that the Tanaka-Webster curvature Rm∗ of
the Sasakian manifold M of dimension 2n+ 1 satisfies
(1.1) 〈Rm∗(Jv, v)v, Jv〉 ≥ k1
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and
(1.2)
2n−2∑
i=1
〈Rm∗(wi, v)v, wi〉 ≥ (2n− 2)k2.
for all unit tangent vectors v in D and an orthonormal frame {wi}2n−2i=1
of the space D ∩ {v, Jv}⊥. Then the metric measure space (M, dCC , µ)
satisfies MCP(k1, k2; 2n, 2n + 1), where dCC is the sub-Riemannian
distance of M and µ is the volume form with respect to the Riemannian
metric of the Sasakian manifold M .
In particular, we recover the following result in [19].
Theorem 1.2. [19] The Heisenberg group of dimension 2n+1 equipped
with the standard sub-Riemannian distance dCC and the Lebesgue mea-
sure µ satisfies MCP(0, 0; 2n, 2n+ 1) =MCP(0, 2n+ 3).
We also have
Theorem 1.3. The complex Hopf fibration equipped with a natural
sub-Riemannian distance dCC and measure µ (defined in Section 2)
satisfies the condition MCP(4, 1; 2n, 2n+ 1). In particular, it satisfies
MCP(0, 2n+ 3).
and
Theorem 1.4. The anti de-Sitter space equipped with a natural sub-
Riemannian distance dCC and measure µ (defined in Section 2) satisfies
the condition MCP(−4,−1; 2n, 2n+ 1).
Remark 1.1. Note that the left hand side of (1.1) is in fact the
holomorphic sectional curvature of the Ka¨hler structure obtained locally
from the original Sasakian structure via the quotient by the transversal
symmetry (for this point of view see our earlier preprint [22]) so that
condition (1.1) is in fact a lower bound for the holomorphic sectional
curvature of this Ka¨hler structure. The inequality (1.2) plays a role of
the Sasakian Ricci curvature bound.
Remark 1.2. Assume that the sectional curvature of the 2-planes be-
longing to D of the Tanaka-Webster connection of the Sasakian mani-
foldM is bounded below by k. Then Theorem 1.1 holds for k1 = k2 = k,
i.e. the metric measure space (M, dCC , µ) satisfies MCP(k, k; 2n, 2n+
1).
We also remark that the estimates for the proof of Theorem 1.2, 1.3,
and 1.4 are sharp (see Propositions 2.1, 2.2, and 2.3 for more detail).
Note that the condition MCP(0, N) implies the volume doubling
property of µ and a local Poincare´ inequality (see [34, 35, 30, 2], see
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also [8, 9, 6] for an alternative approach to the following results in the
case p = 2 with weaker assumptions).
Corollary 1.1. (Doubling) Assume that the assumption of Theorem
1.1 holds with k1 = k2 = 0. Then there is a constant C > 0 such that
µ(Bx(2R)) ≤ Cµ(Bx(R))
for all x in M and all R > 0, where Bx(R) is the sub-Riemannian ball
of radius R centered at x.
Corollary 1.2. (Poincare´ inequality) Assume that the assumption of
Theorem 1.1 holds with k1 = k2 = 0. Then, for each p > 1, there is a
constant C > 0 such that∫
Bx(R)
|f(x)− 〈f〉Bx(R) |pdvol(x)
≤ CRp
∫
Bx(R)
|∇horf |pdvol(x),
where 〈f〉Bx(R) = 1vol(Bx(R))
∫
Bx(R)
f(x)dvol(x) and ∇horf is the hori-
zontal gradient of f which is the projection of the Riemannian gradient
onto the distribution D.
Let divη be the divergence with respect to the volume form η. By
combining Corollary 1.1 and 1.2 with the results in [14], we also obtain
Corollary 1.3. (Harnack inequality) Assume that the assumption of
Theorem 1.1 holds with k1 = k2 = 0. Then, for each p > 1, there
is a constant C > 0 such that any positive solution to the equation
divη(|∇horf |p−2∇horf) = 0 on Bx(R) satisfies
sup
Bx(R/2)
f ≤ C inf
Bx(R/2)
f.
Corollary 1.4. (Liouville theorem) Assume that the assumption of
Theorem 1.1 holds with k1 = k2 = 0. Then any non-negative solution
to the equation divη(|∇horf |p−2∇horf) = 0 on M is a constant.
For other consequences of Corollary 1.1 and 1.2, see [14].
In the earlier longer versions of this paper ([22]), we prove the same
results for contact sub-Riemannain manifolds with a transversal sym-
metry, which are more general than the Sasakian one. However, the
formulation of the results in that more general cases are more cumber-
some, while the proofs are practically the same. Therefore we decided
to omit this more general cases for the sake of more short and con-
cise presentation. Besides, in the earlier version, even in the case of
Sasakian structures, we formulated the results in terms of the invariants
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of the Ka¨hler structure obtained from the original Sasakian structure
via the quotient by the transversal symmetries, assuming that such
quotient is globally defined. Here we use the calculations in [21] ap-
peared later than the earlier version [22] to rewrite the results in terms
of the Tanaka-Webster curvature tensor of the Sasakian manifold itself.
First, in this way the formulation becomes more compact and natural.
Second, the previous assumption on the global existence of the quotient
manifold can be removed.
We also remark that, unlike the Riemannian case, Bishop volume
comparison theorem and measure contraction properties are very differ-
ent in the sub-Riemannian case. This is because any sub-Riemannian
ball contains cut points.
In the next section, some basic notions in sub-Riemannian geometry
will be recalled and the main results of the paper will be stated. The
rest of the sections will be devoted to the proof of the main results.
2. Sub-Riemannian Structures on Sasakian Manifolds
In this section, we recall various notions on sub-Riemannian struc-
tures of Sasakian manifolds which are needed. A sub-Riemannian man-
ifold is a triple (M,D, 〈·, ·〉), where M is a manifold of dimension N , D
is a sub-bundle of the tangent bundle TM , and 〈·, ·〉 is a smoothly vary-
ing inner product defined on D. The sub-bundle D and the inner prod-
uct 〈·, ·〉 are commonly known as a distribution and a sub-Riemannian
metric, respectively. A Lipshitzian curve γ(·) is horizontal if γ˙(t) is
contained in D for almost every t. The length l(γ) of a horizontal
curve γ can be defined as in the Riemannian case:
l(γ) =
∫ 1
0
|γ˙(t)|dt.
Assume that the distribution D satisfies the following bracket gener-
ating or Ho¨rmander condition: the sections of D and their iterated
Lie brackets span each tangent space. Under this assumption and
that the manifold M is connected, the Chow-Rashevskii Theorem (see
[29]) guarantees that any two given points on the manifold M can be
connected by a horizontal curve. Therefore, we can define the sub-
Riemannian (or Carnot-Carathe´ordory) distance dCC as
(2.1) dCC(x0, x1) = inf
γ∈Γ
l(γ),
where the infimum is taken over the set Γ of all horizontal paths
γ : [0, 1]→M which connect x0 with x1: γ(0) = x0 and γ(1) = x1. The
minimizers of (2.1) are called length minimizing geodesics (or simply
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geodesics). As in the Riemannian case, reparametrizations of a geo-
desic is also a geodesic. Therefore, we assume that all geodesics have
constant speed.
In this paper, we will focus on Sasakian manifolds equipped with
a natural sub-Riemannian structure. First, we recall that a distribu-
tion D is contact if it is given by the kernel of a 1-form α0, called a
contact form, defined by the condition that the restriction of dα0 to
D is non-degenerate. A Sasakian manifold M is a contact manifold
equipped with a contact form α0, a vector field v0, a (1, 1)-tensor J ,
and a Riemannian metric 〈·, ·〉 such that
α0(v0) = 1,(2.2)
J2v = −v + α0(v)v0,(2.3)
dα0(v, w) = 〈v, Jw〉 ,(2.4)
and the Nijenhuis tensor
[J, J ](v, w) := J2[v, w] + [Jv, Jw]− J [Jv, w]− J [v, Jw]
satisfies
[J, J ] = −dα0(v, w)v0.
The sub-Riemannian metric is defined simply by restricting the Rie-
mannian one on the distribution D := kerα0.
It follows from [10, Proposition on p.20] that conditions (2.2) and
(2.3) imply
(2.5) Jv0 = 0,
each fiber of D is invariant with respect to J , and J defines a complex
structure on these fibers. Moreover, substituting w = v0 into (2.4) and
using (2.5), one gets that v0 is contained in the kernel of dα0. This
together with (2.2) means that v0 is the Reeb field of the contact form
α0. Besides, putting v = v0, using the fact that v0 is contained in the
kernel of dα0, and that J |D is an isomorphism of D, we get that v0 is
orthogonal to D with respect to the Riemannian metric 〈·, ·〉.
The Tanaka-Webster connection ∇∗ is defined by
∇∗XY = ∇XY +
1
2
α0(X)JY − α0(Y )∇Xv0 +∇Xα0(Y )v0,
where ∇ is the Levi-Civita connection of the Riemannian metric 〈·, ·〉.
The corresponding curvature Rm∗ is called Tanaka-Webster curvature
Rm∗(X, Y )Z = ∇∗X∇∗Y Z −∇∗Y∇∗XZ −∇∗[X,Y ]Z.
The simplest example of Sasakian manifold is the Heisenberg group.
In this case, the manifoldM is the (2n+1)-dimensional Euclidean space
R
2n+1 with coordinates x1, ..., xn, y1, ..., yn, z. The vector field v0 is v0 =
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∂z, and the contact form α0 is α0 = dz − 12
∑n
i=1 xidyi +
1
2
∑n
i=1 yidxi.
Let
Xi = ∂xi −
1
2
yi∂z, Yi = ∂yi +
1
2
xi∂z,
where i = 1, ..., n. The Riemannian metric is defined in such a way
that {X1, ..., Xn, Y1, ..., Yn, ∂z} is orthonormal and the tensor J satisfies
J(Xi) = Yi, J(Yi) = −Xi, J(∂z) = 0. Finally, the Tanaka-Webster
curvature Rm∗ = 0 on D in this case. Remark that the Riemannian
volume in this case coincides with the (2n + 1)-dimensional Lebesgue
measure L2n+1. The following three propositions are consequences of
the proof of Theorem 1.1.
Proposition 2.1. The Heisenberg group satisfies
L2n+1(ϕt(U)) =
∫
U
(1− t)M1(k1(x), t)M2n−22 (k2(x), t)
M1(k1(x), 0)M2n−22 (k2(x), 0)
dL2n+1(x)
for any Borel set U , where
k1(x) = (v0f(x))
2, k2(x) =
(v0f(x))
2
4
, f(x) = −1
2
d2CC(x,x0).
In particular, the metric measure space (H, dCC ,L2n+1) satisfies the
condition MCP(0, 0; 2n, 2n+ 1) =MCP(0, 2n+ 3).
Another example which is relevant for us is the complex Hopf fi-
bration. In this case, the manifold M is the sphere S2n+1 = {z ∈
C
n+1||z| = 1}. The vector field v0 is given by v0 = 2
∑n
i=1(−yi∂xi +
xi∂yi) and the 1-form is α0 =
1
2
∑n
i=1(xidyi − yidxi). The Riemannian
metric coincides with the Euclidean one onD and J coincides with stan-
dard complex structure on D. The Tanaka-Webster curvature Rm∗, in
this case, satisfies
〈Rm∗(JX,X)X, JX〉 = 4|X|4, 〈Rm∗(Y,X)X, Y 〉 = |X|2|Y |2
for all X in D and Y in {X, JX}⊥ ∩ D (see [33]). Let µ be the Rie-
mannian volume.
Proposition 2.2. The complex Hopf fibration satisfies
µ(ϕt(U)) =
∫
U
(1− t)M1(k1(x), t)M2n−22 (k2(x), t)
M1(k1(x), 0)M2n−22 (k2(x), 0)
dµ(x)
for any Borel set U , where
k1(x) = 8|f(x)|+ (v0f(x))2, k2(x) = 2|f(x)|+ (v0f(x))
2
4
,
f(x) = −1
2
d2CC(x,x0).
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In particular, the metric measure space (M, dCC , µ) satisfies the condi-
tion MCP(4, 1; 2n, 2n+ 1) and hence MCP(0, 2n+ 3).
Finally, in the case of negative curvature, we have the anti de-Sitter
space. In this case, the manifold M is H2n+1 = {z ∈ Cn+1||z|H = 1},
where |z|H is defined by
|z|H = |zn+1|2 − |z1|2 − ...− |zn|2.
The vector field v0 is given by v0 = i
∑n+1
j=1 (zj∂zj − z¯j∂z¯j ). The quotient
of H2n+1 by the flow of v0 is the complex hyperbolic space CH
n.
The Riemannian metric coincides with the Euclidean one on D and J
coincides with standard complex structure on D. The Tanaka-Webster
curvature Rm∗, in this case, satisfies
〈Rm∗(JX,X)X, JX〉 = −4|X|4, 〈Rm∗(Y,X)X, Y 〉 = −|X|2|Y |2
for all X in D and Y in {X, JX}⊥ ∩D (see [15] or [39]). Let µ be the
Riemannian volume.
Proposition 2.3. The anti de-Sitter space H2n+1 satisfies
µ(ϕt(U)) =
∫
U
(1− t)M1(k1(x), t)M2n−22 (k2(x), t)
M1(k1(x), 0)M2n−22 (k2(x), 0)
dµ(x)
for any Borel set U , where
k1(x) = −8|f(x)|+ (v0f(x))2, k2(x) = −2|f(x)|+ (v0f(x))
2
4
,
f(x) = −1
2
d2CC(x,x0).
In particular, the metric measure space (M, dCC , µ) satisfies the condi-
tion MCP(−4,−1; 2n, 2n+ 1).
Our approach gives very sharp result in the sense that Propositions
2.1, 2.2, and 2.3 follow from the proof of Theorem 1.1.
3. Sub-Riemannian Geodesic Flows and Curvature on
Sasakian manifolds
In this section, we recall the definition of the sub-Riemannian ge-
odesic flow and its connections with the contraction of measures ap-
peared in [2, 3].
As in the Riemannian case, the (constant speed) minimizers of (2.1)
can be found by minimizing the following kinetic energy functional
(3.6) inf
γ∈Γ
∫ 1
0
1
2
|γ˙(t)|2dt.
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In the Riemannian case, the minimizers of (3.6) are given by the geo-
desic equation. In the sub-Riemannian case, the minimization problem
in (3.6) becomes a constrained minimization problem and it is more
convenient to look at the geodesic flow from the Hamiltonian point of
view in this case. For this, let H : T ∗M → R be the Hamiltonian
defined by the Legendre transform:
H(x,p) = sup
v∈D
(
p(v)− 1
2
|v|2
)
.
This Hamiltonian, in turn, defines a Hamiltonian vector field ~H on the
cotangent bundle T ∗M which is a sub-Riemannian analogue of the geo-
desic equation. It is given, in the local coordinates (x1, ..., xN , p1, ..., pN),
by
~H =
N∑
i=1
(Hpi∂xi −Hxi∂pi) .
We assume, through out this paper, that the vector field ~H defines
a complete flow which is denoted by et
~H. In the Riemannian case,
the minimizers of (3.6) are given by the projection of the trajectories
of et
~H to the manifold M . In the sub-Riemannian case, minimizers
obtained this way are called normal geodesics and they do not give all
the minimizers of (3.6) in general (see [29] for more detailed discussions
on this). On the other hand, all minimizers of (3.6) are normal if the
distribution D is contact (see [29]).
Next, we discuss an analogue of the Jacobi equation in the above
Hamiltonian setting. For this, let ω be the canonical symplectic form of
the cotangent bundle T ∗M . In local coordinates (x1, ..., xN , p1, ..., pN),
ω is given by
ω =
N∑
i=1
dpi ∧ dxi.
Let π : T ∗M → M be the canonical projection and let ver the
vertical sub-bundle of the cotangent bundle T ∗M defined by
ver(x,p) = {v ∈ T(x,p)T ∗M |π∗(v) = 0}.
Recall that a n-dimensional subspace of a symplectic vector space is
Lagrangian if the symplectic form vanishes when restricted to the sub-
space. Each vertical space ver(x,p) is a Lagrangian subspace of the
symplectic vector space T(x,p)T
∗M . Since the flow et~H preserves the
symplectic form ω, it also sends a Lagrangian subspace to another
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Lagrangian one. Therefore, the following also forms a one-parameter
family of Lagrangian subspaces contained in T(x,p)T
∗M
(3.7) J(x,p)(t) = e
−t~H
∗ (veret~H(x,p)).
This family defines a curve in the Lagrangian Grassmannian (the space
of Lagrangian subspaces) of T(x,p)T
∗M and it is called the Jacobi curve
at (x,p) of the flow et
~H.
Assume that the distribution is contact. Then we have the following
particular case of the results in [25, 26] on the canonical bundle of
moving frames for curves in Lagrangian Grassmannians:
Theorem 3.1. Assume that the distribution D is contact. Then there
exists a one-parameter family of bases
(
E(t), F (t)
)
, where
E(t) = (E1(t), ..., E2n+1(t))
T ,
F (t) = (F1(t), ..., F2n+1(t))
T
of the symplectic vector space T(x,p)T
∗M such that the followings hold
for any t:
(1) J(x,p)(t) = span{E1(t), ..., E2n+1(t)},
(2) span{F1(t), ..., F2n+1(t)} is a family of Lagrangian subspaces,
(3) ω(Fi(t), Ej(t)) = δij,
(4) E˙(t) = C1E(t) + C2F (t),
(5) F˙ (t) = −R(t)E(t)− CT1 F (t),
where R(t) is a symmetric matrix, C1 and C2 are (2n + 1)× (2n + 1)
matrices defined by
a) C˜1 =
(
0 1
0 0
)
is a 2× 2 matrix,
b) C˜2 =
(
0 0
0 1
)
is a 2× 2 matrix,
c) C1 =
(
C˜1 O
O O
)
d) C2 =
(
C˜2 O
O I
)
.
(note that in the right hand sides of equations in items (4) and (5)
these matrices (with scalar entries) are multiplied on E and F , which
are columns with vector entries resulting again columns with vector
entries).
Moreover, a moving frame E˜1(t), ..., E˜2n+1(t), F˜1(t), ..., F˜2n+1(t) sat-
isfies conditions (1)-(6) above if and only if
(3.8) (E˜1(t), E˜2(t), F˜1(t), F˜2(t)) = ±(E1(t), E2(t), F1(t), F2(t))
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and there exists a constant orthogonal matrix U of size (2n−1)×(2n−1)
(independent of time t) such that
(3.9) E˜i(t) =
2n+1∑
j=3
Ui−2,j−2Ej(t) and F˜i(t) =
2n+1∑
j=3
Ui−2,j−2Fj(t)
for all i = 3, . . . , 2n+ 1 and any time t ≥ 0.
We call any frame (E(t), F (t)) in Theorem 3.1 a canonical frame at
the point (x,p) and call the equations in (5) and (6) of Theorem 3.1 the
structural equation of the Jacobi curve (3.7). Note that the conditions
(1) - (3) means that the canonical frame is a family of symplectic bases.
Let R : ver→ ver be the operator defined by
R(Ei(0)) =
2n+1∑
j=1
Rij(0)Ej(0).
Under the following identification, we can also consider R as an oper-
ator on TM
v ∈ TxM 7→ α(·) = 〈v, ·〉 ∈ T ∗xM 7→
d
dt
(p+ tα)
∣∣∣
t=0
∈ ver(x,p).
Let ver1 = span{E1(0)}, ver2 = span{E2(0)}, and
ver3 = span{E3(0), ..., E2n+1(0)}.
The proofs of following results can be found in [21].
Theorem 3.2. Under the above identification of ver(x,p) and TxM ,
we have the followings
(1) ver1 = Rv0,
(2) ver2 = RJp
h,
(3) ver3 = R(p
h + p(v0)v0) ⊕ {v ∈ TxM |
〈
v,ph
〉
=
〈
v, Jph
〉
=
〈v, v0〉 = 0},
where ph is the tangent vector in the distribution D defined by p(·) =〈
ph, ·〉 on D.
Theorem 3.3. Assume that the manifold is Sasakian. Then, under
the above identifications, R is given by
(1) R(v) = 0 for all v in ver1,
(2) R(v) = Rm∗(v,ph)ph + p(v0)2v for all v in ver2,
(3) R(ph + p(v0)v0) = 0,
(4) R(v)ver3 = Rm∗(vh,ph)ph + 14p(v0)2vh for all v in ver3 satis-
fying
〈
vh,ph
〉
= 0,
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where ph and vh are the tangent vectors in the distribution D defined
by p(·) = 〈ph, ·〉 and 〈v, ·〉 = 〈vh, ·〉 on D, respectively, and R(v)veri
denotes the projection of R(v) to veri with respect to the splitting
TM = ver1 ⊕ ver2 ⊕ ver3.
4. Measure Contraction and Matrix Riccati Equation
In this section, we discuss the connections between measure con-
traction properties and the matrix Riccati equations. For this, first
let us summarize the regularity properties of the distance function
x 7→ dCC(x,x0) and how they affect the properties of length-minimizing
paths in the following:
Lemma 4.1. For a contact sub-Riemannian metric the following
statements hold:
(1) For any point x0 in the manifold M , the distance function x 7→
dCC(x,x0) is locally semi-concave in M − {x0}. In particular,
it is twice differentiable Lebesgue almost everywhere in M .
(2) For any point x for which the function x 7→ dCC(x,x0) is differ-
entiable, there exists a unique length minimizing sub-Riemannian
geodesic and this geodesic is normal.
Both items of Lemma 4.1 are direct consequences of the results of
[11]: the first statement of item (1) regarding semi-concavity follows
from Theorem 5 or more general Theorem 1 there and the fact that
there is no singular curve in the contact case (see [12, 29] for more
detail). The second statement of item (1) uses Alexandrov’s theorem
[12, Theorem 2.3.1 (i)] that a locally semi-concave function is twice
differentiable almost everywhere. Item (2) of Lemma 4.1 follows from
Theorem 4 of [11].
Let f(x) = −1
2
d2CC(x,x0). By item (2) of Lemma 4.1, we can define
the family of Borel maps ϕt :M →M so that t 7→ ϕt(x) is a minimizing
geodesic between the points x and x0 for almost every x.
Lemma 4.2. For each t in [0, 1), there is a set U of full measure such
that the map ϕt is differentiable and injective on U .
Proof. Let U be the set where f is twice differentiable. It follows as in
[2] that the map ϕt is given by ϕt(x) = π(e
t ~H(dfx)) on U . Indeed, for
each horizontal curve γ : [0, 1]→M satisfying γ(1) = x0, we have
(4.10)
1
2
∫ 1
0
|γ˙(t)|2dt+ f(x) ≥ 0.
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Equality holds if and only if γ is a length minimizing geodesic con-
necting x and x0. Therefore, γ(t) = ϕt(x) if γ is a minimizer of the
functional (4.10). The rest follows from Pontryagin maximum princi-
ple for Bolza problem (see [12]). This also gives a proof of item (2) in
Lemma 4.1.
Since t 7→ ϕt(x) is a minimizing geodesic which starts from x and
ends at x0 and different normal minimizing geodesics which end at
the same point x0 don’t intersect except possibly at the end points, it
follows that ϕt is injective on U for each t in [0, 1). 
Further, let µ be the Riemannian volume form. As follows from [16],
the measures (ϕt)∗µ are absolutely continuous with respect to µ for
all time t in the interval [0, 1). If (ϕt)∗µ = ρtµ, then the following
(Jacobian) equation holds on a set of full measure where f is twice
differentiable:
(4.11) ρt(ϕt(x)) det((dϕt)x) = 1
and the determinant is computed with respect to frames of the above
mentioned Riemannian structure. Here we use the fact that in our
situation the classical formula for the change of variables in integrals is
still valid although the maps ϕt representing the changes of variables are
just differentiable almost everywhere (see, for example, [38, Theorem
11.1 (ii)]).
Besides, since, by Lemma 4.2, the maps ϕt are invertible for all t in
[0, 1), we have
(4.12) µ(ϕt(U)) =
∫
U
1
ρt(ϕt(x))
dµ(x) =
∫
U
det((dϕt)x)dvol(x).
Therefore, in order to prove the main results and the measure contrac-
tion properties, it remains to estimate det((dϕt)x) which can be done
using the canonical frame mentioned above. The explanations on this
will occupy the rest of this section.
Let x be a point where the function f is twice differentiable and
let (E(t), F (t)) be a canonical frame at the point (x, dfx). Let ςi =
π∗(Fi(0)) be the projection of the frame F (0) onto the tangent bundle
TM . Let ddf be the differential of the map x 7→ dfx which pushes the
above frame on TxM to a tuple of vectors in T(x,df)T
∗M . Therefore, we
can let A(t) and B(t) be the matrices defined by
(4.13) ddf(ς) = A(t)E(t) +B(t)F (t),
where ς = (ς1, · · · , ς2n+1)T and ddf(ς) is the column obtained by ap-
plying ddf to each entries of ς. By (4.13) and the definition of ϕt, we
RICCI CURVATURE TYPE LOWER BOUNDS 17
have
(4.14) dϕt(ς) = B(t)(π∗e
t~H
∗ F (t)).
Note that S(t) is defined for all t in (0, 1). Indeed, S is defined by (4.13)
and S(t) = B(t)−1A(t) (not as a solution of a differential equation).
Since the geodesic ϕt(x) is minimizing, there is no conjugate point along
it (see [4]). By (4.14) and dϕ1 = 0, it follows that B(t) is invertible
and S(t) is defined for all t in [0, 1). Besides, the tangent spaces to the
set {(x, dfx) : x ∈ M} at points of smoothness are Lagrangian. This
together with (4.13) implies that the matrix S(t) is symmetric.
Lemma 4.3. Let S(t) = B(t)−1A(t). Then
µ(ϕt(U)) =
∫
U
e−
∫ t
0
tr(S(τ)C2)dτdµ(x).
Moreover, S(t) satisfies the following matrix Riccati equation
S˙(t)− S(t)C2S(t) + CT1 S(t) + S(t)C1 −R(t) = 0, lim
t→1
S(t)−1 = 0.
Proof. Note that τ 7→ et~H∗ F (t + τ) is a canonical frame at et~H(x, df).
Therefore, by [21, Theorem 4.3], we have
dCC(x0,x)| det(dϕt)| = |∇horf(x)|| det(dϕt)|
= |vol(dϕt(ς))| = | det(B(t))vol(π∗et~H∗ F (t))|
= |∇horf(x)|| det(B(t))| = dCC(x0,x)| det(B(t))|.
Here ∇horf denotes the horizontal gradient of f defined by df(v) =
〈∇horf, v〉, where v is any vector in the distribution D.
By combining this with (4.12), we obtain
(4.15) µ(ϕt(U)) =
∫
U
| det(B(t))|dvol(x).
On the other hand, by differentiating (4.13) with respect to time t
and using the structural equation, we obtain
(4.16) A˙(t) + A(t)C1 −B(t)Rt = 0, B˙(t) + A(t)C2 −B(t)CT1 = 0.
Therefore,
d
dt
det(B(t)) = det(B(t))tr(B(t)−1B˙(t)) = − det(B(t))tr(S(t)C2).
By setting t = 0 and applying π∗ on each side of (4.13), we have
B(0) = I. Therefore, we obtain
det(B(t)) = e−
∫ t
0
tr(S(τ)C2)dτ .
By combining this with (4.15), we obtain the first assertion.
18 PAUL W. Y. LEE, CHENGBO LI, AND IGOR ZELENKO
Since ϕ1(x) = x0 for all x, we have dϕ1 = 0 and so B(1) = 0. This
together with (4.13) inplies that the matrix A(1) is invertible , therefore
S(t) is invertible for all t < 1 sufficiently close to 1. By (4.16) and the
definition of S(t), we have
S˙(t)− S(t)C2S(t) + CT1 S(t) + S(t)C1 − R(t) = 0, lim
t→1
S(t)−1 = 0
as claimed. 
5. Estimates for Solutions of Matrix Riccati Equations
According to Lemma 4.3, we need to estimate the term tr(S(t)C2).
In this section, we provide two such estimates which lead to the main
results.
Throughout this section, we assume that the matrix R(t) from item
(5) of Theorem 3.1 is of the form
(5.17) R(t) =

0 0 O2n−2 0
0 Rbb(t) Rcb(t) 0
OT2n−2 Rcb(t)
T Rcc(t) O
T
2n−2
0 0 O2n−2 0
 ,
where blocks in this matrix are chosen according to the following par-
tition of the tuple of vectors E(t): E(t) = (Ea(t), Eb(t), Ec(t) with
Ea(t) = E1(t), Eb(t) = E2(t), Ec(t) =
(
E3(t), . . . , E2n+1(t)
)
so that E2n+1(0) = p
h + p(v0)v0 and O2n−2 is the zero matrix of size
1× (2n− 2). The specific form of this matrix (i.e. the presence of zero
blocks) comes from items (1) and (3) of Theorem 3.3.
The following is a consequence of the result in [32].
Lemma 5.4. Assume that the curvature R(t) satisfies(
Rbb(t) Rcb(t)
Rcb(t)
T Rcc(t)
)
≥
(
k1 0
0 k2I2n−2
)
,
where k1 and k2 are two constants. Then
e−
∫ t
0
tr(C2S(τ))dτ ≥ (1− t)2n+3 M1(k1, t)M
2n−2
2 (k2, t)
M1(k1, 0)M2n−22 (k2, 0)
,
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where
D(k, t) =
√
|k|(1− t),
M1(k, t) =

2−2 cos(D(k,t))−D(k,t) sin(D(k,t))
D(k,t)4
if k > 0
1
12
if k = 0
2−2 cosh(D(k,t))+D(k,t) sinh(D(k,t))
D(k,t)4
if k < 0,
M2(k, t) =

sin(D(k,t))
D(k,t)
if k > 0
1 if k = 0
sinh(D(k,t))
D(k,t)
if k < 0.
Moreover, equality holds if(
Rbb(t) Rcb(t)
Rcb(t)
T Rcc(t)
)
=
(
k1 0
0 k2I2n−2
)
,
Proof. We only prove the case when both constants k1 and k2 are posi-
tive. The proofs for other cases are similar and are therefore omitted.
In the sequel we use the natural partial order on the space of symmetric
matrices: S1 ≥ S2 if the symmetric matrix S1 − S2 corresponds to a
nonnegative definite quadratic form.
As was already mentioned before Lemma 4.3, the S(t) = B(t)−1A(t)
is defined for all t in [0, 1).
Recall that S(t) satisfies
S˙(t)− S(t)C2S(t) + CT1 S(t) + S(t)C1 −R(t) = 0, lim
t→1
S(t)−1 = 0.
We will estimate S(t) using the comparison theorems for the matrix
Riccati equation from [32]. Below, we give the detail of this estimate.
Indeed, by (4.16), A˜(t) := A(1− t) and B˜(t) := B(1− t) satisfy
˙˜
A(t) = A˜(t)C1 − B˜(t)R˜(t), ˙˜B(t) = A˜(t)C2 − B˜(t)CT1 ,
where R˜(t) = R(1− t).
Note that B˜(0) = 0 and A˜(0) is invertible. A computation shows
that
A˜(t) = A˜(0)
(
I + tC1 − t
2
2
C2R˜(0) +O(t
3)
)
and
B˜(t) = A˜(0)
(
tC2 +
t2
2
(C1 − CT1 )−
t3
6
(
C1C
T
1 + C2R˜(0)C2
)
+O(t4)
)
.
Let U(t) = S(1− t)−1 = A˜(t)−1B˜(t). It follows that
U(t) = tC2 − t
2
2
(C1 + C
T
1 ) +
t3
3
(C1C
T
1 + C2R˜(0)C2) +O(t
4).
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Note that tC2− t22 (C1+CT1 )+ t
3
3
(C1C
T
1 +C2R˜(0)C2) ≥ t
3
12
I for all small
enough t. Moreover, U satisfies the following matrix Riccati equation
U˙(t)− U(t)R˜(t)U(t) + C1U(t) + U(t)C1 − C2 = 0.
We compare this with the equation
(5.18) Λ˙(t)− Λ(t)KΛ(t) + C1Λ(t) + Λ(t)C1 − C2 = 0,
where K =

0 0 0 0
0 k1 0 0
0 0 k2I2n−2 0
0 0 0 0
.
A computation using the result in [23] shows that
Λ(t) =

− t
k1
+ tan(
√
k1t)
k
3/2
1
1
k1
− sec(
√
k1t)
k1
0 0
1
k1
− sec(
√
k1t)
k1
tan(
√
k1t)√
k1
0 0
0 0 tan(
√
k2t)√
k2
I2n−2 0
0 0 0 t

satisfies (5.18). Note also that
Λ(t) = tC2 − t
2
2
(C1 + C
T
1 ) +
t3
3
(C1C
T
1 + C2KC2) +O(t
4).
Next, we apply [32, Theorem 1] to U(t) and Λ(t + ǫ), then let ǫ goes
to zero. We obtain
U(t) ≥ Λ(t)
for all small enough t for which both U and Λ are defined. For the
same set of t, we also have
(5.19) S(1− t) ≤ Γ(1− t),
where Γ(1− t) = Λ(t)−1. By applying [32, Theorem 1] again, we obtain
(5.19) for all t in [0, 1].
Since the product of non-negative definite symmetric matrices has
non-negative trace, it follows that tr(C2S(t)) ≤ tr(C2Γ(t)). The asser-
tion follows from integrating the above inequality. 
Next, we consider the case where the assumptions are weaker than
those in Lemma 5.4.
Lemma 5.5. Assume that the curvature R(t) satisfies Rbb(t) ≥ k1 and
tr(Rcc(t)) ≥ (2n− 2)k2 for some constants k1 and k2. Then
e−
∫ t
0
tr(C2S(τ))dτ ≥ (1− t)2n+3 M1(k1, t)M
2n−2
2 (k2, t)
M1(k1, 0)M2n−22 (k2, 0)
.
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Proof. Once again, we only prove the case when both constants k1 and
k2 are positive. Let us write
S(t) =
 S1(t) S2(t) S3(t)S2(t)T S4(t) S5(t)
S3(t)
T S5(t)
T S6(t)
 ,
where S1(t) is a 2× 2 matrix and S6(t) is 1× 1. Then
S˙1(t)− S1(t)C˜2S1(t)− S2(t)S2(t)T
− S3(t)S3(t)T + C˜T1 S1(t) + S1(t)C˜1 −R1(t) = 0,
S˙4(t)− S4(t)2 − S5(t)S5(t)T − S2(t)T C˜2S2(t)−Rcc(t) = 0,
S˙6(t)− S6(t)2 − S5(t)TS5(t)− S3(t)T C˜2S3(t) = 0,
(5.20)
where C˜1 =
(
0 1
0 0
)
, C˜2 =
(
0 0
0 1
)
, and R1(t) =
(
0 0
0 Rbb(t)
)
.
By the same argument as in Lemma 5.4, we have
tr(C˜2S1(t)) ≤
√
k1(sin(D(k1, t))−D(k1, t) cos(D(k1, t)))
2− 2 cos(D(k1, t))−D(k1, t) sin(D(k1, t)) .
(5.21)
For the term S4(t), we can take the trace and obtain
d
dt
tr(S4(t)) ≥ 1
2n− 2tr(S4(t))
2 + (2n− 2)k2.
Therefore, an argument as in Lemma 5.4 again gives
(5.22) trS4(t) ≤
√
|k2|(2n− 2) cot (D(k2, t)) .
Finally, for the term S6(t), we also have
S˙6(t) ≥ S6(t)2.
Therefore,
S6(t) ≤ 1
1− t .
By combining this with (5.21) and (5.22), we obtain
tr(C2S(t)) ≤
√
|k2|(2n− 2) cot (D(k2, t)) + 1
1− t
+
√
k1(sin(D(k1, t))−D(k1, t) cos(D(k1, t)))
2− 2 cos(D(k1, t))−D(k1, t) sin(D(k1, t)) .
The rest follows as in Lemma 5.4. 
Finally, we finish the proof of the main result. Note that Propositions
2.1, 2.2, and 2.3 are consequences of the proof of Theorem 1.1 and
equality case of Lemma 5.4.
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Proof of Theorem 1.1. If E(t), F (t) is a canonical frame at the point
(x, dfx) in the cotangent bundle T
∗M , then
t 7→ (eτ ~H∗ (E(t + τ)), eτ ~H∗ (F (t+ τ)))
is a canonical frame at the point eτ
~H(x, dfx). It follows from this that
R(t) is the matrix representation of the operator Ret~H(x,df) with respect
to the frame eτ
~H
∗ (E(τ)).
Since v0 is a symmetry, the function u0(x,p) = p(v0(x)) is constant
along the flow et
~H (see for instance [29]). Therefore, by the assump-
tions and Theorem 3.3, Rbb(t) and tr(Rcc(t)) are bounded below by
k1|∇horf|2 + u20(x, df) and (2n− 2)
(
k2|∇horf|2 + u
2
0
(x,df)
4
)
, respectively.
Therefore, the assumptions of Lemma 5.5 are satisfied. By combining
this with Lemma 4.3, the result follows. 
6. Appendix
In this appendix, we give a proof of Corollary 1.2 which is a minor
modification of the one in [28].
Proof of Corollary 1.2. Let x′ and x0 be two points on the manifold
M . Let f(x) = −1
2
d2(x, x′) and let
ϕt(x) := π(e
t ~H(dfx)).
Recall that t 7→ ϕt(x) is a minimizing geodesic connecting x and x′
for η-almost all x. Therefore, by the measure contraction property,
f(x′)− 〈f〉Bx0 (R)
=
1
η(Bx0(R))
∫
Bx0 (R)
f(ϕ1(x))− f(x)dη(x)
=
1
η(Bx0(R))
∫
Bx0 (R)
∫ 1
0
〈∇horf(ϕt(x)), ϕ˙t(x)〉 dtdη(x)
≤ kR
η(Bx0(R))
∫ 1
0
∫
Bx0 (R)
|∇horf(ϕt(x))|dη(x)dt
RICCI CURVATURE TYPE LOWER BOUNDS 23
=
kR
η(Bx0(R))
∫ 1
0
∫
ϕt(Bx0 (R))
|∇horf(x)|d(ϕt)∗η(x)dt
≤ kR
η(Bx0(R))
∫ 1
0
∫
Bx0 (2R)
|∇horf(x)|d(ϕt)∗η(x)dt
≤ CkR
η(Bx0(R))
∫
Bx0 (2R)
|∇horf(x)|dη(x).
It follows from this, Jensen’s inequality, and Corollary 1.1 that∫
Bx0 (R)
|f(x′)− 〈f〉Bx0 (kR) |
pdη(x′)
≤ CpRp
∫
Bx0 (R)
(
1
η(Bx0(kR))
∫
Bx0 (2kR)
|∇horf(x)|dη(x)
)p
dη(x′)
≤ CpRp
∫
Bx0 (2R)
|∇horf(x)|pdη(x).
Finally, the result follows from this and [18]. 
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