In this paper, we study the efficiency of a Restarted SubGradient (RSG) method that periodically restarts the standard subgradient method (SG). We show that, when applied to a broad class of convex optimization problems, RSG method can find an ǫ-optimal solution with a low complexity than SG method. In particular, we first show that RSG can reduce the dependence of SG's iteration complexity on the distance between the initial solution and the optimal set to that between the ǫ-level set and the optimal set. In addition, we show the advantages of RSG over SG in solving three different families of convex optimization problems. 
Introduction
We consider the following generic optimization problem
where f : R d → (−∞, +∞] is an extended-valued, lower semicontinuous and convex function, and Ω ⊆ R d is a closed convex set such that Ω ⊆ dom(f ). Here, we do not assume the smoothness of f on dom(f ). During the past several decades, many fast convergent (especially linearly convergent) optimization algorithms have been developed for (1) when f is smooth and/or strongly convex. On the contrary, there are relatively fewer techniques for solving generic non-smooth and nonstrongly convex optimization problems which still have many applications in machine learning, statistics, computer vision, and etc. To solve (1) with f being potentially non-smooth and nonstrongly convex, one of the simplest algorithms to use is the subgradient (SG) method. When f is Lipschitz-continuous, it is known that SG method requires O(1/ǫ 2 ) iterations for obtaining an ǫ-optimal solution (Rockafellar, 1970; Nesterov, 2004) . It has been shown that this iteration complexity is unimprovable for general non-smooth and non-strongly convex problems in a blackbox first-order oracle model of computation (Nemirovsky A.S. and Yudin, 1983) . However, better iteration complexity can be achieved by other first-order algorithms for certain class of f where additional structural information is available (Nesterov, 2005; Gilpin et al., 2012; Freund and Lu, 2015; Renegar, 2014 Renegar, , 2015 Renegar, , 2016 .
In this paper, we present a generic restarted subgradient (RSG) method for solving (1) which runs in multiple stages with each stage warm-started by the solution from the previous stage. Within each stage, the standard projected subgradient descent is performed for a fixed number of iterations with a constant step size. This step size is reduced geometrically from stage to stage. With these schemes, we show that RSG can achieve a lower iteration complexity than the classical SG method when f belongs to some classes of functions. In particular, we summarize the main results and properties of RSG below:
• For the general problem (1), under mild assumptions (see Assumption 1), RSG has an iteration complexity of O( 1 ǫ 2 log( 1 ǫ )) which has an addition log( 1 ǫ ) term but has significantly smaller constant in O(·) compared to SG. In particular, SG's complexity depends on the distance from the initial solution to the optimal set while RSG's complexity only depends on the distance from the ǫ-level set (defined in (2)) to the optimal set, which is much smaller than the former distance.
• When f is locally quadratically growing (see Definition 10), which is a weaker condition than strong convexity, RSG can achieve an O( 1 ǫ log( 1 ǫ )) iteration complexity.
• When f admits a local Kurdyka-Lojasiewicz property (see Definition 13) with a power desingularizing function of degree 1 − β where β ∈ [0, 1), RSG can achieve an O( 1 ǫ 2β log( 1 ǫ )) complexity.
• When the epigraph of f over Ω is a polyhedron, RSG can achieve linear convergence, i.e., an O(log( 1 ǫ )) iteration complexity. These results, except for the first one, are derived from a generic complexity of RSG for the problem satisfying a local error condition (16), which has a close connection to the existing error bound conditions and growth conditions (Pang, 1997 (Pang, , 1987 Luo and Tseng, 1993; Necoara et al., 2015; Bolte et al., 2006) in the literature. In spite of its simplicity, the analysis of RSG provides additional insight on improving first-order methods' iteration complexity via restarting. It is known that restarting can improve the theoretical complexity of (stochastic) SG method for nonsmooth problem when strongly convexity is assumed (Ghadimi and Lan, 2013; Chen et al., 2012; Hazan and Kale, 2011) but we show that restarting can be still helpful for SG methods under other (weaker) assumptions. Although we focus on SG methods, the similar idea can be incorporated into various existing algorithms, leading to different variants of restarted first-order methods. In particular, built on the groundwork (in particular Lemma 4 and Lemma 16) laid in this paper 1 , several pieces of studies have improved the convergence of non-smooth optimization with a special structure (Xu et al., 2016b) , stochastic subgradient methods (Xu et al., 2016a) and projection-reduced first-order methods .
We organize the reminder of the paper as follows. Section 2 reviews some related work. Section 3 presents some preliminaries and notations. Section 4 presents the algorithm of RSG and the general theory of convergence in the Euclidean norm. Section 5 considers several classes of non-smooth and non-strongly convex problems and shows the improved iteration complexities of RSG. Section 6 generalizes the algorithm and theory into the p-norm space using dual averaging method in each stage. Section 7 presents a parameter-free variant of RSG. Section 8 presents some experimental results. Finally, we conclude in Section 9.
Related Work
Smoothness and strong convexity are two key properties of a convex optimization problem that determine the iteration complexity of finding an ǫ-optimal solution by first-order methods. In general, a lower iteration complexity is expected when the problem is either smooth or strongly convex. We refer the reader to (Nesterov, 2004; Nemirovsky A.S. and Yudin, 1983) for the optimal iteration complexity of first-order methods when applied to the problems with different properties of smoothness and convexity. Recently there emerges a surge of interests in further accelerating first-order methods for non-strongly convex or non-smooth problems that satisfy some particular conditions (Bach and Moulines, 2013; Wang and Lin, 2014; So, 2013; Hou et al., 2013; Gong and Ye, 2014; Gilpin et al., 2012; Freund and Lu, 2015) . The key condition for us to develop the improved complexity is a local error bound condition (16) which is closely related to the error bound conditions in (Pang, 1987 (Pang, , 1997 Luo and Tseng, 1993; Necoara et al., 2015; Bolte et al., 2006; Zhang, 2016) .
Various error bounds have been exploited in many studies to analyze the convergence of optimization algorithms. For example, Tseng (1992a,b, 1993) established the asymptotic linear convergence of a class of feasible descent algorithms for smooth optimization, including coordinate descent method and projected gradient method, based on a local error bound condition. Their results on coordinate descent method were further extended for a more general class of objective functions and constraints in (Tseng and S., 2009a,b) . Wang and Lin (2014) showed that a global error bound holds for a family of non-strongly convex and smooth objective functions for which feasible descent methods can achieve a global linear convergence rate. Recently, these error bounds have been generalized and leveraged to show faster convergence for structured convex optimization that consists of a smooth function and a simple non-smooth function (Hou et al., 2013; . We would like to emphasize that the aforementioned error bounds are different from the local error bound explored in this paper. They bound the distance of a point to the optimal set by the norm of the projected gradient or proximal gradient at the point, thus requiring the smoothness of the objective function. In contrast, we bound the distance of a point to the optimal set by its objective residual with respect to the optimal value, covering a much broader family of functions. More recently, there appear many studies that consider smooth optimization or composite smooth optimization problems whose objective functions satisfy different error bound conditions, growth conditions or other non-degeneracy conditions and established the linear convergence rates of several first-order methods including proximal-gradient method, accelerated gradient method, proxlinear method and so on (Gong and Ye, 2014; Necoara et al., 2015; Zhang and Cheng, 2015; Zhang, 2016; Karimi and Schmidt, 2015; Drusvyatskiy and Lewis, 2016; Drusvyatskiy and Kempton, 2016; Hou et al., 2013; . The relative strength and relationships between some of those conditions are studied by Necoara et al. (2015) and Zhang (2016) . For example, the authors in (Necoara et al., 2015) showed that under the smoothness assumption the second order growth condition is equivalent to the error bound condition in (Wang and Lin, 2014) . It was brought to our attention that the local error bound condition in the present paper is closely related to metric subregularity of subdifferentials (Artacho and Geoffroy, 2008; Kruger, 2015; Drusvyatskiy et al., 2014; Mordukhovich and Ouyang, 2015) . Nevertheless, to our best knowledge, this is the first work that leverages the considered local error bound to improve the convergence of subgradient method for non-smooth and non-strongly convex optimization.
The aforementioned works assume the objective function is smooth or is a summation of a smooth function and a simple non-smooth function, which is not only critical for defining some error bounds they assumed but also necessary for obtaining the linear rates for the algorithms they studied. On the contrary, we focus on minimizing non-smooth objective functions with less structure using the SG method. Exploiting the error bound (16), we develop restarting scheme in the RSG method and obtain different convergence rates from the works mentioned above. Moreover, even without condition (16) or any other error bounds, we still obtain a new complexity that can be better than the standard complexity of SG method in some scenarios (see Corollary 5 and the remark thereafter.) Gilpin et al. (2012) established a polyhedral error bound condition (presented in Lemma 8 below). Using this polyhedral error bound condition, they study a two-person zero-sum game and proposed an restarted first-order method based on Nesterov's smoothing technique (Nesterov, 2005) that can find the Nash equilibrium in a linear convergence rate. This error bound condition was shown in (Gilpin et al., 2012) to hold for the objective function whose epigraph is polyhedral and the domain is a bounded polytope (Gilpin et al., 2012) . Here, we slightly generalize their result to allow the domain to be an unbounded polyhedron which is the case for many important applications. In addition, we consider a general condition that contains this polyhedral error bound condition as a special case and we try to solve the general problem (1) rather than the bilinear saddle-point problem in (Gilpin et al., 2012) .
In his recent work (Renegar, 2014 (Renegar, , 2015 (Renegar, , 2016 , Renegar presented a framework of applying firstorder methods to general conic optimization problems by transforming the original problem into an equivalent convex optimization problem with only linear equality constraints and a Lipschitzcontinuous objective function. This framework greatly extends the applicability of first-order methods to the problems with general linear inequality constraints and leads to new algorithms and new iteration complexity. One of his results related to this work is Corollary 3.4 of (Renegar, 2015) , which implies, if the objective function has a polyhedral epigraph and the optimal objective value is known beforehand, a subgradient method can have a linear convergence rate. Compared to his work, our method does not need to the know the optimal value but instead requires an upper bound of the initial optimality gap and knowing a growth constant in the error bound condition of the polyhedral objective function. In addition, our results include improved iteration complexities for a broader family of objective functions than the ones with a polyhedral epigraph.
More recently, Freund and Lu (2015) proposed a new SG method by assuming that a strict lower bound of f * , denoted by f slb , is known and f satisfies a growth condition, w − w * 2 ≤ G · (f (w) − f slb ), where w * is the optimal solution closest to w and G is a growth rate constant depending on f slb . Using a novel step size that incorporates f slb , for non-smooth optimization, their SG method achieves an iteration complexity of O(G 2 (
and w 0 is the initial solution. We note that there are several key differences in the theoretical properties and implementations between our work and (Freund and Lu, 2015) : (i) Their growth condition has a similar form to the inequality (7) we prove for a general function but there are still noticeable differences in the both sides and the growth constants. (ii) The convergence results in (Freund and Lu, 2015) are established based on finding an solutionŵ with a relative error of ǫ ′ while we consider absolute error. (iii) By rewriting the convergence results in (Freund and Lu, 2015) in terms of absolute accuracy ǫ with ǫ = ǫ ′ (f * − f slb ), the complexity in (Freund and Lu, 2015) will strongly depend on f * − f slb and can be worse than ours if f * − f slb is large. (iv) Their SG descent method keeps track of the best solution up to the current iteration while our method maintains the average of all solutions within each epoch. We will compared our RSG method with the method in (Freund and Lu, 2015) with more details in Section 4.
Restarting and multi-stage strategies have been utilized to achieve the (uniformly) optimal theoretical complexity of (stochastic) SG methods when f is strongly convex (Ghadimi and Lan, 2013; Chen et al., 2012; Hazan and Kale, 2011) or uniformly convex (Nesterov and Juditsky, 2014) . Here, we show that restarting can be still helpful even without uniform or strong convexity. Furthermore, in all the algorithms proposed in (Ghadimi and Lan, 2013; Chen et al., 2012; Hazan and Kale, 2011; Nesterov and Juditsky, 2014) , the number of iterations per stage increases between stages while our algorithm uses the same number of iterations in all stages. This provides a different possibility of designing restarted algorithms for a better complexity.
Preliminaries
In this section, we define some notations used in this paper and present the main assumptions needed to establish our results. We use ∂f (w) to denote the set of subgradients (the subdifferential) of f at w. Let G(·) denote a first-order oracle that returns a subgradient of f (·), namely, G(w) ∈ ∂f (w) for any w ∈ Ω. Since the objective function is not necessarily strongly convex, the optimal solution is not necessarily unique. We denote by Ω * the optimal solution set and by f * the unique optimal objective value. We denote by · 2 the Euclidean norm in R d .
Throughout the paper, we make the following assumptions unless stated otherwise.
Assumption 1 For the convex minimization problem (1), we assume a. For any w 0 ∈ Ω, we know a constant
b. There exists a constant G such that G(w) 2 ≤ G for any w ∈ Ω.
c. Ω * is a non-empty convex compact set.
We make several remarks about the above assumptions: (i) Assumption 1.a is equivalent to assuming we know a lower bound of f * which is one of the assumptions made in (Freund and Lu, 2015) . In machine learning applications, f * is usually bounded below by zero, i.e., f * ≥ 0, so that ǫ 0 = f (w 0 ) for any w 0 ∈ R d will satisfy the condition; (ii) Assumption 1.b is a standard assumption also made in many previous subgradient-based methods. (iii) Assumption 1.c simply assumes the optimal set is closed and bounded. Let w * denote the closest optimal solution in Ω * to w measured in terms of norm · 2 , i.e.,
where the equality is due to (8) and the last inequality is due to the definition of ρ ǫ in (6). The lemma is then proved.
The inequality (7) takes a similar form to the growth condition,
where f slb is a strict lower bound of f * , by Freund and Lu (Freund and Lu, 2015) but with some striking differences: the left-hand side is the distance of w to the optimal set in (10) while it is the distance of w to the ǫ-sublevel set in (7); the right-hand side is the objective gap with respect to f slb in (10) and it is the objective gap with respect to f * in (7); the growth constant G in (10) varies with f slb and ρ ǫ in (7) may depend on ǫ in general. The inequality in (7) is the key to achieve improved convergence by RSG, which hinges on the condition that the first-order optimality residual on the ǫ-level set is lower bounded. It is important to note that (i) the above result depends on f rather than the optimization algorithm applied; and (ii) the above result can be generalized to use other norm such as the p-norm w p (p ∈ (1, 2]) to measure the distance between w and w † ǫ (Section 6) and use the corresponding dual norm to define the lower bound of the residual in (5) and (6). This generalization allows us to design mirror decent (Nemirovski et al., 2009 ) variant of RSG. We defer the details into Section 6. To our best knowledge, this is the first work that leverages the lower bound of the optimal residual to improve the convergence for non-smooth convex optimization.
In next several sections, we will exhibit the value of ρ ǫ for different classes of problems and discuss its impact on the convergence.
Restarted SubGradient (RSG) Method and Its Complexity for General Problem
In this section, we present the proposed restarted subgradient (RSG) method and prove its general convergence result using Lemma 1. In next sections, we will present improved convergence of RSG for problems of different classes. The steps of RSG are presented in Algorithm 2 where SG is a subroutine of projected subgradient descent given in Algorithm 1 and Π Ω [w] is defined as
The values of K and t in RSG will be revealed later for proving the convergence of RSG to an 2ǫ-optimal solution. The RSG algorithm runs in stages and calls SG once in each stage. The subroutine SG performs projected subgradient descent with a fixed step size η for a fixed number of iterations t, using the solution returned by SG from the previous stage of RSG as the starting point. The RSG algorithm geometrically decreases the step size η k between stages. The output solution of RSG is the solution returned by SG in the K-th stage, i.e., w K . The number of iterations t is the only varying parameter in RSG that depends on the classes of problems. The parameter α could be any value larger than 1 (e.g., 2) and it only has a small influence on the iteration complexity.
We emphasize that (i) RSG is a generic algorithm that is applicable to a broad family of non-smooth and/or non-strongly convex problems without changing updating schemes except for Algorithm 1 SG: w T = SG(w 1 , η, T ) 1: Input: a step size η, the number of iterations T , and the initial solution w 1 ∈ Ω 2: for t = 1, . . . , T do
3:
Query the subgradient oracle to obtain G(w t ) 4:
Input: the number of stages K and the number of iterations t per-stage, w 0 ∈ Ω, and α > 1.
Call subroutine SG to obtain w k = SG(w k−1 , η k , t)
5:
Set η k+1 = η k /α 6: end for 7: Output: w K one tuning parameter, the number of iterations per stage, whose best value varies with problems; (ii) RSG has different variants with different subroutine in stages. In fact, we can use other optimization algorithms than subgradient descent as the subroutine in Algorithm 2, as long as a similar convergence result to Lemma 2 is guaranteed. Examples include SG as shown in Algorithm 1, dual averaging (Nesterov, 2009) , and the regularized dual averaging (Chen et al., 2012) 2 . In the following discussions, we will focus on using SG as the subroutine unless stated otherwise.
It was also brought to our attention that the current common practice for training deep neural network (yet with no formal justification) is very similar to the proposed RSG. In particular, one usually employs stochastic subgradient with momentum (with similar convergence guarantee to SG for non-smooth optimization ) with a fixed step size by a certain number of iterations and then decreases the step size by a certain number of times (Krizhevsky et al., 2012) .
Next, we establish the convergence of RSG. It relies on the convergence result of the SG subroutine which is given in the lemma below.
Lemma 2 (Zinkevich, 2003; Nesterov, 2004) If Algorithm 1 runs for T iterations, we have, for any w ∈ Ω,
We omit the proof because it follows a standard analysis and can be found in cited papers. With the above lemma, we can prove the following convergence of RSG. We would like to emphasize here the difference between our analysis of convergence for RSG and previous analysis of SG. In the previous analysis, w is set to an optimal solution w * in Lemma 2. Assuming w 1 − w * 2 ≤ D, one can optimize η to obtain an O(GD/ √ T ) convergence rate for SG. In our analysis, we leverage Lemma 1 to bound w k−1 − w 2 for the k-th stage and prove the convergence of RSG by induction.
2. Without assuming smoothness and strong convexity.
In other word, the total number of iterations for Algorithm 2 to find an 2ǫ-optimal solution is at most
, the total number of iterations for Algorithm 2 to find an 2ǫ-optimal solution is at most
We will show by induction that
for k = 0, 1, . . . , K which leads to our conclusion if we let k = K. Note that (11) holds obviously for k = 0. Suppose it holds for k − 1, namely, f (w k−1 ) − f * ≤ ǫ k−1 + ǫ. We want to prove (11) for k. We apply Lemma 2 to the k-th stage of Algorithm 2 and get
We now consider two cases for
Combining (12) and (13) and using the facts that
which, together with the fact that f (w † k−1,ǫ ) = f * + ǫ, implies (11) for k. Therefore, by induction, we have (11) holds for k = 1, 2, . . . , K so that
, where the last inequality is due to the definition of K.
In Theorem 3, the iteration complexity of RSG for the general problem (1) is given in terms of ρ ǫ . Next, we show that ρ ǫ ≥ ǫ Bǫ which allows us to choose the number of iterations t in each stage according to B ǫ instead of ρ ǫ so that corresponding complexity can be given in terms of B ǫ .
Figure 1: A geometric illustration of the inequality (14), where dist ) = where is the closest point in Ω to . This inequality further implies ) = ǫ, ∂f ) and ∈ N
where the equality is because ∈ L . By (15) and the definition of , we obtain
Since can be any element in ∂f ) + ), we have by the definition ( ).
To prove (14), we assume \S and thus ∈ L ; otherwise it is trivial. In the proof of Lemma , we have shown that (see ( )) there exists ∂f ) and ∈ N such that ≥ /ζ which, according to (15) with and /ζ, leads to (14).
A geometric explanation of the inequality (14) in one dimension is shown in Figure  With Lemma , the iteration complexity of RSG can be stated in terms of in the following corollary of Theorem Corollary 5 Suppose Assumption holds. The iteration complexity of RSG for obtaining an -optimal solution is log provided and log Remark: Compared to the standard SG whose iteration complexity is for achieving an 2 -optimal solution, RSG's iteration complexity in Corollary depends on (14), where
Bǫ , where B ǫ is defined in (3), and for any w ∈ Ω
where w * ǫ is the closest point in Ω * to w † ǫ .
Proof Given any u ∈ L ǫ , let g u be any subgradient in ∂f (u) and v u be any vector in N Ω (u). By the convexity of f (·) and the definition of normal cone, we have
where u * is the closest point in Ω * to u. This inequality further implies
where the equality is because u ∈ L ǫ . By (15) and the definition of B ǫ , we obtain
Bǫ by the definition (6). To prove (14), we assume w ∈ Ω\S ǫ and thus w † ǫ ∈ L ǫ ; otherwise it is trivial. In the proof of Lemma 1, we have shown that (see (9)) there exists g ∈ ∂f (w † ǫ ) and v ∈ N Ω (w † ǫ ) such that f (w)−f (w † ǫ ) ≥ w−w † ǫ 2 g+v/ζ 2 , which, according to (15) with u = w † ǫ , g u = g and v u = v/ζ, leads to (14).
A geometric explanation of the inequality (14) in one dimension is shown in Figure 1 .
With Lemma 4, the iteration complexity of RSG can be stated in terms of B ǫ in the following corollary of Theorem 3.
Corollary 5 Suppose Assumption 1 holds. The iteration complexity of RSG for obtaining an 2ǫ-optimal solution is O(
Remark: Compared to the standard SG whose iteration complexity is known as O(
) for achieving an 2ǫ-optimal solution, RSG's iteration complexity in Corollary 5 depends on B 2 ǫ instead of w 0 − w * 0 2 2 and only has a logarithmic dependence on ǫ 0 , the upper bound of f (w 0 ) − f * . When the initial solution is far from the optimal set so that B 2 ǫ ≪ w 0 − w * 0 2 2 , the proposed RSG can be much faster. In some special cases, e.g., when f satisfies the local error bound condition (16) so that B ǫ = Θ(ǫ θ ) with θ ∈ (0, 1], RSG only needs O 1 ǫ 2(1−θ) log 1 ǫ iterations (see Section 5.1), which as a better dependency on ǫ than the complexity of standard SG method. Remark: Compared to the SG method in (Freund and Lu, 2015) whose iteration com-
where f slb and G are defined in (10) and H =
, our RSG can be better if f * − f slb is large. To see this, we represent the complexity in (Freund and Lu, 2015) in terms of the absolute error ǫ
, the second term is dominating, which is at least O(
) due to the definition of G in (10). This complexity has the same order of magnitude as the standard SG method so that RSG can be better for the reason in the last remark. When the gap f * − f slb is small, e.g. O(ǫ), the first term is dominating, which is O(G 2 G 2 log( ǫ 0 ǫ )). In this case, RSG has a lower complexity when G 2 ≥ B 2 ǫ ǫ 2 . Note that, in general, G is non-increasing in f * − f slb but the exact dependency is not clear.
However, compare to the standard SG and the method in (Freund and Lu, 2015) , RSG does require knowing additional information about f . In particular, the issue with RSG is that its improved complexity is obtained by choosing
which requires knowing the order of magnitude of B ǫ , if not its exact value. To address the issue of unknown B ǫ for general problems, in the next section, we consider the family of problems that admit a local error bound and show that the requirement of knowing B ǫ is relaxed to knowing some particular parameters related to the local error bound.
Complexity for Some Classes of Non-smooth Non-strongly Convex Optimization
In this section, we consider a particular family of problems that admit local error bounds and show the improved iteration complexities of RSG compared to standard SG method.
Complexity for the Problems with Local Error Bounds
We first define local error bound of the objective function.
Definition 6 We say f (·) admits a local error bound on the ǫ-sublevel set S ǫ if w − w * where w * is the closet point in Ω * to w, θ ∈ (0, 1] and c > 0 are constants.
Because S ǫ 2 ⊂ S ǫ 1 for ǫ 2 ≤ ǫ 1 , if (16) holds for some ǫ, it will always hold when ǫ decreases to zero with the same θ and c, which is the case we are interested in. If the problem admits a local error bound like (16), RSG can achieve a better iteration complexity than O(1/ǫ 2 ). In particular, the property (16) implies
Replacing B ǫ in Corollary 5 by this upper bound and choosing t = α 2 G 2 c 2 ǫ 2(1−θ) in RSG if c and θ are known, we obtain the following complexity of RSG.
Corollary 7 Suppose Assumption 1 holds and f (·) admits a local error bound on S ǫ . The iteration complexity of RSG for obtaining an 2ǫ-optimal solution is O Nesterov and Juditsky (2014) considered subgradient methods for (1) with f being uniformly convex, namely,
for any w and v in Ω and any α ∈ [0, 1] 3 , where ρ ∈ [2, +∞] and µ ≥ 0. In this case, the method by (Nesterov and Juditsky, 2014) has an iteration complexity of O (Nesterov and Juditsky, 2014) , our complexity is higher by a logarithmic factor. However, we only require the local error bound property of f that is weaker than uniform convexity.
Next, we will consider different convex optimization problems that admit a local error bound on S ǫ with different c and θ and show the faster convergence of RSG when applied to these problems.
Linear Convergence for Polyhedral Convex Optimization
In this subsection, we consider a special family of non-smooth and non-strongly convex problems where the epigraph of f (·) over Ω is a polyhedron. In this case, we call (1) a polyhedral convex minimization problem. We show that, in polyhedral convex minimization problem, f (·) has a linear growth property and admits a local error bound with θ = 1 so that B ǫ ≤ cǫ for a constant c.
Lemma 8 (Polyhedral Error Bound Condition)
Suppose Ω is a polyhedron and the epigraph of f (·) is also polyhedron. There exists a constant κ > 0 such that
Thus, f (·) admits a local error bound on S ǫ with θ = 1 and c = 1 κ 4 (so B ǫ ≤ ǫ κ ) for any ǫ > 0.
3. The Euclidean norm in the definition here can be replaced by a general norm as in (Nesterov and Juditsky, 2014) . 4. In fact, this property of f (·) is a global error bond on Ω.
Remark: We remark that the above result can be extended to any valid norm to measure the distance between w and w * . The proof is included in the appendix. Lemma 8 above generalizes Lemma 4 by Gilpin et al. (2012) , which requires Ω to be a bounded polyhedron, to a similar result where Ω can be an unbounded polyhedron. This generalization is simple but useful because it helps the development of efficient algorithms based on this error bound for unconstrained problems without artificially including a box constraint. Different from (Gilpin et al., 2012 ) that used their Lemma 4 and Nesterov's smoothing technique (Nesterov, 2005) to develop a linearly convergent algorithm for solving the Nash equilibrium of a two-person zero-sum games, we show below that Lemma 8 provides the basis for RSG to achieve a linear convergence for the polyhedral convex minimization problems. In fact, the following linear convergence of RSG can be obtained if we plugin the values of θ = 1 and c = 1 κ into Corollary 7. Corollary 9 Suppose Assumption 1 holds and (1) is a polyhedral convex minimization problem. The iteration complexity of RSG for obtaining an ǫ-optimal solution is O(
We want to point out that Corollary 9 can be proved directly by replacing w † k−1,ǫ by w * k−1 and replacing ρ ǫ by κ in the proof of Theorem 3. Here, we derive it as a corollary of a more general result. We also want to mention that, as shown by Renegar (2015) , the linear convergence rate in Corollary 9 can be also obtained by the SG method for the historically best solution, provided either κ or f * is known.
Examples Many non-smooth and non-strongly convex machine learning problems satisfy the assumptions of Corollary 9, for example, ℓ 1 or ℓ ∞ constrained or regularized piecewise linear loss minimization. In many machine learning tasks (e.g., classification and regression), there exists a set of data {(x i , y i )} i=1,2,...,n and one often needs to solve the following empirical risk minimization problem
where R(w) is a regularization term and ℓ(z, y) denotes a loss function. We consider a special case where (a) R(w) is a ℓ 1 regularizer, ℓ ∞ regularizer or an indicator function of a ℓ 1 /ℓ ∞ ball centered at zero; and (b) ℓ(z, y) is any piecewise linear loss function, including hinge loss ℓ(z, y) = max(0, 1−yz), absolute loss ℓ(z, y) = |z − y|, ǫ-insensitive loss ℓ(z, y) = max(|z − y| − ǫ, 0), and etc (Yang et al., 2014) . It is easy to show that the epigraph of f (w) is a polyhedron if f (w) is defined as a sum of any of these regularization terms and any of these loss functions. In fact, a piecewise linear loss functions can be generally written as
where (a j , b j ) for j = 1, 2, . . . , m are finitely many pairs of scalars. The formulation (18) indicates that ℓ(w ⊤ x, y) is a piecewise affine function so that its epigraph is a polyhedron. In addition, the ℓ 1 or ℓ ∞ norm is also a polyhedral function because we can represent them as
Since the sum of finitely many polyhedral functions is also a polyhedral function, the epigraph of f (w) is a polyhedron. Another important family of problems whose objective function has a polyhedral epigraph is submodular function minimization. Let V = {1, . . . , d} be a set and 2 V denote its power set. A submodular function F (A) : 2 V → R is a set function such that F (A)+F (B) ≥ F (A∪B)+F (A∩B) for all subsets A, B ⊆ V and F (∅) = 0. A submodular function minimization can be cast into a non-smooth convex optimization using the Lovász extension (Bach, 2013) . In particular, let the base polyhedron B(F ) be defined as
where s(A) = i∈A s i . Then the Lovász extension of F (A) is f (w) = max s∈B(F ) w ⊤ s, and min A⊆V F (A) = min w∈[0,1] d f (w). As a result, a submodular function minimization is essentially a non-smooth and non-strongly convex optimization with a polyhedral epigraph.
Improved Convergence for Locally Semi-Strongly Convex Problems
First, we give a definition of local semi-strong convexity.
Definition 10 A function f (w) is semi-strongly convex on the ǫ-sublevel set S ǫ if there exists λ > 0 such that
where w * is the closest point to w in the optimal set.
We refer to the property (19) as local semi-strong convexity when S ǫ = Ω. The two papers (Gong and Ye, 2014; Necoara et al., 2015) have explored the semi-strong convexity on the whole domain Ω to prove linear convergence of smooth optimization problems. In (Necoara et al., 2015) , the inequality (19) is also called second-order growth property. They have also shown that a class of problems satisfy (19) (see examples given below). The inequality (19) indicates that f (·) admits a local error bound on S ǫ with θ = 1 2 and c = 2 λ , which leads to the following the corollary about the iteration complexity of RSG for locally semi-strongly convex problems.
Corollary 11 Suppose Assumption 1 holds and f (w) is semi-strongly convex on S ǫ . Then B ǫ ≤ 2ǫ λ 5 and the iteration complexity of RSG for obtaining an 2ǫ-optimal solution is O(
Remark: To the best of our knowledge, the previous subgradient methods can achieve the O(1/ǫ) iteration complexity only by assuming strong convexity Lan, 2012, 2013; Chen et al., 2012; Hazan and Kale, 2011) . Here, we obtain an O(1/ǫ) iteration complexity ( O(·) suppresses constants and logarithmic terms) only with local semi-strong convexity. It is obvious that strong convexity implies local semi-strong convexity (Hazan and Kale, 2011) but not vice versa.
Recall (17).
Examples Consider a family of functions in the form of f (w) = h(Xw)+r(w), where X ∈ R n×d , h(·) is smooth and strongly convex on any compact set and r(·) has a polyhedral epigraph. According to (Gong and Ye, 2014; Necoara et al., 2015) , such a function f (w) satisfies (19) for any ǫ ≤ ǫ 0 with a constant value for λ. Although smoothness is assumed for h(·) in (Gong and Ye, 2014; Necoara et al., 2015) , we find that it is not necessary for proving (19). We state this result as the lemma below.
Lemma 12 Suppose Assumption 1 holds, Ω = {w ∈ R d |Cw ≤ b} with C ∈ R k×d and b ∈ R k , and f (w) = h(Xw) + r(w) where h : R n → R satisfies dom(h) = R k and is a strongly convex function on any compact set in R n , and r(w) has a polyhedral epigraph. Then, f (w) satisfies (19) for any ǫ ≤ ǫ 0 .
Proof The proof of this lemma is almost identical to the proof of Lemma 1 in (Gong and Ye, 2014) which assumes h(·) is smooth. Here, we show that a similar result holds without the smoothness of h(·).
Since r(·) has a polyhedral epigraph, we can assume r(w) = q T w for some q ∈ R d without loss of generality. In fact, when r(·) has a polyhedral epigraph and Ω = R d , we can introduce a new variable w ∈ R so that (1) can be equivalently represented as
where feasible set is a polyhedron in R d+1 and the corresponding r(·) becomes linear.
Since h(·) is a strongly convex function on any compact set, following a standard argument (see (Necoara et al., 2015) for example), we can show that there exist r * ∈ R n and s * ∈ R such that
which is a polyhedron. By Hoffman's bound, there exists a constant ζ > 0 such that, for any w ∈ Ω, we have
where w * is the closest point to w in Ω * . By the compactness of S ǫ and the strong convexity of h(·) on S ǫ , there exists a constant µ > 0 such that
for some ξ w * ∈ ∂h(r * ) for any w ∈ S ǫ , where the second inequality is due to the optimality condition of w * . Note that ξ w * in (21) may change with w * (and thus with w). With the same ξ w * and w as above, we can also show that
Here, ∂h(r * ) 2 < +∞ because dom(h) = R n . Applying (22) and (21) to (20), we obtain for any w ∈ S ǫ that
which further implies
using the fact that f (w) − f * ≤ ǫ for w ∈ S ǫ .
The function of this type covers some commonly used loss functions and regularization terms in machine learning and statistics. See the following examples.
Robust regression
where p ∈ (1, 2), x i ∈ R d denotes the feature vector and y i is the target output. The objective function is in the form of h(Xw) where X is a n × d matrix with x 1 , x 2 , . . . , x n being its rows and
According to (Goebel and Rockafellar, 2007) , h(u) is a strongly convex function on any compact set so that the objective function above is semi-strongly convex on S ǫ for any ǫ ≤ ǫ 0 .
Improved Convergence for Convex Problems with KL property
Lastly, we consider a family of non-smooth functions with a local Kurdyka-Lojasiewicz (KL) property. The definition of KL property is given below.
Definition 13
The function f (w) has the Kurdyka -Lojasiewicz (KL) property atw if there exist η ∈ (0, ∞], a neighborhood Uw ofw and a continuous concave function ϕ : [0, η) → R + such that (i) ϕ(0) = 0; (ii) ϕ is continuous on (0, η); (iii)for all s ∈ (0, η), ϕ ′ (s) > 0; (iv) and for all w ∈ Uw ∩ {w : f (w) < f (w) < f (w) + η}, the Kurdyka -Lojasiewicz (KL) inequality holds
where ∂f (w) 2 := min g∈∂f (w) g 2 .
The function ϕ is called the desingularizing function of f atw, which sharpens the function f (w) by reparameterization. An important desingularizing function is in the form of ϕ(s) = cs 1−β for some c > 0 and β ∈ [0, 1), by which, (24) gives the KL inequality
Note that all semi-algebraic functions satisfy the KL property at any point (Bolte et al., 2014) . Indeed, all the concrete examples given before satisfy the Kurdyka -Lojasiewicz property. For more discussions about the KL property, we refer readers to (Bolte et al., 2014 (Bolte et al., , 2007 Schneider and Uschmajew, 2014; Attouch et al., 2013; Bolte et al., 2006) . The following corollary states the iteration complexity of RSG for unconstrained problems that have the KL property at eachw ∈ Ω * .
Corollary 14 Suppose Assumption 1 holds, f (w) satisfies a (uniform) Kurdyka -Lojasiewicz property at anyw ∈ Ω * with the same desingularizing function ϕ and constant η, and
The iteration complexity of RSG for obtaining an 2ǫ-optimal solution is given by O α 2 G 2 (ϕ(ǫ)/ǫ) 2 ⌈log α (
In addition, if ϕ(s) = cs 1−β for some c > 0 and β ∈ [0, 1), the iteration complexity of RSG is O(
Proof We can prove the above corollary following a result in (Bolte et al., 2015) as presented in Proposition 1 in the appendix. According to Proposition 1, if f (·) satisfies the KL property atw, then for all w ∈ Uw ∩ {w : f (w) < f (w) < f (w) + η} it holds that w − w * 2 ≤ ϕ(f (w) − f (w)). It then, under the uniform condition in (25), implies that, for any w ∈ S ǫ
where we use the monotonic property of ϕ. Then the first conclusion follows similarly as Corollary 5 by noting B ǫ ≤ ϕ(ǫ). The second conclusion immediately follows by setting ϕ(s) = cs 1−β in the first conclusion.
While the conclusion in Corollary 14 hinges on a condition in (25), in practice many convex functions satisfy the KL property with U = R d and η = ∞ (Attouch et al., 2010) . It is worth mentioning that to our best knowledge, the present work is the first to leverage the KL property for developing improved subgradient methods, though it has been explored in non-convex and convex optimization for deterministic descent methods for smooth optimization (Bolte et al., 2015 (Bolte et al., , 2014 Attouch et al., 2010; Karimi and Schmidt, 2015) .
A variant of RSG with p-norm and Dual Averaging Method
To demonstrate the flexibility of our restarting strategy, in this section, we present a variant of RSG that utilizes the p-norm with p ∈ (1, 2] and a Nesterov's dual averaging (DA) algorithm as its subroutine.
Let
It is known that 1 2 w 2 p is (p − 1)-strongly convex. Let q and p be conjugate constants, namely, 1/p + 1/q = 1. Using the p-norm, we redefine some of the previous notations: We first generalize Lemma 1 with the p-norm.
Lemma 15 For any ǫ > 0 such that L ǫ = ∅ and any w ∈ Ω, we have
Proof Let [w] i represent the ith coordinate of w. Note that
Since the conclusion holds trivially if w ∈ S ǫ (so that w † ǫ = w), we assume w ∈ Ω\S ǫ . According to the definition of w † ǫ and the associated first-order optimality conditions, there exist a scalar ζ ≥ 0, a subgradient g ∈ ∂f (w † ǫ ) and a vector v ∈ N Ω (w † ǫ ) such that
By the convexity of f (·) and the definition of normal cone, we have
It is clear that ζ > 0, since, otherwise, w = w † ǫ which contradicts with w ∈ S ǫ . It is from (26) that
Organizing terms in the equality above gives
Similar to Lemma 4, we can also lower bound ρ ǫ by ǫ/B ǫ . In particular, we have the following lemma.
Lemma 16 For any ǫ > 0 such that L ǫ = ∅ and any w ∈ Ω, we have
where w * ǫ is the closest point in Ω * to w † ǫ measured in the p-norm.
Algorithm 3 DA p : w T = DA p (w 1 , η, T ) 1: Input: a step size η, the number of iterations T , and the initial solution w 1 , 2: g 1 = 0, Λ 0 = 0 3: for t = 1, . . . , T do
4:
Query the gradient oracle to obtain G(w t )
5:
Set λ t = 1 or λ t = 1/ G(w t ) q , and Λ t = Λ t−1 + λ t 6:
update w t+1 = arg min w η g ⊤ t+1 w + 
corresponding to the two choices of λ t in DA p , where ǫ 0 is from Assumption 2.a 3: for k = 1, . . . , K do
4:
Call subroutine to obtain w k = DA p (w k−1 , η k , t)
5:
Set η k+1 = η k /α 6: end for 7: Output: w K Proof Since the conclusion holds trivially if w ∈ S ǫ (so that w † ǫ = w), we assume w ∈ Ω\S ǫ so that w † ǫ ∈ L ǫ . From (28) in the proof of Lemma 15, we have g + v/ζ q = w † ǫ − w p /ζ, where ζ > 0, g ∈ ∂f (w † ǫ ) and v ∈ N Ω (w † ǫ ). Applying this relationship to (27) in the proof of Lemma 15, we have
By the convexity of f (w) and the definition of normal cone, we have
which completes the proof.
In Algorithm 4, we present a modified version of RSG that uses Algorithm 3 as a subroutine. Here, Algorithm 3 is a variant of Nesterov's dual averaging (DA) algorithm. We denote Algorithm 4 by RSG-DA p to distinguish it from the RSG method in Algorithm 2. Before presenting the convergence property of RSG-DA p , we first need to address two issues: (i) how to compute w t+1 in Line 7 of DA p and (ii) what the convergence rate of DA p is. The proposition below shows that w t+1 can be computed in a closed form when Ω = R d .
Proposition 17
The solution to w + = arg min u g ⊤ u + 1 2 u − w 2 p is given by
Proof By the optimality condition, w + satisfies
It is a simple exercise to verify that g q = w + − w p . From (30), we have
This means the Holder's inequality, (w − w + ) ⊤ g ≤ w + − w p g q , holds as an equality and this can happens only if
From (30), we can also see that [w + − w] i has the same sign as −[g] i so that
It remains to derive the value of c. To do so, we observe that
The following Lemma by Nesterov (2009) characterizes the convergence property of DA p .
Lemma 18 (Nesterov, 2009 ) Suppose G(w t ) q ≤ G. Let Algorithm 3 run for T iterations. Then, for any w ∈ Ω, we have
.
We omit the proof because it can be found in (Nesterov, 2009) . To state the convergence of RSG-DA p . We need the following assumptions which is the same as Assumption 1 except that the Euclidean norm is replaced by the q-norm in item b:
Assumption 2 For a convex minimization problem (1), we assume a. There exist w 0 ∈ Ω and ǫ 0 ≥ 0 such that f (w 0 ) − min w∈Ω f (w) ≤ ǫ 0 .
b. There exists a constant G such that G(w) q ≤ G for any w ∈ Ω.
The following theorem characterizes the iteration complexity of RSG-DA p whose proof is similar to that of Theorem 3 and is thus omitted.
and K = ⌈log α ( ǫ 0 ǫ )⌉ in Algorithm 4, with at most K stages, Algorithm 4 returns a solution w K such that f (w K ) − f * ≤ 2ǫ. In other word, the total number of iterations for Algorithm 4 to find an 2ǫ-optimal solution is at most
, the total number of iterations for Algorithm 4 to find an 2ǫ-optimal solution is at most
We want to emphasis that, although the conclusion of Theorem 19 is similar to Corollary 5, B ǫ here is defined using p-norm and G here is defined using the q-norm. Depending on the problem, Algorithm 4 may have a lower complexity than Algorithm 2. For an example, we can consider empirical loss minimization in machine learning for finding a sparse model with high-dimensional data. Suppose the loss function ℓ(z, y) is 1-Lipschitz continuous, if f (w) is the average of ℓ(w ⊤ x i , y i ) over training examples (x i , y i ), i = 1, . . . , n, where
2 ln d−1 and q = 2 ln d 6 . Then, using the p-norm to define B ǫ and q-norm to define G, we have B ǫ G = max w∈Lǫ w − w * p max i x i q ≈ max w∈Lǫ w − w * 1 max x i x ∞ . In contrast, if we use the Euclidean norm definitions, we have B ǫ G = max w∈Lǫ w − w * 2 max i x 2 . If we assume x i ∞ ≤ 1 and w ∈ S ǫ is approximately s-sparse with s ≪ d such that Yang et al., 2015; Plan and Vershynin, 2011) . In light of
, the magnitude of B ǫ G using the special p-norm and q-norm definitions is much smaller than B ǫ G using the Euclidean norm definitions, making RSG-DA p converge faster than RSG.
7. Variants of RSG without knowing the constant c and the exponent θ in the local error bound
In Section 5, we have discussed the local error bound and presented several classes of problems to reveal the magnitude of B ǫ , i.e., B ǫ = cǫ θ . For some problems, the value of θ is exhibited. However, the value of the constant c could be still difficult to estimate, which renders it challenging to set the appropriate value t = α 2 c 2 G 2 ǫ 2(1−θ) for inner iterations of RSG. In practice, one might use a sufficiently large c to set up the value of t. However, such an approach is vulnerable to both over-estimation and under-estimation of t. Over-estimating the value of t leads to a waste of iterations while underestimation leads to an less accurate solution that might not reach to the target accuracy level. In addition, for other problems the value of θ is still an open problem. One interesting family of objective functions in machine learning is the sum of piecewise linear loss over training data and overlapped or non-overlapped group lasso. In this section, we present variants of RSG that can be implemented without knowing the value of c in the local error bound condition and even the value of exponent θ, and prove their improved convergence. 6. Other choices are possible (Duchi et al., 2010 Let w s = RSG(w s−1 , K, t s , α)
5:
Let t s+1 = t s 2 2(1−θ) 6: end for 7.1. RSG without knowing c
The key idea is to use an increasing sequence of t and another level of restarting for RSG. The detailed steps are presented in Algorithm 5, to which we refer as R 2 SG. With mild conditions on t 1 in R 2 SG, the complexity of R 2 SG for finding an ǫ solution is given by the theorem below.
Theorem 20 Suppose ǫ ≤ ǫ 0 /4 and K = ⌈log α (ǫ 0 /ǫ)⌉. Let t 1 in Algorithm 5 be large enough so that there existsǫ 1 such that ǫ ≤ǫ 1 ≤ ǫ 0 /2 and t 1 = α 2 c 2 G 2 ǫ
. In addition, suppose f (·) admits an error bound condition with θ ∈ (0, 1) and c on Sǫ 1 . Then, with at most S = ⌈log 2 (ǫ 1 /ǫ)⌉ + 1 calls of RSG in Algorithm 5, we find a solution w S such that f (w S )−f * ≤ 2ǫ. The total number of iterations of R 2 SG for obtaining 2ǫ-optimal solution is upper bounded by
, we can apply Corollary 7 with ǫ =ǫ 1 to the first call of RSG in Algorithm 5 so that the output w 1 satisfies
Then, we consider the second call of RSG with the initial solution w 1 satisfying (31). By the setup
, we can apply Corollary 7 with ǫ =ǫ 1 /2 and ǫ 0 = 2ǫ 1 so that the output w 2 of the second call satisfies f (w 2 ) − f * ≤ǫ 1 . By repeating this argument for all the subsequent calls of RSG, with at most S = ⌈log 2 (ǫ 1 /ǫ)⌉ + 1 calls, Algorithm 5 ensures that
The total number of iterations during the S calls of RSG is bounded by
Remark: We make several remarks about Algorithm 5 and Theorem 20: (i) Theorem 20 applies only when θ ∈ (0, 1). If θ = 1, in order to have an increasing sequence of t s , we can set θ in Algorithm 5 to a little smaller value than 1 in practical implementation.
(ii) the ǫ 0 in the implementation of RSG (Algorthm 2) can be re-calibrated for s ≥ 2 to improve the performance (e.g., one can use the relationship f (w s−1 ) − f * = f (w s−2 ) − f * + f (w s−1 ) − f (w s−2 ) to do recalibration); (iii) as a tradeoff, the exiting criterion of R 2 SG is not as automatic as RSG. In fact, the total number of calls S of RSG for obtaining an 2ǫ-optimal solution depends on an unknown parameter (namelyǫ 1 ). In practice, one could use other stopping criteria to terminate the algorithm. For example, in machine learning applications one can monitor the performance on the validation data set to terminate the algorithm. (vi) The quantitiesǫ 1 , S in the proof above are implicitly determined by t 1 and one do not need to computeǫ 1 and S in order to apply Algorithm 5.
RSG for unknown θ and c
Without knowing θ ∈ (0, 1] and c to get a sharper local error bound, we can simply let θ = 0 and c = B ǫ ′ with ǫ ′ ≥ ǫ, which still render the local error bound condition hold (c.f. Definition 6). Then we can employ the doubling trick to increase the values of t. In particular, we start with a sufficiently large value of t and run RSG with K = ⌈log α (ǫ 0 /ǫ)⌉ stages, and then double the value of t and repeat the process.
Theorem 21 Suppose ǫ ≤ ǫ 0 /4 and K = ⌈log α (ǫ 0 /ǫ)⌉. Let θ = 0 and t 1 in Algorithm 5 be large enough so that there existsǫ 1 such that ǫ ≤ǫ 1 ≤ ǫ 0 /2 and t 1 =
. Then, with at most
The total number of iterations of R 2 SG for obtaining 2ǫ-optimal solution is upper bounded by
Remark: Compared to the vanilla SG, the above iteration complexity is still an improved one with a smaller factor B 2 ǫ 1 compared to w 0 − w * 0 2 2 in the iteration complexity of SG. Proof The proof is similar to that of Theorem 20 except that we let c = Bǫ 1 and θ = 0. Since
Then, we consider the second call of RSG with the initial solution w 1 satisfying (32). By the setup
(ǫ 1 /2) 2 , we can apply Corollary 7 with ǫ =ǫ 1 /2 and ǫ 0 = 2ǫ 1 so that the output w 2 of the second call satisfies f (w 2 ) − f * ≤ǫ 1 . By repeating this argument for all the subsequent calls of RSG, with at most S = ⌈log 2 (ǫ 1 /ǫ)⌉ + 1 calls, Algorithm 5 ensures that
23

Experiments
In this section, we present some experiments to demonstrate the effectiveness of RSG. We focus on applications in machine learning, in particular regression and classification.
Robust Regression The regression problem is to predict an output y based on a feature vector x ∈ R d . Given a set of training examples (x i , y i ), i = 1, . . . , n, a linear regression model can be found by solving the optimization problem in (23). We solve two instances of the problem with p = 1 and p = 1.5. We conduct experiments on two data sets from libsvm website 7 , namely housing (n = 506 and d = 13) and space-ga (n = 3107 and d = 6). We first examine the convergence behavior of RSG with different values for the number of iterations per-stage t = 10 2 , 10 3 , and 10 4 . The value of α is set to 2 in all experiments. The initial step size of RSG is set to be proportional to ǫ 0 /2 with the same scaling parameter for different variants. We plot the results on housing data in Figure 2 (a,b) and on space-ga data in Figure 3 (a,b). In each figure, we plot the objective value vs number of stages and the log difference between the objective value and the converged value (to which we refer as level gap). We can clearly see that with different t RSG converges to an ǫ-level set and the convergence rate is linear in terms of the number of stages, which is consistent with our theory. Secondly, we compare with SG to verify the effectiveness of RSG. The baseline SG is implemented with a decreasing step size proportional to 1/ √ τ , where τ is the iteration index. The initial step size of SG is tuned in a wide range to
give the fastest convergence. The initial step size of RSG is also tuned around the best initial step size of SG. The results are shown in Figure 2 (c,d) and Figure 3(c,d) , where we show RSG with two different values of t and also R 2 SG with an increasing sequence of t. In implementing R 2 SG, we restart RSG for every 5 stages, and increase the number of iterations by a certain factor. In particular,we increase t by a factor of 1.15 and 1.5 respectively for p = 1 and p = 1.5. From the results, we can see that (i) RSG with a smaller value of t = 10 3 can quickly converge to an ǫ-level, which is less accurate than SG after running a sufficiently large number of iterations; (ii) RSG with a relatively large value t = 10 4 can converge to a much more accurate solution; (iv) R 2 SG converges much faster than SG and can bridge the gap between RSG-t = 10 3 and RSG-t = 10 4 .
SVM Classification with a graph-guided fused lasso The classification problem is to predict a binary class label y ∈ {1, −1} based on a feature vector x ∈ R d . Given a set of training examples (x i , y i ), i = 1, . . . , n, the problem of training a linear classification model can be cast into
Here we consider the hinge loss ℓ(z, y) = max(0, 1 − yz) as in support vector machine (SVM) and a graph-guided fused lasso (GFlasso) regularizer R(w) = λ F w 1 (Kim et al., 2009) , where F = [F ij ] m×d ∈ R m×d encodes the edge information between variables. Suppose there is a graph G = {V, E} where nodes V are the attributes and each edge is assigned a weight s ij that represents some kind of similarity between attribute i and attribute j. Let E = {e 1 , . . . , e m } denote a set of m edges, where an edge e τ = (i τ , j τ ) consists of a tuple of two attributes. Then the τ -th row of F matrix can be formed by setting F τ,iτ = s iτ ,jτ and F τ,jτ = −s iτ ,jτ for (i τ , j τ ) ∈ E, and zeros for other entries. Then the GFlasso becomes R(w) = λ (i,j)∈E s ij |w i − w j |. Previous studies have found that a carefully designed GFlasso regularization helps in reducing the risk of over-fitting. In this experiment, we follow (Ouyang et al., 2013) to generate a dependency graph by sparse inverse covariance selection (Friedman et al., 2008) . To this end, we first generate a sparse inverse covariance matrix using the method in (Friedman et al., 2008) and then assign an equal weight s ij = 1 to all edges that have non-zero entries in the resulting inverse covariance matrix. We conduct the experiment on the dna data (n = 2000 and d = 180) from the libsvm website, which has three class labels. We solve the above problem to classify class 3 versus the rest. Besides SG, we also compare with another baseline, namely alternating direction method of multiplers (ADMM). A stochastic variant of ADMM has been employed to solve the above problem in (Ouyang et al., 2013) by writing the problem as
For fairness, we compare with deterministic ADMM. Since the intermediate problems associated with w are also difficult to be solved, we therefore follow the approach in (Suzuki, 2013) 8 to linearize the hinge loss part at every iteration. The difference between the approach in (Suzuki, 2013) and (Ouyang et al., 2013) is that the former uses a special proximal term to compute w τ +1 at each iteration while the latter simply uses 1 2ητ w − w τ 2 2 , where η τ is the step size and G τ is a PSD matrix. We compared these two approaches and found that the variant in (Suzuki, 2013) works better for this problem and hence we only report its performance. The comparison between different algorithms starting from an initial solution with all zero entries for solving the above problem with λ = 0.1 is presented in Figure 4 (a). For R 2 SG, we start from t 1 = 10 3 and restart it every 10 stages with t increased by a factor of 1.15. The initial step sizes for all algorithms are tuned, and so is the penalty parameter in ADMM.
Finally, we compare the dependence of R 2 SG's convergence on the initial solution with that of SG. We use two different initial solutions (the first initial solution w 0 = 0 and the second initial solution w 0 is generated once from a normal Gaussian distribution). The convergence curves of the two algorithms from the two different initial solutions are plotted in Figure 4(b) . Note that the initial step sizes of SG and R 2 SG are separately tuned for each initial solution. We can see that R 2 SG is much less sensitive to a bad initial solution than SG consistent with our theory.
Conclusion
In this work, we have proposed a novel restarted subgradient method for non-smooth and/or nonstrongly convex optimization for obtaining an ǫ-optimal solution. By leveraging the lower bound of the first-order optimality residual, we establish a generic complexity of RSG that improves over standard subgradient method. We have also considered several classes of non-smooth and nonstrongly convex problems that admit a local error bound condition and derived the improved order of iteration complexities for RSG. Several extensions have been made to generalize the theory of RSG to a p-norm space and to design a parameter-free variant of RSG without requiring the knowledge of the multiple constant in the local error bound condition. Experimental results on several machine learning tasks have demonstrated the effectiveness of the proposed algorithms in comparison to the subgradient method.
As a result, no matter µ = 0 or µ > 0, we can bound the first term in the R.H.S of (34) by f (w)−f * δ . For the second term in the R.H.S of (34), by the definition of σ , we have
Combining the results above with 1 κ = 1 δ + 1 σ , we have
Finally, we note that when f 1 = . . . = f M = f * , the Lemma is trivially proved following the same analysis except that δ > 0 can be any positive value.
A.3. A proposition needed to prove Corollary 14
The proof of Corollary 14 leverages the following result from (Bolte et al., 2015) .
Proposition 1 (Bolte et al., 2015 , Theorem 5) Let f (x) be an extended-valued, proper, convex and lower semicontinuous function that satisfies the KL inequality (24) at x * ∈ arg min f (·) for all x ∈ U ∩{x : f (x * ) < f (x) < f (x * )+η}, where U is a neighborhood of x * , then dist(x, arg min f (·)) ≤ ϕ(f (x) − f (x * )) for all x ∈ U ∩ {x : f (x * ) < f (x) < f (x * ) + η}.
