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A FAMILY OF PROJECTIVE HEAT MAPS
QUANG-NHAT LE
Abstract. The pentagram map was invented by Richard Schwartz in his
search for a projective-geometric analogue of the midpoint map. It turns out
that the dynamical behavior of the pentagram map is totally different from
that of the midpoint map. Recently, Schwartz has constructed a related map,
the projective heat map, which empirically exhibits similar dynamics as the
midpoint map. In this paper, we will demonstrate that there is a one-parameter
family of maps which behaves a lot like Schwartz’ projective heat map.
1. Introduction
The midpoint map is perhaps the simplest polygon iteration. Starting with an
n-gon P1, we create a new n-gon P2 whose vertices are midpoints of the edges of P1.
For almost every choice of P1, if we iterate this process, the obtained sequence of
polygons {Pk} will converge to a point. Furthermore, we can rescale the polygons
Pk so that the new sequence converges to an affinely regular polygon.
The proof of these claims is elegant. The midpoint map can be thought of as a
C-linear map whose eigenvectors are vj = (ω
j , ..., ωnj). The largest eigenvalue (in
absolute value) is 1 with eigenvector v0, which justifies the convergence of {Pk} to
a point. The eigenvectors corresponding the second largest eigenvalue are v1 and
vn−1. Because any complex linear combination of v1 and vn−1 is affinely regular,
this implies the rescaled sequence ckPk (with ck ∈ C) converges to a regular polygon.
The above arguments can be cast in the theory of discrete Fourier transform;
see [10]. The midpoint map also has connection with the heat equation ([10]) and
outer billiards ([11] and [12]).
In his first attempt to find a projectively natural analogue of the midpoint map,
Richard Schwartz has invented the pentagram map, which is defined as follows.
Starting with a generic n-gon P (i.e. none of the triples of vertices lies on a line),
we draw its shortest diagonals. Then the intersections of these diagonals form a
new n-gon Q.
However, the pentagram map is actually a discrete integrable system ([6] and
[7]). Its typical orbit closure is a torus, which can be given a flat structure so that
the pentagram map acts as a translation on the orbit closure. The pentagram map
has been studied and generalized by various authors ([2], [3], [4] and [5]). It also
has a surprising intimate link to cluster algebras ([1] and [2]).
Schwartz’ second attempt in [8] gave rise to the projective heat map H , whose
construction is a bit more complicated than that of the pentagram map, as shown
in Figure 2. In words, we connect the points obtained from the pentagram map
This project has received partial funding from the European Research Council (ERC) under
the European Union’s Horizon 2020 research and innovation programme (grant agreement No
[ERC StG 716424 - CASe]).
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Figure 1. The pentagram map.
and its inverse and then intersect with edges of the original polygon P . The new
polygon Q is inscribed in P .
Figure 2. Schwartz’ projective heat map.
Computer simulation suggests that this map behaves much like the midpoint
map: for almost every starting (generic) n-gon, the iteration of H will converge, up
to projective transformations, to a projectively regular n-gon; see Conjecture 1.1 in
[8]. Unlike the midpoint map, the projective heat map is non-linear, which makes
proving the convergence claim significantly harder. Only the case of pentagons
is resolved so far and its proof relies heavily on computer calculation. Even in
this single case, the set of pentagons which do not exhibit the above convergence
behavior possesses beautiful symmetries and structures as shown in [8].
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We can further generalize the projective heat map as follows. First we group the
points obtained from the projective heat map, the pentagram map and its inverse
into collinear triples. We can parametrize the line through each triple by mapping
it to the projective line RP 1 so that the points corresponding to the pentagram
map, the projective heat map and the inverse pentagram map are mapped to the
points 0, 1 and ∞, respectively. Next, pick a parameter λ ∈ R ∪∞ = RP 1. This
determines, for each triple, a fourth point lying on the same line. We call this
construction the parametrized heat map Hλ. Now we have a 1-parameter family
of maps interpolating the projective heat map H1, the pentagram map H0 and its
inverse H∞.
1
0
∞
λ
Figure 3. A parameterized heat map.
It is obvious that this construction commutes with any projective transformation.
Therefore, we can consider Hλ both as a map on the space Pn = (RP 2)n of n-gons
and as a map on the space Pn = Pn/PGL(3,R) of projective equivalence classes
of n-gons. Note that Hλ is not defined everywhere, but is defined at least on the
full measure subset of generic n-gons.
In computer simulation, the maps Hλ exhibit a similar convergence behavior as
the projective heat map and the midpoint map. However, the limit n-gon might be
regular or star-regular depending on λ and n in a very concrete way. We suggest
the following conjecture on the dynamics of Hλ as maps on Pn.
Conjecture 1. Let n ≥ 5. If λ ∈ (0,∞), then limk→∞Hkλ(P ) = Preg, for almost
all P in Pn. Here Preg is the equivalence class of the regular polygon.
Suppose λ ∈ (−∞, 0).
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(i) If n = 3m±1, then limk→∞Hkλ(P ) = Pm−reg for almost all P in Pn, where
Pm−reg is the equivalence class of the m-regular polygon whose vertices are
the points exp(2jmπi/n) ∈ C ⊂ RP 2, for j = 0, . . . , n− 1.
(ii) If n = 3m, then, for almost all P in Pn, the iterates H
k
λ(P ) will degenerate
in the sense that they will escape all compact subsets of the set of generic
n-gons.
The following theorem is the the first step toward resolving Conjecture 1 for
positive λ.
Theorem 1 (Preservation of convexity). Let λ > 0. Then Hλ carries a convex
n-gon to a convex one. In other words, the set Cn of convex n-gons is preserved by
Hλ, so is the corresponding set Cn in Pn.
Notice that Hλ is defined everywhere in Cn and Cn. Therefore, this theorem
implies that, if P is convex, Hk(P ) is always defined for any k.
The rest of our results only work for pentagons, due to the non-linear nature of
Hλ. In the case of convex pentagons, Conjecture 1 is completely resolved.
Theorem 2. Let P be an equivalence class of convex pentagons in C5. Then, the
iterations {Hkλ(P )}nk=1 converge to the regular class if λ > 0, and to the star-regular
class if λ < 0. The rates of convergence for both cases are exponential.
There is also an interesting phenomenon occurring for pentagons; that is the
map Hλ reduces to a constant function for certain parameters.
Theorem 3. Consider the action of Hλ on P5. Let φ =
1
2 (1 +
√
5) be the golden
ratio. Then, for any generic P ∈ P5, Hφ(P ) = Preg and H−1/φ(P ) = P⋆−reg,
where Preg and P⋆−reg are the regular and star-regular class, respectively.
This theorem reminds us of the fact that the midpoint map carries any quadri-
lateral to a affinely regular one.
If we consider the action of Hλ on the space Pn instead of Pn, other phenomena
emerge. Guided by computer experiments, we propose another conjecture.
Conjecture 2. Let n ≥ 5 and λ ∈ (0,∞). Set λ0 = 2 cos(π/n).
(i) When λ ∈ (0, λ0), any n-gon will collapse to a point under the iteration of
Hλ.
(ii) When λ = λ0, for any n-gon P , its even iterates H
2k
λ (P ) will converge
(without rescaling or any other normalization) to a regular polygon and
its odd iterates H2k+1λ (P ) will converge to another regular polygon. The
vertices of these two regular polygons form a regular 2n-gon.
(iii) When λ ∈ (λ0,∞), under iteration of Hλ, any convex n-gon will degenerate
so that its vertices will all approach a straight line.
The parameter λ0 is the only one in (0,∞) such that Hλ maps a regular n-gon
to another one with the same circumcircle. As for Conjecture 1, our results are
limited to the case of pentagons.
Theorem 4. The following holds.
(i) Conjecture 2 is true for convex pentagons.
(ii) Moreover, the point of collapse, in the case of λ ∈ (0, λ0), and the line
of collapse, in the case of λ ∈ (λ0,∞) vary analytically according to the
vertices of the original pentagon.
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We expect the point of collapse to be a complicated function of the original
vertices because it is a product of a limiting process. However, for the parameter
1/φ, the point of collapse can be computed explicitly. First, we need the following
definition.
Definition 1. Given a generic pentagon P in P5, we know, by Theorem 3, that
Hφ(P ) is projectively regular. Define Center(P ) to be the (projective) center of
Hφ(P ), i.e. the image of the origin under the projective transformation carrying
the regular pentagon (inscribed in the unit circle) to Hφ(P ).
We have the following curious result.
Theorem 5. Given a generic pentagon P . Then, the point of collapse of P under
iteration of H1/φ is precisely Center(P ).
This article is organized as following. Sections 2 and 3 describe the basic def-
initions and the method of positive dominance, our main tool. The next three
sections include the proofs of our results. The last section lists some ideas for
further investigation.
Acknoledgement. The author would like to express his deepest gratitude to his
advisor, Professor Richard E. Schwartz, for his guidance and support throughout
the whole project. He would also like to thank Karim Adiprasito, whose grant ERC
StG 716424 - CASe supports part of this work.
2. Basic definitions
2.1. Definition of the heat maps. Let λ ∈ R ∪ ∞. Starting with an n-gon A
with vertices A0, A2, ..., A2n, we construct an n-gon B = Hλ(A) whose vertices
are labeled as B1, B3, ..., B2n+1. The alternating labeling will be useful for later
calculations. Figure 4 shows the construction.
A0
A2
A4
A6
0P
∞
Q
1H
λB3
Figure 4. The heat map Hλ.
Here, the collinear points P,Q,H are those that appear in the construction of the
pentagram map, the inverse of the pentagram map and Schwartz’ projective heat
map, respectively. Also, B3 is positioned so that the cross-ratio [H,Q, P,B3] = λ,
where, following [8], we also define
[a, b, c, d] =
(a− b)(c− d)
(a− c)(b− d) .
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A0
B0
Figure 5. Labeling for pentagons.
When a < b < c < d, this quantity lies in (0, 1). This occurs frequently when we
consider convex polygons.
Another way to describe the above construction is as following. Consider R2
as the usual affine patch of RP 2 with its usual inhomogeneous coordinates. There
exists a unique projective transformation T ∈ PGL(3,R) such that
T (A0) = (−1, 1), T (A2) = (1, 1),
T (A4) = (1,−1), and T (A6) = (−1,−1).
Then, T (P ) is the origin and T (H) = (1, 0), while T (Q) is the point at infinity
of the x-axis. We take T (B3) = (λ, 0). It is easily seen that [H,Q, P,B3] =
[T (H), T (Q), T (P ), T (B3)] = λ. Therefore, we can define B3 := T
−1(λ, 0).
We repeat the process to construct the rest of the points of B. This yields an
n-gon B = Hλ(A). The construction is projectively natural and can be carried out
over any field with characteristic different from 2. However, we will be primarily
interested in RP 2.
When dealing with pentagons, we prefer the labeling convention as shown in
Figure 5. Here, A = (A0, A2, A4, A6, A8) is mapped to B = (B0, B2, B4, B6, B8).
2.2. Flag invariants. On an oriented polygon, a flag is a pair (v, e), where v is a
vertex and e is an edge adjacent to v. We will present the flag as an arrow which
originates from v and points to the next vertex on e. We also say that a (finite))
sequence of flags fn = (vn, en) is linked if en is the edge connecting vn and vn+1.
A sequence of flags is generic if the points vn are in general positions and so are
the (unoriented) lines en.
e
v
Figure 6. The flag (v, e).
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There is only one generic triple of linked flags up to projective transformations.
On the other hand, the generic linked quadruple of flags (f1, f2, f3, f4) can be
parameterized by RP 1. The parameterization is given by the cross-ratio [a, b, c, d]
as shown in Figure 7. We call this cross-ratio the flag invariant associated to linked
quadruple and denote it as [f1, f2, f3, f4].
a
b
c
d
Figure 7. A quadruple of linked flags.
A generic n-gon A give rise to 2n flags. They fit in two linked sequence of flags
each of which has length n. We indicate each such flag, say (v, e), as an arrow from
v to the other vertex of A that lies on e. The arrow is only to distinguish between
the 2 flags containing the vertex v and should not be thought of as an orientation
of e.
We label the edges by e2i+1 = A2iA2i+2 and the flags by f2i = (A2i, e2i+1) and
f2i+1 = (A2i+2, e2i+1), for i = 0, . . . , n − 1. Note that the odd-numbered flags are
linked, so are the even-numbered ones. We associate to flag fi the flag invariant
xi := [fi−3, fi−1, fi+1, fi+3]. Here, the indices are taken module 2n. Furthermore,
if we assume the convexity of A, then it is clear from the definition that 0 < xi < 1
for all i = 0, . . . , 2n− 1. These are exactly the flag invariants defined in [8], but we
feel our interpretation has a certain geometric appeal.
Notice that, in Figure 7, the flag invariant can also be defined as the cross-ratio
of four concurrent lines. Hence, its definition is invariant not only under projective
transformations, but also under projective dualities. In particular, for a pentagon,
its flag invariants are 5-periodic, i.e. they have the form (x0, . . . , x4, x0, . . . , x4).
This can also easily seen geometrically by tracing through our construction for
pentagons. This shows that pentagons are self-dual.
2.3. The action of the Gauss group on convex pentagons. A generic n-gon
can be determined by 2n− 8 consecutive flag invariants. Therefore, for pentagons,
we only need 2 consecutive invariants. We collect below the results of Section 3 of
[8] in a slightly different wording.
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The space P5 of projective equivalence classes of pentagons can be identified
with a subset of R2 via the map Ψ(P ) = (x, y), where (x, y) = (x3(P ), x4(P )). We
can certainly use any other pair of consecutive flag invariants instead of (x3, x4).
Lemma 1. The space C5 of convex classes are carried by Ψ homeomorphically
onto (0, 1)2. Also, the regular class corresponds to the point (1/φ, 1/φ) and the
star-regular one is mapped to (−φ,−φ), with φ = 12 (1+
√
5) being the golden ratio.
When n > 5, we get an embedding of the space of convex classes of n-gons into
(0, 1)2n−8, which is generally not surjective.
For an arbitrary pentagon, its flag invariants satisfy
xk+2 =
1− xk
1− xkxk+1 .
In order words,
(xk+1, xk+2) = G(xk, xk+1), with G(x, y) = (y,
1− x
1− xy ).
The map G is called the Gauss recurrence. It is an order 5 birational map, which,
together with the reflection R(x, y) = (y, x), generates the Gauss group Γ. This
is a dihedral group of order 10, which encodes how the invariants change under a
dihedral relabeling of the pentagon.
Lemma 2. The triangle T with vertices (0, 0), (1/φ, 0) and (1/φ, 1/φ) contains a
fundamental domain for the action of Γ on (0, 1)2.
This result can be derived directly from the explicit formula of G, as shown in
[8]. It will be helpful in proving Theorem 2.
3. The method of positive dominance
Our main tool to tackle the non-linearity of the heat maps is the method of
positive dominance which was invented by R. Schwartz in [8]. In that monograph,
the method was used in various geometric applications. Here, we will only use it
to prove the positivity of certain polynomials. The results in this section are taken
from the above-cited monograph.
3.1. The single-variable case. Consider P (x) = a0 + a1x + . . . + anx
n as a
polynomial with real coefficients on [0, 1]. Consider the partial sums Ak = a0 +
. . .+ ak. We call P positive dominant if Ak > 0 for all k.
Lemma 3. If P is positive dominant, then P > 0 on [0, 1].
We reproduce the proof of this simple lemma here to illustrate the basic idea
behind the whole machinery.
Proof. We use the induction on the degree of P . The base case deg(P ) = 0 is
obvious. The lemma is also obvious for x = 0. For x ∈ (0, 1], we have
P (x) = a0 + a1x+ . . .+ anx
n
≥ a0x+ a1x+ . . .+ anxn
= x(A1 + a2x+ . . .+ anx
n−1) = xQ(x) > 0.
The last inequality is due to the fact that Q is a positive dominant polynomial of
degree n− 1. 
A FAMILY OF PROJECTIVE HEAT MAPS 9
The converse of the above lemma is generally false. For a counter example,
simply take P (x) = x2 − 2x+ 1.1.
Given an interval I ⊂ R, we call the pair (P, I) positive dominant if P ◦ AI is
positive dominant, where AI is the affine and orientation preserving map which
carries [0, 1] to I. Clearly, P > 0 on I if (P, I) is positive dominant. Now, we can
improve Lemma 3 using the following algorithm.
Divide-and-Conquer algorithm
1. Start with a list LIST of intervals. Initially LIST consists only of [0, 1].
2. Let I be the first interval on LIST. We delete I from LIST and test whether
(P, I) is positive dominant.
3. If (P, I) is positive dominant, then we go back to Step 2 if LIST is nonempty
and otherwise halt. If not, then we append to LIST the two intervals
obtained by cutting I in half, then go back to Step 2.
The algorithm always halts and furnishes a proof that P > 0 on [0, 1]. In practice,
we do not really need to know that the algorithm will theoretically halt. We simply
want to know that it will halt in the cases we are dealing with. That is, we only
care about a robust sufficient condition.
In higher-dimensional case, the following variants will be useful.
• We call P strong positive dominant (or SPD) if P is positive dominant in
the above sense.
• We call P very weak positive dominant (or VWPD) if the partial sums Ak
are only non-negative, i.e. Ak ≥ 0 for all k.
• We call P weak positive dominant (or WPD) if P is VWPD and An > 0.
Lemma 4. If P is VWPD then P ≥ 0 on [0, 1]. If P is WPD then P > 0 on (0, 1).
In practice, we only use weak and strong positive dominance. Moreover, the
same divide-and-conquer algorithm can be defined for WPD polynomials.
3.2. The general case. Now let P be a polynomials in x1, . . . , xk. Given a multi-
index I = (i1, . . . , ik) ∈ (N∪{0})k, we write xI = xi11 . . . xikk . Then P can be written
as P =
∑
aIX
I with aI ∈ R.
If I ′ = (i′1, . . . , i
′
k), we say I
′ ≤ I if i′j ≤ ij for all j = 1, . . . , k. We call P very
weak positive dominant if ∑
I′≤I
aI′ ≥ 0, for all I.
We call P strong positive dominant if all the above inequalities are strict. We call
P weak positive dominant if P is VWPD and the total sum
∑
aI is positive.
Lemma 5. The following is true.
1. If P is VWPD, then P ≥ 0 on [0, 1]k.
2. If P is WPD, then P > 0 on (0, 1)k.
3. If P is SPD, then P > 0 on [0, 1]k.
4. Proof of Theorem 1
First, because convex polygons are obviously generic, the maps Hλ are always
defined for those polygons. However, it is not even clear, a priori, that the image
of a convex polygon under Hλ is generic.
The pentagram map H0 clearly preserves convexity. The inverse of the penta-
gram map H∞ also preserves convexity because it commutes with the duality map,
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which itself preserves convexity. Let A be an arbitrary convex polygon and λ a
positive number. Consider an affine patch of RP 2 such that H∞(A) is convex in
the usual sense. We want to show that B := Hλ(A) is convex.
Suppose this is not the case. Clearly, A and H0(A) are both convex. The vertices
of Hλ(A) lie on line segments which are non-intersecting arcs connecting the two
boundary components of the annulus bounded by H∞(A) and H0(A). Therefore,
the polygon Hλ(A) cannot be self-intersecting. The only way it can be non-convex
is that it has 3 consecutive vertices, say B1, B3 and B5, such that, as we go from
B1 to B5, we have to make a non-convex turn at B3, i.e. the angle ∠B1B3B5 > π.
Then, by the Intermediate Value Theorem (on the angle ∠B1B3B5), there exists a
parameter 0 < λ′ < λ such that the corresponding vertices B′1, B
′
3 and B
′
5 of the
polygon B′ := Hλ′(A) are collinear. The following lemma asserts that this cannot
happen, and hence, infer Theorem 2.
Lemma 6. For any λ ∈ (0,∞) and any convex polygon A, Hλ(A) does not have 3
consecutive vertices which are collinear.
Proof. To construct 3 consecutive vertices of Hλ(A), we need 6 consecutive vertices
of A. Suppose we are considering the vertices {A0, A2, A4, A6, A8, A10} of A and
the vertices {B3, B5, B7} of B := Hλ(A). By applying a projective transformation,
we can assume A0 = (−1, 1), A2 = (1, 1), A4 = (1,−1) and A6 = (−1,−1). We
only need four flag invariants {x1, x2, x3, x4} to determine A8 and A10. These flag
invariants all lie in the unit interval (0, 1) because of the convexity assumption.
Then, we can compute the homogeneous coordinates of B3, B5, B7.
B3 = [λ : 0 : 1]
B5 = [λx1x2 − x1x2 − λx2 + 1
: λx1x2 − x1x2 + λx2 + 1
: λx1x2 − x1x2 − λx2 − 1]
B7 = [x1x2 − λx2x3x4 + x2x3x4 − x2 − λx4 − 1
: x1x2 + λx2x3x4 − x2x3x4 + x2 − λx4 − 1
: x1x2 − λx2x3x4 + x2x3x4 − x2 + λx4 + 1]
Then B3, B5, B7 are collinear if and only if the determinant of the matrix M
formed by their homogeneous coordinates is zero. If we write B5 = [a : b : c] and
B7 = [d : e : f ], then det(M) = λ(bf − ce) + (ae− bd).
ae− bd = 2x2(1 − x1x2 − x3x4 + x1x2x3x4 + λ+ λx3x4 − 2λx1x2x3x4
+ λ2x4 + λ
2x1x2x3x4)
= 2x2
(
(1 − x1x2)(1 − x3x4) + λ(1− x1x2x3x4) + λx3x4(1− x1x2)
+ λ2x4 + λ
2x1x2x3x4
)
> 0
bf − ce = 2x1x2(x2 − x2x3x4 + λ− λx4 + 2λx2x3x4 + λ2x4 − λ2x2x3x4)
= 2x1x2
(
x2(1− x3x4) + λ(1 − x4) + 2λx2x3x4 + λ2x4(1− x2x3)
)
> 0
The inequalities easily follow from the assumptions 0 < x1, x2, x3, x4 < 1 and
λ > 0. Hence, det(M) > 0 and we obtain our desired contradiction. Also, we would
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like to note that the method of positive dominance can also be used to establish
the positivity of det(M). Despite the high number of variables, the method works
pretty fast due to the low degrees of the variables. 
5. The case of pentagons
5.1. Formula for the heat maps. Under the identification of P with R2, the
family of projective heat maps Hλ correspond to following rational maps.
Hλ(x, y) = (x
′, y′),
x′ =
Pλ(x, y)Rλ(x, y)
Qλ(x, y)Rλ(y, x)
,
y′ =
Pλ(y, x)Rλ(y, x)
Qλ(y, x)Rλ(x, y)
,
Pλ(x, y) = λ
3
(
xy2 − xy)+ λ2 (−2xy2 + 3xy + 2y2 − 2y − 1)
+λ
(
2xy2 − 3y2 + 3y − 2)+ (y2 − y),
Qλ(x, y) = λ
3(xy − y) + λ2 (2xy2 − xy + 2x− y − 2)
+λ
(−xy2 + 4xy − x− 2)+ (y − 1),
Rλ(x, y) = λ
3
(
x2y − xy − x+ 1)+ λ2 (2x2y2 − x2y − 3xy − x+ 3)
+λ
(−x2 − y2 + x2y − 2xy + 2)+ (−x2y + x).
The above formula can be derived as following. First, we construct the pentagon
A with A0 = (−1, 1), A2 = (1, 1), A4 = (1,−1), A6 = (−1,−1) and x3 = x, x4 = y.
Then, we construct the pentagon B = Hλ(A). Recall that we use the labeling
scheme in Figure 5 for B. Finally, we compute (x′, y′) = (x3(B), x4(B)). We
carried out this calculation in Mathematica.
It can be computed that
(1) dHλ(1/φ, 1/φ) =
(λ− φ)2
(λ+ φ3)(λ + φ−1)
I,
where I is the identity matrix. It is easily seen that the fraction in the above
formula is smaller than 1, for all λ > 0. This shows that (1/φ, 1/φ) is an attracting
fixed point of Hλ with λ > 0. We note that this fixed point becomes repelling when
λ < 0.
5.2. Conjugation. Conjecture 1 also suggests a certain symmetry within the pa-
rameter space between the set {λ > 0} and {λ < 0}. We are only able to pinpoint
this symmetry for the case of pentagons.
Proposition 1. The map Hλ is conjugate to H−1/λ by the map ⋆ which carries the
pentagon A with vertices (A0, A2, A4, A6, A8) to the pentagon with the same vertices
ordered as (A0, A4, A8, A2, A6). In other words, H−1/λ = ⋆ ◦Hλ ◦ ⋆−1.
Proof. In Figure 4, if we interchange the middle two vertices A2 and A4, we will,
in effect, interchange P and Q. Thus, the cross-ratio λ = [H,Q, P,X ] will become
[H,P,Q,X ] = −1/λ. Therefore, in Figure 5, H−1/λ(⋆(A)) have the same vertices
as Hλ(A). In addition, if we follow the labeling scheme there, we will see that
H−1/λ(⋆(A)) = ⋆(Hλ(A)). 
The above proposition shows that the statements for λ > 0 and λ < 0 in Theorem
2 are equivalent to each other.
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5.3. Some interesting parameters. Given the complicated look of the polyno-
mials Pλ, Qλ, Rλ, Theorem 3 comes as a totally unexpected result.
Proof of Theorem 3. We follow the notation in Equation 1. When λ = φ = 12 (1 +√
5), the polynomials Pλ, Qλ, Rλ factor as following.
Pλ(x, y) =
√
5(y + φ)(xy +
1
φ
y − φ),
Qλ(x, y) = φ
√
5(y + φ)(xy +
1
φ
x− φ),
Rλ(x, y) = φ
√
5(xy − φ)(xy + 1
φ
x− φ).
Hence, Hλ(x, y) reduces to (1/φ, 1/φ), which corresponds to the regular pentagon.
The case of λ = −1/φ follows from Proposition 1. 
We would also like to note that, when λ = 1/2, Hλ simplifies significantly to
H1/2(x, y) = (f(x, y), f(y, x))), where f(x, y) =
(x+ 3)(xy2 + xy − 2)
(y + 3)(3xy + y − 4) .
5.4. Proof of Theorem 2. Our proof follows the ideas of Section 4 of [8].
For a pentagon P = P (x, y), consider the quantity
E(P ) = E(x, y) = x0x1x2x3x4 =
xy(1− x)(1 − y)
1− xy .
Here, x = x3, y = x4 and x0, x1, x2 are the previous three flag invariants of P .
Geometrically, when P is convex, E(P ) is a monotone function of the perimeter
of H0(P ) in the Hilbert metric defined in the convex domain bounded by P . See
Section 6.1 for a precise definition of the Hilbert metric. Note that E(P ) is Γ-
invariant.
For the rest of this subsection, we constrain ourselves inside the open unit square
(0, 1)2, which corresponds to C5. We also assume λ > 0.
Lemma 7. If P ∈ C5 is not the regular class, then E(Hλ(P )) > E(P ) for any
λ > 0.
Assuming this lemma, we can complete the proof of Theorem 2 as following.
First, note that
lim
(x,y)→∂(0,1)2
E(x, y) = 0.
The only issue when calculating the above limit is the point (1, 1) on the boundary.
We resolve this issue as below.
lim
(x,y)→(0,0)
E(1− x, 1− y) = lim
(x,y)→(0,0)
(1− x)(1 − y)xy
x+ y − xy
= lim
(x,y)→(0,0)
(1− x)(1 − y)
1/x+ 1/y − 1 =
1
∞ = 0.
Note that all the above limits are taken from within (0, 1)2.
Inside (0, 1)2, E(x, y) is obviously a continuous with values in (0, 1). Therefore,
Lemma 7 implies that P0 := (1/φ, 1/φ) is the unique point where E(x, y) attains its
maximum value. This in turn shows that the sequence {Hkλ(P )} must converge to
P0 for any P ∈ C5 and any λ > 0. When {Hkλ(P )} gets sufficiently close to P0, the
attracting effect of dHλ(P0) forces the convergence to be exponential. Indeed, for a
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fixed positive λ, we can pick a constant cλ strictly between the constant in Equation
1 and 1. Then, for sufficiently large k, we have ‖Hk+1λ (P )−P0‖ < cλ‖Hkλ(P )−P0‖
with ‖ · ‖ being the Euclidean distance on R2. This is the exponential convergence.
Now we only have to prove Lemma 7. First, we write
E(Hλ(P )) − E(P ) = N(x, y;λ)
D(x, y, λ)
,
where N(x, y;λ), D(x, y, λ) are two reduced polynomials in the variables x, y and λ.
The composition of D(x, y;λ) is not important to us. We will focus on N(x, y;λ).
This polynomial has degree 14 in λ with a zero constant coefficient, so we rewrite
N(x, y;λ) =
13∑
i=0
Ni(x, y)λ
i+1.
Lemma 8. D(x, y;λ) > 0 provided that N(x, y;λ) > 0 on ((0, 1)2 − (1/φ, 1/φ))×
(0,∞).
Proof. Since |E(Hλ(P )) − E(P )| ≤ 1, D(x, y;λ) can only vanish when N(x, y;λ)
does. Moreover, because N only vanishes at P0, then either N and D always have
the same sign or always have opposite signs, inside the square (0, 1)2. We check
this at (1/2, 1/2).
Using Mathematica, we found
N(1/2, 1/2;λ) =
1
1048576
(λ + 1)(3λ+ 2)(4λ+ 3)
(
2λ2 + 8λ+ 3
)2
(
4λ6 + 36λ5 + 91λ4 + 160λ3 + 169λ2 + 86λ+ 16
)
,
D(1/2, 1/2;λ) =
3
262144
(λ+ 1)(3λ+ 2)2
(
λ2 + 6λ+ 3
)
(
2λ2 + 8λ+ 3
)2 (
2λ3 + 12λ2 + 13λ+ 4
)2
.
Both are clearly positive when λ > 0. 
Because of this lemma, Lemma 2 and the positivity of λ, we are left to prove the
following lemma.
Lemma 9. We have Ni(x, y) > 0 on the triangle T of Lemma 2, for all i =
0, . . . , 13.
Proof. The polynomials Ni is nonnegative on the whole square (0, 1)
2. However,
thanks to Lemma 2, we only need to show the positivity of Ni on T . Recall that T
is the right-angled triangle with vertices at (0, 0), (1/φ, 1/φ) and (1/φ, 0).
Some of the polynomialsNi contain some of the factors (1−x), (1−y), x, y and/or
(1 − xy), and maybe some positive constant factors. These factors are obviously
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positive in the interior of T . Those Ni are
N0(x, y) = 2(1− x)x(1 − y)y(1− xy)2
(
x− x2 + y − 7xy + 6x2y + x3y − y2
+ 6xy2 − 2x2y2 − 5x3y2 − x4y2 + xy3 − 5x2y3 + 6x3y3 + x4y3
− x2y4 + x3y4 − x4y4),
N1(x, y) = (1 − xy)
(
4x2 + 12xy + 4y2 + . . .− x8y8 + 7x8y7 + 7x7y8),
N12(x, y) = (1 − x)x(1 − y)y
(
1 + 3x+ 3y + . . .− 4x8y6 − 12x7y7 − 4x6y8),
N13(x, y) = 2(1− x)2x2(1− y)2y2(1− xy)
(
1− x+ x2 − y − 6xy + 5x2y − x3y
+ y2 + 5xy2 + 2x2y2 − 4x3y2 − xy3 − 4x2y3 + x3y3 + x4y3 + x3y4),
We could simply divide out those simple factors and obtain new polynomials
N+i . For the other i = 2, . . . , 11, we set N
+
i := Ni. The degrees in x and in y
of these polynomials are at most 10. On the boundary of T , most/all of the N+i
only have zeros at (0, 0) and/or (1/φ, 1/φ), which might greatly dampen the speed
of the positive dominance method. To overcome this, we subdivide the triangle T
into two triangles ∆1,∆2 and a square .
∆2
∆1

(0, 0)
(
1
φ
, 1
φ
)
Figure 8. The triangle T .
For each of the triangles ∆1,∆2, we map it affinely onto the triangle T1 with
vertices at (0, 0), (1, 1) and (1, 0) so that the zero of Ni is moved to the origin. Then
we blow up the origin by the coordinate change (x, t) 7→ (x, tx) for (x, t) ∈ (0, 1)2.
In effect, we are considering the values of N+i along the rays through the zero.
Hence, this should reveal a factor of N+i which is a monomial in x. Finally, after
dividing out the monomial factor, we can apply the WPD algorithm and conclude
our proof of this lemma. Concretely, from N+i , we create
N∆1i (x, y) := N
+
i
(
x/2
φ
,
xy/2
φ
)
,
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N∆2i (x, y) := N
+
i
(
1− x/2
φ
,
1− xy/2
φ
)
,
Ni (x, y) := N
+
i
(
1− x/2
φ
,
y/2
φ
)
.
We illustrate our process for the N0.
N+0 (x, y) =
(
x− x2 + y − 7xy + 6x2y + x3y − y2 + 6xy2 − 2x2y2 − 5x3y2
− x4y2 + xy3 − 5x2y3 + 6x3y3 + x4y3 − x2y4 + x3y4 − x4y4)
N∆10 (x, y) = x(...)
N∆20 (x, y) = x
2(...)
N∆10 (x, y) = (...).
Note the factors x and x2 in N∆10 and N
∆2
0 . They correspond to the zeros of
N+0 (x, y) at (0, 0) and (1/φ, 1/φ).

Remark. We note that the method of positive dominance can be applied di-
rectly to the polynomial N(x, y;λ), with some tricks to handle its zeros. However,
the higher dimension, together with the high degrees in x, y, λ, would slow down
the method significantly. The process described above is meant to alleviate these
issues. In reality, for all i, the WPD algorithm runs very fast for N∆1i , N
∆2
i , N

i
and never reaches a recursive depth more than 2.
6. Points of collapse
Previously, we have focused on projective equivalence classes of polygons, but for
this section, we mainly consider the polygons as they are, without reducing modulo
projective transformations. To fix our notation, for a polygon P , we will use [P ] to
denote its equivalence class.
6.1. Hilbert metric. Let K ⊂ RP 2 be a compact convex domain. The Hilbert
metric on K is defined to be, for two given points b, c ∈ K
dK(b, c) = − log[a, b, c, d],
where a and d are the intersections of the line bc and the boundary of K, ordered
as in Figure 9. This metric is projectively natural on K. When K is a circle,
dK is the hyperbolic metric in the Klein model. Also, if K is a compact convex
domain contained in the interior of another compact domain, we sometimes write
diamL(K) for the diameter of K with respect to the Hilbert metric on L.
We quote the two following lemmas and their proofs from [9].
Lemma 10. Suppose {Ln} is a sequence of compact convex subsets contained in
the interior of K. Suppose that the Euclidean diameter of Ln converges to the
Euclidean diameter of K. Then, the diameter of Ln defined by the Hilbert metric
dK converges to ∞.
Proof. Suppose bn, cn ∈ Ln are two points that realize the Euclidean diameter ofK.
Let an, dn ∈ ∂K be the points in the definition of dK(bn, cn). By our assumption on
the Euclidean diameters of Ln andK, ‖an−bn‖ and ‖cn−dn‖ converge to 0, whereas
‖bn − cn‖ is uniformly bounded away from 0. Therefore, dK(bn, cn)→∞. 
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b
c
a
d
Figure 9. The Hilbert metric.
Lemma 11. Suppose that K1 ⊃ K2 ⊃ K3 ⊃ . . . is a nested family of compact
convex subsets with Kn+1 contained in the interior of Kn. Suppose that there is
uniform upper bound C for the diameter of Kn+1 with respect to the Hilbert metric
of Kn. Then ∩Kn is a single point.
Proof. We just use the upper bound on diameter. The previous lemma implies that
the quotient of the Euclidean diameter of Kn+1 and that of Kn is at most C
′, for
some uniform C′ < 1. 
We have a similar result with the subsets nested in the other direction.
Lemma 12. Suppose that K1 ⊂ K2 ⊂ K3 ⊂ . . . is a nested family of compact
convex subsets with Kn contained in the interior of Kn+1. Suppose that there is
uniform upper bound C for the diameter of Kn with respect to the Hilbert metric
of Kn+1. Then ∪Kn is an affine patch of RP 2, i.e., its complement in RP 2 is a
single line.
Proof. We associate to a compact convex subset K the closure of the set of lines
that are disjoint from K, which is denoted by K∗. Clearly, K∗ is a compact convex
subset of the projective dual space (RP 2)∗. Note that the dual operator reverses
the order by inclusion. We still need to show that the Hilbert diameter of K∗n+1
with respect to K∗n is bounded above; which is done by the next lemma. After
that, Lemma 11 shows us that there is exactly one line that never intersects the
sets Kn. 
Lemma 13. If K ⊂ L are compact convex subsets, with K contained in the interior
of L, then diamK∗(L
∗) ≤ diamL(K).
Proof. Let β, γ ∈ L∗ be two lines where diamK∗(L∗) is attained. Let α, δ be two
lines in the definition of dK∗(β, γ), i.e. α, δ pass through the intersection of β and
γ and dK∗(β, γ) = − log[α, β, γ, δ]. Since α, δ belongs to the boundary of K∗, it
contains two points a, d of K. Let b, c be the intersections of β, γ with the line ad.
Take e, f ∈ ∂L such that a, d, e, f are collinear and dLK(a, d) = − log[e, a, d, f ].
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β
α
δ
γ
K
L
a
d
e
f
c
b
Because β, γ do not intersect L, the collinear points b, e, a, d, f, c must lie in that
order. This implies [e, a, d, f ] ≤ [a, b, c, d] = [α, β, γ, δ]. Hence,
diamL(K) ≥ − log[e, a, d, f ] ≥ − log[α, β, γ, δ] = diamK∗(L∗).

6.2. Proof of Part (i) of Theorem 4. The case λ = φ = 12 (1 +
√
5) is clear.
Indeed, for any generic pentagon P , we know Hφ([P ]) = [Preg] by Theorem 3.
Here Preg is the regular pentagon inscribed in the unit circle; its vertices are
{exp(2jπi/5)}4j=0 ⊂ C ⊂ RP 2. Suppose Hλ(P ) = T (Preg) for some projective
transformation T ∈ PGL(3,R). Let P ′reg be another regular pentagon inscribed
in the unit circle with vertices {exp(2(2j + 1)πi/10)}4j=0. Together, the vertices of
Preg and P
′
reg form a regular decagon. Then, we have
Hkφ(P ) =
{
T (Preg) for odd k,
T (P ′reg) for even k.
Now fix 0 < λ < φ. Let P be a convex pentagon. We want to appeal to Lemma
11, but Hλ(P ) might not be contained in P , even when P is regular. Therefore,
we will consider the ellipse circumscribing P , which always exists because we are
dealing with pentagons; it will be denoted as Ell(P ).
First, consider a regular pentagon Preg. The ellipse Ell(Hλ(Preg)) is properly
contained in Ell(Preg), and hence, its diameter with respect to the Hilbert metric
on Ell(Preg) is a finite constant.
When P is close enough to being projectively regular, it must satisfy
Ell(Hλ(P )) ⊂ Ell(P ).
In addition, because the Hilbert diameter of the inner ellipse with respect to outer
one varies real-analytically on P , it is bounded above by a constant when [P ] is
in a fixed neighborhood U of [Preg]. Due to Theorem 2, the equivalence class of
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Hkλ(P ) will lie in U for k ≥ k0. For those Hkλ(P ), the Hilbert diameter of the inner
ellipse can be uniformly bounded from above. Thus, Lemma 11 will force Hkλ(P )
to shrink to a point.
For λ > φ, we can use a similar argument. In this case, Ell(Hλ(Preg)) properly
contains Ell(Preg), so we will use Lemma 12, instead of Lemma 11. This concludes
the proof of Part (i) in all cases.
6.3. Proof of Part (ii) of Theorem 4. Consider a convex pentagon P . Let λ ∈
(0, φ). As above, we first iterate Hλ until [P ] gets very close to [Preg]. As shown in
the proof of Lemma 11, the quotient of the Euclidean diameter of Ell(Hk+1λ (P )) and
that of Ell(Hkλ(P )) is bounded above by some constant 0 < C < 1, when k ≥ k0 for
some large k0. Fix a vertex of P and trace it as we iterate Hλ, we obtain a sequence
of functions ak(P ), which obviously vary real-analytically on P . Now the bound
on the quotient of Euclidean diameters infers that ‖ak(P ) − ak+1(P )‖ ≤ dCk−k0 ,
where d is the Euclidean diameter of Ell(Hk0λ (P )). Hence, for l > k ≥ k0, we can
write
‖al(P )− ak(P )‖ ≤ d
l∑
i=k+1
Ci−k0 ≤ d
Ck0
Cm
1− C
and deduce that an(P ) are a uniformly converging family of real-analytic functions.
Hence, its limit function, which yields the point of collapse of P under the iteration
of Hλ, is also real-analytic. The case λ ∈ (φ,∞) is resolved similarly.
6.4. Proof of Theorem 5. Our strategy is to normalize an arbitrary pentagon
P so that its first four vertices are some pre-chosen points. Then, we compute
Center(P ) as a function of the last vertex, i.e., Center(P ) = f(x, y) with x, y
being the inhomogeneous coordinates of that vertex. Next, we normalize H1/φ(P )
in the same way and use the function f to get its projective center in the normalized
picture. Then we pull the point back using the normalization map and verify that
it is now exactly Center(P ).
Here, we opt to map the first four vertices to the points [1 : 0 : 0], [0 : 1 :
0], [0 : 0 : 1] and [1 : 1 : 1]. The reason is the normalization map can be computed
easily for this quadruple. Let (x, y) denote the coordinates of the fifth point. Using
Mathematica, we compute
(2) f(x, y) =
(
φx + y
−1 + φy ,
φx+ y
φ(−1 + φx)
)
.
The pentagon H1/φ(x, y) has vertices with homogeneous coordinates
[1 : −φ : 1], [φ2x : φx + y : φ3x− φ], [φx+ y, φ2y, φy + 1],
[φ3x− φ : −φy + 1 : φ2], [φ2 : −φy : 1].
We then compute the normalization map T forH1/φ(x, y) and then the projective
center c0 of T (H1/φ)(x, y). Finally, we verify that T
−1(x0) is exactly the one given
in Equation 2. This is our proof.
We note that the entries of T as a 3-by-3 matrix, as well as the homogeneous
coordinates of c0 are rational functions whose degrees in x and in y are small
(no bigger than 4), but their coefficients might be complicated. Besides, their
expressions do not look enlightening, so we decide not to write them down here.
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6.5. Negative parameters. In view of Proposition 1, we have the following corol-
laries of Theorem 4 and Theorem 5.
Corollary 1. Let n = 5 and λ ∈ (−∞, 0). Set λ⋆0 = −1/φ..
(i) When λ ∈ (−∞, λ⋆0), any pentagon will collapse to a point under the itera-
tion of Hλ.
(ii) When λ = λ⋆0, for any pentagon P , its even iterates H
2k
λ (P ) will con-
verge (without rescaling or any other normalization) to a star-regular pen-
tagon and its odd iterates H2k+1λ (P ) will converge to another star-regular
pentagon. The vertices of these two star-regular pentagons form a regular
decagon.
(iii) When λ ∈ (λ⋆0, 0), under iteration of Hλ, any convex pentagon will degen-
erate so that its vertices will all approach a straight line.
Definition 1 is modified as following.
Definition 2. Given a generic pentagon P in P5, we know, by Theorem 3, that
H−1/φ(P ) is projectively star-regular. Define Center
⋆(P ) to be the (projective)
center ofH−1/φ(P ), i.e. the image of the origin under the projective transformation
carrying the star-regular pentagon (inscribed in the unit circle) to H−1/φ(P ).
Corollary 2. Given a generic pentagon P . Then, the point of collapse of P under
iteration of H−φ is precisely Center
⋆(P ).
7. Further directions
Conjecture 1 has been resolved forH1 acting on the projective equivalence classes
of generic pentagons, not just the convex ones, in [8]. In that monograph, the
Julia set of H1, which is defined as the classes of generic pentagons that are never
mapped by the iterations Hk1 to a convex pentagon, is shown to have measure zero
and connected.
For our 1-parameter family of heat maps, the Julia set varies wildly. It disappears
when λ = φ and λ = −1/φ; this is actually how we discovered Theorem 3. The
Julia set looks messy and grainy for most parameters, especially when we get close
to λ = 0 and λ = ∞. This is expected because H0 = H∞ is the identity map on
P5. Curiously, for some parameters such as λ = 1/2 and λ = 2φ− 3, the picture of
the Julia set seems to stabilize. However, for all parameters, except, of course, for
0 and ∞, the computer simulation suggests that the Julia set is always connected
and of measure zero.
On another note, Theorem 3’s resemblance to the action of the midpoint map
on quadrilaterals makes us wonder if there is a higher-dimensional analogue in pro-
jective geometry. There is one in affine geometry. For an arbitrary octahedron, the
centers of mass of the facets will form a parallelogram, which is affinely regular,
i.e. affinely equivalent to a cube. Let us call this the centroid map. Here, the
octahedron needs not be convex. In fact, we can just take a collection of 6 points
in general positions, endow it with the combinatorial (lattice) structure of an octa-
hedron, and then, define the facets and their centers of mass accordingly. Dually,
the centroid map will take a generic collection of 8 points with the combinatorial
structure of a cube to an affinely regular octahedron. In higher dimension, we have
similar results for hypercubes and cross-polytopes.
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B. Khesin and F. Soloviev [4] have studied variants of the pentagram map on
polygons with longer diagonals. We can apply this modification to our heat maps.
Here, all the other star-regular polygons appear. However, there do not seem to
be any obvious conjugations among these cases as in Proposition 1. Moreover, this
generalization is only available to n-gons with n ≥ 6. Here, even the convergence
of the iterates of H1 on convex hexagons is still a conjecture.
Finally, we would like to note that our 1-parameter family of heat maps is actu-
ally contained in a two-parameter family. Fix a point x0 ∈ RP 2. For any generic
quadruple of points, we take the projective transformation that carries them to four
fixed points, e.g. (−1, 1), (1, 1), (1,−1), (−1,−1) as in Section 2.1, and then use it
to pull back x0. Now we have a family of maps on generic quadruples parameterized
by the 2-dimensional RP 2. As before, given an n-gon P , we can apply this map
on quadruples of consecutive vertices P . This gives us a two-parameter family of
maps containing the one-parameter family we have been studying. Although there
are maps in this two-parameter family which behaves chaotically, there is an open
set of the parameter space whose maps behave much like the heat maps. We are
planning on an article on these maps.
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