INTRODUCTION AND STATEMENT

OF MAIN RESULTS
Hamiltonian systems of ordinary differential equatons of order 2n with one or two singular endpoints have long been studied. When the system has one singular endpoint of limit point type, a self-adjoint operator can be constructed as in [ 131. For such operators, the identification of conditions sufficient to guarantee that all or part of the continuous spectrum is absolutely continuous has been an object of investigation in recent years. Knowledge of the absolutely continuous part of the spectrum has been important in the construction of certain operators arising in scattering theory. In this paper we consider an alternative approach to that of Hinton and Shaw [ 141 for determining conditions under which the continuous spectrum of an associated self-adjoint operator is absolutely continuous and indeed continuously differentiable.
In [ 141 a second-order scalar equation is considered with singularities of limit point type. Under the conditions hypothesized, explicit asymptotics are developed for the solutions of the equation. These are then used to develop asymptotics for an associated scalar valued Titchmarsh-Weyl M(A) function. Information concerning the spectrum of the operator is obtained from this M(A) function using the connections first established by Chaudhuri and Everitt [S] .
This technique is nontrivial. The need to develop asymptotics for the solutions poses an immediate diffkulty in any attempt to extend this procedure to higher order systems because this information is often difficult or perhaps impossible to find. Even for perturbations of the constant coef-108 ficient equation there is no general theory for finding the asymptotics of solutions when the constant coefficient equation has multiple eigenvalues. For the second-order scalar case, alternative approaches have been explored by Atkinson [3] and by Gilbert and Pearson [S] .
Gilbert and Pearson consider the one dimensional Schrodinger operator on the half line that is limit point at infinity. When the potential is locally integrable they are able to characterize the absolutely continuous and singular spectra in terms of the behavior, as b + cc, of the ratio of L* [O, b] norms of certain solutions.
Atkinson considers Sturm-Liouville operators with two singular endpoints: one of limit circle type and the other of limit point type. He shows that certain asymptotic behavior of an energy-like functional, formed from solutions, is suhicient to guarantee the existence of spectra that are absolutely continuous and indeed continuously differentiable. In this paper we extend the approach of Atkinson to certain Hamiltonian systems of ordinary differential equations of order 2n with one singular endpoint of limit point type.
As the extension relies upon certain properties of matrix valued Titchmarsh-Weyl M(I) functions, the remainder of this first section summarizes the necessary facts. At its end, Atkinson's result is stated. Following this, three theorems are stated and each of these is proven in the second section. The first two theorems represent an extension of Atkinson's procedure to a Hamiltonian system with one singular endpoint of limit point type. As an example of the first two results, the third theorem presents an extension, to a second-order equation with matrix valued coefficients, of a similar result by Atkinson [3] in the scalar case.
In what follows, M* is the conjugate transpose of the matrix M. When M is a k x k matrix, nonnegative definiteness of M is denoted by Mao. The real and imaginary parts of M, denoted respectively by Re M and Im M, are defined by
A k x k matrix valued function M(t) is said to be nondecreasing on (a, b) when M(t,)-M(t,)>O for a<t,<t,<b. Let M(t) be a k x k matrix valued function which is nonnegative definite on (a, b). A k x 1 vector valued function y(t) is said to be square integrable on (a, b) with respect to M(t) when y*(t)M(t) y(t) dr < 00.
The space of all such functions will be denoted by LL(a, b), and when M(t) = Ik the space will be denoted by L*(a, 6). Note that this defines a seminorm and that an inner product can be defined on this space; namely, (w)=j:' y*(t)M(t)z(t) dt.
As is shown in Atkinson [2, pp. 4254281, a Stieltjes integral can be constructed in which the integrand is a continuous scalar valued function and for which the measure is a matrix valued function. For this construction the standard Helly theorems are shown to hold. It is possible [4, pp. 146-1593 to extend to matrix valued functions the standard PickNevanlinna representation theorems of [l, pp. l-81. That is, if M(z) is a k x k matrix valued function whose entries are all analytic in the upper half complex plane and whose imaginary part is nonnegative definite in the same half plane, there are k x k hermitian matrices A and B, with B> 0, and there is a matrix valued function p(p) that is nondecreasing and whose entries are left continuous in R, such that M(z) has the following integral representation:
Under normalization conditions analogous to those in the scalar case, p(p) will be uniquely determined. Furthermore, one can show that (1.2) where 5 and 6 are points of continuity for the entries of p(p).
We shall consider the system of ordinary differential equations:
Here y(x) is a 2k x 1 vector; 1 is a complex scalar; J= [,", -21, where Z, is the k x k identity; and A(x) and B(x) are 2k x 2k, hermitian matrices with locally integrable entries on [a, co). Assume A(x) > 0 for XE [a, co), and for a nontrivial solution of (1.3) assume that s x y*(tM(t) y(r) dl> 0, for x > a.
(1 (1.4) We begin by considering the equation given in (1.3) and by restricting our attention to the interval [ Geometric and analytic properties for M(A, b), defined for the equation
were first studied by Weyl [16] and later by Titchmarsh [lS] . A discussion of these properties can be found in [6, Chap. 91, Analogs of these properties are shown to hold for M(I, b) in (1.13) by Hinton and Shaw in [ll, 121. Among these properties we note that the matrix valued function B,Gm 2) + PA@> A) is singular precisely for those 1 that are eigenvalues of the regular boundary value problem described earlier. Thus, as a function of I, M(I, b) is defined and analytic for precisely that set of complex numbers .which excludes the eigenvalues of this regular boundary value problem.
In [ 121, for Im il> 0, the set
of k x k complex matrices is studied where
and where Y(x, 1) is the fundamental solution matrix (1.12). It is shown that the set of matrices satisfying E(M) = 0 corresponds precisely to those values of M(I, 6) in (1.13) for choices of /I1 and /I2 satisfying (1.5) and (1.7). The set s(L, b) is said to be a matrix disk. As a set of elements in Ck2, for fixed aI, a*, b, and 1, S(b, 1) is compact. Moreover, if Q is a compact set in the upper half complex plane it can be shown that UleR S(b, 2) is also compact. These matrix disks possess a nesting property; that is, S( y, A) E S(x, A) for x < y. We shall be interested in systems where this nesting property leads to a limiting matrix as b tends to co. This limiting matrix we denote by M(A). In such cases, the system (1.3) is said to be limit point at co.
When such a limit, M(A), exists for a single I where Im 2 > 0, then a limit can be shown to exist for all A in the upper half plane. That is, if b, is a sequence tending to cc and {/Il,n, /I,,,} a sequence of matrices satisfying (1.5) and (1.7), then the corresponding M(A, b,) of (1.12) converge pointwise in the upper half plane. Thus, for 1 in a compact set 8, we note that as each M(1, b,) has analytic entries for Im I > 0, and as each sequence of entries possesses a common bound determined by the compactness of Ulsn S(b,, A), it follows by a standard theorem in complex analysis that the entries of M(I) are analytic in the upper half plane. It can also be shown that Im M(I, b,) 2 0, from which it follows that Im M(A) > 0.
Although I has been restricted to the upper half plane, it should be noted that in [ 121 similar remarks are shown to hold for all 3, E C/R.
As a consequence, both M(I, b,) and M(I) have integral representations of the form given in (1.1). It is the relationship between the matrix valued measures present in these representations to the spectrum of certain differential operators that is our focus of attention.
In [ 1 l] it is shown that the columns of the 2k x k matrix form a basis for the Li(a, co) solutions of (1.3). When the system is limit point at 03, this leads to the introduction of a self-adjoint Hilbert space operator. In (1.17)
The connection Hinton and Shaw describe between M(1) and the spectrum of T is an extension of the results obtained by Chaudhuri and Everitt [S] for the specific case of the scalar second-order equation (1.14). As a consequence, p(p) in the representation of M(IZ) is supported on the spectrum of T, it is constant on the resolvent set, it has jump discontinuities for those values in the point and point continuous spectrum, and it will be increasing and continuous for values of p in the continuous spectrum. The absolutely continuous and continuously differentiable parts of the spectrum are understood to be those parts of the essential spectrum over which the entries of p(p) are either absolutely continuous or continuously differentiable.
For a second-order scalar case, Hinton and Shaw [14] first derive asymptotics for the solutions to the differential equation. These are used to develop asymptotics for M(A). The asymptotics for M(L) are used together with (1.2) to obtain information about p(p) and hence about the spectrum of the associated operator. As mentioned earlier, extension of this technique to higher order systems is severely complicated by the need for explicit asymptotics for the solution to the differential equations.
As an alternative approach in the second-order scalar case, Atkinson [3] has shown, for Eq. (1.14) with a singular endpoint of limit circle type and a singular endpoint of limit point type and for ,I restricted to an interval (A,, A,) c R, that limited asymptotic behavior of the solutions is sufficient to guarantee that (/i,, /iz) is part of the continuously differentiable spectrum. He has shown: THEOREM (Atkinson) .
Assume for (1.14) that
q(x), w(x) are real valued and locally integrable over (4 co); 2. for all x, w(x) > 0 and w(x) > 0 in some right hand neighborhood of a (or for sufficiently large x < 0 if" a = -co ); 3. (1.14) is limit circle at x = a; 4. (1.14) is limit point at x = 00; 5. u(x) and v(x) are real solutions of (1.14), for A= 0, such that p( u'v -uv') = 1;
6. y(x, 2) is a solution of (1.14) such that p(yv'-y'v) +O, and p( yu' -y'u) + 1 as x --t a; It should be noted that in this result two singular endpoints are assumed. If a is finite and taken to be a regular point, then requirements 5 and 6 above may be replaced by boundary conditions of the usual kind for y and py' at x = a.
Note, as Atkinson does, that by hypothesizing limit pointness in this result, the need is eliminated for specifying conditions on p, q, and w which guarantee that this condition holds. In applications one is free to choose among asymptotic techniques available for second-order equations. Note that by requiring asymptotic information for an energy-like functional, rather than for the solutions themselves, additional freedom is gained.
We shall establish the follwing results for (1.3) like those of Atkinson. For the system (1.20), the operator T(y) defined in (1.17) can be used to construct a self-adjoint operator as in [ 131. Theorem 3 shows that the positive half axis is part of the continuously differentiable spectrum for this operator.
For completeness we also show: LEMMA 1.1. For the self-adjoint operator, described in [ 131 for the system (1.20), the spectrum contained in the negative half axis is discrete.
PROOFS OF MAIN RESULTS
To prove the first two theorems we consider, as Atkinson [3] has for the second-order case, M(;1, b) defined for choices of /I1 and /I* that do not satisfy (1.7). However, we shall see, for Im I > 0, that M(I, b) remains an element of the matrix disk S(A, b) defined in (1.15), and that Im M(L, 6 ) is related to the functional present in (1.18) .
Specifically, for a k x k matrix p we let ProoJ With M(I, 6,) = A, + AB,, + sTcc (l/(~ -1) + P/( 1 + P')) dp,(p), we see that Im M(i, b,) = B, + fEco (l/(1 + y')) dp,(p). The nesting property of the matrix disks S(i, b,) provides a uniform bound for A, and B, as well as a uniform bound for LX l+$ n-m ip ~ 3 dQ(pL).
Letting P(P) = fi (1 + 5') dQ(c), the result follows. 1
Proof of Theorem 1. Let A c (/ii, A,) be an interval containing t. Let (K,(t)} be a family of k x k matrices that are positive definite for 5 E (Ai, A,) and satisfy (1.18) and (1.19) of the hypotheses. It follows [7, p. 411 uniformly for 126 >a Thus, as x tends to co, q(x, A)q-l(O, I) converges uniformly on compact subsets of 2 > 0. Hence q(x, I) has a limit that is continuous as well as positive for A > 0. This shows that E,(x, 1) has a positive definite limit for I > 0. 1
To prove Lemma 1.1 we begin by letting L(y)= -y"+(v,+u2+u3)y where v=y(x) is a k x 1 vector. For the system (1.20)-(1.24) we wish to show that the spectrum in ;1< 0 is discrete for the associated self-adjoint operator T described in [13] , where T(y) is defined by (1.17) . Following an argument of [lo] , it is sufficient to show for every E > 0 that a b > 0 can be found for which it can be shown that for every y(x) with compact support in (6, co) , where y(x) an y'(x) are locally absolutely continuous, and where y" E L*(b, co). After an integration by parts note that the above inequality becomes When v(x) has compact support in (b, co), 1s; y*u,yl <ST Iyl* IIuI1l, and given aI > 0, a sufficiently large b can be found such that IJb" Y*uI Yl G&I jb" IA*. Compactness And with sr = c/4, inequality (2.24) is satisfied; hence the spectrum is discrete for ,I< 0. 1
