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Abstract
Most linear dimension reduction methods proposed in the literature
can be formulated using an appropriate pair of scatter matrices, see e.g.
Ye and Weiss (2003), Tyler et al. (2009), Bura and Yang (2011), Liski et
al. (2014) and Luo and Li (2016). The eigen-decomposition of one scat-
ter matrix with respect to another is then often used to determine the
dimension of the signal subspace and to separate signal and noise parts of
the data. Three popular dimension reduction methods, namely principal
component analysis (PCA), fourth order blind identification (FOBI) and
sliced inverse regression (SIR) are considered in detail and the first two
moments of subsets of the eigenvalues are used to test for the dimension
of the signal space. The limiting null distributions of the test statistics
are discussed and novel bootstrap strategies are suggested for the small
sample cases. In all three cases, consistent test-based estimates of the
signal subspace dimension are introduced as well. The asymptotic and
bootstrap tests are compared in simulations and illustrated in real data
examples.
Key words: Independent component analysis; Order determination;
Principal component analysis; Sliced inverse regression
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1 Introduction
Dimension reduction (DR) plays an increasingly important role in high dimen-
sional data analysis. In linear dimension reduction for a random vector x ∈ Rp,
the idea is to try to find a transformation matrix W ∈ Rq×p, q  p, such that
the interesting features of the distribution of x are captured by Wx only, that
is,
(i) x|Wx is viewed as noise (unsupervised DR), or
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(ii) y ⊥ x | Wx for the response of interest y (supervised DR).
In this paper we consider three classical but diverse linear dimension reduction
methods: principal component analysis, independent component analysis and
sliced inverse regression. As an introduction to our approach, we first highlight
the similarities between these three approaches.
Write Fx and S = S(Fx) for the cumulative distribution function and co-
variance matrix of x. To simplify the notation, we assume in the following that
E(x) = 0.
(i) In the principal component analysis (PCA), one finds the p × p trans-
formation matrix W such that
WW ′ = Ip and WSW ′ = D
where D is a diagonal matrix with diagonal elements d1 ≥ ... ≥ dp ≥ 0. If
d1 ≥ ... ≥ dq > dq+1 = ... = dp ≥ 0 and W is partitioned accordingly as
W = (W ′1,W
′
2)
′, then W 1x is often seen as the q-variate signal part and
W 2x as the (p − q)-variate noise part. Hence, W 2x is considered noise if and
only if the eigenvalues of W 2SW
′
2 are all equal.
(ii) In the independent component analysis (ICA) with q non-Gaussian
and p − q Gaussian components, the fourth order blind identification (FOBI)
method finds a transformation matrix W ∈ Rp×p such that
WSW ′ = Ip and WE
[
xx′S−1xx′
]
W ′ = D
where D is a diagonal matrix with the diagonal elements ordered so that
(d1−(p+2))2 ≥ ... ≥ (dq−(p+2))2 > (dq+1−(p+2))2 = ... = (dp−(p+2))2 = 0.
Then W can again be partitioned as W = (W ′1,W
′
2)
′ so that, under weak
assumptions, W 1x is the q-variate non-Gaussian signal and W 2x the (p − q)-
variate Gaussian noise. If we further write S1 := S and S2 := E
[
xx′S−11 xx
′]
then, W 2x is considered noise if the eigenvalues of W 2S2W
′
2 are all equal to
p+ 2.
(iii) In the sliced inverse regression (SIR) with a p-variate random vector x
and the response (dependent) variable y, one finds a matrix W ∈ Rp×p which
satisfies
WS1W
′ = Ip and WS2W ′ = D
where S1 := S and S2 := E [E(x|y)E(x|y)′] and D is a diagonal matrix with
the diagonal elements d1 ≥ ... ≥ dp ≥ 0. Under appropriate assumptions on the
distribution of (x, y), we have d1 ≥ ... ≥ dq > dq+1 = ... = dp = 0 with the
corresponding partitioning W = (W ′1,W
′
2)
′. It is then thought that (W 1x, y)
carries all the information about the dependence between x and y, and W 2x
just presents noise. Thus, W 2x is thought to be noise if the eigenvalues of
W 2S2W
′
2 are all equal to zero.
To test and estimate the dimension of the signal space (also called order
determination) and to separate signal and noise, we thus utilize, for appropriate
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choices of S1 and S2, the eigen-decomposition of S
−1
1 S2, or that of the sym-
metric matrix R := S
−1/2
1 S2S
−1/2
1 . For the PCA case, we take S1 = Ip and
S2 = S, the covariance matrix, or some other scatter matrix, as defined later
in Section 2. The tests are based on the first two moments of selected subsets
of the eigenvalues of R and the corresponding estimates are obtained applying
different sequential testing strategies. The sequential testing procedures for the
order determination problem in SIR have been suggested earlier by Li (1991)
and Bura and Cook (2001). Zhu et al. (2006, 2010) used the eigenvalues with
BIC-type penalties to find consistent estimates for the dimension of the signal
subspace of a regression model. In other general approaches, Ye and Weiss
(2003) considered eigenvectors rather than eigenvalues and proposed an esti-
mation procedure that was based on the bootstrap variation of the subspace
estimates for different dimensions. In a general approach, Luo and Li (2016)
combined the eigenvalues and bootstrap variation of eigenvectors for consistent
estimation of the dimension. The last two approaches are based on the notion
that the variation of eigenvectors is large for the the eigenvalues that are close
together and their variability tends to be small for far apart eigenvalues.
In PCA the eigenvalues of S are generally used to make inference on the
dimension of the signal space, see e.g. Jolliffe (2002) and Schott (2006) and
references therein. Early papers on the use of bootstrap estimation and test-
ing (via confidence intervals) in principal component analysis are Beran and
Srivastava (1985), Daudin et al. (1988), Eaton and Tyler (1991) and Jackson
(1993). For the use of permutation tests in restricting the number of principal
components, see Dray (2008) and Vieira (2012).
In the independent component analysis (ICA) the fourth-order blind identi-
fication (FOBI) by Cardoso (1989) uses the regular covariance matrix and the
scatter matrix based on fourth moments and the eigenvalues provide measures
of marginal kurtosis. These two matrices can be replaced by any two matrices
possessing the so called independence property, see Oja et al. (2006), Tyler et
al. (2009) and Nordhausen and Tyler (2015). Very recently, Nordhausen et al.
(2017) used the the eigenvalues of S−11 S2 to test and estimate the dimensions
of Gaussian and non-Gaussian subspaces.
PCA and FOBI are examples of unsupervised dimension reduction proce-
dures as they do not use information on any response variable y. Other ex-
amples of unsupervised dimension reduction methods are invariant coordinate
selection (ICS), see Tyler et al. (2009) , and generalized principal components
analysis (GPCA), see Caussinus and Ruiz-Gazen (1993). Sliced inverse regres-
sion (SIR) uses the regular covariance matrix of x and the covariance matrix of
the conditional expectation E(x|y). Other examples on supervised dimension
reduction methods are the canonical correlation analysis (CCA), sliced average
variance estimate (SAVE) and principal Hessian directions (PHD), for example,
and they all can be formulated using two scatter matrices. For these methods
and estimation of the dimension of the signal subspace, also with regular boot-
strap sampling, see Li (1991), Cook and Weisberg (1991), Li (1992), Bura and
Cook (2001), Cook (2004), Zhu et al. (2006, 2010), Bura and Yang (2011) and
Luo and Li (2016) and the references therein. For a nice review on supervised
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dimension reduction, see Ma and Zhu (2013).
The plan of this paper is as follows. In Section 2 we introduce the tools for
our analysis, that is, the notion of a scatter matrix with some preliminary the-
ory. In all three cases in Sections 3 (PCA), 4 (FOBI) and 5 (SIR), respectively,
we first specify a natural semiparametric model: x = Az + b where A and b
are the parameters and the distribution of the standardized z is only partially
specified. The null hypothesis says that z can be partitioned as z = (z′1, z
′
2)
′
and the first part z1 carries the interesting variation. In the paper, the eigen-
values of S−11 S2, that is, the eigenvalues of R = S
−1/2
1 S2S
−1/2
1 , are utilized
in this partitioning and used to build tests and estimates for the dimension of
z1. We discuss the asymptotic tests with corresponding estimates and provide
different strategies for bootstrap testing. Different approaches are compared in
simulations and illustrated with real data examples. All the proofs are post-
poned to the Appendix.
We adapt the following notation. Rp×psym and R
p×p
sym,+ are the sets of symmetric
and positive definite symmetric matrices, respectively. The first and second
moments and the variance of the eigenvalues of R ∈ Rp×psym are denoted by
m1(R) := tr(R)/p, m2(R) := m1(R
2) and s2(R) := m2(R)−m21(R),
respectively. If R = UDU ′ ∈ Rp×psym,+ is a eigen-decomposition of R then
R1/2 := UD1/2U ′ ∈ Rp×q (symmetric version of the square root matrix).
Given k matrices A1,A2, ...,Ak, we write
diag(A1, ...,Ak) =

A1 0 ... 0
0 A2 ... 0
... ... ... ...
0 0 ... Ak
 .
The vectorization of a matrix A ∈ Rp×q, denoted by vec(A), is a qp-vector
obtained by stacking the columns of A on top of each other. We further write
Op×k, k ≤ p, for the set of column orthonormal p× k matrices, i.e. U ∈ Op×k
implies U ′U = Ik. Hence, given U ∈ Op×k, PU := UU ′ is the orthogonal
projection onto the range of U , and QU = Ip−PU is the orthogonal projection
onto its orthogonal complement, i.e. onto the null space of U ′. Let ei ∈ Rp
denote the ith Euclidean basis element, i.e. a vector with a one in the ith
position and zeroes elsewhere. For two random vectors x and y, we write x ∼ y
if x and y has the same distribution. The random vector z ∈ Rp has a spherical
distribution if Uz ∼ z for all U ∈ Op×p. The distribution of x is elliptical if
x ∼ Az+b where A ∈ Rp×p and b ∈ Rp and z ∈ R has a spherical distribution.
2 Scatter matrices
In this chapter, we state what we mean by a scatter matrix and a supervised
scatter matrix and provide some preliminary results. Let F x be the cumulative
distribution function (cdf) of a p-variate random vector x and F x,y the cdf of
the joint distribution of p-variate x and univariate y.
4
Definition 1.
(i) The functional S(Fx) ∈ Rp×psym,+ is a scatter matrix (functional) if it is
affine equivariant in the sense that S(FAx+b) = AS(Fx)A
′ for all non-singular
A ∈ Rp×p and all b ∈ Rp.
(ii) The functional S(Fx,y) ∈ Rp×psym is a supervised scatter matrix (functional)
if it is affine equivariant in the sense that S(FAx+b,y) = AS(Fx,y)A
′ for all
non-singular A ∈ Rp×p and all b ∈ Rp.
Let X = (x1, ...,xn)
′ ∈ Rn×p be a random sample from a distribution Fx.
The estimate Ŝ of the population value S(Fx) is obtained as the value of the
functional at the empirical distribution Fn of X. We also write S(X) for this
estimate. Let X = ZA′ + 1nb′ where Z = (z1, ...,zn)′ is a random sample
from a spherical distribution Fz with S(Fz) = Ip. (Note that, for any scatter
matrix S, S(Fz) ∝ Ip and can the rescaled to satisfy the last condition.) Then
X is a random sample from an elliptical distribution with S(Fx) = AA
′.
Under general assumptions, the limiting distribution of
√
n vec(S(Z)− Ip)
is
Np2
(
0, σ1(Ip2 +Kp,p) + σ2vec(Ip)vec(Ip)
′)
where Kp,p =
∑p
i=1
∑p
j=1(eie
′
j) ⊗ (eje′i) is the commutation matrix, see The-
orem 1 in Tyler (1982). The limiting distribution is known if the following two
constants, same for any i 6= j,
σ1 = AsV ar(S(Z)ij), and σ2 = AsCov(S(Z)ii,S(Z)jj)
are known and then AsV ar(S(Z)ii) = 2σ1+σ2. Also, under general conditions,
the influence function of the scatter functional S(F ) at a spherical Fz is given
by
IF (x;S, Fz) = α(r)uu
T − β(r)Ip
where r = ||x|| and u = ||x||−1x, see Hampel et al. (1986). If S(F ) is the covari-
ance matrix and S(Fz) = Ip, then α(r) = r
2 and β(r) = 1 and if z ∼ Np(0, Ip)
then σ1 = 1 and σ2 = 0. For Tyler’s shape estimate (scaled so that its trace
is p) which we use as a robust alternative in our simulations in Section 3.4,
α(r) = (p+ 2) and β(r) = (p+ 2)/p.
In the following we often need to estimate σ1. It then follows, as noted
in Croux and Haesbrock (2000), that σ1 = E(α
2(r))/(p(p+ 2)). Due to affine
equivariance of the scatter matrix, the limiting distribution of
√
n vec(S(X)−
AA′) = (A⊗A)√n vec(S(Z) − Ip) and, using Ŝ with a companion location
estimate µˆ, σ1 can often be consistently estimated by
σˆ1 =
1
p(p+ 2)
1
n
n∑
i=1
α2(rˆi) with rˆi =
(
(xi − µˆ)′Ŝ
−1
(xi − µˆ)
)1/2
.
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3 Testing for subspace dimension in PCA
3.1 The model, null hypothesis and test statistic
LetX = (x1, ...,xn)
′ be a random sample from a p-variate elliptical distribution
Fx, that is, from the distribution of a random p-vector x generated by
x = Az + b,
where A ∈ Rp×p is non-singular, b ∈ Rp and z has a spherical distribution
around the origin, that is, Uz ∼ z for all U ∈ Op×p. The distribution of z is
then fully determined by the distribution of its radius r := ||z||. We assume
that S(Fz) = Ip for the scatter matrix functional used in the analysis. For a
general overview of spherical and elliptical distributions, see Kelker (1970) or
Bilodeau and Brenner (1999).
If A = diag(A11, aIp−q) and the q squared eigenvalues of A11 are larger
than a2, we can write
x =
(
x1
x2
)
=
(
A11z1
az2
)
+ b
where az2 ∈ Rp−q is spherical. we say that x is elliptical and subspheri-
cal around b. Further, if z is not spherical but diag(Iq,U)z ∼ z for all
U ∈ O(p−q)×(p−q), then diag(Iq,U)(x − b) ∼ (x − b) or all U ∈ O(p−q)×(p−q)
and x is said to be subspherical around b. The aim is to construct tests and esti-
mates for q as well as to estimate the subvectors x1 ∈ Rq (signal) and x2 ∈ Rp−q
(noise).
As the matrix of eigenvectors and the corresponding eigenvalues of S(Fx)
are equivariant and invariant, respectively, under orthogonal transformations of
x, it is not a restriction to assume in our derivations that A is diagonal with
positive and descending entries and b = 0 so that S(Fx) is a diagonal matrix
D = A2 with diagonal entries d1 ≥ ... ≥ dp > 0. Let Ŝ be the value of the
scatter functional at the empirical distribution ofX. For the asymptotic results,
we assume that
√
nvec(Ŝ −D) has a limiting multivariate normal distribution
with zero mean vector and the covariance structure as described in Section 2.
We wish to test the null hypothesis
H0k : d1 ≥ ... ≥ dk > dk+1 = ... = dp = d for some unknown d,
stating that the dimension of the signal space is k. Under H0k, the distribution
of x is subspherical, that is, the distribution of the subvector of the last p − k
principal components is spherical. In principal component analysis, the scree
plot is often used to figure out how many components to include in the final
model. The null hypothesis H0k then implies that there is the elbow on the
scree plot at the kth eigenvalue. Also, sphericity and subsphericity (in a weaker
sense) are important in the analysis of the repeated measures data, for example.
To test the null hypothesis, we use the variance of the p− k smallest eigen-
values, that is,
Tk := s
2(Û
′
kŜÛk) with Ûk = arg min
U∈Op×(p−k)
m1(U
′ŜU)
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as a test statistic. It follows from the Poincare´ separation theorem that a solu-
tion Ûk ∈ Op×(p−k) is the matrix of the eigenvectors associated with the p− k
smallest eigenvalues of Ŝ and other solutions are obtained by post-multiplying it
by an orthogonal (p−k)×(p−k) matrix. The projection matrices P̂ k := ÛkÛ
′
k
and Q̂k := Ip − P̂ k are unique and satisfy P̂ kŜQ̂k = 0 and provide the noise-
signal decomposition x = P̂ kx+ Q̂kx with uncorrelated P̂ kx and Q̂kx.
Other possible measures for the variation of the smallest eigenvalues are the
coefficient of variation s(Û
′
kŜÛk)/m1(Û
′
kŜÛk) or the log ratio of the arith-
metic mean m1(Û
′
kŜÛk) to the geometrical mean det(Û
′
kŜÛk)
1/(p−k). If Ŝ
is the covariance matrix, then the latter measure corresponds to the likelihood
ratio criterion for H0k in the multivariate normal case.
If one wishes to test a related null hypothesis that S(Fx) has k + 1 distinct
eigenvalues with multiplicities 1, ..., 1, p− k, then a natural test statistic is
Vk := min
U∈Op×(p−k):PU ŜQU=0
s2
(
U ′ŜU
)
.
A solution Ûk for which the minimum value is attained consists of the eigen-
vectors of Ŝ associated with the eigenvalues closest together (in the variance
sense). This is seen as follows. Let U ∈ Op×(p−k) and PU ŜQU = 0. Then
PU Ŝ = ŜPU . As the symmetric matrices commute if and only if they have the
same eigenvectors, U is a matrix of p−k eigenvectors of Ŝ, say U0 ∈ Op×(p−k),
post-multiplied by an orthogonal (p−k)× (p−k) matrix. Consequently, U ′ŜU
and U ′0ŜU0 have the same eigenvalues and s
2(U ′ŜU) = s2(U ′0ŜU0). Thus the
problem of minimizing s2(U ′ŜU) under the constraint PU ŜQU = 0 reduces
to that of minimizing s2(U ′0ŜU0) over the p− k subsets of eigenvectors of Ŝ.
3.2 Asymptotic tests for dimension
Assume now that x is elliptical with diagonal scatter matrix D = A2. Let q
denote the true value of the dimension of the signal space, that is, H0q is true,
and consider the limiting distribution of Tq = s
2(Û
′
qŜÛ q). With a correct value
q we have the partitions
D =
(
D1 0
0 dIp−q
)
and Ŝ =
(
Ŝ11 Ŝ12
Ŝ21 Ŝ22
)
,
respectively, and the diagonal elements in D1 are strictly larger than d. Under
our assumptions,
√
n(Ŝ −D) = OP (1) and we have the following.
Lemma 1. Under the stated assumptions and H0q, nTq = ns
2(Ŝ22)+OP (n
−1/2).
Under our assumptions stated in Section 2,
√
n vec(S(Z)− Ip) where Z =
XD−1/2 converges in distribution to a p2-variate normal distribution with zero
mean vector and the covariance matrix σ1(Ip2 + Kp,p) + σ2vec(Ip)vec(Ip)
′.
Then we have the following.
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Theorem 1. Under the previously stated assumptions and under H0q,
n(p− q)Tq
2d2σ1
→d χ21
2 (p−q−1)(p−q+2).
If the multiplicities of the eigenvalues of D1 are smaller than p−q then P (Vq =
Tq)→ 1 and the limiting distributions of nVq and nTq are the same.
For the test construction in practice we thus need to estimate two population
constants σ1 and d, both of which are invariant under orthogonal transforma-
tions to x. The limiting distribution in Theorem 1 stays the same even if σ1 and
d are replaced by their consistent estimates, say σˆ1 and dˆ. Construction of a
consistent estimate for σ1 has already been discussed in Section 2. The unknown
d can be consistently estimated by the average of the p − q smallest eigenval-
ues, that is, by dˆ = m1(Û
′
qŜÛ q). Note also that the test statistic in Theorem
1 with these replacements depends on the smallest eigenvalues through their
coefficient of variation, a test statistic suggested by Schott (2006). As noted
previously, a possible test statistic for H0q is also the log of the ratio of the
arithmetic and geometric means of the smallest p− q eigenvalues of Ŝ, say Lq.
Then under the null hypotheses as well as under certain contiguous alternatives,
n(Tq − 2d2Lq)→p 0 and then, under H0q, n(p− q)Lq/σˆ1 →d χ2(p−q−1)(p−q+2)/2.
See Theorem 5.1 and 5.2 and their proofs in Tyler (1983).
We now utilize the test statistics Tk, k = 0, 1, ..., p − 1, for the estimation
problem and collect some useful limiting properties in the following theorem.
Theorem 2. Under the previously stated assumptions and under H0q,
(i) for k < q, Tk →P ck for some c1, ..., cq−1 > 0,
(ii) for k = q, n(p− q)Tq/(2d2σ1)→d χ21
2 (p−q−1)(p−q+2)
, and
(iii) for k > q, nTk ≤ ( p−qp−k )2nTq = OP (1).
A consistent estimate qˆ of the unknown dimension q ≤ p − 1 can then be
based on the test statistics Tk, k = 0, ..., p− 1, as follows.
Corollary 1. For all k = 0, ..., p − 1, let (ck,n) be a sequence of positive real
numbers such that ck,n → 0 and nck,n → ∞ as n → ∞. Then, under the
assumptions of Theorem 2,
P(Tk ≥ ck,n) →
{
1, if k < q ;
0, if k ≥ q.
and qˆ = min{k : Tk < ck,n} →P q.
Note that, by definition, Tp−1 = 0 and the maximum value of q is p − 1,
which corresponds to the smallest eigenvalue being distinct. The estimate qˆ
is easily found by using the so called bottom-up testing strategy: Start with
tests for H00, H01 and so on, and stop when you get the first acceptance. An
alternative consistent estimate with a top-down testing strategy is qˆ = max{k :
Tk−1 ≥ ck−1,n} using successive tests for H0,p−2, H0,p−3, ..., and stopping after
the first rejection. For large p, faster strategies such as the divide and conquer
algorithm are naturally available in the estimation.
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Let Fk be the limiting distribution of nTk under H0k. The sequences of
critical values (ck,n) for testing H0k can be determined by the corresponding
sequences of asymptotical test sizes (αk,n) satisfying αk,n = 1 − Fk(nck,n) A
simple and practical choice of the sequences of the test sizes is for example αk,n =
(n0/n)αk, k ≤ p−2 and n ≥ n0. Then nck,n →∞ as αk,n = 1−Fk(nck,n)→ 0,
and ck,n → 0 as nck,nαk,n = nck,n(1− Fk(nck,n))→ 0.
To end the discussion on asymptotics, suppose we relax now the ellip-
ticity assumption and consider a model for which diag(Iq,U)z ∼ z for all
U ∈ O(p−q)×(p−q). Since D = A2 = diag(D1, dIp−q), x is subspherical but not
necessarily elliptical. It is then easy to show that, for the covariance matrix and
finite fourth moments, Lemma 1 and Theorem 1 still hold true with σ1 = 1. For
other scatter matrices, however, the asymptotic behavior in this wider model is
not known.
Lemma 1 shows the remarkable fact that under the null hypothesis H0q the
limiting distributions of nTq = ns
2(Û
′
qŜÛ q) and that of ns
2(U ′qŜU q) with
known noise subspace are the same. If, in the small sample case, the p-values
are obtained from the limiting distribution of the test statistic, the variation
coming from the estimation of the subspace is thus ignored in the null asymptotic
approximation. In the following we therefore propose that the small sample
null distribution of a test statistic be estimated by resampling the data from a
distribution obeying the null hypothesis and being as close as possible to the
empirical distribution.
3.3 Bootstrap tests for dimension
Again, let q denote the true dimension of the signal space and we wish to test
the null hypothesis
H0k : d1 ≥ ... ≥ dk > dk+1 = ... = dp = d for some d.
It is important to stress that, in the practical testing situation, we do not know
whether H0k is true (k = q) or whether it is false (k 6= q) but we still wish
to compute the p-values for true H0k. See Hall and Wilson (1991) for some
guidelines in bootstrap hypothesis testing. For testing, we start with a scatter
matrix estimate Ŝ and a companion location estimate µ̂ and compute Ûk and
Tk = s
2(Û
′
kŜÛk), the variance of p − k smallest eigenvalues of Ŝ. We further
write P̂ k = ÛkÛ
′
k and Q̂k = Ip − P̂ k for the estimated projection matrices to
the noise and signal subspace under true H0k, respectively.
The basic idea in the bootstrap testing strategy is that the bootstrap samples
X∗ for H0k should be generated from a distribution Fn,k
(i) for which the null hypothesis H0k is true (even if k 6= q) and
(ii) which is as close as possible to the empirical distribution Fn of X.
We suggest the following two procedures. In the first procedure, the bootstrap
samples come from a subspherical and elliptical distribution (with the distribu-
tion of the radius estimated from the data) and, in the second procedure, they
come a subspherical distribution (not assuming full ellipticity). It is important
that the dimension of the subspherical part is p − k even when k 6= q. If one
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wishes to assume multivariate normality then the first procedure can be further
modified accordingly.
Bootstrap strategy PCA-I (elliptical subspherical distribution):
1. Starting with X ∈ Rn×p, compute µ̂, Ŝ with the estimated matrix of
eigenvectors in Û and corresponding estimated eigenvalues in D̂.
2. Take a bootstrap sample Z˜ = (z˜1, . . . , z˜n)
′ of size n from (X−1nµ̂′)ÛD̂
−1/2
.
3. For ellipticity to be true, transform
z∗i = Oiz˜i, i = 1, ..., n,
and O1, . . . ,On ∈ Op×p are iid from the Haar distribution.
4. For subsphericity to be true as well, the bootstrap sample is
X∗ = Z∗D̂
1/2
k Û
′
+ 1nµ̂
′
where D̂k = diag(dˆ1, ..., dˆk,
∑p
i=k+1 dˆi/(p− k), ...,
∑p
i=k+1 dˆi/(p− k)).
Bootstrap strategy PCA-II (subspherical distribution):
1. Starting with X ∈ Rn×p, compute Ŝ, µ̂, Ûk, P̂ k and Q̂k.
2. Take a bootstrap sample X˜ = (x˜1, . . . , x˜n)
′ of size n from X.
3. For subsphericity to be true, transform
x∗i =
[
Q̂k + ÛkOiÛ
′
k
]
(x˜i − µ̂) + µ̂, i = 1, ..., n,
and O1, . . . ,On ∈ O(p−k)×(p−k) are iid from the Haar distribution.
4. The bootstrap sample is X∗ = (x∗1, ...,x
∗
n).
For both strategies and for k = 0, ..., p−1, the hypothesis H0k is true for the
corresponding bootstrap null distribution, say Fn,k. For the PCA-I strategy,
Fn,k(x) =
1
n
n∑
i=1
EOi,p
[
I
(
ÛkD̂
1/2
k Oi,pD̂
−1/2
Û
′
k(xi − µ̂) + µ̂ ≤ x
)]
with random matrices O1,p, ...,On,p ∈ Op×p from the Haar distribution. Simi-
larly, for the PCA-II strategy,
Fn,k(x) =
1
n
n∑
i=1
EOi,p−k
[
I
(
(Q̂k + ÛkOi,p−kÛ
′
k)(xi − µ̂) + µ̂ ≤ x
)]
where O1,p−k, ..., On,p−k ∈ O(p−k)×(p−k) are from the Haar distribution.
Consider next the distribution of nTk(X
∗) for the PCA-I strategy. Let then
X∗N ∈ RN×p be a random sample of size N from Fn,k. Note that Fn,k is
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an elliptical distribution with true H0k and with data dependent parameters,
namely, symmetry center µ := µ̂, covariance matrix S := ÛD̂kÛ
′
and
d := dˆ =
1
p− k
p∑
i=k+1
dˆi and σ1 := σˆ1 =
1
p(p+ 2)
1
n
n∑
i=1
α2(rˆi)
where rˆi = ((xi− µˆ)′Ŝ
−1
(xi− µˆ))1/2, i = 1, ..., n. Theorem 1 then implies that,
given X, N(p−k)Tk(X∗N )/(2dˆ2σˆ1)→d χ21
2 (p−k−1)(p−k+2)
(a.s.) which provides,
for large n, the same asymptotic chi-squared approximation for the distribution
of the unconditional n(p−k)Tk(X∗)/(2dˆ2σˆ1) as well. Theorem 1 gave the same
approximation for n(p − k)Tk(X)/(2dˆ2σˆ1). For the PCA-I strategy applied to
the covariance matrix, similar arguments can be used to get the same approxi-
mations for the distributions of n(p−k)Tk(X∗)/(2dˆ2) and n(p−k)Tk(X)/(2dˆ2).
In practice, the exact p-values are not computed but estimated as follows.
Let T = T (X) be a test statistic for H0k such as Tk, that is, the variance of
the p − k smallest eigenvalues of Ŝ. If X∗1, ...,X∗M are independent bootstrap
samples of size n as described above and T ∗i = T (X
∗
i ), i = 1, ...,M , then the
bootstrap p-value is given by
pˆ =
#(T ∗i ≥ T ) + 1
M + 1
.
Note that, conditioned on X, pˆ is a random variable whose variance around the
true p-value can be estimated by 1M pˆ(1− pˆ).
3.4 A simulation study
In the simulation study for the bootstrap tests we wish to estimate the un-
known rejection probability with a nominal level α at any distribution F . For
the estimation we use N repetitions, that is, N independent random samples
X1, ...,XN ∈ Rn×p from F and, for each repetition, we generate M bootstrap
samples denoted by X∗i1, ...,X
∗
iM ∈ Rn×p, i = 1, ..., N . The observed bootstrap
p-values then are
pˆi =
∑M
j=1 I(T (X
∗
ij) ≥ T (Xi)) + 1
M + 1
, i = 1, ..., N.
For the ith sampleXi, the null hypothesis is rejected if pˆi ≤ α and the estimated
rejection rate based on X1, ...,XN is
βˆ =
1
N
N∑
i=1
I (pˆi ≤ α) .
Then βˆ is unbiased estimate of β = P (pˆi ≤ α), the power at F , which slightly
depends on M and its variance has an upper limit 14N . For our choice N = 2000,
the upper limit for the standard deviation is then 0.011. In our simulations we
use M = 200 but a larger value of M , say M = 500, is naturally recommended
in an analysis of a single data set.
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The problem of dimension reduction with PCA often arises in the case of a
latent factors model x = Az+, whereA ∈ Rp×q, q < p, is a matrix of loadings,
the latent random vector z ∈ Rq is seen as the signal, and  independent of z is
an additive p-variate noise. An example is a classical factor analysis model with
z ∼ N(0, Iq) and  ∼ N(0, σ2Ip) (equal uniqueness for all marginal variables).
The so called noisy independent component (ICA) model is obtained if z has
mutually independent non-Gaussian components and again  ∼ N(0, σ2Ip). In
both cases the noise part is subspherical and we wish to make inference on the
dimension q of the signal space. In our simulations, we have the following three
simulation settings with q = 3 and dimensions p = 6 and p = 15.
M1: The factor analysis model with A ∈ Rp×3 having the only three non-zero
elements a11 =
√
2 and a22 = a33 = 1. σ
2 = 1.
M2: A noisy ICA model withA ∈ Rp×3 having the only three non-zero elements
a11 =
√
2 and a22 = a33 = 1. z has the three standardized independent
components, exponential, χ21 and t5. σ
2 = 1.
M3: An elliptical p-variate t5 distribution with Cov(x) = diag(3, 2, 2, 1, . . . , 1).
In all three models the covariance matrix of x is diag(3, 2, 2, 1, . . . , 1) and
models M1 and M3 state an elliptical distribution. The sample covariance ma-
trix is optimal only for the model M1. We also use the Tyler’s shape matrix
(Tyler, 1987) together with the companion location estimate, the spatial me-
dian; the pair of the estimates is called the Hettmansperger-Randles (HR) es-
timate (Hettmansperger and Randles, 2002). The HR estimate is expected to
be more efficient for heavy-tailed distributions such as the t5 distribution in
the model M3. Tyler’s shape matrix is diagonal in models M1 and M3 but
only block-diagonal in M2 but the p − q smallest eigenvalues are equal in all
cases, see Nordhausen and Tyler (2015). For a discussion of robustness and
computational issues in bootstrapping see for example Saliban-Barrera and Za-
mar (2002); Saliban-Barrera et al. (2005). In general, the computation of the
M-estimators such as Tyler’s shape matrix is fast for a single data set, see e.g.
Du¨mbgen et al. (2016). In our simulations we however adopt, in the spirit of
fast and robust bootstrap, a 3-step fixed-point estimates (Taskinen and Oja,
2016) for the bootstrap samples X∗ij starting with an estimate from the original
data set Xi and utilizing the bootstrap sample X
∗
ij when updating the estimate
three times.
In the simulation we use the asymptotic and bootstrap (strategies PCA-I
and PCA-II) tests that use the covariance matrix and Tyler’s shape matrix.
Schott’s asymptotic test (Schott, 2006) (with a finite-sample correction) is used
as a standard reference test although it is expected to work well only under the
model M1. The estimated rejection rates for α = 0.05 for false H02 and true
H03 based on N = 2000 repetitions are reported for the dimensions p = 6, 15
and sample sizes n = 50, 100, 500, 1000. (In all cases, the rejection rates for H04
tend to be much smaller than those for H03 and are not reported here.) In M1
we computed both the Tyler’s original shape matrix and its 3-step version in
the bootstrapping.
Consider first the results in the multivariate normal case (M1) in Tables 1
and 2. Schott’s test seems to give slightly smaller size and power estimates than
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p n Schott Covariance matrix Tyler’s shape matrix
Asymp PCA-I PCA-II Asymp PCA-I PCA-I PCA-II PCA-II
full 3-step full 3-step
6 50 0.2295 0.3530 0.2965 0.3010 0.1790 0.1810 0.2365 0.1695 0.2205
100 0.6560 0.7470 0.7085 0.7190 0.5295 0.5370 0.5785 0.5310 0.5685
500 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
15 50 0.0687 0.2867 0.1067 0.1230 0.2290 0.0920 0.1903 0.0910 0.1873
100 0.2510 0.5130 0.3850 0.4010 0.3960 0.3130 0.3650 0.3120 0.3670
500 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Table 1: Rejection rates for false H02 in the multivariate normal case (M1).
p n Schott Covariance matrix Tyler’s shape matrix
Asymp PCA-I PCA-II Asymp PCA-I PCA-I PCA-II PCA-II
full 3-step full 3-step
6 50 0.0375 0.0590 0.0460 0.0500 0.0400 0.0500 0.0660 0.0445 0.0635
100 0.0500 0.0635 0.0530 0.0570 0.0480 0.0540 0.0760 0.0520 0.0695
500 0.0470 0.0505 0.0395 0.0495 0.0565 0.0560 0.0670 0.0545 0.0645
1000 0.0485 0.0510 0.0425 0.0495 0.0455 0.0465 0.0530 0.0445 0.0485
15 50 0.0173 0.0843 0.0143 0.0233 0.0667 0.0150 0.0480 0.0180 0.0463
100 0.0260 0.0710 0.0360 0.0420 0.0710 0.0430 0.0650 0.0460 0.0670
500 0.0470 0.0550 0.0435 0.0510 0.0525 0.0490 0.0540 0.0490 0.0540
1000 0.0470 0.0510 0.0415 0.0485 0.0450 0.0455 0.0525 0.0420 0.0510
Table 2: Rejection rates for true H03 in the multivariate normal case (M1).
the asymptotic test based on the covariance matrix. The sizes of both asymp-
totic tests seem to be close to the nominal value except for the small-n-large-p
cases, and the asymptotic test based on the covariance matrix is superior to the
test based on Tyler’s shape matrix. The results for the bootstrap and asymp-
totic versions of the tests seem similar, again except for the small-n-large-p
cases where the bootstrap tests are more conservative. The full Tyler’s estimate
suffers from the sparsity of the data more than the 3-step version. Therefore,
for the models M2 and M3, we compute the results for the much faster 3-step
version only.
The simulation results for the noisy ICA model (M2) are reported in Tables
3 and 4. In these cases, the asymptotic tests work well although the estimate of
unknown σ1 is not consistent under this model assumption. The behavior of the
bootstrap tests as compared to the asymptotic tests is similar as in the previous
case; only the PCA-II strategy is valid in this case and also seems better here
than the PCA-I strategy.
In the model M3 the observations come from an elliptic heavy-tailed t5 dis-
tribution, see the results in Tables 5 and 6. Although the fourth moments are
bounded, the convergence towards the limiting distribution for the test statis-
tic based on the covariance matrix is extremely slow and the asymptotic tests
completely fail for large p. Due to outliers in the sparse data, the discrete boot-
strap null distributions have the outliers as well which can be even multiplied in
the bootstrap samples. Therefore also the bootstrap tests using the covariance
matrix fail for large p. In the spirit of robust and fast bootstrap, the 3-step
Tyler’s shape matrix seem to work very well and provides most reliable tests in
all cases, especially for large dimensions. Other k-step versions of this estimate
would deserve further considerations.
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p n Schott Covariance matrix Tyler’s shape matrix
Asymp PCA-I PCA-II Asymp PCA-I PCA-II
6 50 0.2040 0.2510 0.2340 0.2385 0.1040 0.1505 0.1445
100 0.5740 0.5895 0.6030 0.6150 0.3055 0.3620 0.3595
500 1.0000 1.0000 1.0000 1.0000 0.9965 0.9955 0.9965
1000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
15 50 0.0590 0.2505 0.1020 0.1215 0.1750 0.1450 0.1355
100 0.2195 0.4370 0.3495 0.3545 0.2825 0.2680 0.2610
500 0.9985 1.0000 1.0000 0.9995 0.9930 0.9925 0.9930
1000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Table 3: Rejection rates for false H02 in the noisy ICA case (M2).
p n Schott Covariance matrix Tyler’s shape matrix
Asymp PCA-I PCA-II Asymp PCA-I PCA-II
6 50 0.0370 0.0415 0.0340 0.0460 0.0235 0.0530 0.0455
100 0.0420 0.0335 0.0360 0.0455 0.0340 0.0575 0.0530
500 0.0505 0.0320 0.0380 0.0550 0.0495 0.0610 0.0555
1000 0.0535 0.0320 0.0370 0.0535 0.0545 0.0620 0.0620
15 50 0.0145 0.0785 0.0160 0.0235 0.0510 0.0380 0.0390
100 0.0235 0.0530 0.0310 0.0375 0.0385 0.0470 0.0405
500 0.0470 0.0435 0.0475 0.0505 0.0645 0.0685 0.0605
1000 0.0470 0.0335 0.0405 0.0430 0.0580 0.0575 0.0510
Table 4: Rejection rates for true H03 in the noisy ICA case (M2).
3.5 An example
The standard repeated measures ANOVA needs the assumption of spherical
multivariate normality. Sphericity has then been defined both in terms of the
variances of difference scores and in terms of the variances and covariances of
orthogonal contrasts to be used in the analysis, see e.g. Lane (2016). Prelim-
inary testing for sphericity or subsphericity is then of interest in this context.
Subsphericity indicates that there are no latent subgroups or clusters in that
part of the data, and the subspherical part may then be seen simply as noise.
To illustrate the methodology we use some data from the LASERI study (Car-
divascular risk in young Finns study) which is available in the R package ICSNP
(Nordhausen et al., 2015). To collect these data, 223 subjects took part in a
tilt-table test. For the first ten minutes the subjects were lying on a motorized
table in a supine position, then the table was tilted to a head-up position for five
minutes, and thereafter returned to the supine position for the last five min-
utes. Various hemodynamic variables were measured during the experiment.
The variable considered here consists of the four measurements of the systemic
vascular resistance index (SVRI) on all subjects. The four time points were (i)
the tenth supine minute before the tilt, the (ii) second and (iii) fifth minute
during the tilt and (iv) the fifth minute in supine position after the tilting. The
223 SVRI values at the 4 time points are shown in Figure 1 (left figure).
We use the same scatter matrices as in the simulation study: The eigenval-
ues of the sample covariance matrix and Tyler’s shape matrix are 982935.95,
176465.68, 36213.91, 25865.65 and 8.94, 1.78, 0.30, 0.21, respectively, and the
corresponding eigenvectors are the columns of
−0.48 0.46 −0.42 0.62
−0.51 −0.53 −0.56 −0.38
−0.52 −0.44 0.64 0.36
−0.50 0.56 0.31 −0.59
 and

−0.47 0.52 −0.13 0.70
−0.51 −0.48 −0.70 −0.11
−0.53 −0.47 0.69 0.12
−0.48 0.52 0.10 −0.70
 .
Both scatter matrices seem to suggest that q = 2 and that the principal com-
ponents are (close) to the average and the contrast comparing the supine and
tilted positions and the two contrasts within positions. The suggestion q = 2 is
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p n Schott Covariance matrix Tyler’s shape matrix
Asymp PCA-I PCA-II Asymp PCA-I PCA-II
6 50 0.4170 0.2525 0.3015 0.2865 0.1835 0.2445 0.2320
100 0.7730 0.4570 0.5575 0.5460 0.5380 0.6050 0.5920
500 1.0000 0.9910 0.9965 0.9985 1.0000 1.0000 1.0000
1000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
15 50 0.6890 0.6605 0.6420 0.2895 0.2025 0.1645 0.1595
100 0.9595 0.6945 0.8360 0.4890 0.4155 0.3915 0.3920
500 1.0000 0.9955 0.9985 0.9790 1.0000 1.0000 1.0000
1000 1.0000 1.0000 1.0000 0.9990 1.0000 1.0000 1.0000
Table 5: Rejection rates for false H02 in the t5 elliptical case (M3).
p n Schott Covariance matrix Tyler’s shape matrix
Asymp PCA-I PCA-II Asymp PCA-I PCA-II
6 50 0.1290 0.0575 0.0855 0.0895 0.0320 0.0580 0.0560
100 0.2060 0.0530 0.0945 0.0950 0.0380 0.0605 0.0605
500 0.3520 0.0550 0.0755 0.0795 0.0500 0.0565 0.0570
1000 0.4195 0.0640 0.0750 0.0780 0.0500 0.0630 0.0600
15 50 0.4190 0.3770 0.3500 0.1665 0.0650 0.0455 0.0465
100 0.7515 0.2655 0.4895 0.2270 0.0490 0.0485 0.0445
500 0.9765 0.1910 0.4030 0.1855 0.0525 0.0545 0.0525
1000 00.9905 0.1630 0.2920 0.1365 0.0470 0.0485 0.0480
Table 6: Rejection rates for true H03 t5 elliptical case (M3).
supported by the p-values for H00, H01 and H02 using the two scatter matrices
and three testing strategies, see Table 7. The estimated signal and noise parts
of the data using Tyler’s scatter matrix are given in Figure 1 (right figure).
Cov Tyler’s shape matrix
Asymp PCA-I PCA-II Asymp PCA-I PCA-II
H00 0.000 0.002 0.002 0.000 0.002 0.002
H01 0.000 0.002 0.002 0.000 0.002 0.002
H02 0.104 0.130 0.142 0.064 0.072 0.064
Table 7: The p-values for H00-H02 using two scatter matrices and three testing
strategies for the SVRI data.
4 Testing for subspace dimension in FOBI
4.1 The model, null hypothesis and test statistic
In the independent component (IC) model it is assumed that X = (x1, ...,xn)
′
is a random sample from a distribution of
x = Az + b
where A ∈ Rp×p is non-singular, b ∈ Rp, and z is a random p-vector with
independent components standardized so that E(z) = 0 and Cov(z) = Ip. We
further assume that z = (z′1, z
′
2)
′ where the components of z1 ∈ Rq (signal)
are non-Gaussian and the components of z2 ∈ Rp−q (noise) are Gaussian. The
general idea then is to make inference on the unknown q, 0 ≤ q ≤ p, and to
estimate the non-Gaussian signal and Gaussian noise subspaces. In this chapter
we discuss some recent tests and estimates for q introduced in Nordhausen et al.
(2017) that are based on the joint use of the covariance matrix and the matrix
of fourth moments. Throughout this chapter we therefore need to assume that
the fourth moments of z exist.
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Figure 1: Left figure: The original data set consisting of the SVRI values mea-
sured on 223 subjects at 4 time points. Right figure: The estimated signal part
(upper curves) and noise part (lower part) of the same data set.
In the independent component analysis (ICA) it is usually assumed that q is
p−1 or p. If 1 ≤ q ≤ p is allowed as in our case, the approach is sometimes called
non-Gaussian independent component analysis (NGICA). In the non-Gaussian
component/subspace analysis (NGCA), z1 and z2 are independent, z1 is non-
Gaussian and z2 is Gaussian, that is, there is no a1 ∈ Rq such that a′1z1 has
a normal distribution while a′2z2 has a normal distribution for all a2 ∈ Rp−q.
The components of z1 are thus allowed to be dependent in the NGCA model.
See Blanchard et al. (2005), Theis et al. (2011) and Nordhausen et al. (2017).
In fourth order blind identification (FOBI) an unmixing matrix W ∈ Rp×p
and a diagonal matrix D ∈ Rp×p are found such that
WS1W
′ = Ip and WS2W ′ = D
where S1 = E [(x− E(x))(x− E(x))′] and S2 = E
[
r2(x− E(x))(x− E(x))′]
with r2 = (x − E(x))′S−11 (x − E(x)) is the scatter matrix based on fourth
moments. The matrix W is called an unmixing matrix as Wx has independent
components under the assumption that E(z41), ..., E(z
4
q ) are distinct from one
another and from 3 (normal case). Write U ′ = WS1/21 . As U
′U = Ip, U is
orthogonal and W = U ′S−1/21 . If
R := S
−1/2
1 S2S
−1/2
1 ,
then WS1/2RS1/2W ′ = U ′RU = D and U is therefore obtained from the
eigen-decomposition R = UDU ′. The eigenvalue di in D is then p + 2 if
and only if E(z4i ) = 3, i = 1, ..., p, and, under mild assumptions, the eigenval-
ues can be used to separate the Gaussian and non-Gaussian components. As
W (FAx)Ax and W (Fx)x are the same up to sign changes, location shifts and
perturbations of the coordinates and the ordered eigenvalues of D(FAx) and of
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D(Fx) are the same, we can in our derivations assume without any loss of gen-
erality that A = Ip, b = 0 and S1 = Ip, S2 = R = D = diag(D1, (p+2)Ip−q).
For our approach, we also need the assumption that the diagonal elements in
D1 are distinct from p+ 2.
Let X = (x1, ...,xn)
′ be a random sample from the stated independent
component model with q non-Gaussian and p − q Gaussian independent com-
ponents with an unknown dimension q. Write Ŝ1, Ŝ2 and R̂ for the values of
functionals S1, S2 and R, respectively, at the empirical distribution of X. If√
n(Ŝ1 − Ip) = OP (1) and
√
n(Ŝ2 −D) = OP (1) then, by Slutsky’s theorem,
√
n(R̂−D) = √n(Ŝ2 −D)− 1
2
[√
n(Ŝ1 − Ip)D +D
√
n(Ŝ1 − Ip)
]
+ oP (1)
and the limiting multivariate normality of
√
nvec(R̂−D) follows from the joint
limiting multivariate normality of
√
nvec(Ŝ1 − Ip, Ŝ2 −D) which holds if the
eight moments of z exist. We wish to test the null hypothesis
H0k : exactly p− k eigenvalues in D are p+ 2
stating that the dimension of the signal space is k. To test the null hypothesis
H0k, we use the test statistic
Tk := min
U∈Op×(p−k)
m2
(
U ′(R̂− (p+ 2)Ip)U
)
= min
U∈Op×(p−k)
m1
(
U ′(R̂− (p+ 2)Ip)2U
)
.
Recall that Kankainen et al. (2007) used T0 = m2
(
R̂− (p+ 2)Ip
)
to test for
full multivariate normality of x. If
Ûk = arg min
U∈Op×(p−k)
m1
(
U ′(R̂− (p+ 2)Ip)2U
)
,
then, again according to the Poincare´ separation theorem, a solution of Ûk is
the matrix of the eigenvectors associated with the p − k eigenvalues of R that
are closest to p+ 2. We can then also write
Tk = m2
(
Û
′
k(R̂− (p+ 2)Ip)Ûk
)
= s2
(
Û
′
kR̂Ûk
)
+
[
m1
(
Û
′
kR̂Ûk
)
− (p+ 2)
]2
and Û
′
kŜ
−1/2
1 x is, under H0k, an estimate for the Gaussian noise vector.
4.2 Asymptotic tests for dimension
Consider the independent component model and, without loss of generality,
presume A = Ip and b = 0. Let q denote the dimension of the non-Gaussian
signal space, and denote the corresponding partition by
R̂ =
(
R̂11 R̂12
R̂21 R̂22
)
.
We then have the following result.
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Lemma 2. Under the previously stated assumptions and under H0q,
nTq = n ·m2
(
R̂22 − (p+ 2)Ip−q
)
+OP (n
−1/2)
= n · s2
(
R̂22
)
+ n
[
m1(R̂22)− (p+ 2)
]2
+OP (n
−1/2).
Note that the first term in the sum on the second row provides a test statistic
for the equality of p−q eigenvalues closest to p+2 and the second term measures
the deviation of their average from p+2 (Gaussian case). Under our assumptions
and under H0q, these two random variables are asymptotically independent and
we have the following.
Theorem 3. Under the previously stated assumptions and under H0q,
n(p− q)Tq →d 2σ1χ21
2 (p−q−1)(p−q+2) + (2σ1 + σ2(p− q))χ
2
1
with independent chi squared variables χ21
2 (p−q−1)(p−q+2)
and χ21 and
σ1 = V ar
(‖z‖2)+ 8 and σ2 = 4.
Recall that Tq = Tq,1+Tq,2 where Tq,1 = s
2(Û
′
qR̂Û q) and Tq,2 = [m1
(
Û
′
qR̂Û q
)
−
(p + 2)]2 provide two asymptotically independent test statistics for H0q as
seen from the proof of the theorem. Under the assumptions in Theorem 3,
n(p− q)Tq,1 →d 2σ1χ21
2 (p−q−1)(p−q+2)
and n(p− q)Tq,2 →d (2σ1 + σ2(p− q))χ21.
For deriving the values of σ1 and σ2, see the appendix in Nordhausen et al.
(2017). They show that the result is true even in the wider NGCA model. As
seen in the proof, σ1 = AsV ar((R̂22)12) and σ2 = AsCov((R̂22)11, (R̂22)22). In
the independent component model, we simply have σ1 =
∑p
k=1E(z
4
k)−p+8 with
a consistent estimate σˆ1a =
1
n
∑n
i=1
∑p
k=1(zˆi)
4
k − p+ 8 where zˆi = Ŵ (xi − x¯),
i = 1, ..., n. In the wider NCGA model, the parameter σ1 can be consistently
estimated by σˆ1b =
1
n
∑n
i=1 ‖zˆi‖4 − p2 + 8. Both estimates, σˆ1b and σˆ1b, are
consistent in the case of the independent component model even for unknown
q.
To estimate q, we consider the joint limiting behavior of test statistics n(p−
k)Tk for H0k, k = 0, ..., p− 1, but under true H0q. For k = 0, 1, ..., p− 1, write
T ∗k = m2
(
(0, Ip−k)(R̂− (p+ 2)Ip)(0, Ip−k)′
)
.
Then Tk ≤ T ∗k , k = 0, ..., p − 1, and we have the following (Nordhausen et al.,
2017).
Theorem 4. Under the previously stated assumptions and under H0q,
(i) for k < q, Tk →P ck for some c1, ..., cq−1 > 0,
(ii) for k = q, n(p− k)Tk →d Ck, and
(iii) for k > q, n(p− k)Tk ≤ n(p− k)T ∗k →d Ck
where
Ck ∼ 2σ1χ2(p−k−1)(p−k+2)/2 + (2σ1 + σ2(p− k))χ21
with independent chi squared variables χ2(p−k−1)(p−k+2)/2 and χ
2
1 and σ1 and σ2
as in Theorem 6.
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As in PCA, a consistent estimate qˆ of the unknown dimension q can be based
on sequential testing using the test statistics Tk and corresponding critical values
ck,n, k = 0, ..., p − 1, as suggested in the following. Other (top-down or divide
and conquer) strategies again provide alternative consistent estimates.
Corollary 2. For all k = 0, ..., p − 1, let (ck,n) be a sequence of positive real
numbers such that ck,n → 0 and nck,n →∞ as n→∞. Then
P(Tk ≥ ck,n) →
{
1, if k < q ;
0, if k ≥ q,
and
qˆ = min{k : Tk < ck,n} →P q.
4.3 Bootstrap tests for dimension
Let q denote the true dimension and consider the test statistic Tk = m2
(
Û
′
k(R̂− (p+ 2)Ip)Ûk
)
for H0k, k = 0, ..., p− 1. In the following we also need
P̂ k = Ŝ
1/2
1 ÛkÛ
′
kŜ
−1/2
1 and Q̂k = Ip − P̂ k,
which are the estimated projection matrices (with respect to Mahalanobis inner
product) to the noise and signal subspaces, respectively.
To obtain the p-value for Tk, the bootstrap samples are generated, as in
PCA, from a distribution for which the null hypothesis H0k is true under the
stated model (even if k 6= q) and which is as similar as possible to the empirical
distribution of X. We suggest again two procedures. The first one is for testing
the hypothesis H0k in the IC model and the second one in the wider NGCA
model, see Nordhausen et al. (2017). The bootstrap p-values are obtained as in
PCA with M bootstrap samples.
Bootstrap strategy FOBI-I (IC model):
1. Start with centered X ∈ Rn×p and compute x¯ and Ŵ = (Ŵ ′1, Ŵ
′
2)
′ where
Ŵ 2 = Û
′
kŜ
−1/2
1 .
2. Write Ẑ = (X−1nx¯′)Ŵ
′
and further Ẑ = (Ẑ1, Ẑ2) where Ẑ2 ∈ Rn×(p−k).
3. Let Z∗1 ∈ Rn×k for a matrix of independent componentwise bootstrap sam-
ples of size n from Ẑ1.
4. Let Z∗2 ∈ Rn×(p−k) be a random sample of size n from Np−k(0, Ip−k).
5. Write Z∗ = (Z∗1,Z
∗
2).
6. Write X∗ = Z∗(Ŵ
′
)−1 + 1nx¯′.
Bootstrap strategy FOBI-II (NGCA model):
1. Starting with X ∈ Rn×p, compute x¯, Ŝ1, Ŝ2, R̂, Ûk, P̂ k and Q̂k.
2. Take a bootstrap sample X˜ = (x˜1, . . . , x˜n)
′ of size n from X.
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3. For the noise space to be Gaussian, transform
x∗i = [Q̂k(x˜i − x¯) + Ŝ
1/2
1 Ûkoi] + x¯, i = 1, ..., n,
where o1, . . . ,on are iid from Np−k(0, Ip−k).
4. X∗ = (x∗1, ...,x
∗
n)
′.
In the case of the FOBI-I strategy, the bootstrap null distribution Fk,n(x)
is the average
1
nk
n∑
i1,...,ik=1
Eoi1...ik
[
I
(
Ŵ
−1
(
(ei1 , ..., eik)
′(X − 1nx¯′)Ŵ
′
1
oi1...ik
)
+ x¯ ≤ x
)]
where the oi1...ik ’s are from Np−k(0, Ip−k) and the ei’s (with the ith element one
and other elements zero) are in Rn, and in the FOBI-II strategy, the bootstrap
samples for H0k are generated from the distribution Fk,n(x) that is the average
1
n
n∑
i=1
Eoi
[
I
(
[Q̂k(xi − x¯) + Ŝ
1/2
1 Ûkoi] + x¯ ≤ x
)]
where o1, . . . ,on ∼ Np−k(0, Ip−k).
As in the PCA bootstrap asymptotics, let X∗N be a random sample of size
N from Fn,k. As these observations come from the ICA and NGCA models,
respectively, with true H0k and known (data based) parameters σ1 = σˆ1a or
σ1 = σˆ1b and σ2 = 4, the limiting (conditional and unconditional) distribution
of NTk(X
∗
N ) is as given in Theorem 3. For large n, the limiting distribution
then provides the approximation for nTk(X
∗) as well.
4.4 A simulation study
To compare the asymptotic and bootstrap tests, we consider the independent
component models where z1, ...,zn ∈ Rp have the following marginal signal
distributions:
M1: exponential, χ22, uniform, normal, ..., normal
M2: exponential, χ22, t5, normal, ..., normal
Hence, q = 3 in both cases and we use the dimensions p = 6 (3 Gaussian com-
ponents) and p = 15 (12 Gaussian components). The only difference between
the models M1 and M2 is that, in the model M2 the uniform distribution (low
kurtosis) is replaced by the t5 distribution (high kurtosis). As the tests only
use the eigenvalues of D̂, the simulation results are the same for any choices of
A and b. For the simulations in the case of the NCGA model, see Nordhausen
et al. (2017).
We compare the four tests with p-values obtained from (i) the asymptotic
null distribution using σˆ1a (Asy1) , (ii) the asymptotic null distribution using σˆ1b
(Asy2), (iii) the bootstrap null distribution using the strategy FOBI-I (Boot1),
and (iv) the bootstrap null distribution using the strategy FOBI-II (Boot2) .
20
Note that Asy1 and Boot1 assume the IC model while Asy2 and Boot2 are valid
in the wider NGCA model.
For all samples X ∈ Rn×p generated from models M1 and M2, the p-values
based on the asymptotic null distribution (Asy1, Asy2) and the bootstrap p-
values based on M = 200 bootstrap samples (Boot1, Boot2) were computed,
and the sampling of X and computation of p-values was repeated 2000 times.
The null hypothesis was rejected if the observed p-value is smaller than 0.05.
Tables 8-11 report the average proportions of rejections for H02, H03 (true) and
H04 in 2000 repetitions. All simulations were also repeated using M = 500.
The changes in the results were negligible and therefore not reported here.
H02 H03 (true) H04
p n Asy1 Boot1 Asy1 Boot1 Asy1 Boot1
6 200 0.086 0.404 0.006 0.107 0.000 0.066
500 0.687 0.845 0.026 0.068 0.001 0.039
1000 0.994 0.996 0.044 0.062 0.002 0.038
2000 1.000 1.000 0.052 0.063 0.004 0.038
5000 1.000 1.000 0.061 0.066 0.003 0.041
10000 1.000 1.000 0.050 0.051 0.005 0.043
15 200 0.002 0.073 0.000 0.058 0.000 0.045
500 0.033 0.129 0.002 0.096 0.000 0.067
1000 0.125 0.210 0.016 0.121 0.000 0.067
2000 0.502 0.562 0.044 0.096 0.002 0.055
5000 0.997 0.999 0.071 0.079 0.005 0.058
10000 1.000 1.000 0.073 0.077 0.007 0.062
Table 8: Rejection rates for H02-H04 in the model M1 with two dimensions
p = 6, 15 and sample sizes n = 200, ..., 10000. The tests Asy1 and Boot1 assume
the independent component model.
In the following we comment on the simulation results in Tables 8–11. For
the true null hypothesis, p = 6 and n ≥ 1000, all rejection rates are close to
the target size value 0.05. For large p and small n, the null rejection rates of
the bootstrap tests are much closer to the target value 0.05 than the rejection
rates of the asymptotic tests. This is due to the fact that the asymptotic tests
neglects the variation coming form the estimation of the subspace which is hard
in this case. Theorem 6(iii) implies that, for k > q, the p-values obtained from
the asymptotic null distribution tend to be large and the rejection rates are then
expected to be smaller than the target value 0.05. The same seems to be true
for the bootstrap tests although Boot1 yields rejection rates which are quite
close to 0.05. For k < q, the powers naturally increase with n and decrease with
p. For simulations for the NGCA model, see also Nordhausen et al. (2017). To
conclude, if one does not trust in the IC model, it is safe and valid to use Asy2
and Boot2 that are valid also in the wider MGCA model.
4.5 An example
ICA is often illustrated using mixed images. Following this tradition, we mix 6
grey scale images: Two of the images are the pictures of a cat and a forest road,
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H02 H03 (true) H04
p n Asy2 Boot2 Asy2 Boot2 Asy2 Boot2
6 200 0.128 0.333 0.008 0.065 0.000 0.017
500 0.723 0.800 0.020 0.052 0.001 0.013
1000 0.996 0.996 0.037 0.053 0.001 0.014
2000 1.000 1.000 0.041 0.049 0.004 0.012
5000 1.000 1.000 0.052 0.055 0.002 0.011
10000 1.000 1.000 0.039 0.042 0.003 0.013
15 200 0.001 0.043 0.000 0.024 0.000 0.012
500 0.038 0.074 0.002 0.046 0.000 0.024
1000 0.154 0.141 0.012 0.053 0.000 0.018
2000 0.533 0.471 0.032 0.057 0.001 0.016
5000 0.998 0.997 0.049 0.059 0.002 0.019
10000 1.000 1.000 0.045 0.051 0.004 0.014
Table 9: Rejection rates for H02-H04 in the model M1 with two dimensions
p = 6, 15 and sample sizes n = 200, ..., 10000. The tests Asy2 and Boot2 are
valid in the wider NGCA model.
H02 H03 (true) H04
p n Asy1 Boot1 Asy1 Boot1 Asy1 Boot1
6 200 0.326 0.493 0.006 0.120 0.000 0.073
500 0.808 0.861 0.028 0.093 0.002 0.059
1000 0.980 0.987 0.043 0.078 0.003 0.043
2000 1.000 1.000 0.043 0.055 0.002 0.038
5000 1.000 1.000 0.045 0.055 0.002 0.034
10000 1.000 1.000 0.049 0.053 0.002 0.039
15 200 0.038 0.203 0.000 0.082 0.000 0.060
500 0.371 0.534 0.005 0.103 0.000 0.065
1000 0.777 0.830 0.018 0.084 0.001 0.065
2000 0.986 0.989 0.030 0.059 0.001 0.046
5000 1.000 1.000 0.035 0.050 0.004 0.046
10000 1.000 1.000 0.040 0.050 0.002 0.034
Table 10: Rejection rates for H02-H04 in the model M2 with two dimensions
p = 6, 15 and sample sizes n = 200, ..., 10000. The tests Asy1 and Boot1 assume
the independent component model.
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H02 H03 (true) H04
p n Asy2 Boot2 Asy2 Boot2 Asy2 Boot2
6 200 0.310 0.470 0.005 0.051 0.000 0.018
500 0.796 0.853 0.022 0.057 0.002 0.019
1000 0.979 0.985 0.033 0.057 0.001 0.013
2000 0.999 1.000 0.035 0.049 0.002 0.012
5000 1.000 1.000 0.042 0.044 0.002 0.007
10000 1.000 1.000 0.045 0.049 0.002 0.008
15 200 0.033 0.157 0.001 0.031 0.000 0.018
500 0.363 0.502 0.002 0.035 0.000 0.012
1000 0.762 0.810 0.011 0.044 0.001 0.015
2000 0.985 0.987 0.018 0.038 0.000 0.008
5000 1.000 1.000 0.029 0.035 0.003 0.013
10000 1.000 1.000 0.035 0.039 0.001 0.009
Table 11: Rejection rates for H02-H04 in the model M2 with two dimensions
p = 6, 15 and sample sizes n = 200, ..., 10000. The tests Asy2 and Boot2 are
valid in the wider NGCA.
available in the R package ICS (Nordhausen et al., 2008), and the remaining
four images are just Gaussian noise. The images have 130× 130 pixels and the
six original images can be presented as a matrix Z ∈ Rn×p with n = 16900
pixels and p = 6 rows. The observed mixed images are then X = ZA′ + 1nb′
and the idea is to recover the two (signal) images. Note that the rows of X are
not independent in this example but FOBI uses the marginal distribution of the
column elements rather than their joint distribution.
Figure 2: The first three images in Z (upper row) and in Ẑ (lower row).
The first three columns of the Z and Ẑ = XŴ
′
are given on the first and
second row of Figure 2, respectively. Note that the result on the second row
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ICA NGCA
Asymp Boot Asymp Boot
H0,1 0.000 0.002 0.000 0.002
H0,2 0.211 0.082 0.206 0.116
H0,3 0.878 0.940 0.873 0.880
H0,4 0.810 0.778 0.806 0.729
Table 12: The p-values for H01-H04 for the image data.
would be the same for any choices of A and b. The ordered eigenvalues (with re-
spect to the squared deviation from p+2 = 8) of R̂ are 9.00, 8.27, 7.92, 8.04, 7.97
and 8.00. The p-values for H01-H04 both all the tests are given Table 12. Note
that the boostrap tests here use m = 500 bootstrap samples. In this examples
all four tests nicely agree and the false hypothesis H01 is rejected and the true
hypothesis H02 is the first to be accepted at level α = 0.05.
5 Testing for subspace dimension in SIR
5.1 The model, null hypothesis and test statistic
In this chapter we assume that
(y,X) =
((
y1
x1
)
, ...,
(
yn
xn
))′
∈ Rn×(p+1)
is a random sample from a distribution of (y,x′)′ where
x = Az + b,
A ∈ Rp×p is non-singular, b ∈ Rp and z = (z′i, z′2)′ is a random p-vector with
E(z) = 0, Cov(z) = Ip and (y,z′1)′ ⊥ z2. If z1 ∈ Rq and z2 ∈ Rp−q, with q
being the smallest value for which this condition holds, then they correspond
respectively to the signal and noise parts of z.The partition z = (z′i, z
′
2)
′ is then
unique up to transformations z1 → O1z1 and z2 → O2z2 with O1 ∈ Oq×p
and O2 ∈ O(p−q)×(p−q). The aim is again to test and estimate the unknown
dimension q and then find the projections to the well defined signal and noise
subspaces of x.
Remark 1. Note that our assumption (y,z′1)
′ ⊥ z2 is stronger than the reg-
ular assumptions in sliced inverse regression and related methods: In clas-
sical SIR and SAVE approaches the dependence conditions are for example
(i) y ⊥ z2|z1 and E(z2|z1) = 0 a.s. (linearity condition) for SIR and (ii)
y ⊥ z2|z1, E(z2|z1) = 0 and Cov(z2|z1) = Ip−q a.s. for SAVE. Alternative
or additional assumptions needed for easy and tractable asymptotics have been
given in the literature such as the assumption that z is multivariate normal (Li,
1991) or that the conditional covariance Cov(z|y) is constant (Bura and Cook,
2001). See Section 5.2 for more discussion. Under our strong assumption,
bootstrap samples from a true null distributions are easily generated as shown
in Section 5.3.
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In the sliced inverse regression (SIR) one finds a transformation matrix W ∈
Rp×p and a diagonal matrix D ∈ Rp×p such that
WS1W
′ = Ip and WS2W ′ = D
with S1 := E [(x− E(x))(x− E(x))′] and S2 := E [E(x− E(x)|y)E(x− E(x)|y)′].
Under our assumptions, the diagonal elements in D are
d1 ≥ ... ≥ dq ≥ dq+1 = ... = dp = 0.
Again, as in ICA, W = U ′S−1/21 with some orthogonal U ∈ Rp×p and, if
R := S
−1/2
1 S2S
−1/2
1 then U is the matrix of eigenvectors of R.
In practice, the random variable y is replaced by its discrete approximation
as follows. Let S1, . . . ,SH be H disjoint intervals (slices) such that R = S1 +
. . . + SH and let yd :=
∑H
h=1 yhI(y ∈ Sh) for some choices yh ∈ Sh, h =
1, . . . ,H, independent of z. The random variable yd can then be seen as a
discrete approximation of continuous random variable y. (I(y ∈ Sh) = 1 if
y ∈ Sh and zero otherwise.) Then naturally also (yd, z′1)′ ⊥ z2. The sliced
inverse regression (SIR) then just refers to the use of the inverse regression
E(x− E(x)|yd) and the corresponding supervised scatter matrix
S2 = E
[
E(x− E(x)|yd)E(x− E(x)|yd)′]
in the analysis of the data. With this choice of S2, we still have d1 ≥ ... ≥
dq ≥ dq+1 = ... = dp = 0. Next write µ := E(x) and Σ := Cov(x), and
µh := E(x|y ∈ Sh), Σh := Cov(x|y ∈ Sh) and ph = P(y ∈ Sh), h = 1, ...,H.
Then
S1 = Σ and S2 =
H∑
h=1
ph(µh − µ)(µh − µ)′.
Consider next the corresponding sample statistics. For the estimates of S1
and S2, write
Ŝ1 =
1
n
n∑
i=1
(xi − x¯)(xi − x¯)′ and Ŝ2 = 1
n
H∑
h=1
nh(x¯h − x¯)(x¯h − x¯)′
where x¯h =
1
nh
∑n
i=1 xiI(yi ∈ Sh) and nh =
∑n
i=1 I(yi ∈ Sh), h = 1, ...,H.
Note that np ·m1(Ŝ
−1
1 Ŝ2) is the well-known Pillai’s trace statistic for testing
H0 : µ1 = ... = µH under the assumption that Σ1 = ... = ΣH with the limiting
null distribution χ2(H−1)p.
Furthermore, let R̂ = Ŝ
−1/2
1 Ŝ2Ŝ
−1/2
1 . We wish to test the null hypothesis
H0k : d1 ≥ ... ≥ dk > dk+1 = ... = dp = 0
stating that the dimension of the signal space is exactly k. To test the null
hypothesis, we use a natural test statistic that is the average of the p − k
smallest eigenvalues of R̂, that is,
Tk := m1(Û
′
kR̂Ûk)
where the columns of Ûk ∈ Op×(p−k) are the eigenvectors corresponding the
smallest p− k eigenvalues of R̂.
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5.2 Asymptotic tests for dimension
As the eigenvalues of R̂ are invariant under affine transformations, we can as-
sume without loss of generality that (y,X) is a random sample from a SIR
model with A = Ip and b = 0. This implies S1 = Ip and µ = 0. We assume
that the number of slices H > q+ 1, the slices S1, . . . ,SH do not change with n,
and the related S2 = R = D = diag(D1,0) with a full-rank D1 ∈ Rq×q. The
assumption thus states that, with selected H slices and by using SIR, one can
find the full q-dimensional signal space.
Let fh = nh/n, h = 1, ...,H, and write
B̂ = Ŝ
−1/2
1
(√
f1(x¯1 − x¯), · · · ,
√
fH(x¯H − x¯)
)
.
Then R̂ = B̂B̂
′
and, with pi = (
√
p
1
, ...,
√
p
H
)′,
B̂ → B := (µ1, · · · ,µH) diag(pi) =
(
D
1/2
1 0
0 0
)
Q
for some Q ∈ OH×H where Q = (Q′1,Q′2)′ and Q1 ∈ Oq×H satisfies Q1pi = 0.
With the correct Q and correct dimension q, we have the partitions
B̂ =
(
B̂1
B̂2
)
and B̂Q′ =
(
B̂1Q
′
1 B̂1Q
′
2
B̂2Q
′
1 B̂2Q
′
2
)
.
An asymptotic approximation to the distribution of Tq = m1(Û
′
qR̂Û q) can now
be stated as follows.
Lemma 3. Under the previously stated assumptions and under H0q,
n · Tq = n ·m1(B̂2Q′2Q2B̂
′
2) +OP (n
−1/4).
Note that, in this setting, with U ′q = (0, Ip−q),
U ′qR̂U q = B̂2B̂
′
2 = B̂2Q
′
1Q1B̂
′
2 + B̂2Q
′
2Q2B̂
′
2.
Consequently, unlike in Lemmas 1 and 2 for PCA and ICA asymptotics, the
asymptotic approximation given in Lemma 3 is not obtained by simply replacing
Û q by U q within the definition of Tq. The limiting distribution of n(p− q)Tq is
then given in the following.
Theorem 5. Under our assumptions and under H0q, n(p−q)Tq →d χ2(p−q)(H−q−1).
The same limiting distribution is given in Theorem 5.1 in Li (1991) and
in Corollary 1 in Bura and Cook (2001) under the conditional independence
y ⊥ z2|z1 and under the linearity condition E(z2|z1) = 0 a.s.. In the former,
the theorem is stated under an additional assumption that the distribution of
z is multivariate normal, but within the proof it is noted that it in fact holds
if Cov(z2|y) does not depend on y. In the latter, the above theorem is stated
under the additional assumption that Cov(z|y) does not depend on y, but from
their proof it can be noted that they only need this to hold for Cov(z2|y). In
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our setting, this condition obviously holds since z2 ⊥ y. For completeness, a
proof to Theorem 5 is given in the Appendix. Note that for q ≥ H − 1, Tq = 0.
To estimate q, we consider the limiting behavior of test statistics n(p− k)Tk
for H0k, k = 0, ...,H − 1, when in fact H0q is true. We write
T ∗k = m1((Ip−k,0)Û
′
qR̂Û q(Ip−k,0)
′), k = q + 1, ...,H − 1
and then have the following.
Theorem 6. Under the previously stated assumptions and under H0q,
(i) for k < q, Tk →P ck for some c1, ..., cq−1 > 0,
(ii) for k = q, n(p− k)Tk →d χ2(p−q)(H−q−1), and
(iii) for k > q, P(Tk ≤ T ∗k )→ 1 and n(p− k)T ∗k →d χ2(p−k)(H−q−1)
As in PCA and ICA, a consistent estimate qˆ of the unknown dimension q
can found with the bottom-up sequential testing strategy as follows. Again
alternative testing strategies may be used to find computationally faster and
consistent estimates.
Corollary 3. For all k = 0, ...,H − 1, let (ck,n) be a sequence of positive real
numbers such that ck,n → 0 and nck,n → ∞ as n → ∞. Then qˆ = min{k :
Tk < ck,n} →P q.
5.3 A bootstrap test for dimension
We consider the hypotheses H0k saying that the rank of D is k, k = 1, ...,H−1.
Bootstrap samples are then to be generated from a null distribution for which
(y,z′1)
′ ⊥ z2 and z1 ∈ Rk even if the true dimension p 6= k. Bootstrap sampling
from a null distribution obeying the weaker assumptions such as y ⊥ z2|z1 and
E(z2|z1) = 0 and Cov(z2|y) = Ip−k seems much more difficult to carry out and
not developed here. Sampling under our strong assumption is described in the
following.
Bootstrap strategy SIR: Generate from the SIR model.
1. Starting from X, find x¯ and Ŵ = (Ŵ
′
1, Ŵ
′
2)
′ where Ŵ 1 ∈ Rk×p and
write Ẑi = (X − 1nx¯′)Ŵ
′
i, i = 1, 2.
2. Let (y∗,Z∗1) be a bootstrap sample of size n from (y, Ẑ1).
3. Let Z∗2 be a bootstrap sample of size n from Ẑ2.
(Bootstrap samples in 2 and 3 are independent)
4. Write Z∗ = (Z∗1,Z
∗
2).
5. Write (y∗,X∗) =
(
y∗, Ẑ
∗
(Ŵ
′
)−1 + 1nx¯′
)
.
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In other terms, the bootstrap null distribution Fk,n at (y,x
′)′ is now obtained
as the average
1
n2
n∑
i=1
n∑
j=1
I

 y
′ei
Ŵ
−1
(
Ŵ 1(X − 1nx¯′)′ei
Ŵ 2(X − 1nx¯′)′ej
) + ( 0x¯
)
≤
(
y
x
)
where the e’s are in Rn. As for PCA and ICA bootstrap strategies, let X∗N be
a sample of size N from Fk,n for which the null hypothesis H0k and our model
assumptions naturally hold true. Then NTk(X
∗
N )→d χ2(p−k)(H−k−1) and there-
fore, for large n, also the distribution of nTk(X
∗
n) can be approximated by the
same distribution. The estimated bootstrap p-value is obtained as in the previ-
ous cases.
5.4 A simulation study
To compare the bootstrap and asymptotic testing strategies, we consider the
models
M1: y = z1(z1 + z2 + 1) +  or
M2: y = z1/(0.5 + (z2 + 1.5)
2) + 
where  ∼ N(0, 0.25) and z ∼ Np(0, Ip) are independent. We then observe y
and x = Az + b and the results are again the same for any choices of A and
b. We use again the dimensions p = 6 and p = 15 and, in both models, the
dimension of the signal subspace q = 2.
We compare our tests to the asymptotic test implemented in the dr package
(Weisberg, 2002) in R with the same limiting distribution but an automated
computation of the slices (the default number of slices is max {8, p+ 3}). This
test serves here as a standard test choice and is called Asy1. The asymptotic test
Asy2 uses the sample deciles of y to separate the H = 10 slices. In the bootstrap
testing we use the sample deciles in the same way and choose M = 200. Again,
the choice M = 500 would have only a minor effect on the accuracies of the final
rejection rate estimates. Table 13 and Table 14 report the observed rejection
rates forH01, H02 (true) andH03 at the level α = 0.05 overN = 2000 repetitions
for the models M1 and M2, respectively.
The results are as expected and indicate for example that the rejection rates
for true H02 tend to be too small for small sample sizes. The bootstrap test
reaches earlier the nominal level. The two asymptotic tests, Asy1 and Asy2
have different numbers of slices as well as different choices of slices; Asy2 seems
preferable in the considered cases.
5.5 An example
We revisit the Australian Athletes data available in the R package dr (Weis-
berg, 2002). The response variable y is the lean body mass the predictors
in x are given by the logarithms of height (Ht), weight (Wt), red cell count
(RCC), white cell count (WCC), Hematocrit (Hc), Hemoglobin (Hg), plasma
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H01 H02 (true) H03
p n Asy1 Asy2 Boot Asy1 Asy2 Boot Asy1 Asy2 Boot
6 100 0.171 0.162 0.195 0.010 0.008 0.019 0.001 0.000 0.004
200 0.531 0.519 0.536 0.023 0.024 0.038 0.001 0.001 0.008
500 0.987 0.984 0.984 0.036 0.046 0.055 0.001 0.001 0.009
1000 1.000 1.000 1.000 0.055 0.050 0.057 0.001 0.002 0.006
2000 1.000 1.000 1.000 0.045 0.045 0.050 0.002 0.000 0.004
5000 1.000 1.000 1.000 0.055 0.053 0.051 0.001 0.000 0.005
15 100 0.037 0.060 0.086 0.002 0.002 0.010 0.000 0.000 0.001
200 0.165 0.255 0.283 0.009 0.015 0.026 0.001 0.001 0.003
500 0.745 0.855 0.861 0.028 0.028 0.039 0.001 0.001 0.004
1000 0.995 1.000 1.000 0.040 0.056 0.062 0.001 0.001 0.005
2000 1.000 1.000 1.000 0.044 0.045 0.055 0.001 0.000 0.003
5000 1.000 1.000 1.000 0.046 0.048 0.049 0.001 0.002 0.004
Table 13: Rejection rates for H01, H02 (true) and H03 under the model M1 with
two dimensions p = 6, 15 and for two asymptotic tests Asy1 and Asy2 and the
bootstrap test Boot with sample sizes n = 100, ..., 5000. The target level for
H02 is 0.05.
ferritin concentration (Ferr) and sum of skin folds (SSF). The same data was
analysed e.g. by Cook (2004) who developed tests of the hypothesis of no
effect for a selected subset of predictors. The data for all 202 athletes is
shown in Figure 3 and the SIR eigenvalues are, rounding to two decimal places,
0.95, 0.21, 0.11, 0.07, 0.04, 0.02, 0.01 and 0.00.
The observed p values for successive testing of hypotheses H00 to H04 are
reported in Table 15. The number of bootstrap samples was M = 500 and the
bootstrap test as well as the asymptotic test suggest that the signal space has
dimension two. Note that the p-values of the asymptotic tests differ slightly from
those in Cook (2004), perhaps due to different number of slices and different
numbers of observations in slices.
The two signal components are plotted against the response in Figure 4 where
the plotting symbols differ for female and male athletes. The figure nicely shows
that both components contain information about the response.
6 Final remarks
In this paper, we considered three dimension reduction methods based on the
use of a pair of sample matrices, principal component analysis, fourth order
blind identification and sliced inverse regression, and showed how first two mo-
ments of the eigenvalues of one matrix with respect to another can be used to
test for signal (and noise) dimension. The asymptotic null distributions of the
test statistics were given and novel bootstrap strategies were suggested for the
testing problems. The asymptotic and bootstrap tests were compared in sim-
ulations studies and in real data examples. These three methods serve here as
examples and it is obvious that our approach can be extended to other pairs
of scatter matrices tailored for the multivariate semiparametric goodness-of-fit
problems at hand, see e.g. Nordhausen et al. (2011). The R code for all com-
putations in the paper is available upon request from Klaus Nordhausen and
almost all methods are implemented in the R package ICtest (Nordhausen et al.,
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Figure 3: Scatter plot matrix of the Australian athletes data.
30
LBM
−2 −1 0 1 2 3
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l lll
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
ll
l
l
l l
l
l
l
l
l
l
l
lll
l
ll
l
l
ll l
ll
l
l
ll
l
l
40
50
60
70
80
90
l
l
l
ll
ll
ll
l
l
l
l
l
l
l
l
lll
l
l ll l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
−
2
−
1
0
1
2
3
l
l
l ll
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
ll l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l l
l
l
l
l
lll
l
l
ll
l
ll
l
ll
l
l
l
l
l
l
SIC.1 l
l
l ll
ll
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
ll
l
l
l l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
40 50 60 70 80 90
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
−2 −1 0 1 2
−
2
−
1
0
1
2
SIC.2
Figure 4: Scatter plot matrix of the of the two selected SIR components against
the response. Different plotting symbols have been used for men and women.
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H01 H02 (true) H03
p n Asy1 Asy2 Boot Asy1 Asy2 Boot Asy1 Asy2 Boot
6 100 0.350 0.341 0.376 0.020 0.019 0.033 0.002 0.000 0.005
200 0.801 0.817 0.814 0.033 0.037 0.051 0.001 0.001 0.006
500 1.000 1.000 1.000 0.045 0.056 0.064 0.002 0.002 0.005
1000 1.000 1.000 1.000 0.034 0.045 0.048 0.001 0.001 0.007
2000 1.000 1.000 1.000 0.047 0.051 0.047 0.000 0.000 0.003
5000 1.000 1.000 1.000 0.062 0.045 0.047 0.002 0.000 0.002
15 100 0.093 0.149 0.183 0.007 0.009 0.021 0.000 0.000 0.002
200 0.350 0.487 0.518 0.017 0.027 0.037 0.001 0.001 0.005
500 0.966 0.991 0.990 0.035 0.038 0.047 0.001 0.001 0.004
1000 1.000 1.000 1.000 0.040 0.040 0.045 0.000 0.001 0.002
2000 1.000 1.000 1.000 0.037 0.047 0.052 0.000 0.002 0.004
5000 1.000 1.000 1.000 0.048 0.054 0.057 0.001 0.002 0.005
Table 14: Rejection rates for H01, H02 (true) and H03 under the model M2 with
two dimensions p = 6, 15 and for two asymptotic tests Asy1 and Asy2 and the
bootstrap test Boot with sample sizes n = 100, ..., 5000. The target level for
H02 is 0.05.
H00 H01 H02 H03
SIR-I 0.002 0.002 0.090 0.349
Asymp 0.000 0.001 0.121 0.458
Table 15: Australian Athletes Data: p-values for H00-H03 with two testing
strategies.
2017b).
The estimation of the dimension and consistent estimates based on the se-
quential tests with different testing order strategies (bottom-up, top-down, di-
vide and conquer) are introduced in the paper as well. Wide simulation as well
as theoretical studies in various contexts are necessary in the future to compare
the estimates here to other consistent estimates suggested in the literature (Ye
and Weiss, 2003; Zhu et al., 2010; Luo and Li, 2016).
7 Appendix
7.1 Proofs for Section 3
Proof of Lemma 1. Let d̂ = (dˆq+1, . . . , dˆp) denote the r = p − q smallest
ordered eigenvalues of Ŝ and let δ̂ = (δˆ1, . . . , δˆr) denote the ordered eigenvalues
of Ŝ22. Lemma 3.1 in Eaton and Tyler (1991) then states that d̂−δ̂ = OP
(
n−1
)
and, applying Theorem 3.2 in Eaton and Tyler (1991), δ̂ − d1r = OP
(
n−1/2
)
then implies that d̂− d1r = OP
(
n−1/2
)
. Setting P r = Ir − r−11r1′r, we then
have r · Tq = d̂
′
P rd̂ = (d̂ − d1r)′P r(d̂ − d1r) and r · s2(Ŝ22) = δ̂
′
P rδ̂ =
(δ̂ − d1r)′P r(δ̂ − d1r). Hence,
r
(
Tq − s2(Ŝ22)
)
= 2(δ̂ − d1r)′P r(d̂− δ̂) + (d̂− δ̂)′P r(d̂− δ̂),
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which is OP
(
n−3/2
)
+OP
(
n−2
)
= OP
(
n−3/2
)
.
Proof of Theorem 1. By Lemma 1 it is sufficient to consider the limiting
distribution of n · s2(Ŝ22). Let again r = p − q and Z22 =
√
n(Ŝ22 − dIr)/d.
Then
nr · s2(Ŝ22)/d2 = n · vec(Ŝ22)′Γvec(Ŝ22)/d2 = vec(Z22)′Γvec(Z22),
where Γ = Ir2 − r−1vec(Ir)vec(Ir)′ is idempotent. The second identity follows
since Γvec(Ir) = 0. Under H0q, Z22 →d Z with vec(Z) ∼ Nr2(0,Σ), where
Σ = σ1(Ir2 +Kr,r) + σ2vec(Ir)vec(Ir)
′. This implies
nr · s2(Ŝ22)/d2 →d 2σ1z′z, with z = Γvec(Z)/
√
2σ1 ∼ Nr2(0,Σo),
where
Σ0 = Γ
1
2
(Ir2 +Kr,r)Γ =
1
2
(
Ir2 +Kr,r − 2
r
vec(Ir)vec(Ir)
′
)
.
Now Σ0 is symmetric and idempotent with rank(Σ0) = (r
2 + r − 2)/2 = (r +
2)(r− 1)/2, and so z′z ∼ χ2(r+2)(r−1)/2 and the first part of the theorem follows.
The second part follows as Vq is the minimum of the variance over all (p − q)-
subsets of the ordered eigenvalues of Ŝ. The variance of the p − q smallest
eigenvalues, that is, Tq converges in probability to 0, and the variance for any
other
(
p
q
)− 1 choices of subsets converges in probability to a positive constant.
Proof of Theorem 2. (i) Tk converges in probability to the variance of
p−k smallest eigenvalues which is positive for k < q. (ii) is given in the previous
theorem. (iii) follows as, for k = q, ..., p− 1,
Tk =
1
2(p− k)2
p∑
i=k+1
p∑
j=k+1
(dˆi − dˆj)2
≤
(
p− q
p− k
)2
1
2(p− q)2
p∑
i=q+1
p∑
j=q+1
(dˆi − dˆj)2 =
(
p− q
p− k
)2
Tq
7.2 Proofs for Section 4
Proof of Lemma 2. This proof is similar to the proof of Lemma 1. Again
set r = p − q. Rather than using the ordering of the roots given in Section 4,
let λ1, . . . , λp denote the ordered eigenvalues of R, and so for some 0 ≤ m ≤ q,
λm > p + 2, λm+1 = · · · = λm+r = p + 2 and λm+r+1 < p + 2. Also, let
λ̂ = (λˆm+1, . . . , λˆm+r) denote the (m+ 1)th to (m+ r)th ordered eigenvalues of
R̂ and let δ̂ = (δˆ1, . . . , δˆr) denote the ordered eigenvalues of R̂22. Again using
Eaton and Tyler (1991), applying its Lemma 3.1 twice gives λ̂− δ̂ = OP
(
n−1
)
and applying its Theorem 3.2 gives λ̂− (p+ 2)1p = OP
(
n−1/2
)
. Now, r · Tq =
(λ̂− (p+ 2)1r)′(λ̂− (p+ 2)1r) and r · s2(Ŝ22) = (δ̂− (p+ 2)1r)′(δ̂− (p+ 2)1r).
Hence,
r
(
Tq −m2(R̂22)
)
= 2(δ̂ − (p+ 2)1r)′(λ̂− δ̂) + (λ̂− δ̂)′(λ̂− δ̂),
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which is OP
(
n−3/2
)
+OP
(
n−2
)
= OP
(
n−3/2
)
.
Proof of Theorem 3 By Lemma 2 it is sufficient to consider the joint
limiting distribution of n(s2(R̂22),m
2
1(R̂22)). Set again r = p − q. The ar-
guments for obtaining the limiting distribution of n · s2(R̂22) are analogous
to those used in the proof of Theorem 1, and we use the same notation but
now with Z22 =
√
n(R̂22 − (p + 2)Ir)/(p + 2) → Z with the property that
U ′ZU ∼ Z for all U ∈ Or×r. Then again vec(Z) ∼ Nr2(0,Σ), where Σ =
σ1(Ir2 +Kr,r) + σ2vec(Ir)vec(Ir)
′ with two population constants σ1 and σ2.
Using arguments analogous to those in the proof of Theorem 1, we again ob-
tain under the null hypothesis that nr · s2(R̂22)/(p + 2)2 → χ2(r+2)(r−1)/2.
Next, r
√
n ·m1(R̂22) = vec(Ir)′vec(Z22) →d vec(Ir)′vec(Z) ∼ N(0, σ2), with
σ2 = vec(Ir)
′Σvec(Ir) = 2rσ1 + r2σ2. Thus r2n ·m21(R̂22) →d σ2χ21. Finally,
recall that, as in the proof of Theorem 1, n · s2(R̂22) = vec(Z22)′Γvec(Z22)
where Γvec(Ir) = 0. This establishes the independence of the limiting distribu-
tions of the component variables in (n · s2(R̂22), n ·m21(R̂22)), and consequently
Theorem 3 follows with some constants σ1 and σ2. The values of σ1 and σ2 are
derived in the Appendix in Nordhausen et al. (2017).
Proof of Theorem 6. (i) Tk converges in probability to the sum of p− k
smallest eigenvalues of (D− (p+ 2)Ip)2 which is positive for k < q. (ii) is given
in the previous theorem. (iii) follows as
Tk = min
U∈Op×(p−k)
m1
(
U ′(R̂− (p+ 2)Ip)2U
)
≤ m1
(
(0, Ip−k)(R̂− (p+ 2)Ip)2(0, Ip−k)′
)
.
and the result follows as, for k = q, ..., p− 1, (0, Ip−k)R̂(0, Ip−k)′ is a (p− k)×
(p− k)-submatrix of R̂22 with the known limiting distribution.
7.3 Proofs for Section 5
Proof of Lemma 3. For H ≥ p, let γ̂ = (γˆq+1, . . . , γˆp)′ denote the p − q
smallest ordered singular values of B̂Q′. When q+ 1 < H < p, we use the same
notation while noting γˆH+1 = · · · = γˆp = 0. Likewise, let η̂ = (ηˆ1, . . . , ηˆp−q)′
denote the ordered singular values of B̂2Q
′
2. Since
√
n(B̂ −B)Q′ = OP (1), it
follows respectively from Theorems 4.1 and 4.2 in Eaton and Tyler (1994) that
γ̂ − η̂ = OP
(
n−3/4
)
and γ̂ = OP
(
n−1/2
)
. Next, observe that (p− q)Tq = γ̂′γ̂
and (p− q)m1(B̂2Q′2Q2B̂
′
2) = η̂
′η̂. Hence,
(p− q){Tq −m1(B̂2Q′2Q2B̂
′
2)} = 2η̂′(γ̂ − η̂) + (γ̂ − η̂)′(γ̂ − η̂),
which is OP
(
n−5/4
)
+OP
(
n−3/2
)
= OP
(
n−5/4
)
.
Proof of Theorem 5. By Lemma 3, the limiting distributions of n · Tq
and n ·m1(B̂2Q′2Q2B̂
′
2) are the same. Let x
∗
h ∈ Rp−q refer to the last p − q
components of I(yi ∈ Sh)x ∈ Rp, h = 1, ...,H. Hence, under H0q, x∗ = z2 is
independent of the response y. Since fh · x∗h = 1n
∑n
i=1 x
∗
(h),i, where x
∗
(h),i =
x∗i I(yi ∈ Sh), with E(x∗(h)) = phE(x∗) = 0, Cov(x∗(h)) = phCov(x∗) = phIp−q,
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Cov(x∗(h),x
∗
(m)) = 0 for h 6= m, and fh →P ph, it follows from the central limit
theorem and from Slutsky’s theorem that
√
n
(√
f1 x
∗
1, · · · ,
√
fH x
∗
H
) →d Z,
where the elements of the (p− q)×H random matrix Z are i.i.d. N(0, 1).
Since Ŝ1 →p Ip and x∗ =
∑H
h=1 fhx
∗
h, we obtain
√
n · B̂2Q′2 →d Z(IH −
pipi′)Q′2 with pi
′ = (
√
p1, . . . ,
√
pH). Hence n · B˜2B˜
′
2 →d ZPZ′, where P =
(IH−pipi′)Q′2Q2(IH−pipi′). It is shown below that P is idempotent with rank
H−q−1, which implies ZPZ′ ∼Wishartp−q(H−q−1, Ip−q), and consequently,
n · tr(B̂2Q′2Q2B̂
′
2)→d tr(ZPZ′) ∼ χ2(p−q)(H−q−1).
To complete the proof, note that since µ = 0, it follows that Bpi = 0 and
hence Q1pi = 0. Also, since IH − pipi′ is idempotent with rank H − 1, we have
IH − pipi′ = (IH − pipi′)Q′Q(IH − pipi′) = Q′1Q1 + P ,
which implies P is idempotent with rank H − q − 1.
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