Abstract. In this work, we propose a novel sampling method for Design of Experiments. This method allows to sample such input values of the parameters of a computational model for which the constructed surrogate model will have the least possible approximation error. High efficiency of the proposed method is demonstrated by its comparison with other sampling techniques (LHS, Sobol' sequence sampling, and Maxvol sampling) on the problem of least-squares polynomial approximation. Also, numerical experiments for the Lebesgue constant growth for the points sampled by the proposed method are carried out.
1. Introduction. One of the approaches to the analysis of complex and expensive to evaluate computational models is surrogate modeling. Surrogate modeling methods allow to build a cheap-to-evaluate model that preserves some properties of the initial computational model.
One of the widely used surrogate modeling methods is Polynomial Chaos Expansion (PCE) [25] . This method allows to model the response of the original system as a polynomial expansion over some functional basis of orthogonal polynomials. PCE shows impressive results when applied to the system in which inputs are sampled from some probability distribution [2, 12, 14, 20] . PCE is broadly used as a powerful tool in Uncertainty Quantification [4, 11] . In order to build the PCE of some computational model, it is needed to compute the coefficients of PCE. This can be done with the least-squares method. However, the accuracy of the surrogate model that is obtained with the least-squares depends on the so-called experimental design (hereinafter ED). ED is a set of samples -points that are taken from the domain of computational model of interest according to some rule. So, the problem of proper selection of ED arises.
To solve this problem, sampling methods of design of experiments (DoE) [19] are widely used. So-called space-filling designs such as Latin hypercube sampling (LHS) or Sobol' sequence sampling are extensively applied. One of the classes of DoE methods is the class of optimal design methods [3, 6] . The methods from this class make it possible to sample such ED that is optimal with respect to some criterion (e.g. A-optimality, C-optimality, D-optimality, S-optimality, etc) [16] . The main advantage of the optimal design sampling over the other DoE sampling methods is that for the construction of an accurate surrogate model much smaller number of runs of the initial computational model is required.
In this paper, we propose a new method for sampling of D-optimal [6] ED by direct gradient-based optimization of the objective:
where A is a model matrix that consists of values of all the basis polynomials evaluated at corresponding ED. We derive an analytical expression for the gradient of Equation (1.1) and test the proposed sampling method on the ordinary least-squares polynomial approximation of the multivariate function. In the context of this testing, an accuracy comparison with LHS, Sobol' sequence sampling, and Maxvol-based sampling [9, 18] is carried out. Also, Lebesgue constant growth [10, 13] is investigated.
Related work. In the paper [22] , a review of statistical techniques for building an approximation of expensive computational codes is conducted. The methods of interest are the design of experiments, response surface methodology, neural networks, kriging. This review describes an application of metamodeling techniques in engineering design and the issues with application of statistical methods in deterministic computer experiments.
The scope of the paper [7] covers applications in computational engineering design studies of special DoE techniques. These techniques are designed for deterministic computer simulations and include Hammersley sequence sampling, LHS, and orthogonal array sampling. Also, pseudo-Monte Carlo sampling and quasi-Monte Carlo sampling were included into consideration.
In the paper [8] , two criteria of experimental design are considered. The first criterion allows to reduce the effect of noise during the surrogate construction while the second criterion helps to reduce bias errors. It is stated that a good sampling method should fulfill both criteria at the same time. In this paper, multiple criteria for the assessment of widely-used experimental design methods (such as LHS and D-optimal sampling methods) are used. It is demonstrated that the majority of the sampling methods fulfill only one of the criteria but not the other.
2. Problem statement. Let us consider a computational model describing a certain system (for example, physical) f (x), where
is the column-vector of the input variables, y ∈ R is the output variable, and X is the set of admissible vectors x. We consider the model f (x) as a black box: we assume that it can be represented in the form of an expansion over a certain basis of orthogonal polynomials:
where Ψ j (x) is a multivariate polynomial, c j are expansion coefficients, and N 0 ≡ N ∪ {0} is an extended set of natural numbers.
An element of a d−dimensional polynomial basis is defined as the tensor product of univariate polynomials:
where α i is the degree of the univariate polynomial.
By choosing the set of multi-indices α ∈ A ⊂ N d 0 for some rule, we obtain a polynomial expansion of our model of interest:
Our goal is by evaluating the function of interest f (x) at points from its domain to recover the coefficients of the expansion (2.1).
In order to truncate the number of terms in the expansion, we will choose the set A as follows [1] :
where p is the total degree of the polynomial, and q ∈ (0, 1].
It is easy to see that the cardinality of the set |A| is decreasing with decreasing of q. This truncation scheme allows to decrease the number of terms in polynomial expansion while keeping the same total degree p.
In this paper we consider the case q = 1, i. e. 
The model (Vandermonde-like) matrix A ∈ R n×|A| is defined as:
is the k-th component of the multi-index α j ∈ A = {α 1 , α 2 , . . . , α |A| }, and
is the k-th component of the i-th point x i of input. It is worth noting that all the elements of A are ordered arbitrary and fixed.
The coefficients in Equation (2.1) can be found as a solution to the ordinary least-squares minimization problem:
T is a column-vector of coefficients of polynomial expansion, and Y = (y 1 , y 2 , . . . , y n ) T , y i = f (x i ) is a column-vector of model responses at ED matrix X.
We will call a matrix X ∈ R n×d an optimal ED if the following D-optimality criterion holds for it.
n×d is an D-optimal ED if the following criterion is satisfied:
where B(X) = A T (X) · A(X) is a symmetric non-negative definite matrix.
3. Objective function and its gradient. To solve the problem posed in Section 2, we will use the gradient descent method. Since we use a D-optimality criterion, it is quite a natural way to optimize the following objective function:
where matrix B is non-negative definite. Thus, the problem of finding a D-optimal experimental design X can be written as follows:
for a fixed set A (i.e. for a fixed total degree p). For the problem posed in this way, the standard approach is to replace the original problem with the equivalent one [5] :
It is worth noting that since the function W (X) is differentiable, we can use gradient descent to find the minimum.
as the gradient matrix of the function W (X). The gradient matrix element is
Having defined the gradient matrix in such a way, we can obtain an analytical expression for finding its elements G ij . First of all, let us consider a one-dimensional case (d = 1). In such a case, the experimental design X is presented as a columnvector of n one-dimensional points X = (
will have the following form:
where p is the total polynomial degree. Then the matrix
T · A(X) is symmetric and is represented as follows:
Let us formulate the Lemma that allows us to calculate the gradient of the objective.
Lemma 3.1. For the one-dimensional case (d = 1), k-th (k ∈ {1, 2 . . . , n}) component of the gradient matrix G is equal to:
Now, we generalize the result obtained in Lemma 3.1 to the multidimensional case when d > 1. Let us also recall that α (k) j is the k-th component of the multi-index α j ∈ A.
Theorem 3.2. The element of the matrix G for d > 1 is expressed as follows:
The proofs of Lemma 3.1 and Theorem 3.2 are in Appendix A.
Theorem 3.2 allows to calculate the gradient of the objective function W (X). This gradient, in turn, can be used in any of the algorithms of gradient descent.
3.2. Block-coordinate gradient descent heuristic. We can compute ED faster by replacing the full gradient with another descent direction. At each iteration of the gradient descent algorithm, we change only the coordinates corresponding to one d-dimensional point.
We construct the gradient matrix G at the step k of gradient descent as follows. Using Theorem 3.2, we compute G(X (k) ), and then we choose a row l of the matrix G(X (k) ) such that the following condition holds:
Now we change the matrix G(X (k) ) by setting the elements of the remaining n − 1 rows equal to zero:
The matrix G(X (k) ) obtained in such a way is the descent direction that we use. Let us consider the calculation of the gradient matrix element G at the step k + 1 of the gradient descent in more detail. According to Theorem 3.2:
Since the matrices at the k-th and at the (k+1)-th steps differ in exactly one row l (see Equation (3.2)), we can simplify the calculation of the inverse matrix
with the use of previously computed B −1 (X (k) ). Inspired by ideas of maxvol [9] , we can do this by using Sherman-Morrison-Woodbury formula [21] :
where U ∈ R |A|×2 and V ∈ R 2×|A| :
) .
All the steps described above are summarized in Algorithm 3. 
Find a row with the largest
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4.1. Setting. In this section, we assess the efficiency of the proposed sampling method (denoted as GD sampling) by conducting a comparative study with other sampling methods in terms of approximation accuracy and Lebesque constant growth.
In Subsection 4.2, comparison of the accuracy of the least-squares polynomial approximation build on the sampled points is carried out. The proposed sampling method is tested on four analytical models with varying complexity and input dimensionality. They include three two-dimensional analytical functions namely:
• Rosenbrock function,
• Sine-cosine product function (denoted as sincos),
• Gaussian function. Also, the proposed sampling method is tested on the Piston simulation function that is effectively seven-dimensional. Since all of the testing models are analytical (consequently, cheap to evaluate), the appropriate relative approximation error on a test set is then utilized to evaluate the accuracy of the resulting polynomial expansions.
Despite the fact that the model matrix A can be constructed over different polynomial bases (e.g. Legendre polynomials or Hermite polynomials), in the numerical experiments below we are considering Chebyshev polynomials as the basis functions without loss of generality:
Since we consider sampling methods that have stochastic nature, the corresponding EDs that are chosen by these sampling methods are affected. In order to take this fact into the account, we run each analysis 50 times. The aim of repetitions is to assess the effect of stochastic variations.
We consider the following sampling techniques:
• Maxvol-based [9, 18] . Examples of ED obtained with the mentioned above sampling techniques for the two-dimensional case are shown at Figure 1. 
Error of approximation.
As an accuracy measure of the least-squares polynomial approximation built on ED obtained with each of the sampling techniques, relative error in the infinity norm is utilized:
where
for some test set of points D ⊂ R d . For all of the experiments below, δ ∞ is calculated on the test set D of the size N test = |D| = 10 6 . As a numerical optimizer for GD sampling, we use BFGS method from scipy.optimize.
Rosenbrock function.
First of all, we will approximate with a polynomial expansion a well-known two-dimensional Rosenbrock function:
Recall that l is the number of terms in polynomial expansion (in one-dimensional case, it is a total degree minus one of such an expansion), and n is the number of points that make up the ED matrix X. In the experiments below, we consider the case n = l when the number of points equals the number of term in polynomial expansion (in such a case, model matrix A is square).
The performance of different sampling methods is compared in terms of infinity norm of the relative error on the test set for the varying size of experimental designs ( Figure 2 ). Each analysis is repeated 50 times in order to estimate statistical uncertainty. One can observe that ED based on LHS and Sobol' sequences show a poor performance compared to the GD sampling and Maxvol sampling. At the same time GD sampling and Maxvol sampling have the same performance. A drop in the accuracy from l = 13 to l = 14 for all the sampling methods is connected with the increase of the total degree of the polynomial expansion f (x), since the total degree of (4.1) is 4, we get exact representation. 
As in the case of Rosenbrock function, for sincos function we compute the approximation error on N test = 10 6 test points for ED sizes in the range from l = 30 to l = 48 (Figure 3 ). On Figure 3 the trend of decreasing approximation error with the increase of ED size for D-optimal sampling methods can be seen. f (x, y) = 2e D-optimal design sampling methods consistently outperform other sampling methods. Moreover, such methods generally behave in a more stable way resulting in smaller variability between repetitions. Especially, this property becomes more important as the size of ED becomes larger.
Let us consider the case when more points are sampled than the number of terms in polynomial expansion (so-called oversampling). So, we complement the results for the approximation of Gaussian function (Figure 4 ) by considering two cases of oversampling: when the number of sampled points is 1.1 times more than the number of terms in polynomial expansion (Figure 5a) , and the case when we sample 2.5 times more points than the number of terms in corresponding expansion (Figure 5b ). As we can see on Figure 5 , oversampling allows to improve the approximation (especially when compared to Figure 4 ) mainly for LHS and Sobol' sequence sampling. With the increase of the oversampling factor (from 1.1 to 2.5) Sobol' sequence sampling and GD sampling show more stable performance.
Summarizing the results of the tests on two-dimensional functions, it can be stated that oversampling allows to significantly improve approximation accuracy for LHS and Sobol' sequence sampling, while practically has no effect on D-optimal sampling methods. It means that GD sampling or Maxvol sampling can be effectively used in the case of the tight budget on the number of runs of the complex model of interest. At the same time, it can be also noticed that oversampling provides more stable performance for GD sampling and Sobol' sequence sampling methods. (a) the number of sampled points is 1.1 times more than the number of terms (i.e., n = 1.1 · l ), and (b) the number of sampled points is 2.5 times more than the number of terms in polynomial expansion (i.e., n = 2.5 · l ).
Piston simulation function.
In order to apply the proposed sampling method to high-dimensional surrogate modeling, we will consider a Piston simulation function [15] . This function has a seven-dimensional input (see Table 1 ) and an onedimensional output that effectively models the time (in seconds) that takes piston to complete one cycle within a cylinder. The cycle time is determined by a composition of functions: Table 1 : Description of Piston simulation variables.
In the Table 2 , an approximation error (a median value over 30 runs) for two different sizes (l = 1750 and l = 1850) of ED and various number of sampling points n can be found. Table 2 : Accuracy of the least-squares polynomial approximation of Piston simulation function.
From Table 2 , we can see that D-optimal sampling methods are the best. Also, it can be noted that oversampling allows to reduce the approximation error for the ED sampled with Sobol' sequence method.
Overall, it should be noted that in spite of similar performance of Maxvol sampling and GD sampling, the latter is more flexible as it is able to sample arbitrary points from the domain of interest whereas Maxvol sampling is limited with a discrete set of initial points.
Lebesgue constant estimation.
In this Subsection we conduct a numerical estimation for the Lebesgue constant.
Let P(X) : C → C be a projector on the span of the selected basis, based on the experimental design matrix X:
where f is given by (2.1) with coefficients defined in (2.3) . By definition, Lebesgue constant Λ(X) is the ∞-norm of the operator P(X):
Let f * ∈ Im P(X) be the best polynomial approximation of f in ∞-norm, so that f * − f ∞ reaches minimum. Then,
Thus, the Lebesgue constant can be utilized as an estimation of the approximation error obtained with our method in comparison with the best polynomial approximation of the same degree. We will numerically estimate the Lebesgue constant using the same technique as for the estimation of the approximation error. Namely, we will take the maximum over the fixed set D of points from the domain of interest:
To take the supremum over f , we apply the following trick. Let us write the expansion (2.1) as a scalar product of vector of basis functions Ψ(x) = {Ψ α1 (x), Ψ α2 (x), . . .} and vector of coefficients c (see Equation (2.3) ). So, we obtain
Taking the supremum with respect to the function f is equivalent to taking the supremum over all vectors of Y such that Y 1 = 1, which in turn coincides with the first norm of the corresponding vector:
Estimation of the Lebesgue constant growth for ED obtained with particular sampling technique w.r.t. size of ED allows us to implicitly estimate accuracy of the least-squares polynomial approximation built using this ED.
At first, let us consider a one-dimensional case. It effectively means that the number of terms in polynomial expansion is equal to the total polynomial degree plus one: l = p + 1. We use a test set of the size N test = 10 6 on the interval [−1, 1]. We calculate the estimate of the Lebesgue constant Λ l for the points sampled by all the sampling techniques with respect to the number of such points in the range from p = 1 to p = 9. Also, we plot values of the Lebesgue constant for the Chebyshev roots as a quasi-optimal reference ( Figure 6 ).
As it can be seen from Figure 6a , D-optimal sampling methods show much slower Lebesgue constant growth compared to LHS and Sobol' sequence. On the more detailed Figure 6b one can find that the Lebesgue constant estimates for D-optimal sampling methods shows comparable growth with the Chebyshev nodes. We can also estimate the Lebesgue constant for the two-dimensional case. Results are shown on Figure 7 where the size of ED is varying from 10 to 70 points. Since all sampling methods have a stochastic nature, for each ED size l the main model was run 50 times and results were organized in a corresponding box-plot.
From Figure 7 , it can be seen that, as expected, in the two-dimensional case D-optimal sampling techniques perform much better than LHS and Sobol' sequence that is in consistence with the corresponding results on accuracy of the approximation (Figure 2 -Figure 4 ). 
4.4.
Sampling from non-rectangular domain. In this subsection, we demonstrate an ability of the proposed method to sample points not only from rectangular domains but also from domains of arbitrary shape. The results showed on Figure 8 were obtained with the use of IPOP optimizer [24] for three two-dimensional domains with various shapes. As it can be seen from Figure 8 , GD sampling shows quite a nice coverage of non-rectangular domains.
Conclusions.
In this work, a new sampling method for finding a D-optimal experimental design is proposed. The developed method is based on the gradient descent algorithm and allows to minimize the log-det functional that determines the model matrix of corresponding experimental design.
The proposed sampling method was applied to the problem of the least-squares polynomial approximation of multivariate functions. Its efficiency was demonstrated by numerical comparison with the other sampling methods in the task of the multivariate function approximation. Numerical estimations on the Lebesgue constant growth were obtained and demonstrated quite a slow growth for the proposed sampling method.
In the future, we plan to modify the proposed sampling method in order to make it adaptive and test it on the weighted least-squares polynomial approximation.
Appendix A. Proofs of Lemma 3.1 and Theorem 3.2. At first, let us prove Lemma 3.1. Proof. By the definition of W (X) :
We use the chain rule of differentiation:
First, we write down the first factor:
Let us write down the second factor:
Thus, we finally obtain the indicated equality:
Now, let us prove Theorem 3.2.
Proof. Using Lemma 3.1, we get the following expression:
We will separately write down the second factor. Note, that matrix element A mi depends only on the point x m : A mi = A mi (x m ). The derivatives of this element vanish along the components of the remaining points:
. Now, we use the explicit form of Equation (2.2):
