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キストである Cressie（1993）, Banerjee et al.（2004）では，空間データを，[1] 地球統計データ
（geostatistical data），[2] 地域（格子）データ（areal/lattice data），[3]点過程データ（point pattern
data）の 3つに分類している．今，s∈dが，次元 d（通常 d=2または 3）のユークリッド空間に
おけるデータの位置であるとし，Y (s)は，空間的な位置 sにおけるランダムな量であるとしよ
う．ここで，sがインデックス集合 D⊂d内を動くとき，{Y (s) : s∈D}は，空間過程（spatial
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process），あるいは確率場（random ﬁeld）と呼ばれる．さらに，Cressie and Wikle（2011, p. 18）同
様，時間軸を導入した時空間過程は，tが T ⊂内を連続的に動くとき，{Y (s; t) : s∈D, t∈T}，







タであり，イベントが生起した位置を示す．具体的には，スカラー Y (s)≡ 1，∀s∈Dと定義で









る．これに対して Cressie（1993, p. 443）は，“From a statistician’s perspective, the distinction
is not particularly helpful”と，批判的な見解を述べている．
さて，Anselin（1986）は当時の状況について，“each approach tends to be rather self-contained，




































eﬀects）を考慮する必要がある Anselin（1988, p. 7）．ここで，厳密にいえば，空間的依存性と
空間的自己相関は同義ではないが，実際には両者ともに自己相関（結合分布のモーメント）の意





則（ﬁrst law of geography）として知られるものである．しかしながら，後者はいわゆるチェッ
カーボード・パターンを示すものであり，必ずしも直感的な解釈が可能ではない（Anselin and
Bera, 1998），負の空間的自己相関については（Whittle, 1954; Griﬃth, 2006）に詳しい．空間的
自己相関は，次のような積率条件で表される（Anselin and Bera, 1998）．
(2.1) Cov(Yi,Yj)=E(YiYj)− E(Yi) ·E(Yj) =0, ∀ i = j ,
ここで，Yiと Yj は地点 si ∈D,sj ∈Dにおける確率変数の値を示す．無論，式（2.1）が，「空間
的な」自己相関であるのは，si, sj における確率変数間の相関が 0でないということに関して，
空間的構造（spatial structure），空間的相互作用（spatial interaction），空間的位置関係（spatial
arrangement）という観点から意味のある解釈が可能な場合である（Anselin and Bera, 1998）．そ
れに対し，空間的異質性とは，単に不均一な分散や係数による構造上の不安定のことを指し，通
常の計量経済学の手法で対処可能な場合も多い（Anselin, 2001）．しかしながら，異質性が空間的
な構造を持つ場合は，spatially varying coeﬃcientモデル（例えば，Casetti, 1972; Fotheringham
et al., 2002; Gelfand et al., 2003）等の専用の技法が必要となる．実際には，空間的異質性は空
間的自己相関と同時に発生し，この場合通常の計量経済学の技法（例えば，分散不均一の検定）






定するというアプローチを用いる（Anselin and Bera, 1998）．
































統計量（Geary, 1954），Kelejian-Robinson統計量（Kelejian and Robinson, 1992），局所的な検定









提案されている（Anselin, 1988, pp. 122–123）．一方で，構造の安定性に関する検定としては，
チョウ検定が知られているが，同様に空間的自己相関が存在する場合，通常の F 値に基づく
チョウ検定は，不適当となる（Anselin, 1988, p. 124）．従って，誤差項の空間的自己相関の存在
を前提とした，最尤法推定値に基づく空間調整済みの（spatially adjusted）チョウ検定を用いる





u(s)が，弱定常性（weak stationarityあるいは 2次定常性（second-order stationarity）），すなわ
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ことは妥当である（Gelfand et al., 2010, pp. 522–523）．なお，観測値の空間単位と興味のある
空間単位の乖離の問題（change of support problem（COSP））については，面で得られた観測値
から点データの予測値を得る area to point kriging（Kyriakidis, 2004）等の技術が発展してきて


















簡潔な道具である（LeSage and Pace, 2009, p. 3）．N ×N の空間重み行列W は，siと依存関係
にある近隣集合を Si ⊂Dと定義したとき，si と sj ∈Si の関係を記述するものであり，地点/
地域 si,sj に依存関係があれば wij =0とされ，対角行列の要素は 0とされる．さらに，それぞ
れの行 i に対して，
∑
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に関するモデル間の比較も可能になる（Anselin and Bera, 1998）．さらに，W が対称行列であ
れば，行基準化によって空間パラメータの取り得る範囲が（1/min , 1）となり（ただし，min は
重み行列の最小固有値），パラメータ推定が容易になる．多くの場合，さらに強い，|λ|< 1 と
いう制約がおかれることが多いが，通常 |min|<1となるため，これは強すぎる（すなわち，制
約として不要な）仮定である（Kelejian and Robinson, 1995; Wall, 2004）．一方ソーシャルネット
ワーク分析の分野では，列基準化が行われることもある（Leenders, 2002）．この場合，ある確率
変数値が，他の確率変数値に与える影響が 1に基準化されることを意味する（Elhorst, 2010a）．
W が行基準化される以前に，重み行列が非対称行列である場合（例えば，Seya et al., 2011），空
間パラメータは，（1/υmin, 1）の範囲の値をとる（LeSage and Pace, 2009, pp. 88–89）．（ただし，
υmin は行基準化後の重み行列の最小実数固有値）．言うまでもなく，距離を用いた重み行列に
おいては，基準化によって距離の持つ意味が失われてしまうため，かえって経済的解釈を難し
くするという問題もある（Anselin, 1988, p. 24）．
また，重み行列の選択は，地域データモデルのパラメータ推定値，空間的自己相関の検定の
両者に重大な影響を及ぼす（例えば，Griﬃth, 1996）．しかしながら，正しい空間重み行列の選




えるアプローチ（渡辺・樋口, 2005; Pa´ez et al., 2008; Corrado and Fingleton, 2011）と，Getis
and Aldstadt（2004）の，ローカル統計量 G,に基づき構築する手法などが該当する．（3）として






必ずしも望ましいとは言えないことを示唆している．Kostov（2010）, LeSage and Pace（2009）
は，それぞれブースティング，ベイジアン・アプローチに基づく事後モデル確率を用いたモデ
ル選択を試みている．Folmer and Oud（2008）は，W を用いずに，潜在変数を用いた構造方程
式モデルによって空間的自己相関をモデル化する方法を提案している．このように現在までに
様々なアプローチが提案されているが，地域データモデルにおいて，W の特定化は極めて重
要なステップ：“The Biggest Myth: LeSage and Pace（2010）” であり，解析・シミュレーショ
ン研究の蓄積と実データを用いた検証の両方が求められているといえる．ところで，Fingleton
（1999）は，空間的自己相関を診断する代表的検定統計量であるMoran’s I の値が非常に大きい






(3.1) Y = ρWY + Xβ + ε ,
ここで，Y は YiからなるN × 1の従属変数ベクトル，X は N ×K の説明変数行列（定数項を
含む），β は K × 1の回帰係数ベクトル，ρ は空間パラメータ， ε は N × 1の iid誤差のベク
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トルである．式（3.1）は，時系列モデルとの対比で，空間自己回帰モデル（spatial autoregressive












(3.2) Y =Xβ + u , u=λWu + ε ,
ここで λ は空間パラメータである．既往研究では，式（3.2）自体を指して（狭義の）SEM と呼
ばれることも多い．しかしながら誤差項の空間過程のモデル化手法は他にも多数存在するた
め，厳密には区別することが望ましい．SAR 誤差モデルにおける u の分散共分散行列は，
E[uu′] =σ2ε(I − λW )−1(I − λW ′)−1 で与えられる．ここで，W が，行基準化された隣接行列
であるとすると，|λ|< 1のとき，レオンチェフ展開により，(I − λW )−1= I + λW + λ2W 2 +
λ3W 3 + · · ·，が得られ，W ′ についても同様に展開すれば，分散共分散行列における逆行列
の積は，I + λ(W + W ′) + λ2(WW + WW ′ + W ′W ) + · · ·，となる．すなわち，SAR誤差
モデルは，ある地点におけるショックが，他のすべての地点に波及するというグローバルな
影響のモデル化につながることが分かる．他方，誤差項を移動平均型（spatial moving average
（SMA），以下，SMA誤差モデル）u = γWε + ε とすると，uの分散共分散行列は，E[uu′] =
σ2ε(I + γW )(I + γW )
′= σ2ε [I + γ(W +W ′) + γ
2WW ′]で与えられる．明らかに，W を通した
一次とWW ′ を通した二次の影響までしか持たず，ローカルな影響のモデル化になっているこ





and Robinson（1993, 1995）は，パネルデータ分析（例えば，北村, 2005）で標準的に用いられる
誤差構成要素モデル（error component model（ECM））を援用し，SMAに似た誤差項の構造化




づいてモデル化を行う conditional autoregressive model（CAR誤差モデル）と対比して紹介され
ることが多い（例えば，Cressie, 1993）．CAR誤差モデルにおいて，si における誤差項の条件
付期待値は，E[ui|uj , j = i] = η∑j wijuj で与えられる．W の要素にいくつかの制約をつける
と（Cliﬀ and Ord, 1981, pp. 179–183），誤差項の分散共分散行列は，E[uu′] =σ2(I − ηW )−1で
与えられる（Besag, 1974）．分散共分散行列の差異により，CAR誤差モデルは SAR誤差モデル
とは異なった空間的自己相関パターンを示す（Wall, 2004; Anselin, 2006）．CAR誤差モデルは，
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階層ベイズモデルの枠組みで用いるのに便利であり（例えば，深澤 他, 2009），特に事前分布と




とき特に，SAR誤差モデルでは，(I − λW )−1によって影響が波及するため，識別の問題が生
じる．パラメータ推定値のバイアスを避け，適切な識別を行うためには，重み行列の要素が，
互いにオーバーラップしないことが必要となる（Anselin and Smirnov, 1996）．SAR誤差モデル
において，誤差項は u=(I − λW )−1εであるため，Y =λWY +Xβ− λWXβ + εと変形する
ことができる（清水・唐渡, 2007, p. 52）．この式において−λβ= θ とおいたモデルは，空間ダー
ビンモデル（spatial Durbin model（SDM））と呼ばれ（Anselin, 1988, pp. 226–229），λβ + θ = 0




(3.3) Y = ρWY + Xβ + WXθ + u, u=λWu + ε .
これらのすべての項を入れた場合，パラメータの識別はできない（Elhorst, 2010a）．式（3.3）か
らWX の項を落とした，SLMと SAR誤差モデルの組み合わせは，一般化空間（general spatial
（SAC））モデル，あるいは SARARモデル等と呼ばれる．また，ρ=λ=0とし，説明変数の波及
効果のみを考慮したモデルは，spatial cross-regressive（SCR）モデル（Florax and Folmer, 1992）
と呼ばれる．Anselin（1988）は，SACモデルにおいて，従属変数の空間ラグと誤差項に同じW
を使用すると，識別の問題が生じると主張したが，Kelejian and Prucha（2007a）は，β = 0 で









回帰係数の有意検定の際に t値や F 値が過大評価され，決定係数も過大になる．従って，地
域データモデルのパラメータ推定は，OLSによるべきではない．地域データモデルの代表的
なパラメータ推定法は，最尤推定（ML）法である（Ord, 1975; Haining, 1990, 2003）．Lee（2004）
は，SLMの最尤推定量が漸近的な一致性，正規性，有効性を持つことを示した．Bao and Ullah
（2007）は，SLM（説明変数無）の最尤推定量の小標本特性に関するモンテカルロ実験を行ってい
る．ML法における問題点は，εを Y に変換するヤコビアン（SLM：|I − ρW |，SAR誤差モデ
ル：|I − λW |）が，時系列分析とは異なり三角行列の行列式とはならず，計算負荷が大きい点で
ある．この点の解決策として，最も広範に用いられているのは，Ord（1975）の近似式である：





値算出は不可能であると述べており，また Anselin（2006）は，一般的に n >1000 となるような
データセットでは，固有値の計算が困難になると指摘している．これに関して， 1©他のヤコビ
アン近似手法（例えば，Martin, 1993; Griﬃth and Sone, 1995; Barry and Pace, 1999; Pace and
LeSage, 2002, 2004）， 2©ヤコビアンを近似せずに直接解く方法（Pace and Barry, 1997a, 1997b;






method）である．Kelejian and Robinson（1993）は，2SLSによる SLMのパラメータ推定方法を
提案した．操作変数を用いた 2SLSによるパラメータ推定量は，一致性と正規性を持つが，誤
差項が正規分布に従う場合，ML法による推定量と比べて相対的に有効でないことが知られて
いる（清水・唐渡, 2007, pp. 58–60）．しかしながら，2SLSは，計算負荷が小さく，非正規分布
に対して頑健であるという長所がある（清水・唐渡, 2007, p. 57）．2SLSにおいては，操作変数
の選定が重要になる．これについては紙面の都合上，清水・唐渡（2007）に分かりやすい解説が
あることを述べるにとどめる．なお，SAR誤差モデルに関しては，空間パラメータ λ の 2SLS
推定量が一致性を持たないため注意が必要である（Kelejian and Prucha, 1997）．2SLSと並んで
用いられることが多いのが，一般化モーメント法（generalized method of moments（GMM））で
ある．GMM推定量は，一致性を持ち，有効性に関しても，標本数が比較的大きな場合では，
ML推定量と大きな差はないというシミュレーション結果が得られている（清水・唐渡, 2007,
pp. 63–64）．Kelejian and Prucha（1998）は，SACモデルにおいて，空間ラグパラメータ ρと
回帰係数を 2SLSで，空間自己回帰パラメータ λを GMMで推定する，一般化空間的 2段階最
小二乗法を提案している．この手法は，MLに比べて計算負荷が非常に小さく，誤差項の非正













推定値を与える geographically weighted regression（GWR）を提案した．GWRモデルでは，地
点 si における回帰係数ベクトルの推定量は，βi = (X ′U iX)−1X ′U iy により与えられる．こ
こで，N ×N 行列 U i の対角成分 uij(j = 1, . . . ,N) は，地点 j に与えられる重みであり，ガ
ウシアン関数等が用いられる．GWRモデルは，out-of-sampleデータの予測にも用いられるこ
とも多い（Harris et al., 2011）．GWRモデルについては，近年様々な拡張が行われている．理
論的観点からは，回帰係数の一部を可変とするmixed-GWR（Mei et al., 2006）や，外れ値への
頑健性を考慮し，リッジ回帰やM-Quantile回帰と組み合わせる方法（Wheeler, 2007; Salvati et
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al., 2011），関数データ解析への応用（Yamanishi and Tanaka, 2003），時空間への拡張（Huang et
al., 2010）等が行われており，実証的観点からは，グリッドシステムと R言語の統合により大
規模データに対応する試み（Harris et al., 2010）等が行われている．またセミパラメトリック統
計学の分野においては，GWRモデルは，varying coeﬃcient modelという名称で，セミパラメ
トリックモデルの一つと捉えられている（例えば，Brezger and Kneib, 2005）．一方で，分散不
均一の考慮方法は，筆者らの知る限りそれほど多くはない．LeSage（1997）は，式（3.1）の SLM
において，ε∼N(0 ,σ2εV ) , V =diag(v1, . . . ,vn)と仮定し（diag(·)は · を成分とする対角行列を














背景もあり，空間計量経済学の分野においては，堤 他（2000b）, Kelejian and Prucha（2007b）,
Kato（2008）を例外として，予測に関する研究は，ほとんど行われてこなかった．代替的なアプ
ローチとして用いられてきたのは，予測地点におけるデータを Rubin（1976）の意味で “missing
at random（MAR）”な欠損データ（missing data）として捉え，EM（expectation maximization）
タイプのアルゴリズム（例えば，渡辺・山口, 2000）を用いて復元し，観測データと欠損データ
からなる完全データ間の自己相関関係を記述する方法である（例えば，Martin, 1984; Haining et

















itβ + µi + εit .
で与えられる．ここで，µi は，時間不変な空間特有の項であり，これを固定効果とするか，変
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itβ + µi + uit, uit = ρ
N∑
j=1
wijujt + εit .
で与えられる．Elhorst（2003）は，これらのモデルのパラメータを最尤推定する方法を提示して




（2007）は，前述の Kelejian and Prucha（1998）を空間パネルに拡張し，パラメータの GMM推
定法を提案している．Elhorst（2010c）は，近年提案されたいくつかの空間パネルモデルのパラ











itβ + µi + εit .
このモデルでは，空間ラグの内生性の問題がなくなり，誤差に時間方向の系列相関がなければ，












地球統計データの代表的モデルである空間過程（spatial process）モデルは，回帰モデル Y =
Xβ + u における誤差項ベクトル uが従う分散共分散行列を直接構造化するという点に特徴
がある．空間過程モデルでは，分散共分散行列の構造化のために，誤差項が従う分布が弱定
常（stationary）であるという仮定をおく．また，別な種類の定常性に，本質的定常性（intrinsic
stationarity）がある．本質的定常性では，E [u(s+h)−u(s)] = 0とともに，E [u(s+h)−u(s)]2=
Var(u(s + h)− u(s)) = 2γ(h)が仮定される．関数 2γ(h)は，バリオグラム（variogram），γ(h)
自体はセミバリオグラム（semi variogram）と呼ばれる．本質的定常性は，確率変数の差分 u(s+
h)− u(s)の 1次と 2次のモーメントに対する仮定である．ここで，共分散関数とバリオグラム
の関係は，次式のように求められる．2γ(h)=Var(u(s+h) − u(s))=2 [C(0 )−C(h)]．従って，
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C(·)が得られれば，そこから γ(·)を求めることが可能である．ただし，逆は常には成り立たな
い．逆を成り立たせるためには，さらに空間過程がエルゴード性（ergodicity）を持つ，すなわち
||h|| → ∞のときに，C(h) → 0となる必要がある．これは，確率変数間の 2点間のラグhが非常
に大きくなれば，2点間に共分散が無くなるということを意味している．空間過程にエルゴード




τ 2）・レンジ（range, ϕ）・シル（sill, σ2）の 3つがある．ナゲットは，観測誤差や，観測地点間よ















model（SPM））である．SPMは，共分散関数のパラメータベクトルを ξ=(σ2, τ 2,ϕ)′とすると，
次式のように与えられる．
(4.1) Y =Xβ + u, u∼ (0 ,Σ(ξ)) ,
ここで，Σ = σ2H(ϕ) + τ 2I の成分 Σij は，前述の共分散関数で直接定式化される．ここで，
推定すべきパラメータは，共分散関数のパラメータ ξ と，回帰係数 β である．代表的なパラ
メータの推定方法には，ξ を weighted least squaresで，β を estimated generalized least squares
で推定する方法（EGLS&WALS 法）（Schabenberger and Gotway, 2005, pp. 256–259），最尤法
（Mardia and Marshall, 1984），制限付最尤法（Kitanidis, 1983），ベイズ推定法（Banerjee et al.,
2004, pp. 129–174）等がある．このうち EGLS&WALS法については，Wackernagel（1998），最
尤推定については，丸山（2008）で詳しく解説されている．ベイズ推定においては，MCMC法
を用いたパラメータ推定における利便性から，階層モデル Y |β,W , τ 2 ∼ N(Xβ + W , τ 2I)，
W |σ2,ϕ ∼N(0 ,σ2H(ϕ)) を用いることが多い．詳しくは，Banerjee et al.（2004）を参照され
たい．









挿）に用いることができる．この任意地点の内挿は，提案者の南アフリカの D. G. Krigeにちな





合に universal kriging という呼び名を使い，それ以外のトレンドが存在する場合は，regression
kriging（RK）と呼ぶことを提案している．RKによる地点 s0 における値の予測量とクリギング
分散と呼ばれる予測誤差の分散（prediction error variance）は，次式により与えられる．

























Delﬁner, 1999, p. 96），必ずしも確立された手法とはいえない．従って実際には帯状異方性が仮
定されることは稀であり，通常は幾何学的異方性が存在するものとして処理されることが多い．
ところで，空間過程に対する定常性の仮定は，非常に強い仮定であるため，この仮定を緩和す
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べて，よりフレキシブルな共分散関数クラスを表現でき，特に非定常な空間過程を構成するの




なトピックについては，Gelfand et al.（2010）, Haining et al.（2010）を参照されたい．
4.4 時空間における地球統計データモデル
地球統計データの時空間モデルに関する理論・実証研究は，大きな発展を見せている．今，連





数の積，あるいは和で与える方法である（Schabenberger and Gotway, 2005, p. 434）．しかしな
がらこれらの方法では，時間と空間の相互作用を考慮することができない．Cressie and Huang
（1999）, Gneiting（2002）は，時間と空間の相互作用を考慮した分離不可能（non-separable）型の
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Basics of Applied Spatial Statistics:
Spatial Statistics and Spatial Econometrics
Morito Tsutsumi1 and Hajime Seya2
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2National Institute for Environmental Studies Center for Global Environmental Research
Applied spatial statistics mainly involves applying spatial statistics and spatial econo-
metrics, both of which provide excellent tools for modeling geospatial data. Spatial statis-
tics, which includes elements of geostatistics, originated in mining engineering, and spatial
econometrics originated in regional science. Thus, both these ﬁelds of study developed
independently of each other. However, the recent diﬀusion of geographic information sys-
tems (GIS) has provided researchers with access to detailed spatial datasets and allowed
them, for example, to apply spatial statistics to socioeconomic data.
This paper reviews the diﬀerent modeling techniques used in spatial statistics and
spatial econometrics and discusses the similarities and diﬀerences among them. It also
discusses the possible future direction of these ﬁelds. First, the two characteristic proper-
ties of spatial data, spatial autocorrelation and spatial heterogeneity, are explained, and
the methods used to detect these properties are reviewed. Second, the diﬀerences between
the two ﬁelds are highlighted, especially the diﬀerences in regard to how target space is
grasped. These diﬀerences are characterized by discussing, in detail, the roles of the so-
called spatial weight matrix in spatial econometrics and prediction (spatial interpolation)
in spatial statistics; relevant examples are provided. Third, the possible future application
of these ﬁelds to spatio-temporal data is discussed.
Key words: Spatial statistics, spatial econometrics, spatial weight matrix, stationarity, prediction.
