A new 2-D traveltime tomography algorithm has been developed for use with long offset seismic streamer data. The forward problem is solved using initial value ray tracing in Delaunay triangulated grids. The traveltimes are calculated analytically. The linearised joint interface and velocity inversion is regularised via a geostatistical smoothing regularisation based on the formulation of a data covariance matrix. A novel slowness inversion is formulated to include information about the slope of the traveltime curve into off-diagonal terms of the data covariance matrix.
Introduction
Wide angle marine seismic surveys with simulated streamer lengths of up to 30 km contain long offset reflections and refractions that yield valuable additional information to conventional seismic data. Long offset seismic data can be used to image below basaltic flows and sills in order to image sediments and basement underneath. The huge size of these densely sampled long offset data sets does not allow for an inversion with present tomography approaches. Therefore an efficient technique is needed that is capable of handling such large data sets without the need for data decimation. We present a new traveltime tomography algorithm based on the approach described by McCaughey and Singh (1997) , using initial value ray tracing in triangulated grids.
Model parameterisation
Regular parameterisations of velocity models are appealing because of their simplicity, but they can cause overparameterisation of large regions of the model if high resolution of some structures is required. Therefore we allow for an irregular parameterisation to construct an optimal grid by adapting the local resolution to the available ray density.
Our models are composed of a sequence of layers separated by interfaces. The velocity in each layer is described by a set of velocity nodes which may be distributed randomly. These velocity nodes are gridded using Delaunay triangulation. Efficient book keeping within the triangulated grids is making use of the "Walking triangle algorithm" (Sambridge and Gudmundsson, 1998) .
Ray tracing
We use analytic initial-value ray tracing in an isotropic medium, as formulated by Farra (1990) . The square of the slowness (
) is interpolated linearly over triangular cells. The quadratic slowness model was chosen instead of the propagation velocity V, since it offers the simplest analytical solution for an inhomogeneous medium with constant gradients (Červený, 2001 ). The two-point problem is avoided by shooting an equidistant fan of rays and interpolating the traveltimes at the receiver locations. After initial tracing of a coarse fan of rays, the range of shooting angles of those rays that intersect a predefined receiver array is determined. Within this range additional rays are inserted until a satisfactory ray density is obtained wherever this is physical possible. At least one ray should emerge between each pair of receivers. Currently, rays can be modelled that either reflect from a certain interface or turn in a specified layer. While the traveltime along the ray path is calculated analytically, the ray interface intersections are calculated numerically, using Newton-Raphson algorithm and bisection (Press et al., 1992) . The accuracy of the traveltime computation was bench-marked against the results of analytically obtained traveltimes.
Inversion
The solution of the inverse problem involves a search over the model space for the most plausible model that is able to explain the recorded data . A starting model is chosen that is likely to be close to the real subsurface. Rays are traced in this model in order to obtain a first set of synthetic traveltimes. The comparison of these computed traveltimes with the actually measured data results in the traveltime misfit, or traveltime resid- 
with 0 being the matrix that contains the partial derivatives of the data in respect to the model parameters, the so called Fréchet derivatives. Since one ray is intersecting only few triangles in our model, just a small number of model parameters affect the traveltime of this ray. Therefore most elements of the matrix 0 will be zero.
The linearised inversion strategy is repeated iteratively until a satisfactory reduction of the traveltime residual is achieved. We take the following approach to calculate the model update )
: In order to reduce the misfit 3 between the observed data " ! and the modelled data ' & we formulate the optimisation function
with H P R T as inverse data covariance matrix containing the traveltime uncertainties a T
. The fact that
, is diagonal is due to the assumption that the covariance between any nonidentical data is zero. Later, off-diagonal terms will be introduced in H P S R T , in order to allow an inversion not only of individual traveltime values, but also of the shape of the traveltime curve. The term Y in equation (2) is constraining the inversion in order to produce a smooth model.
Geostatistical regularisation
In addition to the data misfit term of the optimisation function 4 we require a further term Y that regularises the inversion process. This regularisation term allows us to influence the inversion such that models with specific attributes are favoured, while models with undesirable properties are penalised.
The geostatistical concept of spatial continuity can be used to regularise the inversion (Bosch, 1999; Bosch and McGaughey, 2001) . The combination of geostatistical information with a description of its spatial distribution allows the inclusion of a priori information into the model covariance matrix
In order to evaluate the covariance function of a given pair of velocity or interface nodes within the same layer or interface, we can make use of three different covariance functions: a Gaussian, a spherical, or an exponential function. The inverse model covariance matrix is divided into one part representing the velocity parameters
, and into one part representing the interface parameters
. No cross-correlation is calculated between velocity and interface parameters. Using the model covariance matrix
to regularise the inversion we can formulate the complete objective function. The geostatistical regularisation term
with g as a positive scaling factor, chosen between 0 and 1. Under the linearising assumption of equation (1) 
Hence we calculate the gradient of 
with as the identity matrix.
for the first iteration . We can regard equation (7) 
Application
The joint inversion of velocities and interfaces was tested. A model with a structured interface and a velocity anomaly in the layer above the interface was created (Figure 1(a) ). The velocity anomaly is formed by a relative increase of the background velocity by 75 m/s in the centre of the model. Its shape and amplitude are shown in Figure 1(b) . The inverse crime was committed and the 'real' data generated by tracing rays in our 'real' model.
The starting model for the inversion has a flat interface at 4.8 km depth and a similar background velocity as the real model.
Reflections and turning rays were shot along the top of the model. The allowed variance for the velocities during the inversion was f 0.2 km/s with a horizontal and vertical covariance range of 3 km. Interfaces were excluded from the inversion. The allowed variance for the first interface was set to 500 m with a horizontal covariance range of 1.0 km. A weighting of velocity versus interface regularisation of 0.9 to 0.1 yielded the best result.
In four inversion iterations the value of g ¢ drops from initially 14.99, to 0.28, 0.11, 0.08, and 0.05. A g ¢ value below 1 indicates that the model is either over-fitted or that the picking uncertainty chosen for the data (here 10 ms) was too large. The inversion result is shown in Figure 1(c) . We see a good recovery of the interface position, except for the edges of the model where no, or only little, ray coverage was given. (Figure 2(a) ) and the real model (Figure 1(a) ). The remaining model misfit after four iterations is small, the anomaly is well recovered in shape and amplitude. It should be noted that interface and velocity of the resulting model can only be regarded as reliable in regions of sufficient ray coverage. The sides of the model are clearly under-constrained.
The inversion algorithm is applied to a long offset seismic data set from the north east Atlantic margin where Tertiary basaltic sills cover deeper sediments and the basement. Traveltime Distance [km] (c)
Fig. 1: The 'real' model (a); the anomaly without background velocity (b); the starting model (c).
picks were obtained with a semi-automatic picking algorithm (Di Nicola-Carena et al., 1999).
Slowness tomography
The traveltime inversion scheme described above takes so far only individual data points, the traveltime picks, into account. In order to improve the solution we can incorporate additional data in a very efficient way. to invert not only the traveltime picks alone, but the shape of the traveltime curve, or traveltime surface. Such a traveltime surface can be described by the horizontal slowness of the ray, or the ray parameter. The ray parameter can essentially be thought as the ray direction in source and receiver location. "On a common-shot gather or commonreceiver gather, the local slope of a reflected event provides a direct estimation of the horizontal slowness vector" (Billette and Lambaré, 1998) . This slowness vector is obtained in the ray tracing algorithm alongside the traveltimes at no extra cost. It is also a by-product of the automated picking scheme employed in this work (Di Nicola-Carena et al., 1999) . Incorporating ad- Distance [km] (c)
Fig. 2: The inversion result after four iterations (a); the total model update (b); the final residual (c).
ditional data into the tomography increases the stability of the inversion and results in a faster convergence. Furthermore, the inversion tends to include better the geometries of structures and their absolute velocities.
The idea is to incorporate information about the slope of the traveltime curve into the data covariance matrix h ) i
. In the present scheme it is assumed that individual traveltime picks are uncorrelated. Therefore
, with r as the traveltime uncertainty for each pick point. By establishing a correlation between neighbouring traveltime pick points via the local slope of the traveltime curve we introduce off-diagonal terms into h j k i
. These offdiagonal terms express the covariance of the traveltime gradient for neighbouring traveltime pick points. In order to calculate the off-diagonal elements of h j S k i
we make use of the fact that the difference in slowness between two adjacent receivers is proportional to the gradient of the corresponding traveltime residual u . Any uninterrupted data series that consists of residual pairs (v ,w ) from adjacent rays of the same traveltime branch shall be called a sequence. In order to calculate the data covariances we differentiate four possible cases: f is within a sequence:
And if
f
is at the end of a sequence:
Since the optimisation function 4 is still quadratic in the residuals we can write the first term of equation (2) with a new defined data covariance matrix
Traveltime tomography that utilises the ray parameter in addition to the traveltimes was first suggested by Sword (1986) .
Later it was re-casted by Billette and Lambaré (1998) as Slopeor Stereo-Tomography. The approach formulated here differs in the following points from the work published hitherto:
1. The methods described in the papers that are mentioned above make use of local slant stacks to extract the ray parameters. The new method utilises a new semi-automatic picking algorithm (Di Nicola-Carena et al., 1999) that is working in the common-source and common-offset domain.
2. Previously described slope-tomographic methods do not determine horizon positions during the inversion. Horizons are assumed to be only locally continuous. The method presented here inverts simultaneously for interface depth and velocities, assuming continuous interfaces.
3. The other methods trace one ray from a reflecting point in the subsurface to the source and one ray to the receiver. Within the scheme presented here single rays are traced between the sources and the receivers. These rays are either reflected from an interface or turn in a predefined layer.
4. The objective function as described by Sword (1986) is based on joint minimisation of the traveltime and the distance between the source-and the receiver-ray at a depth that is predicted by the combined traveltimes of both rays. The method described here incorporates the slope information into the off-diagonal terms of the data covariance matrix, thereby establishing a dependency between traveltime picks that were previously assumed to be uncorrelated.
Conclusions
A new traveltime tomography algorithm was developed for the inversion of large long offset data sets. It was shown that this algorithm is working on synthetic models. A novel approach to include slowness information into the inversion was described.
The traveltime tomography of a real long offset multichannel data set is currently under way; its results will be shown.
