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Wiener index and Harary index on pancyclic graphs
Huicai Jia ∗, Hongye Song †
Abstract
Wiener index and Harary index are two classic and well-known topological indices for
the characterization of molecular graphs. Recently, Yu et al. [14] established some sufficient
conditions for a graph to be pancyclic in terms of the edge number, the spectral radius and
the signless Laplacian spectral radius of the graph. In this paper, we give some sufficient
conditions for a graph being pancyclic in terms of the Wiener index, the Harary index, the
distance spectral radius and the Harary spectral radius of a graph.
AMS Classification: 05C50
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1 Introduction
All graphs considered here are finite, undirected and connected simple graphs. Let G be a graph
with vertex set V (G) = {v1, v2, . . . , vn} and edge set E(G). Let NG(v) denote the neighbour
set of v in G. Denote by di or d(vi) the degree of vertex vi . Let (d1, d2, . . . , dn) be the degree
sequence of G, where d1 ≤ d2 ≤ · · · ≤ dn. Then d1 = δ is called the minimum degree of G. We
use dG(vi, vj) to denote the distance between vertices vi and vj . The union of simple graphs
G and H is the graph G ∪ H with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H). If G
and H are disjoint, we refer to their union as a disjoint union, and denote it by G + H. The
disjoint union of k graphs G is denoted by kG. By starting with a disjoint union of G and H
and adding edges joining every vertex of G to every vertex of H , one can obtain the join of G
and H , denoted by G ∨H . Let G denote the complement of G.
A pancyclic graph is a graph that contains cycles of all possible lengths from three up to the
number of vertices in the graph. Pancyclic graphs are a generalization of Hamiltonian graphs,
which have a cycle of the maximum possible length.
The distance matrix D(G) is defined so that (i, j)-entry, dij , is equal to dG(vi, vj). The
Wiener index of a molecular graph was introduced by and named by Wiener [13] in 1947. It
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is defined as the sum of distances between all pairs of vertices of a connected graph G, i.e.,
W (G) =
∑
u,v∈V (G) dG(u, v). Let Di(G) and Dv(G) denote the sum of row i of D(G) and the
row sum of D(G) corresponding to vertex v, respectively. Then
W (G) =
1
2
∑
v∈V (G)
Dv(G) =
1
2
n∑
i=1
Di(G).
The distance spectral radius of G is the largest eigenvalue of D(G), denoted by ρ(G).
The Harary index of a graph G, denoted by H(G), has been introduced independently by
Ivanciuc et al. [5] and Plavsˇic´ et al. [12] in 1993 for the characterization of molecular graphs. The
Harary index H(G) is defined as the sum of reciprocals of distances between all pairs of vertices
of a connected graph G, i.e. H(G) =
∑
u,v∈V (G)
1
dG(u,v)
. Note that in any disconnected graph
G, the distance is infinite between any two vertices from two distinct components. Therefore its
reciprocal can be viewed as zero. Thus we can define validly the Harary index of disconnected
graph G as follows: H(G) =
∑k
i=1H(Gi), where G1, G2, . . . , Gk are the components of G. We
often use Dˆi(G) or Dˆvi(G) to denote
∑
vj∈V (G)
1
dG(vi,vj)
. Then
H(G) =
1
2
∑
vi∈V (G)
Dˆvi(G) =
1
2
n∑
i=1
Dˆi(G).
The Harary matrix RD(G) of G, which is initially called the reciprocal distance matrix and
introduced by [5], is an n× n matrix whose (i, j)-entry is equal to 1
dij
if i 6= j and 0 otherwise.
The Harary spectral radius of G is the largest eigenvalue of RD(G), denoted by ρ⋆(G). Note that
in any disconnected graph G, ρ⋆(G) = max{ρ⋆(Gi)|1 ≤ i ≤ k}.
The problem of deciding whether a given graph is Hamiltonian is NP-complete. Many rea-
sonable sufficient or necessary conditions were given. Recently, spectral graph theory has been
applied to the problem. Some related sufficient spectral conditions on the Wiener index and the
Harary index for a graph to be Hamiltonian, traceable and Hamiltonian-connected have been
given in [1, 2, 3, 6, 7, 8, 9, 10, 11, 15, 16].
In this paper, we consider the problem of deciding whether a given graph is pancyclic. Yu et
al. [14] established some sufficient conditions for a graph to be pancyclic in terms of the edge
number, the spectral radius and the signless Laplacian spectral radius of the graph. Motivated
by these results, we present some sufficient conditions for a graph to be pancyclic in terms of the
Wiener index, the Harary index, the distance spectral radius and the Harary spectral radius of
a graph, respectively.
2 Preliminaries
Before giving the proof of our theorems, we introduce some fundamental lemmas and properties
in this section.
Let NP = {K2 ∨ (Kn−4 + 2K1),K5 ∨ 6K1,K3 ∨ (K2 + 3K1),K3 ∨ (K1,4 +K1),K3 ∨ (K1,3 +
K2), (K2 ∨ 2K1) ∨ 5K1,K4 ∨ 5K1,K1,2 ∨ 4K1,K2 ∨ (K1,3 +K1),K3 ∨ 4K1}.
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Lemma 2.1 ([14]) Let G be a connected graph on n ≥ 5 vertices and m edges with minimum
degree δ ≥ 2. If m ≥
(
n−2
2
)
+ 4, then G is a pancyclic graph unless G ∈ NP or G is a bipartite
graph.
Lemma 2.2 ([4]) Let G be a connected graph on n vertices. Then ρ(G) ≥ 2W (G)
n
, and the
equality holds if and only if the row sums of D(G) are all equal.
Lemma 2.3 ([10]) Let G be a graph on n vertices. Then ρ⋆(G) ≥ 2H(G)
n
, and the equality holds
if and only if the row sums of RD(G) are all equal.
Lemma 2.4 Let G be a bipartite graph on n vertices. Then W (G) > n
2+3n−14
2 .
Proof. Let G be a bipartite graph of order n whose vertices are divided into two disjoint and
independent sets V1 and V2, |V1| = a, (1 ≤ a ≤ n− 1), |V2| = n− a.
W (G) =
1
2
∑
i∈V (G)
Di(G)
≥
1
2
[
∑
i∈V1
(di + 3(n− a− di) + 2(a− 1)) +
∑
j∈V2
(dj + 3(a− dj) + 2(n− a− 1))]
=
1
2
[
∑
i∈V1
(3n− a− 2− 2di) +
∑
j∈V2
(2n+ a− 2− 2dj)]
= −a2 + na+ n2 − n−
∑
i∈V (G)
di
= −a2 + na+ n2 − n− 2
≥ −a2 + na+ n2 − n− 2a(n− a) = a2 − na+ n2 − n
≥
3n2 − 4n
4
. (1)
By manipulation, we have 3n
2−4n
4 >
n2+3n−14
2 . Then W (G) >
n2+3n−14
2 . The proof of
Lemma 2.4 is completed.
Lemma 2.5 Let G be a bipartite graph on n vertices. Then H(G) > 5n
2−23n+28
2(n−1) for n ≥ 8.
Proof. Let G be a bipartite graph of order n ≥ 8 whose vertices are divided into two disjoint
and independent sets V1 and V2, |V1| = a, (1 ≤ a ≤ n− 1), |V2| = n− a.
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Case 1. G is not a complete bipartite graph.
H(G) =
1
2
n∑
i=1
Dˆi(G) =
1
2
∑
v∈V (G)
[dG(v) +
1
2
(n− 1− dG(v))]
=
1
2
∑
v∈V (G)
[
n− 1
2
+
dG(v)
2
] =
n(n− 1)
4
+
1
4
∑
v∈V (G)
dG(v)
=
n(n− 1)
4
+
1
4
∑
v∈V (G)
(n− 1− dG(v))
=
n(n− 1)
2
−
m
2
>
n(n− 1)
2
−
1
2
a(n− a)
=
a2 − na+ n2 − n
2
≥
3n2 − 4n
8
Through calculation, we have 3n
2−4n
8 >
5n2−23n+28
2(n−1) . Then H(G) >
5n2−23n+28
2(n−1) for n ≥ 3.
Case 2. G is a complete bipartite graph.
Then G = Ka,n−a and
H(G) =
1
2
n∑
i=1
Dˆi(G) =
1
2
[
∑
v∈V1
(a− 1) +
∑
v∈V2
(n− a− 1)]
=
1
2
[a(a− 1) + (n− a)(n− a− 1)]
= a2 − na+
n2 − n
2
≥
n2 − 2n
4
By manipulation, we have n
2−2n
4 >
5n2−23n+28
2(n−1) for n ≥ 8. Then H(G) >
5n2−23n+28
2(n−1) for
n ≥ 8. The proof of Lemma 2.5 is completed.
3 Wiener index, Harary index on pancyclic graphs
Theorem 3.1 Let G be a connected graph of order n ≥ 5 with minimum degree δ ≥ 2. If
W (G) ≤ n
2+3n−14
2 , then G is a pancyclic graph unless G ∈ NP.
Proof. Suppose that G is not a pancyclic graph. Then
W (G) =
1
2
n∑
i=1
Di(G) ≥
1
2
n∑
i=1
(di + 2(n− 1− di))
=
1
2
n∑
i=1
(2(n− 1)− di)
= n(n− 1)−m. (2)
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Note that W (G) ≤ n
2+3n−14
2 , we have m ≥ n(n − 1) −
n2+3n−14
2 =
(
n−2
2
)
+ 4. By Lemma 2.1,
we obtain that G ∈ NP or G is a bipartite graph. By a direct calculation, for all G ∈ NP,
W (G) ≤ n
2+3n−14
2 . If G is a bipartite graph, by Lemma 2.4, we obtain W (G) >
n2+3n−14
2 . This
completes the proof.
Theorem 3.2 Let G be a connected graph of order n ≥ 5 with minimum degree δ ≥ 2, and G be
a connected graph. If W (G) ≥ n
3−6n2+23n−28
2 , then G is a pancyclic graph unless G is a bipartite
graph which does not contain complete bipartite graph.
Proof. Suppose that G is not a pancyclic graph. Then
W (G) =
1
2
n∑
i=1
Di(G) ≤
1
2
∑
v∈V (G)
[dG(v) + (n− 1)(n− 1− dG(v))]
=
1
2
∑
v∈V (G)
[(n− 1)2 + (2− n)dG(v)]
=
1
2
n(n− 1)2 −
n− 2
2
∑
v∈V (G)
(n− 1− dG(v))
=
n(n− 1)
2
+ (n− 2)m.
Note that W (G) ≥ n
3−6n2+23n−28
2 , we have m ≥
n3−7n2+24n−28
2(n−2) =
(
n−2
2
)
+4. By Lemma 2.1, we
obtain that G ∈ NP or G is a bipartite graph. Note that for all G ∈ NP, G is disconnected, and
G is a complete bipartite graph, G is also disconnected. The proof of Theorem 3.2 is completed.
Theorem 3.3 Let G be a connected graph of order n ≥ 5 with minimum degree δ ≥ 2. If
H(G) ≥ n
2−3n+7
2 , then G is a pancyclic graph unless G ∈ NP.
Proof. Suppose that G is not a pancyclic graph. Then
H(G) =
1
2
n∑
i=1
Dˆi(G) ≤
1
2
n∑
i=1
(di +
1
2
(n− 1− di))
=
n(n− 1)
4
+
m
2
.
Note that H(G) ≥ n
2−3n+7
2 , we have m ≥ n
2 − 3n + 7 − n(n−1)2 =
(
n−2
2
)
+ 4. By Lemma 2.1,
we obtain that G ∈ NP or G is a bipartite graph. By a direct calculation, for all G ∈ NP,
H(G) ≥ n
2−3n+7
2 . If G is a bipartite graph whose vertices are divided into two disjoint and
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independent sets V1 and V2, |V1| = a, (1 ≤ a ≤ n− 1), |V2| = n− a. We have
H(G) =
1
2
∑
i∈V (G)
Dˆi(G) =
1
2
(
∑
i∈V1
Dˆi(G) +
∑
j∈V2
Dˆj(G))
≤
1
2
[
∑
i∈V1
(di +
1
3
(n− a− di) +
1
2
(a− 1)) +
∑
j∈V2
(dj +
1
3
(a− dj) +
1
2
(n− a− 1))]
=
2a2 − 2na+ 3n2 − 3n
12
+
1
3
∑
i∈V (G)
di =
2a2 − 2na+ 3n2 − 3n
12
+
2m
3
≤
2a2 − 2na+ 3n2 − 3n
12
+
2a(n− a)
3
=
−2a2 + 2na+ n2 − n
4
≤
3n2 − 2n
8
.
Note that 3n
2−2n
8 <
n2−3n+7
2 . We complete the proof.
Theorem 3.4 Let G be a connected graph on n ≥ 8 vertices with minimum degree δ ≥ 2. If
H(G) ≤ 5n
2−23n+28
2(n−1) , then G is a pancyclic graph unless G ∈ {K5 ∨ 6K1,K3 ∨ (K2 + 3K1),K3 ∨
(K1,4 +K1),K3 ∨ (K1,3 +K2), (K2 ∨ 2K1) ∨ 5K1,K4 ∨ 5K1}.
Proof. Suppose that G is not a pancyclic graph. Then
H(G) =
1
2
n∑
i=1
Dˆi(G) ≥
1
2
∑
v∈V (G)
[dG(v) +
1
n− 1
(n− 1− dG(v))]
=
1
2
∑
v∈V (G)
[1 +
n− 2
n− 1
dG(v)]
=
n
2
+
n− 2
2(n− 1)
∑
v∈V (G)
(n− 1− dG(v))
=
n(n− 1)
2
−
n− 2
2(n− 1)
∑
v∈V (G)
dG(v)
=
n(n− 1)
2
−
n− 2
n− 1
m. (3)
Note that H(G) ≤ 5n
2−23n+28
2(n−1) , we have m ≥
n(n−1)2
2(n−2) −
5n2−23n+28
2(n−2) =
(
n−2
2
)
+ 4. By Lemma 2.1,
we obtain that G ∈ NP or G is a bipartite graph. Note that n ≥ 8, H(K2 ∨ (Kn−4 + 2K1)) ≥
n2−n−8
4 >
5n2−23n+28
2(n−1) . However, by a direct calculation, for all G ∈ NP \K2 ∨ (Kn−4 + 2K1),
H(G) ≤ 5n
2−23n+28
2(n−1) . If G is a bipartite graph, by Lemma 2.4, we have H(G) >
5n2−23n+28
2(n−1) for
n ≥ 8. So we obtain this theorem.
Theorem 3.5 Let G be a connected graph of order n ≥ 5 with minimum degree δ ≥ 2. If
ρ(G) ≤ n+ 3− 14
n
, then G is a pancyclic graph unless G ∈ {K2 ∨ (K1,3 +K1),K3 ∨ 4K1}.
Proof. Assume that G is not a pancyclic graph. By Lemma 2.2 and (2) in the proof of Theorem
3.1, we have
ρ(G) ≥
2W (G)
n
≥
2
n
[n(n− 1)−m] = 2(n− 1)−
2
n
m.
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Since ρ(G) ≤ n + 3 − 14
n
, we have m ≥
(
n−2
2
)
+ 4. According to Lemma 2.1, G ∈ NP or G is a
bipartite graph.
For G = K2 ∨ (Kn−4 + 2K1), let X = (x1, x2, . . . , xn)T be the eigenvector corresponding to
ρ(G), where xi (1 ≤ i ≤ n− 4) corresponds to the vertex of degree n− 3, xj (n− 3 ≤ j ≤ n− 2)
corresponds to the vertex of degree 2 and xl (n − 1 ≤ l ≤ n) corresponds to the vertex of
degree n − 1. Without loss of generality, let x := xi, 1 ≤ i ≤ n − 4; y := xj , n − 1 ≤ j ≤ n;
z := xl, n− 1 ≤ l ≤ n. As ρX = D(G)X , we have

ρx = (n− 5)x+ 4y + 2z,
ρy = 2(n− 4)x+ 2y + 2z,
ρz = (n− 4)x+ 2y + z.
It follows that ρ(K2 ∨ (Kn−4 + 2K1)) is the largest root of the equation
ρ3 − (n− 2)ρ2 − (7n− 23)ρ− 2(n− 3) = 0.
Let f(x) = ρ3 − (n − 2)ρ2 − (7n− 23)ρ− 2(n− 3), then n ≥ 5, f(n+ 3 − 14
n
) = −2n2 + 16n−
6 − 476
n
+ 2156
n2
− 2744
n3
< 0. Hence ρ(K2 ∨ (Kn−4 + 2K1)) > n + 3 −
14
n
for n ≥ 5. By a direct
calculation, we have the following Table 1.
G ρ(G) n+ 3− 14
n
K5 ∨ 6K1 13.245 12.727
K3 ∨ (K2 + 3K1) 9.5947 9.25
K3 ∨ (K1,4 +K1) 10.8341 10.444
K3 ∨ (K1,3 +K2) 10.7672 10.444
(K2 ∨ 2K1) ∨ 5K1 10.7624 10.444
K4 ∨ 5K1 10.6325 10.444
K1,2 ∨ 4K1 8.2736 8
K2 ∨ (K1,3 +K1) 8 8
K3 ∨ 4K1 8 8
Table 1. The distance spectral radius of some graphs
If G is a bipartite graph, by (1) the proof of Lemma 2.4, we have W (G) ≥ 3n
2−4n
4 , then ρ(G) ≥
2W (G)
n
≥ 3n−42 > n+ 3−
14
n
. This completes the proof of Theorem 3.5.
Theorem 3.6 Let G be a connected graph on n ≥ 8 vertices with δ ≥ 2. If ρ⋆(G) ≤ 5n
2−23n+28
n(n−1) ,
then G is a pancyclic graph.
Proof. Suppose that G is not a pancyclic graph. From Lemma 2.3 and (3) in the proof of
Theorem 3.4, we have
ρ⋆(G) ≥
2H(G)
n
≥ n− 1−
2(n− 2)m
n(n− 1)
.
Since ρ⋆(G) ≤ 5n
2−23n+28
n(n−1) , we have m ≥
(
n−2
2
)
+4. According to Lemma 2.1, we obtain G ∈ NP
or G is a bipartite graph.
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For G = K2 ∨ (Kn−4 + 2K1), let X = (x1, x2, · · · , xn)T be the eigenvector corresponding to
ρ⋆(G), where xi (1 ≤ i ≤ n − 4) corresponds to the vertex of degree 2, xj (n − 3 ≤ j ≤ n − 2)
corresponds to the vertex of degree n − 3 and xl (n − 1 ≤ l ≤ n) corresponds to the vertex
of degree 0. Without loss of generality, let x := xi, 1 ≤ i ≤ n − 4; y := xj , n − 1 ≤ j ≤ n;
z := xl, n− 1 ≤ l ≤ n. As ρX = RD(G)X , we have{
ρ⋆x = 12 (n− 5)x+ 2y + 0z,
ρ⋆y = (n− 4)x+ y + 0z.
It follows that ρ(K2 ∨ (Kn−4 + 2K1)) is the largest root of the equation
2(ρ⋆)2 − (n− 3)ρ⋆ + 11− 3n = 0.
Then ρ⋆ = n−3+
√
n2+18n−79
4 >
5n2−23n+28
n(n−1) for n ≥ 5. By a direct calculation, we have the
following Table 2.
G ρ⋆(G) 5n
2−23n+28
n(n−1)
K5 ∨ 6K1 5 3.4546
K3 ∨ (K2 + 3K1) 4.0663 2.9286
K3 ∨ (K1,4 +K1) 4.4115 3.1389
K3 ∨ (K1,3 +K2) 4.5455 3.1389
(K2 ∨ 2K1) ∨ 5K1 4 3.1389
K4 ∨ 5K1 4 3.1389
K1,2 ∨ 4K1 3 2.667
K2 ∨ (K1,3 +K1) 3.4575 2.667
K3 ∨ 4K1 3 2.667
Table 2. The Harary spectral radius of complements of some graphs
Clearly, for G ∈ NP, ρ⋆(G) > 5n
2−23n+28
n(n−1) .
If G is a bipartite graph of order n ≥ 8 whose vertices are divided into two disjoint and
independent sets V1 and V2, |V1| = a, (1 ≤ a ≤ n− 1), |V2| = n− a.
Case 1. G is not a complete bipartite graph.
By Lemma 2.3 and the proof of Lemma 2.5, we have ρ⋆(G) ≥ 3n−44 >
5n2−23n+28
n(n−1) for n ≥ 3.
Case 2. G is a complete bipartite graph.
Then G = Ka,n−a.
By Lemma 2.3 and the proof of Lemma 2.5, we have ρ⋆(G) ≥ n−22 >
5n2−23n+28
n(n−1) for n ≥ 8.
Hence we obtain the theorem.
4 Conclusions
We consider the problem of deciding whether a given graph is pancyclic. We present some
sufficient conditions for a graph to be pancyclic in terms of the Wiener index, the Harary index,
the distance spectral radius and the Harary spectral radius of a graph, respectively.
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