We propose a geometric method to parameterize inequivalent vacua. Introducing Clifford algebras with arbitrary bilinear forms we distinguish isomorphic algebras -as Clifford algebras-by different filtrations resp. induced gradings. The idea of a vacuum is introduced as the unique algebraic projection on the base field embedded in the Clifford algebra. The parameterization of inequivalent vacua takes place as a parameterization of different multivector products which induce different gradings. This approach is shown to be equivalent to the usual picture which fixes one product but employs a variety of states. The most striking novelty of the geometric approach is the fact, that positivity is not required and the usual concept of a statistical quantum state can be generalized to geometric meaningful but non statistical -non definitesituations. Furthermore, an algebraization of states takes place. The usefulness of this approach to physical situations is also discussed. For the case of a U (2)-symmetry a gap-equation governs a phase transition. The parameterization of all vacua is explicitly calculated from propagator matrix elements.
Introduction
Quantum physics arose from the necessity to generalize coordinates and coordinate functions to operators and operator valued functions. The historical development of quantum mechanics lead to the concept of a Hilbert space, a linear space with a positive definite inner product or scalar product usually over the complex number field [1, 2] . The so-called observables are then no longer differentiable functions on a phase-space, but bounded operators on an appropriate Hilbert space. We want to emphasize here, that operators are not observables at their own right. From an empirical point of view, a measurement yields a -lets assume-real number. A measurable quantity is thus a -basis dependent-expectation value e.g. a matrix element or an invariant object as for example an eigenvalue. Only in the positive definite case of a Hilbert space, we are able to reconstruct the operators up to isomorphisms -hence their invariants-uniquely from such data -finite dimension or separability also assumed. This a posteriori identification allows us to address the bounded operators on a Hilbert space as observables. We will be concerned here with a geometric relation between operators and their invariants.
In quantum field theory, however, one fails to find such a direct connection. Since the canonical (anti) commutation relations (CCR, CAR) of a continuum of variables -the space-time continuum has to be considered as an index-do posses infinite many representations. One does therefore lose the information about a particular representation when passing from expectation values to operators and possibly an operator dynamics. The freedom in choosing a representation can be used to treat fields at finite temperature or within different phases and provides therefore an ideal tool in modeling physical systems. Furthermore, it is known from Haag's theorem, that interacting QFT's can not be described correctly within Fock space [3, 4] . It is thus of utmost importance to have a constructive way to handle non-Fock situations. Troubled with the requirement of positivity -in the relativistic setting-these situations are usually handled with complicate inductive limits in a C * -algebraic approach [5] . Our geometric approach will allow such intriguing situations in the finite dimensional case also, which might be used to circumvent convergence problems.
The need of positivity -and definiteness-results from another point also. Quantum mechanics was developed within a background of positivism and it was welcome to its founders to introduce a statistical and a priori unquestionable element into the theory -the chance. Especially Bohr and the so-called Copenhagen interpretation developed by Born took this route. Nevertheless, already in the thirties and mostly connected with the appearance of the electron spin, geometrical concepts were investigated [6] . We will return to geometric conceptions which include, however, the QM case as a subset.
In this paper we give a geometric interpretation of vacuum states and their relation to symmetry and the dynamics under consideration. This will include a geometric interpretation of "quantization" also. We will concentrate on finite dimensional examples for reasons of clarity and to avoid convergence problems, which do not belong to the geometric picture. However, the method can be applied to quantum field theory straight forward, [7, 8, 9] . Furthermore, one should note, that in our framework all the interesting phenomena as phase transitions etc. can be handled with finitely many particles.
The striking advantage of the geometric picture is that it is neither connected to positivity nor to definiteness. If we fix artificially the situation in the positive definite case, which can be handled in the usual way, we are ready to change to the geometric picture and afterwards extend the theory to formerly meaningless situations. Since in quantum field theory ghost states -of negative and zero normare presently used e.g. in QCD, we expect a clarification of these situations by our approach.
Since we are presenting an alternative approach to the concept of states and furthermore their algebraic treatment, we have to compare conventional and new calculations. Therefore, in section 2 an explicit treatment of the one dimensional Fermi oscillator is given, first to fix the notations and second for didactical reasons, since this is the model where old and new approaches shear most of their features.
Section 3 is devoted to the development of the geometric theory in the finite dimensional case, which however can easily be used in QFT by analogy. A resume of generalized Clifford algebras with arbitrary bilinear forms is given in section 3.1. Sections 3.2 and 3.3 treat once more the Fermi oscillator, simply by translating the results from 2 and only thereafter turning to a radical geometric point of view. It seemed to be necessary to perform this transition in two steps, to be as clear as possible. A redundancy occurs only in the results, but not in the novel points of view. Section 3.4 provides a treatment of the Fermi oscillator with two degrees of freedom, first giving the results of CAR calculations and then a complete discussion within the geometric picture. The main results given there are a description of inequivalent vacua in a parametric and constructive form, the explicit calculation of the functional dependency of these parameters from the matrix elements of the propagator, a gap-equation which distinguishes different phases, a complete classification of all vacuum states by geometrical data.
The 4th section summarizes the results and gives some hints, how this approach may be related to the Higgs mechanism and ghost fields.
2
The conventional Fermi oscillator
Let us consider the Fermi oscillator with one degree of freedom. This very trivial system serves us finding the relevant relations by explicit calculations. The CAR algebra of one degree of freedom is generated by 1I, and a, a † , where the relations
hold. We will deal for simplicity over the real field, but a complexification could easy be performed by CAR C I = C I ⊗ CAR IR , where bilinear forms have to be changed into sesquilinear ones. We find an algebraic basis of the algebra which spans a (real) linear space F CAR -from the forgetful functor F (generally we will write F A for the linear space underlying the algebra A)-of dimension 2 n = 4:
A state ω on this algebra is an element of the linear forms lin[F CAR, IR] ≃ F CAR * , where * does indicate the dual with respect to a canonical pairing. It is supposed to be linear, positive and normed. Since F CAR and F CAR * are isomorphic as linear spaces, any dual element can be parameterized by its action on the basis elements in F CAR. We seek additionally for vacuum states, which are defined to posses no nonzero quantum numbers. Introducing a "particle number" operator or even better a grading by
we have together with the invariance condition ω(AQ) = 0, ∀A ∈ CAR :
where ν is a real parameter. The positivity requirement restricts ν by ν > 0 and ω(a † a) = ω(1I − aa † ) = 1 − ν > 0 which results in 1 > ν > 0. Hence we can parameterize all linear, normed, positive vacuum states S 0 (CAR) by a single real quantity ν ∈]0, 1[. We write ω ν for such vacuum states in S 0 (CAR). We can now calculate ν-dependent matrices by using ω ν as linear form and the {e i } basis. With A ∈ CAR we have
e.g.
[η
But the algebra product is not mapped onto the matrix product, so µ is not a representation, which can be seen from
or equivalently
Since η is nonsingular and positive, one could proceed to a * -representation π by setting
The two extremal and singular cases ν = 0, 1 reduce the situation to usual Fock F and dual Fock F * spaces which is achieved by the renaming a, a † → a † , a. As long as we want to find a concrete expression for the grading operator Q in terms of a, a † , we are able to remain in Fock space. However, if Q is seen to be an independent quantity, one works no longer in the CAR algebra, but in the algebra generated by {1I, a, a † , Q}, which could be called extended CAR algebra, see [10] . In this case representation theory is much more complicated.
At the end of this section, we give a further possibility to describe the ν-dependent vacua, which are later needed. From a decomposition of unity into primitive projectors we have
and the decomposition
where ω F and ω F * are the extremal Fock and dual Fock states. If one likes to proceed to a diagonal decomposition, it is convenient furthermore to introduce GNS ground states |Ω ν > results in
Since Fock and dual Fock situations are connected by a simple relabeling of generators, the distinction seems to be dull. But if more generators are involved other representations come into play, and the concrete expression of Q depends already on this choice.
3
Clifford geometric approach
Nonsymmetric bilinear forms in Clifford algebras
To be able to describe the same structure as in the previous section, it is necessary to use a generalization of the term Clifford algebra which might be called Clifford algebra of multivectors according to [11] . Since a Clifford algebra is -in a functorial sense-the natural algebra of a quadratic space (V ,Q), a pair of a linear space V and a quadratic form Q. One can define a functor CL from the category of quadratic spaces into the category of unital associative algebras alg. But bilinear forms associated with quadratic forms are necessarily symmetric if the characteristic of the base field is not equal 2. The polar bilinear form of a quadratic form Q is defined with x, y ∈ V as
The Clifford map γ : V ֒→ CL results then in
where we identify x ∈ V and γ x ∈ CL. The Clifford product of elements from V , written without sign, can be decomposed as [12] 
where the wedge is an antisymmetric Grassmann product. In writing this decomposition, we have used an isomorphism of the linear spaces F CL and F V , the linear space of Grassmann multiforms. This can be used to construct the Clifford algebra directly from the Grassmann algebra via Chevalley deformation [13] . The so defined product on V can be lifted on the whole algebra CL, see (19) . Moreover, we are no longer restricted to a symmetric bilinear form. One can define the left contraction on V
in a completely arbitrary way. x is then ∈ V and γ x its image in CL, see [14, 18, 8, 7, 15, 9, 16, 17] . Contrary to the associative wedge product, the contraction or inner product is nonassociative. For multiforms we have to define with x i , y j ∈ V and dropping from now on the injection γ : V ֒→ CL i)
ii)
We have however to remark, that the grading inherited from the Grassmann multivector structure is not unique. One could also define another contraction, which is symmetric and put the antisymmetric part into the Grassmann bi-form
Here B = G + F is decomposed into symmetric and antisymmetric part, we have thus
which clearly exhibits the different gradings. It was shown, that exactly this change of multivector structure is done when normal ordering is performed in quantum (field) theory. Even in nonlinear -resp. selfinteracting-theories no singular additional terms arise when this change is treated algebraically correct [8] .
In the sequel, we will give the bilinear forms explicitly in terms of a basis and use either the common wedge multiforms or monomials in Clifford generators. The Clifford monomials constitute a further possibility to introduce a grading on CL.
Fermi oscillator in Clifford terms
We start from a two dimensional (n = 2) hyperbolic space H, where we introduce the following particular basis {e i } = {e 1 , e 2 } and symmetric(!) bilinear form
We construct furthermore the Clifford algebra CL(H, B), which leads to the commutation relations identifying from now on γ ei ≃ e i and 1I ≃ 1
e i e j + e j e i = B(e i , e j ) + B(e j , e i ) + e i ∧ e j + e j ∧ e i = 2B(e i , e j ).
If we identify e 1 with a and e 2 with a † , we notice, that this algebra is isomorphic to the CAR algebra of the previous section. The relations then read
where the second line holds because of a ∧ a = 0 = a † ∧ a † . To establish the full correspondence, we need to define the † antiautomorphism. This can be done using the main antiinvolution˜of the Clifford algebra, also called reversion, defining the transformation d with help of the
. In our case, we have
Contrary to the CAR case, where we had a correspondence of F CAR and the dual elements F CAR * , where each of the later constitutes a linear form, we have a canonical choice for a linear form in the Clifford algebra. We may define the scalar part < . > 0 of a Clifford number by projecting onto the field of scalars embedded in CL:
Hence, the scalar part picks out the coefficient in front of the identity when A is expanded into Clifford multivectors w.r.t. a certain Grassmann product. Now, the states ω ν of the CAR algebra shall be related to the single linear form of the Clifford algebra. We therefore use representation theory of algebras. An irreducible faithful representation can be obtained by a left regular representation of the simple algebra on a minimal left ideal generated by a primitive idempotent element. A good choice is either P F * = aa † = e 1 e 2 , or P F = a † a = e 2 e 1 because of
Furthermore, the CAR relations show that the two projectors are a decomposition of unity
We can define now the Fock and dual Fock vacua by letting
which are identical with the above defined forms, as can be seen by calculating their values on the generators. The factor 2 stems from the ungeometrical normalization of the CAR relation, we would prefer the geometrical appropriate relation
remember that a † i = e n+1−i . The ν-dependent vacua are then given as in (11) by
The grading operator, formulated within the algebra, is necessarily ν-dependent, because of the requirement ω(Q) = 0 and found to be
All results of the CAR theory can be obtained now in purely Clifford algebraic terms, e.g. the µ-matrices as [µ
Since we have up to now hardly done more, as to reformulate the CAR results, we have to face the question why we prefer a Clifford geometric approach. Even the correspondence to a single linear form is common to physicists, who are used to work with matrix representations. Every state on a finite dimensional real or complex CAR algebra can be written as
where V is the representation space, π : CAR → End(V ) a representation and ρ the density matrix. In the next subsection we utilize the Clifford algebra in a new an geometric way. This step, taking the Clifford geometric character fully into account, is the doorway to generalize the situation thereafter beyond CAR possibilities.
Clifford geometric Fermi oscillator
In the previous subsection we have modeled the same situation as in the CAR algebra by simply translating them into Clifford terms. It is however clear, that the full power of a mathematical tool can only be achieved, if the generic abilities of it are used. Hence, we will give a further approach to the Fermi oscillator which relies fully on Clifford geometric methods. Let B ν be a bilinear form on the space V , (dimV = 2) which generates CL(V, B ν ). In a distinguished basis {e i } = {e 1 , e 2 } we have
The normalization is chosen in such a way, that ν will have the same values as above for positive solutions, ν ∈ ]0, 1[. Defining a contraction ν on V and lifting it to multivector arguments as in (19), we come up with the Clifford algebra CL(V, B ν ). Contraction, Clifford and wedge products are related by
Obviously, ∧ and∧ define different multivector structures in CL. Indeed, we had already mentioned that CL is only Z Z 2 -graded and bears no natural multivector structure. In other words, CL does not depend on the Z Z n -grading and we have an Clifford algebra isomorphism CL(V, B ν ) ≃ CL(V, G), where G is symmetric and does correspond directly to a quadratic form. This can be seen by inspection of the commutator relations which turn out to be independent of ν (n = dimV )
e i e j + e j e i = B ν (e i , e j ) + B ν (e j , e i ) = 2G(e i , e j ) = δ i,n+1−j = Q(e i + e j ) − Q(e i ) − Q(e j ).
This yields immediately the identification a = e 1 , a † = e 2 . If we would like to insist on symmetry, we should now shift ν to ν ′ = −1/2 + ν. But to be able to compare the results with previous sections, we remain with ν.
Since we saw, that the scalarpart projection depends on the multivector structure, which is now parameterized by ν, we have an intrinsic way opened to describe vacuum states. However, now this is not a question of an dual-isomorphism connecting V and V * , positivity and a statistical interpretation, but simply a matter of the geometry emerging from an additional antisymmetric part in the contraction. Moreover, we showed in [7, 9] that F equals the propagator of the theory. We have thus found a constructive way to relate the dynamics to representations.
To demonstrate the equivalence of < . . . > ∧ 0 -scalarpart of CL(V, B ν ) without any Fock-projectors involved-and ω ν we calculate the values of the state S 0 (CL(V, B ν )) on the generators (the linear form taken element wise)
compare (4) . Since the Clifford product and the anticommutation relations are ν-independent, we have established an algebra isomorphism. Furthermore, we had implemented the † via a Clifford reversion followed by a linear transformation d, we have constructed in fact a * -isomorphism. One should remark however that the Clifford reversion does not respect in general the multivector structure. This can be seen from (e 1 ∧ e 2 )˜= [e 1 e 2 − B ν (e 1 , e 2 )]= e 2 e 1 − B ν (e 1 , e 2 ) = e 2 ∧ e 1 + B ν (e 2 , e 1 ) − B ν (e 1 , e 2 )
= −e 1 ∧ e 2 − 2F 1/2−ν (e 1 , e 2 ).
On the other hand, the doted wedge∧ is stable under reversion. This motivated the normal ordering procedure in QM and QFT [8, 9] . However, one has carefully to distinguish then the scalarpart projections < . . . > ∧ 0 and < . . . >∧ 0 , which result in entirely different states. The later constitutes the maximally mixed state
which of course also equals the usual normal ordered Fock state. The state is positive, if ν ∈]0, 1[, which is equivalently written as
The relation between geometry and algebraic norms of such types were examined in [18] . In the cases ν = 0 and ν = 1, the base space has only a degenerated form, which does not allow the construction of a universal Clifford algebra. Finally, we could furthermore calculate the matrices [µ
, which are once more of the same form. One should note, that within the Clifford algebraic approach a representation does not become necessary, since all calculations can be performed within the abstract algebra. Hence we are not troubled with the positivity requirement to obtain representations in Hilbert spaces.
Two degrees of freedom
As we said already, the one dimensional system served as a learning field. In moving to the next dimension, we will however see some probably unexpected details. This system is furthermore able to describe physical situations, especially the occurrence of spin-one can be used for the purpose of bosonization. The two-dimensional system also exhibits differences between the CAR and Clifford approach, which goes beyond the simple restriction of some parameters to gain positivity. The coherence that all entities in the theory are formulated within one mathematical system, in the generalized Clifford geometric algebra, unfolds dependencies and relations which are in the CAR setting formerly not visible. This is an further example of the usability of Clifford geometric algebra as claimed by Hestenes [19] .
CAR results
Since we fear having already overdone the obvious in the treatment of the onedimensional system, we will give in this section only the definitions and results. Most of them can be found in [20, 21] .
We define the CAR algebra generated by {a α , a † β , 1I}, α, β ∈ {1, 2} via the relations
Furthermore, we demand an action of the group U (2) -if the complex ground field is used-by the requirements
where σ αβ k are the Pauli-matrices andσ k = −σ k = (−) k σ k (the relations are not independent). Since we do not fix any dependency on the S k , Q as functions of the {a α , a † β , 1I}, we have defined an extended CAR algebra, [22] . A maximal set of pair-wise commuting observables is given by Q, S 3 and S 2 = 3 k=1 S 2 k . We feel very uncomfortable with this notation, because S k will be a multivector aggregate within the Clifford algebra and not a 'vector', but we use it because of readability and since it is a standard.
Additionally we define a distinguished basis {g i } in terms of polynomials in the generators, which are chosen to be eigenvectors of the commuting operators S 3 , S 2 , Q, with eigenvalues s 3 , s(s + 1), q. This is summarized in table 1, see [20] : Table 1 .
The linear space spanned by {g 1 , g 2 , g 3 } contains then the candidates for vacuum states. One may note the occurrence of a spin-one triplet (s(s + 1) = 2) which of course has zero expectation values in Fock-space, of two spin one-half "quartets" (s(s + 1) = 3/4) of opposite charge or "particle number" and two spinless eigenvectors of "particle number" q = ±2.
In [20, 21] the vacuum states where deduced from special conditions (given below, (45)) on this basis. However, one might notice that these states are defined only up to an additive possibly complex constant e.g. g 5 ≃ g ′ 5 = g 5 + c1I, since the constant does not contribute to the commutator e.g. [Q,
This fact spoils the claim in [20, 21] that one can conclude from
2 Ω > (= ν). We will nevertheless stay with this restriction to be able to compare CAR and Clifford geometric results and impose the normalization of the g i given in table 1 as further constraints. However, we will see, that the pair (ν, w) is sufficient to parameterize all vacuum states, but the CAR approach is then no longer able to relate them to other data, as to the propagator.
With the basis of table 1 (including normalization) we conclude that vacuum states can be parameterized by two real variables ν, w since we have
bec. of nontrivial eigenvalues. (45) If we further require, that ω νw is a positive state, we have to restrict the parameters to
which describes the interior of a simplex. It was demonstrated in [20, 21] , that ω νw can be decomposed into three extremal states, once more the Fock and dual Fock states with ω F = ω 11 , ω F * = ω 00 and a further uncommon state ω E = ω 1/2 0 . This yields the decomposition
Quasi free states, with vanishing higher correlations [23] turn out to be described by ω ν ν 2 , a parabola in the ν-w-plane. It is interesting, that Bogoliubov transformations which mixes Fock and dual Fock states does therefore create correlations, but with no contribution of ω E . We stop the discussion, further information on the dynamics generated by this type of system can be found in [20, 21] .
Clifford geometric results
If we use any possible freedom in defining a contraction, the Clifford algebra provides a richer structure than the CAR algebra. Since we want to stay with a correspondence {a 1 , a 2 , a † 2 , a † 1 } = {e 1 , e 2 , e 3 , e 4 } we require that the symmetric part of the contraction of the {a i } and {a † j }, leads to
Canonical quantization turns out to be nothing more than the specification of an appropriate quadratic form in use [7, 9] . The antisymmetric part of the contraction is a priori arbitrary, we set therefore
and note that from {a α , a β } = 0 no additional information is obtained from the antisymmetric part, which then yields in terms of Clifford generators
A canonical grading operator may be defined by the identity operator on the space spanned by the {a α } alone
The vacuum state is defined as the scalarpart < . . . > ∧ 0 . We have thus to renormalize N ′ by a scalar additive constant. From
we deduce
= < B(e 1 , e 4 ) + B(e 2 , e 3 ) + e 1 ∧ e 4 + e 2 ∧ e 4 > ∧ 0 = B(e 1 , e 4 ) + B(e 2 , e 3 ) = r + s,
or
Observe, that the first expression for N is independent of the specific used ∧, but dependent on a specific normalization −(r + s), while the second is independent of the normalization, but depends on the specific used ∧. From table 1 
Because of the choice of normalization in table 1, and the requirement that < .
is a vacuum state, we have to set
The third relation is equivalent to the condition ω νw (a 1 a † 1 ) = ω νw (a 2 a † 2 ) = ν in (45). But the Clifford treatment uncovers then the relation of ν = r = s and w = um − tq + rs =< g 3 > ∧ 0 . Since we have to fulfill (56) to be consistent, we obtain w = rs = ν 2 and the correspondence
This are quasi free states and thereby almost trivial. The space of states is parameterized by one single real number ν, not a pair (ν, w). To provide a set of positive states, ν has to be restricted to ]0, 1[. The Clifford algebraic examination of the CAR results unveils therefore an inconsistency, which breaks up the relation of contraction data an the parameterization of vacuum states and quantization. Below, we discuss the connection of the propagator, contraction and these parameters in Clifford geometric terms, which is thus beyond of the ability of CAR methods.
Since we want to look for more general situations, we use the freedom to renormalize the basis {g i }, which is defined only up to constants g
we cancel the unintentional expectation values. We drop the prime thereafter. The vacuum states can then be parameterized by two real numbers ν, w, which are of course functions of the parameters q, r, s, t, u, m. One obtains from g 2 and g 3
= w = w(q, r, s, t, u, m) = um − tq + rs.
If we set r = −s + 2ν, we remain with w = um − tq − s 2 + 2sν, which does posses the solutions
To be able to relate this results with more conventional approaches, we remark that the propagator, also denoted by F , of the theory was shown to be equivalent to the antisymmetric part of B in [7, 8, 9] . This can be seen as follows
and hence
The solutions obtained in (60) yield thus a direct and constructive relation between the matrix elements of the propagator (q, r, s, t; u, m) and the parameterization of the corresponding vacua (ν, w).
Since we have to compare our results with CAR algebraic ones over the complex number field, we have to take the (q, r, s, t; u, m) parameters as complex numbers. From
or in matrix form
we conclude, that (q, r, s, t) have to be real numbers. From
we obtain that ∆ 0 := um = uu † ≥ 0 and analogously from q
The requirement of hermitecity has thus furthermore restricted the parameters. ∆ i is an shift induced by the spin-zero and spin-one eigenvectors. From (60) we remain with the gapequation
The Propagator can then finally be written as
Let us spend some more words on the vacuum sector obtained in our U (2) model. We had already seen, that the space of all positive vacua is an affine simplex -thereby convex-, spanned by three extremal states, Fock state ω F = ω 11 , dual Fock state ω F * = ω 00 and an state ω E = ω 1/2 0 . A general state was decomposed as
Since Bogoliubov transformations do mix Fock and dual Fock states, they generate an edge of the simplex, which might also be parameterized as
The full space of positive vacua is then a convex combination of ω BG and ω E with λ ∈]0, 1[
If we now fix a ρ and look at the line of vacua parameterized by λ, we get a classical bifurcation diagram for the solutions of (60) most easily seen if the ∆ i are zero. The quasi free states given by ν 2 = w do then constitute the borderline of different phases. Since quasi free states are defined to have no higher correlations, they separate areas which do posses higher correlations of possibly different signs. In our case, one area has an attractive force and ordered phase, where the other one has repulsive character. In the area between ω BG and ω ν ν 2 −∆1+∆2 one has a typical gap-equation, where between ω ν ν 2 −∆1+∆2 and the edge state ω E this type of solution can not occur since s has to be real.
Discussion
By embedding CAR algebras and extended CAR algebras into a generalized Clifford geometric framework it was possible to unveil several new aspects. This fact is based on an intrinsic algebraization of states in Clifford algebras of multivectors. If we have a duality pairing < ., . > and an exterior product ∧, we define by
the contraction as the dual product of the wedge w.r.t. the given duality pairing.
On the other hand, we might fix a contraction and a wedge, thereby defining a duality pairing. This can not be achieved if the positivity requirement is considered, since the positive states constitute only a convex affine set, which is i.g. not linear. Furthermore, we can not find a representation of the full algebraic setting in a positive nondegenerate space of appropriate dimension, which is seen from the GNS construction and Clifford algebra theory. However, we saw that CAR methods are able to describe correctly the vacuum sector, but looses thereby the constructive relation between the propagator matrix elements and the vacuum parameterization. This relation is uncovered by introducing Clifford algebras of multivectors, which possess possibly an antisymmetric part in the contraction. In general, this introduces n(n − 1)/2 parameters, which can be used to describe inequivalent vacua. However, since one has already chosen a basis, this propagator matrix elements are basis -or say observer-dependent, so that not all of them describe properties of vacua. We succeeded in our U (2)-model, to give the explicit functional relations of the vacuum parameters ν, w in terms of the contraction data. We were able to give a complete classification of the vacuum sector of positive states, including a phase transition. We obtained furthermore shifts in the gapequation induced by spin-one and spin-zero eigenvectors. No additional field or potential was needed to obtain this transition, which occurs for purely algebraic reasons. Moreover, we had not even defined a dynamics, which renders the vacuum structure to be universal to such models possible within our framework.
Since these methods can formally be generalized to QFT in a straight forward manner [7, 9] and even to symplectic Clifford algebras, which are related to CCR algebras and bosons [7] , we conclude, that symmetry breaking might occur without a Higgs field. The Higgs field therefore would ad hoc reintroduce the lost connection between contraction data and the vacua.
Our model shows very clear, that phase transitions do not depend on infinite many particles or a thermodynamic limit.
The relation between operators and observables has been clarified by explicit calculations, which lead e.g. to a additive renormalization of eigenmonomials in the generators. Furthermore, our method is not restricted to the positive case. Positivity was only considered for comparing our results with conventional calculations. If we allow indefinite states, we have to move to the geometrical point of view, since the statistical interpretation breaks down. In QCD and non-linear spinor field theories occur ghost fields, e.g. the Faddeev-Popov-fields, which are needed during interaction, but not in the initial and final states, which are subjected to a statistical interpretation. We hope that the geometric concepts, valid in indefinite situations, will provide an improvement of the situation.
Further developments of the theory shall include explicitly dynamics. This will then allow to calculate the propagator matrix elements and therewith the correct and consistent ground state. This will be interesting at most in non-linear dynamics.
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