We consider the problem of a robot with uninterpreted sensors and e ectors which must learn, in an unknown environment, behaviors (i.e., sequences of actions) which can be taken to achieve a given goal. This general problem involves a learning agent interacting with a reactive environment: the agent produces actions that a ect the environment and in turn receives sensory feedback from the environment. The agent must learn, through experimentation, behaviors that consistently achieve the goal. The di culty lies in the fact that the robot does not know a priori what its sensors mean, nor what e ects its motor apparatus has on the world. We propose a method by which the robot may analyze its sensory information in order to derive (when possible) a function de ned in terms of the sensory data which is maximized at the goal and which is suitable for hillclimbing. Given this function, the robot solves its problem by learning a behavior that maximizes the function thereby resulting in motion to the goal.
The credit assignment problem
The learning problem addressed in this paper is illustrated in Figure 1 . The learning agent, which we are calling a \critter," receives sensory input (vector s) from the world and acts on the world via motor outputs (represented by a, the action vector). In addition, the critter has access to a reward signal, r, by which it knows when it has achieved its goal. (In the experiments discussed later, the reward signal is incorporated into the sense vector for simplicity.) The critter's task is to learn a behavior which reliably achieves the goal. This behavior is a sequence of actions (most likely dependent on the concomitant sequence of sense vectors) which takes the critter from its present state to the goal state. The problem is di cult because the reward signal does not provide feedback for every action. The critter only knows that it has done the right thing when it stumbles onto the goal and is rewarded. It is then faced with the credit assignment problem { the problem of deciding which actions led to the goal.
A solution
In this paper, we propose the following solution to this problem:
1. Derive a function de ned in terms of the sense vector (which is itself a function of the state of the world) such that this function is maximized at the goal state and is suitable for hill-climbing. It may in some cases be impossible to nd such a function, in which cases, the method fails.
Learn a behavior that does gradient ascent on this
hill-climbing function.
The problem explored in this paper can be viewed as the problem of learning a hill-climbing function to replace an a priori function where the latter is not appropriate for gradient ascent. In general, this problem can be described as follows: There is some function, given a priori, which de nes a goal. This function is inappropriate for hill-climbing because it is almost everywhere zero and thus gives almost no information when the critter is not at the goal. Such a function is illustrated in Figure 2 . The horizontal axis represents the space of possible states of the world or some subset of this space. For example, this space may be the set of possible positions of a robot in a room. In such a case, there may be only one position or a small set of positions which de nes the goal state. The problem is that the goal function tells the critter when it is at the goal but does not tell the critter how to get to the goal if it is not already at the goal.
The aim of the research described here is to replace the a priori function with one which is maximized at the goal and which is suitable for hill-climbing. Such a function is illustrated in Figure 3 . Ideally, this function will be di erentiable and its gradient will everywhere point roughly toward the goal. The ultimate goal of this research is to demonstrate how a robot can experiment with its sensors and effectors, in an unknown world, in order to learn the distinctiveness measures and control strategies that are the foundation of the Spatial Semantic Hierarchy of Kuipers and Byun (1988).
Overview
In the next section, we pose a particular instance of the general learning problem described in Figure 1 . In Section 4, we develop a language of functions and operators useful for analyzing sensory data observed by a critter exploring its environment. In Section 5, we use the language to de ne a hill-climbing function suitable for the particular problem. In Section 6, this de nition is used by a critter to learn hill-climbing functions for nding food in two di erent environments { one with one food source and one with two food sources. In Section 7, we demonstrate the usefulness of the learned hill-climbing functions by showing a number of ways in which the critter can use them to actually move to the food.
A particular problem: food-nding
In Sections 1 and 2, a general problem was posed along with a suggested approach to solving the problem. We now demonstrate this approach with a particular problem, the \food-nding problem."
Here is the setup of the learning problem: The critter is placed in a rectangular world with no other objects except a food source (see Figure 4) . The critter has the Smell: This is equal to 1.0 if the critter is at the center of a food source. It decreases with distance from the nearest source of food.
turn is 45 degrees. The maximum distance moved is ve grid locations. The world is simulated as a 50 by 50 grid. A food source is placed (arbitrarily) somewhere in the northwest corner. It is represented as a solid diamond covering four grid locations. The fact that it is solid means that the critter cannot move into those four locations and that the critter's sonar can sense the food. For the purpose of the at-food sensor, however, the food is e ectively a 7x7 square and thus occupies almost one ftieth of the entire area of the world.
The problem posed to the critter is to learn a hillclimbing function de ned in terms of the sense vector which is maximized when at the food. We must be careful to make explicit what is and is not known by the critter initially. The critter knows that the rst sense component is at-food (the reward signal) and that its goal is to nd a hill-climbing function such that maximizing this function brings the critter to the food (or, more correctly, makes the rst sense component become 1). The critter knows nothing else about the sensorimotor apparatus.
In order to learn the hill-climbing function, the critter wanders around its world for 10,000 time steps, taking a random action at each step. During this time it explores its world including the area with the food source. In the next section, we will see how the hill-climbing function is learned.
We should emphasize that this particular problem is just an example. The setup of the experiment could have been di erent. In the current implementation of the critter world simulator, a number of di erent sensory and motor systems are de ned. For example, the translate motor apparatus provides translational motion in which the critter's orientation never changes. When a critter is created, it may be given any combination of sensory and motor systems. The critter's task is to do as well as it can with whatever sensorimotor apparatus it is given.
3.1 A solution using a \goal sense vector" Before describing the learning process more formally, let us consider the problem and its solution informally. The critter should learn that the smell sensor should be maximized. It should also learn that the x and y position sensors take on certain values at the food and that the food may be obtained by making the current x and y values match these values. The critter should also learn that the sonar and compass information is not as useful for nding the food (i.e., it is hard to know how to move based on compass and sonar information). What we would like the critter to learn, then, is that x and y should have certain values (e.g., about 0.2 and 0.8, respectively), that the smell should be near 1.0, and that the other sense components are unimportant. A hillclimbing function can then be proposed which is maximized when the current x, y, and smell components match their targets.
The learning process is outlined below: Here, c ranges over the components of the vectors. This is the dot product of the importance vector and an absolute di erence vector. Since we have already de ned the target vector, the problem reduces to nding the importance vector (and then showing that this hill-climbing function can actually be used to achieve the goal). The importance vector is computed by analyzing a history of sense vectors. In this experiment, we used histories 10,000 steps in length to ensure that the critter would su ciently explore its world. From such a history one can calculate the measures E, C, R, S, I, and P, which we will de ne in Section 5. From these measures, one can de ne the importance vector, u. Before de ning these measures, we introduce a number of de nitions that will provide the language with which to describe the measures.
Tools for analyzing sensory histories
The raw data used in this analysis is the history. In general, to record all potentially useful information, we would want a history to contain all the senses and actions seen and taken by the critter. However, in the present work, we only need the history to keep track of sensory information.
We can think of a history as an abstract object which contains sensory information for a set of time instances. We will represent this object in di erent ways depending on the context. The actual representation is not important as long as it contains all the information we need.
The history may be represented as a function of type In analyzing a sense component, we have found the frequency distribution to be a helpful tool { it abstracts away time and reduces a very large history to an object of manageable size. The distribution of a sense component, c, partitions the range of c (i.e., ?1; 1]) into a number of subintervals (which are called \class intervals" in some statistics texts, and which we will be calling \boxes") and associates with each subinterval the number of times in the history that the value of component c lay in that subinterval. If nb is the number of boxes in the distribution, then a distribution, p, may be represented as a function of type DIST = 0 : : :(nb?1)] ! R + 0 . We allow p(i) to have real values as well as integral values. We will want, for example, to speak of relative frequency distributions where we scale the distribution so that The frequency distribution, as we will see, captures a good deal of useful information about sense components. This amount of information may be reduced further, and made more manageable, by applying elementary statistics functions to the distributions. Thus we de ne the mean operator, :
where (i) is the class midpoint of the ith class interval box i . For example, if nb = 100, then f (i); 0 i < 100g = f?0:99; ?0:97; :: :; 0:99g. If we are given the history upon which the distribution of p is based, then we may calculate the mean more accurately from the history itself.
We similarly de ne the operator fpg which gives (approximately) the standard deviation of distribution p:
where is the mean of distribution p. Again, if the original history is available, the standard deviation may be computed more accurately from the history.
There are two more operators de ned on histories which have proven useful and which are thus included in our language. The rst is the \ lter" operator, F P . This operator is parameterized by a predicate P. In describing the operation of F P , it is best to think of histories as sets of (t; s) tuples. The value of F P fhg is the subset of h consisting of all the elements in h whose sense vectors satisfy predicate P. Another way to describe the operation F P is given below:
if P(h(t)) unde ned; otherwise Another useful operator is the operator @ t which can be viewed as taking the derivative of a complete history with respect to time. for analyzing sense histories. The basic data types are the history and the distribution. A history maps time into the space of sense vectors. A distribution for a sense component, c, is a mapping from a partition (i.e., a set of subintervals) of the range of c into frequencies. These operators can be used to de ne measures used in the analysis of the sensorimotor apparatus. In this paper, we use the operators to de ne measures which rate sense components according to their usefulness as components in a hill-climbing function.
Remember that h(t) is the sense vector that appears in the history at time t.
We de ne the division operator which computes the pointwise quotient of two distributions: To summarize, the objects, operators, and functions introduced in this section are listed in Figure 5 with their types. These operators, though few in number, are very expressive as they are based on powerful mathematical and statistical concepts. The computations involved in calculating them are temporally local which reduces memory requirements and makes them implementable in connectionist-style architectures. In the next section, we de ne a set of measures in terms of these operators which are useful in analyzing sensory data to determine which sense components may be used in de ning a hillclimbing function.
Rating the sense components
Recall that our present goal is to de ne an importance vector u based on an analysis of a sense history. In this section, we de ne a number of measures which can be used to rate a sense component's usefulness. These measures are illustrated using a particular history obtained from the critter world simulator.
Extent
Sense components like at-food, which take on discrete values, are not good for hill-climbing. The purpose of the measure E is to eliminate discrete sense components based on an analysis of the history. The measure E will allow us to distinguish between components with sparse ranges (i.e., with a small set of possible values) and components with dense ranges.
To eliminate components like at-food from consideration in the goal sense vector, we require that a component's range cover a good percentage of the interval The extent is the number of full boxes divided by the total number of boxes, nb. Thus, for at-food, the extent is 2=100 = 0:02. For x, it is 50=100 = 0:5.
The importance of a component, for the purposes of de ning hill-climbing functions, is de ned to be 0 if the extent is less than a certain number. In this experiment, this number was 0.25. The value of this threshold is not critical { the point of the extent measure is to weed out sense components with discrete ranges. For a variable which takes on only a few discrete values, the extent should be much less than it is for a continuous variable.
Continuity and Range
A component useful for hill-climbing should be continuous in the sense that small actions should result in small changes in the component's value. Thus we propose the 2 The value of 10 was chosen rather arbitrarily. Figure 6: This graph shows the distributions of di erences between consecutive sense vectors for the components smell, x, sonar0, and compass. The measure C, for continuity, is equal to the standard deviation of this distribution. The smaller the value of C, the better, for use in a goal sense vector. This is because we do not want factors contributing to a hill-climbing function to uctuate drastically with changes in position or orientation. Notice that the distributions for smell and x are much narrower than the ones for sonar0 and compass.
measure C, for continuity, which will give an indication of whether or not a sense component is continuous. The smaller the value of C, the better. C, for a component, is de ned as the standard deviation of the distribution of di erences in consecutive values of that component. Here is the de nition of C using the time derivative operator: C(c; h) = fD c f@ t fhggg For the position and smell sensors, this measure will be small because the critter's movement doesn't cause rapid uctuations in these components. Sonar sensors, on the other hand, will have fairly large C-values since even a small turn action can result in a large change in a sonar sense's value. Figure 6 gives the distributions of di erences for smell, x, sonar 0 , and the compass.
The importance of a component is taken to be inversely proportional to the ratio C/R where R, the \range," is a term used for normalization. R is de ned as the standard deviation of the component's overall distribution as opposed to the distribution of di erences.
R(c; h) = fD c fhgg
The idea here is that it makes more sense to compare the measure C/R (rather than just C) across sensory modalities. For example, if a sense component has a very small range, it will also have a small C value, even though it may not be good for hill-climbing.
Shape
The previous measures (extent and continuity) do not depend on the goal for which a hill-climbing function is sought. In this experiment, we do not just want to know what components might be used for hill-climbing Figure 7: This graph shows the reward distributions for sense components smell, x, y, sonar0, and compass. Notice that smell, x, and y all have well-de ned intervals of values that they assume when at the food. Thus they all have small values of S, (for \shape" of the reward distribution), which is taken to be the standard deviation of the distribution. As with measure C, smaller values of S are preferred. We can see from this graph that the compass can take on the whole gamut of values while the critter is at the food. The same is true for sonar0. (There is a peak at 0.0 for sonar0 because the critter often reaches the food by running head-on into it.)
in general, we want to know which are useful for the particular task of nding food. Smell, x, and y are good components because they all take on values from a small interval when the critter is at the food. We want the value of the component to be a good predictor of whether or not the critter is at the food. For example, smell is a good predictor: if the smell is near 1.0, then the critter is near the food. Conversely, if the smell is not near 1.0, that the critter is not close to the food.
One measure motivated by this idea is S, for shape, which is de ned in terms of the component's distribution of values that it assumes when the critter is at the food. The measure S is de ned as the standard deviation of this \reward distribution:" let P (h(t; 0) = 1) then S(c; h) = fD c fF P fhggg
The predicate P holds when the critter is at the food.
F P thus contains only the sense vectors seen when the critter was at the food. As with C, this term is normalized by dividing by R. The importance will be inversely proportional to S/R. Figure 7 shows the reward distributions of smell, x, y, sonar 0 , and compass.
Mutual Information
This measure is taken from information theory (see Jones (1979) for an introduction to the subject). Given two random variables x and y, the \mutual information" MI(x; y) gives a measure of how much information one variable gives about the other. Thus the measure MI(r; c) (where r is the reward or at-food sense component) will tell us how much information variable c gives about the value of at-food. In order to de ne MI, we rst introduce the information theoretic concept of entropy. In information theory, the entropy of a random variable is a measure intended to formalize the intuitive notion of uncertainty. If the value of a variable is perfectly certain, then its entropy is zero. If a variable takes on n di erent equally probable values, then its entropy is maximal and is equal to log n.
For the variable at-food which has only two values, the entropy is de ned as H(r) = ?p r logp r ? (1 ? p r ) log(1 ? p r ) where we let p r be the probability that at-food = 1. (Here, r (for reward) stands for the at-food sense component variable.)
We are interested in the change in the uncertainty of variable r given knowledge of the value of component c. If knowing the value of c decreases the uncertainty of r, then we can say that variable c gives information about r. In information theoretic terms, we are interested in the mutual information MI(r; c) between variables r and c which is equal to the di erence between the self entropy H(r) for variable r and the conditional entropy H(rjc).
We now derive an expression for the conditional entropy H(rjc). Consider the distributions below, where n = What we want is a measure which takes into account the entropies for all of the boxes in the distribution. This measure is the conditional entropy H(rjc) which is the weighted sum of the ent(p rjc (i)) terms where the weight is the probability p c (i):
To reiterate, this conditional entropy term is a measure of the uncertainty in variable r given knowledge of c. The mutual information is given by MI(r; c) = H(r) ? H(rjc) the di erence between the self entropy of variable r and the conditional entropy of r given c. MI(r; c) is at least zero, and is equal to zero when the variables are statistically independent.
Finally, we de ne the measure I: I(c; h) = MI(r; c) with MI(r; c) as de ned above.
Conditional probability
Another measure directly related to a component's ability to predict whether the critter is at the food is the conditional probability that the critter is at the food given that that component's value is near its target value. Recall that the target value is the mean value of the component's reward distribution (i.e., the distribution of values that the component assumes while the critter is at the food). The measure P will allow us to determine whether this target value is useful with respect to the goal of being at the food.
The conditional probability or expected reward, P, is calculated approximately using a component's overall distribution and its reward distribution. The distributions, remember, divide the interval ?1; 1] into 100 subintervals or boxes. One of these, the \target box," contains the component's target value. In this calculation, we count the number of samples in the target box and two boxes on each side of it. For conciseness, call these ve boxes the \target region." The approximation used for P, is the ratio of the number of samples, n r , counted in the target region for the reward distribution to the number of samples, n, counted in the target region for the overall distribution. This is an estimate of the likelihood that the critter is at the food given that the value of the component under consideration lies in its target region. Figure 8 shows the ratios of the at-food distribution to the overall distribution for components smell, x, and y. From the gure, it should be clear that smell has a much higher P-value than does x or y.
Below is the formal de nition of P: Here, ?1 (x) gives the value of i such that x 2 box i .
Importance
The set of measures described in the preceding sections should illustrate the descriptive power of the language of reward (i.e., the probability that the critter is at the food source) given any particular sense value for the components smell, x, and y. These distributions are obtained by pointwise division of the at-food distribution and the overall distribution. The target values for these components (calculated as the means of the at-food distributions) are 0.95, 0.26, and 0.79 respectively. From the graph, it is clear that when the smell is near its target, there is a high probability of reward. When x or y is near its target, there is roughly a 15 percent chance of reward. For the other components (not shown), the expected reward is much less.
operators de ned on sense histories. The set of measures described is certainly not exhaustive, but it is a useful set as the rest of the paper will argue. Given these measures, we now de ne the importance measure in a straightforward way. The (unnormalized) importance of a component is de ned to be u = 0; if E < 0:25 (R=C) (R=S) I P; otherwise 6 An experiment
In this section, we apply the preceding de nition of the importance vector to histories generated by a critter wandering randomly in a simulated environment with one food source. Intuitively, we expect the importance vector to assert that the components x, y, and smell are important and that the rest are not for the purpose of de ning a goal sense vector.
In this experiment, the critter explores a world with one food source (see Figure 4) . Its task is to learn a hill-climbing function which can be used to move to the food.
Below are the statistics after 10k steps of wandering. The number of samples is the length of the history. The \ lter samples" are those seen when the critter is at the food (i.e., when the at-food component is equal to one). Here, Mean is the overall mean for all samples in the 10k-step history. The measures R, C, S, E, P, and I were de ned in section 5. GSV (for goal sense vector), is the vector of target values. U (for usefulness) is the vector of importance values. The goal sense vector has the targets smell= 0:95, x = 0:26, y = 0:78. The other components have all been eliminated from consideration, that is, their importances are very small. Notice that smell has the highest importance rating and that x and y both have importances less than a sixth that of smell indicating that the smell sense is signi cantly better for hill-climbing.
Let us analyze why the eliminated components (those with very small importance values) received the importance ratings they did. The at-food component is eliminated because its extent is too small. The sonar sensors all fare poorly on measures C, S, P, and I. C is large meaning that the sonar sensors uctuate signi cantly with small motions. S is large meaning that there is a wide range of values that the sensors take on when at the goal. P is small meaning that the target values are not good indicators of the presence of food. I is small indicating that the sonar values do not give much information about the value of the reward variable. Similarly, the compass fares poorly on measures C, S, P, and I. A second experiment was run in which a second food source was placed near the bottom middle of the world. In that experiment, only the smell sense was labeled as being important.
Using goal sense vectors to nd food
Once the critter has learned a goal sense vector, it needs to learn the corresponding behavior, i.e., it needs to learn to maximize the derived hill-climbing function and move to the food. In this section, we brie y describe a number of methods for using the goal sense vectors.
A brute-force method
The rst method is a very general, brute-force approach which does not require additional learning. The hillclimbing algorithm involves randomly choosing an action and executing it as long as it results in an increase in the hill-climbing function. When the hill-climbing function decreases, a new random action is taken. A trace of a typical path taken by the critter in nding the food is given in Figure 10b . This algorithm works, but it is not very e cient. The critter makes a lot of bad moves and wanders around a good deal before achieving its goal. The brute force hill-climbing method does not work very well with the turn-and-advance motor apparatus whose actions result in circular paths. With most actions, the critter makes only small progress toward the food before turning away. For the purposes of comparison, Figure 10a shows the path taken by a critter which wanders randomly until it stumbles onto the food.
Learning reactive behaviors
Another method for implementinga hill-climbingbehavior is to use a (sense ! action) mapping whereby, at each step, the critter computes the action to take by applying the mapping function to the sensory input. This mapping is learned using connectionist techniques, such that the resulting reactive behavior solves the problem of maximizing the hill-climbing function. The subject of learning such behaviors is beyond the scope of this paper, but we do brie y discuss one example of such a learning method here. In Figure 10c , we show the path taken by a critter that has learned an appropriate reactive behavior. In these examples, the critter takes 10,000 random actions to learn a goal sense vector and then takes another 10,000 more random actions to train the reactive behavior. The gures show traces of paths made after both learning phases.
The learning method used by this critter is straightforward. The critter learns a linear mapping from sense vectors to actions vectors: Suppose that during learning the critter sees sense vector s and responds with random action a. The critter learns by reinforcing the association (s ! a) using the delta rule 3 to modify the weight matrix that determines the (sense ! action) mapping.
The amount of reinforcement is proportional to the immediate reward and to future rewards where the contribution of future rewards falls o exponentially with time. The reward here is taken to be the increase in the hill-climbing function (and can therefore be negative).
Exploiting motor knowledge
The brute force hill-climbing method has the advantage that it works without additional learning. All that is needed is the hill-climbing function itself. The method can be greatly improved if the critter has knowledge of turns and travels. (In other work, we are exploring methods of diagnosing turn and travel actions given an uninterpreted sensorimotor apparatus.) Given such knowledge, the critter can travel forward as long as the Figure a , the critter takes random actions producing a random walk that ends when it happens onto the food. In Figure b , the critter knows the hill-climbing function and uses a simple minded method to perform hill-climbing (see the text for a description). In Figure c , the critter has learned a reactive behavior. It uses its sensory input to determine what action to take at each step. hill-climbing function increases and then take a 90 degree turn. In Figure 11 , we show a typical path taken by a critter that uses such a scheme for hill-climbing.
Exploiting additional sensory knowledge
Given additional sensory information, the critter can learn improved behaviors. The critter learns to exploit the sensory information it is given. In Figure 12 , we see a typical path taken, after learning (as in Section 7.2), by a critter that has a food-beacon sensor in addition to the rest of the sensors. The food-beacon sensor has 12 binary components corresponding to 12 di erent directions. Exactly two components have value 1 corresponding to the two directions between which the food source lies. Using this sense, the critter can learn to turn toward the food and then advance to it. Incidentally, the critter assigns importance values of zero to the food beacon sensors.
The hill-climbingmethods have been tried for the twofood-source case as well, with similar results. Which food source the critter ends up at depends on the critter's initial position and orientation.
Summary
We have addressed a particular version of the creditassignment problem, namely that faced by an agent, with uninterpreted sensors and e ectors, learning goaldirected behaviors in a reactive environment. Our solution is to exploit the sensory information given to the learning agent in order to replace a goal function with a hill-climbing function.
To that end, we have developed a language of operators de ned on sense histories which has enabled us to analyze the agent's sensory apparatus in order to discover which senses might be used as components in a hill-climbing function. A hill-climbing function, d, was de ned in the language and shown to be useful in the context of two experiments in which the goal was to nd sources of food.
