ABSTRACT. We study exponential sums of the form
Introduction.
For a prime p we denote by F p the finite field of p elements, which we assume to be represented by the set {0, 1, . . . , p−1}. For an integer t we denote by Z t the residue ring modulo t and by Z The case of f (X) = bX (including b = 0) is well studied. In particular, the bound (1) t x=1 e p (aϑ x )e t (bx) ≤ p 1/2 , where a, b ∈ Z and gcd (a, p) = 1, is a very special case of a much more general estimate of Korobov [10] of exponential sums with linear recurrence sequences.
Clearly the bound (1) becomes trivial for t ≤ p 1/2 . For b = 0, a bound which is nontrivial already for t ≥ p 3/7+ε (with an arbitrary ε > 0) is given in [12] . In turn, the result of [12] has been improved by HeathBrown and Konyagin [7] who lowered the threshold to t ≥ p 1/3+ε . Konyagin [9] has further lowered it down to t ≥ p 1/4+ε . Furthermore, in [13, Lemma 3.15 ] the result of [7] is extended to arbitrary b (which requires slightly more efforts and care than one usually expects for such generalizations), so (1) can now be replaced with
where a, b ∈ Z and gcd (a, p) = 1.
The estimates of [7, 9, 12 ] are completely explicit. In fact, Cochrane and Pinner [5] have even evaluated explicitly the constants hidden in the 'O'-symbols in (2) . Less explicit results, that however are valid, in an amazingly wide range of t ≥ p ε have been given by Bourgain, Glibichuk and Konyagin [3] for b = 0. In fact, it is easy to extend this estimate to arbitrary b ∈ Z. Indeed, since Furthermore, Bourgain [2] has obtained a nontrivial estimate for these sums already for t ≥ p c/ log log p with some absolute constant c > 0.
For nonlinear functions f , the only nontrivial bounds of S p (a, f ) have been known for f (X) = b/X, b ∈ Z. In [4] it is obtained for t ≥ p ε with an arbitrary ε > 0, and then also in [14] only for t ≥ p 1/2+ε but in a more explicit form than in [4] .
Here, in the case of prime t, we use a modification of the method of [4, 14] to estimate the sums S p (a; f ) for an arbitrary rational function f .
It is crucial for our approach to have good estimates on the number of solutions to the congruences of the form
We use the bound (3) to derive such estimates, and then estimate the sums S p (a; f ) provided that t ≥ p ε is prime. Furthermore, for large values of t, namely for prime t ≥ p 2/3 , we use the more explicit bound (1) (note that both bounds are used with b = 0).
In fact, our approach also works for composite t; however, the result is much weaker and the technical details are more involved.
Throughout the paper, any implied constants in symbols O, and may occasionally depend, where obvious, upon the real positive parameter ε, the integer parameter k and the degree of the function f , and are absolute otherwise. We recall that the notations U = O(V ), U V and V U are all equivalent to the statement that |U | ≤ cV holds with some constant c > 0.
Preparations.
Here we obtain some estimates on the number of solutions to the congruence (4). Let us define
(Note that this quantity depends only upon t rather than on ϑ.) Lemma 1. For an integer m ≥ 2 and arbitrary integers a 1 , . . . , a m with gcd (a 1 · · · a m , p) = 1, the congruence (4) has
solutions.
Proof. Using the identity
we express N via exponential sums as follows:
Separating the term t m /p corresponding to λ = 0, we derive
Finally, by the Cauchy inequality
and the result now follows.
We now estimate the number of solutions of an inhomogeneous version of (4):
We also need a result about linear independence of rational functions with shifted arguments.
t , the rational function
is not constant.
Proof. Write f (X) = g(X)/h(X) with two relatively prime polynomials g(X), h(X) ∈ Z t [X]. Assume that, for some c ∈ Z t , we have
Let Z be the set of zeros of h(X). Since f is not a polynomial, we have Z = ∅. We now define the difference set
Assume that there exist some elements x ν such that x ν − x i / ∈ W for all i = ν, 1 ≤ i ≤ 2k. Then, taking arbitrary z ∈ Z and specializing X as x = z − x ν , we see that all terms in (6) vanish for j = ν, and we obtain
that contradicts either the co-primality of g(X) and h(X) or the choice of x ν . Now assume that, for every j = 1, . . . , 2k, there exist i = ν, 1 ≤ i ≤ 2k with x j − x i ∈ W. We consider the graph G on 2k vertices where we connect the vertices i and j if and only if x j − x i ∈ W. By our assumption, each connected component contains at least 2 vertices; thus, G has at most k connected components. Specializing x j for any j = 1, . . . , 2k leads to at most (#W) 2k possibilities for any elements Proof. For any integer k ≥ 2,
f (x j ) . Now, for each u = 0, . . . , p − 1, we collect together the terms with
f (x j ) .
Next, by the Cauchy inequality, we derive
where the outside summation is taken over the set of vectors
Now, for y ∈ Z t , we have
is equivalent to
averaging over all y ∈ Z t and changing the order of summation, we obtain
where Σ * indicates that the poles of the function in the exponent are excluded.
such that the rational function F x (X), given in Lemma 2, is constant, we estimate the sum over y trivially by t. Hence, we see that the total contribution from such vectors is O(t k+1 ).
Now, for the remaining (x 1 , . . . , x 2k ) ∈ W f,k , recalling that t is prime and using the Weil bound of exponential sums with rational function, (for example, in the form given in [11] ), we estimate the sum over y by O(t 1/2 ). We see from Lemma 1 and bound (3) that, for a sufficiently large k, depending only upon ε,
where the implied constants depend only upon k.
Hence, we see that the total contribution from such vectors is
Finally, we also assume that k is such that p ≤ t k−1 , which after the substitution in (8) , concludes the proof.
We now obtain an explicit bound in the case of large values of t. and rational function f (X) ∈ Z t (X), we have
Proof. We assume that the rational function f is not a constant or linear polynomial modulo t as otherwise the result is immediate from (1).
We now proceed as in the proof of Theorem 3. In particular, we assume that the rational function f is non-constant modulo t as otherwise the result is immediate from (1). We choose k = 2 and, instead of (7), we use the bound
which follows from the inequality (1) combined with Lemma 1. Furthermore, since t ≥ p 2/3 , these estimates simplify as
which is a full analog of (7).
Since, by our assumption, f is not a constant or linear polynomial modulo t, we also remark that, for x 1 ≡ x 2 (mod t), the rational function
is not constant in Z t , provided that t is large enough.
Therefore, with k = 2 the bound (8) (2) in full generality and also the results of [9] (rather than just (1) e p (a(ϑ x − ϑ y ))e t (f (x) − f (y))
e p (a(ϑ x − ϑ x+y ))e t (f (x) − f (x + y))
e p (a(1 − ϑ y )ϑ x )e t (f (x) − f (x + y)).
The sum over x is of the same type as the initial sum, besides that, for every y, the polynomial f (X) − f (X + y) is of lower degree than f (X).
Thus, an inductive argument applies, see the proof of [1, Lemma 1] , which corresponds to the case t = p − 1. For a large prime t this, however, leads to a much weaker bound than that of Theorem 4, but instead it works in many cases to which Theorem 4 does not apply.
